The following important question is frequently overlooked: Which variables should we control? The answer is related to finding a simple and robust way of implementing the optimal operating strategy. It is argued that the controlled variables should be those that that give "self-optimizing control", which is when acceptable operation is achieved with constant setpoints for the controlled variables. The idea is applied to propane-propylene distillation case study.
INTRODUCTION
If we consider the control system in a chemical plant, then we find that it is structured hierarchically into several layers, each operating on a different time scale. Typically, layers include include scheduling (weeks), site-wide optimization (day), local optimization (hour), supervisory/predictive control (minutes) and regulatory control (seconds); see Figure 1 . The task in each layer, e.g. optimization or control, may be performed by a computer algorithm or it may be performed manually (by an operator or engineer). The layers are interconnected through the controlled variables. More precisely, the controlled variables ( ¡ ) are the (internal) variables that link two layers in a control hierarchy, whereby the upper layer computes the setpoint (
) to be implemented by the lower layer.
Which should these internal controlled variables ¡ be? That is, what should we control? More generally, the issue of selecting controlled variables is the first subtask in the control structure design problem (Foss, 1973) ; (Morari, 1982) ; (Skogestad and Postlethwaite, 1996) : (for control purposes including stabilization) (4) Selection of a control configuration (structure of the controller that interconnects measurements/setpoints and manipulated variables) (5) Selection of controller type (control law specification, e.g., PID, decoupler, LQG, etc.) .
Note that these structural decisions need to be made before we can start the actual design the controller. In most cases the control structure is designed by a mixture between a top-down consideration of control objectives and which degrees of freedom are available to meet these (tasks 1 and 2), combined with a bottomup design of the control system, starting with the stabilization of the process (tasks 3,4 and 5). Even though control engineering is well developed in terms of providing optimal control algorithms, it is clear that most of the existing theories provide little help when it comes to making structural decisions.
The method presented in this paper for selecting controlled variables follows the ideas of Morari et al. (1980) and Skogestad and Postlethwaite (1996) and is very simple. The basis is to define mathematically the quality of operation in terms of a scalar cost function " to be minimized. To achieve truly optimal operation we would need a perfect model, we would need to measure all disturbances, and we would need to solve the resulting dynamic optimization problem on-line. This is unrealistic in most cases, and the question is if it is possible to find a simpler implementation which still operates satisfactorily (with an acceptable loss). More preciely, the loss # is defined as the difference between the actual value of the cost function obtained with a specific control stragegy, and the truly optimal value of the cost function, i.e.
. The simplest operation would result if we could select controlled variables such that we obtained acceptable operation with constant setpoints, thus effectively turning the complex optimization problem into a simple feedback problem and achieve "self-optimizing control":
Self-optimizing control is when we can achieve an acceptable loss with constant setpoint values for the controlled variables (The reader is probably familiar with the term selfregulation, which is when acceptable dynamic control performance can be obtained with constant manipulated inputs. Self-optimizing control is a direct generalization to the case where we can achieve acceptable (economic) performance with constant controlled variables.)
A simple example of self-optimizing control is the process of baking a cake, where the operation is indirectly kept close to its optimum ("a well-baked cake") by controlling the oven temperature and baking time at the setpoints given in the cook book (which in this case is the "optimizer"). The idea is further illustrated in Figure 2 , where we see that there is a loss if we keep a constant setpoint rather than reoptimizing when a disturbance moves the process away from its nominally optimal operating point (denoted
5
). For the case illustrated in the figure it is better (with a smaller loss) to keep the setpoint constant.
An additional concern with the constant setpoint policy is that there will always be an implementation error
, e.g. caused by measurement error. The implementation error may cause a large additional loss if the optimum surface is "sharp". To be more specific, we may, as illustrated in Figure 1 , distinguish between three classes of problems when it comes to the actual implementation: . In this case there is no loss imposed by keeping a constant
. In addition, implementation of an "active" constraint is usually easy, e.g., it is easy to keep a valve closed. The latter unconstrained problems are the focus of this paper.
Inspired by the work of Findeisen (e.g. see Findeisen et al. (1980) ), Morari et al. (1980) gave a clear description of what we here denote self-optimizing control, including a procedure for selecting controlled variables based on evaluating the loss. However, it seems that so far nobody har followed up on their ideas. One reason was probably that no good example was given in the paper.
The main objective of this paper is to demonstrate, with a few examples, that the issue of selecting controlled variables is very important and that the concept of self-optimizing control provides a useful tool.
THE OPTIMIZATION PROBLEM
The optimizing control problem can be formulated as
(1) subject to the inequality constraints
where U are the h R independent variables we can affect ("base set" for the optimization degrees of freedom), and 9 are independent variables we can not affect (disturbances). The solution to this problem (if a feasible solution exists) is
, where
There are two main issues when it comes to optimizing control. The first is the mathematical and numerical problem of solving the optimization problem in (1) to obtain the optimal operating point. The optimization problem may be very large, with hundreds of thousands of equations and hundreds of degrees of freedom (e.g. for a complete ethylene plant), but with todays computers and optimization methods this problem is solvable, and it is indeed solved routinely today in some plants. The second issue, the focus of this paper, is how the optimal solution should be implemented in practice. Surprisingly, this issue has received much less attention. The objective is to, if possible, Find a set of controlled variables ¡ , which when specified at constant setpoints, give an acceptable loss ( ¡ replaces U as degrees of freedom, and a special case is to select
The analysis in this paper is based on steady-state models and use of constant setpoints
at each steadystate (operating point). To analyze the effect of disturbances we may time-average various steady-states. The main justification for using a steady-state analysis is that the economic performance is primarily determined by steady-state considerations.
PROCEDURE FOR SELECTING CONTROLLED VARIABLES
Step 1: Degree of freedom analysis. Determine the number of degrees of freedom (h R ) available for optimization, and identify a base set ( U ) for the degrees of freedom.
Step 2: Cost function and constraints. Define the optimal operation problem by formulating a scalar cost function " to be minimized for optimal operation, and specify the constraints that need to be satisfied.
Step 3: Identify the most important disturbances 9 (uncertainty). These may be caused by (1) First solve the nominal optimization problem, that is, we find
by solving 
Step 5: Identify candidate controlled variables. We normally implement the constraints that are active for all disturbances ("active constraint control"). This leaves
degrees of freedom for which we want to select controlled variables. Typically, these are measured variables or simple combinations thereof. For example, based on the optimization in step 4, one may look for variables which optimal value is only weakly dependent of disturbances. The variable should also be easy to control and measure, and it should be sensitive to changes in the manipulated inputs (Skogestad and Postlethwaite, 1996) . Insight and experience may also be helpful at this stage, because the possible number of combinations may be extremely large.
Step 6: Evaluation of loss. We compute the mean value of the loss for alternative sets of controlled variables ¡ . This is done by evaluating the loss
with fixed setpoints
for the defined disturbances . We usually select the setpoints as the nominal optimal values,
, but it is also possible to let the value of ¡ ¢ be subject to an optimization.
Step 7: Further analysis and selection. We select for further consideration the sets of controlled variables with acceptable loss (and which thus yield self-optimizing control). These could then be analyzed to see if they are adequate with respect to other criteria that may be relevant, such like the region of feasibility and the expected dynamic control performance (input-output controllability)
DISTILLATION CASE STUDY
We consider a binary mixture with constant relative
to be separated in a distillation column with 110 theoretical stages and the feed entering at stage 39 (counted from the bottom with the reboiler as stage 1). Nominally, the feed contains 65 mole% of light component (i
) and is saturated liquid (n 7 j o $ p 0 e f ). This is "column D" of Skogestad and Morari (1988) and represents a propylenepropane splitter where propylene (light component) is taken overhead as a final product with at least 99.5% purity, whereas unreacted propane (heavy component) is recycled to the reactor for reprocessing. We assume that the feed rate is given at 1 kmol/min and that there is no capacity limit in the column.
Step 1: Degree of freedom analysis With a given feed stream and a specified pressure, a conventional two-product distillation column, as shown in Figure 4 , has two degrees of freedom at steady state (h 
-configuration
Step 2: Cost function and constraints Ideally, the optimal operation of the column should follow from considering the overall plant economics. However, to be able to analyze the column separately, we introduces prices for all streams enetering and exiting the column and consider the following profit function which should be maximized (i.e.
i.e.
" $ &
. We use the following prices
The price $ f e G
[$/kmol] on boilup includes the costs for heating and cooling which both increase proportionally with the boilup w . The price for the feed is j $ f
[$/kmol], but its value has no significance on the optimal operation when the feed rate is given. The price for the distillate product is 20 [$/kmol], and its purity specification is
There is no purity specification on the bottoms product, but we note that its price is reduced in proportion to the amount of light component (because the unneccessary reprocessing of light component reduces the overall capacity of the plant).
With a nominal feedrate
[kmol/min], the profit value of the column is of the order 4 [$/min], and we would like to find a controlled variable which results in a loss Step 3: Disturbances We consider five disturbances:
: increase feedrate v from 1 to 1.3 kmol/min. The latter is an implementation error (safety margin) for~ . In addition, we will consider implementation errors for the other selected controlled variable (see below).
Step 4: Optimization In Table 1 we give the optimal operating point for the five disturbances; larger feedrate ( ). In addition, we have considered the effect of a higher price for the distillate product ( $ f
) and a five times higher energy price ( $ f e m ).
As expected, the optimal value of all the variables listed in the table (~
) are insensitive to the feedrate, since the columns has no capacity constraints, and the efficiency is assumed independent of the column load.
We find that, except in the last case with a much higher energy price, the optimal bottom composition stays fairly constant around~
. This indicates that a good strategy for implementation may be to control at a constant value. On the other hand, the value of r v varies considerably, so we expect this to be a poor choice for the controlled variable.
Step 5: Candidate controlled variables It is clear that one of the controlled variables should be the distillate composition,~y . This follows since the optimal solution is always obtained when the product purity specification for the most expensive product is "active", i.e. in our case when~y $ f e 0 f m . We are then left with one "unconstrained" degree of freedom which we want to specify by keeping a controlled variable at a constant value.
We found above that the optimal value of the bottom composition is relatively insensitive to disturbances and other changes, and this indicates that~ is a good candidate controlled variable. However, there at least two practical problems associated with this choice. First, on-line composition measurements are often unreliable and expensive. Second, dynamic performance may be poor because it is generally difficult to control both product compositions ("two-point control") due to strong interactions (e.g. SM and Shinskey). Thus, if possible, we would like to control some other variable.
In the following the following alternative controlled variables are considered (in addition to~ which should always be kept constant at its lower limit of 0.995):
We consider implementation errors of about 20% in all variables, including~ .
Step 6: Evaluation of loss In Table 2 We have the following comments to the results for the loss given in Table 2: (1) As expected, we find that the loss is small when we keep~ constant. (2) Somewhat surprisingly, for disturbances in feed composition it is even better to keep is not a good controlled variable, primarily because its optimal value is rather sensitive to feed composition changes. (not shown in Table) Step 6: Selection of controlled variables The following three candidate sets of controlled variables yield the lowest losses
The "two-point" control structure
where both compositions are controlled, is known to result in a difficult control problem due to strong interaction, and we may not be able to keep the compositions at their specifications. The loss will then be larger than indicated, and it is probably better to keep It is probably easier to keep # v than w e v constant (less implementationi error). On the other hand, we have already noted that it is important to control~ close to its specification, and this is probably more easily done using reflux In summary, the distillation case study shows the importance of selecting the right controlled variables when implementing the optimal solution, and how the column may limit the maximum throughput of the plant. The analysis was mostly based on economic considerations (loss), but the bottom composition~ was excluded as a controlled variable based on other considerations, namely the cost of measurement and controllability. We note that the implementation error was not important in this case study, but we stress that it should be included in the analysis. For example, the implementation error is the main reason why we rarely select temperatures near the column ends as controlled variables (because the measurement error is too large compared to its sensitivity), but instead control a temperature away from the column end.
