We prove a complexity classification theorem that classifies all counting constraint satisfaction problems (#CSP) over Boolean variables into exactly three classes: (1) Polynomial-time solvable; (2) #Phard for general instances, but solvable in polynomial-time over planar structures; and (3) #P-hard over planar structures. The classification applies to all finite sets of complex-valued, not necessarily symmetric, constraint functions on Boolean variables. It is shown that Valiant's holographic algorithm with matchgates is a universal strategy for all problems in class (2). terms. #CSP is a very expressive framework for locally specified counting problems. E.g., all spin systems are special cases where F consists of a single binary constraint, and possibly some unary constraints when there are "external fields". (See Section 5 for a sample of concrete problems.)
INTRODUCTION
Half a century ago, the Fisher-Kasteleyn-Temperley (FKT) algorithm was discovered [21, 23, 29] . The FKT algorithm can count the number of perfect matchings (dimers) over planar graphs in polynomial time. This is a milestone in the long history in statistical physics where a central question is what constitutes an Exactly Solved Model [1, 20, 21, 23, 25-27, 29, 36, 37] . The basic conclusion from physicists is that for some "systems" their partition functions are "exactly solvable" for planar structures, but appear intractable * The full version is available at https://arxiv.org/abs/1603.07046 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. STOC'17, Montreal, Canada © 2017 ACM. 978-1-4503-4528-6/17/06…$15.00 DOI: 10.1145/3055399.3055405 otherwise. However, exactly what does it mean to be intractable? Physicists did not have a formal notion of intractability.
Complexity theory supplies such a notion. In 1979 L. Valiant [30] defined the class #P for counting problems. Most counting problems of a combinatorial nature, Sum-of-Product computations such as partition functions studied in physics, and counting Constraint Satisfaction Problems (#CSP) are all included in #P (or more precisely in FP #P as the output may be non-integers). In particular, counting perfect matchings in general graphs is #P-complete [31] .
In two seminal papers [32, 34] , L. Valiant introduced matchgates and holographic algorithms. These algorithms use a quantum-like superposition to achieve systematic cancellations, which produce polynomial time algorithms to solve a number of concrete problems that would seem to require exponential time. Despite some similarities with quantum algorithms, these algorithms are classical. The first ingredient of holographic algorithms is the FKT algorithm. The second ingredient is a tensor theoretic transformation that establishes a quantitative equivalence of two seemingly different counting problems. These transformations establish a duality similar in spirit to the Fourier transform.
In the past decade significant progress was made in the understanding of these remarkable algorithms [5, 7, 8, 10, 17, 24, [33] [34] [35] . In an interesting twist, it turns out that the idea of a holographic reduction is not only a powerful technique to design unexpected algorithms (tractability), but also an indispensable tool to prove intractability and then to prove classification theorems. Furthermore, in a self-referential twist, it has proved to be a crucial tool to understand the limit and scope of the newly introduced holographic algorithms themselves [5, 7, 9, 15, [17] [18] [19] . This study has produced a number of complexity dichotomy theorems. These classify every problem expressible in a framework as either solvable in P-time or being #P-hard, with nothing in between.
One such framework is called (weighted) #CSP problems. A #CSP problem on Boolean variables is specified by a fixed finite set F of local constraint functions. Each function f ∈ F has an arity k, and maps {0, 1} k → C. (Unweighted #CSP problems are defined by 0-1 valued constraint functions.) An instance of #CSP(F) is specified by a finite set of Boolean variables X = {x 1 , x 2 , . . . , x n }, and a finite sequence of constraints S from F, each applied to an ordered sequence of variables from X . The output of this instance is ∑ σ ∏ f ∈S f | σ , a sum over all σ : X → {0, 1}, of products of all constraints in S evaluated according to σ . In the unweighted 0-1 case, each such product contributes a 1 if σ satisfies all constraints in S, and 0 otherwise, and the sum is the number of satisfying assignments. In the general case, the output is a weighted sum of 2 n The theorem has an explicit form. There are 3 fundamental tractable classes: A (affine), P (product type) and M (matchgates). #CSP(F) has type (1) if F ⊆ A or F ⊆ P; otherwise it has type (2) if F ⊆ M , where M is M under a holographic transformation; otherwise it has type (3) .
We note that the output of a #CSP problem is exactly a partition function. The theorem says that the Pfaffian method by FKT is universal, in that all #P-hard problems expressible as partition functions in #CSP on the Boolean domain that become polynomial time computable, are computable as a determinant, after a holographic transformation.
This theorem finally settles the full reach of the power of Valiant's holographic algorithms in the #CSP framework over Boolean variables. Several results preceded this. The most direct three predecessors are as follows: (I) In [10] it is shown that Theorem 1.1 holds if every function in F is real-valued and symmetric. The value of a symmetric function is invariant when the input values are permuted. A constraint function on n Boolean variables requires 2 n output values to specify, while a symmetric one needs only n + 1 values. (II) Guo and Williams [17] generalize [10] to the case where functions in F are complex-valued, but they must still be symmetric. Complex numbers form the natural setting to discuss the power of these problems. Many problems, even though they are real-valued, are shown to be equivalent under a holographic reduction which goes through C, and their inherent complexity is only understood by an analysis in C on quantities such as eigenvalues. (III) If one ignores planarity, a complexity dichotomy is proved in [11] . This result itself generalizes a long series of work by Creignou-Hermann [12] for the case when all constraint functions are 0-1 valued, by Dyer-Goldberg-Jerrum [14] for non-negative valued constraint functions, and by Bulatov et. al. [3] for real-valued constraint functions.
We are not aware of any similar results for decision problems in the theory of P vs. NP where a specific algorithmic strategy is proved universal for a class of problems as broad as #CSP. The validity of Theorem 1.1 is also not self-evident, especially in view of the following: There is a broader class than #CSP for locally specified Sum-of-Product computations, called Holant problems.
It turns out that counting perfect matchings (the very problem that FKT is designed for) is naturally expressible as a Holant problem, but not as a #CSP problem. Very recently we discovered that for planar Holant problems a corresponding universality statement as in Theorem 1.1 is false [5] : There are additional #P-hard problems that become tractable in P-time on planar structures, and they are not holographically reducible to the FKT. Theorem 1.1 is not the last word on the subject. Counting perfect matchings is a Holant problem, and a full classification for Holant problems remains open. Also Theorem 1.1 does not consider #CSP problems on higher domains. Finally, physicists are interested in exactly solvable models on lattice structures and asymptotic behavior of their partition functions, and these are not addressed by Theorem 1.1.
The class of Holant problems turns out to be more than just a separate framework providing a cautionary reference to Theorem 1.1. In fact they form the main arena we carry out the proof of Theorem 1.1. A basic idea in this proof is a holographic transformation between the #CSP setting and the Holant setting via the Hadamard transformation
] . As with classical Fourier transform, certain properties are easier to handle in one setting while others are easier after the transformation. We will go back and forth.
In Section 3 we give a more detailed account of the strategies used, and a proof outline. Some new techniques include: a Tableau Calculus, compressed signatures, an integrality gap for non-affine signatures, and a reduction to symmetric planar #CSP 2 dichotomy, a variant of #CSP where every variable appears an even number of times.
PRELIMINARIES
Fix a set F of local constraint functions, a.k.a. signatures. (To stay strictly within the Turing model, function values are algebraic numbers.) A signature grid Ω = (G, π ) consists of a graph G = (V , E), and a mapping π which maps each vertex v ∈ V to some f v ∈ F of arity deg(v) (= the number of input variables of f v ), and associates its incident edges E(v) to the input variables of f v . We say that Ω is a planar signature grid if G is a plane graph, where the variables of f v are ordered counterclockwise starting from an edge specified by π . The Holant problem on instance Ω is to evaluate
where σ | E(v) denotes the restriction of σ to E(v). Given a set of signatures F, the counting problem Holant(F) is as follows: The input is a signature grid Ω = (G, π ); the output is Holant(Ω; F). The problem Pl-Holant(F) is defined similarly using a planar signature grid. For example, if we place the Exact-One function at every vertex, then Holant(Ω; F) counts the number of Perfect Matchings.
To define holographic reductions, we use Holant(F|G) to denote the Holant problem over signature grids with a bipartite graph H = (U , V , E), where each vertex in U or V is assigned a signature in F or G, respectively. Signatures in F are given as row vectors listing the function values like truth tables (or covariant tensors); signatures in G are given as column vectors (or contravariant tensors.) We also denote symmetric signatures by listing its values according to the Hamming weight of input bits, [f 0 , f 1 , . . . , f n ]. E.g., the Exact-One function on 3 variables is (0, 1, 1, 0, 1, 0, 0, 0), or [0, 1, 0, 0] as a symmetric signature. We use Pl-Holant(F|G) to denote the Holant problem over planar graphs.
For T ∈ GL 2 (C) and a signature f of arity n, written as a column vector f ∈ C 2 n , we denote by
For signatures written as row vectors we define FT similarly. For the Hadamard matrix
Note that H 2 is orthogonal and, being symmetric, is its own inverse. Let T ∈ GL 2 (C). The holographic transformation defined by T is the following operation: Given a signature grid Ω = (H, π ) of Holant(F|G), for the same bipartite graph H , we get a new signature grid Ω ′ = (H, π ′ ) of Holant(FT |T −1 G) by replacing each signature in F or G with the corresponding signature in FT or T −1 G.
Counting constraint satisfaction problems (#CSP) can be defined as a special case of Holant problems. An instance of #CSP(F) is presented as a bipartite graph. There is one node for each variable on the LHS and for each occurrence of constraint functions on the RHS respectively. Connect a constraint node to a variable node if the variable appears in that occurrence of the constraint, with a labeling on the edges for the order of these variables. This is called the constraint graph. If we attach each variable node with an Eqality function, and consider every edge as a variable, then the #CSP problem is just the Holant problem on this bipartite graph. Thus #CSP(F) ≡ T Holant(EQ|F), where EQ = {= 1 , = 2 , = 3 , . . . } is the set of Eqality signatures of all arities. By restricting to planar constraint graphs, we have Pl-#CSP.
After the holographic transformation by H 2 we have 
Affine Signatures
Definition 2.1. The support of a signature f of arity n is
2. Let f be a signature of arity n. We say f has affine support of dimension k if supp(f ) is an affine subspace of dimension k over Z 2 .
where λ ∈ C, X = (x 1 , x 2 , . . . , x n , 1), A is a matrix over Z 2 , Q(x 1 , x 2 , . . . , x n ) ∈ Z 4 [x 1 , x 2 , . . . , x n ] is a quadratic (total degree at most 2) multilinear polynomial with the additional requirement that the coefficients of all cross terms are even, i.e., Q has the form
and χ is a 0-1 indicator function such that χ AX =0 is 1 iff AX = 0. We use A to denote the set of all affine signatures.
It is obvious that if f ∈ A , then f has affine support. Note that after a nonzero scalar, all nonzero entries of an affine signature are powers of i = √ −1. Thus nonzero entries of an affine signature have the same norm. For example,
For an n-ary nonzero signature f ∈ A with affine support of dimension k ≥ 0, let X = {x i 1 , x i 2 , . . . , x i k } be a set of free variables for its support, then the compressed signature f X of f for X is a k-ary signature and f X (
Problems defined by A are tractable; see [4] .
Product-Type Signatures
Definition 2.4. A signature on a set of variables X is of product type if it can be expressed as a product of unary functions, binary equality functions (= 2 ) (i.e., [1, 0, 1]), and binary disequality functions ( 2 ) (i.e., [0, 1, 0]), each on (not necessarily disjoint sets of) variables of X . We use P to denote the set of product-type functions.
Let f (x, y, z) be listed as 
Matchgate Signatures
Matchgates were introduced by Valiant [32, 33] to give polynomial time algorithms for a collection of counting problems over planar graphs. As the name suggests, problems expressible by matchgates can be reduced to computing a weighted sum of perfect matchings. The latter problem is tractable over planar graphs by Kasteleyn's algorithm [23] , a.k.a. the FKT algorithm [21, 29] . These counting problems are naturally expressed in the Holant framework using matchgate signatures. We use M to denote the set of all matchgate signatures; thus Pl-Holant(M ) is tractable.
OUTLINE OF THE PROOF
We now give an outline of the proof of Theorem 1.1, and also explain some overall vision that guided our proof.
An important technique is to view our counting problems in the dual perspectives of planar #CSP and planar Holant, i.e., we make essential use of the equivalence Pl-#CSP(F) ≡ T Pl-Holant( EQ, F). Some questions are easier to handle in one framework, while others are easier in the other.
We want to show that either F ⊆ A , or F ⊆ P, or F ⊆ M , in which case Pl-#CSP(F) is computable in P-time, or else Pl-#CSP(F) is #P-hard. In the Pl-Holant( EQ, F) setting, the tractability condition is expressed as F ⊆ A , or F ⊆ P, or F ⊆ M .
It can be shown that A is invariant under the transformation by H 2 , i.e., A = A . However, P is more difficult to reason about than P, while M is easier than M to handle (M is known to be specified by matchgate identities [6] ). The former suggests that we carry our proof in the Pl-#CSP setting, while the latter suggests the opposite, that we do so in the dual Pl-Holant setting instead.
One necessary condition for M is the Parity Condition, i.e., all nonzero entries of a matchgate signature must have the same parity in Hamming weight. If some signature in F violates the Parity Condition, then we have eliminated one possibility F ⊆ M . In this case if we prove in the Pl-#CSP framework, we can avoid discussing the more difficult class M . On the other hand, if F satisfies the Parity Condition, then we have a lucky situation. While not obvious, the following is true: Fact: For any signature д ∈ P, if the holographic transformation
Hence if F satisfies the Parity Condition, then F ⊆ P already implies F ⊆ A , with the consequence that we do not need to specifically discuss the tractability condition F ⊆ P. Thus in this case we can avoid discussing the irksome class P. Therefore in this case we should prove the theorem in the dual Pl-Holant setting. Therefore we have two main cases:
Case (1): F does not satisfy the Parity Condition. Then we want to show that Pl-#CSP(F) is #P-hard unless F ⊆ A or F ⊆ P. From any signature in F violating the Parity Condition, we can construct a unary signature [1, w] with w 0, in the Holant framework Pl-Holant( EQ, F). Any signature that violates the Parity Condition is a witness that F ⊈ M , or equivalently F ⊈ M . If F ⊆ A or F ⊆ P, then the problem Pl-#CSP(F) is tractable. Otherwise, there exist some signatures f , д ∈ F such that f A and д P. We would like to construct some symmetric signatures from these that are also non-affine and non-product type, respectively, and then apply the known dichotomy theorem for symmetric signatures. For the non-product type we will do so in the Pl-#CSP(F) setting, to avoid having to deal with P. For the non-affine signatures, we can do so in either the Pl-#CSP framework or the Pl-Holant framework as A = A .
However the obstacle in this plan is that it is generally difficult to construct symmetric signatures from asymmetric signatures in a planar fashion, for arity greater than 3. Therefore, one main engine of the proof is arity reduction. Starting from a non-product type signature of arity n > 3, we construct in the Pl-#CSP setting a non-product type signature of arity n − 1. Then we show how to construct, from any non-product type signature of arity 3, a symmetric and non-product type signature of arity 3. These constructions will need suitable unary signatures which will be constructed, starting with that [1, w] in Pl-Holant( EQ, F).
For the construction of non-affine signatures, we will introduce a Tableau Calculus. Again we will carry out an arity reduction proof, this time all the way down to arity one. We prove that with the help of 3 unary signatures [1, 0], [0, 1], [1, x] with x 0, we can get a unary non-affine signature from any non-affine signature of higher arity in the Pl-Holant setting. This proof heavily depends on the new Tableau Calculus. Then we construct [1, 0], [0, 1], [1, x] by shuttling between Pl-#CSP(F) and Pl-Holant( EQ, F). There is an exceptional case where all signatures in F are {0, 1}-valued in Pl-#CSP(F). In this case, we cannot construct [1, 0], [0, 1], [1, x] simultaneously. We resolve this case separately. For {0, 1}-valued F, we actually also cannot construct all the unary signatures in the arity reduction proof for non-product type, if we only assume the existence of some д ∈ F \ P. However if we have both д ∈ F \ P and some f ∈ F \ A , we can use f to produce the needed unary signatures to help the arity reduction on д. All these use Tableau Calculus.
Case (2): F satisfies the Parity Condition. In this case, if F ⊆ A , or F ⊆ P, or F ⊆ M , then the problem is tractable. However due to the Parity Condition, there are actually only two consequential conditions here,
Again a natural idea is to construct non-affine and non-matchgate symmetric signatures from any such asymmetric signatures, and then we can apply the known dichotomy theorem for symmetric signatures. The main difficulty of this approach lies in dealing with non-matchgate signatures. Since both F and EQ (being a subset of M ) satisfy the Parity Condition, it can be proved that any signature constructed from EQ ∪ F must also satisfy the Parity Condition. It is also known that any signature of arity at most 3 is a matchgate signature iff it satisfies the Parity Condition. Hence all constructible non-matchgate signatures have arity ≥ 4. But it is difficult to construct a symmetric signature from any asymmetric signature of arity ≥ 4 while preserving planarity.
So we take an alternative approach. For a given non-matchgate signature, we first prove that we can get a non-matchgate signature f of arity 4. Then we can construct from f either a special function called the crossover function X or the Eqality function (= 4 ) of arity 4. If we have X, we can finish the proof by the nonplanar #CSP dichotomy theorem. If we have (= 4 ), then we can get all even arity Eqalities EQ 2 = {= 2 , = 4 , . . . , = 2k , . . .} in Pl-Holant( EQ, F). This implies that
where #CSP 2 denotes a form of #CSP in which every variable appears an even number of times. Now comes a "cognitive dissonance". By (3.2) , what used to be the (dual) "right-hand-side" in the equivalence will be treated as a Pl-#CSP 2 problem:
A Pl-#CSP 2 problem behaves more like Pl-#CSP. We have a dichotomy theorem for Pl-#CSP 2 for symmetric signatures [5] that says there are five tractable classes P, A , A † , M and M † . But now we will apply these on the "dual side" EQ ∪ F, rather than on the "primal side" F. The "cognitive dissonance" is that, the transformation from (EQ, F) → ( EQ, F) is precisely to transform EQ to be a subset EQ of M , but now we will subject EQ to tractability tests including M and M † . But it is a fact that EQ ⊈ P ∪ A † ∪ M ∪ M † and EQ consists of symmetric signatures. Therefore restricting to constructible symmetric signatures, the only remaining possibility for tractability is A .
Of course if F ⊆ A , then Pl-Holant( EQ, F) is tractable. Suppose F ⊈ A , we want to construct a symmetric non-affine signature in the dual planar setting Pl-Holant( EQ, F). We produce such a signature of arity 2, by arity reduction. From any f ∈ F \A , which satisfies the Parity Condition, we can first get a non-affine signature satisfying the even Parity Condition (all nonzero entries have even Hamming weight). Then every signature constructible from that has even parity, as EQ also has even parity. Any nonaffine binary signature satisfying the even Parity Condition is automatically symmetric.
A technical difficulty is that when F satisfies the even Parity Condition, it is impossible to construct the pinning signature [0, 1], which is highly useful (but has odd parity). We remark that getting the pinning signatures is a key step in the Dyer-Goldberg-Jerrum proof [14] of a non-planar #CSP dichotomy. Instead we can try to construct the double pinning signature [0, 1] ⊗2 and prove that [0, 1] ⊗2 is almost as good as [0, 1] with the help of [1, 0, 1, 0] ∈ EQ. Then there are three cases. (1) If it is not the case that every function in F takes values in {0, 1, −1} up to a scalar, then we can construct [0, 1] ⊗2 and [1, 0, −1] and complete the proof. (2) If every function in F takes values in {0, 1, −1} up to a scalar but not every function in F takes values in {0, 1} up to a scalar, then we can construct [1, 0, −1], and complete the proof. (3) If every function in F takes values in {0, 1} up to a scalar then we prove it using the results above and some additional ideas. In all cases, we use our Tableau Calculus.
FROM A SYMMETRIC TO SYMMETRIC: ARITY REDUCTION
In this section we illustrate some proof techniques developed. We illustrate arity reduction in three specific lemmas, which are used for non-affine signatures in the dual setting Pl-Holant( EQ, F).
As described in the proof outline (Sec. 3), from any signature f A (resp. P, M ), we want to construct a symmetric signature д A (resp. P, M ), and then apply known dichotomy theorems. If f has high arity, it is very difficult to construct a symmetric signature from a non-symmetric f in a planar fashion.
So our first step is to reduce the arity of f . This task can be delicate, because a minor modification can change a non-tractable asymmetric signature to a tractable signature. For example, let
list the
But if we change the sign of any one(!) nonzero entry of f , then it belongs to A and becomes tractable. In the following lemmas, we describe Tableau Calculus. It is a template to organize such proofs in a somewhat uniform fashion, although each time there is some difference in detail. The following simple proposition is used in these lemmas. Remark: In terms of its place in the overall proof, Lemma 4.2 is a step inside item (1) of the last paragraph in Section 3 (Outline of the Proof). Proof Sketch: If there exists i ∈ [n] such that f x i =0 A , then we are done since we have [1, 0] ∈ EQ, and connecting [1, 0] to x i of f gives f x i =0 . By a separate lemma, with [0, 1] ⊗2 , if there exists i ∈ [n] such that f x i =1 A , then we can construct a signature that is not affine and has arity < n. In the following, we assume that f x i =0 , f x i =1 ∈ A for 1 ≤ i ≤ n. By another separate lemma we may assume that f 00···0 = 1 and f satisfies the even Parity Condition.
♣ Step 1: Suppose supp(f ) is not an affine subspace. By Proposition 4.1, there exist a = a 1 a 2 · · · a n , b
By connecting one variable of [1, 0, −1] to the first variable of f , we get a gadget that gives
Moreover, by connecting the variables x 2 , x 1 of [1, 0, 1, 0] to the variables x 1 , x 2 of f respectively, . . . the planar gadget in Figure 1 gives the signature
This construction is planar. Note that
Similarly, by connecting the variables x 2 , x 1 of [1, 0, 1, 0] to the variables x 1 , x 2 off respectively, the planar gadget gives the signatureh
and we havē
If h A orh A , then we are done since both h andh have arity n − 1. In the following, assume both h,h ∈ A . Now we use the Tableau Calculus.
This is because a, b ∈ supp(f ), and so f a 1 a 2 a ′ 0 and
Note that
Then by f 00···0 0, we have h 00···0 0 orh 00···0 0. We assume that h 00···0 0. The same argument can be applied toh ifh 00···0 0.
Note that h is affine and 00 · · · 0 ∈supp(h). Thus supp(h) is a linear subspace. Then by
Since f c 1 c 2 c ′ = 0, we have fc 1c2 c ′ 0. This implies that
) is a linear subspace and
) . This implies thatb 1b2 b ′ ∈ supp(f ). This contradicts the hypothesisb 1b2 b ′ supp(f ).
• If bothā 1ā2 a ′ andb 1b2 b ′ are in supp(f ), then by
Secondly, since f x 3 =a 3 is affine, both f a 1 a 2 a ′ and fā 1ā2 a ′ are nonzero entries of f x 3 =a 3 and f a 1 a 2 a ′ is a power of i, we derive that fā 1ā2 a ′ is a power of
On the other hand,
both h (a 1 ⊕a 2 )a ′ andh (a 1 ⊕a 2 )a ′ are sums of two quantities, each a power of i. If at least one of them is not zero, then it has norm 2 or √ 2. This implies that h orh is not affine. This is a contradiction.
On the other hand, if both h (a 1 ⊕a 2 )a ′ andh (a 1 ⊕a 2 )a ′ are zero, then f a 1 a 2 a ′ = 0, by treating (4.3) as a linear system. This contradicts that a 1 a 2 a ′ ∈supp(f ).
is affine and both f a 1 a 2 a ′ and f 00···0 are nonzero entries of f x 1 =0 , f a 1 a 2 a ′ is a power of i by f 00···0 = 1. Secondly, since f x 3 =a 3 is affine and both f a 1 a 2 a ′ and fā 1ā2 a ′ are nonzero entries of f
h (a 1 ⊕a 2 )a ′ = f a 1 a 2 a ′ − fā 1ā2 a ′ , and the similar argument with the previous case, at least one of h (a 1 ⊕a 2 )a ′ orh (ā 1 ⊕ā 2 )a ′ has norm 2 or √ 2. This implies that h orh is not affine. This is a contradiction.
• Ifā 1ā2 a ′ supp(f ) andb 1b2 b ′ ∈ supp(f ), the proof is symmetric by reversing the order of a and b in the previous item.
♣ Step 2: Suppose supp(f ) is affine and has dimension k.
If k = 0, then f ∈ A . This is a contradiction. If k = 1, then there exists exactly one α ∈ {0, 1} n such that f α 0 other than f 00···0 = 1. Note that wt(α) is even since f satisfies the even Parity Condition. Thus by pinning using [1, 0] and doing loops using = 2 , we can construct [1, 0, f α ] from f . If f 4 α 1, then we are done as [1, 0, f α ] A . Otherwise, f is affine. This is a contradiction.
If k ≥ 4, since both f x i =0 and f x i =1 are affine for all i ∈ [n], we get f ∈ A by a separate lemma which we omit here. This is a contradiction.
Thus we only need to consider k = 2 or k = 3. If on its support some variable x i is a constant c,
depending on whether c = 0 or 1 respectively. Then f would be affine, a contradiction. So no variable of f takes a constant value on its support.
• For k = 2, if n ≥ 4, then we can constructf by connecting two variables
Note that the compressed signatures off and f for {x 1 , x 2 } are the same. Thusf is not affine since f is not affine. So we are done sincef has arity n − 1. Now we may assume n = 3. Since f
Here we used even parity. So
] .
Note that the compressed signature of f for the free variable set {x 1 ,
It is affine iff i t = ±i r +s . Since f A , we have i t = ±i r +s+1 , i.e.,
.
By connecting three copies of f x 2 =0 = [1, 0, i s ] consecutively, the gadget gives [1, 0, i 3s ] = [1, 0, i −s ]. Then we havê
By connecting variables x 2 , x 3 ofд to variables x 3 , x 2 of This is not affine since the norms of 2 and (1 ± i)i r are different. Thus we are done.
• For k = 3, if n ≥ 5, then we can constructf by shrinking the variables of f using [1, 0, 1, 0] such that the compressed signatures off and f for some free variable set are the same. Thusf is not affine since f is not affine. So we are done sincef has arity < n. Now we can assume that n = 4 (by parity) and
(4.4)
Note that both f x i =0 and f x i =1 are affine for i ∈ [4] . Firstly, there exist r , s, t ∈ {0, 1, 2, 3} and ϵ 1 ,
,
(4.5)
By connecting [1, 0] to x 3 , x 4 and x 1 , x 2 respectively, we have [1, 0, ϵ 3 i s+t ], [1, 0, i r ]. Then by connecting consecutively three copies of [1, 0, ϵ 3 i s+t ] and [1, 0, i r ] respectively, we have
Then
where a = i r +t . Take two copies of h, connect the 3, 4th variables of one copy to the 4, 3-th variables of another copy, the planar gadget (see Figure 2) gives the signature Note that
By connecting [1, 0] to the variable x 1 of h ′ , we have h ′′ with the signature matrix
] . 
Thus we have
where f is the compressed signature of f for the free variable set {x 1 , x 2 , x 3 }. Note that f is affine since
Thus f is affine. This is a contradiction.
The next lemma shows how to reduce the arity of a non-affine signature in Pl-Holant( EQ, F) when all signatures in F take values in {0, 1, −1}. 
Remark:
In terms of its place in the overall proof, Lemma 4.3 is a step inside item (2) of the last paragraph in Section 3. Proof Sketch: If there exists i ∈ [n] such that f x i =0 A , then we are done since we have [1, 0] ∈ EQ, and connecting [1, 0] to x i of f gives f x i =0 . In the following, we assume that f x i =0 ∈ A for 1 ≤ i ≤ n. By a separate lemma (proof omitted) we may assume that f 00···0 = 1 and f satisfies the even Parity Condition.
♣
Step 1: Suppose supp(f ) is not an affine subspace. By Proposition 4.1, there exist a = a 1 a 2 · · · a n , b
Connecting the first variable of [1, 0, −1] to the first variable of f ,
The gadget for f this gives the signature
Since [1, 0, −1] is a weighted binary equality that takes value 1 on 00 and −1 on 11,
Moreover, by connecting the variables x 2 , x 1 of [1, 0, 1, 0] ∈ EQ to the variables x 1 , x 2 of f respectively,
The gadget for h the planar construction gives the signature
If x ′ = 0 then the parity function [1, 0, 1, 0](x 2 , x 1 , x ′ ) forces x 1 x 2 = 00 or 11, and if x ′ = 1 then the parity function forces x 1 x 2 = 01 or 10. So we have
Similarly, by connecting the variables x 2 , x 1 of [1, 0, 1, 0] to the variable x 1 , x 2 of f respectively,
The gadget for h the planar gadget gives the signature h(x ′ , x 3 , . . . , x n ) with
Since f x i =0 ∈ A has affine support, and f x i =0 0···0 = 1, we conclude that supp(f x i =0 ) is a linear subspace of Z n−1 2 . So all nonzero values of f x i =0 have norm 1.
Next comes the Tableau Calculus. We will examine all 4 cases of membership ofā 1ā2 a ′ andb 1b2 b ′ in supp(f ). In each case we prove that either h or h A with arity n − 1.
. This means fc 1c2 c ′ 0 sincē c 1 = 0. By definition of h and h,
Thus |h (c 1 ⊕c 2 )c ′ | = | h (c 1 ⊕c 2 )c ′ | = 1 since f c 1 c 2 c ′ = 0 and fc 1c2 c ′ = ±1. Moreover, by
if both h (a 1 ⊕a 2 )a ′ = h (a 1 ⊕a 2 )a ′ = 0, then f a 1 a 2 a ′ = 0, by treating (4.6) as a linear equation system. This contradicts that a ∈ supp(f ). Thus we have h (a 1 ⊕a 2 )a ′ 0 or h (a 1 ⊕a 2 )a ′ 0. Both f a 1 a 2 a ′ 0 and fā 1ā2 a ′ 0 by assumption, and since f takes values in {0, 1, −1}, we have f a 1 a 2 a ′ , fā 1ā2 a ′ ∈ {1, −1}. This implies that one of |h (a 1 ⊕a 2 )a ′ | or | h (a 1 ⊕a 2 )a ′ | is 2. So h or h is not affine, because at least one of them has nonzero values of unequal norms.
• Supposeā 1ā2 a ′ supp(f ) andb 1b2 b ′ supp(f ). By treating the following as a linear system
we have h 00···0 0 or h 00···0 0 since f 000···0 0. Without loss of generality, we assume that h 00···0 0. The same argument can be applied to h if h 00···0 0. Suppose h is affine, for otherwise we are done. Since 00 · · · 0 ∈ supp(h), supp(h) is a linear subspace. By h (a 1 ⊕a 2 )a ′ = f a 1 a 2 a ′ + fā 1ā2 a ′ ,
Recall that by assumption a = 0a 2 a ′ ∈ supp(f ). By
Then by h (a 1 ⊕a 2 )a ′ = f a 1 a 2 a ′ + fā 1ā2 a ′ , h (a 1 ⊕a 2 )a ′ = f a 1 a 2 a ′ − fā 1ā2 a ′ , and f a 1 a 2 a ′ , fā 1ā2 a ′ ∈ {1, −1}, we have |h (a 1 ⊕a 2 )a ′ | = 2 or | h (a 1 ⊕a 2 )a ′ | = 2. This implies that h or h is not affine, since one of them has nonzero values of unequal norms.
• The proof for the caseā 1ā2 a ′ supp(f ) andb 1b2 b ′ ∈ supp(f ) is symmetric. ♣ Step 2: Now suppose supp(f ) is an affine subspace with dimension k. Let Y = {y 1 , y 2 , . . . , y k } be a set of free variables, where Y ⊆ {x 1 , x 2 , . . . , x n }, and let f be the compressed signature of f , i.e., the expression of f in terms of Y on the support. If k ≤ 2, then f would be affine, a contradiction.
Therefore we have k ≥ 3. Since f takes values in {1, −1}, there exists a unique multilinear polynomial P(y 1 , y 2 , . . . , y k ) ∈ Z 2 [X ] such that f (y 1 , y 2 , . . . , y k ) = (−1) P (y 1 ,y 2 , ...,y k ) . f ∈ A iff P(y 1 , y 2 , . . . , y k ) is a multilinear polynomial of total degree at most 2. By using [1, 0] ∈ EQ we can reduce the case to when P(y 1 , y 2 , . . . , y k ) = Q(y 1 , y 2 , . . . , y k ) + y 1 y 2 · · · y k , where Q(y 1 , y 2 , . . . , y k ) ∈ Z 2 [X ] is a multilinear polynomial of total degree at most 2. Moreover, since we have [1, 0, −1], we can add a linear term (mod2) to Q(y 1 , y 2 , . . . , y k ) freely.
We connect all variables of f except for y 1 to n − 1 variables of the even parity function [1, 0, 1, . . . , 0 (or 1)] ∈ EQ.
• f □ [1, 0, . . . , 0(or 1)]
· · ·
The gadget for f * This planar construction gives a binary signature f * which also has even parity, since both f and [1, 0, 1, . . . , 0 (or 1)] have this property. Hence f * 01 = f * 10 = 0, and the binary signature f * has the form [f * 00 , 0, f * 11 ] . In particular f * is symmetric. It can be shown that Firstly, we consider the special case that the coefficient of y i y j in Q(y 1 , y 2 , . . . , y k ) is nonzero for all 1 ≤ i < j ≤ k. The case k = 3 is handled separately (omitted). For k ≥ 4, we can show that
This implies that we have f * = f * 11 [0, 1] ⊗2 . Using [1, 0, −1], [0, 1] ⊗2 and f A , we can also get a symmetric binary signature of the form [x, 0, y] A (proof omitted). Now we assume that there exist i j ∈ [k] such that the coefficient of y i y j is 0 in Q(y 1 , y 2 , . . . , y k ). For notational simplicity, without loss of generality we assume that i = k − 1, j = k. Then we can assume that (with the linear terms y k −1 and/or y k removed, using [1, 0, −1] as noted above)
and a ji ∈ Z 2 are fixed, but we can choose ϵ i ∈ Z 2 freely since we can add linear terms freely. Let
Let G i = ∑ y i +1 ,y i +2 , ...,y k ∈ {0,1} F (i) (y i+1 , y i+2 , . . . , y k ) for all 1 ≤ i ≤ k − 2. We claim that there exist ϵ 1 , ϵ 2 , . . . , ϵ k−2 ∈ Z 2 such that G i ≥ 4 for all 1 ≤ i ≤ k − 2. We prove this claim by induction. Note that Q(0, . . . , 0, y k −1 , y k ) is identically 0. Thus G k −2 = 4. Inductively suppose 1 < i ≤ k − 2 and G i ≥ 4, we need to prove G i−1 ≥ 4. Note that 
If L i is identically 0, then we set ϵ i = 0. It follows that ∑
Thus we have ∑
and we are done.
This finishes the proof of the claim.
The claim shows that
Let д be the n-ary signature with the same support as f (thus satisfies the even Parity Condition) and on its support д(x 1 , x 2 , . . . , д y 1 =1 (y 2 , y 3 , . . . , y k ).
Thus by (4.8) and (4.10), we have f * 00 = д * 00 , f * 11 = д * 11 ±2. Since д * is an affine signature, we must have either д * 00 = 0 or д * 11 = 0 or (д * 00 ) 4 = (д * 11 ) 4 . Since we have д * 00 = f * 00 0 and both д * 00 and д * 11 are real numbers, we must have д * 11 = 0 or д * 11 = ±д * 00 . Recall that f * 00 ≥ 4. If д * 11 = 0 then f * 11 = ±2 has a different nonzero norm than f * 00 . If д * 11 = ±д * 00 , then д * 11 = ±f * 00 has norm at least 4, and thus f * 11 = д * 11 ± 2 has norm |д * 11 | ± 2 = | f * 00 | ± 2. And so in this case f * 11 also has a different nonzero norm than f * 00 . In each case, | f * 00 | | f * 11 | and f * 00 f * 
Remark:
In terms of its place in the overall proof, Lemma 4.4 is a step inside item (3) of the last paragraph in Section 3. Proof Sketch: If there exists i ∈ [n] such that f x i =0 A , then we are done since we have [1, 0] ∈ EQ. In the following, we assume that f x i =0 ∈ A for 1 ≤ i ≤ n. By a separate lemma, we can assume that f 00···0 = 1 and f satisfies the even Parity Condition.
For a {0, 1}-valued signature f , f ∈ A iff supp(f ) is an affine subspace. Being not an affine subspace, there exist a = a 1 a 2 · · · a n ,
By connecting the variables x 2 , x 1 of [1, 0, 1, 0] to the variables x 1 , x 2 of f respectively, the planar gadget gives the signature
If h
A , then we are done since h has arity n − 1. So in the following, we assume that h ∈ A . Now comes the Tableau Calculus.
• Forā 1ā2 a ′ ∈ supp(f ),b 1b2 b ′ ∈ supp(f ), since the support supp(f x 1 =0 ) is a linear subspace and
we have |h (a 1 ⊕a 2 )a ′ | = 2, since f a 1 a 2 a ′ = fā 1ā2 a ′ = 1. This implies that h is not affine, as nonzero values of h have different norms. This is a contradiction.
we have h 00···0 0 since f 000···0 = 1 and f 110···0 ∈ {0, 1}. This implies that supp(h) is a linear subspace. By This implies that h (a 1 ⊕a 2 )a ′ = 2 and h (b 1 ⊕b 2 )b ′ = 1.
Thus h A . This is a contradiction. • Ifā 1ā2 a ′ supp(f ) andb 1b2 b ′ ∈ supp(f ), then (4.11) implies that h (a 1 ⊕a 2 )a ′ = 1 and h (b 1 ⊕b 2 )b ′ = 2. Thus h A . This is a contradiction. □
A SAMPLE OF PROBLEMS
We illustrate the scope of Theorem 1.1 by several problems. ] .
Kasteleyn [22] and Fisher [16] gave a polynomial time algorithm for Pl-λ-Ising in 1960s. This is a breakthrough for statistical physics. The result for Pl-λ-AsymIsing is new to the best of our knowledge. A more general model is the so-called spin systems. It can be expressed as #CSP(f ), where f is a binary signature with the matrix form ] . Now we can fully generalize the result of Kasteleyn and Fisher by Theorem 1.1, which gives a complete characterization in terms of (a, b, c, d). E.g., the spin system Pl-#CSP(f ) is tractable but #CSP(f ) is #P-hard iff a = ϵd and b = ϵc for ϵ = ±1, and ab 0 and a 4 b 4 . (If a = ϵd, b = ϵc but ab = 0 or a 4 = b 4 , #CSP(f ) is tractable even for non-planar graphs.) To quote from the classical paper by Jerrum and Sinclair [13] , "The search for efficient computational solutions to these problems has proved extremely hard and has generated a vast body of literature. A major breakthrough was achieved in the early 1960s by Kasteleyn [22] and Fisher [16] , . . . This must rank as one of the highlights in the field of combinatorial algorithms. It remains the state of the art as far as exact solutions are concerned; in particular, it does not appear to generalise to nonplanar systems. " Theorem 1.1 (when applied to the special case of a single binary constraint function)
gives a complete answer to this question assuming P P #P . . When λ = µ = 1, it is the classical counting problem of vertex covers over planar graphs. By Theorem 1.1, we can easily show that this problem is #P-hard for λµ 0, and tractable otherwise.
Problem
Relatedly, we can prove the #P-hardness for the hardcore gas model, which can be defined as Pl-#CSP (  [ 0 1 1 1
]
, [1, λ] ), with one binary function and one unary function.
Problem : Pl-AntiChains Input : A finite partially ordered set (P; ≤) represented by a planar directed acyclic graph G.
Output : The number of antichains of the poset (P; ≤).
A DAG G represents a partial order by transitive closure of the directed edge relation; thus u ≤ v iff there is a directed path from u to v. Provan and Ball [28] proved that this problem is #P-hard for general graphs. Bulatov and Dalmau [2] proved that AntiChains is equivalent to #CSP(f ) for general graphs, where f is a binary signature with f 00 = f 01 = f 11 = 1 and f 10 = 0. The signature matrix of f is
] . This #CSP problem counts the number of upward closed subsets in the partial order. The equivalence is also valid for planar graphs. So Pl-AntiChains is equivalent to Pl-#CSP(f ). The problem Pl-#CSP(f ) is #P-hard even for planar graphs by Theorem 1.1. Hence the corresponding problem Pl-AntiChains is also #P-hard. To our best knowledge, this is the first proof that this problem is #P-hard for planar graphs. Theorem 1.1 gives a precise demarcation of what #P-hard #CSP problems on general graphs become tractable on planar graphs. This is precisely captured by holographic algorithms with matchgates (i.e., the class M ). This class gives us some highly nontrivial problems which can be computed in polynomial time. Furthermore the boundary is delicate. with abcd 0 (Fig. 3a) .
where f v ∈ { f x 1 x 3 ,x 2 x 4 } ∪ EQ is the function assigned to the vertex v by the mapping π .
Problem : Pl-WeightedNearbyComplementary Input : A planar signature grid Ω = (G, π ), the same as in Pl-WeightedCrossComplementary, but each vertex in V 2 is assigned to д = д x 1 x 4 ,x 2 x 3 , where M x 1 x 2 ,x 4 x 3 (д) = ∏
where f v ∈ {д x 1 x 4 ,x 2 x 3 } ∪ EQ is the function assigned to the vertex v by the mapping π . The necessary and sufficient conditions on (a, b, c, d) and (a ′ , b ′ , c ′ , d ′ ) for f x 1 x 3 ,x 2 x 4 and д x 1 x 4 ,x 2 x 3 to belong to P are that
