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ON BERNSTEIN’S PRESENTATION OF IWAHORI-HECKE
ALGEBRAS AND REPRESENTATIONS OF SPLIT REDUCTIVE
GROUPS OVER NON-ARCHIMEDEAN LOCAL FIELDS
AMRITANSHU PRASAD
Abstract. This article gives conceptual statements and proofs relating par-
abolic induction and Jacquet functors on split reductive groups over a non-
Archimedean local field to the associated Iwahori-Hecke algebra as tensoring
from and restricting to parabolic subalgebras. The main tool is Bernstein’s
presentation of the Iwahori-Hecke algebra.
1. Introduction
1.1. Background. The Iwahori-Hecke algebra H associated to a reductive group
G(F ) and an Iwahori subgroup I is the convolution algebra of compactly-supported
measures on G(F ) which are invariant under left and right translations in I (see
§2.2 for details).
Iwahori and Matsumoto described a presentation of this algebra in [IM65] for
Chevalley groups. This is in terms of a Coxeter groupWa known as the affine Weyl
group.
In [Bor76] Borel described a correspondence between irreducible admissible rep-
resentations of G(F ) with non-zero vectors invariant under I and irreducible finite
dimensional H-modules. He constructed an exact functor from the category of
finite-dimensional H-modules to the category of admissible representations of G(F )
which maps irreducible objects to irreducible objects.
Casselman, using some techniques of Jacquet, showed that under the correspon-
dence described by Borel, the irreducible admissible representations of G(F ) com-
ing from irreducible H-modules are precisely those that occur as subquotients (or
equivalently, subrepresentations) of the unramified principal series of G(F ) [Cas80,
Proposition 2.6]. It is implicit in Proposition 2.5 of this article that the Jacquet
module of such a representation with respect to a minimal parabolic subgroup cor-
responds to restriction to a certain commutative subalgebra of H (later identified
by Bernstein).
In [Lus83] Luszting introduced a new presentation of H , which he attributed
to Bernstein. Since then, Bernstein’s presentation has played a major role in the
study of Iwahori-Hecke algebras.
In [Ree97] Reeder gave a characterisation in terms of tensor products of the H-
modules associated to the unramified principal series. This means that the functor
of induction from a minimal parabolic subgroup to G(F ) has a purely algebraic
interpretation in terms of H . Reeder’s result was generalised by Jantzen in [Jan95]
to induction functors for all parabolic subgroups.
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1.2. Overview. In this article we show how Bernstein’s presentation can be used
to give conceptual statements and proofs of results relating parabolic induction and
Jacquet functors in terms of tensoring and restriction on Iwahori-Hecke algebras. §2
sets up notation and contains the definition of the Iwahori-Hecke algebra associated
to G(F ) and I. §3 gives a quick overview of Bernstein’s description of the Iwahori-
Hecke algebra. More details may be found in [Jan95]. §4 introduces the universal
unramified principal series and shows that it is a free module of rank one over
H , based on [CKM98]. The next two sections give interpretations of parabolic
induction and Jacquet functors respectively in terms of tensoring and restriction
functors involving Iwahori-Hecke algebras and their parabolic subalgebras. These
results appear to be simpler than those of Reeder and Jantzen mentioned above,
but are in fact equivalent, once a formula for going between left and right modules
is obtained. This is done in the seventh and final section of this article.
2. The Iwahori-Hecke algebra associated to a split reductive group
2.1. Notation. Let F denote a non-Archimedean local field and let O denote its
ring of integers. Fix a uniformising element in the maximal ideal of O and call it pi.
Let q be the order of the residue field Fq = O/(pi) of F . Let G be a connected split
reductive group over F . Fix a maximal split torus A in G and a Borel subgroup B
containing A. Let I denote the subgroup which is the pre-image of B(Fq) under
the map G(O) → G(Fq) induced by the canonical map O → Fq. Then I is an
Iwahori subgroup of G(F ) in the sense of [Tit79, §3.7].
Let X∗(A) denote lattice Hom(A,Gm) of rational characters of A and let X∗(A)
denote the lattice Hom(Gm, A) of rational cocharacters. There is a bilinear pairing
X∗(A) × X∗(A) → Z defined by requiring that for each λ ∈ X
∗(A), µ ∈ X∗(A)
that 〈λ, µ〉 = n when the morphism λ ◦ µ : Gm → Gm is u 7→ u
n.
Let Φ denote the root system of G with respect to T , viewed as a finite subset
of X∗(A) ⊗ R. B determines a system Φ+ of positive roots in Φ and a set of
simple roots ∆ ⊂ Φ+. The Weyl group W = NGA/A is a Coxeter group, which
acts on X∗(A). Let S denote the set of reflections about the hyperplanes α = 0
in X∗(A) ⊗ R, where α ∈ ∆. Then (W,S) is a Coxeter system. For w ∈ W , let
l(w) denote the length of the shortest word in S that represents w. To each α ∈ Φ,
there exists a well-defined element αˇ ∈ X∗(A) called the coroot corresponding to α
(see e.g.,[Spr79, §2.2]). For µ ∈ X∗(A), one has sµ = µ− 〈α, µ〉αˇ.
The group W˜ = NG(F )A/A(O) is called the extended affine Weyl group of G.
From the definitions, it follows that W˜ = A(F )A(O) ⋊W . W˜ is almost a Coxeter group.
It is an extension of a finitely generated abelian group by a Coxeter group known
as the affine Weyl group. When G is semi-simple and its derived group is simply
connected, then W˜ coincides with Wa.
Given µ ∈ X∗(A) its inverse is usually denoted by −µ and therefore, it is con-
venient to denote by piµ the element µ(pi) ∈ A(F ). The map µ 7→ piµ induces an
isomorphism X∗(A)→ A(F )/A(O) of groups. Identify W with NG(O)A/A(O), and
pick a section W → NG(O)A. Denote also by w the image of w in G(O). Given
w˜ = piµw ∈ W˜ , with µ ∈ X∗(A) and w ∈ W , identify it with the element pi
µw of
G(F ).
2.2. Definition of the Iwahori-Hecke algebra. Given two compactly supported
locally constant complex-valued measures ω and τ on G(F ), their convolution ω ∗ τ
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is defined by requiring that∫
G(F )
f(x)d(ω ∗ τ)(x) =
∫
G(F )×G(F )
f(st)d(ω ⊗ τ)(s, t) for all f ∈ C∞c (G(F )),
where C∞c (G(F )) denotes the space of all compactly supported locally constant
functions on G(F ). The space of compactly supported locally constant complex-
valued measures forms an associative C-algebra with convolution as product.
If ω and τ are invariant under left and right translations in I, then so is ω ∗ τ .
Thus the I-invariant measures form a subalgebra of the convolution algebra of
measures described above. The resulting algebra H is known as an Iwahori-Hecke
algebra.
Let dg denote the Haar measure on G(F ) which gives I total measure one. For
each w˜ ∈ W˜ denote by dTw˜(g) the measure 1Iw˜I(g)dg (treating w˜ as an element of
G(F ) as described in §2.1). Then {Tw˜|w˜ ∈ W˜} is a basis for H .
2.3. Action on Iwahori-invariants. Given a right representation (pi, V ) of G(F )
on V , the space V I of vectors in V which are invariant under I is endowed with
the structure of a right H-module by the action:
vpi(ω) =
∫
G(F )
vpi(g)dω(g) for each ω ∈ H.
3. Bernstein decomposition in the Iwahori-Hecke algebra
The main results in this section are attributed to Joseph Bernstein in [Lus83].
3.1. The finite dimensional Hecke algebra. Let H0 be the sub-algebra of H
consisting of the measures in H which are supported on G(O). The map G(O) →
G(Fq) allows us to push forward a measure µ on G(O) to a measure µ∗ on the finite
group G(Fq). Let C[B(Fq)\G(Fq)/B(Fq)] denote the algebra of complex-valued
measures on G(Fq) which are invariant under left and right translations in B(Fq).
It is easy to prove the following
Proposition 1. Push forward of measures induces an isomorphism of C-algebras
H0 → C[B(Fq)\G(Fq)/B(Fq)].
Thus H0 is often referred to as the finite dimensional Hecke algebra of G.
C[B(Fq)\G(Fq)/B(Fq)] can be thought of as a sub-algebra of the complex group-
ring of G(Fq). The structure of this algebra is known, due to Iwahori [Iwa64] (see
also [Car85, Chapter 10]). Thus the following presentation for H0 is obtained:
Then H0 is generated by {Ts|s ∈ S}. The relations are
T 2s = q + (q − 1)Ts for each s ∈ S
and for each s 6= t in S, there is a braid relation
Ts ∗ Tt ∗ Ts · · · = Tt ∗ Ts ∗ Tt · · ·
with mij terms on both sides, with mij ≥ 2, same as those occuring in the braid
relations in the presentation of the Coxeter group W in terms of S. {Tw|w ∈ W}
form a basis for H0. We will often use the well-known fact that if w = w1w2 . . . wk,
and l(w) = l(w1) + l(w2) + · · · l(wk), then Tw = Tw1Tw2 . . . Twk (this follows from
[Bou68, Chapitre IV, §2.4, Corollaire 1]).
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3.2. Dominant cocharacters. Let N denote the unipotent radical of B. Call an
algebraic cocharacter µ ∈ X∗(A) dominant if pi
µ(I ∩ N)pi−µ ⊂ I ∩ N . We call µ
antidominant if −µ is dominant. The group I has an Iwahori decomposition, i.e.,
I = (I ∩N(F ))(I ∩ A(F ))(I ∩N(F )),
where N is the unipotent radical of the Borel subgroup of G opposite to B with
respect to A. It follows that if µ ∈ X∗(A) is antidominant then IwIpi
µI = IwpiµI
for each w in the finite Weyl group. It follows that for such µ, Tw ∗ Tpiµ = Twpiµ.
Similarly if µ is dominant then Tpiµ ∗ Tw = Tpiµw.
3.3. The toric subalgebra. The second subalgebra that appears in the Bernstein
presentation is isomorphic to the complex group-ring C[X∗(A)].
For µ ∈ X∗(A) dominant, define
Θµ = δ
1
2 (piµ)Tpiµ ,
where δ
1
2 denotes the positive square root of the modulus function of B(F ). For
each such µ, Θµ is invertible in H . If µ and η are dominant, then the Iwahori
decomposition of I from §3.2 can be use to show that IpiµIpiηI = Ipiµ+ηI, so that
Θµ ∗Θη = Θµ+η.
Given any µ ∈ X∗(A), µ can be written as µ
+−µ−, where µ+ and µ− are dominant.
Let R = C[X∗(A)]. The map Θ defined by Θ : pi
µ 7→ Θµ+ ∗Θ
−1
µ− is an isomorphism
from R onto its image in H (for details see [Lus83, §7]).
3.4. The Bernstein relations. Every element h ∈ H can be written in the form
h = Θ(r)h0, with r ∈ R and h0 ∈ H0. Moreover, the Bernstein relations:
(2) Ts ∗Θµ = Θsµ ∗ Ts + (q − 1)
Θµ −Θsµ
1−Θ−αˇ
hold for all s ∈ S, α the simple root corresponding to s and for all µ ∈ X∗(A).
Note that the right hand side, although written as a fraction, does lie in the image
of R in H . In fact, since sµ = µ− 〈α, µ〉αˇ,
Θµ −Θsµ
1−Θ−αˇ
= Θµ +Θµ−αˇ +Θµ−2αˇ + · · ·+Θsµ+αˇ.
4. The universal unramified principal series
The contents of this section are merely minor variants of results in [CKM98].
4.1. The universal unramified character. Let χun : A(F )/A(O) → R
× be the
character defined by
χun(pi
µ) = 1µ.
Given an unramified character χ : A(F )/A(O) → C×, let Cχ denote the right
R-module whose underlying vector space is C, and where 1µ acts by χ(pi
µ). Then
χ = Cχ ⊗R χun.
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4.2. The universal unramified principal series. Given an unramified character
χ : A(F )/A(O) → C×, let i
G(F )
B(F )χ be the H-module
{f : G(F )/I → C|f(ang) = χ(a−1)δ
1
2 (a)f(g)}
(the equation for f holding for all a ∈ A(F ), n ∈ N(F ), g ∈ G(F )). The H-action
is given by
(f · ω)(x) =
∫
G(F )
f(xg−1)dω(g) for all f ∈ i
G(F )
B(F )χ and ω ∈ H.
Then i
G(F )
B(F )χ is the H-module of I-invariants in an unramified principal series for
G(F ). Analogously, define i
G(F )
B(F )χun as
{f : G/I → R|f(ang) = χun(a
−1)δ
1
2 (a)f(g)}
(the equation for f holding for all a ∈ A(F ), n ∈ N(F ), g ∈ G(F )). The H-action
is exactly as in the case of i
G(F )
B(F )χ. Note that i
G(F )
B(F )χun is a left R-module as well as
a right H-module, where the R and H-actions commute. In the rest of this article,
such an object will be called an (R,H)-bimodule.
H acts on itself on the right by convolution. Setting 1µ · h = Θµ ∗ h for each
µ ∈ X∗(A) and h ∈ H gives H the structure of an (R,H) bimodule.
It is not difficult to verify the following
Proposition 3. The map Φ : Cχ ⊗R i
G(F )
B(F )χun → i
G(F )
B(F )χ defined by
Φ(z ⊗ f) 7→ zχ(f(g))
is an isomorphism of H-modules.
4.3. A free module of rank one. Let tw denote the unique element of i
G(F )
B(F )χun
that takes value 1 at w, and 0 at v ∈ W different from w. The representatives
of the elements of W in G(F ), as chosen in §2.1 form coset representatives for
B(F )\G(F )/I. Hence the set {tw|w ∈ W} is a basis of i
G(F )
B(F )χun, which is a free
R-module of rank |W |.
Theorem 4. The map Ψ : H → i
G(F )
B(F )χun defined by Ψ(ω) = t1 · ω induces an
isomorphism of (R,H)-bimodules (with the (R,H)-actions as in §4.2)
Here t1 is the basis vector tw with w = 1, the identity element of W .
Proof. Clearly, Ψ preserves the H-action. For Ψ preserve the R action, it is neces-
sary and sufficient that for each µ ∈ X∗(A),
(5) 1µ · t1 = t1Θµ.
It is easy to see that t1Θµ(w) = 0 for all w ∈W , w 6= 1. Moreover,
t1Θµ(1) = δ
1
2 (piµ)
∫
G(F )
t1(g
−1)1IpiµI(g)dg
= δ
1
2 (piµ)
∫
IB(F )∩IpiµI
t1(g
−1)dg.
Lemma 6. IB(F ) ∩ IpiµI = Ipiµ.
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Proof. Using the Iwahori decomposition for I, and the fact that µ is dominant, we
can use the Iwahori decomposition of I to write
IpiuI = Ipiµ(I ∩N(F ))(I ∩ A(F ))pi−µpiµ(I ∩N(F ))
= Ipiµ(I ∩N(F )).
Suppose n ∈ I ∩N(F ) is such that piµn ∈ B(F ), then n ∈ B(F )∩ I ∩N(F ), which
is trivial. 
It follows that
(t1 ·Θµ)(1) = δ
1
2 (piµ)t1(pi
−µ) = 1µ = 1µ · t1(1).
Therefore, Ψ is a morphism of (R,H)-bimodules.
To see that Ψ is an isomorphism, note that t1·Tw = Tw, so that Ψ(ΘµTw) = 1µtw.
The above, together with the Bernstein decomposition shows that Ψ is injective, as
well as surjective, hence an isomorphism. 
5. Induction
5.1. Induction from the Borel subgroup. The following interpretation of in-
duction in terms of tensor products follows immediately from Proposition 3 and
Theorem 4
Theorem 7. The map Ψ induces an isomorphism of H-modules
Cχ ⊗R H → i
G(F )
B(F )χ.
5.2. H is free over R. Recall from Theorem 4 that i
G(F )
B(F )χun andH are isomorphic
as R-modules, via the isomorphism Ψ which identifies tw ∈ i
G(F )
B(F )χun with Tw ∈ H
for each w ∈ W . Thus {tw|w ∈ W} generates i
G(F )
B(F )χun as an R-module. For
any r ∈ R, the support of r · tw lies in BwI. These are disjoint for distinct w’s.
Therefore the tw’s are linearly independent over R. Thus H is a free R-module
with basis {Tw|w ∈ W}.
5.3. Parabolic subgroups and subalgebras. Given any subset ∆M of ∆ let
WM denote the subgroup of W generated by the set SM of simple reflections cor-
responding to the roots in ∆M . The group P = BWMB is a parabolic subgroup of
G. The centraliser M of {a ∈ A|α(a) = 1 for each α ∈ ∆M} is a Levi component
of P . If U is the unipotent radical of P , then P = MU . A is a maximal torus
in M . IM = M(F ) ∩ I is an Iwahori subgroup of M(F ). The Weyl group of M
with respect to A is WM . Let HM be the Iwahori-Hecke algebra of M(F ) with
respect to M(F ) ∩ I. Let ΘM be the homomorphism C[X∗(A)] → HM obtained
by replacing G with M in the definition of Θ from §3.3. The finite-dimensional
part of HM in its Bernstein decomposition is generated by {T
M
s |s ∈ ∆M}, where
dTMs (m) = 1(I∩M(F ))s(I∩M(F ))(m)dm, where dm is a Haar measure onM(F ) which
gives M ∩ I total measure one. Use this fact to identify HM with the subalgebra
of H generated by R and {Ts|s ∈ ∆M} by mapping ΘM (1µ) 7→ Θµ for µ ∈ X∗(A)
and TMs 7→ Ts for s ∈ SM .
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5.4. Coset representatives. Each coset in WM\W has a unique element of min-
imal length. Let MW denote the set of such elements. If ∆M denotes the simple
roots of M ,
MW = {w ∈W | wα > 0 for each α ∈ ∆M}.
Any w ∈ W can be written as w′′w′ with w′′ ∈ WM and w
′ ∈ MW satisfying
l(w) = l(w′′) + l(w′). Therefore Tw = Tw′′Tw′.
5.5. H is free over HM . By §5.4, {Tw′|w
′ ∈ MW} generatesH as an HM -module.
If ωM ∈ HM then ωM · t
′
w is supported on Pw
′I. These double cosets are disjoint
for distinct w′ ∈ MW . Therefore the Tw′’s are linearly independent over HM . Thus
H is a free HM -module with basis {Tw′ |w
′ ∈ MW}.
5.6. A basis for tensor products. Let (σ, V ) be a right HM -module. Then
V ⊗HM H is a right H-module, which we call the H-module induced from V . Let
{v1, . . . ,vn} be a basis of V . It follows from §5.5 that
{vi ⊗ Tw′ | 1 ≤ i ≤ n,w
′ ∈ MW}
is a basis of V ⊗HM H .
5.7. A basis for induced representations. Let (σ, V ) be as above. Let i
G(F )
P (F )V
be the space of functions G(F )/I → C such that
f(mug)dωM (m) = δ
1
2
P (m)f(g)σ(m
−1)dωM (m)
for each m ∈ M(F ), u ∈ U(F ) and g ∈ G(F ). Here δ
1
2
P is the positive square root
of the modulus function of P . Define a right H-module structure i
G(F )
P (F )σ on i
G(F )
P (F )V
by
(i
G(F )
P (F )σ)(ω)(f)(x) =
∫
G(F )
f(xg−1)dω(g) for each ω ∈ H.
For each w′ ∈ MW and i = 1, . . . , n there exists a unique tw′,i ∈ i
G(F )
P (F )V satisfying
tw′,i(x) = δxw′vi for each x ∈
MW.
For each i, {tw′,i|w
′ ∈ MW} is a basis of the space of functions in i
G(F )
P (F )V whose
image is in the one-dimensional subspace spanned by vi. It follows that
{tw′,i|w
′ ∈ MW, i = 1, . . . , n}
is a basis of i
G(F )
P (F )V .
5.8. Tensor products and parabolic induction.
Theorem 8. The H-modules (i
G(F )
P (F )σ, i
G(F )
P (F )V ) and V ⊗HM H are isomorphic.
Proof. The proof is analogous to that of [Jan95, Proposition 2.1.2]: there exists a
one-dimensional right R-module (χ,C) such that V is a subspace of C⊗RHM (by
Theorem 7, C⊗R H is isomorphic to i
M(F )
B(F )∩M(F )χ). For each 1 ≤ i ≤ n write
vi =
∑
w′′∈WM
aw′′,i(1⊗ Tw′′).
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The image of vi ⊗ Tw′ in C⊗R H is∑
w′′∈WM
aw′′,i(1⊗ Tw′′w′).
Recall that the isomorphism i
G(F )
P (F )i
M
B∩Mχ→˜i
G(F )
B(F )χ is realised by f 7→ f˜ where
f˜(mg) = f(g)(m) for each m ∈M, g ∈ G.
Therefore, the image of tw′,i in i
G(F )
B(F )V is given by
t˜w′,i(x
′′x′) = tw′,i(x
′)(x′′)
= δw′x′
∑
w′′∈WM
aw′′,itw′′(x
′′)
= δw′x′δw′′x′′αw′′,i.
This agrees with the expression for vi ⊗ Tw′ obtained above. 
6. Jacquet functors
Let P = MU be a standard parabolic subgroup, as in §5.3. If pi0 is a left
representation of G on V0 then the Jacquet module r
G(F )
P (F )pi0 is the representation
of M on the space
V0U = V0/V0(U),
where
V0(U) = linear span of {v − pi0(n)v|n ∈ U,v ∈ V0}
given by
r
G(F )
P (F )pi0(m)vU = δ
−
1
2
P (m)(pi0(m)v)U ,
where for any vector x ∈ V0, xU denotes its image in V0U under the quotient map.
Let (pi, V ) denote the invariants under I of V0 let (r
G(F )
P (F )pi, VU ) denote the in-
variants under M(F ) ∩ I of (r
G(F )
P (F )pi0, V0U ). The HM -module (r
G(F )
P (F )pi, VU ) will be
called the Jacquet module of V with respect to P of (pi, V ). It is a well-known that
the quotient map V0 → V0U induces an isomorphism of vector spaces V → VU (this
follows from [Bor76, Lemma 4.7] by the transitivity property of Jacquet functors,
i.e., the fact that r
G(F )
B(F ) = r
M(F )
B(F )∩M(F ) ◦ r
G(F )
P (F )).
6.1. Description of the Jacquet module with respect to B. For any domi-
nant cocharacter µ and any v ∈ V ,
pi(Θµ)v = δ
1
2 (piµ)
∑
I/(I∩piµIpi−µ)
pi0(ipi
µ)v.
Since µ is dominant, each coset i(I ∩piµIpi−µ) in the above sum can be represented
by an element ni of I ∩N . Therefore,
pi(Θµ)v = δ
1
2 (piµ)
∑
I/(I∩piµIpi−µ)
pi0(ni)pi0(pi
µ)v.
Since ni ∈ N , (pi0(ni)pi0(pi
µ)v)N = (pi0(pi
µ)v)N . Assuming that (Lemma 10)
[I : I ∩ piµIpi−µ] = δ−1(piµ)
we have
(pi(Θµ)v)N = r
G(F )
B(F )pi(1µ)v.
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This proves
Theorem 9. The Jacquet module r
G(F )
B(F )pi is obtained by restricting pi to R via Θ.
It only remains to prove
Lemma 10. [I : I ∩ piµIpi−µ] = δ−1(piµ).
Proof. Since µ is dominant, pi−µI ∩ N(F )piµ ⊂ I. Therefore, I ∩ piµIpi−µ ⊂ (I ∩
A(F ))(I ∩N(F )). But the Iwahori decomposition for I, this means that
(I ∩N(F ))(I ∩ piµIpi−µ) = I.
This means that the map
(I ∩N(F ))/(piµ(I ∩N)pi−µ)→ I/(I ∩ piµIpi−µ)
is a bijection. The cardinality of the left hand side of the above equation can be
calculated as a quotient of volumes with respect to a left Haar measure on B(F ),
and δ(pi−µ) appears as the answer. 
6.2. Description of Jacquet modules with respect to standard parabolics.
If µ is dominant, it is also dominant forM . Therefore by §6.1, (r
G(F )
P (F )pi(Θµ)vU )M∩N =
r
M(F )
B(F )∩M(F )r
G(F )
P (F )pi(1µ)vN = (pi(Θµ)v)N . Therefore, (pi(Θµ)v)U = r
G(F )
P (F )pi(Θµ)vU .
For brevity, write IM for I ∩M . If w ∈ WM then the map induced by inclusion
I/(I ∩ wIw−1)→ IM/(IM ∩ wIMw
−1) is a bijection. Therefore
(pi(Tw)v)U =
∑
I/(I∩wIw−1)
(pi0(iw)v)U
=
∑
IM/(IM∩wIMw−1)
pi0(iw)vU
= r
G(F )
P (F )pi(Tw)vU .
Since the elements Tw, w ∈ WM and Θµ, µ dominant generate HM , it follows that
r
G(F )
P (F )pi(ωM )vU = (pi(ωM )v)U
for all ωM ∈ HM .
7. Right and left modules
7.1. The opposition formula. For a measure ω on G(F ) define ω∗ by∫
G(F )
f(g)dω∗(g) =
∫
G(F )
f(g−1)dω(g).
The mapping ω 7→ ω∗ is an anti-involution for the convolution product. A right
H-module is viewed as a left H-module by writing ω ·m = m · ω∗ for each ω ∈ H
and each element m in the module. This is called the opposite action of ω on m.
The measure ω∗ is called the opposite of ω. The opposite of Tw is Tw−1 for each
w ∈ W˜ . The opposite of Θµ is given by the opposition formula
Θ∗µ = T
−1
w0 Θ−w0µTw0 ,
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where w0 denotes the unique element in W with maximal length. It suffices to
check the formula for µ dominant, in which case
Tw0Θ
∗
µ = δ
1
2 (piµ)Tw0T
∗
piµ
= δ
1
2 (piµ)Tw0Tpi−µ
= δ
1
2 (piµ)Tw0pi−µ [by §3.2]
= δ
1
2 (piµ)Tpi−w0µw0
= δ
1
2 (piµ)Tpi−w0µTw0 [by §3.2]
= Θ−w0µTw0 [since δ(pi
µ) = δ(pi−w0µ)]
7.2. A formula on lengths. Let w′0 denote the element of maximal length in
MW . Then for each w′′ ∈WM the following formula holds:
l(w′−10 w
′′w′0) = l(w
′′).
To see this let w′′0 denote the element of maximal length in WM and write w
′′ =
w′′0w
′′
1 . Then since w0 = w
′′
0w
′
0, w
′−1
0 w
′′w′0 = w
−1
0 w
′′
1w
′
0, so that
l(w′−10 w
′′w′0) = l(w
−1
0 w
′′
1w
′
0)
= l(w0)− l(w
′′
1w
′
0)
= l(w0)− l(w
′′
1 )− l(w
′
0)
= (l(w′0) + l(w
′′
0 ))− (l(w
′′
0 )− l(w
′′))− l(w′0)
= l(w′′).
7.3. A parabolic opposition formula. The realisation of HM as a subalgebra of
H does not correspond to the one that comes from viewingM as a closed subgroup
of G. In particular, the restriction of opposition to HM does not correspond to
m 7→ m−1 in M . This is clear when M is a torus (the opposite of Θµ is not Θ−µ).
It is therefore necessary to distinguish between opposition in H and opposition in
HM . In this section ω
#
M ′ denotes the opposite of ωM ′ inHM ′ whereM
′ = w′−10 Mw
′
0.
As before, ω∗ denotes the opposite of ω in H . The opposite of ωM ′ ∈ HM ′ in H is
given by the parabolic opposition formula
ω∗M ′ = T
−1
w′
0
(w
′−1
0 ω#M ′)Tw′0 .
Suppose ωM ′ = Θµ. The right hand side of the formula is computed using the
opposition formula for HM ′ :
T−1w′
0
(w
′−1
0 Θµ)
#Tw′
0
= T−1w′
0
(w
′−1
0 (T−1
w′−1
0
w′′
0
w′
0
Θ
−w′−1
0
w′′
0
w′
0
µTw′−1
0
w′′
0
w′
0
))Tw′
0
= T−1w′
0
T−1w′′
0
Θ−w0µTw′′0 Tw0 ,
which coincides with the left hand side by the opposition formula (§7.1). Now
suppose ωM ′ = Tw′−1
0
w′′−1w′
0
for some w′′ ∈ WM . The parabolic opposition formula
then becomes
Tw′−1
0
w′′w′
0
= T−1w′
0
Tw′′Tw′
0
.
But this equality is a direct consequence of the formula on lengths (§7.2). Since the
elements considered above generate HM ′ the parabolic opposition formula holds for
all ωM ′ ∈ HM ′ .
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7.4. Reeder’s isomorphism. In [Ree97] Reeder defines an isomorphism of left
H-modules
φ : H ⊗R Cχw0 →˜(i
G(F )
B(F )χ)
I
by h ⊗ 1 7→ tw0h
∗. Interpreted in terms of Theorem 7, this is an isomorphism
φ : H ⊗RCχw0 → Cχ−1 ⊗RH , of left H-modules (the latter is a left-module by the
opposite action). This map is well defined if and only if
φ(hΘµ ⊗ 1) = 1⊗Θ−w0µTw0h
∗.
But this is immediate from the opposition formula.
7.5. Jantzen’s generalisation of Reeder’s isomorphism. Suppose (σ, V ) is a
right HM -module. We know that V ⊗HM H is the H-module obtained by parabolic
induction. Think of it as a left H-module under the opposite action. In [Jan95,
§2.1] Jantzen essentially shows that this module is isomorphic to the left H-module
H ⊗HM′
w′0V op. Here (w
′
0σ,w
′
0V ) is the HM ′ module obtained by composing σ
with the conjugation x 7→ w′0xw
′−1
0 mapping M
′ to M . The isomorphism H ⊗HM′
w′0V op → V ⊗HM H is given by
h⊗ v 7→ v ⊗ Tw′
0
h∗.
That this is a well defined homomorphism follows from the parabolic opposition
formula (§7.3). Once that is established, it is clear that it is an isomorphism, using
the ideas from §5.6.
7.6. Jacquet modules revisited (from the right). Combining §7.3 with §6.2
(and using the notation there) gives a formula for the Jacquet modules of a right
H-module (pi, V ):
vU ′r
G
P ′pi(ωM ′) = (vpi(T
−1
w′
0
(w
′−1
0 ωM ′)Tw′
0
))U ′ .
Acknowledgements. It is a pleasure to thank A. Krishnamoorthy and the stu-
dents of Cochin University of Science & Technology for their outstanding hospitality
during the conference. I am grateful to Robert Kottwitz for his wonderful lectures
on Iwahori-Hecke algebras at The University of Chicago in 2001 and to him and
Thomas Haines for some subsequent discussions, where I learned most of what is
in this article.
References
[Bor76] Armand Borel. Admissible representations of a semi-simple group over a local field with
vectors fixed under an Iwahori subgroup. Invent. Math., 35:233–259, 1976.
[Bou68] N. Bourbaki. E´le´ments de mathe´matique. Fasc. XXXIV. Groupes et alge`bres de Lie.
Chapitre IV: Groupes de Coxeter et syste`mes de Tits. Chapitre V: Groupes engendre´s
par des re´flexions. Chapitre VI: syste`mes de racines. Actualite´s Scientifiques et Indus-
trielles, No. 1337. Hermann, Paris, 1968.
[Car85] Roger W. Carter. Finite groups of Lie type. Pure and Applied Mathematics (New York).
John Wiley & Sons Inc., New York, 1985. Conjugacy classes and complex characters,
A Wiley-Interscience Publication.
[Cas80] W. Casselman. The unramified principal series of p-adic groups. I. The spherical func-
tion. Compositio Math., 40(3):387–406, 1980.
[CKM98] Neil Chriss and Kamal Khuri-Makdisi. On the Iwahori-Hecke algebra of a p-adic group.
Internat. Math. Res. Notices, (2):85–100, 1998.
[IM65] N. Iwahori and H. Matsumoto. On some Bruhat decomposition and the structure of the
Hecke rings of p-adic Chevalley groups. Inst. Hautes E´tudes Sci. Publ. Math., (25):5–48,
1965.
12 Amritanshu Prasad
[Iwa64] Nagayoshi Iwahori. On the structure of a Hecke ring of a Chevalley group over a finite
field. J. Fac. Sci. Univ. Tokyo Sect. I, 10:215–236 (1964), 1964.
[Jan95] Chris Jantzen. On the Iwahori-Matsumoto involution and applications. Ann. Sci. E´cole
Norm. Sup. (4), 28(5):527–547, 1995.
[Lus83] George Lusztig. Singularities, character formulas, and a q-analog of weight multiplicities.
In Analysis and topology on singular spaces, II, III (Luminy, 1981), volume 101 of
Aste´risque, pages 208–229. Soc. Math. France, Paris, 1983.
[Ree97] Mark Reeder. Nonstandard intertwining operators and the structure of unramified prin-
cipal series representations. Forum Math., 9(4):457–516, 1997.
[Spr79] T. A. Springer. Reductive groups. In Automorphic forms, representations and L-
functions (Proc. Sympos. Pure Math., Oregon State Univ., Corvallis, Ore., 1977), Part
1, Proc. Sympos. Pure Math., XXXIII, pages 3–27. Amer. Math. Soc., Providence, R.I.,
1979.
[Tit79] J. Tits. Reductive groups over local fields. In Automorphic forms, representations and
L-functions (Proc. Sympos. Pure Math., Oregon State Univ., Corvallis, Ore., 1977),
Part 1, Proc. Sympos. Pure Math., XXXIII, pages 29–69. Amer. Math. Soc., Providence,
R.I., 1979.
The Institute of Mathematical Sciences, CIT campus, Taramani, Chennai 600 113.
E-mail address: amri@ismc.res.in
