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Zusammenfassung
Die Doppler-Laserkühlung ist eine Methode zur Reduzierung der longitudinalen Impuls-
verteilung eines Ionenstrahls in einem zirkularen Beschleuniger. In der Vergangenheit
wurde das Prinzip an nicht-relativistischen Ionenstrahlen untersucht und verifiziert. Im
Rahmen des FAIR-Projekts wird erstmalig die Laserkühlung an hoch intensiven und
relativistischen Ionenstrahlen angewendet. Die Laserkühlung erhöht die longitudinale
Ionendichte und führt zu exotischen longitudinalen Phasenraumverteilungen des Io-
nenstrahls. Diese Dissertation befasst sich mit der numerischen Untersuchung der Teil-
chendynamik und dem Zusammenspiel der Laserkraft und Intensitätseffekten, um den
Kühlprozess zu optimieren und einen stabilen Betrieb des Beschleunigers während der
Strahlkühlung zu gewährleisten.
Diese Arbeit beschreibt die Ionen-Photonen-Wechselwirkung und leitet die Laserkraft
für relativistische Ionenstrahlen her. Die Kraft wird für eine zeitlich konstante und eine
gepulste Laseranregung berechnet. Die Anregung mit einem gepulsten Laser führt zu ei-
ner breitbandigen Kraft, welche auf alle Ionen gleichzeitig wirkt. Die zeitlich konstante
Anregung resultiert in einer drei bis vier Größenordnungen schmalbandigeren Laser-
kraft. Um eine Kühlung aller Ionen zu gewährleisten, wird die Position der schmalban-
digen Laserkraft im Phasenraum sequentiell abgefahren. Die Teilchendynamik beider
Kühlprozesse wird analysiert und miteinander verglichen.
Der Einfluss von Heizprozessen auf den Verlauf der Strahlkühlung ist Teil der Un-
tersuchung. Streuprozesse innerhalb des Strahls limitieren die maximale Ionendichte
des Kühlprozesses mit zeitlich konstanter und gepulster Laseranregung. Darüber hinaus
zeigen numerische Simulationen zwei Instabilitäten, welche während der sequentiellen
Abtastung der schmalbandigen Laserkraft durch Raumladung ausgelöst werden. Die-
se Arbeit beschreibt die Entstehung der Instabilitäten und die Auswirkungen auf den
Kühlprozess. Analytische Ausdrücke für den Schwellwert der Strahlintensität werden
angegeben.
Die Skalierung des Kühlprozesses und der relevanten Intensitätseffekte für unter-
schiedliche Strahlenergien wird diskutiert, um einen Ausblick auf künfigte Experimente
von Laserkühlung an relativistischen Ionenstrahlen zu geben. Die Arbeit schließt mit
einem Vergleich der Laserkühlung von nicht-relativistischen Kohlenstoffionen und rela-
tivistischen Titanionen ab. Der Vergleich zeigt die Herausforderungen der Laserkühlung
im SIS100 Synchrotron an FAIR auf.
I

Abstract
Doppler laser cooling is a technique to reduce the longitudinal momentum spread of an
ion beam in a circular accelerator. In the past, the principle was investigated and veri-
fied on non-relativistic ion beams. Within the FAIR project, laser cooling will be applied
to high intensity and relativistic ion beams for the first time. Laser cooling results in
a further increase of the longitudinal ion density and creates exotic longitudinal phase
space distributions. In order to ensure stable operation and optimize the cooling pro-
cess, this dissertation numerically investigates the particle dynamics and the interplay
of the laser force and high intensity effects.
This work describes the ion-photon interaction and derives the laser force on ions
at relativistic energies. The force is calculated for continuous wave and pulsed laser
excitations. The pulsed laser excitation results in a broadband force, which interacts
with all ions simultaneously, whereas the width of the continuous wave laser force is
typically three to four orders of magnitude smaller. In order to interact with all ions,
the position of the continuous wave laser force is scanned during the cooling process.
The particle dynamics during the cooling processes for both laser forces are analyzed
and compared.
The impact of heating effects during the laser cooling process is also investigated.
Scattering events within the beams limit the maximum ion intensity for the cooling for
both a continuous wave or a pulsed laser system. In addition, numerical simulations
show two instabilities, that arise during the scan of the continuous wave laser force and
are triggered by space charge. This work describes the development of the instabilities
and the impact on the laser cooling process. Analytical expressions for the threshold of
instabilities and maximum ion intensities are given.
The scaling of the cooling process and intensity limitations with beam energy is dis-
cussed in order to evaluate the prospects of laser cooling experiments at relativistic
energies. The work concludes with the comparison of the cooling process of non-
relativistic carbon ions and relativistic titanium ions. The comparison emphasizes the
main challenges for laser cooling experiments in the SIS100 synchrotron at FAIR.
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1 Introduction
Accelerated particle beams have become increasingly important within the 20th century.
Nowadays particle accelerators are applied in a broad range of scientific research and
industrial processes. The field of research is wide spread including for example nuclear,
atomic and material science and biology. Even in medicine accelerated particle beams
are used for example in cancer therapy [1].
First particle accelerators were realized by electrostatic acceleration. This simple
concept has the drawback of limited kinetic energy of the particles due to the finite
breakdown voltage [2]. Initiated by the development of oscillating field accelerators
and linear accelerators [3], the kinetic energy of the particles could be increased dras-
tically. Beside the linear accelerators, huge circular accelerators have been developed
[4]. In circular accelerators the particles pass the accelerating components several times
and can be accelerated very efficiently. This concept enables the acceleration of particle
beams to the high beam energies which are required for nuclear structure experiments.
Beside the pursuit of reaching higher beam energies, accelerator researchers deal
with limiting factors of particle intensity and beam divergence. A low divergence of the
particle beam is desired for accurate and precise experiments and to keep the particle
beam in the aperture of the accelerator. One concept for the reduction of the particle
divergence in longitudinal direction is investigated in this work.
1.1 Synchrotrons
In a synchrotron the trajectory of the particles is bent by dipole magnets to a circle.
The transverse confinement is realized by a technique called strong focusing [5]. Trans-
verse oscillations, created by quadrupole magnets with alternating polarity, prevent the
particles from diverging and keep them on the axis. The particles are accelerated and
confined in longitudinal direction by oscillating longitudinal electric fields excited in
radio frequency (rf) cavities. This concept allows to accelerate and store protons and a
wide variety of different ions with a relative compact design [6]. The term synchrotron
originates in the concept, that the different accelerator components are adapted and
synchronized in order to keep the ions on the same trajectory during acceleration.
Usually in a scientific accelerator facility, synchrotrons are one part of a chain, that
is required for the creation and acceleration of the particles for experiments. Charged
particles are created in particle sources and typically electrostatically preaccelerated. A
further acceleration is realized by a linear accelerator before the charged particles are
injected into a synchrotron. For experiments the particles either collide with a second
accelerated particle beam or are guided on a fixed target experiment. Another option is
to inject the particles in another synchrotron for storage or further acceleration.
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Figure 1.1: Site map of the planned FAIR facility including the already existing accel-
erator components and buildings of GSI. Laser cooling experiments have
been conducted in the ESR and are planned to take place in the SIS100
in the future. Figure from [7].
The GSI Helmholtz Center for Heavy Ion Research is a multipurpose research facility
with an accelerator chain for research with a wide range of different ions (marked in
blue in fig. 1.1). The different ions are created in sources connected to the linear
preaccelerator UNILAC. After acceleration the particles are used for experiments or are
injected into the synchrotron SIS18 (Schwerionensynchrotron). After acceleration a
further variety of experiments exist or the particles are transferred into the storage ring
ESR (Experimentierspeicherring). The ESR, with a length of 108.36m and a magnetic
rigidity of 10Tm, is able to store uranium ions with an energy up to 560MeV/u. The
storage ring includes an electron cooler and precise beam diagnostics for experiments
like mass spectroscopy of rare isotopes. In the ESR first laser cooling experiments on
relativistic ion beams were performed.
The existing accelerators at GSI are the basis for the international research facility
FAIR (Facility for Antiproton and Ion Research), which is presently under construction.
The facility will be extended with a wide range of experiments and further stages of
the accelerator chain. The existing SIS18 will serve as injector for the SIS100 as shown
in fig. 1.1. The synchrotron SIS100, with a length of 1083m, will be able to store
ion beams with a magnetic rigidity up to 100Tm. In the SIS100 laser cooling will be
installed and studied at relativistic heavy ions beams for the first time.
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1.2 Beam Cooling
In accelerators and storage rings the mean velocity and position deviation of accelerated
particles originates from the particle source and is transported through the accelerator
chain. Due to imperfections of the accelerator components, plasma instabilities or in
general heating mechanisms, the velocity and position deviation increases during the
transport to the experiments. The desired accuracy in experiments and the finite size of
the vacuum chamber of the accelerator demand small position and velocity deviations.
A measure for the mean velocity deviation of a particle ensemble is given by the
temperature T . The temperature of a particle ensemble in free space is defined by (see
Ref. [8])
3
2
kBT =
1
2
m

| ~v − 〈 ~v 〉|2 , (1.1)
where kB is the Boltzmann constant, m the mass of each particle and ~v the three di-
mensional velocity. The brackets 〈·〉 denote the mean value for the ensemble. For a
stationary ensemble, e.g. in a particle trap, the velocity of the center of mass 〈 ~v 〉 is
zero. In a particle accelerator the subtraction of the center of mass velocity is very im-
portant, because the mean velocity deviation of the particles is very small compared to
the mean velocity of the particle ensemble.
The definition Eq. 1.1 follows the equipartition theorem. This theorem assumes
the particle ensemble to be in thermal equilibrium and consequently the energy to be
shared equally among the three degrees of freedom. For an accelerated ion beam the
velocity spread usually differs in the longitudinal and the transverse coordinates. For
particles ensembles that are not in thermal equilibrium, the temperature is defined for
each degree of freedom by (see Ref. [8])
1
2
kBTi =
1
2
m
 

v 2i
− 〈vi〉2 , (1.2)
where the index i ∈ x , y, z splits the three spatial coordinates.
Beside the efforts of keeping the initial temperature of the particle ensemble as small
as possible and trying to avoid heating of the particle beam during the transport, the
accelerated particle ensemble can be actively cooled down. The term cooling describes
the temperature reduction of a particle ensemble and consequently the reduction of the
mean velocity deviation. Different methods for the cooling of a particle ensemble exist.
The preferred method depends on the particle species and the desired final temperature.
For ion beams in a circular accelerator three different cooling techniques exists:
Electron Cooling:
The principle of electron cooling was conceived by Budker [9] and experimentally
demonstrated in Novosibirsk for the first time [10]. Electron cooling employs the
heat transfer of the ion beam to an electron beam. The initial electron beam has a
low temperature and is accelerated to the velocity of the ion beam. Both beams are
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merged in one section of the accelerator. After typically a few meters the electron
beam and the ion beam are separated again and the electron beam is decelerated and
dumped. In the co-moving frame of the electrons, the electrons have very low relative
velocities while the ions have high relative velocities. During the interaction the ions
and electrons perform elastic scattering (Rutherford scattering, see Ref. [11]). These
coulomb interactions reduce the relative velocity of the ion beam and increases the rel-
ative velocities of the electron beam. The used electrons are constantly replaced by cold
electrons from the electron cooler which enables an efficient cooling of the ions.
Electron cooling is widely used in ion accelerators, because it reduces the populated
phase space area of an ion beam in all three dimensions. The only requirement is the
matched velocity of the electrons and ions. Thus, the principle is not restricted to a
certain ion species or charge states and can be used in a broad range of applications.
At the GSI facility electron coolers are installed in the SIS18 and in the ESR (see Fig.
1.1). For the electron cooling process in the ESR the ion beam has typically an initial
root mean square (rms) momentum spread of ∆p/p0 ≈ 10−3 and is cooled down to
∆p/p0 ≈ 10−5 [12]. For very diluted ion beams with only a few hundred ions, a final
rms momentum spread of ∆p/p0 ≈ 10−6 is possible [13].
The cooling rate is proportional to the electron density and is inversely proportional
to the relativistic factor of the ion beam squared (see Ref. [14])
τ−1ecool∝ neγ2 . (1.3)
In order to keep a reasonable cooling time the density of the electron beam has to be
increased for high energy beams. In addition for ion beams with γ  1 the required
kinetic energy reaches the limit of electrostatic acceleration. The increasing electron
density and required electron energy lead to unfeasible electron cooler designs. One of
the most powerful electron coolers is planned at the HESR, see fig. 1.1, where electrons
are accelerated up to 4.5MeV with a maximum current of 1A [15].
Stochastic Cooling:
Stochastic cooling was invented by van der Meer for the accumulation of anti-protons
[16] and was demonstrated experimentally at CERN in 1979 [17]. The success was
honored with the Nobel price. For stochastic cooling the charge distribution of the
circulating ion bunch is measured with a broadband pickup. After signal processing and
amplification the signal is applied again to the ion beam by a kicker device. A detailed
explanation is found in Ref. [18]. Stochastic cooling can be applied to any circulating
charged particles, but it is typically used for precooling. In the ESR stochastic cooling is
used for hot ion bunches with a rms momentum spread of ∆p/p0 > 10
−3 [19].
Laser Cooling:
Laser cooling describes the reduction of the momentum spread of a particle ensemble
using the excitation and spontaneous deexcitation of an atomic state in the accelerated
ions with laser light. The detailed explanation of the underlying process and the cooling
force is explained in Sect. 3.1. The technique originates in cooling of ions in a particle
trap. The exploration of this cooling technique was honored with the Nobel prize in
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physics in 1997 [20]. Laser cooling of stored coasting and bunched beams has been
demonstrated at the TSR in Heidelberg (Germany) [21, 22], and at ASTRID in Aarhus
(Denmark) [23]. At the ESR in Darmstadt (Germany), first laser cooling experiments
with relativistic ion beams were conducted [24]. In the future, laser cooling of intense
highly charged ion beams at relativistic energies will be attempted for the first time in
the SIS100 at FAIR, which is presently under construction [25]. Compared to other
cooling techniques, laser cooling can produce ultra cold ion ensembles, which reach the
crystalline state [26]. The major drawback of laser cooling is the restriction to certain
ions and charge states. The laser wavelength has to match the atomic transition. This
constraint adds a fixed correlation between the atomic transition, wavelength of the
laser system and speed of the ions, that is described in more detail in Sect. 3.2 and Ref.
[24].
1.3 Motivation
For high energy ion beams no practical cooling technique is available. On the one hand
the efficiency of electron cooling decreases tremendously with increasing ion energy as
described by Eq. 1.3. For γ  1 the devices become unfeasible complex, expensive
and power consuming. On the other hand stochastic cooling does not cool ion beams
to very low temperatures and is only useful for precooling. However a very promising
technique for an efficient cooling at high energies is given by laser cooling. As estimated
in Ref. [27] the cooling force should increase for higher beam energies. Compared to
other cooling techniques laser cooling is more cost efficient and requires only little space
in a circular accelerator for merging of the laser and the ion beam. Beside the possibility
of beam cooling, the setup of laser cooling enables to perform spectroscopy of atomic
states, that can not be investigated in conventional particle traps. Due to the large
Doppler shift in the particle frame (see Sect. 3.2) properties of transitions with a high
energy gap can be measured very precisely.
For the demonstration and exploration of laser cooling at relativistic ion beams, the
cooling setup will be installed in the SIS100 at the FAIR facility. In the past laser cool-
ing was only applied to low energy beams (γ ≈ 1). In order to estimate required laser
intensities and cooling times for the high energy regime, the ion photon interaction
and the cooling process have to be studied analytically and numerically in advance.
This work addresses the detailed calculation of the cooling force produced by the laser
beam and an analysis of the particle dynamics during the cooling process. The in-
fluence of different configurations of the accelerator on the cooling strength is mostly
unknown. Especially for high intensity ion beams, which will be available in the SIS100,
the detailed interplay of intensity effects and the laser cooling force are not yet under-
stood. This thesis includes an analysis of the cooling process for different accelerator
configurations and intensity limiting factors for an efficient laser cooling process.
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1.4 Overview
After introducing the general concept of synchrotrons and different methods of ion
beam cooling in Chapter 1, the particle dynamics and heating effects of ion beams is
described in Chapter 2. The introduction is focused on the longitudinal phase space
and on the two intensity effects, space charge and intra beam scattering, that are the
intensity limiting processes for laser cooling. Chapter 3 introduces the concept of laser
cooling. The principle of laser cooling in a particle trap and the differences between
the cooling of a stationary and an accelerated ion ensemble is discussed. The force
of pulsed and continuous wave laser excitation is evaluated. Chapter 4 deals with the
implementation of the ion photon interaction in a particle-in-cell tracking code.
Numerical results of the laser cooling process are shown in Chapter 5 and compared
to analytical models. Different cooling schemes with the pulsed and continuous wave
laser sources are discussed. The impact of intra beam scattering and space charge on
the cooling process is described in Chapter 6.
The scaling of the laser force and the counteracting intensity effects with the ion
beam energy is investigated in Chapter 7. The scaling gives insights in prospects of
laser cooling for relativistic ion beams. Examples of the laser cooling process of a non-
relativistic and a relativistic ion beam are compared in Sect. 7.2. The influence of laser
cooling on the transverse phase space and the restriction of the study to the longitudinal
phase space is discussed in Sect. 7.3.
The Thesis concludes with a summary and outlook in Chapter 8.
6 1 Introduction
2 Beam Dynamics and Intensity
Effects
The framework which is commonly used for the description of particle dynamics in
circular accelerators is presented in this chapter. It concentrates on aspects that are
relevant for the process of laser cooling. A complete description is found e.g. in Ref.
[8]. Section 2.1 focuses on the utilized coordinate system and the description of the
single particle motion. The interaction with other particles is neglected. Section 2.2
and 2.3 introduce the main inter-particle interactions, which become relevant during
the laser cooling process.
2.1 Particle Dynamics in Synchrotrons
Charged particles are accelerated and guided by the Lorentz force. The force ~F on a
particle with velocity ~v and charge q = Z · e, where Z denotes the charge state of the ion
and e the elementary charge, is given by
~F(~r, ~v , t) =
d~p(~r, ~v , t)
d t
= q ·  ~E(~r, t) + ~v (t)× ~B(~r, t) . (2.1)
The electric field and the magnetic flux density are described by ~E(~r, t) and ~B(~r, t). The
force changes the momentum ~p = γm ~v of the particle, where γ =
 
1− β2−1/2 is the
relativistic factor, β = v/c0 the relativistic velocity, c0 the speed of light and m the mass
of the particle. Following Eq. 2.1, charged particles are bent to a circle under influence
of a homogeneous magnetic field. The equation for the determination of the bending
radius ρ is given by
Bρ =
p
q
, (2.2)
where Bρ is called magnetic rigidity. For the bending radius of the storage ring and the
highest magnetic field, which is reached in the dipole magnets, the magnetic rigidity
describes the ability to store particles at high energies. The SIS100 has a maximum
magnetic rigidity of 100Tm while the ESR only attains 10Tm. As a result, in the SIS100
particles with the same charge state can be stored with a ten times higher momentum
compared to the ESR.
The motion and position of the particles are described with respect to the reference
particle. The reference particle circulates on the design orbit with the length Lacc , which
7
ez
ey
ex
zx
y
reference particle
oset particle
refer
ence
 orbit
o set orbi
t
Figure 2.1: Sketch of the co-moving coordinate system. The coordinate system
moves with a reference particle along the ideal orbit in the accelerator.
is typically located in the center axis of all magnets and accelerator devices. The refer-
ence particle position on the reference orbit is s and moves with the reference velocity
β c0. The z-coordinate points in the direction along the reference orbit, while the x- and
y-coordinate are arranged perpendicular to z. An offset in z-direction can also be con-
sidered as a temporal offset with ∆t = ∆z · β c0. In this coordinate system, see fig. 2.1,
the position of a particle in phase space can be described by the 6-dimensional vector
~r =

x
x ′
y
y ′
z
δ
 , (2.3)
where x ′ = dx/ds and y ′ = d y/ds are the derivatives of the transverse position with
respect to the position on the reference orbit s. The two quantities describe the diver-
gence of the particle in transverse direction. The change in longitudinal direction z is
given by the relative momentum deviation δ = (p− p0)/p0 where p0 is the momentum
of the reference particle. Note that the transformation of the coordinate system at rest
to the co-moving frame is not a Lorenz transformation. In the co-moving frame, the
length and time are measured in the laboratory frame at rest.
While in a real accelerator coupling between the degrees of freedom exists, the mo-
tion of the particle ensemble can be separated in the transverse and longitudinal direc-
tion for simplified models. In the transverse coordinates the particles perform betatron
oscillations that are induced by the quadrupole magnets. The motion is described by
the Twiss parameters [28], which arise by solving the differential equation of transverse
motion, called Hill’s equation [29]. Each particle moves on an ellipse in phase space,
whose enclosed area is the single particle emittance and the orientation of the ellipse
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is described by the Twiss parameters. The rms emittance εx ,y of an ion ensemble is
given by the rms value of the single particle emittances that correlates to the rms beam
envelope by (exemplary for x)
εx =
q
σ2xσ
2
x ′ −σ2x x ′ , (2.4)
where σx =
Æ〈x2〉 − 〈x〉2 is the rms beam size, σx ′ = Æ〈x ′2〉 − 〈x ′〉2 the rms beam
divergence and σx x ′ = 〈x x ′〉 − 〈x〉 〈x ′〉 the correlation. The relation of the beta function
β(s) at the position s in the accelerator and the corresponding rms beam size is
σx (s) =
Æ
β(s)εx . (2.5)
The longitudinal structure in phase space is differentiated in coasting and bunched
beams. In coasting beams, the particles are not longitudinally confined and circulate in
the accelerator with constant momentum. A change in longitudinal position originates
in a deviation of the velocity ∆v or in a change of the length of the orbit ∆Lacc with
respect to the reference particle (see Ref. [28])
∆v
v
=
1
γ2
δ (2.6)
∆Lacc
Lacc
=
δ
Lacc
∫
D(s)
ρ(s)
ds =
1
γ2t
δ. (2.7)
where D(s) and ρ(s) are the dispersion function and the bending radius at the position
s, respectively. The dispersion is defined by the accelerator lattice and the integral is
summarized in the quantity γt , called gamma transition. The change in the revolution
time is calculated by
∆Trev
Trev
=
∆Lacc
Lacc
− ∆v
v
= η ·δ, (2.8)
where η= 1
γ2t
− 1
γ2
defines the slip factor. The velocity in the co-moving frame results in
vz =
dz
d t
= −ηβ c0δ. (2.9)
At transition energy, which is defined when the relativistic factor and gamma transition
are equal, the slip factor becomes zero and all particles have the same revolution fre-
quency independent of the momentum. Above the transition energy particles with a
higher momentum circulate slower in the accelerator. This work concentrates on beams
below the transition energy (γ < γt), however many results are also valid for beams
above the transition energy.
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zω
s
reference particle
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Figure 2.2: Sketch of the longitudinal dynamics in phase space. The reference par-
ticle is in the center of the bucket. The frequency of the oscillations is
given by the synchrotron frequency (see Eq. 2.15).
For bunched beams the particles are longitudinally confined by radio frequency (rf)
electric fields, which are produced in the acceleration cavities. The rf fields create stable
areas in phase space, called buckets, where the particles are confined and oscillate
around the reference particle. Usually, the rf fields have a sinusoidal shape and the
frequency is matched to the revolution frequency of the particles ωrev . The voltage
which is seen by the particle, reads
Ur f (z) = −U0 · sin

2pih
Lacc
· z +φs

, (2.10)
where U0 is the amplitude of the accelerating voltage. The harmonic number h =
ωr f /ωrev describes the number of buckets in the accelerator, where ωrev = 2piβ c0/Lacc .
The synchronous phase φs describes the phase difference between the reference parti-
cle and the applied rf field. For φs 6= 0 the reference particle experiences a momentum
change while for φs = 0 the momentum of the reference particle is constant. This con-
figuration is called stationary bucket. This work will only deal with stationary buckets
and the synchronous phase is set to φs = 0 in the following. Alternative bucket shapes
which do not have a simple sinusoidal shape, exist. The advantages and disadvantages
of laser laser cooling in alternative bucket shapes are discussed in Sect. 5.4.
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The motion of individual particles in the ion distribution can be derived from the
Hamiltonian
H (z,δ) = (ηβ c0δ)
2
2
+
qη
mγLacc
Y (z), (2.11)
where Y (z) is the potential of the electric field
Y (z) =
∫ z
0
U(z′)dz′. (2.12)
For an ion distribution that populates only the area close to the center of the bucket, the
externally applied rf field (see Eq. 2.10) can be described by a linear approximation
Ur f (z)≈ −U02pihLacc · z for z
Lacc
2h
. (2.13)
The Hamiltonian in the linear region reads
Hl in = (ηβ c0)
2
2
·δ2 − qη2pihU0
mγL2acc
· z2. (2.14)
The quadratic dependency of the momentum and position is equivalent to the Hamil-
tonian of a harmonic oscillator. The ions perform oscillations in the rf potential and
move on an ellipse in phase space as illustrated in fig. 2.2. In the linear region the os-
cillation frequency, called synchrotron frequency, is independent of the amplitude and
is determined by
ωs =
2pi
Trev
·
√√√− hqηU0
2pimβ2γc20
. (2.15)
Particles with a high oscillation amplitude penetrate into the non-linear region of the
rf fields, which reduces the synchrotron frequency. Equivalently to the synchrotron
frequency, the synchrotron tune is commonly used for the description of the speed of
the longitudinal oscillation. The synchrotron tune sets the synchrotron frequency in
relation to the revolution frequency and is calculated by
Qs =ωs · Trev2pi . (2.16)
Typically, the synchrotron tune is between Qs ≈ 10−3 − 10−5 for heavy ion synchrotrons.
Due to the scaling of Eq. 2.9 with γ the synchrotron tune is usually much higher for ion
beams with low γ compared to ion beams with high γ.
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For the stable operation of a circular accelerator a stationary ("matched") phase space
distribution is beneficial. A distribution is matched when it is a function of the Hamil-
tonian only and when the Hamiltonian is invariant. One example of a matched distri-
bution is given by the Hofmann-Pedersen distribution (see Ref. [30])
g(H ) = C1 ·pHm −H , (2.17)
where C1 is the normalization constant,H the Hamiltonian at the phase space position
(z,δ) and Hm the maximum value of the Hamiltonian. The maximum momentum δˆ
and the position of the bunch boundary zˆ in the bucket are given by
δˆ =
2
η2β2c20
· Hm (2.18)
Y (zˆ) =
mγLacc
qη
· Hm. (2.19)
As described in more detail in Ref. [31] the longitudinal ion density for the Hofmann-
Pedersen distribution results in
λ(z) = C2 · (Y (z)− Y (zˆ)) (2.20)
where C2 is a normalization constant. This equation simplifies for ion bunches in the
linear region of the bucket to
λl in(z) =
3Np
4zˆ3
 
zˆ2 − z2 for zˆ Lacc
2h
. (2.21)
In the linear region the distribution function has a parabolic shape and is enclosed
by a sharp edge in phase space. This distribution does not exist in a real accelerator
but comes close to the Gaussian phase space distribution typically found for heavy ion
beams in synchrotrons. The elliptic matched distribution serves as the initial distribution
in this work because the sharp edge of the momentum distribution is very practical for
the study of the laser cooling process.
2.2 Space Charge
The previously described particle dynamics characterize the single particle motion and
neglect the interactions of particles with each other. This approximation only applies
to low phase space densities and diluted beams. Modern accelerators transport particle
beams with high phase space densities in order to reach high cross sections in the physi-
cal experiments. In this regime the inter-particle interactions are crucial for the analysis
of particle dynamics.
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The charged particle beam travels in the vacuum chamber of the accelerator and cre-
ates an electromagnetic field. The electromagnetic field, which depends on the intensity
and shape of the particle bunch, acts back on the ions. This intensity dependent force is
called space charge. Usually the force is split into the three different components x , y,
z in the co-moving frame. We will concentrate on the longitudinal space charge fields
that are important for this work. A detailed explanation of the three dimensional force
is described in e.g. Ref. [8]. In the co-moving frame the charge density of the particle
bunch is in good approximation stationary. For the calculation of the longitudinal com-
ponent of the space charge force the particle beam is approximated by a line density
λ(z) in the co-moving frame, which travels with velocity β c0 in a perfectly conducting
pipe. The traveling charge distribution creates a current in the perfectly conducting pipe
with opposite sign. Applying Faraday’s law, as described in Ref. [8], the space charge
induced electric field Es is calculated by
Es = − qgsc4piε0γ2
∂ λ(z)
∂ z
, (2.22)
where ε0 denotes the vacuum permittivity and gsc = 1+ 2 ln
 
b
a

the geometrical factor
for the electric field in the center of the bunch with the quotient of the pipe radius b
and the beam radius a. For a pure longitudinal treatment the electric field is averaged
over the transverse position and the geometrical factor evolves into g = 12 + 2 ln
 
b
a

.
The space charge potential Ysc is calculated equivalently to the rf potential in Eq. 2.12.
Ysc(z) = − qg Lacc4piε0γ2 · (λ(z)−λ(0)) (2.23)
For the elliptical distribution (see line density in Eq. 2.20) the space charge potential
simplifies to
Ysc(z) = − qg Lacc4piε0γ2 · C2 · Yr f (z). (2.24)
For this distribution the space charge potential is proportional to the external applied
rf potential. In order to compensate the repulsive space charge force and conserve the
matched phase space distribution the rf voltage U0 has to be increased by the factor
1+ Ysc/Yr f .
For the study of particle dynamics the electromagnetic interaction of the particle beam
is often described in frequency domain. The generated voltage in frequency domain is
given by
U(ω) = −Z(ω)I(ω), (2.25)
where I(ω) and Z(ω) denote the current of the ion beam and the longitudinal beam
coupling impedance. The impedance is calculated by the integral of the longitudinal
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electric field components E‖(s,ω) along the reference trajectory (for more information
see Ref. [28])
Z‖(ω) = − 1I(ω)
∫
E‖(s,ω)ds. (2.26)
Due to the periodicity of the circulation in the accelerator, the frequency dependence
is often expressed by higher harmonics n = ω/ωrev of the revolution frequency in the
circular accelerator. The beam current in the n-th harmonic is given by In = β c0qλn
with the wavelength λn = Lacc/n. The longitudinal space charge impedance in the long
wavelength limit results in (see Ref. [32])
Z scn
n
= −i Z0g
2βγ2
, (2.27)
where Z0 = (ε0c0)−1 denotes the vacuum impedance. Equation 2.27 is valid for frequen-
cies below the space charge cut off frequency, which is given by (see Ref. [33, 34])
fc =
β c0γ
pia
p
g
. (2.28)
Above the cut off frequency the longitudinal electric field is damped. The space charge
impedance is characterized by (see Ref. [35])
Z scn
n
= −i Z0g
2βγ2
1
1+

n
nc
2 , (2.29)
where nc = 2pi fc/ω0 is the corresponding harmonic number of the space charge cut off.
2.3 Intra Beam Scattering
In a synchrotron the mean velocities in the different degrees of freedom usually deviate.
The difference is generated by longitudinal acceleration, intensity effects, imperfections
of the accelerator lattice or beam cooling. Similar to a gas or a plasma at rest, the dif-
ferent degrees of freedom couple with each other by elastic coulomb scattering events.
The thermal relaxation between the three degrees of freedom by multiple small angle
coulomb scattering events is called intra beam scattering (IBS). In synchrotrons that
are operating below transition energy (γ < γT ), temperature is transferred between the
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longitudinal and the two transverse components of motion until the mean velocity in
all directions is equal. This equilibrium state is reached when (see Ref. [36])
σδ
γ
≈ σx ′ ≈ σy ′ , (2.30)
where σδ,x ′ ,y ′ denotes the rms spread in momentum and transverse divergence of the
particle beam. For ultra relativistic beams, especially during a longitudinal cooling
process, the transverse velocities are typically much higher compared to the longitudinal
velocity σδγ < σx ′ ,y ′ . As a result IBS leads to a heating of the longitudinal motion and
cooling of the transverse motion.
A general expression for growth rates of Gaussian beam profiles due to IBS is derived
by Jie Wei in Ref. [36]. The growth rates can be determined by lattice parameters that
are averaged over the ring circumference. The growth rates of the three coordinates are
given by τ−1xτ−1y
τ−1
δ

IBS
=
q4Lc 〈βx 〉


βy
 ·λ
32pi5/2m2ε20β3γ4c
3
0σ
2
δ
σ2xσ
2
y
· FWei ·
 − 12 a2Wei + d2Wei− 12 b2Wei
1− d2Wei
 , (2.31)
where FWei , bWei , aWei and dWei are functions depending on beam parameters. The
functions are described in general form in Ref. [36] and are simplified for the specific
example of the longitudinal cooling process of a relativistic ion beam. For longitudinal
bunch beams with a rms bunch length of σz the ion line density is given by λ =
Np
2
p
piσz
.
The coulomb logarithm Lc ≈ 20 is set to a fixed value in this model. We restrict the
study to beams below transition energy (γ  γT ) and to ion beams with a smaller
velocity deviation in longitudinal direction than in transverse direction ( δγ < σx ′ ,y ′). For
simplicity we assume both transverse coordinates to have equal beam parameters and
the horizontal dispersion to be small (Dpδ  σx). Under these constraints the four
functions reduce to
dWei ≈ Dpσδ
σx
; aWei ≈ bWei ≈ σδ
γσx ′
; FWei ≈ piγσx ′2σδ . (2.32)
Applying the simplified functions to Eq. 2.31 and neglecting the horizontal dispersion,
the longitudinal IBS growth rate of the rms momentum spread σδ is calculated by
τ−1
δ
= τ−1IBS =
q4Lc
128pi2m2ε20β3γ3c
3
0σ
2
δ
σzε
3/2
⊥
p〈βx 〉 , (2.33)
where 〈βx 〉 is the average beta function.
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3 Doppler Laser Cooling
Doppler laser cooling is a technique to cool an ion ensemble to very low temperatures
[20]. It was originally successfully used in ion traps and later applied to stored ions
in circular accelerators [21]. In this chapter the principle of Doppler laser cooling is
explained. Section 3.1 starts with a description of the photon ion interaction in particle
traps and Sect. 3.2 describes the transfer of the cooling process from a trap to a circular
accelerator and the main differences.
3.1 Principle of Doppler Laser Cooling
g
e
g
e
v0
k
k
v0+
k
mion
v0+      -
k
mion
k
mion
g
e
Figure 3.1: Single resonant ion-photon interaction: The ion absorbs an incoming
photon and the electron (red) is moved from the ground state (g) into
the excited state (e). The excited state is not stable and the ion deexcites
by a spontaneous emission in a random direction.
The principle of Doppler laser cooling of a stationary ensemble relies on the resonant
interaction of laser light with an atomic transition of the ions. The resonant interaction
is illustrated in fig. 3.1. The atomic transition can absorb a photon if the resonance
condition is fulfilled. The condition requires the photon energy to be equal to the energy
gap of the atomic transition
Ee − Eg = ħhkt c0 = ħhc02pi
λt
, (3.1)
where Eg and Ee are the energies of the ground and excited state, ħh the Planck constant
and λt , kt the wavelength and the absolute value of the wave number of the resonant
laser photons.
17
Laser 1 Laser 2
Particle Frame
v=0
FLaser
g
e
g
e
g
e
g
e
g
e
g
e
g
e
FLaser
v
Figure 3.2: Illustration of the Doppler laser cooling process in a particle trap in one
dimension. Laser beams point from all directions towards the ion en-
semble. The energy of the photons is slightly below the energy gap of
the atomic transition. In the particle rest frame the two laser beams are
Doppler shifted. The photons, coming from the right hand side, match
to the transition, and the ion is decelerated. The two forces from the
laser beams are plotted in red and the sum of both produce an approxi-
mately linear friction force (black).
The absorption of a photon pushes the ion into the excited state and transfers the
momentum of the photon to the ion. After the lifetime of the excited state τse the ion
deexcites by emitting a photon spontaneously. The spontaneous emissions are not re-
stricted to a particular direction but are isotropically distributed. After many absorptions
and spontaneous emissions, the mean momentum change of the spontaneous emissions
cancels (


ħh~k′

= 0). The remaining momentum change of the absorbed photons points
always in the direction of the laser beam and gives a net momentum transfer to the
ions.
For the cooling process the ion is described by a two level system with the ground
state and one excited state. The scattering rate kt rap under influence of a continuous
laser intensity I is (see Ref. [37])
kt rap =
1
2τse
S
1+ S + 4 · (kt − kPFL )2 ·τ2se/c20 , (3.2)
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where S = I/Is and Is = (k3t ħhc0)/(12piτse) the saturation intensity. The wave number
of the incoming photons is kPFL . The origin of Eq. 3.2 is described in detail in Sect.
3.2.1. The multiplication of the scattering rate kt rap and the mean momentum transfer
of each spontaneous emission ħhkPFL results in the force, acting on the ions. The scattering
rate and the laser force depend on the difference of the resonant wave vector and the
wave vector of the incoming laser photons. For moving ions the wave vector of the
laser photons kL has to be transformed into the co-moving frame of the ion. The laser
photons are Doppler shifted by
kPFL = kL ·
√√ c0 + v
c0 − v , (3.3)
where v is the velocity of the ion and kPFL , kL the wave vector in the ion reference frame
and the frame of the laser system. The velocity dependence of the laser wavelength,
which is seen by the ions, creates a velocity dependent force.
For the cooling process laser beams are pointed towards the ion ensemble from all
6 directions as shown in fig. 3.2 for one dimension. The energy of the photons is
slightly below the energy of the atomic transition. Due to the Doppler shift the laser
beams are in resonance with ions which are moving towards the laser. The momen-
tum transfer in the opposite direction decelerate the ions. The combined force of two
counter-propagating red-shifted laser beams results in an approximately linear friction
force (see fig. 3.2) and cools the ion ensemble.
3.2 Laser Cooling Force in Accelerators
Doppler laser cooling of an ion ensemble in an accelerator is based on the same principle
as laser cooling in an ion trap. The major difference is the high directional velocity
of the ions in an accelerator compared to the stationary ion ensemble in an ion trap.
Describing the accelerated ion ensemble in the co-moving frame, which is explained in
Sect. 2.1, the properties of the ions are similar to those of an ion trap.
For the laser cooling process the laser light has to be transformed into the co-moving
coordinate system of the ions. The high velocity of the co-moving frame with respect
to the laboratory frame leads to a strong Doppler shift of the laser wavelength. In
the co-moving frame the wavelength of the parallel laser beam increases, while the
wavelength of the anti-parallel laser beam decreases. In order to match the resonance
condition (see Eq. 3.1) of the atomic transition, the laser systems have to satisfy the
following equations
λLFparal lel =
λPF
γ · (1+ β) (3.4)
λLFanti−paral lel = λ
PF · γ · (1+ β) = λLF , (3.5)
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Figure 3.3: Transition wavelength of the 2s1/2→ 2p1/2 transition and lifetime of the
excited state in lithium-like ions. The data are taken from Ref. [38].
where λPF is the required wavelength of the atomic transition in the particle rest frame
(PF) and λLFparal lel , λ
LF
anti−paral lel the wavelengths of the parallel and anti-parallel laser
beam in the laboratory frame (LF).
The interaction of the ion beam with a perpendicular orientated laser beam is not pos-
sible. Beside the very small cross section of the two beams, the Doppler shift strongly
depends on the angle between the ion and the perpendicular laser beam. Typical vibra-
tions of the laser beam would lead to a permanently changing resonance condition. The
uncontrollable fluctuations for a perpendicular laser beam prevent an efficient cooling
process. Hence laser cooling is only applied to the longitudinal coordinate for acceler-
ated ion ensembles (see Ref. [39]).
This investigation concentrates on the atomic transition 2s1/2 → 2p1/2 in lithium-like
ions. Lithium-like ions consist of the atomic nucleus and three electrons. The resonance
wavelength λPF and the lifetime of the excited state τse are shown in fig. 3.3. The reso-
nant wavelengths in PF are in the nm-range and decrease for ions with a higher atomic
number. For relativistic beam velocities of the ion beam, the required wavelength for
the parallel laser beam in LF (see Eq. 3.4) becomes unaffordably short. No powerful
laser systems exist which provide the required wavelength for the parallel laser beam.
Consequently, only anti-parallel laser light can be used for the cooling process of rel-
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ativistic ion beams. In the following the wavelength of the anti-parallel laser light is
λLF = λLFanti−paral lel .
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Figure 3.4: Required magnetic rigidity Bρ for the resonant condition of the Doppler
shifted laser photons and the atomic transition. The results are shown
for lithium-like ions using transition data from fig. 3.3. The correlation
was original shown in Ref. [39].
For the laser cooling project in the SIS100 at FAIR laser systems with two differ-
ent wavelengths (256nm and 512nm) will be available (for more information see Ref.
[25]). The resonance condition and the Doppler shift generate a fixed correlation be-
tween the wavelength of the atomic transition, the wavelength of the laser system and
the velocity of the ideal particle in the accelerator. The correlation is given by Eq.
3.5. For the investigated transition (see fig. 3.3) and the two available wavelengths
at the SIS100 the required magnetic rigidity is calculated by Eq. 2.2 and shown in fig.
3.4. The cooling process of heavy ion beams require a high magnetic rigidity. For the
2s1/2 → 2p1/2 transition in lithium-like ions the SIS100 is able to cool ions up to xenon.
The cooling process for ions heavier than xenon requires alternative transitions with a
smaller energy gap.
The typical setup of a Doppler laser cooling experiment in a circular accelerator is
illustrated in fig. 3.5. The ions are guided by dipole magnets on the reference orbit
in the synchrotron and interact with the laser light on one straight section. Due to the
presence of superconducting dipole magnets in the SIS100, the ion beam is not merged
with the laser beam in the bending magnets. In this case the laser beam is guided by
mirrors into the vacuum pipe on the straight section. The ion beam is merged with the
laser beam by the dipole field which arises off axis in the quadrupole magnets. A small
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angle in the vacuum chamber is sufficient for an overlap with the laser beam without a
disturbance of the ion beam by the laser mirrors, as described in Ref. [25].
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Figure 3.5: Sketch of the interaction section of the laser beam and the circulating
ions. The ion bunches travel on the reference orbit in the synchrotron.
On one straight section the ions are merged with the anti-parallel laser
beam. The interaction section in the SIS100 slightly differs and is ex-
plained in more detail in Ref. [25].
The force of the laser ion interaction for relativistic ion beams depends on the spon-
taneous emission rate and the transfered momentum of each scattered photon. The
transfered momentum is a combination of the momenta of the incoming and outgoing
photons as illustrated in fig. 3.1. Each resonant interaction changes the momentum of
the ion by
∆~pPF =∆~pPFabsor b −∆~pPFemit (3.6)
in the PF. The momenta of the incoming photon ∆~pPFabsor b and the emitted photon ∆~p
PF
emit
are given by
∆~pPFabsor b =
2piħh
λPF
·
 00
−1
 ; ∆~pPFemit = 2piħhλPF ·
 p1− U2 cos(Θ)p1− U2 sin(Θ)
U
 (3.7)
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in the co-moving coordinate system. The emitted photon is isotropically radiated.
The random direction is expressed by two uniformly distributed random numbers
U ∈ [−1,1] and Θ ∈ [0,2pi). The momentum change in the LF is calculated by the
Lorentz transformation of the incoming and emitted photons. After the forward Lorentz
transformation of the emitted photon and a backward Lorentz transformation of the
absorbed photon with the velocity of the PF (uz = βγc0) the momenta in the LF result
in
∆~pLFabsor b =
2piħh
λLF
·
 00
−1
 ; ∆~pLFemit = 2piħhλLF · γ · (1+ β) ·
 p1− U2 cos(Θ)p1− U2 sin(Θ)
γ(β + U)
 , (3.8)
where λLF describes the wavelength of the incoming photon in the LF. The combined
momentum transfer in longitudinal direction for a spontaneous emission normalized to
the momentum of the ideal particle p0 yields
∆δLF =
∆pLFz
p0
=
2piħh
λLF p0
· γ2 · (1+ β) · (1+ U). (3.9)
Due to the statistical nature of the spontaneous emission, the transfered momentum
change depends on the random direction of the emission. The mean momentum trans-
fer is given by


∆δLF

=
2piħh
λLF p0
· γ2 · (1+ β). (3.10)
The ratio of the mean momentum transfer for the emitted photon and the absorbed
photon is 

∆pLFz emit

∆pLFz absor b
= γ2(1+ β)− 1. (3.11)
For stationary ensembles and low energy beams (β  1) the emitted photons are
isotropically distributed and the mean momentum transfer of the emissions vanishes.
The mean momentum transfer is given by the absorbed photons. In contrast for high en-
ergy beams (β ≈ 1) the emitted photons are concentrated in the forward direction and
Doppler shifted twice. Hence the main momentum transfer originates in the emitted
photons.
The frequency of occurrence of a resonant interaction is given by the spontaneous
emission rate kPFse , that is calculated by (see Ref. [37])
kPFse (δ, t) = ρee(δ, t) · 1τPFse , (3.12)
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where ρee(δ, t) is the excitation probability and τPFse the lifetime of the excited state.
The integration of the emission rate over a time interval [t1, t2] results in the average
number of scattered photons per ion
nscat(δ) =
∫ t2
t1
kPFse (δ, t)d t. (3.13)
Neglecting the statistical component, the strength of the ion laser interaction can be
expressed by an averaged force of

F LFL (δ)

=


∆pLF
 · 
kLFse (t,δ) (3.14)
For the two level system the probability of an ion being in the excited state ρee is
calculated by the optical Bloch equations (see Ref. [37])
dρ
d t
=
i
ħh [ρ,H ]−
1
τse
ρ. (3.15)
The brackets represent the commutator [A,B] = A · B − B · A. The density matrix ρ and
the Hamiltonian H of the two level system are given by
ρ =

ρee ρeg
ρge ρg g

; H =

ħhωe ( ħh2Ωrabi)e−iωt
( ħh2Ωrabi)e
iωt ħhωg

. (3.16)
All values are evaluated in the PF and Ωrabi =
p
I(t)/2IS · 1/τse describes the Rabi fre-
quency. The equations can be solved for arbitrary laser intensities I(t). In the following
the excitation probability for two different laser scenarios is discussed. For simplicity
we assume that the transverse laser beam spot covers the whole particle beam equally.
3.2.1 Continuous Wave Excitation
The ordinary solution for laser cooling is to use a continuous wave (cw) laser system.
The particles circulate in the accelerator and interact with the laser along one straight
section with the length Linteract as shown in fig. 3.5. Each turn the particles see a
rectangular laser pulse with a duration of
∆t PFcw =
Linteract
γβ c0
. (3.17)
The numerical solution of the optical Bloch equations for the cw laser excitation is
shown in fig. 3.6. Usually the interaction time is long compared to the life time of the
excited state (∆t PFcw  τPFse ) and the excitation probability levels on a constant value.
For long interaction times, the excitation probability can be approximated with a rect-
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Figure 3.6: Excitation probability for the excitation with a cw laser for three differ-
ent laser intensities. After approximately 3 · τPFse the probability reaches
a steady state.
angular shape. For a constant excitation probability (dρee/d t = 0) the optical Bloch
equations can be solved analytically (see Ref. [37]) and result in
ρee(δ) =
1
2
S
1+ S + (2ζ(δ−δLPos) ·τPFse )2 (3.18)
ξ=
dω
dδ
=
2pic0
λPF
βγ(1+ β), (3.19)
where S = I
PF
I PFs
= I
LF
I LFs
describes the saturation parameter, δ the relative momentum devi-
ation of a test particle and δLPos the position of the laser in units of relative momentum.
The mean number of scattering events per turn is given by
nturnscat (δ) =
Linteract
γβ c0
· 1
2τPFse
S
1+ S + (2ζ(δ−δLPos) ·τPFse )2 . (3.20)
The required laser intensity in the LF for saturation is (see Ref. [27])
I LFs = I
PF
s · 1γ2(1+ β)2 =
2pi2ħhc0
3λ3LFτPFse
· γ(1+ β). (3.21)
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For the 2s1/2 → 2p1/2 transition in lithium-like ions the saturation intensity is shown in
fig. 3.7. The saturation intensity increases strongly for higher beam energies. If the laser
intensity is far below the saturation intensity of the transition, the number of scattering
events decreases as described by Eq. 3.18 and laser cooling becomes inefficient. At
higher magnetic rigidities the required laser power for a typical beam cross-section of
several mm2 substantially exceeds the output power of existing ultra-violet laser systems
(256nm). As an alternative, cooling with a wavelength of 512nm looks promising,
because the saturation intensity is lower and laser systems with higher laser power are
available.
The width of the function ρee(δ) and consequently the width of the laser force in units
of relative momentum is given by
∆ f whm =
p
1+ S ·λLF
2piτPFse (1+ β)βγc0
. (3.22)
Assuming a saturated transition (S = 1), the width of the laser force for the investigated
transition in lithium-like ions is in the range of∆ f whm ≈ 5·10−8 (discussed in more detail
in Sect. 7.1). The width is much smaller than the initial momentum spread of a typical
relativistic ion beam. The cooling technique of an ion ensemble with a significant higher
momentum spread than the width of the cooling force is described in Sect. 5.1.
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Figure 3.7: Saturation intensity for cw laser excitation. For higher relativistic fac-
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3.2.2 Pulsed Laser Excitation
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Figure 3.8: Excitation probability over time for different intensities of the pulsed
laser system. During the laser pulse the ions perform Rabi oscillations.
After the pulse the excitation slowly decays by spontaneous emissions.
The second option is to use a pulsed laser system [40, 41]. A short pulse length
in time domain increases the spectral width of the laser light (see Ref. [42]). For a
Gaussian laser pulse with a standard deviation of σLFt in time the width of the laser
force in units of relative momentum can be calculated by (see Ref. [40]):
σδLaser =
1
p
dp
dλLF
σLF
λ
=
λLF
2pic0βσ
LF
t
(3.23)
σPFt =
√√1− β
1+ β
·σLFt (3.24)
The excitation of an ion ensemble with short laser pulses (σPFt  τse) is no longer
described by the well known steady state solution (Eq. 3.18). For the calculation of the
required laser intensity and strength of the laser force, we assume the pulses to be short
compared to the lifetime of the excited state (σPFt  τPFse ). As a consequence at most
only one spontaneous emission per laser pulse can take place. The goal of the excitation
with a short laser pulse is to have all ions in the excited state after the pulse. After the
pulse is gone all ions spontaneously emit one photon. The optical Bloch equations (see
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Eq. 3.15) are simplified for an infinite long lifetime of the excited state 1/τse = 0 to (all
values are given in the PF)
d2(ρee −ρg g)
d t2
= −Ωrabi · (ρee −ρg g). (3.25)
With the constrains ρg g + ρee = 1 and ρee = 0 at t = 0 the excitation probability of the
Rabi oscillator is
ρee(t) = −12 cos (Ωrabi t) +
1
2
. (3.26)
The intended state after the pulse is ρee = 1. If the pulse energy is too low, some particles
are still in the ground state whereas if the pulse energy is too high, the stimulated
emission decreases the amount of ions in the excited state as shown in fig. 3.8. For
analytic calculations the Gaussian pulse is approximated by a rectangular pulse with the
same peak intensity. The length of the corresponding rectangular pulse is determined by
the integral of the Rabi frequency over time that has to be equal for both pulse shapes.
ρexci t = ρee(τrec pulse) = −12 cos
 
Ωrabi ·τrec pulse

+
1
2
!
= 1 (3.27)
τrec pulse =
p
4pi ·σt (3.28)
The ideal laser peak intensity is
Iˆ PF
I PFS
=
Iˆ LF
I LFS
=
pi
2
·

τPFse
σPFt
2
. (3.29)
The analytically calculated peak intensity agrees with the results of the numerically
solved Bloch equations in fig. 3.8. The optimum average laser intensity is found to be
Iav g = frep · p2pi · pi2 I
LF
S ·
τ2se; PF
σLFt
· 1+ β
1− β , (3.30)
where all parameters are determined in the LF except the lifetime of the excited state
τPFse . The required average intensity for the pulsed laser is depicted in fig. 3.9. The
intensity scales linearly with the spectral width, respectively inversely proportional with
the pulse length.
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The probability of a scattering event in the interaction section for a pulsed laser exci-
tation is given by
ρscat(δ) = ρexci t(I) ·ρs yn · e− 12

δLPos−δ
σδlaser
2
(3.31)
ρs yn =

frep
frev
· (1+β)·LinteractLacc , (not synchronized)
frep
frev
, ( frep < frev synchronized)
1, ( frep ≥ frev synchronized)
(3.32)
where ρexci t(I) is the excitation probability ρee directly after the laser pulse (see Eq.
3.27). In case the repetition rate frep is not synchronized to the revolution frequency of
the bunches frev the position of the laser pulses is randomly distributed and all bunches
in the ring will interact with the laser. For a synchronized condition one bunch interacts
with the laser pulses and is cooled more efficiently. Note that for long bunches the laser
acts only on ions in an area of (1+ β) Linteract . On a small accelerator like the ESR the
synchronization only results in a gain of 2.9 whereas for the SIS100 the factor is 20.8.
The averaged relative momentum kick per turn of a pulsed laser results in
∆δpulsedturn (δ) =


∆δLF
 ·ρexci t(I) ·ρs yn · e− 12  δLPos−δσδLaser 2 . (3.33)
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The impact of the pulsed laser excitation on the dynamics of the ions is discussed in
Sect. 5.2.
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4 Simulation Model
The availability of physical experiments is usually strictly limited in time. Especially
experiments with relativistic ion beams in modern accelerator facilities are expensive
and require a lot of preparation. In order to study physical effects more efficiently and
support experimental investigations, numerical simulations of the underlying process
are very useful. Besides, numerical simulations easily give visualization of the complete
phase space information of the ion beam, while experiments typically measure only
single projections of the phase space distribution. Furthermore, numerical simulations
enable to investigate experiments for future facilities. During the planning of the exper-
imental setup, the impact of different configurations on the success and accuracy of the
final experiment can be studied.
For the numerical simulation of a particle ensemble, the interaction and forces have
to be reduced to a model that covers all important processes for the investigation. Sim-
ulation models usually restrict the variables to a certain range in which the physical pro-
cesses of the ensemble are properly described. For the simulation study of the Doppler
laser cooling process the temperature of the ion ensemble varies over a broad range.
A quantity which is often used to express the regime of particle interaction of an ion
ensemble is given by the plasma parameter
Λ= 4pinλ3D =
4pi (ε0kBT )
3/2
n1/2q3
(4.1)
where λD is the Debye length and n the ion density.
For low temperatures of the ion ensemble the plasma parameter is small (Λ® 1) and
the kinetic energy of the ions is in the same range as the potential energy between the
ions. The motion of the ions depends strongly on the single interaction between two
ions. This regime is called strongly coupled plasma. On the other hand for high values
of the plasma parameter (Λ  1) the ions have a high temperature and consequently
a high relative velocity. The single interaction between two particles becomes less im-
portant and the particle interaction is described by mean fields. This regime is called
weakly coupled plasma.
The motion of the particles in the strongly coupled regime is typically simulated by
molecular dynamic codes (see Ref. [43]). In the weakly coupled regime the model
assumes that the particles produce a smooth distribution in phase space f (~r, ~p). The
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evolution of the smooth distribution function is described by a Boltzmann equation (see
Ref. [44]). Concentrating on the longitudinal motion, the Boltzmann equation is
∂ f
∂ t
+ vz
∂ f
∂ z
+
Fz
p0
∂ f
∂ δ
=

∂ f
∂ t

col l ision
, (4.2)
where vz is the longitudinal velocity, Fz the longitudinal force and
 
∂ f
∂ t

col l ision
the elastic
collision term.
The initially hot ion bunch in a circular accelerator is typically in the weakly coupled
regime while the ion ensemble can reach the strongly coupled regime after the laser
cooling process. However this work concentrates on the particle dynamics during the
cooling process, which are located in the weakly coupled regime. Hence the description
with mean fields leads to accurate results for the particle dynamics during the cooling
process. The final state after the cooling process might be inaccurate and would need a
more detailed description of the single particle interactions.
The particle dynamics of the laser cooling process are investigated by solving numer-
ically the Boltzmann equation given by Eq. 4.2. The distribution function is described
in the co-moving coordinate system, which is introduced in Sect. 2.1. In this work, the
focus is on the longitudinal behavior of the ion beam and the transverse phase space
is assumed to be constant. The validity of this assumption is discussed in detail in
Sect. 7.3. Thus, the simulation of the particle dynamics is restricted to the longitudinal
position z and the longitudinal relative momentum deviation δ.
The Boltzmann equation is solved by the PIC (particle-in-cell) method (see Ref. [45]).
The distribution function f (z,δ) is represented by macro particles (Mp ≈ 105 − 107).
Each macro particle has a position zi and δi in phase space and carries the charge and
mass of Np/Mp particles, where Np and Mp describe the total number of real particles
and macro particles of the simulated ensemble. In order to calculate the distribution
function the macro particles are scattered on a grid with NGrid cells. The differential
equation is solved using the leapfrog method (see Ref. [46]). After each time step ∆t
the position and momentum of each macro particle is updated by
z

t +
∆t
2

= z

t − ∆t
2

+ vz (δ(t)) ·∆t (4.3)
δ (t +∆t) = δ(t) + F

z

t +
∆t
2

, t +
∆t
2

·∆t, (4.4)
where vz is the velocity in the co-moving coordinate system, which is calculated by Eq.
2.9. The force F(z, t) consists of the externally applied rf voltage for the creation of
buckets Fr f = q · Ur f (z, t) and inter particle forces, that are described in the following
section. The change of the particle position during one time step must not exceed the
width of a cell which is described by the Courant-Friedrichs-Lewy condition (see Ref.
[47]).
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The simulation code is implemented in Python (see Ref. [48]). In order to enable the
simulation of the ion bunch over several seconds, time consuming routines are written
in Cython (see Ref. [49]). The initial ion bunch is approximated by a matched elliptic
phase space distribution.
4.1 Intensity Effects
Beside the externally applied forces the motion of the ions in phase space is affected
by intensity dependent inter particle interactions. The physical background of the two
main intensity effects in the weakly coupled regime is explained in Sect. 2.2 and 2.3.
For the implementation of the space charge forces into the tracking code the electric
field of the particle distribution is calculated. As described by Eq. 2.22 the particle
induced longitudinal electric field depends only on the longitudinal line density λ(z).
For a PIC-code the line density on the grid point m is calculated by
λm =
1
∆zGrid
Mp−1∑
j=0
S
 z j − zm
∆zGrid

(4.5)
where ∆zGrid is the distance between two grid points, z j/zm the longitudinal position
of the j-th ion/m-th grid point and the function S(l) describes the shape of the macro
particles. For this investigation the particles are distributed onto their neighboring grid
points and the function is given by a triangular shape
S(l) = (1− |l|) ·Θ(1− |l|), (4.6)
where Θ() denotes the Heaviside step function.
The electric field at the grid points is determined in frequency domain. As described
by Eq. 2.29 space charge is described by an impedance in frequency domain. Applying
two FFTs (fast Fourier transformations) the space charge induced voltage Um at the grid
points is calculated by
In = F FT [q · β c0 ·λm] (4.7)
Um = F FT
−1 [−Zn · In] (4.8)
where In is the spectral ion current and Zn the space charge impedance calculated by
Eq. 2.29. The longitudinal electric space charge field Ez(z) is calculated equivalently to
Eq. 4.5 by
Ez(z) =
1
Lacc
NGrid−1∑
m=0
Um · S

z − zm
∆zGrid

. (4.9)
4.1 Intensity Effects 33
The force in Eq. 4.4 consists of the Lorentz force (see Eq. 2.1) of the externally applied
rf field and the space charge field.
The second intensity effect which is covered by the simulation tool, is intra beam
scattering. The effect of multiple coulomb scattering events within the beam does not
lead to a directional force, but to a diffusion. A diffusive component is not covered by
Eq. 4.4, but is described by the Langevin equation (see Ref. [50]), which reads in the
general form
pi(t +∆t) = pi(t)− Kipi(t)∆t +p∆t
3∑
j=1
Ci, jQ j , (4.10)
where pi are the momentum components in the three dimensions (i = x , y, z), Ki denote
the friction coefficients, Ci, j the coupling coefficients between the degrees of freedom
and Q j are Gaussian random numbers with unity standard deviation. During the laser
cooling process the change of px and py is assumed to be negligibly small and the
velocity spread to be much higher in transverse than in longitudinal direction (σδ/γ
σx ,y) as discussed in detail in Sect. 2.3. Equation 4.10 simplifies to (see Ref. [51])
δ(t +∆t) = δ(t) +Q ·p2DIBS∆t, (4.11)
where DIBS denotes the relevant IBS diffusion coefficient. The statistical momentum
change of IBS extends the coordinate update of Eq. 4.4 in each time step.
The correlation of the growth rate of the rms momentum spread and the diffusion
coefficient is given by
τ−1
δ
=
1
σ2
δ
dσ2
δ
d t
=
DIBS
σ2
δ
. (4.12)
The IBS growth rate assumes a Gaussian shaped bunch and is calculated by Eq. 2.33
for the Wei model. In the PIC tracking code the longitudinal bunch distribution does
not have a Gaussian shape. The local diffusion model handles IBS heating for arbitrary
line densities. The model is implemented in the simulation tool BETACOOL [52] and is
described in Ref. [51, 53]. The local diffusion coefficient for the Wei IBS model is given
by
DIBS(λ) =
q4Lc
64pi3/2m2ε20β3γ3c
3
0ε
3/2
⊥
p〈βx 〉 ·λ. (4.13)
The local density λ at the position of each macro particle is determined by interpolation
on a grid equivalent to the space charge field in Eq. 4.5 and 4.9.
Due to the finite number of macro particles the scattering on the grid produces noise
on the ion density λ(z). The created noise in the space charge field leads to a parasitic
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increase of the longitudinal emittance. The heating by numerical noise is similar to the
heating of IBS, but without physical meaning. For accurate results the emittance growth
rate created by the grid noise should be kept well below the IBS growth rate.
4.2 Laser Ion Interaction
The absorption and re-emission of laser photons change the momentum of the ions, as
discussed in Sect. 3.2. For the implementation in the PIC tracking code two different
models for the cw laser and one for the pulsed laser excitation are presented. The
models assume an equally distributed laser intensity in the transverse plain within the
laser interaction section.
4.2.1 Statistical cw Laser Model
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Figure 4.1: Example of excitation probability of a single ion. The excitation prob-
ability oscillates and is interrupted by spontaneous emissions, whose
probability of occurrence is equal to the excitation probability.
The laser ion interaction consists of three effects given by the stimulated emission,
the spontaneous emission and the absorption of a photon. Neglecting the spontaneous
emissions, the excitation probability oscillates for each ion with the Rabi frequency
ρee(t,δ) =
Ω2Rabi
Ω′2Rabi(δ)
· sin2

Ω′Rabi(δ) · t
2

, (4.14)
4.2 Laser Ion Interaction 35
where the momentum dependent Rabi frequency is given by
Ω′Rabi(δ) =
q
Ω2Rabi + ξ2 · (δ−δLPos)2 (4.15)
ΩRabi =
Æ
I(t)/2IS · 1/τse. (4.16)
The process is discussed in more detail in Ref. [37] and the symbols are explained in
Sect. 3.2. The probability of a spontaneous emission is proportional to the excitation
probability. If a spontaneous emission takes place, the ion receives the recoil of the
emitted photon, the excitation probability drops immediately down to ρee = 0 and con-
tinues with oscillations (see example in fig. 4.1). The mathematical description of the
Rabi oscillation including the spontaneous emission would need to include the basis
functions of all possible spontaneous emissions but the problem can be solved by us-
ing the Monte Carlo method (see Ref. [54]). However the simulation of laser cooling
does not require the exact description of the whole laser ion interaction, because only
the momentum transfer of a spontaneous emission is relevant for the cooling process.
Therefore the model has to reproduce the number of spontaneous emissions in a certain
time interval and the momentum change for each spontaneous emission. In order to
reduce the computational effort and still use a realistic description of the interaction,
the interaction region is divided into slices (nsl ices ≥ nturnscat (δLPos)). The probability of a
spontaneous emission in one slice is given by
ρsl ice(δ) =
∫ t+∆t
t
ρee(t
′,δ)d t ′. (4.17)
For a saturated transition during the cw laser excitation Eq. 4.17 simplifies to
ρsl ice(δ) =
nturnscat (δ)
nsl ices
. (4.18)
The probability is equal for each slice in the interaction region. During numerical sim-
ulations, a random number is compared to the excitation probability for each slice. If
the random number is smaller, the momentum change of a spontaneous emission is
applied to the ion (see Eq. 3.9). The number of spontaneous emissions for different
nsl ices is shown in a histogram in fig. 4.2 for n
turn
scat (δLPos) = 4.7. The results indicate
that choosing only 5 slices the statistical occurrence of spontaneous emissions is not
well described, whereas for nsl ices = 10≈ 2 · nturnscat the distribution has already converged
sufficiently. The impact of different number of slices on particle dynamics during the
cooling process is discussed in Sect. 4.2.4.
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Figure 4.2: Histogram of the probability of different numbers of spontaneous emis-
sions during the interaction section for nturnscat (δLPos) = 4.7. For nsl ices =
5 ≈ nturnscat the statistical distribution is not well described whereas for
nsl ices = 10 the distribution has already converged sufficiently.
4.2.2 Mean cw Laser Model
A simplified implementation of the photon ion interaction is given by the mean force of
the interaction. For this model the ions experience a momentum change calculated by
∆pLFturn =


∆pLF
 · nturnscat (δ) (4.19)
=


∆pLF
 · Linteract
γβ c0
· 1
2τPFse
S
1+ S + (2ξ(δ−δLPos) ·τPFse )2 , (4.20)
which is applied once per revolution in the accelerator. The model neglects the statis-
tical component and the quantization of the laser ion interaction. The impact of this
simplification on the simulation results for the laser cooling process is discussed in Sect.
4.2.4.
4.2.3 Pulsed Laser Model
The probability of a scattering event in the interaction region for a pulsed laser exci-
tation, which is calculated by Eq. 3.31, is always below or equal to 1. The transfered
momentum of the pulsed laser excitation is calculated as described in Sect. 4.2.1 for
the cw laser excitation. But the number of slices for one revolution in the accelerator
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is set to one. The probability of a spontaneous emission in the single slice is calculated
by Eq. 3.31. The separation of the interaction region into several slices is not necessary,
because spontaneous emissions can be neglected during the excitation.
4.2.4 Impact on Cooling Process
10-9
10-8
10-7
10-6
10-5
10-4
 1  1.2  1.4  1.6  1.8  2  2.2  2.4  2.6  2.8
initial rms mom. spread
f i n
a l
 r m
s  
m
o m
e n
t u
m
 s
p r
e a
d
dscan [rel. momentum change per turn ·10-11]
stat. nslices = 10
stat. nslices = 5
mean force
Figure 4.3: Final rms momentum spread for different scan speeds of the laser force.
The implementation of the mean laser force is compared to the statis-
tical implementation with two different amounts of slices. The results
of the two different simulations with the statistical implementation are
very similar, whereas the implementation of the mean laser force shows
some deviations.
This section discusses the impact on the laser cooling process of the different cw
laser force models. The process is discussed in detail in Sect. 5.1. The scanned cw
laser cooling scheme of titanium ions in the SIS100 is exemplary investigated. Figure
4.3 shows the final rms momentum spread for different models of the laser force. The
results for the statistical implementation (see Sect. 4.2.1) for nsl ices = 5 and nsl ices = 10
are compared. Despite the distribution of the statistical occurrence of spontaneous
emissions not being equal for both cases (see fig. 4.2), the results of the cooling process
are very similar. The maximum scan speed of the laser resonance differs only by ≈
4%. During the presented cooling process each ion spontaneously emits approximately
σδ0/∆δ
LF ≈ 105 photons. Due to the large number of spontaneous emission, the details
of a single spontaneous emission are not important for the particle dynamics during the
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cooling process as long as the mean momentum change and the strength of diffusive
heating are correctly reproduced.
Beside the statistical model, figure 4.3 shows the final rms momentum spread for the
implementation of the mean laser force (see Sect. 4.2.2). The mean laser force model
does not include the laser induced diffusion. The lack of diffusive heating enables to
cool below the Doppler limit, which disagrees with the theory of Doppler laser cooling.
Secondly the maximum scan speed is ≈ 20% higher due to the lack of the statistical
process. However the evolution of the phase space distribution of a successful cooling
process is very similar for both simulation models, especially for simulations includ-
ing other heating effects, the differences of the laser force models become negligible.
Therefore the simplified mean laser force model is suitable for analytic descriptions and
preliminary simulations.
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5 Cooling Process
The procedure of laser cooling in a circular accelerator differs from the conventional
cooling process in a particle trap. As described in Sect. 3.2 the strong Doppler shift
of the laser light in the frame of a relativistic ion beam prevents the setup with two
counter-propagating laser beams. Only the laser beam which is counter-propagating to
the ion beam, satisfies the resonant condition (see Eq. 3.5). Furthermore the initial
momentum spread of the ion ensemble in an accelerator is typically significantly higher
compared to the momentum spread in a particle trap. The width of the cooling force
of a cw laser system is approximately ∆ f whm ≈ 5 · 10−8 in units of relative momentum
(discussed in more detail in Sect. 7.1), while the ions have typically an initial rms
momentum spread in the range of σδ0 ≈ 10−5 − 10−3. As a consequence only a small
fraction of the ion ensemble interacts with the laser light.
Fcw
z
s
c
a
n
FPulsed
Figure 5.1: Sketch of the ion trajectory in longitudinal phase space during the cool-
ing process in a rf bucket. The laser force of a cw laser and the pulsed
laser are indicated by the red and the dashed blue curve. The cw laser
force is scanned to damp continuously the synchrotron oscillations of all
ions whereas the pulsed laser force interacts with all ions simultaneously.
The cooling processes that overcome both challenges, are discussed in the following.
The inter-particle interactions are neglected in this chapter. The expected cooling times
are given for the cooling process with a cw laser system and a pulsed laser system. The
simulation results are given exemplary for the cooling process of lithium-like titanium
ions Ti19+ in the SIS100 with an initial rms momentum spread of σδ0 = 10−4. The
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relevant accelerator properties are given by the length of the accelerator Lacc = 1080m,
the length of the laser ion interaction Linteract = 26m, the harmonic number h = 8 of
the rf system and the gamma transition of γt = 15. The atomic transition is assumed
to be saturated (S = 1) for the cw laser excitation and the excitation probability to be
ρscat(δLPos) = 1 for the pulsed laser excitation.
5.1 Continuous Wave Laser
The cooling process of a particle ensemble requires a stable point where the sum of all
forces cancels. Due to the lack of two counter-propagating laser beams the decelerat-
ing laser force is counteracted by the force, induced by the rf bucket (see Ref. [55]).
The synchrotron motion in the sinusoidal rf bucket leads to a repetitive exchange of
ions with a higher momentum and ions with a lower momentum with respect to the
reference particle as illustrated in fig. 2.2. Due to the exchange, the laser acts on ions
with a positive as well as a negative momentum deviation. The significant difference
of this technique compared to two counter-propagating laser beams is that the ions do
not continuously interact with the cooling force. The ions only experience a cooling
force on a small fraction of the synchrotron motion and oscillate in the bucket without
a cooling force for many revolutions in the circular accelerator.
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Figure 5.2: Final rms momentum spread for different scan speeds of the laser force
in units of relative momentum per turn for titanium ions in the SIS100.
In order to extent the interaction range of the narrow cw laser force, the laser wave-
length is scanned in time. As a result, the position of the laser resonance in phase space
δLPos changes as illustrated in fig. 5.1. Starting at the momentum deviation of the par-
ticle with the highest oscillation amplitude δˆ the laser force is scanned continuously to
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the center of the bucket. After each ion photon interaction the oscillation amplitude of
the ion is damped. The ions follow the scan of the laser resonance to the center of the
bucket and the rms momentum spread of the ensemble shrinks. The required time for
the laser cooling process is calculated by
Tcool = Trev · δˆdscan (5.1)
and is proportional to the momentum deviation of the particle with the highest oscil-
lation amplitude δˆ and inversely proportional to the scan speed of the resonance dscan.
The unit of the scan speed is given by the change in relative momentum of the laser
resonance per turn. Consequently, the cooling time reduces for increasing scan speeds
of the laser resonance in phase space.
Figure 5.3: Evolution of the phase space distribution for a successful cooling process
(dscan < dmaxscan ). All ions are continuously pushed to the center of the
bucket. The ions form a dense ring in phase space that creates peaks in
the longitudinal line density.
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Figure 5.4: Evolution of the momentum distribution over time (left) for an unsuc-
cessful cooling process (dscan > dmaxscan ) and (right) for a successful cooling
process (dscan < dmaxscan ). For the unsuccessful cooling process some ions
are lost behind the laser force and do no longer take part in the cooling
process.
Beside the required cooling time, the speed of the laser resonance scan strongly in-
fluences the success and efficiency of the cooling process. The final rms momentum
spread after the laser scan for different scan speeds is shown in fig. 5.2. The results
are calculated for an initial bunch length of 4m in order to produce a rapid synchrotron
motion and stay in the linear region of the bucket. The results in fig. 5.2 indicate that
below a certain speed of the laser scan (marked as dmaxscan ) the cooling process is success-
ful, whereas above this scan speed the rms momentum spread of the ion distribution
stays close to the initial value.
The phase space distribution during a successful cooling process (dscan < d
max
scan ) is
shown in fig. 5.3. The narrow cw laser force creates a dense ring of ions in phase space
and continuously pushes the ions to the bucket center. Due to the synchrotron motion,
the bunch length shrinks by the same factor as the rms momentum spread. Figure 5.4
compares the evolution of the momentum distribution for a successful (dscan < d
max
scan )
and an unsuccessful (dscan > d
max
scan ) cooling process. The cooling process is successful
if all ions stay always in front of the laser force and move with repetitive steps to the
center of the bucket. For the unsuccessful cooling process the laser force moves faster
to the center of the bucket than the ions. Consequently, some ions are left behind and
do not interact with the laser light for the rest of the cooling process. A snapshot of the
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Laser
Figure 5.5: Snapshot of the phase space distribution for an unsuccessful cooling pro-
cess (dscan > dmaxscan ). Ions are left behind the laser force and are no longer
affected by the laser force. Only a small fraction of the ions is cooled.
phase space distribution for an unsuccessful cooling process is shown in fig. 5.5. Most
of the ions preserve the initial distribution and only a small fraction of the ions are laser
cooled.
The maximum laser scan speed dmaxscan is equal to the mean momentum change of
the ions per turn. This quantity is calculated by averaging the laser force over the
synchrotron motion.
dmaxscan ≈


∆δLFturn

s yn
(5.2)
The mean momentum change is calculated for the ions with the oscillation amplitude
equal to the resonant momentum of the laser force (δˆ = δLPos). In the linear region
of the rf bucket the average momentum change by the laser interaction ∆δLFturn(δ) is
calculated by


∆δLFturn

s yn
=
1
2pi
∫ 2pi
0
∆δLFturn (δLPos · cos(φ)) · cos(φ)dφ. (5.3)
The calculation assumes a circular motion in the rf bucket and is only valid for a small
perturbation by the laser force. The strength of the perturbation is expressed by the
momentum change of the laser force (see Eq. 3.14) divided by the momentum change
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Figure 5.6: Maximum scan speed of the laser resonance in units of relative mo-
mentum per turn for different strength of the perturbation of the syn-
chrotron motion by the laser. The perturbation is defined by the ra-
tio of the momentum change per turn by the laser force and by the rf
force. The snapshot of the phase space density for a strong perturbation
∆pLFturn/∆pr f ≈ 1 indicates, that the ions stay in resonance with the laser
light for a longer time. The prolonged laser ion interaction increases the
maximum scan speed respectively reduces the required cooling time.
of the rf bucket ∆pLFturn/∆pr f . Figure 5.6 shows the maximum scan speed for different
strengths of the perturbation. The ratio of the laser and rf force is changed by varying
the strength of the rf potential respectively the bunch length. For the simulation the
laser force is multiplied by two in order to cover the whole range. If ∆pLFturn/∆pr f  1
(small perturbation) the simulation results converge towards the analytic estimation
(see Eq. 5.3) while for ∆pLFturn/∆pr f ≈ 1 (strong perturbation) the maximum laser scan
speed increases. The strong perturbation of the circular motion in the bucket, like
illustrated in the phase space plot in fig. 5.6, keeps the ions in resonance with the
laser light for a longer time and increases the maximum scan of the laser resonance
per turn. A faster scan of the laser resonance reduces the required cooling time (see
Eq. 5.1). Consequently, a slow motion of the ions in the bucket and therefore a strong
perturbation of the laser force is beneficial for a rapid cooling process.
An alternative cooling scheme exists for a laser force stronger than the maximum rf
force ∆pLFturn/∆pr f > 1. If this condition is fulfilled the laser resonance can directly be
set close to the center of the bucket. The particles are not able to pass the laser force
because the laser is stronger than the rf force. As a result, the synchrotron motion of
the ions is interrupted and the particles stay close to the laser force as illustrated in
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Laser
Figure 5.7: Snapshot of the phase space density during an alternative cooling
scheme for a strong laser force ∆pLFturn/∆pr f > 1. The laser resonance
is set close to the center of the bucket and the ions rotate into the laser
force. At the position of the laser force the synchrotron motion of the
ions is stopped.
fig. 5.7. The ions which are not in resonance with the laser, perform the synchrotron
motion until they are captured by the laser force. The cooling time is reduced to one
synchrotron period
T f i xedCWcool = Trev · 1Qs , (5.4)
where Qs is the synchrotron tune. The fixed laser scheme is much faster compared to the
scan of the laser resonance, but it is only available for a strong laser force and a slow
motion of the ions in the bucket. If the condition for this cooling scheme is fulfilled
(∆pLFturn/∆pr f > 1), a further reduction of the synchrotron tune increases the cooling
time.
In contrast to the scanned cw laser scheme, the fixed cw laser scheme does not si-
multaneously reduce the spatial and momentum spread. At the final state the ions
accumulate at the accelerating half of the bucket, as shown by the high ion density in
fig. 5.7. Consequently, the bunch length is only reduced by a factor of two during the
cooling process and the distribution is not matched to the rf bucket without the laser
force.
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Figure 5.8: Illustration of the pulsed laser force. The pulsed laser affects all ions
with a positive momentum deviation. By averaging over the synchrotron
motion (purple line) the deceleration force results in a symmetric friction
force with the stable point in the center of the bucket. In the linear
region of the cooling force, the rms momentum spread of a particle
distribution decreases exponentially.
The procedure and particle dynamics during the cooling process with a pulsed laser
system differ from the cooling process with a cw laser system. In contrast to the narrow
band cw laser force the width of the pulsed laser force can be adjusted the way that the
laser affects all ions in phase space as shown in fig. 5.1. Therefore no scan of the laser
frequency is needed during the cooling process. As illustrated in fig. 5.8 the laser force
averaged over the synchrotron motion results in a symmetric friction force with a stable
point in the center of the bucket. In the central region the mean laser force is linear
and the rms momentum spread of the particles decreases exponentially. If all ions are
within the linear region the cooling rate is calculated by
τ−1pulse cool =
1
Trev
∂


∆δ
pulsed
turn

s yn
∂ δ
(5.5)
≈ − 1
Trev
· 
∆δLF ·ρscat(0) δLPos2σ2
δLaser
(5.6)
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where


∆δ
pulsed
turn

s yn
is the momentum kick of the pulsed laser averaged over the syn-
chrotron motion. The quantity is sketched in fig. 5.8 and is calculated equivalent to the
cw laser force in Eq. 5.3. The evolution of the rms momentum spread over time during
the cooling process is shown in fig. 5.9. The results are given for the cooling process
of titanium ions in the SIS100. The excitation probability is set to ρexci t(δLPos) = 1. At
the beginning some ions are located outside of the linear region of the averaged laser
force where the cooling rate is lower. After all ions are within the linear region the
exponential decrease, calculated by Eq. 5.5, represents the simulation properly. Due
to the linear cooling force the distribution stays close to a Gaussian shape during the
whole cooling process. The required cooling time is calculated by
Tcool = τpulse cool · ln

σδ0
σδ f

, (5.7)
where σδ0 and σδ f are the initial and final rms momentum spread of the bunch.
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Figure 5.9: Cooling process of titanium ions in the SIS100 with a single pulsed laser
system. The dashed lines show the analytically calculated cooling rate
(see Eq. 5.5) and the Doppler limit (see Eq. 5.11).
The cooling is counteracted by the diffusive heating of the ion-photon interaction.
The laser heating originates in the finite steps of the cooling force and the random
direction of the spontaneous emissions. The average momentum change of a scattering
5.2 Pulsed Laser 49
event is


∆δLF

and the average time between two scattering events is Trev/ρscat(0).
The diffusion coefficient results in
DL =


∆δLF
2 ·ρscat(0)
Trev
, (5.8)
and leads to a heating rate of (see Eq. 4.12)
τ−1Lheat =
DL
σ2
δ
. (5.9)
The lowest attainable rms momentum spread is given by the equilibrium state of the
diffusive heating and the laser cooling rate
τ−1pulse cool +τ
−1
Lheat = 0. (5.10)
Rearranging the equation the equilibrium rms momentum spread is determined by
σ
pulsed
δ equ =
√√√ 〈∆δLF 〉 ·σ2δLaser
δLPos
, (5.11)
and is referred to the Doppler limit (see Ref. [37]). Compared to a cw laser system, the
Doppler limit of a pulsed laser system can be adjusted by the width and the position of
the laser force. However, the Doppler limit of a pulsed laser system is always above and
typically much higher than the limit of the cw laser system.
The width and position of the pulsed laser force in phase space influence the per-
formance of the laser cooling process. Figure 5.10 shows the required cooling time of
titanium ions in the SIS100 for different configurations of the pulsed laser. The cooling
time for an initial rms momentum spread of σδ0 = 10−4 to the final rms momentum
spread of σδ f = 10−6 is simulated. The most efficient cooling process, with a cooling
time of Tcool ≈ 5 s is achieved by choosing δLPos ≈ 8.3 · 10−5 and σδLaser ≈ 6.3 · 10−5 in
units of relative momentum. However, the configurations within ≈ ±20% of the ideal
values do not show a significant increase of the cooling time which implies that an ad-
justment of position and width of the pulsed laser force within this range of precision is
sufficient. Beside the required cooling time, the configuration of the pulsed laser force
influences the Doppler limit, as described by Eq. 5.11. The lowest attainable rms mo-
mentum spread for different configurations are shown in fig. 5.11. Within the region
of short cooling times the Doppler limit varies marginally. However, if lowest possible
rms momentum spreads is the goal of a cooling process the width of pulsed laser force
σδLaser can be reduced with the drawback of an increase of the required cooling time.
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Figure 5.10: Required cooling time for the cooling process with a pulsed laser sys-
tem for titanium ions in the SIS100. The width and position of the
pulsed laser force is varried. The cooling time for the reduction of the
rms momentum spread from σδ0 = 10−4 to σδ f = 10−6 is determined
by numerical tracking simulations.
The optimized configuration for a rms momentum spread reduction of two orders of
magnitude is generalized for arbitrary initial rms momentum spreads to
δLPos ≈ 0.83 ·σδ (5.12)
σδLaser ≈ 0.63 ·σδ. (5.13)
This configuration is also used in the cooling process depicted in fig. 5.9 and the illus-
tration in fig. 5.8.
5.3 Combined Laser Systems
The presented cooling scheme with a pulsed laser force does not satisfy optimal condi-
tions for a cooling process. As shown in fig. 5.10 and fig. 5.11 the choice of the width
and position of the pulsed laser force is a compromise between a short cooling time and
a strong final cooling rate in order to reach low rms momentum spreads.
A high derivative of the averaged cooling force at the center of the bucket leads to
a high final cooling rate. While a broad laser spectrum is required in order to cool the
entire ion distribution. Therefore the ideal broadband laser force provides a sharp edge
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Figure 5.11: Equilibrium rms momentum spread for the cooling process with a
pulsed laser system for titanium ions in the SIS100. The values are
calculated by Eq. 5.11.
at the center of the bucket and is as strong as possible for all ions with δ > 0. A single
pulsed laser force does not fulfill the requirements but a combination of different laser
pulses get closer to the ideal cooling force.
Figure 5.12 shows an example of the combination of two different pulsed laser sys-
tems and the force averaged over the synchrotron motion. The laser pulse with a high
spectral width covers the ions with a high relative momentum deviation, while the in-
teraction with ions close to the center of the bucket should be small. The second laser
with a significantly lower spectral width creates a high derivative of the averaged laser
force in the center of the bucket. The evolution of the rms momentum spread is com-
pared to the cooling process with a single pulsed laser in fig. 5.13. The second pulsed
laser system reduces the required cooling time and the final rms momentum spread by
approximately a factor of two. The efficiency can be further increased by combining
more than two different laser pulses and further converge towards the previously de-
scribed ideal laser force. The drawback of the combination of different laser pulses is
the creation of a non-linear cooling force and the generation of non-Gaussian beam pro-
files. The sharp edge in the bucket center quickly accumulates ions in the center while
most of the ions are still in the outer region of the bucket. As a result, the distribution
is a superposition of two Gaussian distributions during the cooling process.
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Figure 5.12: Illustration of the laser cooling force for combined pulsed laser systems.
The laser force of the two laser systems averaged over the synchrotron
motion offers a broad capture range and a high gradient at the center
of the bucket.
5.4 Alternative Bucket Shapes
The shape of the bucket area in phase space is formed by the signal applied to the
rf cavities. Beside a sinusoidal excitation which is described in Sect. 2.1, alternative
configurations exist. The planned rf system in the SIS100 is able to generate barrier
buckets and dual rf buckets in addition to the sinusoidal bucket shape. Both types
create a section with a small rf voltage in the center of the bucket in order to get
a constant ion density as illustrated in fig. 5.14. In the dual rf system, the second
harmonic of the initial rf signal is applied to the particles with opposite phase. This
leads to an reduction of the applied voltage in the center of the bucket as described in
more detail in e.g. Ref. [56]. For the barrier bucket the positive and negative half of
the sinusoidal wave are separated by a time delay ∆tBB that creates an acceleration free
section in the bucket center with length LBB = β c0∆tBB (see Ref. [57]). The applied
voltage and the generated bucket shape is illustrated in fig. 5.14. The ions travel with
constant momentum in the acceleration free area and experience a reflection at the
barriers created by the two half waves. First experimental studies of laser cooling in a
barrier bucket were conducted at TSR as described in Ref. [58].
For the Doppler laser cooling process the constant momentum in the acceleration free
area in a barrier bucket seems to be beneficial. Following Eq. 5.2 the maximum scan
speed of the laser resonance is equal to the average momentum change of the ion laser
interaction. As illustrated in fig. 5.14, the ions are in resonance with the laser light for
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Figure 5.13: Evolution of the rms momentum spread over time for the single pulsed
laser system and the combination of two laser systems. The second
laser force creates a high gradient in the center of the bucket and re-
duces the required cooling time and equilibrium momentum spread by
a factor of two.
a prolonged time. Assuming an instantaneous reflection at the two barriers (length of
the barrier bucket LBB is much larger compared to the distance the ions penetrate into
the half wave of the rf signal), the ions are in resonance with the laser light for 50% of
the time and the averaged momentum change (calculated equivalent to Eq. 5.3) is

∆δLFturn

s yn
≈ 1
2
∆δLFturn. (5.14)
This would lead to an extremely fast scan of the laser resonance and a very short cooling
time. However, the condition of the maximum scan speed (see Eq. 5.2) assumes a small
perturbation of the synchrotron motion in the bucket. Consequently, the change of the
oscillation amplitude during one synchrotron motion has to be small compared to the
width of the laser force. Following Eq. 5.2 the same limit holds for the shift of the laser
resonance during one synchrotron period:
dmaxscan
Qs
®∆ f whm (5.15)
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Figure 5.14: Sketch of the phase space area in a barrier bucket. The barrier bucket
is created by two half waves of the rf voltage separated by a length
LBB . In the acceleration free area the ions have constant momentum
and the initial ion distribution has a constant density.
If this condition is not fulfilled, the scan of the laser force is too fast to catch the ions
after each synchrotron motion. The laser force forms a spiral in phase space and the
rms momentum spread remains nearly constant.
In the barrier bucket the synchrotron tune differs from the conventional tune in the
sinusoidal bucket. Assuming an instantaneous reflection at the two barriers, the syn-
chrotron tune of the ions is equal to
QBBS ≈ vzTrev2LBB =
−ηLaccδ
2LBB
. (5.16)
In contrast to a conventional sinusoidal bucket the synchrotron tune in a barrier bucket
depends strongly on the momentum deviation of each ion. Ions with a high momentum
deviation perform fast oscillations in the bucket whereas ions which are close to the
reference ion, are very slow and the condition in Eq. 5.15 requires very slow scan speed
of the laser resonance.
Figure 5.15 shows the evolution of the momentum distribution for the cooling pro-
cess in a barrier bucket with a constant scan speed. At the beginning the ions perform
fast oscillations in the barrier bucket and are successfully cooled down. When the syn-
chrotron motion is too slow to fulfill the condition in Eq. 5.15, ions circulate behind
the laser resonance. The ions do not interact with the laser light any more and the
distribution stays unchanged for the rest of the laser resonance scan. A change of the
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barrier bucket shape or a reduction of the scan speed is required in order to reach lower
rms momentum spreads.
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Figure 5.15: Evolution of the momentum distribution during the cooling process
in a barrier bucket. The laser force cools the ion ensemble until the
synchrotron motion is too slow to fulfill the condition Eq. 5.15. The
ions get lost behind the cooling force.
The comparison of the final rms momentum spread for the conventional sinusoidal
bucket and the barrier bucket with different length LBB is shown in fig. 5.16. The
cooling process is simulated for titanium ions in the SIS100. For short barrier buckets
and high rms momentum spreads the laser scan interacts more efficiently with the ions
compared to the cooling scheme in a sinusoidal bucket. But at lower rms momentum
spreads the slow synchrotron motion in the barrier bucket require very slow scan speeds.
The advantage of the prolonged interaction time is predominated by the disadvantage
of the slow synchrotron motion for low rms momentum spreads. For a cooling process
with a final rms momentum spread below σδ < 10
−6 laser cooling in a sinusoidal bucket
shows the best results.
A second major difference of the cooling process in a barrier bucket and a sinusoidal
bucket exists. The spatial bunch length does not change during the cooling process in
a barrier bucket while in a sinusoidal bucket the bunch length shrinks equally to the
rms momentum spread (see fig. 5.3). However, the spatial ion distribution changes
for low rms momentum spreads in a barrier bucket. The accumulation of the ions at
low rms momentum spreads requires a stable point where the sum of the applied forces
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Figure 5.16: Rms momentum spread of the ion ensemble after the cw laser scan
in the barrier bucket. The final rms momentum spread is given for
different scan speeds dscan and different length of the barrier bucket
LBB . For longer barrier buckets the scan speed has to be reduced. For
a successful cooling process the scan speed reaches the highest value
for the case of a conventional bucket (curve equal to fig. 5.2).
vanishes. The decelerating laser force is counteracted by the accelerating half wave of
the barrier bucket. After reaching a low rms momentum spread (σδ ®∆ f whm), the ions
accumulate at the accelerating half wave. This leads to an abrupt rise of the ion density
and a final bunch length similar to the final state in a sinusoidal bucket.
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6 Intensity Effects
This chapter investigates the interplay of the cooling force of the ion-photon interaction
and the ion intensity dependent heating effects. While many studies deal with the in-
fluence of intensity effects on the laser cooled ion bunch in the strongly coupled regime
[59, 60, 61], the impact of intensity effects on relativistic ion beams during the scan
of the laser force is nearly unknown. The study concentrates on effects which limit or
prevent the successful cooling process of a relativistic ion beam. The simulation results
are exemplary given for the cooling process of lithium-like titanium ions in the SIS100
as studied without intensity effects in Chapter 5.
6.1 Intra Beam Scattering
Intra beam scattering is a dominant intensity effect at low rms momentum spreads. IBS
directly counteracts the cooling process and heats up the ion ensemble. The effect is
described in Sect. 2.3 and the implementation in the simulation tool is explained in
Sect. 4.1.
6.1.1 Pulsed Laser
The phase space distribution stays close to a Gaussian shape during the whole cooling
process with a pulsed laser system as described in Sect. 5.2. The cooling and heating of
a Gaussian distribution are described by rms rate equations, which express the change
of the rms momentum spread in time. The final state of the cooling process is reached
when the IBS heating rate (see Eq. 2.33) and the laser cooling rate (see Eq. 5.5) cancel
each other. The equilibrium state is given by
τ−1IBS +τ
−1
pulse cool = 0. (6.1)
The equilibrium rms momentum spread is assumed to be well above the Doppler limit
(see Eq. 5.11). Consequently the laser heating is expected to be much smaller than the
IBS heating (τ−1Lheat  τ−1IBS) and is neglected in the following calculations.
For a given configuration of the pulsed laser system the laser cooling rate is indepen-
dent of beam parameters and constant in time. The IBS heating rate is calculated by
Eq. 4.12 and changes during the cooling process. The heating rate is proportional to
the longitudinal line density and inversely proportional to the rms momentum spread
squared. Assuming a fast synchrotron motion (τ−1pulse cool Qs/Trev ) and the bunch to be
in the linear region of the sinusoidal bucket, the relative reduction of the bunch length
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Figure 6.1: Equilibrium rms momentum spread for IBS heating and pulsed laser
cooling. Simulation results are compared to analytic results (Eq. 6.3)
and show good agreement. The rms momentum spread decreases by
adding a second pulsed laser system.
and rms momentum spread are equal as illustrated in fig. 5.1. The proportionality is
used to express the IBS growth rate by
τ−1IBS =
DIBS
σ2
δ
=
DIBS 0
σ2
δ
· σz 0
σz
=
DIBS 0
σ2
δ
· σδ0
σδ
, (6.2)
where DIBS , σz and σδ are the IBS diffusion coefficient, spatial- and rms momentum
spread and DIBS 0, σz 0 and σδ0 the initial values. The equilibrium rms momentum
spread is calculated by the combination of Eq. 5.6 and Eq. 6.2 and yields
σδ =
3
√√√2DIBS 0σδ0Trevσ2δLaser
〈∆δLF 〉ρscat(0)δLpos . (6.3)
The simulation results are compared to the analytic estimation in fig. 6.1. The equilib-
rium rms momentum spread is shown for titanium ions in the SIS100 with the pulsed
laser. The pulsed laser system follows the optimal configuration given in Eq. 5.12 and
5.13. The simulation results for a single pulsed laser system are well described by the
rms rate equations. In addition the final rms momentum spread is determined for the
combination of two pulsed laser systems. The width of the second laser system is set to
σδLaser2 = 10−6 in order to achieve lower rms momentum spreads as discussed in Sect.
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5.3. The final rms momentum spreads is estimated by Eq. 6.3 using the values of the
second laser system. For low ion intensities the rms momentum spread of the ion bunch
reaches the width of the narrow band laser force σδ ® σδLaser2 and agrees with the ana-
lytic estimation. If the ion intensity is too high, only a small fraction of the ions interact
with the second laser and the equilibrium rms momentum spread remains between the
rms rate limits calculated for the two individual laser systems. In this case, the second
laser does not improve the cooling process.
6.1.2 Continuous Wave Laser
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Figure 6.2: Final rms momentum spread after cw laser cooling for different strength
of IBS heating. Simulation results are shown for titanium ions in the
SIS100. The maximum IBS strength DmaxIBS is marked, which corresponds
to the theoretical limit of dscan = 0. The maximum IBS strength is
marked for dscan = 1.7 · 10−11 and dscan = 0.9 · 10−11. The maximum
IBS strength for dscan = 1.9 · 10−11 is at


∆δIBSturn

s yn = 0.
The cw laser force produces non-Gaussian beam profiles during the laser cooling
process as described in more detail in Sect. 5.1. For these bunch shapes the conventional
heating rate of diffusion, which is used for the calculation of the equilibrium state with
a pulsed laser, is not valid. The crucial process for the success of the cooling process is
the influence of IBS on the dense ring, which is created by the laser force at the bunch
boundary in phase space (see fig. 5.3).
The condition for a successful cooling process without intensity effects is given by the
balance of the laser scan speed in phase space and the cw laser force (see Eq. 5.2).
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In presence of IBS the condition is extended by an additional IBS heating term, which
counteracts the cooling process,
dmaxscan ≈


∆δLFturn

s yn
− 
∆δIBSturns yn , (6.4)
where


∆δIBSturn

s yn
describes the broadening of the dense ring in phase space by IBS
in units of relative momentum per turn averaged over the synchrotron motion. Conse-
quently the maximum scan speed dmaxscan depends on the difference of the cooling strength
of the cw laser system and the IBS heating of the dense ring in phase space.
For the calculation of the IBS induced broadening of the dense ring, its cross section
is assumed to be Gaussian. The width σδring of the cross section in units of relative
momentum is defined at the longitudinal position z = 0 and is assumed to be equal to
the width of the laser force
σδring ≈ ∆ f whm
2
p
2 log2
. (6.5)
The broadening of the cross section of the dense ring is described by the conventional
IBS growth rate
τ−1IBS =
DIBS
σ2
δring
, (6.6)
where the diffusion coefficient DIBS is calculated with the line density of the whole
bunch. The increase of the width of the dense ring in phase space is calculated by

∆δIBSturn

s yn
= σδring

eTrev ·τ−1IBS − 1 · 2
pi
(6.7)
≈ σδringTrev ·τ−1IBS 2pi . (6.8)
The factor 2/pi arises by averaging the diffusive heating over the synchrotron motion.
Equation 6.4 defines the IBS limit for a defined scan speed of the laser resonance.
The highest ion intensity, respectively the maximum diffusion coefficient of the initial
bunch, is given for the limiting case dscan = 0 by
DmaxIBS 0 ≈


∆δcwturn

s yn
·∆ f whm ·pi
4
p
2 log2 · Trev
. (6.9)
Figure 6.2 shows the success of the cooling process for different strengths of IBS and
different scan speeds of the laser resonance for the cooling process of titanium ions in
the SIS100. The analytically predicted maximum IBS strengths for different laser scan
speeds are marked by vertical lines. Higher ion intensities can be cooled with a slower
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scan of the laser resonance. But the reduction of the scan speed significantly below the
maximum value without IBS (see Eq. 5.2) is not efficient, because the cooling process
of a bunch with marginal higher ion intensity requires much more time.
Note that the analytic prediction assumes a fast synchrotron motion and a small per-
turbation of the synchrotron motion by the laser force. The analytic results become
inaccurate for low synchrotron frequencies and strong perturbations by the laser force
(see Sect. 5.1).
6.2 Space Charge
The second intensity effect that strongly affects the particle dynamics during the laser
cooling process is space charge. Space charge does not necessarily heat up the particle
ensemble but influences the trajectory of the ions. The effect is described in Sect. 2.2
and the implementation in the simulation tool is explained in Sect. 4.1. The relevant
space charge effects during the laser cooling process are discussed in the following.
6.2.1 Bunch Length Limit
Figure 6.3: Equilibrium state of space charge (SC) and rf potential Usc(z) = −Ur f (z).
Inside the ion distribution the sum of the rf and space charge force
vanishes.
During the cooling process with a cw laser as well as a pulsed laser system the line
density of the ion beam λ(z) increases. Consequently the space charge potential be-
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Figure 6.4: Relative reduction of the bunch length and rms momentum spread dur-
ing pulsed laser cooling. The bunch length and rms momentum spread
are normalized to the initial values and shown for titanium ions in the
SIS100. Neglecting space charge and non-linearities in the rf bucket,
the relative reduction is equal for both quantities. In presence of space
charge the bunch length is limited to Lequ (see Eq. 6.11).
comes stronger as described by Eq. 2.23. The ion density limit is reached when the
space charge potential fully cancels the externally applied rf potential. A higher re-
pelling space charge force than the attractive rf force avoids a stable area in phase
space and does not exist for stationary distributions. The shortest possible bunch length
Lequ in the rf bucket is calculated by
Usc(z) + Ur f (z) = 0 for |z| ≤ zˆequ, (6.10)
where zˆequ denotes the position of the bunch boundary particle at equilibrium. Assuming
a final state in the linear region of the bucket, the combination of Eq. 2.13, 2.21 and
2.23 results in the shortest bunch length
Lequ = 2 · zˆequ = 3
√√√ 3qL2acc gscNp
2pi2hε0γ2Uˆr f
. (6.11)
The scaling of the bunch length with respect to the rf voltage and the particle number
agrees with the results of laser cooling experiments presented in Ref. [55].
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The phase space distribution and the sum of the external rf and space charge force
are illustrated in fig. 6.3. Within the ion bunch the combined force is zero. The smooth
transition at the boundaries of the bunch originates in the finite space charge cut off
frequency (see Eq. 2.29). By varying the rf voltage the bunch length can be modified.
Despite space charge limits the shortest bunch length, the equilibrium state of the
space charge and rf potential does not limit the rms momentum spread. The evolution
of the rms momentum spread and bunch length is shown in fig. 6.4 exemplary for the
cooling process of titanium ions in the SIS100 with a pulsed laser system. In absence
of space charge and non-linearities of the rf bucket, the reduction of the bunch length
and the rms momentum spread during the cooling process, normalized to the initial
values, are equal (see fig. 5.3). After the cooling process both quantities are reduced
by the same factor. In presence of space charge the bunch length stagnates at the
equilibrium state whereas the reduction of the rms momentum spread continues. The
rms momentum spread is limited by the previously described IBS heating or the Doppler
limit.
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Figure 6.5: Equilibrium rms momentum spread for IBS heating, space charge and
pulsed laser cooling. The results in fig. 6.1 are extended by space charge
(SC). The limitation of the bunch length by space charge leads to a re-
duction of the equilibrium rms momentum spread.
The limitation of the shortest bunch length influences the effect of IBS and the general
dynamics of the ions in the equilibrium state. The calculation of the IBS equilibrium
for the cooling process with a pulsed laser system (see Sect. 6.1.1) assumes an equal
reduction of the bunch length and the rms momentum spread. In presence of space
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charge the reduction of the rms momentum spread and the bunch length are no longer
correlated and Eq. 6.2 is modified to
τ−1IBS =
DIBS 0
σ2
δ
· 2zˆ0
Lequ
, (6.12)
where zˆ0 is the half length of the initial bunch. The limitation of the shortest bunch
length defines an upper boundary of the IBS heating rate and the rms momentum spread
of the IBS equilibrium for a pulsed laser system is reduced to
σδ =
√√√ 4DIBS 0Trevσ2δLaser
〈∆δLF 〉ρscat(0)δLpos
zˆ0
Lequ
∝ N 1/3p . (6.13)
The analytic estimation is compared to simulation results for titanium ions in the SIS100
in fig. 6.5. Equation 6.13 describes the simulation results properly. The small deviation
at high IBS diffusion coefficients originates in the strong noise of the space charge solver
for these configurations. The reduction of the rms momentum spread by space charge
depends on the beam parameters and bucket configuration and is in the simulated con-
figuration ≈ 2.5, independent of the ion intensity.
Figure 6.6: Beam blow up at the final state of the cooling process. Due to the com-
pensation of the rf potential by space charge, the ions do not interact
with the cooling force for a long period of time and intensity effects like
IBS heat up the cold ion bunch.
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In addition the space charge compensation of the rf potential leads to a very slow
synchrotron motion of the ions at the final state. In the linear region of the sinusoidal
bucket without space charge, the synchrotron period is independent of the momentum
deviation of the ions and is constant during the laser cooling process. The reduction of
the bucket forces by space charge slows down the synchrotron motion. At the final state
of the cooling process the motion of the ions in the compensated rf bucket is similar to
the motion in a barrier bucket as explained in Sect. 5.4. Within the bunch the sum of
the forces vanishes and the ions travel with constant speed. The synchrotron period of
an ion with a momentum deviation δ σδ0 is
Ts yn =
2Lequ
vz
= −2Lequ
ηβ c0
· 1
δ
. (6.14)
For ions with a low relative momentum deviation, the motion in the bucket becomes
very slow. The ions move in the compensated rf bucket and heat up by intensity effects
like IBS. At phase space positions with δ > 0 the ions interact with the laser light, while
for δ < 0 the ions experience no cooling force. For strong heating rates the ions are
pushed far away from the resonant momentum of the laser light during the half of
synchrotron period with δ < 0. The ions do not interact with the cooling force after the
half synchrotron motion and escape from the cold beam core. The blow up of the ions
at the final state prevents very low momentum spreads of ion beams with strong space
charge as exemplary shown in the phase space plot in fig. 6.6.
6.2.2 Continuous Wave Laser
The cooling process with a cw laser system creates non-Gaussian beam profiles and
strongly increases the local ion density at the boundaries of the bunch as shown in the
phase space plot in fig. 5.3. The arising longitudinal phase space distribution with
a dense ring enclosing the bunch is a very exotic distribution. The stability of this
distribution has not been studied yet. The peaks in the ion distribution at the boundaries
of the bunch create strong space charge forces which trigger a microwave instability
and a local rf compensation. Both effects lead to a broadening or entire clearance of
the dense ring in phase space. Hence at most only one effect occurs during the cooling
process which leads to a change of the distribution function and a prevention of the
other effect. The two effects are discussed in the following.
6.2.2.1 Local rf-Compensation
The smooth transition of the initial distribution to the final distribution with a space
charge limited bunch length, as shown in fig. 6.4, only exists for the cooling process with
a pulsed laser. The pulsed laser force keeps the ion distribution similar to a Gaussian
shape during the whole cooling process and the ratio of the space charge force to the
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Figure 6.7: Space charge and rf forces during the local rf compensation. The forces
are given for the cooling process of carbon ions in the ESR. The corre-
sponding phase space distributions are shown in fig. 6.8.
rf force (Usc(z)/Ur f (z)) is approximately equal for all positions within the ion bunch.
During the cooling process with cw laser system the ion density increases locally and the
distribution function λ(z) is strongly non Gaussian. For the created bunch distributions
the ratio of Usc(z)/Ur f (z) strongly differs at different positions within the ion bunch.
The compensation of the rf force by the space charge force
Usc(z)/Ur f (z) = −1 (6.15)
occurs locally and not simultaneously at all positions within the ion bunch. The space
charge forces during the cooling process with a cw laser system are shown in fig. 6.7
and the evolution of the phase space density in fig. 6.8. The cooling process of Np =
1.5 · 106 lithium-like carbon ions in the ESR (see detailed parameter list in Sect. 7.2) is
simulated instead of titanium ions in the SIS100 because the cooling process of titanium
ions show the microwave instability which is explained in the following section and
prevents the local rf compensation. At t = 0.01s the space charge force of the dense
peak at the boundary of the bunch almost compensates the rf force at z ≈ 1.7m and
the combined force is almost zero. As a result the ions stop performing the synchrotron
motion and accumulate at this position. Ions accumulate until the space charge force
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fully compensates the rf force and form an partly parabolic line density with Usc(z) +
Ur f (z) = 0 as shown in fig. 6.7 for z > 0.8m and z < 0.8m at t = 0.03s. Figure 6.8 shows
the accumulation of ions at δ ≈ 0 during the local rf compensation. The fluctuations
of the locally strong space charge force leads to a chaotic motion of the ions in phase
space. However, this effect does not necessarily prevent the cooling process. The ions
are successfully laser cooled except a small fraction that is lost behind the laser force
due to the strong and chaotic space charge forces.
The threshold for the development of the local rf compensation and the chaotic mo-
tion is given by Eq. 6.15. However, the maximum ion intensity depends on the exact
shape of the ion distribution and on the detailed space charge fields. Therefore no
analytic formula for the threshold of the local rf compensation depending on beam
parameters and ion intensity is given.
Figure 6.8: Evolution of the phase space density during the local rf compensation.
The results are shown for cw laser cooling of carbon ions in the ESR.
The rf compensation leads to chaotic motion of the ions which does not
necessarily prevent the successful cooling process.
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6.2.2.2 Microwave Instability
Figure 6.9: Phase space density during the microwave instability. The results are
shown for cw laser cooling of titanium ions in the SIS100. Space charge
creates micro bunches of the dense ring in phase space which counteract
the cooling process.
Space charge triggers a collective instability during the cooling process with a cw
laser excitation. A snapshot of the instability is shown in fig. 6.9. The dense ring in
phase space which is created by the narrow band cw laser force (see fig. 5.3), becomes
unstable and creates micro bunches. The micro bunches lead to a broadening of the
dense ring and counteract the laser cooling process.
For the detailed investigation of the collective instability, the evolution of an isolated
ring in phase space is simulated without the laser force. The macro particles are posi-
tioned on an ellipse in phase space with the amplitudes zring and δring in longitudinal
position and momentum. The amplitudes zring and δring satisfy the condition for a
matched distribution as discussed in Sect. 2.1. For simplicity the dense ring stays in the
linear region of the rf bucket. The density of the ring is slightly modulated in a sinu-
soidal shape for an equally distributed initial perturbation. The evolution of the phase
space distribution is shown in fig. 6.10. Due to space charge fields, the amplitude of the
perturbation increases. At t = 0.08s the dense ring starts to create small micro bunches
which circulate in the rf bucket. The width of the ring increases significantly.
The instability shows similarities with the negative mass instability. The negative
mass instability occurs in synchrotrons which operate above transition energy (γ >
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Figure 6.10: Evolution of the phase space density of isolated ring under influence
of space charge. The results are shown for titanium ions in the SIS100
without a laser force. The initial perturbation grows and creates micro
bunches.
γt). As a consequence the velocity vz changes sign (see Eq. 2.9) and particles with
higher momentum take more time for one revolution in the synchrotron compared to
particles with a lower momentum. The space charge force accelerates particles which
are located ahead and decelerate particles which are located behind the perturbation.
Due to the opposite sign for the relation between the momentum and the velocity in the
co-moving frame, the particles move towards the higher density and an initially small
density perturbation grows. More information about the negative mass instability can
be found e.g. in Ref. [28].
For the distribution of the ring in phase space, space charge causes the same effect
as in the negative mass instability. For the detailed investigation of the instability the
6.2 Space Charge 71
negative mass
z
unstable ring
z
zring
Qs
ring
Figure 6.11: Comparison of the negative mass instability and the unstable ring. The
space charge induced synchrotron tune shift χ acts like the slip factor
η in the negative mass instability.
longitudinal phase space coordinates of the co-moving frame are transformed into a
polar-like coordinate system. The new coordinates are given by
% =
√√√
δ2 +

δring
zring
· z
2
(6.16)
ζ= zring ·

arctan

zring ·δ
z ·δring

− 2pi t
Trev
·Qs

. (6.17)
The radial position in longitudinal phase space of the co-moving frame is denoted by
%. The coordinate ζ describes the angular position in phase space of the co-moving
coordinate system. The origin of the coordinate system rotates with the speed of the
synchrotron motion. In order to keep convenient units, ζ and % are normalized to
meters and relative momentum. The coordinate transformation is illustrated in fig.
6.11.
The unperturbed motion of a particle in the linear region of the rf bucket follows
constant values of % and ζ. For an initial higher density at ζ = 0, space charge pushes
ions with ζ > 0 to higher radial positions %, while ions with ζ < 0 are pushed to lower
radial position % as shown in fig. 6.10 at t = 0.03s and t = 0.08s.
On the other hand the dense peaks at ±zring create strong space charge fields as shown
in fig. 6.12. These space charge peaks induce a synchrotron tune shift which depends
on the radial position % in phase space. As observed in fig. 6.10 ions with larger radial
position (% > δring) are going backwards in ζ and ions with a smaller radial position
(% < δring) moving forward in ζ . This implies a gradient of the synchrotron tune at
% ≈ δring . The space charge induced synchrotron tune shift is depicted in fig. 6.13 for
the numerical simulation of the dense ring in fig. 6.10.
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Figure 6.12: Ion line density and space charge kick for the isolated ring in phase
space.
For further calculations the mean synchrotron tune shift can be described by a linear
approximation for ions close to % ≈ δring with the gradient
χ = − d∆Qs
d%

%=δring
. (6.18)
As shown in fig. 6.13 the straight line serves as a good approximation for small dis-
placements. The effect of the synchrotron tune shift on a radial displacement and the
similarities with the negative mass instability are sketched in fig. 6.11. For the pre-
sented instability the tune shift derivative χ acts equivalent to the slip factor η in the
negative mass instability. The main difference is that η is constant in time and defined
by the lattice function and χ depends on the ion distribution and is not necessarily
constant in time.
The analytic description of the space charge instability of the dense ring in phase
space is derived by solving the Vlasov equation in the polar-like coordinate system that
is illustrated in fig. 6.11. The Vlasov equation is given by
d f
d t
=
∂ f
∂ t
+
∂ %
∂ t
· ∂ f
∂ %
+
∂ ζ
∂ t
· ∂ f
∂ ζ
= 0, (6.19)
where % and ζ describe the new coordinates that are defined in Eq. 6.16 and 6.17.
The derivatives ∂ %/∂ t and ∂ ζ/∂ t depend strongly on the position in phase space. The
space charge tune shift which is created by the space charge forces at the head and tail
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Figure 6.13: Space charge induced synchrotron tune shift. The tune shift triggers
the microwave instability of the dense ring and is given for an initial
synchrotron tune of Qs = 3.5 · 10−4.
of the bunch, arises on a small fraction of the synchrotron motion. In order to solve Eq.
6.19 for the given case, the derivatives are averaged over the synchrotron motion and
Eq. 6.19 evolves to
∂ f
∂ t
+
­
∂ %
∂ t
·
s yn
· ∂ f
∂ %
+
­
∂ ζ
∂ t
·
s yn
· ∂ f
∂ ζ
= 0. (6.20)
This simplification claims that the analyzed process is slow compared to the synchrotron
motion.
For the Vlasov equation the phase space distribution function f is given by an ellipse
in phase space as depicted in fig. 6.11. Following the nomenclature of the derivation for
the negative mass instability (see e.g. Ref. [28]), the distribution function f consists of
a small sinusoidal perturbation f1 with wave vector k on top of a beam f0 with constant
density. For the presented instability the distribution function reads
f = f0 + f1 (6.21)
f0 =
Np
2pizring
·δ  % −δring (6.22)
f1∝ ei(kζ−ωt), (6.23)
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where δ() denotes the Dirac delta function and assumes that all ions of the initial dis-
tribution have the same radial offset %. As a consequence the relation
δ
δring
2
+

z
zring
2
= 1 (6.24)
holds for the given initial distribution without perturbation, which is required for further
calculations.
The time derivative of the radial position % is given by
∂ %
∂ t
=
∂ %
∂ δ
· ∂ δ
∂ t
=
δ
δring
· ∂ δ
∂ t
, (6.25)
where the derivative of the radial position with respect to the relative momentum de-
viation is calculated using Eq. 6.16 under assumption of Eq. 6.24. The time derivative
of the ion momentum is given by the space charge force (see Eq. 2.22). Equation 6.25
evolves to
∂ %
∂ t
= − δ
δring
· q
2gsc
4piε0γ2p0

∂ λ0
∂ z
+
∂ λ1
∂ z

, (6.26)
where λ0,1 =
∫∞
−∞ f0,1dδ is the line density of the distribution function. As illustrated
in fig. 6.12 the line density of the unperturbed distribution λ0 is nearly constant in the
center of the bunch and only shows a finite derivative at z ≈ ±zring . At these positions
the fraction δ/δring becomes very small (see Eq. 6.24). Consequently the space charge
force of the initial distribution f0 acting on the radial position is small ∂ λ0/∂ z ≈ 0
and is neglected in the following. Only the space charge force of the perturbation f1 is
relevant for the change of the radial position %. In order to solve the derivative of the
perturbation f1 the coordinates are transformed into the polar-like coordinate system
∂ %
∂ t
= − δ
δring
· q
2gsc
4piε0γ2p0
· ∂ ζ
∂ z
∂ λ1
∂ ζ
. (6.27)
The derivative of the angular position ζ is calculated under the constraint of Eq. 6.24
and the time derivative of radial position % results in
∂ %
∂ t
=
δ2
δ2ring
· q
2gsc
4piε0γ2p0
· ikλ1. (6.28)
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After averaging over the synchrotron motion the derivative is independent of δ and z­
∂ %
∂ t
·
s yn
=
1
2
· q
2gsc
4piε0γ2p0
· ikλ1. (6.29)
The derivative of the angular position ζwith time is given by the space charge induced
synchrotron tune shift. Under the assumption of a linear synchrotron tune shift as
described by Eq. 6.18 the change of the angular position in phase space is calculated by­
∂ ζ
∂ t
·
s yn
=
∂
∂ t
zring
2pit
Trev
∆Qs (6.30)
= −2pizring
Trev
(% −δring) ·χ. (6.31)
Finally the Vlasov equation for the evolution of the dense ring in phase space results in
∂ f
∂ t
+
1
2
· q
2gsc
4piε0γ2p0
· ikλ1 · ∂ f
∂ %
− 2pizring
Trev
(% −δring) ·χ · ∂ f
∂ ζ
= 0. (6.32)
This partial differential equation determines the growth rate of the perturbation for
the distribution function written in Eq. 6.21. The equation is solved equivalent to the
negative mass instability in a coasting beam described in Ref. [28]. The exponential
growth rate of the sinusoidal density modulation with wave vector k is
τ−1mw = −iωmw = k
√√√ q2gscNpχ
8piε0mγ3Lacc
. (6.33)
In comparison to the analytic description of the negative mass instability, the derivative
χ of the synchrotron tune takes the part of the slip factor η. The main difference is
that the derivative of the synchrotron tune spread is typically much smaller than the
slip factor and the instability rises much slower. The width of the ring in radial position
%rms over time is shown in fig. 6.14 during the rise of the microwave instability. The
instability develops over several synchrotron periods, as required for the averaging of
the Vlasov equation over the synchrotron motion (see Eq. 6.20). At t ≈ 6 ·Ts the growth
of the instability is counteracted by the decoherence of the density modulation. The
synchrotron tune spread causes a diffusion of the micro bunches with the decay rate
τ−1decoher = k
2pizringχ
Trev
%rms. (6.34)
For an equal growth and damping rate of the instability (τ−1mw+τ
−1
decoher = 0), the growth
of the instability stagnates. Furthermore this equilibrium defines the threshold for the
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instability, similar to the Keil-Schnell stability criterion (see Ref. [62]) for the conven-
tional microwave instability. The dense ring in phase space is stable for
%2rms > Np · q
2gsc Lacc
32pi3z2ringmβ2c
2
0γ
3χ
. (6.35)
However, the particular equilibrium width of the dense ring is practically hard to define,
because it depends on the space charge tune shift χ, which depends again on the distri-
bution function. During the cooling process or growth of the instability the distribution
function drastically changes and influences the equilibrium of the instability.
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Figure 6.14: Growth of the microwave instability of the dense ring in phase space.
The width of dense ring %rms is shown over time in units of the syn-
chrotron period Ts = Trev/Qs. The wave vector of the initial pertur-
bation is k = 60 1m and the synchrotron tune shift is shown in fig.
6.13.
Beside the decoherence the laser force influences the growth of the instability during
the cooling process. The cw laser force acts on the dense ring in phase space and
counteracts its broadening. However, the laser force only changes the radial position %
of the ions and does not affect the density modulation of the dense ring. The laser force
slows down the instability but is not able to fully prevent the creation of micro bunches.
Nevertheless the instability does not necessarily lead to a failure of the laser cooling
process. In numerical simulations, the instability usually leads to an additional broad-
ening of the ring similar to the heating effect of IBS, described in Sect. 6.1.2. Above a
certain ion intensity, the laser force is not strong enough to counteract the broadening
of the ring and ions are lost for the cooling process. The exact threshold for the failure
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of the cooling process depends on the detailed evolution of the phase space distribution
during the cooling process and the high frequency space charge force. Therefore an
analytic expression for the maximum ion intensity during the laser cooling process is
not given and has to be evaluated by numerical simulations.
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7 Prospects for Relativistic Ion Beams
This chapter deals with the ability and efficiency of laser cooling at relativistic beam
energies. The previously discussed constraints for a successful laser cooling process and
ion intensity limitations are evaluated for different ions at different relativistic factors γ.
In order to combine the different aspects of laser cooling, the cooling process of titanium
ions in the SIS100 is exemplary studied and compared to numerical simulations of
carbon ions in the ESR.
7.1 Scaling Laws of Cooling Process
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Figure 7.1: Mean momentum change of a resonant interaction in the LF. The mo-
mentum transfer normalized to the initial momentum is approximately
constant. The results are shown for lithium-like ions using transition data
from fig. 3.3. Different dots represent different ions that are partly
marked by name.
For the scaling of the laser force and the laser cooling process with the relativistic
factor γ, the resonant condition of the laser wavelength with the atomic transition of
the relativistic ions has to be satisfied. The transformed laser wavelength in the PF
has to match the energy gap of the atomic transition, as described by the condition
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in Eq. 3.5. For a constant laser wavelength in LF the change of the relativistic factor
requires a change of the energy gap of the atomic transition. Focusing on the 2s1/2 →
2p1/2 transition in lithium-like ions and the two wavelengths (λ
LF = 256nm; 512nm),
that will be available for experiments at the SIS100, the required magnetic rigidity for
different ions is illustrated in fig. 3.4. The following scaling laws of different γ hold the
resonant condition for the two fixed wavelengths in LF and different lithium-like ions
and are plotted against the required magnetic rigidity.
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Figure 7.2: Relative laser force of a cw laser system in units of relative momentum
for a saturated transition S = 1. The quantity corresponds to the rel-
ative momentum change per time for an ion which is permanently in
resonance with the laser light. The results are shown for lithium-like
ions using transition data from fig. 3.3. Different dots represent differ-
ent ions that are partly marked by name.
The mean momentum transfer for one resonant interaction is calculated by Eq. 3.9
and evaluated for lithium-like ions in fig. 7.1. Despite the absolute value of the photon
momentum strongly increases for higher relativistic factors (∆pLF ∝ γ2), the relative
momentum change of the ions is approximately constant for different lithium-like ions.
The higher mass of ions which are cooled at higher relativistic factors, and the general
scaling of the ion momentum with the relativistic factor lead to a similar scaling of the
initial momentum p0 as the resonant photon momentum. Hence the relative momentum
change and the impact on beam dynamics for a single spontaneous emission is very
similar for different lithium-like ions at relativistic beam energies (see fig. 7.1).
The excitation with a pulsed laser system is restricted to a maximum of one spon-
taneous emission per ion per laser pulse (see Sect. 3.2.2). If enough laser power is
available in order to excite all resonant ions (ρexci te = 1), the strength of the pulsed
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laser is proportional to the results in fig. 7.1 and approximately constant for different
relativistic factors.
The strength of the cw laser force depends on the photon momentum and the spon-
taneous emission rate (see Eq. 3.14). Figure 7.2 shows the cooling force of a cw
laser system, normalized to the initial momentum of the ions. The relative cooling
force corresponds to the relative momentum change of an ion per time which is perma-
nently in resonance with the laser light. As depicted in fig. 7.2 the cw laser strength
is approximately constant for λLF = 256nm, but is reduced by approximately two for
λLF = 512nm. However the calculation of the laser force assumes the laser intensity
to be equal to the saturation intensity S = 1. In case the laser system is not strong
enough to reach the saturation intensity, the laser strength diminishes as described by
Eq. 3.20. For higher relativistic factors the required laser intensity strongly increases
(see fig. 3.7). Therefore the actual cw laser force for available laser sources might
be much higher for λLF = 512nm instead of λLF = 256nm because the required laser
intensities are lower and stronger laser systems with λLF = 512nm are available.
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Figure 7.3: Width of the cw laser force in units of relative momentum. The results
are shown for lithium-like ions using transition data from fig. 3.3. Dif-
ferent dots represent different ions that are partly marked by name.
Beside the scaling of the momentum change for resonant ions, the width of the cw
laser force strongly affects the speed of the cooling process (see Eq. 5.3) and the max-
imum ion intensity (see eq. 6.9). The width ∆ f whm of the cw laser force in units of
relative momentum is calculated by Eq. 3.22 and depicted in fig. 7.3. For different
lithium-like ions, the width of the cw laser force is approximately constant. Only for
light ions with low values of β the width increases. The results of ∆ f whm assume a satu-
rated transition (S = 1) and can be slightly increased for higher saturation parameters,
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as described by Eq. 3.22. However for all ions at relativistic energies the width of the
laser force is significantly below the initial rms momentum spread of the ion ensemble
and the ions have to be cooled by the cw cooling scheme described in Sect. 5.1.
7.1.1 Intensity Limitations
The ion intensity limit of the laser cooling process is reached when the heating effects
overcome the strength of the laser cooling force. The heating of the ion ensemble in an
accelerator is a combination of different effects, described in Chapter 6.
One effect is the diffusive heating by IBS. The cooling process with a cw laser system
fails, if the IBS diffusion coefficient overcomes the threshold defined by Eq. 6.9. For
the cooling process with a pulsed laser system the lowest attainable rms momentum
spread scales with the IBS diffusion coefficient (see Eq. 6.3). For both cooling schemes
the strength of the laser cooling force defines a maximum diffusion coefficient for a
successful cooling process. Hence the correlation of the ion density and the diffusion
coefficient is a proper indicator for the strength of the counteracting IBS heating for
different ions. For equal beam parameters, the IBS diffusion coefficient for different
lithium-like ions is depicted in fig. 7.4. For laser cooling at higher magnetic rigidities,
the IBS strength decreases and enables the cooling process of higher ion densities, under
assumption of equal beam parameters and equal cooling strength.
 0.1
 1
 10
 0  20  40  60  80  100
C O
Ti
Ge
C
Ca
Sr
Xe
I B
S  
s t
r e
n g
t h
 D
I B
S /
λ  
[ a .
u . ]
magnetic rigidity Bρ [Tm]
λLF = 256nm
λLF = 512nm
Figure 7.4: IBS strength for different ions during laser cooling in arbitrary units and
for equal bunch properties. The results are shown for lithium-like ions
using transition data from fig. 3.3. Different dots represent different
ions that are partly marked by name.
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Figure 7.5: Space charge strength for different ions during laser cooling in arbitrary
units and for equal bunch properties. The results are shown for lithium-
like ions using transition data from fig. 3.3. Different dots represent
different ions that are partly marked by name.
The second intensity effect which strongly influences the laser cooling process, is
space charge. The different space charge effects which arise during the cooling process,
are described in Sect. 6.2 and depend strongly on the rf bucket configuration which is
not in general scalable with the relativistic factor. However all presented space charge
effects scale with the space charge induced voltage for a given gradient in the longi-
tudinal line density. The space charge voltage for different lithium-like ions for equal
bunch properties is shown in fig. 7.5. The voltage is normalized to the gradient in
the longitudinal line density. The decrease of the space charge impedance for higher
relativistic factors (see Eq. 2.29) is partly compensated by the increasing charge state
of ions cooled at higher relativistic factors. Overall the induced space charge voltage
slightly decreases for ions cooled at higher magnetic rigidities.
For the cooling process with a pulsed laser system, the strength of space charge and
IBS decreases for ions cooled at higher magnetic rigidities. In combination with a con-
stant strength of the laser force, the ion intensity limit of pulsed laser cooling increases
at higher magnetic rigidities.
For the cooling process with a narrow band cw laser system, space charge triggers
two different instabilities. Both instabilities originate in the dense ring in phase space
which is formed by the cw laser force. The projection of the dense ring on the spatial
7.1 Scaling Laws of Cooling Process 83
-2
 0
 2
 4
 6
 8
 2.44  2.46  2.48  2.5  2.52  2.54  2.56
r e
l .  
m
o m
e n
t u
m
 c
h a
n g
e  
[ 1 e
- 8 ]
z [m]
line density [a.u.]
fc=10 GHzfc=5 GHzfc=1 GHz
Figure 7.6: Influence of the space charge cut off frequency on the space charge
field of the peaks in the longitudinal line density. The ion distribution
and rf bucket configuration are equal to the investigation of the mi-
crowave instability in Sect. 6.2.2.
coordinate creates pronounced peaks at the head and tail of the bunch (see fig. 5.3).
The length of the peaks is estimated by
zpeak ≈ LBunch · ∆ f whm
σδ0
(7.1)
and is typically in the range of a few millimeters to centimeters. In presence of strong
heating effects the length increases, as described in Sect. 6.1.2. The arising space
charge fields depend on the ion beam properties and the space charge cut off frequency.
At higher beam energies the space charge strength decreases (see fig. 7.5), but the space
charge cut off frequency increases. The corresponding space charge cut off wavelength
is calculated by
λc =
c0
fc
=
pia
p
gsc
βγ
, (7.2)
where a and g denote the beam radius and the geometrical factor, defined in Sect. 2.2.
In case the length of the peaks is short compared to the wavelength of the space charge
cut off (zpeak  λc), the longitudinal space charge fields strongly depend on the cut off
frequency, because fields above cut off are damped.
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The relative momentum kick of the space charge field for the isolated dense ring
(see fig. 6.10) for different space charge cut off frequencies is shown in fig. 7.6. For
higher space charge cut off frequencies the space charge field becomes stronger and
more narrow. For the local rf compensation during the cooling process the peak space
charge field defines the threshold. Assuming the peak length to be short compared to
the space charge cut off wavelength, the space charge peak scales with δˆSC ∝ f 3/2c and
consequently the maximum ion intensity with Nˆp∝ f −3/2c for equal properties of the rf
bucket.
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Figure 7.7: Influence of the space charge cut off frequency on the space charge
induced synchrotron tune shift. The tune shift is calculated with the
space charge force as shown in fig. 7.6.
The microwave instability depends on the derivative χ of the synchrotron tune shift
with respect to the radial position in phase space (see Eq. 6.33). The space charge
induced synchrotron tune shift of the ellipse in phase space is shown in fig. 7.7. For
higher space charge cut off frequencies the synchrotron tune shift increases. The deriva-
tive scales with χ∝ f 3/2c and accelerates the growth of the instability for higher cut off
frequencies. Due to the damping of the space charge fields above cut off, the fastest
growth rate is given for k = 2pi/λc and scales with τˆ−1mw∝ f 7/4c .
Despite the space charge strength decreases for higher relativistic factors (see fig.
7.5), the space charge cut off frequency is proportional to the relativistic factor and
enhances the local rf compensation and the microwave instability. Therefore the space
charge effects during the cooling process with a cw laser system might be more crucial
for higher beam energies. However the detailed threshold of the instabilities and inten-
sity limitations strongly depend on the bucket configuration and have to be evaluated
for the properties of the specific cooling process.
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7.2 Relativistic Laser Cooling Example
The previously discussed scaling laws show the general trend of laser cooling for dif-
ferent relativistic factors. However the strength of the laser cooling force and the ion
intensity limit of a particular cooling process strongly depend on the accelerator prop-
erties and the available laser power. For the evaluation of prospects of laser cooling
at relativistic energies the cooling process of lithium-like titanium ions in the SIS100 is
compared to the cooling process of lithium-like carbon ions in the ESR. Laser cooling of
carbon ions was already studied experimentally in the ESR (see Ref. [63, 64, 65]).
The relevant properties of the two accelerators are shown in tab. 7.1. The circum-
ference of the SIS100 is approximately ten times larger compared to the ESR while
the laser ion interaction sections are approximately equal in length. Consequently the
relative time of the laser ion interaction to the revolution time is much shorter in the
SIS100. Due to the possibility of using an electron cooler in the ESR the initial rms
momentum spread is assumed to be one order of magnitude below the expected initial
rms momentum spread in the SIS100. The electron cooler also reduces the transverse
diameter of the ion beam dbeam. For an efficient laser cooling process the laser beam
is assumed to have the same diameter as the ion beam. For equal output power of the
laser system the intensity, seen by the ions, is lower for the larger beam cross-section.
ESR SIS100
ion 12C3+ 48Ti19+
Lacc 108m 1083m
Trev 0.8µs 3.6µs
Linteract 25m 26m
σδ0 10
−5 10−4
dbeam 3mm 10mm
γ 1.13 8.50
γt 2.4 15
h 20 8
Table 7.1: Properties of the ESR and the SIS100 for the comparison of two laser
cooling examples of carbon and titanium ions.
The energy of the ions is adjusted to match the resonant condition for the applied
laser wavelength. The properties of the laser systems are given in tab. 7.2. In order
to reach the saturation intensity the cooling process of titanium ions is studied with a
wavelength of 512nm. As explained in Ref. [66] much higher laser intensities PL are
available for 512nm than for 256nm. For the excitation with a cw laser system the width
of the laser force ∆ f whm, the momentum change per spontaneous emission ∆δ
LF and
the mean value of a spontaneous emissions per turn nscat are approximately equal for
both examples. The mean momentum change of a resonant titanium ion per revolution
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in the accelerator is slightly below of the mean momentum change of a resonant carbon
ion.
cw laser pulsed laser
12C3+ 48Ti19+
λLF 256nm 512nm
∆δLF 1.5 · 10−9 9.3 · 10−10
PL 20mW 5W
nscat 7.5 4.7
∆ f whm 5.8 · 10−8 3.9 · 10−8
12C3+ 48Ti19+
λLF 256nm 512nm
∆δLF 1.5 · 10−9 9.3 · 10−10
Ep 16nJ 18µJ
σLFt 45.8 ps 4.3 ps
σδLaser 6.3 · 10−6 6.3 · 10−5
frep 1.25MHz 278 kHz
ρexci t 0.278 8 · 10−5
Table 7.2: Properties and strength of the cw and pulsed laser system for the two
laser cooling examples.
For the pulsed laser systems the width σδLaser and position δLPos of the excitation
probability are set to the optimized values, evaluated by Eq. 5.12 and Eq. 5.13. The
repetition rate frep is assumed to be synchronized to the revolution frequency of the
ions in order to achieve a fast cooling process of the ions in one bucket. Assuming the
same mean output power of the pulsed laser system and the cw laser system, the energy
per laser pulse is given by Ep. The corresponding number of spontaneous emissions per
laser pulse for resonant ions is given by ρexci t . For the cooling of carbon ions the pulsed
laser intensity is not sufficient to excite all resonant ions (ρexci t = 1), but the broadband
force is still strong enough to cool the ions in a reasonable time. For titanium ions in
the SIS100 the pulsed laser excites only 0.008% of the resonant ions. Consequently the
laser force of a single pulsed laser system is very weak. The cooling process of titanium
ions from an initial rms momentum spread σδ = 10−4 to σδ = 10−6 would require
Tcool ≈ 6hours, following Eq. 5.7. Hence the cooling process of titanium ions with a
pulsed laser system is not included in the following investigation.
The simulation results of the rms momentum spread over time are shown in fig. 7.8.
The applied scan speeds of the cw laser resonance for the simulations and the analytic
predictions (see Eq. 5.2) are shown in tab. 7.3. For titanium ions the perturbation of
the synchrotron motion by the laser force is strong and the applied scan speed in the
simulation is adjusted to a much higher value compared to the analytic prediction. In
the simulation of carbon ions the scan speed of the analytic prediction is used. The scan
speed of the laser resonance can be increased or decreased in both cooling processes
with the consequence of an decrease or increase of the ion intensity limit, as described
in Sect. 6.1.2. The chosen values lead to a good compromise of a reasonable short
cooling time and reasonable high intensity limit.
Despite similar values of the laser force and the laser scan speed for both examples,
the required cooling time in the SIS100 is much higher compared to the cooling time in
7.2 Relativistic Laser Cooling Example 87
12C3+ 48Ti19+
dmaxscan analytic 2 · 10−10 2 · 10−11
dscan sim 2 · 10−10 1 · 10−10
Nmaxp analytic 6.7 · 106 6.8 · 107
Np sim 1.5 · 106 107
Lequ sim 1.4 m 3.6 m
Table 7.3: Simulation results compared to analytic predictions of the scan speed and
the maximum ion intensity per bunch for the two laser cooling examples.
the ESR (see fig. 7.8). The main reason for the difference in cooling time is given by
the initial momentum spread that scales linearly with the time for the cooling process
with a cw laser system. In addition the revolution time is about five times higher in
the SIS100 compared to the ESR whereas the length of the cooling section has similar
length. The initial momentum spread and the difference in revolution frequency cause
a factor of ≈ 45 in cooling time between the ESR and the SIS100 (see Eq. 5.1).
The cooling process of carbon ions with the pulsed laser system gives a similar cooling
time and final rms momentum spread as the cooling process with a cw laser system.
Both simulations start with equal bunch properties and ion intensity. For the cooling
process of carbon ions both cooling schemes are competitive while for titanium ions,
the provided laser power of the pulsed laser system is not sufficient.
The required cooling time of carbon ions in the ESR is much shorter in simulation
than in experiments. In this simulation the scan speed is optimized for the shortest
possible cooling time, while for previous experiments at the ESR the laser scan speed
was set to a fixed value. The focus of the experiments was set to the demonstration of
laser cooling and the investigation of ultra cold ion beams.
The intensity limits of the simulations are compared to the analytically calculated
limits in tab. 7.3. The analytic predictions of IBS heating are calculated for dscan → 0
(see Eq. 6.9). Due to the strong perturbation of the synchrotron motion by the cw laser
force and the finite scan speed, the formula does not provide reliable results. For both
ion types a further increase of the ion density leads to a failure of the cooling process.
The heating effect of IBS overcomes the cooling force of the cw laser system for higher
ion densities. Although the limiting process is IBS, the local rf compensation occurs in
the cooling process of carbon ions and the microwave instability occurs in the cooling
process of titanium ions. Both instabilities lead to a small fractional loss of ions but do
not prevent a successful cooling process for the majority of the ions.
7.3 Effects on Transverse Dynamics
This study concentrates on longitudinal dynamics of the ion beam during the laser cool-
ing process and assumes the transverse phase space to be unchanged. In order to justify
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Figure 7.8: Rms momentum spread over time for the cooling process of carbon ions
in the ESR and titanium ions in the SIS100. The cooling schemes of a cw
and a pulsed laser system are compared for carbon ions. The required
cooling time in the SIS100 is much longer compared to the cooling time
in the ESR.
this assumption, the strength of the main processes for laser cooling affecting the trans-
verse phase space are estimated. The intensity limits in the ESR and the SIS100 without
laser cooling are orders of magnitudes above the intensity limitations of the cooling pro-
cess that are presented in the previous section. Thus, this investigation focuses on laser
cooling specific processes and does not investigate general intensity limits of an ion
beam in the accelerator. On the other hand the feasibility of a reduction of the trans-
verse emittance by laser cooling at relativistic beam energies is discussed.
7.3.1 Transverse Laser Heating
Beside the desired momentum transfer in longitudinal direction the spontaneous emis-
sion of a photon causes a transverse momentum change of the ions (see Eq. 3.8). The
random transverse momentum changes result in a transverse diffusion which leads to
a heating of the ion ensemble. The mean absolute value of the momentum change in
transverse direction for a spontaneous emission (see Eq. 3.8) is given by

∆pLFx = D∆pLFy E= piħhλLF · γ · (1+ β). (7.3)
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The transverse momentum transfer in relative coordinates result in

∆x ′= 
∆pLFx 
p0
=


∆δLF

2γ
. (7.4)
The transverse diffusion Dlaserx caused by the ion-photon interaction is calculated by
Langevin’s equation (see Ref. [67]) which is described in more detail for the longitudi-
nal component in Sect. 4.1, and yields
Dlaserx =
〈|∆x ′|〉2 · nscat(δ)
2Trev
. (7.5)
Assuming a Gaussian shaped transverse momentum distribution the diffusion causes a
growth of the transverse emittance εx ,y that is given by
τ−1x ,y =
1
εx ,y
dεx ,y
d t
=


βx ,y

β
εx ,yγ
· nscat(δ)


∆δLF
2
8Trev
. (7.6)
Note, that the value nscat(δ) depends on the longitudinal momentum of the ions. The
laser heating is only experienced by ions that are in resonance with the laser light.
The growth rates of transverse emittance are estimated for carbon ions in the ESR
and titanium ions in the SIS100 which are described in Sect. 7.2. Assuming all ions are
permanently in resonance with the laser light, the growth rates are τ−1x ,y = 2.9 · 10−9 1sec
for titanium ions and τ−1x ,y = 8.3 · 10−8 1sec for carbon ions. Both values are very small
compared to typical heating rates in accelerators. The required time for a noticeable
growth of the transverse emittance by laser heating exceeds typical laser cooling times.
Therefore the transverse laser heating is neglected in the study of laser cooling.
7.3.2 Sympathetic Cooling
Laser cooling directly reduces the longitudinal emittance of the ion beam, but does not
affect the transverse phase space. The transverse and longitudinal motions have to
be coupled in order to reduce the emittance in all dimensions. The simplest coupling
mechanism is the coupling by IBS which is always present. As described in Sect. 2.3
the temperature difference in the longitudinal and transverse degree of freedom leads
to a heat transfer from the transverse to the longitudinal phase space. The transverse
cooling by IBS is called sympathetic cooling and was experimentally demonstrated e.g.
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in Ref. [68]. The cooling rates are calculated by applying the simplified beam parameter
functions (see Eq. 2.32) to the rate equations (see Eq. 2.31)
τ−1x ,y = − q
4Lc
64pi3/2m2ε20β3γ5c
3
0σ
2
x ′ ,y ′ε
3/2
x ,y
q

βx ,y
 · n= −τ−1δ · σ2δ 
βx ,yγ2εx ,y . (7.7)
The horizontal and vertical components are assumed to have equal beam parameters
and the horizontal dispersion is assumed to be negligible small (d2 12 a2). If horizontal
dispersion is taken into account, heat is transfered back from the longitudinal to the
transverse motion and the strength of sympathetic cooling shrinks (see Eq. 2.31).
The sympathetic cooling rate of the transverse coordinate scales linearly with the ion
density. The maximum transverse cooling rate is limited by the highest particle density
that is successfully laser cooled in longitudinal direction.
The highest cooling rate is reached after the scan of the laser resonance. The cw laser
force is close to the center of the bucket and interacts with all ions simultaneously. The
cooling rate is calculated equivalent to the cooling rate of a pulsed laser system (see Eq.
5.5), but with the mean momentum change caused by the cw laser system
τˆ−1cool = − 1Trev ∆δ0 · nscat(0) ·
1
∆ f whm
. (7.8)
Assuming a final bunch configuration where the longitudinal IBS heating fully com-
pensates the longitudinal cooling, the maximum transverse cooling rate is calculated
by
τˆ−1x ,y = τˆ
−1
cool ·
σ2
δ


βx ,y

γ2εx ,y
(7.9)
= − 1
Trev
∆δ0 · nscat(0) · 1
∆ f whm
· σ
2
δ


βx ,y

γ2εx ,y
, (7.10)
where the rms momentum spread has to be σδ ≈ ∆ f whm in order to keep all ions in
resonance with the laser force. The transverse cooling rates of sympathetic cooling for
the two examples described in Sect. 7.2 result in τˆ−1x ,y = 10
−8 1
sec for titanium ions in the
SIS100 and τˆ−1x ,y = 10
−5 1
sec for carbon ions in the ESR. Due to the factor
1
γ2
sympathetic
cooling becomes very inefficient at relativistic ion beams. The transverse cooling rates
are too small for a practical three dimensional cooling by IBS. In addition, IBS rates are
assumed to decrease at ultra low temperatures due to a phase transition to the strongly
coupled regime (see Ref. [69]). Consequently the estimated IBS cooling rates might be
much smaller in reality. In conclusion the change of the transverse emittance by IBS can
be neglected during the laser cooling process for relativistic ion beams.
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7.3.3 Induced Longitudinal-Transverse Coupling
The coupling of the longitudinal and transverse motion by IBS is not strong enough
to efficiently cool all three dimensions of a relativistic ion beam. An induced coupling
is necessary to transfer emittance from the transverse to the longitudinal phase space.
Different coupling mechanisms exist and were studied during laser cooling experiments
of non-relativistic ion beams.
One possible coupling method of the horizontal and longitudinal motion during laser
cooling is to introduce a finite dispersion in the interaction section of the ions with
the laser beam. The momentum change of the resonant interaction of the ion with a
laser photon leads to a shift of the closed orbit by ∆x = D(s) · ∆δLF , where D(s) is
the dispersion function in the interaction section and x the horizontal position of the
ion. A horizontal gradient of the laser force leads to a stronger change of the closed
orbit for particles with a high transverse displacement and consequently a reduction of
the horizontal emittance. A horizontal gradient of the laser force can be realized by a
displacement of the laser beam with respect to the ion beam. This technique is called
"dispersive cooling" and was demonstrated at the TSR in Heidelberg (see Ref. [22, 70]).
Another technique is called "tapered cooling" and applies a horizontal gradient of the
laser frequency to the ion beam (see Ref. [71]).
An induced coupling of the longitudinal and transverse phase space can also be re-
alized independent of the ion laser interaction. A finite dispersion in the section of the
accelerating cavities leads to a closed orbit change during acceleration or deceleration
of the ions. If the sum of the longitudinal and the horizontal tune result in an integer,
the synchro-betatron resonance couples the two coordinates and transfers emittance.
This technique was successfully tested in laser cooling experiments as described in Ref.
[72, 73, 74].
Both methods have proven the three dimensional reduction of the emittance during
laser cooling experiments. However, the techniques were only applied to non-relativistic
beams, where the cw laser force interacts with all ions simultaneously and no scan of
the cw laser force is necessary. Furthermore the longitudinal motion slows down at
relativistic beam energies and makes it difficult to create a synchro-betatron coupling.
In order to evaluate the applicability and efficiency of three dimensional cooling at
relativistic beam energies, detailed numerical simulations are necessary.
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8 Conclusion and Outlook
Doppler laser cooling is a promising technique for the reduction of the longitudinal mo-
mentum spread of relativistic ion beams in circular accelerators. Previous studies of
laser cooling focused on non-relativistic ion beams in low energy storage rings. In this
work the efficiency of the laser cooling process and the underlying particle dynamics for
relativistic beam energies are investigated. This study concentrates on analytic estima-
tions and numerical simulations for the first laser cooling experiments of relativistic ion
beams at the SIS100.
The resonant interaction of ions with laser photons is investigated. The probability of
a spontaneous emission is calculated for a continuous wave and pulsed laser excitation
with the optical Bloch equations. The excitation with a continuous wave laser results
in a strong laser force with a spectral width which is typically three to four orders of
magnitude below the initial momentum spread of a relativistic ion beam. Short laser
pulses increase the spectral width of the laser force but reduce the amplitude of the
force. For the investigation of the cooling process, models of the continuous wave and
the pulsed laser excitation are implemented in a particle tracking code. The tracking
code includes particle-in-cell routines for space charge and intra beam scattering.
The particle dynamics in the longitudinal phase space are analyzed. For the cooling
process with a continuous wave laser system, the laser resonance is scanned from the
ion with the highest oscillation amplitude to the center of the rf bucket. The laser force
interacts with the ions at the bunch boundary and gathers them into a dense ring in
longitudinal phase space. The radius of the dense ring shrinks in the same way as the
laser resonance is scanned to the bucket center. A proper choice of the scan speed is
crucial in order to successfully cool all ions within a short period of time. An analytic
estimation of the optimal scan speed is given. For the cooling process with a pulsed
laser excitation, the laser interacts with all ions simultaneously. The rms momentum
spread decreases exponentially and the bunch profile stays nearly Gaussian during the
whole cooling process. The particle dynamics are well described by rms rate equations.
The cooling times for both cooling schemes are given. If sufficient laser intensities are
available, both cooling schemes give comparable results.
Space charge and intra beam scattering counteract the laser force. During the cooling
process, the ion density increases until space charge fully compensates the applied rf
potential. The complete compensation defines the shortest bunch length that can be
reached during laser cooling. However, the lowest rms momentum spread is not affected
by the compensation of the rf potential but by the heating of intra beam scattering. For
the cooling process with a pulsed laser, the diffusive heating of intra beam scattering
generate a correlation of the final rms momentum spread and the ion intensity, which is
calculated by rms rate equations. For the cooling process with a continuous wave laser,
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intra beam scattering increases the width of the dense ring in phase space, which is
formed by the narrow band laser force. The diffusive heating leads to an increase of the
required cooling time until the heating overcomes the laser force and the cooling process
fails. In addition, the dense ring in phase space becomes unstable in the presence of
space charge. Depending on the bucket configuration and ion intensity, space charge
triggers the microwave instability or the local rf compensation. Both effects lead to
chaotic motion of the ions and a broadening of the dense ring in phase space. The
underlying particle dynamics and ion intensity threshold for both effects are analyzed.
The scaling of the laser cooling process for different beam energies is analyzed. The
laser force that is normalized to the momentum of the ions is approximately constant
for the cooling process of lithium-like ions at different beam energies. However, the
required laser intensity drastically increases for higher beam energies, which becomes
a major challenge for laser cooling at relativistic beam energies. The laser cooling
processes of non-relativistic carbon ions in the ESR and relativistic titanium ions in
the SIS100 are compared. Although the laser force is very similar for both examples,
the cooling time of titanium ions significantly exceeds the cooling time of carbon ions.
The higher initial momentum spread and the lower revolution frequency are the main
reasons for this. The ion intensity limits of both examples are very similar. For carbon
ions the cooling process with a pulsed and a continuous wave laser are competitive
in terms of cooling time and intensity limit. Pulsed laser cooling of titanium ions is
not possible, because the required laser intensity exceeds the typical output power of
available laser sources.
In the future, the presented theoretical results of laser cooling should be compared
to experiments. The influence of different scan speeds of the continuous wave laser
force on the success of the cooling process has not been measured yet. Experimental
data would give a better insight of the ion-photon interaction and the counteracting
intensity effects. In particular, the Schottky spectra of the stable bunch distributions
after the microwave instability and the local rf compensation should be calculated from
numerical simulations. The Schottky monitor is the most accurate measurement device
of the particle dynamics during laser cooling experiments of carbon ions in the ESR.
Similarities of simulated and measured Schottky spectra would prove the existence of
the space charge instabilities presented in this work.
Further research could focus on the reduction of the transverse emittance by dis-
persive or tapered cooling. Detailed three-dimensional simulations would evaluate the
possibility of three-dimensional laser cooling of relativistic ion beams within a reason-
able time.
Finally, the numerical particle-in-cell simulations of laser cooling at relativistic beam
energies can be extended by simulations with direct coulomb interactions between the
ions. The simulations would lead to a better understanding of the transition to ultra-
cold relativistic ion beams and would show if a crystallization of a relativistic ion beam
is possible.
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higher education entrance qualification
Computer and Foreign Language Skills
Good knowledge in Linux and Windows
Programming skills in C, Python, Cython , Mathematica, LATEX, CAD modeling
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Basic knowledge in Latin (5 years at school)
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