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Abstract. In recent years, pattern analysis plays an important role in data min-
ing and recognition, and many variants have been proposed to handle complicated
scenarios. In the literature, it has been quite familiar with high dimensionality of
data samples, but either such characteristics or large data sets have become usual
sense in real-world applications. In this work, an improved maximum margin cri-
terion (MMC) method is introduced firstly. With the new definition of MMC, sev-
eral variants of MMC, including random MMC, layered MMC, 2D2 MMC, are
designed to make adaptive learning applicable. Particularly, the MMC network is
developed to learn deep features of images in light of simple deep networks. Ex-
perimental results on a diversity of data sets demonstrate the discriminant ability
of proposed MMC methods are compenent to be adopted in complicated applica-
tion scenarios.
Keywords: Maximum margin criterion (MMC), adaptive learning, variants of
MMC, MMC Network
1 Introduction
As a promising step, feature extraction has become an important approach to data min-
ing and pattern recognition. And traditional methods usually suffer from intrinsic limi-
tations from characteristics of original data. The first one refers to high-dimensionality
of samples that hinders efficient calcualtion, and the outstanding solutions come down
to direct approach to scatter matrices decomposition. Furthermore, there arise broad in-
terests in large-scale data mining in many real-world applications, and this pushes new
challege for feature analysis and reduction. In terms of such demands, it has become a
vivid research topic to devise improved learning methods to conduct high-dimensional
data with large amount meanwhile.
In the literature, principal component analysis (PCA) [1] and linear discriminant
analysis (LDA) [2] [3] have become popular methods for pattern analysis in statistical
learning theory. To address high-dimensional problem of original data, there has been
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a common sense that reaches the eigen-decomposition of scatter matrices with calcu-
lational tricks of sub-matrices’ multiplications [4]. Besides traditional ratio LDA, there
is another approach to do discriminant analysis with subtraction formalism, i.g., maxi-
mum margin criterion (MMC), while null denominator problem can be avoided [5] [6].
Nevertheless, just like an old Chinese saying goes, ”There would be something else in
loss if something was obtained”. The calculational trick of sub-matrices is unavailable
for MMC anymore, and extra calculations are to be invovled in general. In the previous
work of ours, a direct solution is proposed to handle the calculational limitation of large
discriminant scatter of high-dimensional data for MMC [7]. And discriminant analysis
can be proceeded straightforward while both Sb and Sw scatters are considered together
with preserved efficiency.
In this work, the direct MMC framework is further developed to conduct adaptive
learning, and insensitive to high-dimensionality problem of data in any scenarios. Fur-
thermore, several extensions of MMC are proposed to conduct adaptive classification
of different categories of data. The rest of this paper is organized as follows. The back-
ground knowledge of direct MMC is reviewed in Section 2, while the calculation effi-
ciency is discussed in theory, followed by the details of an improved MMC in Section
3. And then, several extensions of MMC is proposed for applications of different sce-
narios. A set of comparison experiments on discriminant learning are given in Section
4. Finally, the conclusion is draw in Section 5.
2 Direct Maximum Margin Criterion
The original MMC considers the substraction of discriminant scatters of original data.
Given data set X = [x1, x2, · · · , xn] ∈ R
d×n in c classes, the Sb and Sw scatters are
defined as
Sb =
c∑
i=1
ni (mi −m) (mi −m)
T
= XLbX
T
Sw =
c∑
i=1
ni∑
j=1
(xij −mi) (xij −mi)
T
= XLwX
T
(1)
wheremi andm respectively denote the mean data of i-th class and whole data, and ni
denotes the sample amount of i-th class. Besides, the disrciminant scatters can also be
desceibed in graph formula with definition of Laplacian matrices Lb and Lw [8][9]. As
a result, MMC solves the following quadratic optimization objective to find the ideal w,
J (w) = wT (Sb − γSw)w = w
TXLXTw. (2)
Here, γ indicates the trade-off parameter to balance between-class and within-class
scatters, and L refers to the graph Laplacian of MMC [7]. Obviously, the solution to
such objective can be reached via eign-decomposition of J , such as
(Sb − γSw)w = XLX
Tw = λw. (3)
Compared with traditional LDA framework, it is able to avoid rank calamity of scatters
and exceed the restricted bounding of the category of samples. Nevertheless, it is hardly
to be adopted to high-dimensional data, as eigen analysis of large matrix usually leads
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Algorithm 1: The proposed MMC algorithm
Input: Given data points X ∈ Rd×n in c classes, the desired reduced dimensionality r.
Output: Projective directions, wi, i = 1, 2, · · · , r.
1. Calculate between-class scatter Sb and within-class scatter Sw with given data;
2. if The dimensionality of samples < θ then
2.1 Perform spectral decomposition on Sb − γSw, and obtain projective directions
wi, i = 1, 2, · · · , r.
else
2.2 Construct the sample kernel matrixK = XTX , perform spectral
decomposition on KLK, and obtain ETKLKE = Λ;
2.3 Calculate the SVD of XEΛ−
1
2 , and obtain orthogonal matrix U and singular
matrix si, i = 1, 2, · · · , n;
2.4 Set columns of U to wi, i = 1, 2, · · · , r in reverse order.
end
end
to overflow of memory. In light of kernel-view idea, we proposed a direct approach to
efficient discriminant analysis [7], and the whole procedure is given in Algorithm 1.
Though MMC involves the similar discriminant scatters with LDA, the proposed
direct approach is quite distinctive compared with traditional ideas. To avoid extra
branches of execution, an dimensional threshold is added in MMC. If the sample di-
mension is less than the given threshold, standard procedure of MMC would be pro-
ceeded. On the contrary, an efficient calculational idea would be adopted, and sample
kernel K = XTX is constructed to reach the kernel scatter. As a consequence, the
original MMC problem is transformed to
J (e) = eTXT (Sb − γSw)Xe = e
TKLKe, (4)
where K denotes the sample kernel, and e is the resulting orthogonal directions of
MMC. It is noticeable that, the size of decomposed matrix Rd×d is reduced to Rn×n.
Then, the final results can be obtained via calculational tricks of matrix decomposition.
The most distinguishing points mainly come from step 3 and 4. In step 3, the SVD
is proceeded onXEΛ−
1
2 , namely,
XEΛ−
1
2 = USV T , (5)
which is different from tranditional LDA that generally do similar operation on within-
class scatter Sw. Furthermore, the obtained orthogonal vectors ui, i = 1, 2, · · · , n is
sorted in descending order corresponding to discriminant power, though they are actu-
ally adhere to the largest singular values. Thereafter, the final projective directions wi
needs to be reverse vectors of ui in step 4. In addition, a dimensional threshold is ab-
sorbed into original MMC for adaptive dimensionality reduction. That is, the efficient
calculation approach would be referred if dimensionality of original data is larger than
given threshold.
It is demonstrated that, the proposed MMC method is competent to deal with linear
supervised learning in general, while calculational efficiency is preserved. The com-
putational cost mainly depends on O
(
n3
)
for spectral decomposition, compared with
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Algorithm 2: The RMMC algorithm
Input: Given data points X ∈ Rd×n in c classes, the desired reduced dimensionality r,
the dimensional threshold θ for efficient calculation, and the number of selected
samples t.
Output: Projective directions, wi, i = 1, 2, · · · , r.
1. Calculate between-class scatter Sb and within-class scatter Sw with given data;
2. if The dimensionality of samples < θ then
2.1 Perform spectral decomposition on Sb − γSw, and obtain projective directions
wi, i = 1, 2, · · · , r.
else
2.2 Randomly select t samples A = [xa1, xa2, · · · , xat] from whole data,
construct the sample kernel matrixM = ATX , and discriminant scatter
MLMT .
2.3 Follow the similar steps of MMC, and obtain wi, i = 1, 2, · · · , r.
end
end
O
(
d3
)
of original MMC. For convenience, such approach is called MMC directly in
this context. Nevertheless, there also exists some exceptions that n is still large for direct
calculation of big data, and efficiency is unable to be reached. In terms of this limitation,
an improved MMC is designed in this work to make supplement of the previous work
of ours. The main improvement refers to construction of sample kernel in MMC, and
a subset of whole samples are picked up to form the kernel matrix for following step
[10]. Suppose that there are t samples are selected, the whole procedure is summarized
as random MMC (RMMC) in Algorithm 2. Obviously, the computational complexity
reduces to O
(
t3
)
in this improved procedure, and the theoretical basis can be derived.
3 Adaptive Learning of MMC
As progress of information technology, there are diversity of handled data categories
and application scenarios. The goal of adaptive learning is to exploit the intrinsic pat-
terns of data with different analysis demands in a unified framework as possible.
3.1 Layered MMC and 2D MMC
With a multi-layer structure, it is believed that the hidden features can be exploited
by enlarging original ones from data [11]. More specifically, a median layer is added to
transform each data into a much high-dimensional space, and reduced in following steps
with general feature learning. Supposed that there is a given data x, the transformation
can be formalized as
x 7→ h (x) ,Rd 7→ Rg (6)
where h (·) denotes the data transformation from original space with dimensionality d to
a much higher dimensionality g in general. Obviously, such approach is quite identical
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Algorithm 3: The single LMMC algorithm
Input: Given data points X ∈ Rd×n in c classes, the desired reduced dimensionality r,
the dimensional threshold θ for efficient calculation, the median dimensionm, and
the number of selected samples t.
Output: Projective directions, wi, i = 1, 2, · · · , r.
1. Calculate between-class scatter Sb and within-class scatter Sw with given data;
2. if The dimensionality of samples < θ then
2.1 Perform spectral decomposition on Sb − γSw, and obtain projective directions
wi, i = 1, 2, · · · , r.
else
2.2 Construct the random projection matrix P ∈ Rd×g , randomly select t
samples A = [xa1, xa2, · · · , xat] from whole data, and calculate the projection
matrix B = PP T .
2.3 Construct the sample kernel matrixM = ATBX , and discriminant scatter
MLMT .
2.3 Follow the similar steps of MMC, and obtain wi, i = 1, 2, · · · , r.
end
end
Algorithm 4: The 2D2MMC algorithm
Input: Given each 2D data xi ∈ R
α×β , i = 1, 2, · · · , n, in c classes, the desired reduced
dimensionality l and r, the dimensional threshold θ for efficient calculation.
Output: Bi-directional projective directions, pi, qj , i = 1, 2, · · · , l, j = 1, 2, · · · , r.
1. Calculate 2D scatters of column and row (left and right) directions: Sbl ∈ R
d1×d1 ,
Sbr ∈ R
d2×d2 , Swl ∈ R
d1×d1 , Swr ∈ R
d2×d2 with given 2D data;
2. Calculate row projective directions:
if The length of height d1 < θ then
2.1 Perform spectral decomposition on Sbl − γSwl, and obtain projective directions
pi, i = 1, 2, · · · , l.
else
2.2 Construct the randomly reduced scatters with lower height as done in MMC.
2.3 Follow the similar steps of MMC, and obtain pi, i = 1, 2, · · · , l.
end
end
3. Calculate column projective directions:
if The length of width d2 < θ then
3.1 Perform spectral decomposition on Sbr − γSwr , and obtain projective directions
qi, i = 1, 2, · · · , r.
else
3.2 Construct the randomly reduced scatters with shorter width as done in MMC.
3.3 Follow the similar steps of MMC, and obtain qi, i = 1, 2, · · · , r.
end
end
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with kernel learning framework, and can be conduced as a median learning step, e.g.,
h (x) = Bx, B = PPT . (7)
Here, P ∈ Rd×g denotes the linear transformation directions. For the more specific
scenarios, it can be defined as a collaborative learning combined with a nonlinear map-
ping f (x) and a linear projection and P , which has been employed in extreme learning
machine (ELM) [11]. Surprisingly, it is learned that there is a little disparity among
different layered approches for MMC. The whole procedure of layered MMC is given
as LMMC algorithm.
Algorithm 5: The single L2D2MMC algorithm
Input: Given each 2D data xi ∈ R
α×β , i = 1, 2, · · · , n, in c classes, the desired reduced
dimensionality l and r, the dimensional threshold θ for efficient calculation.
Output: Bi-directional projective directions, pi, qj , i = 1, 2, · · · , l, j = 1, 2, · · · , r.
1. Calculate 2D scatters of column and row (left and right) directions: Sbl ∈ R
d1×d1 ,
Sbr ∈ R
d2×d2 , Swl ∈ R
d1×d1 , Swr ∈ R
d2×d2 with given 2D data;
2. Construct the random matrix P ∈ Rh1×d1 and Q ∈ Rh2×d2, and transform orignal
scatters into high-dimensional spaces.
3. Calculate row projective directions:
if The length of height d1 < θ then
3.1 Perform spectral decomposition on Sbl − γSwl, and obtain projective directions
pi, i = 1, 2, · · · , l.
else
3.2 Follow the similar steps of RMMC, and perform the economical calculations
with randomly select sample data. Obtain pi, i = 1, 2, · · · , l.
end
end
4. Calculate column projective directions:
if The length of width d2 < θ then
4.1 Perform spectral decomposition on Sbr − γSwr , and obtain projective directions
qi, i = 1, 2, · · · , r.
else
4.2 Follow the similar steps of RMMC, and perform the economical calculations
with randomly select sample data. Obtain qi, i = 1, 2, · · · , r.
end
end
On the other hand, there are lots of real-world applications intuitively refer to multi-
dimensional media information, e.g., images, videos, which rely on surface of 2D-
dimensional space. In order to handle those kinds of data directly, some 2D based meth-
ods are to make learning succinct, e.g., two-dimensional PCA [12][13], two-dimensional
LDA [14][15][16]. In general, 2D raw data x ∈ Rm×n is involved to find reflecting in-
formation between rows of images, e.g., y = xV . As the original 2D methods that
calculate the single direction for feature extraction [12][14], two-directional & two-
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dimensional methods, e.g., 2D2PCA [13] and 2D2LDA [15][16], are proposed to ad-
dress the limitation of single-directional learning.
In terms of this consideration, 2D2MMC is devised as a natural extension of origi-
nal MMC. The main difference between 2D2MMC and original ones is on the fact that
2D data are referred in construction of scatters, while certain steps need to be modi-
fied correspondingly. For a given 2D data x ∈ Rd1×d2 , it aims to find bi-directional
projections P ∈ Rd1×l andQ ∈ Rd2×r, and yields a smaller 2D data y ∈ Rl×r, e.g.,
y = PTxQ. (8)
The calculation of P andQ is mainly based on construction of 2D scatters with respect
to MMC, e.g.,
Sbl =
c∑
i=1
ni
(
m2i −m
2
) (
m2i −m
2
)T
Swl =
c∑
i=1
ni∑
j=1
(
x2ij −m
2
i
) (
x2ij −m
2
i
)T
Sbr =
c∑
i=1
ni
(
m2i −m
2
)T (
m2i −m
2
)
Swr =
c∑
i=1
ni∑
j=1
(
x2ij −m
2
i
)T (
x2ij −m
2
i
)
. (9)
Here, Sbl, Swl, Sbr and Swr indicate the 2D scatters with respect to left and right di-
rections,m2i andm
2 denote the 2D data of the i-th intra-class mean and the total mean
respectively, and x2ij denotes the j-th 2D data belonging to i-th class. Then, the desired
P andQ can be obtained with standard process of MMC, e.g.,
J (p) = pT (Sbl − γSwl) p
J (q) = qT (Sbr − γSwr) q.
(10)
and the whole procedure is summarized as 2D2MMC algorithm.
Similarly, it is also feasible to employ a dimension threshold to ensure the calcula-
tional efficiency, especially if large 2D data are referred, e.g., high-resolution images.
The related dimension of directional side is reduced with data kernel if the original
length (α or β) is larger than threshold θ. By an example, this can be done with ran-
domly selected rows (or columns) of 2D sample data. Furthermore, it is straightfor-
ward to extend original 2D methods to layered ones. Due to limited space, only the
layered 2D2MMC is discussed here. The main branches are quite similar to LMMC
algorithm, that is, row and column projections are transformed into high-dimensional
space firstly, and followed by MMC approach. The differences come from the han-
dling of high dimensionality of mapped 2D data, which can also be conducted with
solution of RMMC similarly. Instead, only one sample data is generally selected to
apply economical calculations, and partial columns (or rows) are employed. The sin-
gle layered-2D2MMC (L2D2MMC) is summarized in Algorithm 5. As a consequence,
multi-layered 2D2MMC can be deduced easily, and is able to be proceeded in hierar-
chical structures of sequential networks.
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3.2 MMC Network
Inspired by convolution neural network (CNN), PCA Network (PCA-Net) is able to
learn classification features of images with a very simple deep learning network [17].
Nevertheless, the composition of PCA-Net is only the very basic data processing com-
ponents: cascaded principal component analysis (PCA), binary hashing, and block-
wise histograms. In the PCA-Net architecture, PCA is adopted to learn multistage filter
banks, followed by simple binary hashing and block histograms for indexing and pool-
ing. With easy and efficient implementation, PCA-Net has been widely employed to
learn deep features of objects. Obviously, it is straightforward to extend PCA-Net to
MMC, e.g., MMC Network (MMC-Net).
For each image data xi ∈ R
m×n, an image patch is taken around each pixel with
size of k1 × k2 as the manners of local binary patterns (LBP) [18]. As a consequence,
there are m × n vectorized patches picked up from xi, i.e., xi,1, xi,2, · · · , xi,mn ∈
Rk1k2 . Assume that the mean-removed patches of each image is indicated by X˜ . Then,
the class mean and intra-class scatter of k-th category with nk images can be defined as
mk =
1
nk
∑
i∈ck
X˜i
Sφ =
1
nk
∑
i∈ck
(
X˜i −mk
)(
X˜i −mk
)T
.
(11)
Similarly, the inter-class scatter of image patches belonging to different categories can
be defined as
Sψ =
1
nc
c∑
c=1
(mk −m) (mk −m)
T
, (12)
where m indicates the mean of class means. With the repeated PCA-Net stage, the
output is composed of hashing and histogram of input images.
4 Experiments
In this section, several experiments are performed to evaluate the performance of pro-
posed MMC methods4. First of all, the ability of linear feature extraction is tested,
and three data sets, namely SUN scene categorization database5 [19], MNIST digit
database6 [20], and STL-10 data set [22], are involved.
In the SUN database [19], the deep features of each image are extracted by keras
toolkit7 with pre-learned VGG-16 model of imagenet, and a 512 dimensional feature is
obtained to describe each image. Among all categories, random 100 classes are selected
to be employed in experiments, and random half images of each class are used for
training and testing, respectively. Among image data of each digit in theMNIST data set
[20], 2,000 images in training data are randomly selected to form training set, while 500
4 The implementations are available at: http://mch.one/resources
5 http://vision.princeton.edu/projects/2010/SUN
6 http://yann.lecun.com/exdb/mnist
7 https://keras.io
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Fig. 1. The results of different methods on three data sets. (a) Experimental results on SUN
database. (b) Experimental results on MNIST database. (c) Experimental results on STL-10 data
set.
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images in testing data are used for testing stage. As a consequence, the total training set
are organized by 20,000 images, while testing set contains 5,000 images. Furthermore,
the simple sparse coding features of MNIST data are adopted to make an improvement
for classification [21]. For STL-10 data set [22], the deep representation of each image
with target coding is employed in experiments [23], and a 255 dimensional feature is
adopted for each data. Similarly, separate 2,000 and 500 data from each training and
testing categories are randomly selected to be training and testing set correspondingly.
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Fig. 2. The results of different 2D methods on three data sets. (a) Experimental results on ALOI
database. (b) Experimental results on MNIST database.
The results on different data sets are shown in Fig. 1. For simplicity, the amount
of randomly selected samples are set to be double quantity of reduced dimension r
for RMMC algorithm. In terms of results, PCA can present stable results for SUN and
MNIST data sets, but cannot learn discriminative information with unsupervised fea-
tures. Similarly, LDA is only up to discriminant analysis for two data sets. The results
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of RMMC gets close to the best ones, while MMC is incompetent to pattern analysis
comparedwith other linear methods for SUN database. Especially, MMC is hardly to be
proceeded for MNIST in our experiments with both high dimensionality and large sam-
ple amount, which can be accomplished by RMMC instead. Furthermore, RMMC is
able to reach results approximate to MMC in most cases, but much more efficiency can
be preserved. For the layered MMC algorhtms, stable performance are still available,
and deeper layers lead to better recogniton performance except for SUN data set.
In the second experiment, the discriminant ability of 2D features are evaluated,
while the ALOI8 and MNIST databases are involved. In the ALOI data set, [24], the
whole data are combined while the original order of data is disordered, and then a
subset of 50 categories are randomly selected to be involved into experiments. For each
category of object, separate 18 and 54 images are randomly picked up to form a small
training set compared with testing set of remaining images. For each digit of MNIST,
2,000 and 500 images from training and testing sets are randomly selected to be 2D
data, respectively. Since most methods give the close results in different dimensions,
the bar chart is adopted to illustrated the results in Fig. 2.
As experimental results shown, the discriminant ability of different 2D methods
are quite close to each other for ALOI data set. And the best result is contributed by
2DLDA with 95.89%, followed by 95.63% of 2D2PCA. Nevertheless, it is noticeable
that, 2DMMC can obtain close result 91.7%, and 2D2MMC is able to reach 95.37%.
In other words, MMC methods can attain similar performance to other methods. For
MNIST database, 2DPCA presents the best result of 95.44%, and other methods are
hardly to reach above 90%. On the contrary, the results from 2D2LDA and 2DMMC
are pessimistic among all algorithms, but hopefully, 2D2MMC can still get close recog-
nition results to 2D2PCA method.
In the third experiment, different dimensionality reduction methods are adopted to
learn deep neural network structures, i.g., PCA, LDA and MMC Networks, are in-
volved. Two data sets, MNIST and ALOI, are involved in this experiment. For each
digit in MNIST, 100 images are randomly selected from training and testing sets, while
random 30 categories are selected from ALOI data set with reshaped size of 30×30. To
reduce calculational complexity, three stages only are employed to learn the filter banks,
and number of filters are set to be eight. With different size of patch sizes, it is able to
disclose the intrinsic affection on subspace neural networks. The experimental results
of patch sizes of 3, 4, 5 on two data sets are shown in Fig. 3. In terms of the results,
there are few differences among three methods, and both LDA-Net and MMC-Net can
reach better results in the stage of dimensionality reduction compared with PCA-Net.
Furthermore, it seems that quite similar performance can be obtained with small patch
sizes.
5 Conclusion
As a classical learning method, MMC is quite popular in various fields of data mining
and pattern analysis, as well as its ubiquitous applications in intelligent computing. In
8 http://aloi.science.uva.nl
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Fig. 3. The results of different 2D methods on three data sets. (a) Experimental results on MNIST
data set. (b) Experimental results on ALOI data set.
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this work, a direct MMC approach is given firstly, and then several variants of MMC are
degisned for adaptive learning, i.g., random MMC, layered MMC, 2D2 based MMC.
Inspired by PCA Network, a MMC network method is proposed to make simple deep
learning applicable. Experiments on several data sets demonstrate comparable perfor-
mance of proposed methods for applications of different categories of data types, and it
is compenent to learn the associated patterns for adaptive recognition.
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