This paper uses the Specific-to-General methodological approach that is widely used in science, in which problems with existing theories are resolved as the need arises, to illustrate a number of important developments in the modelling of univariate and multivariate financial volatility. Twenty frequently arising issues in analysing timevarying univariate and multivariate conditional volatility and stochastic volatility are discussed. In view of some of these difficulties, including the number of parameters to be estimated, and the computational complexities associated with multivariate conditional volatility models and both univariate and multivariate stochastic volatility models, automated inference is argued to be unhelpful to modelling in empirical financial econometrics. Some suggestions for future research are also presented. 
Introduction
Three important facts in econometric modelling are:
1. An estimator that is never used has zero efficiency. 2. A test that is never used has zero power.
3. An automated modelling method that is never used has zero value.
These factual statements, and their corollaries relating to the infrequent use of certain estimators, tests and modelling strategies, would seem to be so self evident as to form an implicit code for empirical econometrics. In fact, as such statements are frequently ignored in practice, they are probably seen more as guidelines than regulations. However they might be perceived, these facts relate to two important aspects of econometric modelling, namely estimation and testing, as well as to any automated modelling strategy based on estimation and testing.
Estimation and testing have a long and sometimes controversial history in econometrics.
These issues are not the primary purpose of discussion in this paper. Estimation and testing are presented in order to discuss various aspects of automated inference and learning in modelling financial volatility. The dialog concerning the General-to-Specific (or Gets) modelling approach by Granger and Hendry (2004) is concerned with a new tool for econometric modelling. As compared with the Specific-to-General (or Stog) approach that is more standard in science (see, for example, Keuzenkamp and McAleer (1995) for a discussion of these two approaches), Gets would seem to be useful for stationary and non-stationary time series data of the conditional mean.
One of the primary purposes of this paper is to illustrate aspects of the Stog methodological approach in the context of modelling financial volatility from 1982 to the present. This literature has typically been concerned with developing and estimating models, even before their structural properties, including the analysis of regularity and moment conditions, and the statistical properties of the estimators, have been established.
A critical aspect of the financial volatility literature is that problems with existing theories are resolved through finding solutions as the need arises. This approach is entirely consistent with scientific progress.
Many of the problems to be considered in this paper either do not arise or have not been considered in the Gets approach. This is not intended as a criticism of Gets, but rather as an indication of the empirical models which might not be encountered by users of any such program. To illustrate, the following words that are widely used in analyzing financial data do not appear in the dialog in Granger and Hendry (2003) : ARCH, asymmetric, asymmetry, continuous, diffusion, exponential, extreme, GARCH, high frequency, kurtosis, leptokurtosis, leverage, multivariate, nonnormality, non-normality, outliers, returns, skewness, spurious, stochastic, ultra-high frequency, and volatility; and there is only one reference to each of the following words: moments (in the context of IV estimation in Question 1) and risk (in Question 13). These important aspects of modelling financial data do not seem to have been accommodated in the Gets approach.
The number of parameters to be estimated, and the computational difficulties associated with estimating multivariate conditional volatility models and both univariate and multivariate stochastic volatility models, are fundamental to the determination of a specific functional form for volatility. In practice, the dynamic specifications of both GARCH and SV models are frequently determined prior to estimation. Therefore, there would seem to be little or no role for automated model selection techniques in modelling financial volatility.
Knowledge accumulation and methodology in the philosophy of science have a long history. Dharmapala and McAleer (1996) discuss econometric methodology in the philosophy of science in terms of the traditional, instrumentalist and Popperian falsificationist approaches. The critical methodological analyses of various papers in Zellner, Keuzenkamp and McAleer (2001) provide alternative perspectives on the philosophy of science with regard to simplicity, inference and modelling.
The plan of the remainder of the paper is as follows. Section 2 discusses some aspects of knowledge and wisdom, and whether automated procedures assist in the acquisition of knowledge. Various univariate and multivariate conditional and stochastic volatility models are presented in Section 3 according to the problems they were intended to solve.
Twenty frequently arising issues in modelling univariate and multivariate GARCH and SV are discussed in Section 4. Some suggestions for future research are presented in Section 5. Automated inference should not be confused with automated learning. One does not imply the other. Moreover, the quote from James Brown makes it clear that the student is rarely as well informed as the master. This is almost certainly the case with users of the Gets program compared with its developer.
Knowledge and Wisdom
Education is intricately intertwined with knowledge, wisdom, imagination and learning.
We learn from our mistakes, sometimes agonizingly slowly, but we learn nonetheless. It is not clear how automated methods of modelling can teach us how to learn from mistakes in the gaining of wisdom. Perhaps this should be a requirement for automated methods.
Univariate and Multivariate Conditional and Stochastic Volatility Models
Value-at-Risk (VaR) models, which are widely used in the finance industry, are dependent upon specific models of GARCH and SV, as well as the distributions of the underlying shocks. It is possible to capture the evolution of the underlying distributions using a combination of GARCH, SV and Value-at-Risk (VaR) models. As the problems arising from modelling univariate and multivariate GARCH and SV volatility models will affect the VaR thresholds, it is important to understand how frequently arising problems can affect the estimation and analysis of the GARCH and SV models.
This section provides a critical analysis of the development of some important univariate and multivariate GARCH and SV models of financial volatility, including the specification of the models. The structural properties of the models and the statistical properties of the estimators are summarized in Section 4. Several of these models are already available in standard econometric software packages such as RATS and EViews.
Constant Conditional Correlation GARCH Models
The typical specifications underlying the multivariate conditional mean and conditional variance in returns are given as follows: , m is number of returns, and t = 1,…,n. Bollerslev's (1990) constant conditional correlation (CCC) model assumes that the conditional variance for each return, it h , i = 1,…,m, follows a univariate GARCH process (see Engle (1982) and Bollerslev (1986) ), that is, The conditional correlation matrix of CCC is 
where The parameters of models (1), (2), (3) and (4) are typically obtained by maximum likelihood estimation (MLE) using a joint normal density, namely,
where θ denotes the vector of parameters to be estimated in the conditional log-likelihood function, and t Q denotes the determinant of t Q . When η t does not follow a joint multivariate normal distribution, equation (5) is defined as the Quasi-MLE (QMLE).
When the number of returns is m = 1, the univariate equivalent of (1) becomes: An alternative specification that accommodates asymmetries between positive and negative shocks is the EGARCH model of Nelson (1991) , namely
which models the logarithm of conditional volatility. Unlike GARCH and GJR, EGARCH in (8) uses the standardized residuals rather than the unconditional shocks.
Nelson (1991) derived the log-moment condition for GARCH(1,1) as
which is important in deriving the statistical properties of the QMLE. Ling and McAleer (2002a) established the log-moment condition for GJR(1,1) as
Time-varying Conditional Correlation GARCH Models
Conditional volatility models are concerned with the second moments of the shocks to returns. Although such shocks are typically assumed to be independent, they are likely to be dependent in practice. Unless t η is a sequence of iid random vectors, the assumption of constant conditional correlation will not be valid, so that
and t = 1,…,n. Engle and Kroner (1995) developed the BEKK model to capture the time-varying behaviour of conditional covariances, as follows:
where the second term in (11) is singular. In addition to including a large number of parameters, which leads to serious computational difficulties, BEKK models the dynamic conditional covariances rather than what is of primary interest to practitioners in finance, namely the dynamic conditional correlations. In the specific model given in (11), BEKK can be interpreted as accommodating serial correlation in the standardized residuals of unknown form. Although it was not considered in Engle and Kroner (1995) , the dynamic conditional correlations associated with BEKK can be derived from
In order to capture the dynamics of time-varying conditional correlation, t Γ , Engle (2002) and Tse and Tsui (2002) The DCC model is given by:
where the second term in (12) is singular, and 1 θ and 2 θ are scalar parameters to capture the dynamics. As t Z in (12) is conditional on the vector of standardized residuals, (12) should be the conditional covariance matrix, and hence also the conditional correlation matrix. However, as (12) does not satisfy the definition of a conditional correlation matrix, Engle (2002) calculates what is stated to be the dynamic conditional correlation matrix as follows:
Although it is not stated in Engle (2002) , the standardization of t Z in (13) is required because the standardized residuals in the DCC model are not independently distributed.
The VCC model uses a transformation of the standardized shocks to estimate the timevarying conditional correlations, namely
where the typical element in the non-singular second term, which is a lagged conditional correlation matrix, is given by:
No standardization of (14) is required because it satisfies the definition of a conditional correlation matrix under the stated assumptions. The primary difference between DCC and VCC is that (13) standardizes t
Z to obtain what is stated to be the dynamic conditional correlation matrix, whereas VCC estimates the time-varying conditional correlation matrix directly in (14). proposed the Generalized Autoregressive Conditional Correlation (GARCC) model which, unlike the DCC and VCC models, motivates the dynamic structure of the conditional correlations explicitly through serial correlation in the vector of standardized shocks. They showed that, if t η follows an autoregressive process rather than being a sequence of independently and identically distributed random vectors, that
a more general dynamic model than DCC and VCC can be obtained when ∞ → L , as follows:
where 1 Φ and 2 Φ are m m × matrices. showed that (16) is the dynamic conditional covariance matrix of the standardized residuals, which are not independently distributed because of the presence of serial correlation in (15). The GARCC conditional correlation matrix is obtained as:
which makes clear the importance of recognising the serial correlation in the vector of standardized residuals. Asymmetric effects can be accommodated in GARCC by modifying the conditional covariance matrix in (16) with the indicator function in (4) to produce the asymmetric GARCC model.
There has been a plethora of extensions to the DCC model. Engle (2002) and Hafner and Franses (2003) suggested more general specifications in which the scalar parameters in DCC were replaced by different matrices in order to relax the restrictions implicit in (12).
Cappiello et al. (2003) introduced asymmetry into the correlation dynamics of DCC. and modified the generalized DCC models of Engle (2002) and Hafner and Franses (2003) to develop more flexible DCC models which partition groups (or blocks) of financial commodities into subsets with common dynamic conditional correlations.
Univariate and Multivariate SV Models
In the continuous time SV model, both the asset price and volatility follow diffusion processes, with the logarithm of volatility following the Ornstein-Uhlenbeck process. By using the discrete time approximation to the continuous time SV model and the strong solution of the Ornstein-Uhlenbeck process, the discrete time formulation of the univariate SV model for t = 1,…,n can be represented as an extension of a simple discrete time model in Taylor (1986) , namely:
in which the returns to a financial asset in (18) The shocks to returns and volatility may be contemporaneously correlated. The correlation coefficient, ρ , is expected to be negative so as to capture the dynamic leverage between the shocks to returns and shocks to volatility through changes in the debt-equity ratio (for further discussion, see Black (1976) and Christie (1982) 
The off-diagonal terms in Φ in (23) This independence assumption could be relaxed such that the shocks to returns in (22) are generated by an autoregressive process, as follows:
The presence of serially dependent processes can affect the outcome and interpretation of the multivariate leverage effect in (24) and (25), such that the dynamic correlation matrix of the vector of shocks to returns would follow a specific functional form. Danielsson (1994) considered the special case m = 1 and L = 1, while McAleer and Yu (2004) examined the more general multivariate case in (26).
If the vector of shocks to volatility in (23) were also correlated over time, the dynamic leverage given in (24) and (25) 
Twenty Frequently Arising Issues in Modelling GARCH and SV
The following discussion presents twenty frequently arising issues in the specification, estimation and testing of GARCH and SV models.
(1) Theoretical Development:
Predominantly continuous time
The original development and subsequent extensions of GARCH models have been predominantly in a discrete time framework. While SV models have typically been derived in a continuous time framework, they have been estimated using both high frequency and ultra-high frequency data. As an exception to the rule, Nelson (1990) investigated ARCH models as an approximation to continuous time SV models, and
showed that a class of exponential GARCH (EGARCH) models could approximate a range of stochastic differential equations.
(2) Decomposition of Returns:
(GARCH) Additive and independent of volatility (SV)
Multiplicative and dependent on volatility It is clear from equation (1) that the GARCH decomposition of returns is additive and independent of volatility, whereas the SV decomposition of returns in (18) (equivalently,
) is multiplicative and dependent on volatility. The exception to the independent decomposition between returns and volatility is the GARCH-in-mean (GARCH-M) specification, which introduces risk into the conditional mean equation in a similar manner as that of the SV model. In both types of decompositions, the shocks to returns are, in virtually all cases, assumed to be independently distributed.
(3) Specification of Conditional Mean:
(GARCH) Arbitrary (SV) Diffusion process
The conditional mean specification is, in general, arbitrary for GARCH models of the conditional volatility, as in (1), whereas it is derived analytically for the SV model, as in (18). Various modifications to the conditional means in both models are possible (see, for example, Asai and McAleer (2003a) , who introduced holiday effects into the univariate conditional mean of the SV model).
(4) Specification of Volatility:
As in the case of the conditional mean specification, the conditional variance, conditional covariance and conditional correlation specifications are also generally arbitrary for GARCH models, as in (2), (3), (4), (8), (11), (12), (14) and (16) Ding et al. (1993) .
In comparison with the various GARCH models that are available, SV models are based on stationary processes.
(7) Unconditional Variance:
The log-moment condition, as given in (9) and (10) for the GARCH(1,1) and GJR(1,1) models, respectively, is a weak regularity condition that does not require the existence of moments. This result makes it clear that the unconditional variance of the shocks to returns can be infinite for GARCH models, and hence fat-tailed distributions are likely to be more appropriate than their normal counterpart. In comparison, SV models are based on stationary processes so that the unconditional variance of shocks to returns is finite.
(8) Asymmetric and Dynamic Leverage Effects: (GARCH) EGARCH, GJR and threshold effects (SV)
Dynamic leverage and threshold effects
The two most popular asymmetric GARCH models are the threshold GJR model of Glosten et al. (1992) and the EGARCH model of Nelson (1991) . The structural properties of the GJR(1,1) model were established by Ling and McAleer (2002a) , who showed that the necessary and sufficient condition for ( ) (8), Nelson (1991) showed that 1 1 < β ensures stationarity and ergodicity for EGARCH(1,1). Caporin and McAleer (2004a) incorporated dynamic asymmetric effects into the GARCH model to distinguish between small and large positive and negative shocks.
As compared with the GARCH literature, the interpretation of asymmetric and leverage effects in SV models is not entirely clear. Jacquier et al. (2004) undertook a Bayesian analysis of a discrete time univariate SV model with fat-tails and correlated errors, but Yu (2004) showed that it was not clear how to ensure or interpret the leverage effect in their model. Asai and McAleer (2003b) examined two methods for modelling asymmetries in SV models, namely the indicator function threshold effects approach of Glosten et al. (1992) , as suggested by Harvey and Shephard (1996) , and the dynamic leverage effects given in equations (21) and (25) MCL and Bayesian MCMC are consistent and asymptotically normal Weiss (1986) and Pantula (1989) analysed the statistical properties of the ARCH(p) model, and established the consistency and asymptotic normality of the QMLE under the existence of fourth moments of the unconditional shocks. These results were followed by a host of other developments, specifically related to the sufficient conditions for the consistency and asymptotic normality of the QMLE for GARCH(p,q) models. The fourth (sixth) moment is sufficient for the local (global) QMLE to be asymptotically normal (Ling and McAleer (2003) ). The log-moment condition in (9), as well as its generalization to GARCH(p,q), are sufficient for consistency of the QMLE of univariate and multivariate GARCH models (Jeantheau (1998) ), and sufficient for asymptotic normality of the QMLE of univariate GARCH models (Boussama (2000) ). The sufficient conditions for consistency and asymptotic normality of the GJR(1,1) model were established by McAleer et al. (2002) , while those for GJR(p,q) may be obtained as a special case of the results for ARMA-AGARCH in Chan et al. (2002) . By comparison, the statistical properties of the univariate and multivariate EGARCH models (Nelson (1991)) have not yet been formally developed. However, as the innovations in EGARCH are assumed to be independently and identically distributed, the statistical properties of univariate EGARCH are likely to be natural extensions of univariate ARMA processes.
For the case p = q = 1 in (8), Shephard (1996) by Fridman and Harris (1998) and Watanabe (1999) , while the optimal Monte Carlo maximum likelihood method based on 2 log t y has been proposed by Sandmann and Koopman (1998) . Jacquier, Polson and Rossi (1994) proposed a Bayesian MCMC technique based on a single-move sampler which requires sampling each t h in (18). Two methods are more efficient that the single-move sampler, namely the multi-move sampler of Shephard and Pitt (1997) , and the integration sampler of Kim, Shephard and Chib (1998) and Chib, Nardari and Shephard (2002) . These numerical likelihood and Bayesian MCMC techniques yield estimators that are consistent and asymptotically normal.
(10) Persistence:
(GARCH) Higher than for SV models (SV)
Lower than for GARCH models
In empirical research, it has generally been found that the persistence of shocks to volatility is captured reasonably well by simple GARCH and SV models. The persistence of shocks needs to be modelled accurately as this can affect the structural, asymptotic and empirical properties of estimated volatility models. For example, although the long run persistence need not be less than unity for the QMLE of the GARCH(1,1) model to be consistent and asymptotically normal, an excessively high long run persistence can lead to the log-moment condition being violated. Taylor (1994) and Shephard (1996) , among others, have found that the persistence in volatility implied by GARCH(1,1) models is, in general, higher than the persistence implied by AR(1) SV models.
(11) Leptokurtosis:
Distributions are typically adequate
Empirical research has also found that the kurtosis in the distributions of shocks is captured reasonably well by simple GARCH and SV models. Although normality is not necessary for the consistency or asymptotic normality of the QMLE for GARCH models, the QMLE can be inefficient when the standardized shocks are not normal. Moreover, whether the distribution of the shocks is normal or fat-tailed can affect inferences arising from empirical volatility models. Shephard (1996) , among others, has found that the assumption of normality is adequate for the AR(1) SV model, while a fat-tailed distribution, such as Student t, is required in order to make the GARCH(1,1) model comparable with its SV counterpart. Carnero et al. (2004) found that the AR(1) SV model is more flexible than its GARCH(1,1) counterpart in representing simultaneously the persistence of shocks and excess kurtosis implied by these models. Outliers have a long history in statistics, but far less so in econometrics. Chow (1960) Spurious has the connotation of lacking genuine content. For example, a regression involving non-stationary processes may be deemed spurious because the statistical significance is based on an inappropriate asymptotic distribution. In financial econometrics, sequential outliers can also affect the structural and statistical properties of the QMLE of GARCH models. Volatility may be spurious if it is found to be statistically significant even though it does not exist. An empirical finding of spurious volatility is less likely to depend on the use of an incorrect asymptotic distribution than on biases arising from the presence of sequential outliers.
If sequential outliers are not deleted, they may mimic volatility that does not exist, thereby leading to the problem of spurious volatility. Bollerslev et al. (1988) , the vech (or VAR) model of Engle and Kroner (1995) , CCC, BEKK, VARMA-GARCH, VARMA-AGARCH, DCC, VCC, GARCC, asymmetric DCC, various generalized DCC models, flexible DCC, and asymmetric GARCC. established the structural properties of GARCC, which include the necessary and sufficient conditions for stationarity and ergodicity, and sufficient conditions for the existence of moments.
In comparison with the expansive research in multivariate GARCH models, there have been very few analyses of multivariate SV models. The first multivariate SV approach seems to have been an extension of the univariate SV model by Harvey et al. (1994) , in which there was no leverage effect, no interdependence (or spillovers) across stochastic volatilities, and no dynamic correlations of shocks within and between the returns and stochastic volatility equations. Alternative multivariate SV models have been analysed and developed by Rossi (1995, 1999) , Chib, Nardari and Shephard (2001) , Chan, Kohn and Kirby (2003) , and McAleer and Yu (2004) .
(16) Estimation of Multivariate Models:
The QMLE method has typically been used to maximize the conditional likelihood To state the obvious, the problems inherent in estimating univariate SV models are exacerbated for their multivariate counterparts. The most common method of estimation of multivariate SV models is the Bayesian MCMC method, with the high dimensionality of the models being a serious practical problem. These multivariate Bayesian MCMC techniques yield estimators that are consistent and asymptotically normal.
(17) Statistical Properties of Multivariate Models:
(GARCH) QMLE are consistent and asymptotically normal (SV) Bayesian MCMC are consistent and asymptotically normal Although there are many multivariate GARCH models, there are few papers that have examined the structural properties of the models and the statistical properties of the estimators. Ling and McAleer (2003) showed that the multivariate second moment was sufficient for consistency of the QMLE for the VARMA-GARCH model. Chan et al. (2002) and established the consistency of the QMLE for the VARMA-AGARCH and GARCC models, respectively, under appropriate multivariate log-moment conditions. Each of these authors established asymptotic normality of the local (global) QMLE of their respective models under verifiable fourth (sixth) moment conditions. Comte and Lieberman (2003) established consistency of the QMLE for the BEKK model using the conditions regarding multivariate log-moments in Jeantheau (1998) , and established asymptotic normality by assuming the existence of eighth moments.
The statistical properties of the various estimators of multivariate SV models follow from their univariate counterparts.
(18) Multivariate Asymmetric and Dynamic Leverage Effects:
(GARCH) VARMA-AGARCH, EGARCH, ADCC, AGARCC and DAMGARCH (SV) Limited
As discussed in Section 3, multivariate asymmetric effects have been examined explicitly in the VARMA-AGARCH, asymmetric GARCC, asymmetric DCC, and dynamic asymmetric multivariate GARCH (DAMGARCH) (Caporin and McAleer (2004b)) models. Asymmetric effects have been considered implicitly in estimating multivariate EGARCH. The statistical properties of multivariate EGARCH have not been formally developed. As the innovations in EGARCH are assumed to be independently and identically distributed, the statistical properties of multivariate EGARCH would be expected to follow as natural extensions of ARMA processes (see Shephard (1996) and McAleer et al. (2002) for further details).
An extension of the univariate dynamic leverage effect in SV models in (21) can be accommodated through the specifications in (24) and (25). Jacquier, Polson and Rossi (1995) , Chan, Kohn and Kirby (2003) , and McAleer and Yu (2004) extended the multivariate SV model to incorporate leverage effects, as in equation (24), although the first two of these papers do not guarantee the existence of leverage effects (for further details, see Yu (2004) ). (GARCH) None presently available (SV) Standard SV models GARCH models were not developed specifically for continuous time data, so it is perhaps not surprising that none is presently available for modelling prices, volumes and spreads with ultra-high frequency data. Although the autoregressive conditional duration ACD model of Engle and Russell (2002) measures duration, it does not model prices, volumes or spreads. In addition to SV models, which would seem to be ideally suited to model ultra-high frequency data, a variety of non-parametric models may also be used to model such data.
Some Suggestions for Future Research
In addition to resolving a number of problems that were raised in the twenty frequently arising issues in Section 4, there is great scope for additional research in the area of modelling financial volatility, including the following:
(1) provide the motivation for alternative dynamic conditional covariance and dynamic conditional correlation GARCH models;
(2) develop the theoretical underpinnings for alternative multivariate GARCH models with dynamic conditional correlations, and establish their asymptotic properties;
(3) motivate and establish the theoretical properties for alternative multivariate dynamic leverage and threshold effects for SV models;
(4) develop and establish the theoretical properties for dynamic asymmetric multivariate SV models;
(5) motivate and develop multivariate SV models with serially correlated shocks; (6) conduct extensive Monte Carlo experiments for univariate and multivariate GARCH models to examine the finite sample properties of the QMLE and associated tests; (9) formulate alternative GARCH, SV and non-parametric models for analyzing ultrahigh frequency data;
(10) apply a range of multivariate models to asset allocation, portfolio risk evaluation, and dynamic portfolio analysis, and determine which are optimal under different econometric and financial scenarios.
