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Abstract
Employing deep neural networks as natural image priors to solve inverse problems
either requires large amounts of data to sufficiently train expressive generative
models or can succeed with no data via untrained neural networks. However, very
few works have considered how to interpolate between these no- to high-data
regimes. In particular, how can one use the availability of a small amount of data
(even 5− 25 examples) to one’s advantage in solving these inverse problems and
can a system’s performance increase as the amount of data increases as well? In
this work, we consider solving linear inverse problems when given a small number
of examples of images that are drawn from the same distribution as the image of
interest. Comparing to untrained neural networks that use no data, we show how one
can pre-train a neural network with a few given examples to improve reconstruction
results in compressed sensing and semantic image recovery problems such as
colorization. Our approach leads to improved reconstruction as the amount of
available data increases and is on par with fully trained generative models, while
requiring less than 1% of the data needed to train a generative model.
1 Introduction
We study the problem of recovering an image x0 ∈ Rn from m linear measurements of the form
y0 = Ax0 + η ∈ Rm
whereA ∈ Rm×n is a known measurement operator and η ∈ Rm denotes the noise in our system.
Problems of this form are ubiquitous in various domains ranging from image processing, machine
learning, and computer vision. Typically, the problem’s difficulty is a result of its ill-posedness due to
the underdetermined nature of the system. To resolve this ambiguity, many approaches enforce that
the image must obey a natural image model. While traditional approaches typically use hand-crafted
priors such as sparsity in the wavelet basis [5], recent approaches inspired by deep learning to create
such natural image model surrogates have shown to outperform these methods.
Deep Generative Priors: Advancements in generative modelling have allowed for deep neural
networks to create highly realistic samples from a number of complex natural image classes. Popular
generative models to use as natural image priors are latent variable models such as Generative
Adversarial Networks (GANs) [6] and Variational Autoencoders (VAEs) [19]. This is in large part
due to the fact that they provide a low-dimensional parameterization of the natural image manifold
that can be directly exploited in inverse imaging tasks. When enforced as a natural image prior,
these models have shown to outperform traditional methods and provide theoretical guarantees in
problems such as compressed sensing [4, 26, 11, 14, 21, 15], phase retrieval [10, 22, 16], and blind
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deconvolution/demodulation [2, 9]. However, there are two main drawbacks of using deep generative
models as natural image priors. The first is that they require a large amount of data to train, e.g.,
hundreds of thousands of images to generate novel celebrity faces. Additionally, they suffer from a
non-trivial representation error due to the fact that they model the natural image manifold through a
low-dimensional parameterization.
Untrained Neural Network Priors: On the opposite end of the data spectrum, recent works
have shown that randomly initialized neural networks can act as natural image priors without any
learning. [24] first showed this to be the case by solving tasks such as denoising, inpainting, and
super-resolution via optimizing over the parameters of a convolutional neural network to fit to a single
image. The results showed that the neural network exhibited a bias towards natural images, but due
to the high overparameterization in the network, required early stopping to succeed. A simpler model
was later introduced in [13] which was, in fact, underparameterized and was able to both compress
images while solving various linear inverse problems. Both methods require no training data and do
not suffer from the same representation error as generative models do. Similar to generative models,
they have shown to be successful image priors in a variety of inverse problems [13, 12, 25, 17].
Based on these two approaches, we would like to investigate how can one interpolate between these
data regimes in a way that improves upon work with untrained neural network priors and ultimately
reaches or exceeds the success of generative priors. More specifically, we would like to develop an
algorithm that 1) performs just as well as untrained neural networks with no data and 2) improves
performance as the amount of provided data increases.
Our contributions: We introduce a framework to solve inverse problems given a few examples
(e.g., 5− 25) drawn from the same data distribution as the image of interest (e.g., if the true image is
of a human face, the examples are also human faces). Our main contributions are the following:
• We show how one can pre-train a neural network using a few examples drawn from the data
distribution of the image of interest. Inspired by [3], we propose to jointly learn a latent
space and parameters of the network to fit to the examples that are given and compare the
use of an `2 reconstruction loss and a kernel-based Maximum Mean Discrepancy (MMD)
loss.
• We then propose to solve the inverse problem via a two-step process. We first optimize over
the pre-trained network’s latent space. Once a solution is found, we then refine our estimate
by optimizing over the latent space and parameters of the network jointly to improve our
solution. [15] found this method to work well in the case when the network is a fully trained
generative model, and we show here that even a pre-trained neural network from a small
number of examples can benefit from such an approach.
• We show that our approach improves upon untrained neural networks in compressed sensing
even with as few as 5 examples from the data distribution and exhibits improvements as the
number of examples increases. We also show that semantics can be learned from these few
examples in problems such as colorization where untrained neural networks fail. With only
100 examples, our model’s performance is competitive with fully trained generative models.
Related work: We mention that there has been previous work [25] in investigating how to use a
small amount of data to help solve the compressed sensing problem. The authors use an untrained
neural network as a natural image prior and, when given a small amount of data, adopt a learned
regularization term when solving the inverse problem. This term is derived by posing the recovery
problem as a Maximum a Posteriori (MAP) estimation problem and by placing a Gaussian prior
on the weights of the untrained network. While we have not compared our method to this learned
regularization approach here, we aim to do so in a subsequent manuscript.
2 Low Shot Learning For Imaging Inverse Problems
We consider the problem of recovering an image x0 ∈ Rn from noisy linear measurements of the
form y0 = Ax0 + η ∈ Rm whereA ∈ Rm×n and m 6 n. We also assume that x0 is drawn from a
particular data distribution D and that we are given a low number of examples drawn from the same
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distribution, i.e., x0 ∼ D and we are given xi ∼ D where i ∈ [S]. Here and throughout this work,
we refer to these examples drawn from D as low shots.
We propose using the range of a deep neural network as a natural image model. In particular, we
model the image x0 as the output of a neural network G(z ;θ), where z ∈ Rk is a latent code and
θ ∈ RP are the parameters of the network.
Pre-training: Prior to solving the inverse problem, we propose to first pre-train the network using
the low shots that are given. More specifically, we fit the weights and input of the neural network
to the low shots to provide a crude approximation to the data distribution underlying the image of
interest. Given low shots {xi}Si=1, we aim to find latent codes {z i}Si=1 and parameters θ that solve
min
θ,z1,...,zS
1
S
S∑
i=1
L(G(z i;θ),xi). (1)
where L : Rn × Rn → R is a loss function. We investigate the use of different loss functions in a
later section. The resulting optimal parameters found are denoted by θˆ, zˆ1, . . . , zˆS .
Solving the inverse problem: Using the weights found via pre-training, we begin solving the
inverse problem by first optimizing over the latent code space to find an approximate solution:
min
z
1
2
∥∥∥AG(z ; θˆ)− y0∥∥∥2
2
. (2)
We investigated different ways to initialize the latent code and found that sampling from a multivariate
Gaussian distribution fit using {zˆ i}Si=1 was sufficient. Note here that we keep the parameters of the
network fixed after training. The intuition is that we want to use the semantics regarding the data
distribution learned via pre-training the network’s parameters and find the optimal latent code that
corresponds to the image of interest. Once the optimal latent code zˆ is found, we then refine our
solution by solving
min
θ,z
1
2
∥∥∥AG(z ;θ)− y0∥∥∥2
2
(3)
with θˆ and zˆ as our initial iterates. The resulting parameters θ0 and z0 give our final estimate:
x0 ≈ G(z0;θ0).
Losses to learn the data distribution: We discuss two loss functions that we considered in our
experiments to learn semantics regarding the underlying data distribution. The first is a simple `2
reconstruction loss to promote data fidelity, i.e., we pre-train our network by solving
min
θ,z1,...,zS
1
S
S∑
i=1
‖G(z i;θ)− xi‖22 . (4)
While [3] used a combination of the Laplacian-L1 loss and `2 loss, we found the `2 loss to work well.
The second loss is an estimate of the kernel MMD for comparing two probability distributions using
only finitely many samples [7]. In our case, given a kernel k(·, ·)2 and low shots xj ∼ D for j ∈ [S],
we want to find parameters and S inputs that solve the following:
min
θ,z1,...,zS
1(
S
2
) ∑
i 6=i′
k(G(z i;θ),G(z i′ ;θ)) + 1(S
2
) ∑
j 6=j′
k(xj ,xj′)− 2(S
2
) ∑
i 6=j
k(G(z i;θ),xj). (5)
We compare the success of these two loss functions in the following section.
3 Experiments
We now consider solving inverse problems with our approach and compare to three different baselines:
an untrained neural network, optimizing the latent space of a trained Wasserstein GAN [1] with
2We only consider the Gaussian kernel kα(x1,x2) := exp(−‖x1 − x2‖22/α) in our experiments.
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gradient penalty [8], and the image-adaptivity approach of [15] (IAGAN). Each method uses the same
DCGAN architecture with a latent code dimension of 128. In each problem, the image of interest
is from a hold-out test set from the CelebA dataset [20]. The GAN was trained on a corpus of over
200, 000 64× 64 celebrity images and our low-shot models were trained on small (5− 100 images)
subsets of this.
Implementation details: For training our low shot models, we used the Adam optimizer [18] with
a learning rate of 10−3 for 50, 000 iterations. To solve the inverse problem, the latent space of the
GAN was optimized using Adam for 1700 iterations and a learning rate of 10−1. For IAGAN, the
parameters and latent code were then jointly optimized for an additional 350 iterations with a learning
rate of 10−4. Our low shot models followed a similar procedure where we first optimized the latent
space for 1250 iterations with a learning rate of 5 ∗ 10−2. Then the parameters and latent space were
jointly optimized for 350 iterations with a learning rate of 10−4. For the untrained neural network,
we solely optimized the network’s parameters using the RMSProp optimizer [23] with a learning rate
of 10−3 and momentum of 0.9 as in [25]. For low compression ratios (defined below) in compressed
sensing (mn 6 0.025), we used 350 iterations as we noticed overfitting in this noisy setting. When
0.025 < mn 6 0.5 and
m
n > 0.5, we used 500 and 1000 iterations, respectively.
Compressed Sensing: We first consider the compressed sensing problem where we want to recover
an image x0 ∈ Rn from random Gaussian measurements of the form y0 = Ax0 ∈ Rm where
A ∈ Rm×n has i.i.d. N (0, 1) entries with m n. We refer to amount of undersampling mn as the
compression ratio. We trained our models using the two different loss functions proposed in the
previous section for various numbers of shots S ∈ [5, 10, 15, 25, 50, 100].
Figure 1: Average PSNR over 50 different test images for models trained with the MMD loss (left)
and the `2 loss (right).
Figure 1 compares the average PSNR for each method at various compression ratios over 50 different
test images and different loss functions. We note that as the number of shots increases, our method
continues to improve and we see comparable performance between our method with only 100 shots
and optimizing over the latent code space of a fully trained GAN. While the `2 trained nets perform
slightly better than the MMD trained nets for low numbers of shots, the MMD trained nets improve
more steadily and consistently as the number of shots increases. While we expect IAGAN to be
superior due to being trained with over 200, 000 images, the MMD trained model’s performance with
100 images is not far behind. We note that for higher numbers of measurements, the untrained neural
network’s performance surpasses that of our 5 shot models. This is mainly due to the fact that we
optimized the untrained neural network’s parameters for a longer period of time and with a higher
learning rate than our low shot models in this easier setting.
Colorization: We now consider an inverse problem that requires an understanding of the underlying
data’s semantics: the colorization task. Here we want to recover an RGB image x0 ∈ R64×64×3
from its grayscale version y0 = Ax0 ∈ R64×64. The operator A mixes the color channels of the
image via the ITU-R 601-2 luma transform (the same transform used by the Python Imaging Library
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(PIL)). Untrained neural networks clearly fail in solving this type of problem since they have no prior
information regarding the data distribution. We compare our model trained with 10 shots using the
MMD loss to the various baselines in Figure 2. Note that even with only 10 previous examples, our
model does not fall prey to the usual issues with using untrained neural networks for colorization.
Our algorithm provides faithful image reconstructions that are even on par with a trained GAN.
Figure 2: Qualitative results for the colorization task. Rows 1 and 2 are the true and grayscale
images while rows 3-6 are the GAN, IAGAN, untrained neural network, and our 10 shot model’s
reconstructions, respectively. The PSNR of each result is shown above the reconstruction.
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