In this paper, we present an iterative algorithm for reconstructing a three-dimensional density function from a set of two dimensional electron microscopy images. By minimizing an energy functional consisting of a fidelity term and a regularization term, an L 2 -gradient flow is derived. The flow is integrated by a finite element method in the spatial direction and an explicit Euler scheme in the temporal direction. Our method compares favorably with those of the weighted back projection, Fourier method, algebraic reconstruction technique and simultaneous iterative reconstruction technique.
Introduction
In the past 10 years, cryo-electron microscope imaging techniques have become indispensable tools for determining the three-dimensional structure of large macromolecules and biological machineries. Different from X-ray crystallographic methods, electron microscopy does not require crystallization. Specimens are applied to a grid covered with holey carbon, and then are rapidly plunged into a cryogen-usually liquid ethane cooled by liquid nitrogen (Frank, 2006) . This data acquisition process can be very fast. Hence, these methods provide good opportunities to determine the three-dimensional structures of large macromolecules that are either too large or too heterogeneous to be investigated by X-ray methods (van Heel et al., 2000) . Cryo-electron microscopy (Cryo-EM) single-particle analysis (van Heel et al., 2000; Frank, 2006; Zhang et al., 2010) and cryo-electron tomography are the two main techniques in this field. The process of single-particle analysis includes several steps including image classification, orientation and three-dimensional reconstruction. These steps can be integrated into an iterative refinement using projection matching (Penczek et al., 1994; Radermacher, 1994; Sorzano et al., 2004a) . Other steps include corrections for the contrast transfer function (CTF) and amplitude in order to obtain higher resolutions. In this paper, we concentrate on the three-dimensional reconstruction step of single-particle analysis.
The most common reconstruction algorithms in single-particle analysis are weighted back projection (WBP) (Radermacher, 2006) , Fourier reconstruction (DeRosier and Klug, 1968; Crowther et al., 1970; Natterer and Wübbeling, 2001; Matej and Lewitt, 2001) , and iterative methods including algebraic reconstruction technique (ART) (Gordon et al., 1970) and simultaneous iterative reconstruction technique (SIRT) (Gilbert, 1972) . Other methods include simultaneous algebraic reconstruction technique (SART) (Andersen and Kak, 1984) and block ART (Marabini et al., 1998) . For limited angle tomography, such as electron tomography (ET), regularization methods have been applied for solving the ill-posed problem. SIRT with regularization through early stopping has been applied to ET (Schoenmakers et al., 2005; Voorhout et al., 2006) . Projection onto convex sets (POCS) assumes that the object f belongs to the intersection of some closed convex sets (Youla and Webb, 1982; Sezan and Stark, 1982; Carazo, 1992) . Variational regularization methods employ different regularization terms such as total variation (TV) regularization (Aganj et al., 2007) and regularization using the second partial derivatives (Kybic et al., 2001; Kybic et al., 2002; Do et al., 2010) .
In this paper we propose an L 2 -gradient flow three-dimensional reconstruction algorithm of single-particle analysis for solving a variational model with TV regularization term. The object is represented with a function f in the tri-cubic B-spline function space. One of the advantages of using cubic B-spline functions is that we can obtain a C 2 smooth object (Unser, 1999) . The compact support property of B-spline basis can be employed to accelerate the reconstruction process. The L 2 -gradient flow is derived based on the first-order variation (Giaquinta and Hildebrandt, 1996 ) of the energy model. An explicit Euler scheme and the finite element method are employed to yield an iteration scheme. To avoid solving large systems of linear equations, we use the orthogonal basis of tri-cubic B-spline basis functions derived from Schmidt orthogonal process. Further, we derive a temporal step-size formula which can automatically give a proper time step-size at every iteration step. Currently, the Fourier method and WBP produce the best results for input data with good angular coverage. Our algorithm outperforms these approaches thanks to the incorporation of a priori knowledge through the regularization, and comparing with the prior TV regularization work (Kybic et al., 2001 (Kybic et al., , 2002 , our algorithm does not solve a linear system of equations and can be used for large number of measures.
Methods
To reconstruct an object in the temporal domain, we minimize the following energy functional
where
The tri-variable function f is the unknown object to be reconstructed. Let u = [u,v] T
{g d } is a set of two-dimensional projections measured from the electron microscope. The first term in the modes (1) measures the fidelity to the projection data. The second one is a TV regularization term which plays the role of smoothing. The parameter k is a nonnegative weighting constant. Our goal is to search for a function f that makes the projection X d f best fit the data g d so that its total variation is low.
L 2 -gradient flow
We want to minimize J(f) by adjusting f. This goal is achieved by solving an L 2 -gradient flow of J(f) in the B-spline space X B (see B.1).
It is easy to derive the following first-order variations (see B.2 and B.3)
where w is a test function in the function space X B . Using these first-order variations, we construct the following weak-form L 2 -gradient flow (Xu, 2008) . . . a n;nÀ3 a n;nÀ2 a n;nÀ1 a n;n 2 6 6 6 6 6 6 6 6 6 4 3 7 7 7 7 7 7 7 7 7 5 : Matrix A can be calculated using Eq. (B.10)-(B.14).
Suppose that the size of the measured images is n Â n, where n is an integer number. The pixel values of each image g d are defined on the coordinate points (i,j)
means taking the largest integer value that is not greater than x. The domain of function f is defined as
3 and the dimension of reconstructed volume in each coordinate direction is n. We define the cubic B-spline basis function on the same coordinate points as the image. The number of cubic B-spline basis functions in each coordinate direction is n À 4, making the total number of tri-cubic B-spline tensor products amounting to (n À 4) 3 . Considering the one-dimensional case, for example n = 10 or 11, we take 6 or 7 cubic B-spline basis functions, respectively. They are shown in Fig. 1 . The function f represented by these cubic B-spline basis functions vanishes at the boundary of the domain X. The projection direction d can be represented by three Euler angles (h 1 , h 2 , h 3 ). In this paper, we use the z-y-z convention for the definition of Euler angles. The first angle h 1 defines a rotation matrix R h 1 around the z-axis. h 2 defines a rotation matrix R h 2 around the new y axis and R h 3 is the third rotation around the new z-axis. The rotation matrix R corresponding to the projection direction d is defined by 
Iteration scheme
Employing an explicit Euler scheme in the temporal direction and the finite element method in the spatial direction with orthogonal tri-cubic B-spline basis functions, we obtain a linear system of equations (see Appendix B Discretization)
X ¼B ð8Þ
withX ¼ ½f
Therefore, solving these equations is reduced to the calculation of the vectorB ¼ ½B i (8), (9), (B.2) and (B.3), we can derive the following iteration scheme:
is the coefficient of orthogonal tri-cubic B-spline tensor product/ i 0 j 0 k 0 at the iteration step m. Trapezoidal integration formula is used to calculate these integrals in the above iteration scheme. To avoid singularity when krf (m) k = 0, we replace krf Choosing a suitable time step-length s is crucial to efficiently reconstruct the function. A step-length which is too small will slow down the evolution process, while on the contrary using a step-length which is too large has the danger of causing the evolution blow up. In the appendix, we derive a formula to compute an optimal time step-length (see C.1 and C.2).
Final algorithm:L2GF
Based on the above L 2 -gradient flow and iteration scheme (10), we give the following reconstruction algorithm named L2GF.
Algorithm 1. L2GF.
Input:
: Initial function. In this paper f (0) is set to be zero.
The maximum number of iterations.
Step 1: Convert f (0) into orthogonal tri-cubic B-spline coefficientsf ð0Þ ijk using Eq. (5) and (6).
Step 2: For m = 0,1, . . . ,K max À 1
Compute time step-length s using (C.2).
Obtainf ðmþ1Þ ijk using the iteration scheme (10).
Convertf ðmþ1Þ ijk to f ðmþ1Þ ijk using Eq. (5) and (6).
Compute f (m+1) from f ðmþ1Þ ijk using Eq. (5).
Step 3: Output reconstructed density map from f ðKmaxÞ .
The largest cost in Algorithm 1 comes from computing the term d(J 1 (f (m) ),/ i 0 j 0 k 0 Þ, in which we need compute all the tri-cubic B-spine basis functions projections {X d / ijk }. Given a projection direction d, we first compute the projection of X d / 000 using rectangular numerical integral. The other tri-cubic B-spine basis functions projections can be obtained from X d / 000 by shifting and interpolating. That is, we have the following formula (see (B.9)):
Since (see (B.8))
we have the following fast algorithm for computing dðJ 1 ðf ðmÞ Þ;/ i
: Function at the iteration number m. fd 2 Dg: The set of projection directions.
Step 1: 8d 2 D Compute X d / 000 using Eq. (7). Compute X d / ijk for all i,j,k using Eq. (11).
Step 2:
Step 3 
Results

Simulated data:GroEL
To validate our algorithm, we first characterize the L2GF algorithm under different conditions. In this test, all simulated noisy projections are generated using Xmipp software (Sorzano et al., 2004b) .
We first perform the L2GF algorithm under different parameter k with 60 iterations. We choose a file 1J4Z.pdb from Protein Data Bank (PDB), blur it to 10Å with a sampling rate 1.6 Å and produce 1000 projections with the size 120 Â 120. Gaussian noise with a 
FSCðrÞ ¼
where 'TrueMap' stands for the true volume obtained from PDB file. F 1 and F 2 are the Fourier transforms of the density maps f 1 and f 2 . F 2 is the complex conjugate of F 2 . We first perform two L2GF iterations with k = 0, then for the rest of the iterations, different choice of k is involved. Fig. 2 shows the energy curves calculated using Eq. (13) for different values of k. From Fig. 2 we can see that all the energy curves decrease monotonously, and for larger k, the energy curve decreases more slowly. Secondly, we compare the errors using Eq. (14) for different choices of k. We can see from Fig. 3 that for 0 6 k 6 1.0 the errors decrease at the first several iterations and then increase gradually. This is because small values of k weaken the smoothing effect of J 2 , and the noise leads to the increased error. For k = 5, 10 and 25, the error curves monotonously decrease. We can conclude that for low SNR data, such as SNR = 0.3, a big value of k is needed for the L2GF algorithm to obtain a smooth solution.
In addition, we compare the resolution using FSC (15) between the reconstructed map and the 10 Å map (blurred from 1J4Z.pdb) at 0.5 cutoff for different choices of k. At the first iteration, the FSC resolution has a big value, and then falls off quickly at the second iteration. From Fig. 4 we can see that for big values of k such as 5, 10 and 25, the values of resolution decrease with increasing iterations which means that the use of J 2 with a reasonable value of k can improve the resolution of reconstruction. In order to investigate the impact of noise on the reconstruction, we add Gaussian noise to the 1000 projections with different SNR: 0.01, 0.1, 1.0, and 10.0. For each set of projections, we do reconstruction using Xmipp's WBP program 'xmipp_reconstruct_wbp' (Radermacher, 2006) , Fourier program 'xmipp_reconstruct_fourier' (Matej and Lewitt, 2001) , block ART and SIRT program 'xmipp_reconstruct_art' (Marabini et al., 1998; Gilbert, 1972) , and our L2GF program. The threshold for WBP, relaxation parameters for block ART and SIRT, and L2GF's parameter k are well chosen to obtain desirable resolutions. The reader is referred to (Sorzano et al., 2001 (Sorzano et al., , 2005 for a detailed discussion on the relaxation parameters of block ART and SIRT. The resolution is computed using FSC between the reconstructed map and the 10Å true map (blurred from 1J4Z.pdb) at 0.5 cutoff. For block ART, one iteration is enough to obtain the best result (Marabini et al., 1998) . For SIRT and L2GF, the iteration numbers are chosen to obtain stable resolutions. The resolutions, parameters and iteration numbers are contained in Table 1 . From Table 1 we can see that L2GF has significant advantages for low SNR's data over the other four methods. And for lower SNRs, L2GF needs a higher value of k. Fig. 5 shows five slices corresponding to each reconstruction result of the five methods for projections with SNR = 0.01. All the maps have been filtered at the resolution given by the FSC. The iteration numbers for SIRT and L2GF are chosen to obtain stable resolutions. In this test, the L2GF algorithm is performed with k = 0 for the first 10 iterations, and k -0 for the rest of iterations.
Next, we perform the L2GF algorithm and the other four methods with different number of projections 1000, 10,000, 50,000 and 100,000 under the same SNR of 0.3. The 1J4Z.pdb is blurred to a map with a resolution 3 Å and a sampling rate 1.0 Å. Each set of projections with the size 181 Â 181 are produced using random projection directions. For each set of projections, we reconstruct the map using Xmipp's programs including WBP, Fourier, block ART, SIRT and our L2GF program, respectively. The threshold for WBP, relaxation parameters for block ART and SIRT, and L2GF's parameter k are well chosen to obtain desirable resolutions. The results are given in Tables 2 and 3 and Fig. 6 . From Table 2 , we can see that the L2GF reconstruction yields better resolutions than the other four methods. The resolution improvement seen for the L2GF algorithm decreases as the number of projections increases. Fig. 3 (a-e) shows five slices corresponding to the reconstruction results for the five methods using 10,000 projections. All these reconstructed maps have been filtered at the resolution given by the FSC. In Table 3 , an error value 0.18 is used to halt iteration for block ART, SIRT and L2GF. For block ART, one iteration is enough to obtain the error less than 0.18, while SIRT and L2GF need 16 and 30 iterations, respectively. The L2GF algorithm has been parallelized using MPI (Message Passing Interface). Twelve Intel Xeon E5630@2.53 GHz CPU cores are used for these iterative reconstructions. From Table 3 , we can see that L2GF needs more time than the other four methods to obtain a better resolution. Similarly, in this test, the L2GF algorithm is performed with k = 0 for the first 10 iterations, and k -0 for the rest of iterations.
Electron microscope data:group II chaperonin
For the electron microscope data test, we use as our test example the group II chaperonin of the archaea Acidianus tengchongensis strain S5T. This archaea contains two types of chaperonin subunits ATcpna and ATcpnb. Prior work has shown that recombinant ATcpna (rATcpna) assembles into an 8-fold double ring structure, and recombinant ATcpnb (rATcpnb) into a 9-fold structure (Wang 5 . From left to right, slices at z = 26 in the reconstructed maps of GroEL from 1000 projections with SNR = 0.01 using WBP, Fourier, block ART, SIRT and L2GF, respectively. , 2010) . A common feature shared by rATcpna and rATcpnb is a characteristic double ring structure, in which each subunit contain three domains: an equatorial domain, an apical domain and an intermediate domain. The crystal structure of rATcpnb has been published . The real dataset rATcpna used in this paper for reconstruction is collected using FEI Titan Krios (to be published). The CTF for each micrograph is determined using CTFFIND3 (Mindell and Grigorieff, 2003) . The phases are flipped with the 'applyctf' program in the EMAN suite (Ludtke et al., 1999) . These micrographs are interpolated down by 2 Â 2 binning, resulting in a pixel size of 1.866 Å. Tens of thousands of particles with the size 143 Â 143 are picked using FindEM (Roseman, 2004) and Gautomatch (Zhang et al., 2011) . Two-dimensional image analysis, intensive classification and averaging of these particles using the program 'refine2d.py' in the EMAN suite reveal many classes with top views of 8-fold symmetry. Bad classes with no clear structural information are discarded. An initial model is created using EMAN's 'startcsym' and Gaussian noise is added to it. A python script including the Xmipp's reconstruction programs and the L2GF program are written to perform the alignments and projection matching refinements. We reconstruct the 8-fold symmetric map of rATcpna from 9310 images out of initial 13896 images using the python script with an initial angular increment of 10°un-til there is no significant change in angle assignments between successive rounds. This test runs on the high performance cluster at the Core Facilities for Protein Sciences, CAS. For Xmipp's program 'xmipp_reconstruct_wbp', the threshold for filter values is chosen to be 0.005. Corresponding to lower or higher than this threshold value, the reconstruction result is noisier or smoother and could not obtain a significant improved resolution. For Xmipp's block ART program, we choose the relaxation parameter to be 0.003 and for Xmipp's SIRT, 0.6. For L2GF, the parameter k is set to be 10. All the initial functions in the three iteration reconstruction methods are set to be zero. For SIRT, 30 iterations are used for each round. For L2GF, 50 iterations are used with k = 0 for the first 40 iterations and k = 10 for the rest of the iterations in each refinement. These final results are shown in Figs. 7-9 . The resolutions are computed by randomly splitting the dataset into two halves, doing reconstruction for each half-set and then computing the FSC between the two half-set reconstruction results. Fig. 7(a-e) shows the reconstructed density maps using WBP, Fourier method, block ART, SIRT and L2GF, respectively. These maps have been filtered at their resolutions given by the FSC, and normalized in the same way. The maps displayed in Fig. 7 have the same contour level 3.16. Enlarged portions of the equatorial domain in these maps are shown in Fig. 8 . We can see clearer a helices in the equatorial domain in the L2GF map of Fig. 8(e) than the other four maps. The resolutions corresponding to WBP, Fourier, block ART, SIRT and L2GF calculated using Fig. 8 are 9 .07 Å, 9.35 Å, 9.72 Å, 9.73 Å and 8.69 Å, respectively. We conclude that the L2GF method achieves a better resolution than the other four methods.
Discussion and conclusions
In this paper, we proposed a three-dimensional reconstruction algorithm named L2GF using the L 2 -gradient flow of energy model Fig. 7 . From left to right, iso-surface display of the reconstructed maps of group II chaperonin using WBP, Fourier, block ART, SIRT and L2GF, respectively. (1). The L 2 -gradient flow was constructed using the first-order variation of the energy model. By numerical discretization in the temporal and spatial directions using the forward Euler scheme and the finite element method, respectively, the L2GF algorithm was derived. A temporal step-size formula was proposed to accelerate this algorithm. We have tested this algorithm using one simulated dataset and one experimental dataset.
In our simulated dataset, we have found that the a high value of the parameter k should be selected for low SNR which can be progressively decreased as SNR increases. This conclusion is consistent with Eq. (1). For high SNR, k is small, the contribution of TV regularization term J 2 is low. For low SNR, k is high, increasing the contribution of J 2 to properly deal with noise. In our tests, we have found that k in the range [5, 25] is a good choice for data with low SNR.
In the test with different parameter choices of k, we performed the L2GF algorithm with k=0 for two iterations, and with k -0 for the rest of the iterations. Since the initial function f was zero, the regularization term J 2 was identically zero during the first iteration. From Figs. 2 and 3 we found that the reconstructed results had large energies and errors for k = 0 at the first two iterations. Hence we performed the L2GF algorithm with k -0 from the third iteration. In general, we need some initial iterations with k = 0 in performing the L2GF algorithm. The initial number of iterations with k = 0 changed according to the dataset. In the other tests, we used 10 iterations for the simulated dataset and 40 iterations for the experimental dataset, respectively, with k = 0, plus the rest of iterations with k -0. By comparing the L2GF algorithm with WBP, Fourier method, block ART and SIRT, we have showed that our algorithm can obtain better resolutions. The L2GF program is freely available from http://lsec.cc.ac.cn/$xuguo/misce.htm.
Acknowledgments
We thank Kai Zhang (Institute of Biophysics, Chinese Academy of Sciences) for providing the cryo-EM dataset of rATcpna. The rATcpna dataset is collected at the center for Biological Imaging, Core Facilities for Protein Sciences, CAS. Guoliang Xu would like to thank the support from NSFC under the Grant (60773165), NSFC key project under the Grant (10990013) respectively. The one-dimensional integrals above can be computed by Gaussian quadrature formula (see Abramowitz and Stegun, 1972; Xu and Shi, 2006) . Using the fact that the B-spline basis are locally supported, these one-dimensional integrals can be efficiently calculated. Solving these equations is very time consuming when the projection images have a large size. And the number of the elements of M is (n À 4) 6 , it is very possible that the required space for storing the matrix M is beyond the memory capacity of the computer in use. To overcome these difficulties, alternatively we employ a set orthogonal basisÑ 
