Following two recent papers [Phys. Chem. Chem. Phys. 2015, 17, 3196; Mol. Phys. 2015, 113, 1843, we perform a larger-scale study of chemical structure in one dimension (1D). We identify a wide, and occasionally surprising, variety of stable 1D compounds (from diatomics to tetra-atomics) as well as a small collection of stable polymeric structures. We define the exclusion potential, a 1D analogue of the electrostatic potential, and show that it can be used to rationalise the nature of bonding within molecules. This allows us to construct a small set of simple rules which can predict whether a putative 1D molecule should be stable.
I. INTRODUCTION
Recently, we introduced Chem1D, a program for electronic structure calculations on one-dimensional (1D) molecules.
1,2 Unlike previous workers who used softened 3, 4 or otherwise The Dirichlet conditions have three chemically interesting consequences. First, that molecular energies are spin-blind, i.e. they are invariant with respect to spin-flips. Second, that a "super-Pauli" exclusion rule applies, i.e. an orbital cannot be occupied by more than one electron. Third, that the nuclei become impenetrable, i.e. electrons are unable to tunnel through them.
17-23
The severity of these effects means that this model does not reflect the same type of experimental systems as the "quasi-1D" methods characterised by softened Coulomb interactions, which permit the nuclei to be penetrable and electrons to pair within spatial orbitals. This reflects situations where the 1D confinement is not strict, and so they are well suited to modelling confined experimental systems such as ultracold atoms confined within a 1D trap.
24-26
In contrast, the Coulomb interaction used in this work describes particles which are strictly restricted to move within a 1D sub-space of three-dimensional space. Early models of 1D atoms using this interaction have been used to study the effects of external fields upon Rydberg atoms 27, 28 and the dynamics of surface-state electrons in liquid helium. 29, 30 This description of 1D chemistry also has interesting connections with the exotic chemistry of ultra-high magnetic fields (such as those in white dwarf stars), where the electronic cloud is dramatically compressed perpendicular to the magnetic field. [31] [32] [33] In these extreme conditions,
where magnetic effects compete with Coulombic forces, entirely new bonding paradigms emerge.
31-38
Unfortunately, our previous investigation 1 of 1D chemistry suffered from debilitating numerical stability issues. The Chem1D program uses basis sets related to the exact wavefunctions 2 of the hydrogen molecule cation H + 2 but these quickly develop near-lineardependence problems that prevent Chem1D from achieving basis set convergence even for relatively modest molecular systems.
In this paper we describe LegLag, a more numerically stable version of Chem1D, which can be applied to a wider range of molecules to gain deeper insight into 1D chemistry. In Sec. II we introduce the orthogonal set of basis functions which LegLag employs and then briefly discuss the structure of the program. In Sec. III we undertake an extensive study of 1D molecules, identifying multiple classes of stable species and the factors which lead to their stability. Finally, in Sec. IV, we present a set of rules that govern chemical bonding in 1D.
Unless otherwise stated, atomic units are used throughout.
II. THEORY AND IMPLEMENTATION
Under Dirichlet boundary conditions, nuclei are impenetrable to electrons and each electron in a molecule is therefore confined to a ray or line segment by the nuclei closest to it. In this way, the M nuclei divide 1D space into two semi-infinite domains and M − 1 finite domains. Each domain supports a set of orbitals that vanish at the boundaries of the domain and outside it. Figure 1 illustrates this for a small diatomic molecule.
In order to specify the constitution of a molecule, we employ a notation in which atomic symbols indicate nuclei and subscripts indicate the numbers of electrons in the intervening domains. For example, 1 Li 4 B 3 H 1 is a triatomic with a lithium, boron and hydrogen nucleus arranged from left to right in that order. There is one electron to the left of the lithium nucleus, four electrons between the lithium and the boron nuclei, three electrons between the boron and the hydrogen nuclei and one electron to the right of the hydrogen nucleus. In the present work, we consider only ground states and assume that the n electrons within a domain singly occupy the n lowest-energy orbitals.
A. Basis sets
There are three types of domain -left, right and middle -and we require a set of basis functions for each. The functions should vanish at the domain boundaries and form a complete set.
where s = α(A − x), t = α(x − B) and z = (x − C)/ω are the reduced coordinates in the left, right and middle domains respectively, A and B are the positions of the leftmost and rightmost nuclei, and C and ω are the center and halfwidth of a middle domain, α > 0 is an exponent, and (a) n is the Pochhammer symbol. 39 The L µ and R µ functions are used in the left and right domains, respectively. E µ and O µ are used in the middle domains.
One disadvantage of these functions is their increasing linear dependence as the size of the basis set grows, which creates numerical instability in the orthogonalisation step of the Pople-Nesbet Hartree-Fock (HF) method. 40 This limits the size of basis set that can be employed before unacceptable numerical precision is lost.
A second disadvantage of this basis set is that, because the E µ and O µ functions are increasingly peaked around the middle of the domain, they struggle to describe details of the molecular orbitals near domain boundaries. This becomes particularly problematic when the domain contains more than one electron.
1
In contrast, LegLag uses the basis functions
where L 
where
is a density component,T = −∇ 2 /2 is the kinetic energy operator and δ µν is the Kronecker delta function.
39
If the four basis functions are in the same domain, the singularity of the Coulomb operator causes (F µ F ν |F λ F σ ) to diverge. However, the antisymmetrized integral
is finite and can be found from quasi-integrals 1 using
Because R µ is the image of L µ under inversion through the molecular mid-point, formulae involving only R µ and M µ can be found from the equivalent formulae involving L µ and M µ .
We will therefore not discuss the former.
Integral formulae are given in Appendix A and most of the necessary special functions are evaluated by calling external libraries. However, because we invariably need a range of values for the a and b parameters in the Tricomi confluent hypergeometric functions 39 U (a, b, z) required for Coulomb integrals involving the L µ functions, it is more efficient to compute these functions recursively. It has been shown that backwards recurrence in the a parameter is numerically stable and our algorithm exploits this. 44 To obtain the starting values for this recurrence we use an asymptotic expansion that is valid when 2a − b is large and positive. Our numerical experiments have shown that for arguments z > 10 this expansion converges at an unacceptable rate. Our algorithm therefore uses Miller's method 39, 47 when z > 8.
We detect and avoid computing negligible integrals using the Coulomb upper bound
where V * P is the maximum potential of P (x) in the domain of Q(x) and S * Q is the integral of |Q(x)|. The V * and S * values can be found using expressions in Section A 3.
C. Implementation
Aside from integral evaluation, LegLag closely follows the algorithms employed in
Chem1D. For a comprehensive description of these, see the paper by Ball and Gill.
1
LegLag has been implemented using the Python programming language (version 3.41) in combination with the Cython language extension for compute-intensive bottlenecks. It employs the external Numpy library for data structures and linear algebra operations and the Scipy library for computing some of the special functions.
A significant feature of LegLag is that it can be easily controlled by external Python scripts. In generating the data presented in Sec. III, we have made extensive use of scripts that use the numerical function minimiser available in Scipy to optimize molecular geometries.
D. Exclusion potential
In 3D, the molecular electrostatic potential 49 (MESP) is the limit of the ratio of the Coulomb energy of a test particle to the magnitude of its charge, as that charge approaches zero. It is a potent tool for understanding chemical behaviour and can reveal, for example, electrophilic or nucleophilic regions. Unfortunately, however, the MESP diverges at all points in a 1D system except where the electron density vanishes. 21 Therefore, to define a meaningful potential in a 1D molecule, we must insist that the test particle create a new Dirichlet node at its position. We call the resulting potential the "exclusion potential" to emphasise that, in contradistinction to the 3D analog, the test particle in 1D excludes electrons from its neighbourhood and thereby significantly perturbs the system. Figure 3 shows the exclusion potential for a 1 He 1 atom as well as the perturbed orbitals for a given position of the test particle. Note how the Dirichlet node created by the test particle compresses the right orbital, and prevents the electron which occupies it from extending to the right.
III. RESULTS AND DISCUSSION
To begin to understand the nature of chemical bonding in 1D, we have performed an extensive search for stable molecules. After presenting accurate atomic energies, we will discuss the structures of a wide variety of small molecules and a small set of polymeric systems.
The Periodic Table in 1D has only two groups 2 and we will frequently refer to alkalis All of the calculations that we report use 30 basis functions in each of the left and right domains and 50 functions in each of the finite domains. We will refer to this as the (30, 50) basis set. We report only the digits that have converged as the basis set is increased to the (30,50) set. 
A. Atoms
Our first task was to choose the exponent α in L µ (x) and R µ (x) that yields the best energies as the basis set is increased. We expected that α would be determined largely by the innermost (and lowest-energy) orbitals, and that therefore α ≈ Z, where Z is the nuclear charge of the atom in question. We were therefore surprised to find that this is not the case and that, except for hydrogen, the optimal exponent is always close to α = 2, a compromise that attempts to describe both the compact inner orbitals and the diffuse outer orbitals.
After this discovery, we used α = 2 for all atoms.
In our first foray into 1D chemistry, 2 we used multiple-precision arithmetic in Mathematica 50 to compute the near-exact HF, MP2 and MP3 energies, ionisation energies and electron affinities of the ground-state atoms up to 5 Ne 5 . Our subsequent (double-precision) Chem1D
program was often unable to reproduce these energies, principally because of its inadequate basis functions (1). Table I shows that our (double-precision) LegLag calculations are much more successful in capturing the energies but the (30,50) basis still struggles for the largest atoms and, in particular, fails to yield any significant figures for the electron affinity of 4 F 5 .
B. Diatomics
Notwithstanding the deficiencies of the (30,50) basis for the largest atoms, LegLag is able to treat a far wider variety of molecular systems than is possible in Chem1D and we have surveyed the diatomics with atoms up to oxygen and with all possible electronic configurations that can be generated from the ground-state atoms. Table II reports the bond lengths and energies of the diatomics that we have found to be stable, i.e. lower in energy than their constituent atoms. This set of results, which greatly extends our previous efforts, 1,2 allows us significantly more insight into the mechanics of 1D bonding.
There appear to be four major factors that govern the binding between two atoms: and we now discuss each of these in turn, and pictorial representations can be seen in Figure 5 . its electron-deficient side to the other atom. The fourth configuration, in which each atom presents its electron-rich side to the other, is unstable.
It follows that two nobles will not bind, as neither has an electron-deficient side. In 3D, noble gas atoms can bind weakly through dispersion interactions, 51-54 but we have not seen evidence of this in 1D. This may be an artefact of the (30,50) basis but we believe that such binding, if it exists, is likely to be very weak.
Nuclear shielding (Fig. 5b) is also critical. Lighter atoms bind more strongly because their nuclei are less shielded and this is true a fortiori of the completely unshielded H atom. As the shielding increases, binding energies drop rapidly, and bond strengths in nitrogen-containing molecules like 1 Li 5 N 4 and 3 C 6 N 4 are in the millihartree (mE h ) range.
Dipole interactions (Fig. 5c) The number of occupied domains (Fig. 5d ) is also relevant, as the very different bond energies in the HB diatomics show. Why, for example, is H 3 B 3 is so much more weakly bound than 1 H 3 B 2 , despite both having favourable dipole alignments? The answer is that the six electrons are squeezed into two domains in H 3 B 3 , rather than three in 1 H 3 B 2 . To form the former from the latter, the electron from the left domain is promoted into a high-energy orbital in the right domain and this incurs a large energy cost.
In our earlier work, 1,2 we discovered a few surprisingly long bonds. However, the results in Table II show that gargantuan bond lengths are not at all uncommon in 1D. This similarity might suggest that there is no significant distortion of atomic densities during the formation of a diatomic molecule. Figure 6 depicts the difference in a selection of diatomic electron densities and the corresponding sum of atomic densities, showing that, in the majority of cases, this is true.
More specifically, this assertion is true when the bonding alkali, i.e. the alkali with its electron deficient side in the bonding domain, is heavier than H. In these cases we see the outermost electron of the other atom occupies the position of the LUMO of the bonding alkali. The orbital that this electron occupies does not appreciably change in shape, however.
As a result the bond length is completely determined by the shape of the atomic species.
The exception to this are those diatomics where the bonding alkali is an H atom. The unshielded proton of the H atom is significantly more reactive than other species, an effect we also see when looking at bond strengths. This results in the outer electron of the other atom occupying an orbital similar to the LUMO of the H atom, rather than the HOMO of its parent atom. This creates a noticeable distortion of the atomic electron densities in such cases.
The fact that each electron is largely isolated within its local domain provides little opportunity for complicated interelectronic interactions. As a result, we find that the qualitative and quantitative effects of electron correlation are usually small. The correlation energy in 1D constitutes a much smaller fraction (typically less than 0.1%) of the total energy than in 3D. Moreover, it largely cancels between reactants and products so that correlated bond energies are typically within 1 mE h of their uncorrelated values. Correlated bond lengths are also similar to uncorrelated ones, especially in relative terms. Accordingly, we use HF structures henceforth.
C. Triatomics
We also undertook a systematic search for stable triatomic molecules, examining all possible electronic configurations generated by ground-state atoms up to, and including, carbon. Many stable species emerge, and we report bond lengths, total energies, atomisation energies and bond energies for some of these in Table III . For the reasons discussed above, we report atomisation and bond energies only at the HF level.
In our earlier exploration 1 of 1D reactivity, we concluded from a small set of atomisation energies that the bonds in a triatomic ABC are similar in strength to those in AB and BC.
We argued that the small deviations could be rationalised by considering the A-C dipole interaction.
The results in Table III and 100 mE h to 20 and 84 mE h , respectively, because the boron dipole is opposed to those of the lithium and hydrogen atoms. The 3 B 5 C 5 B 3 molecule also has opposed dipoles and the B-C bond energy drops from 9 mE h in the diatomic to 7 mE h in the triatomic.
We have also found two classes of triatomic that one might have expected to be unstable.
The first consists of a noble flanked by two alkalis with aligned dipoles (e.g. The exclusion potentials in Fig. 7 show the attractive force which binds these unusual ABC triatomics. In each case, the diatomic fragment BC generates a small positive potential in its left domain which can then interact favourably with the valence electron of A. . These results confirm that the length and strength of a bond are largely independent of its environment but, as in the triatomic study, we find significant increases in some bond strengths as a result of favorable dipole interactions. For example, in 2 B 3 H 1 H 3 B 3 , the central H−H bond is approximately 50 mE h stronger than that in H 1 H 1 , and the right bond is almost four times as strong as in H 3 B 3 . However, this effect is not universal. For example, the dipoles in 1 H 3 B 5 B 3 H are all aligned, yet the individual bonds are not strengthened and, indeed, the central bond is weaker than in the corresponding diatomic. This is because the central domain houses five electrons, forcing the bond to be long (> 18 bohrs) and greatly reducing the dipole stabilisation.
D. Tetra-atomics
In most of the stable species ABCD, the central pair BC is also a stable diatomic. However, this is not the case in 3 B 2 H 4 B 3 H and 2 B 3 H 2 H 2 B 3 . In both of these, the central bond is significantly weaker than in the other tetra-atomics and they are therefore analogous to the loosely associated triatomics in Table III. We also found two molecules, 3 B 2 H 3 B 3 H 1 and 1 H 3 B 2 H 3 B 3 , where each individual bond is present in a stable diatomic but the overall tetra-atomic is not bound. The exclusion 
E. Polymers
In our early work on 1D chemistry, 2 we examined the bond length and energy within the hydrogen nanowire -an infinite chain of alternating protons and electrons -using a periodic HF calculation. Using LegLag, we can study the same system as the extrapolated limit of a sequence of finite chains and we can also examine other homogeneous, or heterogenous, polymers.
For each polymer, we studied a range of short oligomers and fit their properties to the functions of the type 2 k=0 a k n −k , where n is the number of monomer units in the oligomer.
We then extrapolated these functions to the infinite polymer, i.e. n → ∞. For computational efficiency, we used the (30,30) basis set, rather than the (30,50) set used above. Our results Results for the hydrogen polymer agree with our periodic calculations 2 and confirm that the H−H bond becomes longer (stretching from around 2.6 bohrs to 2.8 bohrs) and stronger upon polymerisation. The lengthening / strengthening trend is ubiquitous and results from a competition between growing numbers of repulsive interelectronic interactions (which are reduced if the polymers expand by a few percent) and an accumulation of favourable dipole interactions (which stabilise the polymer relative to the monomers).
However, not all of the polymers in Table V follow this pattern and the ( 1 H 1 He 1 ) n and
( 1 H 2 B 3 ) n polymers are notable exceptions. In both of these, the inter-monomer bonds are exceptionally long and the resulting stabilisation is small. Because these new bonds do not arise in stable diatomics, these "polymers" are better viewed as loose aggregates.
IV. RULES OF 1D BONDING
Our studies reveal that chemistry in 1D is largely local. The combination of particle impenetrability and strong shielding causes distant particles to have very little effect on each another and, as a result, the functional groups in 1D chemistry are essentially the diatomic units within a molecule. This reduction requires us to understand the bonding in diatomic molecules and has led us to three simple rules which describe all of the bound diatomics reported in Table II: • Two alkalis with aligned dipoles bind
• Two alkalis with unaligned dipoles bind if their nuclear charges differ by at least two
• A noble binds to an alkali's electron-deficient side Strong bonds result from three ingredients:
• Light atoms
• Aligned atomic dipoles
• Low electron occupations in each domain
The first ingredient improves electron-nuclear attraction (because of reduced shielding); the last also enhances Coulombic attraction and also reduces kinetic energy.
In general, a polyatomic is strongly bound if all of its constituent diatomics are separately 
Appendix A: Integrals
It is convenient to define the parity function
One-electron integrals
If we assume µ ≤ ν, the kinetic integrals are
The potential to the left of R µ R ν is
where U is Tricomi's function.
39
The potentials to the left(+) or right(-) of M µ M ν are
where Q 2 m is a second-order associated Legendre function of the second kind.
Products of our basis functions have finite expansions
where the expansion functions are
and n ranges from |µ − ν| + 1 to µ + ν − 1. For example,
We call these Clebsch-Gordan (CG) expansions and the coefficients are given by
Properties of the expansion functions
The Laplace transforms of R n and M n are (1 + u/2) n+2 (A10a)
where i n is a modified spherical Bessel function.
39
The moments of R n and M n are
The kth moments of R n and M n vanish if k < n − 1. All of the higher moments of R n have the same sign. All of the higher moments of M n are positive.
The potential to the left of R n is 
where F is the Gauss hypergeometric function. 39 These potentials, which are illustrated in The absolute contents of R n and M n satisfy 
These quantities can be used to compute simple upper bounds to the Coulomb integrals in the next Section.
Coulomb integrals
The CG expansions yield where U is Tricomi's function and P (a,b) k is a Jacobi polynomial.
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Each of the integrals (A17a), (A17b) and (A17c) is O(1/R m+n−1 ) for large R. Consequently, for domains that are far apart, many of the higher Coulomb integrals are negligible and can be safely neglected using the bound (6).
Quasi-integrals
The CG expansions yield
The quasi-integral 1 between densities f (x) and g(y) in the same domain is given by
If we define the harmonic sum
assume m ≤ n and define ∆ = n − m, we find that 
