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Abstract
Image processing systems are increasingly used in safety-
critical applications, and their hardening against soft errors
becomes an issue. We propose a methodology to identify soft
errors as uncritical based on their impact on the system’s
functionality. We call a soft error uncritical if its impact is
provably limited to image perturbations during a very short
period of time (number of cycles) and the system is guaran-
teed to recover thereafter. Uncritical errors do not require
hardening as their effects are imperceivable for the human
user of the system. We focus on soft errors in the motion esti-
mation subsystem of MPEG-2 and introduce different deﬁni-
tions of uncritical softerrors in that subsystem. We propose a
methodtoautomaticallydetermineuncriticalerrorsandpro-
vide experimental results for various parameters. The con-
cept can be adapted to further systems and enhance existing
methods.
Keywords: Soft errors, Image processing systems, Late-
age silicon, MPEG, Threshold testing
1 Introduction
Soft errors caused by ionizing radiation are a prime con-
cern in late-age silicon [1, 2]. Traditionally, image process-
ing applications have not been hardened against soft errors.
One reason was the low likelihood of their occurrence (ac-
cording to the roadmaps, the estimated frequency of soft er-
rors, called soft error rate (SER), in low-radiation environ-
ments is one in several months or even years). Furthermore,
image processing applications are normally associated with
consumer electronics for which an occasional failure is not
critical: most soft errors would happen unnoticed by the
end customer, and should an error lead to deterioration of
the system’s functionality, the customer would switch the
equipment off and on again, and no further damage would
be caused. The handling of such rare events did not jus-
tify adding signiﬁcant costs for handling soft errors by us-
ing radiation-hardened (radhard) manufacturing technology
or redundancy in case of consumer electronic which is gen-
erally characterized by low proﬁt margin per IC.
On the other hand, image processing applications are in-
creasingly used in safety-critical systems in ﬁelds including
automotive, avionics, medical and military. The decisions
made based on the output of these systems may lead to a
damage or even loss of life. In many instances, the tasks
solved by the systems have real-time constraints, and switch-
ing off and on or rebooting is not an option. At the same
time, the SER is expected to increase over time [3, 4, 5].
It appears that soft errors in image processing applications
should be handled, but the cost pressure remains. As a con-
sequence, it is still unrealistic to employ radhard technology
or redundancy techniques based on duplicating or triplicat-
ing the whole chip in image processing systems.
One recently proposed approach suggests to harden only
a subset of possible soft error sites [6]. The soft error suscep-
tibility of the candidate nodes (i.e., the probability that radi-
ation induces a bit ﬂip on a node) is calculated based on the
technology parameters and the circuit’s layout. The nodes
with a high susceptibility are hardened locally while the re-
maining nodes are left unprotected. By doing so, the SER
of the chip is reduced with minimal costs. The local harden-
ing can be done by adding shielding layers, creating dummy
junctions below the active area, and altering the package de-
sign [7, 8]. Alternatively, the data in [9] suggests that by sim-
ply duplicating a gate without need for any voting circuitry
the soft error susceptibility of its output node is decreased
by an order of magnitude. If an area or power consumption
constraint is given, a number of nodes can be selected for
hardening such that the constraint is not violated. Hence,
selective hardening may be a practical approach to decrease
the SER of image processing systems at acceptable costs.
It has been noticed that not every soft error will result
in erroneous behavior of the system [10, 11, 12]. Some au-
thors even argued that detection of such errors should be pre-
vented in order not to reduce the system’s performance by
unnecessary counter-measures [13, 14]. In this paper, we ar-
gue that the soft errors which are guaranteed not to result in
an unacceptable behavior of the system do not require hard-ening. We identify uncritical soft errors which do not pro-
duce unacceptable system behavior under any possible input
sequence irrespective of the system’s state. Uncritical soft
errors should not be considered when calculating the SER.
Under a selective hardening strategy, hardening against un-
critical soft errors can be avoided even if they have high soft
error susceptibility, such that other nodes can be hardened
and SER is further reduced.
In case of general computing systems, any deviation of
an output value from the reference value given by the spec-
iﬁcation is unacceptable. Under this deﬁnition, any uncriti-
cal soft error would simply correspond to a redundant node
which has no inﬂuence on the system behavior, as we re-
quire that no unacceptable system behavior is produced un-
der any input sequence and state. Such a node could be re-
moved without any consequence for the system’s functional-
ity. However, an image processing application can produce
output which does not match exactly the reference output
but is still acceptable as the human viewer would not notice
the difference. This is particularly true in a video applica-
tion if subsequent video pictures are fault-free. In an im-
age processing application, a soft error could be uncritical
in sense that if it occurs very infrequently its impact on the
system functionality would be minimal, and not redundant
at the same time. One instance of such error would change a
value of a pixel which is going to be overwritten by a correct
value in the next picture, such that the wrong pixel would be
visible only for a fraction of a second.
In this paper, we focus on identifying uncritical soft errors
in the motion estimation (ME) logic of MPEG-2. We allow
that the ME circuit calculates a wrong reference sample for a
given number of clock cycles, but we require that the system
must return to the error-free behavior thereafter, i.e., it must
assume the same state as it would have assumed if the soft
error had not happened. Since a soft error does not create a
lasting damage in the chip, the system will continue to op-
erate error-free for a long period of time (until the next soft
error). The wrong ME results will create transient deterio-
ration of the system’s performance which will impact a very
low number of pictures and most probably won’t be noticed
by the user. Note that MPEG-2 is designed to deal with com-
putation errors due to wrong input data arriving through a
potentially noisy communication data. Although in our sce-
nario it is not the input data which is corrupted but rather the
chip’s logic itself, the effect (transient deterioration of the
chip’s performance) is similar.
The remainder of the paper is organized as follows. The
next section provides details on motion estimation in MPEG-
2 and formulates the criterion for a soft error being uncrit-
ical. Section 3 describes the methodology to identify un-
critical soft errors based on an automatic construction of a
mathematical proof. Relation to existing work is discussed
in Section 4. Section 5 concludes the paper and gives some
directions for future research.
2 Uncritical Soft Errors in Motion
Estimation Circuits
Before deﬁning the uncritical soft errors, the functionality of
MPEG-2 is reviewed in order to facilitate the understanding
by an unfamiliar reader. The discussion is on an intuitive
level and some details such as handling of interlaced pictures
are not covered. Please refer to text books such as [15] for
detailed treatment.
In MPEG-2, the video stream consists of pictures.E v e r y
picture corresponds to a full screen and is broken into 16×16
pixel macroblocks. There are I pictures, P pictures and B
pictures. The macroblocks in I pictures are encoded using a
lossy compression technique similar to JPEG. For the mac-
roblocks in P and B pictures, a “similar” macroblock, called
reference sample, in a neighboring (previous or subsequent)
picture is determined and its coordinates are encoded by a
motion vector. Only the difference between the macroblock
and the reference sample, called residual, is encoded using
the same compression method. If a macroblock with low dif-
ference from the macroblock has been found, i.e., the resid-
ual consists mostly of zeros, then the compression ratio is
improved signiﬁcantly. Hence, macroblocks in the P and B
pictures are represented by the motion vector and the com-
pressed residual whereas in case of an I picture the complete
macroblock needs to be compressed.
Motion estimation (ME) is the process of identifying the
best reference sample for a given macroblock. It is possible
to perform ME by calculating the difference from every pos-
sible reference sample and choosing the one with the lowest
difference, but it is expensive. There are heuristic ME meth-
ods which solve this task using less comparisons (they are
not guaranteed to come up with the best solution). ME cir-
cuits consist of a number of processing elements (PE), which
calculatethedifferencebetween twopixels, andlogicusedto
determine the motion vector, i.e., select the reference sample
with the minimal difference calculated by the PEs. Special
hardware architectures exist for increasing the performance
of ME.
If the ME circuit is affected by a soft error, it may fail
to determine the best reference sample resulting in a larger
residual and a larger amount of the compressed data. As
a consequence, either a higher butrate must be provided to
transmit more data, or, if the bitrate is ﬁxed, lower image
quality must be enforced by manipulating the parameters of
the compression method. If the effect of the soft error per-
sists only for a few clock cycles, its impact will disappear
completely when the next I picture is transmitted at the lat-
est. Given that soft errors happen once in a few months or
years, a deterioration which affects only a few pictures or
an increased bitrate for a few clock cycles both appear to be
acceptable.
The situation is different if a soft error changes the state
of the system permanently, i.e., the system does not returnintoanerror-freestateandkeepscalculatingwrongreference
samples for a long time. In this case, the bitrate increase or
the quality deterioration could be permanent and the system
would stop meeting its speciﬁcation. Note that in applica-
tions such as satellite communication an increased bitrate
automatically means increased energy consumption during
communication and is a severe restriction of functionality.
Hence, such a soft error is critical. However, even critical
soft errors in the ME circuits do not lead to computation of
wrong images, only to quality or bitrate deterioration which
could persist for a long time.
In the next section, we introduce the methodology to au-
tomatically distinguish between critical and uncritical soft
errors.
3 Proposed Method
We start by describing a ME system on which the exper-
iments were performed. Then, we introduce the actual
method and prove its correctness before reporting the results.
Finally, an extension to ﬁnd uncritical soft errors which re-
sult in less deterioration is proposed.
3.1 Benchmark circuit
We used a ME circuit of an MPEG-2 system implementing
heuristic 2-stage motion estimation with half-pixel accuracy.
The circuit consists of a ﬁrst-stage processing element (PE)
array, which calculates the differences between the current
macroblock and a number of candidate reference samples
(ﬁrst search); the logic which determines the minimum dif-
ference and calculates the motion vector for the ﬁrst stage;
the PE array for the second search; the motion vector calcu-
lation for the second search; and a controller. We removed
the motion vector calculation logic for the second search,
such that the intermediate results of the second search are
directly visible on the chip’s output and the impact of soft
errors is easily monitored. The circuit we use in the exper-
iments has 16 8-bit data buses, which are the residuals of
candidate macroblocks during the second search, as outputs,
and no control output.
A soft error anywhere within the circuit may lead to a de-
viation of a value on the chip’s output. The subsequent mo-
tion vector calculation logic could select the wrong matching
vector and a residual which is difﬁcult to compress.
3.2 Uncritical soft error identiﬁcation
We have seen that a soft error is uncritical if its effects dis-
appear after a given number of clock cycles under any state
and input sequence. In our methodology, this number k is
speciﬁed by the user. For a larger number k, more errors will
be classiﬁed as uncritical but for a smaller k the maximal du-
ration of the period in which the system produces incorrect
results is reduced.
For simplicity, we assume that a soft error may occur on
any output of a ﬂip-ﬂop or combinational logic and persists
for exactly one clock cycle. We distinguish between the ﬂip-
to-1 and ﬂip-to-0 errors. There are more accurate soft error
models (see [2] for an overview and [1, 3] for factors in-
volved including different masking concepts). The method-
ology can be easily extended to deal with a different soft
error model if one is available.
Problem formulation: Given a circuit C with primary in-
puts PI, secondary inputs (ﬂip-ﬂop outputs) SI,p r i m a r y
outputs PO, secondary outputs (ﬂip-ﬂop inputs) SO,t h e
constant k, the node n affected by the soft error and the ﬂip
direction g (g =1for a ﬂip-to-1 error and 0 for a ﬂip-to-0 er-
ror), determine whether there exists a state s and a sequence
of input vectors i1,i 2,...,i k such that the circuit state after
k clock cycles is different in presence and in absence of the
error. 
In order to solve the formulated problem, we construct an
auxiliary circuit Caux such that the soft error in the original
sequential circuit C is identical to a permanent stuck-at fault
in the combinational auxiliary circuit. We will then prove
that the soft error in C is uncritical if and only if the stuck-at
fault in Caux is redundant. By running a redundancy check
on Caux, which could be done by an ATPG or a (bounded)
model checker, it is determined whether the soft error in C
is critical or not.
The auxiliary circuit Caux is illustrated in Figure 1: k-
frame expansion of the circuit is generated. The PIs of the
circuit are (SI, PI1,...,PIk). The PIs of all k time frames
and the SIs of the ﬁrst time frame are controllable (this can
be restricted if not all states are reachable). The SOs of frame
i are connected to the SIs of frame i +1and are not observ-
able. The POs of the ﬁrst k frames are made unobservable by
adding masking logic (AND gates with an input set to zero).
The SOs of frame k are observable. The stuck-at-g fault on
node n is injected into the ﬁrst time frame but not into the
subsequent frames.
Theorem: Soft error ﬂip-to-g on node n in C is uncritical
if and only if the stuck-at-g fault on node n in the ﬁrst time
frame of Caux is redundant. 
Proof: Suppose that the stuck-at-g fault on node n in the ﬁrst
time frame of Caux is not redundant and the test vector that
detects it is (SI, PI1,...,PIk). This means that under this
vector Caux produces different outputs at the SOs of frame
k +1 . If soft error ﬂip-to-g on node n happens in circuit C
when it is in state SI and the input sequence (PI1,...,PIk)
is applied in the subsequent cycles, the state of the circuit
after k cycles will deviate from the error-free state, so the
soft error is critical.
Suppose that the soft error in C is critical. Then,
there must be a state s and a sequence of input vectors
i1,i 2,...,i k such that the circuit state after k clock cycles
is different in presence and in absence of the error. Applying
the input vector (s,i1,i 2,...,i k) to circuit Caux will lead to0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Figure 1: Circuit Caux used for uncritical soft error identiﬁcation
different outputs when the error is present or absent. Conse-
quently, this vector detects the fault and it cannot be redun-
dant. q.e.d.
Note that the stuck-at fault is not injected in the frames
2 through k because the soft error is assumed to persists for
only one clock cycle. It is possible to inject different faults
according to a different soft error model. If the soft error
model describes effects which last more than one cycle, the
injection must take place in more than one time frame.
3.3 Results
We constructed the circuit from Figure 1, injected a stuck-
at fault into the ﬁrst time frame, and searched for an in-
put assignment using a commercial ATPG tool. All errors
identiﬁed as redundant are uncritical. There was a total of
82,664 stuck-at faults in the ﬁrst time frame of MPEG-2 ME
circuit’s time frame expansion. The run times were low as
the circuit was relatively small even when expanded several
times. Note that combinational ATPG is routinely employed
in the industry for multi-million gates designs. Table 1 sum-
marizes the inﬂuence of k, the number of cycles which the
circuit is allowed to deviate from its reference behavior, on
the number of uncritical soft errors. The percentage of the
identiﬁed uncritical soft errors among all 82,684 soft candi-
k Number of uncritical faults Percentage
1 645 0.78
2 1645 1.99
3 2649 3.21
4 3655 4.42
5 4687 5.67
6 5685 6.88
7 6715 8.13
8 7713 9.33
16 14763 17.86
24 22093 26.73
32 29173 35.30
48 43871 53.06
64 58413 70.65
96 58801 71.12
Table 1: Number of uncritical soft errors as function of k
date soft errors is quoted in the last column of the table. It
can be seen that a signiﬁcant fraction of soft errors is uncrit-
ical and can be excluded from selective hardening.
3.4 Deviation limit
In this section, we introduce additional requirements for a
soft error to be classiﬁed as uncritical. We require that the
extent of deviation caused by the error in the worst case is
limited. In particular, we require that the values calculated
on the circuit’s outputs in presence and in absence of the
error do not differ too much. This is related to the concept
of threshold testing [16]. The underlying assumption is that
if a soft error leads to calculation residuals which are not the
best but are close to the best ones, the resulting increase of
the bitrate or deterioration of the quality will be of limited
extent.
We deﬁne that the system behavior after a soft error has
happened is acceptable if any deviation will be observed
only on τ least signiﬁcant bits (LSB) of any of the 16 output
buses. If τ =1 , one LSB is allowed to deviate, if τ =4 ,4
LSBs are allowed to deviate, and so forth. The requirement
that the error effect must be completely gone after k clock
cycles remains in place, so this new deﬁnition is stricter than
the previous one. τ =8corresponds to the previous deﬁni-
tion as all the output bits are allowed to deviate.
The circuit used for identiﬁcation of uncritical soft errors
leading to acceptable behavior for τ =2is shown in Figure
2. Note that it has k +1time frames and any deviation is
forbidden on frame k +1 .
Results for k =8and different values of τ are given in
Table 2. It can be seen that the new deﬁnition is indeed much
stricter and not many soft errors qualify as uncritical with re-
spect to this deﬁnition. It may be necessary to apply trans-
formations to the circuit in order to increase the number of
soft errors which are uncritical considering a deviation limit.
4 Related Work
There is a signiﬁcant body of research on fault tolerance, in-
cluding classical textbooks [17]. Of particular importance
with respect to this work are the architectural redundancy
techniques as they can include the ability of a system to re-
turn from an erroneous state to an error-free state. Never-0 0 0 0 0 0 0 0
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Figure 2: Circuit used for uncritical soft error identiﬁcation with a deviation limit
theless, the classical fault tolerance for digital systems does
not allow any deviations from the reference behavior and its
techniques are designed to guarantee output values which
could not be distinguished from ones produced by a system
not affected by errors. This is different for analog circuits for
which the reference behavior is given by a range rather than
by a value.
Soft errors with no effect on the system behavior have
been described in [10, 11, 12] but this was with respect to
a given input sequence. In our work, the errors identiﬁed
as uncritical are mathematically proven to be uncritical for
any possible input sequence and state. The soft errors that
do change the system output but in a way that is irrelevant
for the application have been mentioned in [3] (soft errors
in parts of 64-bit registers used to process 32-bit data) and
[13] (instructions that will never commit and data which will
never be read).
There is some recent interest in a methodology referred to
as error tolerance [18]. An error tolerant system is allowed
to deviate with respect to a metric which is part of the sys-
tem’s speciﬁcation. The same IC can be sold for its regular
price if it is manufactured fault-free and for a lower price if it
contains a defect which leads to acceptable yet not reference
behavior. Threshold testing mentioned above is an instance
for a metric of error tolerance. Up to now, we are not aware
of any work on error tolerance which considered soft errors.
Someworksspeciﬁcallyaddressederrortoleranceaspects
of image processing [19, 20, 21]. In particular, [20] ad-
dressed error-tolerant motion estimation, considering perma-
nent defects which were restricted to the motion vector cal-
culation (PEs were assumed to be hardened and not suscep-
tible to defects). In contrast, we assume soft errors and con-
sider all elements of the circuit.
There is signiﬁcant research on error concealment in
τ # uncritical faults τ # uncritical faults
1 13 5 71
2 30 6 82
3 45 7 97
4 56
Table 2: Number of uncritical soft errors with acceptable
behavior for k =8as function of deviation limit τ
video coding [22, 23]. The assumed errors are due to video
data being transmitted through an unreliable communication
channel. Packets containing video data are lost or arrive too
late to be processed. Typical error concealment techniques
try to reconstruct missing data from available information
such as neighboring pixels. In contrast, our approach con-
siders errors in the video processing hardware itself rather
than erroneous or missing input data.
Performing computation with potentially imprecise result
has been investigated in the ﬁeld of real-time computing
[24]. The underlying assumption of imprecise computing
is that there are two versions of a task: one accurate and
slow and one imprecise and fast. Various kinds of schedul-
ing problems with different optimization goals and deadlines
are solved. Propagation and ampliﬁcation of errors through
a sequence of imprecise tasks can be considered.
5 Conclusions and Future Work
We proposed a methodology for identifying uncritical soft
errors in image processing based on their impact on the sys-
tem functionality. A soft error is considered uncritical if its
consequence is a deterioration in image quality which is so
short that the end user would not notice it and the system is
guaranteed to recover thereafter. Up to around 70% of soft
errors are found to be uncritical. The methodology comple-
ments existing low-cost selective hardening strategies which
are based on the soft error susceptibility of a node [6]. By
combining both strategies, a better protection against critical
soft errors is possible.
While the experiments have been run on a motion esti-
mation circuit, it is possible to extend the methodology to
generic image processing applications. The uncritical faults
can be re-deﬁned as the ones which do not create deviations
which are visible for the human user. Psychovisual metrics
such as one proposed in [21] can be employed. It is likely
that the approach can also be generalized to audio and other
signal processing applications.
A useful extension would be to deﬁne severity of an er-
ror rather than to declare it critical or not. [2]. This would
yield a list of soft errors sorted by severity. Then, the hard-
ening approach similar to [6] could be used. Severity is also
useful for design of optimal online BIST logic [2]. Methodsto calculate severity may include simulation, emulation or
hardware experiments (similar to fault injection campaigns
run for airspace applications [25, 11]) or formal methods in-
cluding PTMs [26] and probabilistic model checking [27].
Finally, synthesis of circuits in which a large portion of
soft errors are uncritical is of interest. This requirement is
obviously less strict than the problem solved by the classi-
cal fault tolerance, namely to produce a circuit which never
deviates from its reference behavior. Consequently, there is
hope that low-cost solutions could be obtained.
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