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Forecasting methods require the identification of causal processes and stable trends. Here a combination of top down and bottom up methods is used to estimate the development of employment in all 327 (western) German districts for a time span of two years.
In a first step, employment is forecasted independently according to several dimensions (type of region, industry and federal state), which are selected according to theoretical considerations. The results are used to generate a forecast additionally based on autonomous trends of the respective regions and on experts' judgements about singular developments. The different sources of information are combined using the ENTROP method.
ENTROP is an entropy optimizing procedure, a generalization of common RAS-techniques, newly developed for the estimation of matrices from heterogeneous information. In a defined sense the estimated matrix is the most probable one. The method chosen uses any available information extensively. Therefore, the estimates are reliable, as is shown in an ex-post forecast.
There is a double purpose for the forecast of employment: first, it helps to gain insights in the causal processes generating regional developments and regional disparities on labour markets. Second, it is useful for the bugetary planning of the Federal Employment Services. Then, the assignment of money to the local units of this administration can be done according to current and future labour market developments.
The basic approach
The institutions carrying out labour market policy in Germany (the Federal Employment Services, the Ministry of Labour and the local institutions of the state) and in other countries continuously demand forecasts about the labour market. Statistical information is only available with a lag. Therefore, the allocation of money to the various programs and regions is based on information about the past. To counteract imbalances on the labour market, however, information about the future is necessary, which is only available from forecasts.
There is also a scientific motivation to develop forecasts. It is due to the fact that forecasts include the identification of stable trends and of causal processes extended from the past or the present to the future. Both motivations, that related to labour market policy and that concerning scientific explanations, are relevant in the present context, which deals with regional forecasts of employment in western Germany for a time horizon of two years.
The technique chosen here is a mixture of following trends and of identifying causal structures. Some stable trends are used for the projections of basic economic variables, e. g.
for the future development of the structure of industries. On the other hand, employment in a region is seen as being determined by the same basic variables, by the type of the respective region, the industry structure and the development of larger regional units.
The technique used is a combination of top down and bottom up methods. On the one hand, in the forecast of the employment for 1999 for the 327 districts (Stadt-und Landkreise) of western Germany, autonomous developments of these regional units are relevant. On the other hand, a projection of global employment is broken down into small regional units. There are global influences affecting employment in all regions in nearly the same way, for example the interaction of the business cycle with the institutions of the Federal Republic of Germany.
Apart from this, spatial autocorrelation is important. There are spill-overs from the economic activity in one region to the activity of adjacent regions. It can be argued that the global component of regional development is of special relevance in Germany (with the exception that it is always necessary to discriminate between the western and the eastern part of the country), since important economic processes affect the whole country. Wage bargaining for example is rather centralized, since it takes place at the level of industries, not at the level of regions or of firms. Therefore, it would be misleading to realize a forecast for the country on the basis of regional information only.
The contrary would also be misleading, since it is not possible to see regional developments as entirely determined by general influences. Large variation in the level of local unemployment rates indicates large disparities on regional labour markets. The unemployment rate (average for the country for 1997) in western Germany was 10.8 % with the extreme values of 4.4 % (district of Erding) and of 20.1 % (district of Bremerhaven). It is therefore necessary to identify the sources of this variation and to supplement the top down method by bottom up strategies.
For the top down part of the forecast three dimensions are identified that are regarded as crucial for the development of employment, according to theoretical considerations. These dimensions concern the industries present in a region, the type of the region and the larger area it belongs to. The importance of the industrial structure is known from the bulk of literature on shift-share analyses (Braun 1969 , Holden et al. 1989 , Patterson 1991 , Selting 1994 ). The business cycle affects different industries in differing ways. Especially manufacturing reflects slumps and peaks in the demand on the world market to a greater extent than the service sector of the economy.
The business cycle of an industry is synchronized because of spill-over effects. An especially interesting example is Germany's automobile industry. Phases of relativly good competitiveness compared to car production in other major countries (e. g. in Japan) are followed by phases of relatively low productivity and falling shares in sales on the world market. Though the performance of the individual companies in a country differs, there is a common trend affecting all car producers. The spill-over effects between the companies are described in general terms by the new growth theory (Lucas 1988 , Romer 1986 and in more detail by evolutionary economics (Nelson, Winter 1982 , Dodi, Nelson 1994 , Nelson 1995 .
The growth perspectives of industries also differ as can easily be seen from the growing share of employment which is absorbed by the service sector and is described as tertiarization of the economy.
Another basic dimension of employment development which is used in the forecast is a typology of the regions, which is defined here by a cross-tabulation of centrality and population density. The relevance of the type of the respective region can be seen from current discussions of urban economics e. g. about the decline and recovery of the large cities. In Germany, as will be shown below, differing types of regions are markedly different and show markedly stable developments.
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The third relevant dimension concerns the larger regional unit, i. e. the federal state of which a small region is a part. It is important to look at large areas, since there are spill-overs between adjacent small regions, which produce spatial autocorrelation. Again, theoretical arguments can be taken over from new growth theory. Additionally older arguments from the theory on growth poles and on polarization effects (e. g. due to Myrdal and Kaldor) and newly popularized ideas from Krugman's trade theory (1991) can be used. In trade theory, the location of a region is important. If it is close to areas established as centers of production in a specific industry there are positive effects on its development. This can be due to labour market pooling, technological spill-overs and the use of common intermediate products. Finally, the importance of the proximity of a region to the sources of supply and demand is considered by location theory (cf. Puu 1997 for a recent overview).
Information that can be exploited for the forecast ends mainly in 1997, so the time horizon is two years. The methods used are centered around a special entropy-optimizing procedure called ENTROP and developed for the purposes of the IAB. It is the first time that it has been applied in a forecast. Since the method has the advantage of extensively taking into account any available information it is preferable to standard shift-share or regression techniques.
Data
The data used in the forecast is from the employment statistics of western Germany. The data base is not a sample; it comprises a sequence of complete cross-sections of all people employed on any 30 June of the period between 1987 and 1997 (statistics based on location of the workplace).
The employment statistics include information about the entire population of people in gainful employment and covered by the social insurance system, i. e. about 80% of all employment in Germany. Two main groups of people whose data is not included are civil servants and workers with an income lower than DM 620 a month.
The employment statistics give continuous information on employment spells, earnings, job and personal characteristics. It is based on microdata delivered by individual firms about their individual employees. For every employee a new record is generated every year. The same is done if he or she changes establishment. From 1975 to 1995, over 600 million records about the employment of individual workers are included in the files of the Federal Employment Services (Bundesanstalt für Arbeit, see Bender et al. 1996) .
Originally, the data was collected for administrative purposes of the social security system.
Since they are used to calculate the pensions of retired people, the income and duration information is very reliable. No problem of recalling from memory and reporting is encountered, as is the case in population surveys.
Since the employment statistics contain detailed regional information, an assessment of regional employment is possible. Every employed person is registered at his or her place of work. Several additional variables are available. Here the information about the respective industry is used. This variable has 11 categories (cf. Table 1 ) The classification of industries follow the work on structural change (Dietz 1988) and has the advantage of separating in particular the various components of the service sector. The evaluation of the data of the tertiary sector showed that the overall gains are not equally distributed among all types of services. Especially the financial services and the services for the society (e.g. education, health service, research) show -in contrast to other types -a relative increase of people employed in their area. This implies a crucial differentiation between the types of service in order to forecast the growing importance of this sector with more accuracy. To control for industry-specific business cycles the forecast is based on a calculation of the prospects of each industry. Landeskunde, BfLR). The classification (Görmar, Irmen 1991) uses a cross-tabulation of two dimensions: centrality and population density (cf. Table 1 ). It is known that this classification describes many dimensions of regional disparities with a surprising accuracy (Blien, Mederer 1998) . The types of regions gained from it are correlated with local price and wage levels. The rates of employment growth differ markedly between these types (Tassinopoulos 1996) . Shiftshare analyses show that the BfLR/BBR-categorization creates relatively homogeneous groups. Especially shifts of employment which are caused by suburbanization effects (Seitz 1995) are to be considered for regional forecasts.
The third selected dimension concerns the federal states. There are ten of them in western Germany.
The making of the forecast
The regional forecast is aimed at the development of regions relative to the development of This procedure takes elements of a bottom-up approach into account, since individual regional employment trends in defined industries are used. b) Inclusion of trends for industries, region types and federal states ("Generation of row and column sums"): it is not sufficient to base the forecast solely on the regional trends. These trends partly reflect special developments of the recent past, which are not stable and should not be extended to the future.
Instead, global trends are additionally used to determine the development of the regions.
The employment in a single region is at least partly determined by its industry structure, its type and the development of surrounding regions. Especially the trends for the region types are remarkably stable (cf. Figure 2a , 2b). To include spatial autocorrelation the federal states are used (small states are combined with neighbouring large states). This construction implies the advantage of including differences in regional economic policies between the federal states.
The third dimension which is regarded as important is the industry structure, normally used in shift-share analyses.
For all the categories of the three dimensions shown in Table 1 , trends are estimated for the proportion of people employed in the particular status. The estimation of the trends is done by simple linear regression analyses using the first differences between years. In most cases stable trends were observed. These cases led to a 1999 projection of their relative share of employment of the federal state, the industry employment and the employment in each type of county.
Since the extrapolation of employment according to the three stated dimensions is done for proportions only, it is necessary to use a forecast for global employment in addition. Based on a general macro-forecast (source: Autorengemeinschaft 1998, IAB) of the expected growth of employment for 1997-1998 M 98prog the number of total people employed in each category (federal state/type of region) is calculated. The result was used to generate M 99prog .
Because of individual unstable trends, several industries are combined into 5 groups: primary sector, manufacturing, manufacture of food products and beverages, construction and services. Since the size of total employment is taken over from an external source, the proceeding of the forecast includes a top down element. c) Inclusion of heterogeneous information ("Fixing of additional constraints"): from various sources information is available which refers to a more recent date than most of the data included. Additionally, since information is available about special developments in particular industries in partucular regions, it is necessary to correct the forecast to take into account these special pieces of information. In some cases the global figures for the trends calculated in step b) have to be corrected in order to be consistent. Finally, it is necessary to include restrictions in the forecast to rule out developments which can be regarded as improbable or very unlikely.
Examples of this kind are relations between the growth rates of differing industries.
In most cases these additional restrictions on the results of the forecasts can be given the form of linear equations or linear inequalities. This is another element of a bottom-up approach.
d) Entropy optimization and check of results: The problem of obtaining a forecast can be formulated as follows: The aim is to estimate a matrix X with regions indexed by j (j = 1...327) and industries indexed by k (k = 1...11) for 1999 on the basis of a matrix R which has the same dimension and represents the trends for the individual regions (equation 1). The results based on global trends estimated for three dimensions (type of region, industry, federal state) can be expressed as sums over elements of the matrix X.
The general case reads:
In our case is 
sum over regions which are classified into type Pp (2d)
All the types of b z are obtained by extending the global trends from the past to the year 1999.
The heterogeneous information about matrix X, specified in step c, can be given the form of general linear equations and inequalities. The problem of obtaining a forecast can then re-stated as an optimization problem. If a distance function between the elements of X and R is defined, this measure can be minimized to preserve as much of the information incorporated in the trends of single regions as possible. The minimization has to be done subject to the restrictions (4) and further linear equations and inequalities specified in step c. Therefore, the forecast problem can be redefined as follows:
subject to: The restrictions indexed by z have to be consistent. If they are not, they have to be redefined until a solution could be calculated (cf. Figure 1) . The second crucial question is whether the solution produced is compatible with external knowledge about regional development. At this stage intense experience of the forecaster is demanded. Comparisons based on the knowledge of regional case studies have to be taken into account. It is necessary to collect information from external regional experts to explain striking results of some regions. Singular developments (e. g. due to the closure of a large plant) in some regions, which can not be expected to last in the future, should be identified, e. g. seen from trend matrix R. In these cases single elements of R have to be altered. This intervention has to be carried out for all counties for which a too optimistic or too pessimistic estimated trend is visible.
This check of results as well as the alternation of constraints and the modification of the matrix R is repeated in loops until the forecast is compatible with all available information (cf.
Figure1).
The ENTROP method
The procedure used to solve the problem of optimization under the constraints (4) is the ENTROP algorithm. The distance function to be minimized is the relative entropy, which has some advantages in the forecast problem and in related cases. Entropy optimizing methods have a long tradition in information theory and statistics (Shannon, Weaver 1949 , Kullback 1968 ) and especially in regional sciences, where they have been used extensively in gravity models (Wilson 1970 , cf. Batten, Boyce 1986 and Batten 1983 .
From a different point of view, the ENTROP method is one of a class of procedures designed to solve problems which are called "inverse" (cf. Golan, Judge, Miller 1996) . A basic equation of an inverse problem could be the following:
If y and X were given and we added an error term, (5) would be an ordinary regression equation. However, in an "inverse" problem, the matrix X is not known and the vectors y, b are given. Since, normally, X has more entries than both vectors elements, no deterministic solution is feasible. If there are assumptions available concerning the structure of X, it could be estimated using y and b.
In the present case a matrix R is used which incorporates some information about X. A distance measure is calculated and the estimation of X is done by minimizing the distance between X and R. The prior matrix R represents additional information about the matrix to be estimated. In a sense which will become clearer soon the estimated matrix is 'similar' to the prior matrix. A form of constrained optimization is applied in order to secure that the result satisfies (1).
In the present case R is the matrix of employment gained by following the autonomous regional trends. The single equations of (5) form restrictions X has to satisfy. In fact, we need a generalization of (5), since the restrictions are not only equations but also inequalities:
The distance measure between the basis matrix R and X chosen here is the relative entropy:
Here the index i represents the index pairs of j and k. The estimation of X is done in minimizing (3), subject to the restrictions (6). Blien, Graef (1998) give an overview of the properties of the resulting X E :
-″Maximization of probability″: if the entries of the prior matrix are normalized by the sum Σ i r i they can be regarded as ″a priori probabilities″ for the distribution of units over the entries of X. If the probability P x of a specific matrix X can be described by a multinomial distribution, the matrix X E gained by maximizing E R maximizes P x . This results from the general property that the minimization of the relative entropy E R is approximately equivalent to maximizing P x .
-″Conservation of structure″: small (large) elements r i are represented by small (large) x i which corresponds to the same fixed i.
-″Conservation of zeros″: elements i which are zero in the basis matrix R are zero in the resulting matrix X E .
-″Equivalence to a weighted least squares estimate″: It can be shown that the minimization of the relative entropy E R is approximately equivalent to an estimate based on a minimization of a sum of weighted squared differences (χ 2 -statistic) (cf. Kadas, Klafsky 1976): There are many possibilities to find the optimum X E of E R , but it is necessary to avoid computationally demanding procedures. To solve large problems for matrices with about 30,000 entries a special algorithm has been developed which is called the ENTROP method (Blien, Graef 1998) . It uses F. Graef's generalization of an optimization algorithm proposed by Bregman (1967) ii. Correction of the sign: if δµ z > µ z , set δµ z = µ z .
iii. Updating the values for x j and µ z :
The µ z are the dual variables associated with each restriction z. The algorithm is a generalization of the RAS-method (which is identical to the iterative proportional fitting algorithm IPF of statistics) often used in input-output analysis and especially in regional sciences (cf. Bacharach 1965) . The steps carried out in ENTROP are identical to those performed in RAS if the only restrictions on X are row and column sums.
Discussion of the results
In Figure 1 The mean squared error of the ex post forecast is smaller than that obtained with a simple trend (1991 to 1993 extended to 1995) . The figures are 0.00052 to 0.00098. Therefore, it can be concluded that the method used for the forecast is a reliable one. The same conclusion was drawn in an ex post forecast for the regions of eastern Germany, which was carried out as a first test of the method chosen (Blien, Graef 1996) .
The results of the forecast for 1999 are shown in Table 2 and Figure 3 . Figure 3 (the map)
shows that in the western part of Germany changes of labour market disparities are of a relatively low scale. It can be seen that especially in the western part of the country further problems are to be expected. Here, the regions of the Ruhr area, which have an obsolete industry structure and reveal high unemployment rates, will have a further reduction in employment. For Baden-Württemberg in the southeast of the country the times of high growth rates will probably not return, while prospects are relatively favourable for the Bavarian regions and -this might be a surprise -for parts of the north of western Germany.
Of course, the forecast is produced under the assumption that no structural changes occur.
Another limitation is that the forecast is based on aggregate data. Especially in a market economy, which is based on the decentralized decisions of people only ex post synchronized by the market, the inclusion of the individual decision processes is important. Therefore, it would be interesting to develop a forecast in a multilevel structure (Blien 1995 (Blien , 1996 integrating information about labour markets with data about individual economic agents. At the moment this technique is not available for the projection of regional employment.
Apart from these limitations there is a basic one concerning all attempts to assess the future behaviour of people. Since human beings are able to make their own decisions, they might be able to decide differently in identical circumstances. This element of a "free will" is hardly taken into account in economic reasoning. If a free will exists (researchers who try to model artificial intelligence debate this point, cf. Penrose 1989 and 1997) forecasts are affected by an additional source of fluctuation.
Conclusion
Though the limitations mentioned above might be relevant, the results of the forecast using the ENTROP method give useful insights. This technique provides improvements compared with standard methods, such as an estimation based solely on trend extrapolations. The ex post forecast shows the advantage of the method based on entropy optimization.
By using this forecast technique it might be possible to improve the allocation of the funds of labour market policy to the regions of the country. The IAB is involved in the process of calculating indicators which reflect the current problems on local labour markets. The distribution of funds for active labour market policy (in 1998 about DM 25 Billion, cf. Blien 1998) is done according to these indicators. They might be calculated in the future by using this forecast of regional employment.
Besides the political purpose the identification of stable trends done in the preparation of the forecast is helpful for purely scientific interests, since it improves our understanding of the development of regional labour markets. 
