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1. Introduction
Let H = {x + iy ∈ C | y > 0} be the upper half plane. The projective special linear group PSL2(R)
acts on H by the fractional linear transform preserving the Poincaré metric ds2 = y−2(dx2 + dy2)
and the associated volume element dμ = y−2 dxdy. Let Γ ⊂ PSL2(R) be a Fuchsian group of the
ﬁrst kind. In the analytic theory of automorphic forms, it is of basic importance to investigate the
spectrum and the eigen-functions of the hyperbolic Laplacian  = −y2(∂2/∂x2 + ∂2/∂ y2) on the
L2-space L2(Γ \H;dμ). As an initial domain of , it is common to take B(Γ \H), the space of
bounded Γ -invariant C∞-functions f on H such that  f is also bounded. Then, the closure ¯Γ
of (,B(Γ \H)) is self-adjoint and its eigenfunctions constitute a class of automorphic forms, which,
together with the real analytic Eisenstein series, are now called the Maass forms. The Maass cusp
forms and the corresponding eigenvalues are quite mysterious objects; in some aspects, one cannot
tell much about such a function or an eigenvalue individually. For example, the multiplicity formula
of a given eigenvalue cannot be expected in a form similar to the dimension formula of the space of
holomorphic cusp forms of a given weight. For Γ = PSL2(Z), even a single Maass cusp form is not
constructed explicitly. However, it is known that PSL2(Z) admits inﬁnitely many Maass cusp forms
with different eigenvalues as was ﬁrst shown by Selberg by his celebrated trace formula. Let us in-
troduce the counting function NΓ (x), x> 0 as the sum of the multiplicities of the eigenvalues of ¯Γ
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Weyl’s law for the asymptotic distribution of the eigenvalues of ¯Γ takes the form
NΓ (x) + MΓ (x) ∼ vol(Γ \H)
4π
x, x→ +∞ (1.1)
with a modifying term MΓ (x), which accounts for the continuous spectrum of ¯Γ and is given by the
integral (4π)−1
∫ √x
−√x(−ϕ′Γ /ϕΓ )(1/2+ it)dt with ϕΓ (s) the scattering determinant of Γ . For a class of
congruence subgroups of PSL2(Z), the scattering determinant ϕΓ (s) is described by the well-studied
L-functions such as the Riemann zeta function and the Dirichlet L-functions, which enables us to
prove that MΓ (x) is asymptotically small compared with x [11, Chapter 11]. As a consequence one
obtains Weyl’s law (1.1) for NΓ (x) alone without MΓ (x), which implies the inﬁnite-dimensionality of
the space of Maass cusp forms.
Given the nature of the Maass forms is still enigmatic for us, a new approach may shed some
light on a new aspect of the Maass forms. In this paper, we introduce yet another counting function
associated with the period integrals of Maass forms and prove its asymptotic law similar to (1.1). Let
γ be a primitive hyperbolic element of Γ . Then there exists a unique geodesic curve Cγ inside H
joining the two ﬁxed points in R of the linear fractional transform by γ . Then γ stabilizes Cγ and
the quotient CΓγ = 〈γ 〉\Cγ is regarded as a simple closed geodesic of the Riemannian surface Γ \H.
The period integrals of Maass forms along CΓγ occur in some aspects of number theory [7,13]. We
study them collectively not individually by introducing the sum
NΓ (γ ; x) =
∑
λnx
∣∣∣∣
∫
CΓγ
fn ds
∣∣∣∣
2
, x> 0, (1.2)
where {λn} is the non-decreasing sequence of eigenvalues of ¯Γ in which each eigenvalue is repeated
with its multiplicity and { fn} is an orthonormal system of the L2-Maass forms such that  fn = λn fn .
Then, we have the asymptotic law for the function NΓ (γ ; x) as x→ ∞:
Theorem 1. Let Γ be a subgroup of PSL2(Z) with ﬁnite index. Let c j (1  j  h) be a complete system of
inequivalent cusps of Γ . Let e( j)(s;τ ) be the analytic continuation in s of the real analytic Eisenstein series∑
γ∈Γc j \Γ Im(σ
−1
j γ τ)
s at the cusp c j ∈ R ∪ {∞}. Here σ j ∈ PSL2(R) is taken so that σ j〈∞〉 = c j . Then, for
any primitive hyperbolic element γ ∈ Γ ,
NΓ (γ ; x) + MΓ (γ ; x) ∼ logN(γ )
π
x1/2, x→ +∞, (1.3)
where logN(γ ) is the length of the closed geodesic CΓγ and
MΓ (γ ; x) = 1
4π
√
x∫
−√x
h∑
j=1
∣∣∣∣
∫
CΓγ
e( j)
(
1
2
+ it
)
ds
∣∣∣∣
2
dt.
If we could show that MΓ (η; x) is asymptotically small compared with x1/2, then (1.3) would yield
inﬁnitely many Maass cusp forms with non-vanishing period integrals along CΓη . As was observed by
Hecke, the period integrals of e( j)(1/2+ it;τ ) are closely related to the values of certain L-functions
on the critical line. Thus, in order to estimate the modifying term MΓ (η; x), it is important to obtain
a bound of the relevant L-functions in t-aspect.
In this paper, we study the period integrals of the wave functions F on an arithmetic quotient
Γ \Hd of the d-dimensional real hyperbolic space Hd along another wave function φ on an arithmetic
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introduce the counting function similar to (1.2) and prove the asymptotic law including Theorem 1 as
a special case (Theorem 22).
Let us explain the organization of this paper. In the second section, we ﬁrst introduce the basic
objects such as an orthogonal group G = O(d,1)◦ and its symmetric space G/K ∼= Hd . We concern a
subgroup H isomorphic to O(d−1,1)◦×O(1) obtained as the stabilizer of a one-dimensional subspace
of Rd+1. The homogeneous space G/H is an example of the aﬃne symmetric spaces whose general
theory is fully developed by [6,22] (see the references of [10]). For convenience, we recall the relevant
results in our setting. After normalizing invariant measures on our groups and symmetric spaces,
in 2.6, we study a class of special functions on G . In Section 3, we establish our global set up to
consider automorphic functions on G/K ; we introduce a class of lattices Γ in G and deﬁne wave
forms on Γ as eigenfunctions of the Casimir operator on L2(Γ \G/K ). The Eisenstein series at cusps
of Γ are also deﬁned. After that, in 3.3, we deﬁne the period integral PφH (F ) of a wave form F on
Γ \G along a wave form φ on Γ ∩ H\H . The main theorem is stated in 3.4. The remaining parts
of the paper are technical. In Section 4, we deﬁne automorphic Green’s functions on Γ \G and the
related heat kernels Ψˆ Γφ (T ), T > 0 associated with a wave form φ on Γ ∩ H\H . In our previous
papers [19,20,27], for different purposes, we discuss similar objects with φ being the constant 1.
In Section 5, we compute the period integral of the automorphic heat kernel along the complex
conjugate of φ: Pφ¯H (Ψˆ
Γ
φ (T )). We compute the integral P
φ¯
H (Ψˆ
Γ
φ (T )) in two ways, affording an identity
which can be regarded as a special case of the relative trace formulas of Jacquet [12]. We do this
only when Γ ∩ H\H is compact in this paper. By the spectral expansion of the heat kernel Ψˆ Γφ (T ), we
obtain the spectral side of the relative trace formula on the one hand. On the other hand, by unfolding
integrals and then rearranging terms according to the classiﬁcation of double cosets in H\G/H , we
obtain the geometric side of the relative trace formula as a sum of three terms I1(T ), I>1(T ) and
I<1(T ). In the succeeding three sections, we examine the asymptotic behavior as T → 0 of these
three terms, which leads us to the proof of our main theorem. In Section 9, we deduce Theorem 1
from our main theorem, explaining how the subconvexity bounds in t-aspect of a certain L-function
are used to bound the square mean of periods of Eisenstein series for the full modular group.
To remove the compactness condition on Γ ∩ H\H , we have to analyze more terms associated
with “H-unipotent double cosets” (see 5.2) in the geometric side and have to justify a termwise
integration in the spectral side. In [28], we settle these problems and extend our results for non-
compact quotients Γ ∩ H\H .
1.1. Notation
The number 0 is included in the set of natural numbers: N = {0,1,2, . . .}. We set N∗ = N− {0}.
For two positive real-valued functions f (x) and g(x) on a set X , we write f (x) ≺ g(x), x ∈ X
if there exists a positive constant C such that the inequality f (x)  Cg(x) holds for any x ∈ X . If
f (x) ≺ g(x) and g(x) ≺ f (x), we write f (x)  g(x).
We follow the convention that the Lie algebra of a real Lie group G is denoted by the correspond-
ing lowercase Gothic letter g. The identity component of G is denoted by G◦ as usual.
For any r matrices X1, . . . , Xr , diag(X1, . . . , Xr) denotes the block-diagonal matrix X1 ⊕ · · · ⊕ Xr .
For m ∈ N and a commutative ring A with the identity 1, we denote by 1m = diag(1, . . . ,1) the unit
matrix of size m. We denote by Am the set of column vectors with entries in A of size m, and by 0m
the zero vector in Am .
For c ∈ R, let Lc denote the vertical line {s ∈ C | Re(s) = c} on the complex plane. When we regard
it as a contour, we give it the direction with increasing imaginary part.
2. Preliminary
2.1. Fix an integer d 2. Let
G˜ = O(d,1) =
{
g ∈ GLd+1(R)
∣∣∣ t g
[ −2
1d−1
]
g =
[ −2
1d−1
]}
−2 −2
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making the R-bilinear form
〈v,w〉 =
d∑
j=2
v jw j − 2(v1wd+1 + vd+1w1), v = (v j), w = (w j) ∈ Rd+1 (2.1)
invariant. For any v ∈ Rd+1, set |v|2 = 〈v, v〉. Let w j (1  j  d + 1) be the standard basis of Rd+1,
i.e., w j = (δ jk)1kd+1. Let K˜ be the stabilizer in G˜ of the one-dimensional subspace Rv−0 with
v−0 = 2−1(w1 + wd+1); K˜ is isomorphic to O(d) × {±1} and is a maximal compact subgroup of G˜ .
Set G = G˜◦ and K = K˜ ◦ . We remark that K = StabG(v−0 ) and that G coincides with the set of g ∈ G˜
satisfying det g = 1, 〈gv−0 , v−0 〉 < 0. The Lie group G˜ has 4 connected components, each of which has
a representative in K˜ . Hence the inclusion G ⊂ G˜ yields an isomorphism G/K ∼= G˜/K˜ naturally. The
symmetric space associated with G is the d-dimensional real manifold
Hd = {(x1, . . . , xd−1; t) ∈ Rd−1 ×R ∣∣ t > 0}
with the Riemannian metric ds2 = t−2(dx21 + · · · + dx2d−1 + dt2), on which G acts transitively in the
way explained below. Let P be the parabolic subgroup of G stabilizing the line Rw1 in Rd+1 and N
the unipotent radical of P ; then N = {n(X) | X ∈ Rd−1} with
n(X) =
[1 t X ‖X‖2
1d−1 2X
1
]
, X ∈ Rd−1.
Here ‖X‖2 = x21 + · · · + x2d−1 is the square of the usual Euclidean norm on Rd−1. We have the
Iwasawa decomposition G = NAK with A the split torus in G consisting of the diagonal matrices
a(t) = diag(t,1d−1, t−1), t > 0. Then our realization Hd of the symmetric space G/K is taken such
that the map G/K → Hd which sends the coset n(X)a(t)K to the point (X; t) ∈ Hd is a G-equivariant
diffeomorphism.
The positive number (d − 1)/2 frequently occurs in this article, which we denote by ρ , i.e., ρ =
(d − 1)/2.
2.2. Let H˜ be the stabilizer in G˜ of the one-dimensional subspace Rv+0 spanned by the vector
v+0 = 2−1(w1 − wd+1). Set H = H˜ ∩ G . Then H ∩ K is a maximal compact subgroup of H .
Set C = [w2, . . . ,wd, v+0 , v−0 ] ∈ GLd+1(R). Then tC
[ −2
1d−1
−2
]
C = diag(1d,−1). For any X ∈
Md+1(R), denote by XC the conjugate CXC−1 of X .
The endomorphism θ : X → diag(1d,−1)CX diag(1d,−1)C of g is the Cartan involution associated
with K . The Lie algebra h is the ﬁxed point set of the involution σ : X → diag(1d−1,−1,1)CX ×
diag(1d−1,−1,1)C of g commuting with θ .
For convenience, set ar = a(er) for any r ∈ R. Then,
ar =
[1d−1
cosh r sinh r
sinh r cosh r
]C
, r ∈ R.
Let Y− ∈ g be the inﬁnitesimal generator of ar , r ∈ R. For l = 0,±1, let g(l) be the l-eigenspace of
ad(Y−). Then g = g(0) ⊕ g(1) ⊕ g(−1), θg(1) = σg(1) = g(−1) and
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g(1) = 〈E j | 1 j  d− 1〉R, E j =
[ 0 u j −u j
−tu j 0 0
−tu j 0 0
]C
,
g(−1) = 〈σ E j | 1 j  d− 1〉R, σ E j = −θ E j =
[ 0 −u j −u j
tu j 0 0
−tu j 0 0
]C
.
Here u j is the standard basis of Rd−1, i.e., u j = (δ jk)1kd−1 ∈ Rd−1.
Lemma 2. Set Eσ = E + σ E and Eθ = E + θ E for E ∈ g. Then for any r ∈ R and 1 j  d − 1,
E j = (2cosh r)−1
(
Ad(ar)
−1Eσj + er Eθj
)
,
σ E j = (2cosh r)−1
(
Ad(ar)
−1Eσj − e−r Eθj
)
.
Proof. This is proved by a direct computation. 
Lemma 3. Set u0 = diag(1d−2,−1,−1,1)C ∈ H ∩ K . Then H is a disjoint union of H◦ and H◦u0 . We have
u0aru0 = a−r for any r ∈ R.
Proof. This follows from the description of connected components of O(q,1), q  2 remarked
in 2.1. 
Lemma 4. The compact group H◦ ∩ K is contained in the centralizer of A in G. Deﬁne an H◦ ∩ K-action on
H◦ × A × K by
k0 · (h,ar,k) =
(
hk−10 ,ar,k0k
)
, k0 ∈ H◦ ∩ K .
Then the map ϕ : H◦ × A × K → G deﬁned by ϕ(h,ar,k) = hark is a submersion such that a ﬁber of ϕ
coincides with an H◦ ∩ K-orbit in H◦ × A × K .
Proof. Cf. [10, Theorem 2.4 (p. 108)]. 
2.3. For η ∈ G , we set v+η = ηv+0 and denote by H˜η the stabilizer of Rv+η in G; then H˜η = ηH˜η−1.
We set Hη = H˜η ∩ G . The intersection Hη ∩ ηKη−1 is denoted by Kη , which is a maximal compact
subgroup of Hη . We note that H◦η is of index 2 in Hη and H◦η/K ◦η ∼= Hη/Kη by Lemma 3. Lemma 4
immediately yields the decomposition of symmetric spaces:
Corollary 5. Let η ∈ G. There exists a unique map βη : (Hη/Kη)× A → G/K such that βη(hKη,ar) = hηar K
for h ∈ H◦η and r ∈ R; βη is a diffeomorphism from (Hη/Kη) × A to G/K .
Let μG/K be the G-invariant volume form on G/K ∼= Hd associated with the metric ds2. The metric
on Hη/Kη induced from ds2 by the inclusion
jη : Hη/Kη ↪→ G/K , jη(hKη) = hηK
yields an Hη-invariant volume form on Hη/Kη , which we denote by μHη/Kη .
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β∗ημG/K = (cosh r)d−1μHη/Kη ∧ dr,
where r is the natural coordinate on A = {ar | r ∈ R}.
Proof. This is proved by Lemma 2. 
2.4. Let dμG/K be the G-invariant measure on G/K associated with the d-form μG/K , and dμHη/Kη
the Hη-invariant measure on Hη/Kη associated with the (d − 1)-form μHη/Kη . Fix the unique Haar
measure dg of G such that the quotient of dg by the Haar measure dk of K with
∫
K dk = 1 coincides
with dμG/K . Similarly, we ﬁrst ﬁx the Haar measure dk0 of Kη with the total measure 1, and then
normalize the Haar measure dh of Hη so that the quotient of dh by dk0 coincides with dμHη/Kη on
Hη/Kη .
Lemma 7. The formula
∫
G
f (g)dg =
∫
Hη
∫
R
∫
K
f (hηark)(r)dh dr dk (2.2)
holds for any integrable function f on G. Here (r) = (cosh r)d−1 and dr is the Lebesgue measure on R.
Proof. This follows from Lemma 6. 
The decomposition of dg along the Cartan decomposition G = K {ar | r  0}K will also be used
frequently.
Lemma 8. The formula
∫
G
f (g)dg = Cd
∫
K
∞∫
0
∫
K
f (k1ark2)(sinh r)
d−1 dk1 dr dk2 (2.3)
holds for any integrable function f on G. Here, dr is the Lebesgue measure of R and Cd = 2πd/2Γ (d/2)−1 .
Proof. This is [14, Proposition 5.28 (p. 141)] except the evaluation of the constant Cd . The constant
is determined, for example, by computing the both side of the formula with a particular function f
such that f (k1ark2) = (cosh r)−2s (k1,k2 ∈ K , r ∈ R) and f (n(X)a(t)k) = {(t + t−1)/2+ t−1‖X‖2/2}−2s
(X ∈ Rd−1, t > 0, k ∈ K ) with large s > 0. 
2.5. Double coset space H˜\G˜/H˜
Set
kθ =
⎡
⎢⎣
1d−2
cos θ − sin θ
sin θ cos θ
1
⎤
⎥⎦
C
, θ ∈ R.
Then, kθ (θ ∈ R) is a one-parameter subgroup of K .
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H˜\(G˜ − H˜)/H˜ onto R0 . Let g0 ∈ G˜ − H˜ be an element such that v(g0) = 1. Then, the set {g0} ∪ {kθ | θ ∈
(0,π/2]} ∪ {ar | r > 0} is a complete system of representatives of the double coset space H˜\(G˜ − H˜)/H˜ .
Proof. By the deﬁnition of H˜ , the function v is a constant on a double coset H˜ g H˜ . Hence v
induces a map v˜ : H˜\(G˜ − H˜)/H˜ → R0. To show the injectivity of v˜ , suppose v(g1) = v(g2),
g1, g2 ∈ G˜ − H˜ . Let ui = giv+0 − 〈giv+0 , v+0 〉v+0 (i = 1,2) be the projection of giv+0 to the orthogonal
complement (v+0 )⊥ . Then, by a direct computation, |u1|2 = |u2|2 and ui = 0. By Witt’s theorem, there
exists some h ∈ O((v+0 )⊥) such that h(u1) = u2. From v(g1) = v(g2), there exists  ∈ {±1} such that
〈g1v+0 , v+0 〉 = 〈g2v+0 , v+0 〉. Deﬁne h˜ to be the linear map Rd+1 → Rd+1 which coincides with h on
(v+0 )⊥ and maps the vector v
+
0 to v
+
0 . Then, h˜ ∈ H˜ and h˜(g1v+0 ) = g2v+0 . Hence g−12 h˜g1 ∈ H˜ , which
implies H˜ g1 H˜ = H˜ g2 H˜ as desired. By a matrix computation, we have v(kθar) = | cos θ | cosh r, which
shows the surjectivity of v˜ and the remaining assertion of the lemma. 
2.6. Spherical functions
The R-bilinear form B(X, Y ) = 2−1 tr(XY ) on the Lie algebra g is a positive multiple of the Killing
form of g, and corresponds to the metric ds2 on G/K ∼= Hd . The Casimir element Ωg of G associated
to B is deﬁned to be the element of the universal enveloping algebra U (g) such that Ωg =∑ j X j X j
for any basis {X j} and {X j} of g satisfying B(X j, Xi) = δi j . Similarly, let Ωh be the Casimir element of
H corresponding to the H-invariant bilinear form B|h × h; we use the same symbol Ωh to denote its
natural image in U (g).
Lemma 10. Let r ∈ R− {0}. Then,
Ωg ≡ Y 2− + (d − 1)
sinh r
cosh r
Y− + 1
cosh2 r
Ad(ar)
−1Ωh
(
mod U (gC)k
)
.
Proof. The Casimir element Ωg has the expression
Ωg = Y 2− + (d − 1)Y− +
d−1∑
j=1
σ E j · E j + Ωh∩k
with Ωh∩k the Casimir element of h ∩ k corresponding to the restriction of B to h ∩ k. By Lemma 2,
noting that Ωh = Ωh∩k + 4−1∑d−1j=1(Eσj )2 and Ad(ar)−1Ωh∩k = Ωh∩k , we have the desired formula
after a standard computation. 
Fix ν ∈ C such that Re(ν) 0 and consider the linear function
s±ν = (2s ± 2ν + 1)/4, s ∈ C. (2.4)
Proposition 11. Let ν, s ∈ C be such that Re(ν) 0. Let f : G − HK → C be a C∞-function satisfying
f (k0gk) = f (g)
(∀k0 ∈ H◦ ∩ K , ∀k ∈ K ), (2.5)
LΩh f (g) =
{
ν2 −
(
d − 2
2
)2}
f (g), (2.6)
RΩg f (g) =
{
s2 −
(
d− 1
2
)2}
f (g). (2.7)
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f (ar) = C0φ(0)ν,s(r) + C1 sgn(r)φ(1)ν,s(r)
(∀r ∈ R− {0}),
where
φ
(0)
ν,s(r) =
(
cosh2 r
)−(s+ρ)/2
2F1
(
s+ν , s−ν ;1/2; tanh2 r
)
, (2.8)
φ
(1)
ν,s(r) = |tanh r|
(
cosh2 r
)−(s+ρ)/2
2F1
(
s+ν + 1/2, s−ν + 1/2;3/2; tanh2 r
)
. (2.9)
Proof. Write f (r) in place of f (ar) for simplicity. Then, by Lemma 10 and the conditions (2.5)
and (2.6), the smooth function f (r) on R− {0} satisﬁes the ordinary differential equation:
d2 f
dr2
+ (d− 1) sinh r
cosh r
d f
dr
+ 1
cosh2 r
{
ν2 −
(
d− 2
2
)2}
f =
{
s2 −
(
d− 1
2
)2}
f . (2.10)
Set z = tanh2 r and w = (cosh r)s+ρ f (r). Then, (2.10) becomes the hypergeometric differential equa-
tion:
z(1− z)d
2w
dz2
+ {c − (a+ b + 1)z}dw
dz
− abw = 0 (2.11)
with (a,b, c) = (s+ν , s−ν ,1/2). The two functions 2F1(a,b; c; z) and z1/22F1(a− c+1,b− c+1;2− c; z)
comprise a fundamental system of solutions of (2.11) on 0< |z| < 1. This completes the proof. 
Set
cν(s) = −1
4
√
π
Γ (s+ν )Γ (s−ν )
Γ (s + 1) . (2.12)
For r ∈ R− {0} and for s ∈ C2 where cν(s) is regular, set
ψν,s(r) = cν(s)
(
cosh2 r
)−(s+ρ)/2
2F1
(
s+ν , s−ν ; s + 1;1/cosh2 r
)
. (2.13)
Lemma 12. Let Re(ν) 0. For r ∈ R− {0} and s ∈ C2 where cν(s) is regular,
ψν,s(r) = −1
4
Γ (s+ν )Γ (s−ν )
Γ (s+ν + 1/2)Γ (s−ν + 1/2)
φ
(0)
ν,s(r) + 12φ
(1)
ν,s(r). (2.14)
The function r → ψν,s(r) is smooth on R− {0} and is continuous on R. We have
ψν,s(0) = −1
4
Γ (s+ν )Γ (s−ν )
Γ (s+ν + 1/2)Γ (s−ν + 1/2)
(2.15)
and
lim
r→+0
d
dr
ψν,s(r) − lim
r→−0
d
dr
ψν,s(r) = 1. (2.16)
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2F1(a,b; c, z), (a,b, c) = (s+ν , s−ν , s + 1) with 2F1(a,b;a + b − c + 1;1− z) and (1− z)c−a−b2F1(c − a,
c−b; c−a−b+1;1− z) [16, p. 47]. The formulas (2.15) and (2.16) follow from (2.14) combined with
the relations φ(0)ν,s(0) = 1, φ(1)ν,s(0) = 0 and
lim
r→+0
d
dr
φ
(1)
ν,s(r) = 1, lim
r→−0
d
dr
φ
(1)
ν,s(r) = −1. 
Lemma 13. For α,β ∈ C and u ∈ R such that Re(β) > 0, Re(α) 0 and u  1, the inequality
∣∣∣∣ Γ (α)Γ (β)Γ (α + β + 1/2) F (α,β;α + β + 1/2;1/u)
∣∣∣∣√π
∣∣∣∣ Γ (α)Γ (α + 1/2)
∣∣∣∣ Γ (Re(β))Γ (Re(β) + 1/2)
holds.
Proof. From [16, p. 54], we have
F (α,β;α + β + 1/2;1/u) = Γ (α + β + 1/2)
Γ (α + 1/2)Γ (β)
1∫
0
tβ−1(1− t)−1/2
(
1− t
1− t/u
)α
dt. (2.17)
Since 0< 1− t  1− t/u < 1 for t ∈ (0,1), u  1, we have 0< ( 1−t1−t/u )Re(α)  1, which yields
∣∣∣∣∣
1∫
0
tβ−1(1− t)−1/2
(
1− t
1− t/u
)α
dt
∣∣∣∣∣
1∫
0
tRe(β)−1(1− t)−1/2 dt = Γ (Re(β))Γ (1/2)
Γ (Re(β) + 1/2) .
Thus we are done. 
Lemma 14.
∣∣Γ (α)Γ (α + 1/2)−1∣∣≺ (1+ |α|2)−1/4, Re(α) 1/4.
Proof. Set x = Re(α), y = Re(α) and θ = argα, θ ′ = arg(α + 1/2) ∈ [−π,π). Then, Stirling’s formula
gives us
∣∣Γ (α)∣∣∼ (2π)1/2 exp(−x− θ y)(x2 + y2)(x−1/2)/2, x 1/4, y ∈ R,
by which we obtain
∣∣Γ (α)Γ (α + 1/2)−1∣∣∼ exp(−x− θ y)(x2 + y2)(x−1/2)/2
exp(−(x+ 1/2) − θ ′ y)((x+ 1/2)2 + y2)x/2 (2.18)
= e1/2 exp((θ ′ − θ)y)( x2 + y2
(x+ 1/2)2 + y2
)(x−1/2)/2{
(x+ 1/2)2 + y2}−1/4.
(2.19)
By observing (θ ′ − θ)y  0 and (x2 + y2)/{(x + 1/2)2 + y2} ∈ [1/9,1] when x 1/4, from (2.19), we
have
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Since 1+ |α|2 ≺ (x+ 1/2)2 + y2, we are done. 
Lemma 15. Fix ν ∈ C. Then, we have the majoration:
∣∣ψν,s(r)∣∣≺ (1+ |s|)−1/2(cosh2 r)−(Re(s)+ρ)/2, Re(s) > Re(ν), r ∈ R.
Proof. We obtain this from Lemmas 13 and 14 applied with (α,β) = (s+ν , s−ν ) noting that Re(s±ν ) 
1/4 if σ > Re(ν). We also notice that 1+ |s+ν |2  (1+ |s|)2. 
Lemma 16. Let ν ∈ C and r ∈ R. Given a ﬁnite interval [a,b] ⊂ [0,+∞), the estimation
∣∣ψν,s(r)∣∣≺ {1+ ∣∣Im(s)∣∣}N0 , s ∈ [a,b] ± i(1,+∞)
holds with some N0 > 0.
Proof. Cf. [27, Lemma 9]. 
3. Main results
3.1. L2-wave forms
As usual we put on any discrete group the counting measure.
3.1.1. Let Γ be a lattice of G , i.e., a discrete subgroup such that Γ \G has a ﬁnite invariant volume.
We consider the Hilbert space L2(Γ \G), which has a natural action of G afforded by the right trans-
lations Rg , g ∈ G . The L2-inner product
∫
Γ \G F1(g)F2(g)dg on L
2(Γ \G) is denoted by 〈F1|F2〉, and
the associated L2-norm 〈F |F 〉1/2 by ‖F‖. Let L2(Γ \G)K denote the space of K -invariant elements in
L2(Γ \G). For any D ∈ U (gC) and F ∈ C∞(Γ \G), we use the simpler notation DF to denote the right
derivative RD F of F by D . Given a scalar λ ∈ C, a smooth function F : G → C is called an L2-wave
form for Γ with eigenvalue λ if F ∈ L2(Γ \G)K and −ΩgF = λF ; such functions F form a subspace
of L2(Γ \G), which we denote by A(2)(Γ \G/K ;λ). The space A(2)(Γ \G/K ;λ) is a ﬁnite-dimensional
C-vector space consisting of automorphic forms in the sense of Harish-Chandra [9, Chapter I, §2].
3.1.2. Let F be a subﬁeld of R such that the extension Q ⊂ F is of ﬁnite degree nF and is totally
real. We enumerate all the archimedean places of F as ια : F → R (1  α  nF) such that ι1 is the
natural inclusion. Let o be the integer ring of F. An o-submodule L⊂ Rd+1 is called an o-structure for
〈 , 〉 if L is the o-span of an R-basis {v j} of Rd+1 and the bilinear form 〈 , 〉 deﬁned by (2.1) satisﬁes
the two conditions:
(a) 〈L,L〉 ⊂ o, and
(b) the symmetric matrix Sα = (ια(〈vi, v j〉)) is positive deﬁnite for any α such that 2 α  nF .
We ﬁx an o-structure L ⊂ Rd+1 for 〈 , 〉 once and for all. Then, G˜ has the natural structure of an F-
algebraic group. If a closed subgroup L of G is obtained as the intersection with G and the R-valued
points of an F-algebraic Zarski closed subgroup of G˜ , we say L is an F-subgroup of G .
The group GL = {g ∈ G | gL = L} is a lattice of the Lie group G [5, §12]. By the condition (b),
GL is a uniform lattice if nF > 1. Let L be the set of all the discrete subgroups of G commensu-
rable with GL . For Γ ∈ L, the set of all the one-dimensional isotropic subspaces  ⊂ Rd+1 such that
 ∩L = {0} is denoted by CΓ , even though CΓ actually depends only on L. If CΓ = ∅, then Γ has a
compact fundamental domain in G . We should note that this is always the case when nF > 1.
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For  ∈ CΓ , let P  denote the stabilizer of  in G; P  is a parabolic Q-subgroup of G . By Witt’s
theorem and by the Iwasawa decomposition G = P K , we ﬁx a k ∈ K such that
 ∩QL= Qk−1
[ 1
0d−1
0
]
. (3.1)
Then, N = k−1 Nk is the unipotent radical of P  . The torus A = k−1 Ak is a split component of P ;
we have A = {a(t) | t > 0} with a(t) = k−1 a(t)k . Let us deﬁne a function t : G → (0,∞) by the
relation g ∈ Na(t(g))K . For a compact set ω ⊂ N such that (Γ ∩ N)ω = N and for a positive
t0 ∈ R, we set Sω,t0 = ω{a(t) | t > t0}K . A subset S of G is called a Siegel set associated with P  if it
has the form Sω,t0 with some ω, t0. A fundamental theorem of the reduction theory of Γ \G asserts
the following [2]:
(1) The group Γ acts on the set CΓ with ﬁnitely many orbits.
(2) Let  j (1 j  h) be a complete system of representatives of the orbit space Γ \CΓ . Then, there
exists a Siegel set S( j) associated with P  j for each j such that G = Γ ⋃hj=1 S( j) .
Remark. CΓ = ∅ if and only if Γ \G is compact.
Let Γ ∈ L. For  ∈ CΓ , the constant term of a continuous function f : Γ \G → C at the cusp  is
deﬁned by
fN (g) =
∫
Γ ∩N\N
f (ng)dn, g ∈ G.
Here dn is a Haar measure of N . An L2-wave form F ∈ A(2)(Γ \G/K ;λ) is called to be a cusp form
if FN (g) = 0 (∀g ∈ G) for any  ∈ CΓ . Note that when Γ \G is compact, the condition above is empty
and any F ∈A(2)(Γ \G/K ;λ) is a cusp form.
3.1.3. Let L2(Γ \G)∞ be the space of smooth vectors of the right regular representation of G on
L2(Γ \G). Then, the Casimir operator RΩg with the domain {L2(Γ \G)∞}K is essentially self-adjoint
[30, pp. 268–269]; its minimal closed extension is denoted by Ω¯Γg . Let SΓ be the set of eigenvalues
of −Ω¯Γg on L2(Γ \G)K ; it consists of all those λ such that A(2)(Γ \G/K ;λ) = {0}. The set SΓ is a
countable subset of [0,∞) without ﬁnite accumulation points [4], which is enumerated as
0= λ0 < λ1  λ2  · · · λn  · · ·
in which each λ ∈ SΓ occurs with its multiplicity dimC A(2)(Γ \G/K ;λ). Fix a system of L2-wave
forms {Fn} such that −ΩgFn = λn Fn and 〈Fn|Fm〉 = δnm . Note that λ0 = 0 corresponds to the con-
stant function F0 = vol(Γ \G)−1/2. It is known that the series ∑∞k=1 |λk|−(d/2+) is convergent for any
 > 0.
Fix a complete set of representatives  j (1 j  h) of the Γ -orbits in CΓ . Note that the equality
h = 0, which occurs if and only if Γ \G is compact, is allowed. For each 1 j  h, the Eisenstein series
at  j is deﬁned by the absolutely convergent series
E( j)(s; g) =
∑
γ∈Γ ∩N j \Γ
t j (γ g)
s+ρ, Re(s) > ρ. (3.2)
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phic on the imaginary axis.
If F ∈ L2+(Γ \G)K for some  > 0, then F is expanded as a weakly convergent series and integrals
F (g) =
∞∑
n=0
〈F |Fn〉Fn(g) +
h∑
j=1
1
4π
√−1
∫
√−1R
α j(s)E
( j)(s; g)ds (3.3)
with
α j(s) =
∫
Γ \G
F (g)E( j)(s; g)dg, s ∈ √−1R.
When F (g) is a C2m-function with m > d such that Ω jgF ∈ L2+(Γ \G) for any 0  j  m and for
some  > 0, the series and integrals in (3.3) converge uniformly on arbitrary compacta of Γ \G
[17, Theorem 4.7].
3.2. Hη-periods of wave forms
From now on, we ﬁx Γ ∈ L once and for all and set
EΓH =
{
η ∈ G ∣∣Rv+η ∩L = {0}}.
(Recall that L is a ﬁxed o-structure for 〈 , 〉 which underlies the deﬁnition of L; see 3.1.2.) If η ∈ EΓH ,
then Hη is an F-subgroup of G stabilizing an F-rational subspace (v+η )⊥ , and Γη = Γ ∩ Hη is com-
mensurable with
Hη,L =
{
h ∈ Hη
∣∣ h stabilizes the o-lattice L∩ (v+η )⊥}.
We should note that Γη is an arithmetic lattice of Hη . Thus, the invariant volume of Γη\Hη is ﬁnite,
and the inclusion Γη\Hη ↪→ Γ \G has a closed image.
Given μ ∈ C, deﬁne A(2)(Γη\Hη/Kη;μ) to be the space of all the smooth functions φ : Hη → C
belonging to L2(Γη\Hη)Kη and satisfying the eigenequation −Ωhηφ = μφ. Here Ωhη is the Casimir
element of Hη associated to the Hη-invariant form B|hη × hη .
Set Cη,Γ = { ∈ CΓ |  ⊂ (v+η )⊥}. Note that Cη,Γ = ∅ if and only if Hη is F-anisotropic. Let  ∈ Cη,Γ .
Then, F = Q, and the intersection Hη ∩ P  is a parabolic Q-subgroup of Hη , which we denote by P η .
Let Nη be the unipotent radical of P

η; then N

η = N ∩ Hη . By deﬁnition, an L2-wave form φ ∈
A(2)(Γη\Hη/Kη;μ) is a cusp form if and only if
∫
Γη∩Nη\Nη φ(n
′h)dn′ = 0 (∀h ∈ Hη) for any  ∈ Cη,Γ .
Here dn′ is a Haar measure of Nη .
Deﬁnition. Let η ∈ EΓH . For measurable functions f : Γη\Hη → C and F : Γ \G → C, we set
P
f
Hη
(F ; g) =
∫
Γη\Hη
f (h)F (hηg)dh, g ∈ G, (3.4)
whenever it converges. When g is the identity e ∈ G , we simply write PφH (F ) for PφH (F ; g).η η
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F : Γ \G → C such that for any Siegel set S associated with P  ,  ∈ CΓ and for any  > 0 the es-
timation |DF (g)| ≺ t(g)ρ+ , g ∈ S holds for any D ∈ U (gC) with deg(D)  m. Let C∞ρ+(Γ \G)K =⋃
m∈N C∞ρ+(Γ \G)K[m] . Note that C∞ρ+(Γ \G)K[m] = C∞(Γ \G)K for any m ∈ N if Γ \G is compact.
Lemma 17.
(1) For any n ∈ N, we have Fn ∈ C∞ρ+(Γ \G)K .
(2) For each 1 j  h and for s ∈ √−1R, E( j)(s;–) ∈ C∞ρ+(Γ \G)K .
Proof. (1) Let Z be the center of U (gC). Then, Z acts on Fn by a character, which means that
Fn is right Z-ﬁnite as well as right K -invariant. Hence by [30, Theorem 8.3.9.1], there exists an
Ad(K )-invariant function α ∈ C∞c (G) such that Fn = Fn ∗ α. Let D ∈ U (gC) and S a Siegel set as-
sociated with P  . The same argument as [3, Proposition 5.7 (p. 55)] yields a constant C > 0 such that
|Fn ∗ (Dα)(g)| C‖Fn‖t(g)ρ holds on S . Hence the estimation
∣∣RD Fn(g)∣∣≺ t(g)ρ, g ∈ S
holds for any Siegel set S and for any D ∈ U (gC). Thus, Fn ∈ C∞ρ+(Γ \G)K .
(2) Let 1  i  h. Then, the difference E( j)(s; g) − E( j)
N
(s; g), as well as its right derivative by any
D ∈ U (gC), is a rapidly decreasing function on a Siegel set associated with P ; in particular, it be-
longs to the space C∞ρ+(Γ \G)K . Since the function E( j)N (s; g) is a linear combination of t(g)s+ρ and
t(g)−s+ρ , it should belong to C∞ρ+(Γ \G)K . 
Lemma 18. For a subset S1 ⊂ Hη and for subsets S2, B ⊂ G, deﬁne BΓ (S1, B, S2) = {(h, r,b;γ , x) ∈
S1 × R × B × Γ × S2 | hηarb = γ x}. Let S ⊂ G be a Siegel set associated with P  ,  ∈ CΓ and B ⊂ G a
compact set.
(1) For a Siegel set Sη ⊂ Hη associated to Pκη with κ ∈ Cη,Γ , we have
e−|r|tκ (h)−1 ≺ t(x)−1, (h, r,b;γ , x) ∈ BΓ (Sη, B,S).
(2) For a compact set F ⊂ Hη , we have
e−|r| ≺ t(x)−1, (h, r,b;γ , x) ∈ BΓ (F, B,S).
Proof. [29, Proposition 5.9]. 
Lemma 19. Let φ ∈A(2)(Γη\Hη/Kη; ( d−22 )2 − ν2) and assume that Γη\Hη is compact or d > 3, and that φ
is bounded.
(1) If F ∈ C∞ρ+(Γ \G)K[0] , then the integral PφHη (F ; g) converges absolutely and locally uniformly for g ∈ G,
and the majoration
P
|φ|
Hη
(|F |;ar)≺ e|r|(ρ+) (r ∈ R) (3.5)
holds for any  > 0.
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Moreover,
RDP
φ
Hη
(F ; g) = PφHη (RD F ; g) for any D ∈ U (gC). (3.6)
Proof. (1) If Γ \G is compact, the ﬁrst assertion is clear since F is bounded on G . We suppose that
Γη\Hη is not compact, otherwise the proof is easier. Let Sκη be a Siegel set of Hη associated to
Pκη with κ ∈ Cη,Γ . Fix Siegel sets S( j) (1  j  h) such that G = Γ
⋃
j S( j) as in 3.1.2(2). Given a
compact set B ⊂ G , there exists a constant C0 > 0 such that t j (x)−1  C0e−|r|tκ (h)−1 holds for any
(h, r,b;γ , x) ∈ BΓ (Sκη , B,S( j)) and for any 1  j  h by Lemma 18. In combination with this, the
estimation |F (g)| ≺ t j (g)ρ+ (g ∈ S( j)) yields yet another one
∣∣F (hηarb)∣∣≺ e(ρ+)|r|tκ (h)ρ+, h ∈ Sη, r ∈ R, b ∈ B. (3.7)
Since φ is bounded, (3.7) implies that the integrals
∫
Sη |φ(h)||F (hηarb)|dh (b ∈ B) are uniformly ma-
jorized by e|r|(ρ+)
∫∞
t0
t(3−d)/2+ dtt for some t0 > 0, which is ﬁnite if d > 3 and  > 0 is small. This
proves (1).
(2) For any D ∈ U (gC), we have RD F ∈ C∞ρ+(Γ \G)K . Thus the integral PφHη (RD F ; g) also converges
absolutely. Hence, the function f : g → PφHη (F ; g) on G is smooth and (3.6) is true. This in particular
shows f , which obviously satisﬁes (2.5), also satisﬁes (2.7). From (3.4), the left derivative LX f (g) of
f by X ∈ g equals P{Ad(η)X}φHη (F ; g). Hence LΩh f (g) = P
{Ad(η)Ωh}φ
Hη
(F ; g) = {ν2 − ( d−22 )2} f (g), which
proves (2.6) for our f . 
Remark. In the adelic setting, a similar type of period integrals as PφHη (F ) plays a role in [18].
3.3. Main results
Let Γ be a lattice belonging to L and η ∈ EΓH . Fix an L2-wave form φ ∈A(2)(Γη\Hη/Kη;μ).
Let {λn} be the set of eigenvalues of −Ω¯Γg and {Fn} the corresponding orthonormal system of
eigenforms ﬁxed in 3.1.3. Let Γ \CΓ = { j | 1  j  h} be the set of Γ -cusps. By Lemmas 17 and 19,
the integrals PφHη (Fn), n ∈ N and P
φ
Hη
(E( j)(s)), s ∈ iR, 1 j  h are absolutely convergent.
For each T > 0, we deﬁne
Pˆ
φ
Hη
(T ) =
∞∑
n=1
e−λnT
∣∣PφHη (Fn)∣∣2 + 14π
∫
R
h∑
j=1
∣∣PφHη(E( j)(√−1t))∣∣2e−(t2+ρ2)T dt. (3.8)
Lemma 20. The right-hand side of (3.8) is independent of the choice of {Fn}.
Proof. Since A(2)(Γ \G/K ;λ) is a ﬁnite-dimensional Hilbert space, the linear form F → PφHη (F ) on it
is represented by some Φλ ∈A(2)(Γ \G/K ;λ), i.e.,
P
φ
Hη
(F ) = 〈F |Φλ〉, F ∈A(2)(Γ \G/K ;λ);
Φλ is uniquely determined by this formula. By Parseval’s equality, the ﬁrst term of the right-hand
side of (3.8) has the expression
∑
λ∈SΓ −{0} e
−λT ‖Φλ‖2 which is independent of {Fn}. 
Now we shall state the main theorems.
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T > 0, the sum PˆφHη (T ) is ﬁnite. We have a large-time asymptotic
Pˆ
φ
Hη
(T ) = O (e−NT ), T → +∞
with some N > 0. We have a small-time asymptotic expansion: there exist families of constants {am}m1 and
{bm}m0 such that
Pˆ
φ
Hη
(T ) = T−1/2
(
1
2
√
π
‖φ‖2 +
2N−1∑
m=1
amT
m/2
)
+ log T
N∑
m=0
bmT
m + O (T N+1/2), T → +0
(3.9)
for any N ∈ N.
For x> 0, set
NφHη (Γ ; x) =
∑
λnx
∣∣PφHη (Fn)∣∣2,
MφHη (Γ ; x) =
1
4π
√
x∫
−√x
h∑
j=1
∣∣PφHη(E( j)(√−1t))∣∣2 dt.
Note that MφHη (Γ ; x) does not occur when Γ \G is compact.
Theorem 22. Let Γ ∈ L, η ∈ EΓH and φ ∈A(2)(Γη\Hη/Kη;μ) and suppose Γη\Hη is compact. Then, for any
η ∈ EΓH ,
NφHη (Γ ; x) + M
φ
Hη
(Γ ; x) ∼ ‖φ‖
2
π
x1/2, x→ +∞. (3.10)
The proof of Theorems 21 and 22 begins at Section 5.3 and ends at the last of Section 8.
Remark. The compactness condition on Γη\Hη in Theorem 22 is always satisﬁed if Γ \G is compact.
Non-compact quotients Γ \G containing compact Γη\Hη ’s exist only when G ∼= O(d,1)◦ with d =
2,3,4 (see 3.4).
Corollary 23. Under the same assumption as Theorem 22, the estimations
NφHη (Γ ; x) ≺ x1/2, M
φ
Hη
(Γ ; x) ≺ x1/2, x> 0
hold.
Proof. This follows from Theorem 22 combined with the positivity of the terms NφHη (Γ ; x) and
MφHη (Γ ; x). 
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In this subsection we show that there are many examples of lattices Γ and elements η ∈ EΓH such
that Γ \G is non-compact while Γη\Hη is compact.
Fix D ∈ N∗ . Consider the Z-lattice L0 =
[
Zd−2√
DZ
]
in Rd−1. Set L =
[
Z
L0
Z
]
and denote by QL the
Q-span of L in Rd+1. Let a ∈ N∗ , u ∈L0 be such that the vector
v =
[−a
u
1
]
satisﬁes |v|2 = 4a+ ‖u‖2 > 0. Set  = |v|2.
Lemma 24. TheQ-vector space v⊥ ∩QL, regarded as a quadratic space by the form (2.1), contains a non-zero
isotropic vector if and only if there exists (x j) ∈ Qd−1 such that  =∑d−2j=1 x2j + Dx2d−1 .
Proof. This is a special case of [18, Lemma 2.3]. 
Since dimQ(v⊥ ∩ QL) = d, the equivalent conditions in Lemma 24 hold only when d  4. To be
more concrete, we have
Lemma 25. The space v⊥ ∩QL is Q-anisotropic if and only if one of the following conditions is satisﬁed.
• d = 2, D−1 /∈ (Q×)2 .
• d = 3,  is not a norm of the imaginary quadratic ﬁeld Q(√−D).
• d = 4, there exists a prime p such that the Hilbert symbol (−1,−D)Qp = −1 and −D−1 ∈ (Q×p )2 .
Proof. The cases d = 2 or d = 3 are immediate from Lemma 24. Let d = 4. For any prime p, the
Hasse invariant p of the quadratic form x21 + x22 + Dx23 is equal to 1. The discriminant of the form
is D . By [23, Corollaire (p. 66)],  is not represented in Q3p by the form x
2
1 + x22 + Dx23 if and only
if −D−1 ∈ (Q×p )2 and (−1,−D)Qp = −p . Now, we apply [23, Corollaire 1 (p. 76)] to conclude the
proof. 
Remark. If p is odd, we have (−1,−D)Qp = (−1p )ordp(D) by [23, Théorème 1 (p. 39)]. Thus the condi-
tion (−1,−D)Qp = −1 is equivalent to p ≡ 3 (mod 4) and ordp(D) ≡ 1 (mod 2).
Since the Z-lattice L contains an isotropic line, the lattice GL ⊂ G is non-uniform. Let Γ ⊂ G
be any lattice commensurable to GL . By Witt’s theorem, there exists an element η ∈ G such that
v+η = −1/2v; we have η ∈ EΓH (see 3.2). Then, under the condition of Lemma 25, the set Cη,Γ is
empty and Γη\Hη is compact. It is easy to conﬁrm that, for each d ∈ {2,3,4}, there exist inﬁnitely
many (D,a,u)’s satisfying the condition in Lemma 25.
4. Automorphic heat kernels
In this section, we study the Green functions and the heat kernels associated with φ in detail.
Similar functions are studied in [19,20,26,27] for different purposes.
4.0. In this section throughout, let Γ ∈ L, η ∈ EΓH and φ ∈ A(2)(Γη\Hη/Kη;μ) satisfying the con-
ditions:
(1) φ is a cusp form or equals the constant 1, and
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We ﬁx ν ∈ C such that μ = ( d−22 )2 − ν2, Re(ν)  0 once and for all. We note that φ is bounded
on Hη . It should be also noted that |Re(ν)| (d − 2)/2 by the positivity of Laplacian.
4.1. Secondary spherical functions
For s ∈ C where cν(s) is regular, by Lemmas 4 and 3, there exists a unique function ψφ(s) : G → C
such that
ψφ(s;hηark) = φ(h)ψν,s(r), h ∈ Hη, r ∈ R, k ∈ K , (4.1)
where ψν,s(r) is deﬁned by (2.13). Then, ψφ(s) is left Γη-invariant and right K -invariant. By Lem-
mas 12 and 4, ψφ(s) is continuous on G and is smooth on the open set G − HηηK . (Note that
HηηK = H◦ηηK by Lemma 3.)
Let ‖ · ‖ be the Euclidean norm on Rd+1. Recall the matrix C deﬁned in 2.2. Then, the function
Ξ : G → R deﬁned by
Ξ(g) = ∥∥C−1g−1v+η ∥∥, g ∈ G
is left Hη-invariant and right K -invariant and satisﬁes Ξ(ηar) = cosh(2r)1/2 for any r ∈ R.
Lemma 26. Let σ > ρ . Then, there exists a constant B0 > 0 such that
∣∣ψφ(s; g)∣∣ B0(1+ ∣∣Im(s)∣∣)−1/2Ξ(g)−(σ+ρ), g ∈ G, s ∈ Lσ .
Proof. Since φ is bounded, by (4.1) and Lemma 15, we have the estimation
∣∣ψφ(s;hηark)∣∣≺ ∣∣ψν,s(r)∣∣≺ (1+ ∣∣Im(s)∣∣)−1/2(cosh r)−(σ+ρ) (s ∈ Lσ , (h, r,k) ∈ Hη ×R× K ).
Since Ξ(hηark)−(σ+ρ) = (cosh2r)−(σ+ρ)/2 ∼ (2−1/2 cosh r)−(σ+ρ) , we are done. We remark that σ >
ρ > (d − 2)/2 Re(ν). 
For two functions f and f1 on G/K , the integral
∫
G/K f (g) f1(g)dμG/K is denoted by 〈 f , f1〉
whenever it converges.
Lemma 27. For any β ∈ C∞c (G/K ),
〈
ψφ(s),
(
Ωg − s2 + ρ2
)
β
〉= ∫
Hη/Kη
β(hη)φ(h)dμHη/Kη . (4.2)
Proof. For β ∈ C∞c (G/K ), set
β
φ
Hη
(g) =
∫
Hη
β(hηg)φ(h)dh, g ∈ G.
Since β is of compact support, the integral converges absolutely deﬁning a function on G of class C∞ .
It is easy to conﬁrm that β → βφHη is a map from C∞c (G/K ) to C∞(H ∩ K\G/K ) which commutes
with the actions of Ωg on these spaces. Then, by the integral formula (2.2), we compute
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ψφ(s),Ωgβ
〉= ∫
G
ψφ(s; g)(Ωgβ)(g)dg
=
∫
R
{∫
Hη
φ(h)ψν,s(r)(Ωgβ)(hηar)dh
}
(r)dr
=
∫
R
ψν,s(r)(Ωgβ)
φ
Hη
(ar)(r)dr
=
∫
R
ψν,s(r)Ωg
(
β
φ
Hη
)
(ar)(r)dr. (4.3)
The function f (g) = βφHη (g) satisﬁes the conditions (2.5), (2.6). By Lemma 10, and by the relation
d2
dr2
+ (d− 1) sinh r
cosh r
d
dr
= (r)−1 d
dr
(r)
d
dr
, with (r) = (cosh r)d−1,
we have the equation
Ωg f (ar) =
(
(r)−1 d
dr
(r)
d
dr
+ 1
cosh2 r
{
ν2 −
(
d− 2
2
)2})
f (ar). (4.4)
Write f (r) in place of f (ar) for simplicity. Then, by (4.3) and (4.4),
〈
ψφ(s),Ωgβ
〉= ∫
R
ψν,s(r)(Ωg f )(ar)(r)dr
=
∫
R
ψν,s(r)(r)
(
(r)−1 d
dr
(r)
d
dr
+ 1
cosh2 r
{
ν2 −
(
d− 2
2
)2})
f (r)dr.
(4.5)
Applying integration by parts, we have
a∫
b
ψν,s(r)(r)
{
(r)−1 d
dr
(r)
d
dr
}
f (r)dr
= ψν,s(a)(a) f ′(a) − ψν,s(b)(b) f ′(b) − (a)ψ ′ν,s(a) f (a) + (b)ψ ′ν,s(b) f (b)
+
a∫
b
f (r)(r)
{
(r)−1 d
dr
(r)
d
dr
}
ψν,s(r)dr (4.6)
for any a,b ∈ R. Since β is of compact support in G , there exists an R > 0 such that supp(β) ⊂
Hηη exp([−R, R]Y−)K , which yields f (ar) = 0 unless |r| R . Hence |ψν,s(a)(a) f (a)| = 0 for large a.
Since f ′(r) = (RY−β)φH (ar), the value ψν,s(a)(a) f ′(a) is also zero for large a.η
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+∞∫
0
ψν,s(r)(r)
{
(r)−1 d
dr
(r)
d
dr
}
f (r)dr
= −ψν,s(0) f ′(0) + f (0)
{
lim
r→+0ψ
′
ν,s(r)
}
+
+∞∫
0
f (r)(r)
{
(r)−1 d
dr
(r)
d
dr
}
ψν,s(r)dr. (4.7)
Similarly, by letting a → −0, b → −∞ in (4.6), we have
0∫
−∞
ψν,s(r)(r)
{
(r)−1 d
dr
(r)
d
dr
}
f (r)dr
= ψν,s(0) f ′(0) − f (0)
{
lim
r→−0ψ
′
ν,s(r)
}
+
0∫
−∞
f (r)(r)
{
(r)−1 d
dr
(r)
d
dr
}
ψν,s(r)dr. (4.8)
Hence, from (4.5), (4.7) and (4.8),
〈
ψφ(s),Ωgβ
〉= f (0){ lim
r→+0ψ
′
ν,s(r) − lim
r→−0ψ
′
ν,s(r)
}
+
∫
R
f (r)(r)
(
(r)−1 d
dr
(r)
d
dr
+ 1
cosh2 r
{
ν2 −
(
d − 2
2
)2})
ψν,s(r)dr.
(4.9)
By (2.16), the ﬁrst term of the right-hand side of (4.9) is f (0); the second term vanishes since ψν,s(r)
is a solution of the differential equation (2.10). Thus, 〈ψφ(s),Ωgβ〉 equals
f (0) + (s2 − ρ2)∫
R
ψν,s(r) f (r)(r)dr = βφHη (e) +
(
s2 − ρ2)〈ψφ(s),β〉,
and the equality (4.2) follows. 
4.2. Free space heat kernels
(Cf. [27, 5.2].) For an even polynomial α(s) in s, we consider the integral
ψˆφ(α, T ; g) = 1
π i
c+i∞∫
c−i∞
ψφ(s; g)α(s)e(s2−ρ2)T sds, T > 0, g ∈ G, (4.10)
where c ∈ R is chosen so that the integral converges as is shown by the following lemma.
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independent of c. The function (T , g) → ψˆφ(T ; g) on (0,+∞) × G is continuous.
Proof. Cf. [27, Lemma 10]. 
Lemma 29. Given N > 0 and positive numbers T1 > T0 , we have
∣∣ψˆφ(α, T ; g)∣∣≺ Ξ(g)−N , g ∈ G, T ∈ [T0, T1].
Proof. We may assume N > ρ . Set σ = N − ρ and ﬁx c > ρ . By Lemma 26, we obtain
∣∣ψˆφ(α, T ; g)∣∣≺ Ξ(g)−(σ+ρ)
{∫
Lc
(
1+ ∣∣Im(s)∣∣)−1/2∣∣α(s)se(s2−ρ2)T0 ∣∣|ds|}, g ∈ G, T ∈ [T0, T1],
where the integral in the majorant converges by the exponential decay of |es2T0 | as |Im(s)| → ∞. This
completes the proof. 
Proposition 30.
(1) For g ∈ G, the function T → ψˆφ(α, T ; g) is of class C∞ on the interval (0,+∞).
(2) For T > 0 and for m ∈ N, the function g → (∂m/∂Tm)ψˆφ(α, T ; g) on G is of class C∞ on G such that
(
∂m/∂Tm
)
ψˆφ(α, T ; δgk) =
(
∂m/∂Tm
)
ψˆφ(α, T ; g), (δ, g,k) ∈ Γη × G × K .
(3) For any m ∈ N, we have
Ωmg ψˆφ(α, T ; g) =
(
∂m/∂Tm
)
ψˆφ(α, T ; g) = ψˆφ(αm, T ; g), T > 0, g ∈ G,
where αm(s) = (s2 − ρ2)mα(s).
Proof. Cf. [27, Proposition 18]. 
4.3. Convergence lemmas
(Cf. [19, Section 4], [27, §6].) For a compact set C ⊂ G and γ ∈ Γ , set μC (γ ) = infg∈C Ξ(γ g), and
consider the series
Ps(C) =
∑
γ∈Γη\Γ
μC (γ )
−2s, s > 0.
Lemma 31. Let V ⊂ G be a relatively compact open neighborhood of the identity. Then, there exists a constant
B > 0 such that the estimation
Ps(C) B2s vol(V)−1
∫
Γη\G
Ξ(g)−2sχ˜V (C; g)dg
holds for a compact set C ⊂ G and for an s > 0, where
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∑
γ∈Γη\Γ
∑
δ∈Γη
χV
(
x−1γ γ −1δg
)
, g ∈ G
with χV the characteristic function of V , and for each γ ∈ Γ , xγ ∈ C is a point such that μC (γ ) = Ξ(γ xγ ).
Proof. Cf. [27, Lemma 21]. 
Lemma 32. If s > ρ , then Ps(C) is ﬁnite for any compact set C ⊂ G. The function g → Ps({g}) is continuous
on G.
Proof. By the same argument as [27, Lemma 21], the series Ps(C) is majorized by the integral∫
Γη\G Ξ(g)
−2s dg . By the integral formula (2.2) and by |Ξ(ηar)−2s|(r) ≺ e−2(Re(s)−ρ)|r| , r ∈ R, the
integral
∫
Γη\G Ξ(g)
−2s dg˙ is convergent. This proves the ﬁrst assertion. Thus, Ps({g}) converges on G
locally uniformly deﬁning a continuous function on G . 
Lemma 33. Suppose Γ \G is not compact. Let S be a Siegel set associated with P  ,  ∈ CΓ and V ⊂ G a
relatively compact set. Fix 2s > 2d − 3. Then, the estimation
∫
Γη\(Γ gV)
Ξ(x)−2s dx≺ t(g)−δ, g ∈ S
holds with δ = d− 2 if Cη,Γ = ∅ and with δ = 2s − d + 1 if Cη,Γ = ∅.
Proof. First assume Cη,Γ = ∅. Let κi (i ∈ Iη) be a complete set of representatives of Γη\Cη,Γ and S(i)η
a Siegel set for Γη\Hη associated with Pκiη such that Hη =
⋃
i ΓηS(i)η .
By Lemma 18, there exists a constant C0 > 0 such that C0e−|r|tκi (h)−1  t(g)−1 for all
(h, r,b;γ , g) ∈ BΓ (Sη, K V−1,S). From this, the set Γ gV is contained in the union of the sets
Γη{h ∈ S(i)η | tκi (h)  C0e−|r|t(g)}ηar K for r ∈ R and i ∈ Iη . Let W (i)(g; r) be the Haar measure of
the subset {h ∈ S(i)η | tκi (h)  C0e−|r|t(g)} of Hη . Then, by the Iwasawa decomposition of Hη , the
estimation W (i)(g; r) ≺ {e−|r|t(g)}−(d−2) , (g, r) ∈ S × R is proved easily. Hence, by the integral for-
mula (2.2), we obtain
∫
Γη\(Γ gV )
Ξ(x)−2s dx≺
∑
i∈Iη
∫
R
Ξ(ηar)
−2sW (i)(g; r)(r)dr
≺ t(g)−(d−2)
∫
R
(cosh r)−2s+2d−3 dr, g ∈ S.
The last integral is convergent if 2s > 2d − 3.
Assume Cη,Γ = ∅. Then, there is a compact subset F ⊂ Hη such that Hη = ΓηF . By Lemma 18(2),
there exists a constant C1 such that C1t(g)  e|r| holds for (h, r,b;γ , g) ∈ BΓ (F , K V−1,S). Hence
by the integral formula (2.2), if Re(s) > (d − 1)/2,
∫
Γη\(Γ gV )
Ξ(x)−2s dx≺
+∞∫
log(C1t(g))
(cosh r)(−2s+d−1) dr ≺ t(g)−2s+d−1. 
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Then, the estimation
Ps
({g})≺ t(g)δ(s), g ∈ S
holds with δ(s) = 1 if Cη,Γ = ∅ and with δ(s) = −2(s − 2ρ) if Cη,Γ = ∅.
Proof. By Lemmas 31 and 33, we have Ps({g}) ≺ t(g)−δ · supx∈G χ˜ ({g}; x), g ∈ S with δ as in
Lemma 33. Hence, we obtain the conclusion by the estimation χ˜ ({g}; x) ≺ t(g)d−1 (x ∈ G , g ∈ S)
proved in [15, pp. 59–60]. 
Lemma 35. Let s > d − 1. Then, the function Ps({g}) belongs to L2+(Γ \G)K for some  > 0.
Proof. If Γ \G is compact, this is clear by Lemma 32. Otherwise, from Proposition 34, it suﬃces to
show the convergence of the integral I = ∫S |t(g)|(2+)δ(s) dg for any Siegel set S = Sω,t0 . By the
Iwasawa coordinates of S , I = vol(ω) ∫∞t0 t(2+)δ(s)−2ρ dtt . Assume Cη,Γ = ∅. The integral I is ﬁnite if
 < 2ρ − 2 = d − 3; such  > 0 exists since d > 3 by 4.0(2). Assume Cη,Γ = ∅. The integral I is ﬁnite
if −2(2+ )(s − 2ρ) − 2ρ < 0, which is always true for any  > 0. 
4.4. Automorphic Green functions
(Cf. [19,20,26].) Since ψφ(s) is a left Γη-invariant continuous function on G , the Poincaré series
Ψ Γφ (s; g) =
∑
γ∈Γη\Γ
ψφ(s;γ g), Re(s) > ρ, (4.11)
is well deﬁned for g ∈ G if convergent. The convergence is guaranteed by the following lemma.
Lemma 36. Suppose Re(s) > ρ . Then, the series (4.11) converges absolutely and locally uniformly on G deﬁn-
ing a continuous function Ψ Γφ (s) on G which is left Γ -invariant and right K -invariant.
Proof. From Lemma 26, by taking summation,
∑
γ∈Γη\Γ
∣∣ψφ(s;γ g)∣∣≺ P(Re(s)+ρ)/2(C), g ∈ C (4.12)
holds for any compact set C ⊂ G . From this, we have the conclusion by Lemma 32. 
Proposition 37. Let s ∈ C be such that Re(s) + ρ > 2d− 3. For any Siegel set associated with P  ,  ∈ CΓ , the
estimation
∣∣Ψ Γφ (s; g)∣∣≺ t(g)δ(σ ), g ∈ S
holds with the same exponent δ(σ ) with σ = (Re(s) + ρ)/2 as deﬁned in Proposition 34. The function g →
Ψ Γφ (s; g) belongs to L2+(Γ \G) for some  > 0.
Proof. The estimation follows from (4.12) by Proposition 34. The second assertion follows from (4.12)
by Lemma 35. 
For arbitrary measurable functions f (g) and f1(g) on Γ \G , we use the notation 〈 f , f1〉 to denote
the integral
∫
Γ \G f (g) f1(g)dg whenever it converges.
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〈
Ψ Γφ (s), F
〉= ∫
R
ψν,s(r)P
φ
Hη
(F ;ar)(cosh r)d−1 dr. (4.13)
Moreover,
〈
Ψ Γφ (s),
(
Ωg − s2 + ρ2
)
F
〉= PφHη (F ).
Proof. Suppose Re(s) > 2ρ . Then, we obtain (4.13) by a standard computation using (2.2) and (4.1).
We remark that, by Lemma 15 and (3.5),
∫
R
|ψν,s(r)|P|φ|Hη (|F |;ar)(cosh r)d−1 dr < +∞ if Re(s) > 2ρ .
By Lemma 19, the function f (g) = PφHη (F ; g) is smooth on G and Ωg f (g) = P
φ
Hη
(ΩgF ; g). Moreover,
it satisﬁes (2.5) and (2.6). The remaining part of the proof is almost the same as Lemma 27, except
that when we take the limit a → +∞ in (4.6), the argument should be replaced with the following
one. By Lemma 15 and (3.5), |ψν,s(r)(r) f (r)| ≺ e(−Re(s)+2ρ+)|r| (r ∈ R) for any  > 0. Since f ′(r) =
P
φ
Hη
(RY− F ;ar), a similar estimation is also valid for ψν,s(r)(r) f ′(r). Thus,
lim
a→+∞ψν,s(a)(a) f (a) = lima→+∞ψν,s(a)(a) f
′(a) = 0. 
4.5. Automorphic heat kernels
(Cf. [27, §6].) Let α(s) ∈ C[s2] and T > 0. In a way similar to the construction of the automorphic
Green’s function, starting from the left Γη-invariant continuous function ψˆφ(α, T ) on G , we form the
Poincaré series
Ψˆ Γφ (α, T ; g) =
∑
γ∈Γη\Γ
ψˆφ(α, T ;γ g), T > 0, g ∈ G, (4.14)
whose convergence is guaranteed by the following lemma.
Lemma 39. The series (4.14) converges absolutely and locally uniformly in (T , g) ∈ (0,+∞) × G, deﬁning a
continuous function on (0,+∞)×G;when regarded as a function in g with a ﬁxed T > 0, it is left Γ -invariant
and right K -invariant.
Proof. We can prove this in the same way as Lemma 36 by establishing the estimation
∑
γ∈Γη\Γ
∣∣ψˆφ(α, T ;γ g)∣∣≺ PN/2(C), g ∈ C, T ∈ [T0, T1] (4.15)
for any large N > 0, for any compact set C ⊂ G and for any 0 < T0 < T1. The estimate (4.15) follows
from Lemma 29. 
Lemma 40. For any T1 > T0 > 0 and for any Siegel set associated with P  ,  ∈ CΓ , the estimation
∣∣Ψˆ Γφ (α, T ; g)∣∣≺ t(g)δ1 , g ∈ S, T ∈ [T0, T1]
holds, where δ1 = 1 if Cη,Γ = ∅, and δ1 < 0 can be arbitrary if Cη,Γ = ∅. The function g → Ψˆ Γφ (α, T ; g)
belongs to L2+(Γ \G) for some  > 0.
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Lemma 41. Fix c > 2ρ . Then, for F ∈ C∞ρ+(Γ \G)K , the integral 〈Ψˆ Γφ (α, T ), F 〉 converges absolutely, and
〈
Ψˆ Γφ (α, T ), F
〉= 1
π i
∫
Lc
〈
Ψ Γφ (s), F
〉
α(s)e(s
2−ρ2)T sds.
Proof. By the integral formula (2.2), using (4.10) combined with (4.1), we have
〈
Ψˆ Γφ (α, T ), F
〉= ∫
Γη\G
ψˆφ(α, T ; g)F (g)dg
=
∫
R
∫
Γη\Hη
{
1
π i
∫
Lc
φ(h)ψν,s(r)α(s)e
(s2−ρ2)T sds
}
F (hηar)(r)dh dr
= 1
π i
∫
R
{∫
Lc
ψν,s(r)α(s)e
(s2−ρ2)T sds
}
P
φ
Hη
(F ;ar)(cosh r)d−1 dr
= 1
π i
∫
Lc
{∫
R
ψν,s(r)P
φ
Hη
(F ;ar)(cosh r)d−1 dr
}
α(s)e(s
2−ρ2)T sds.
By (3.5) and Lemma 15,
∫
R
{∫
Lc
∣∣ψν,s(r)∣∣e(s2−ρ2)T ∣∣α(s)s∣∣|ds|
}
P
|φ|
Hη
(|F |;ar)(cosh r)d−1 dr < +∞
for c > 2ρ . Thus, all exchanges of order of integration made above are justiﬁed by Fubini’s theorem.
By Proposition 38, we are done. 
Proposition 42. For g ∈ G, the function T → Ψˆ Γφ (α, T ; g) is a C∞-function on the interval (0,+∞). For any
m ∈ N and T > 0, the function (∂m/∂Tm)Ψˆ Γφ (α, T ) on G is of class C∞ and satisﬁes
Ωmg Ψˆ
Γ
φ (α, T ) =
(
∂m/∂Tm
)
Ψˆ Γφ (α, T ) = Ψˆ Γφ (αm, T ) (4.16)
with αm(s) = (s2 − ρ2)mα(s).
Proof. (Cf. [27, Proposition 26].) For any m ∈ N, Proposition 30(3) shows the equality
∑
γ∈Γη\Γ
(
∂m/∂Tm
)
ψˆφ(α, T ;γ g) =
∑
γ∈Γη\Γ
ψˆφ(αm, T ;γ g), g ∈ G, (4.17)
where the right-hand side is absolutely convergent by Lemma 39. Hence a standard theorem of in-
tegration theory shows that the function T → Ψˆ Γφ (α, T ; g) is of class C∞ on (0,+∞) with the m-th
derivative Ψˆ Γφ (αm, T ; g). The continuous function g → Ψˆ Γφ (α, T ; g) deﬁnes a distribution on Γ \G/K .
Then, the equality
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Γ
φ (α, T ) = Ψˆ Γφ (αm, T ) (4.18)
holds as distributions on Γ \G/K . Indeed, for β ∈ C∞c (Γ \G/K ),
〈
Ψˆ Γφ (α, T ),Ωgβ
〉= 1
π i
∫
Lc
〈
Ψ Γφ (s),Ωgβ
〉
α(s)e(s
2−ρ2)T sds
= 1
π i
∫
Lc
{(
s2 − ρ2)〈Ψ Γφ (s),β〉−PφHη (β)}α(s)e(s2−ρ2)T sds
= 1
π i
∫
Lc
〈
Ψ Γφ (s),β
〉(
s2 − ρ2)α(s)e(s2−ρ2)T sds = 〈Ψˆ Γφ (α1, T ),β〉,
where the ﬁrst equality is by Lemma 41, the second equality results from Proposition 38 and the third
equality is by
∫
Lc
α(s)e(s
2−ρ2)T sds = 0. Successively, we obtain 〈Ψˆ Γφ (α, T ),Ωmg β〉 = 〈Ψˆ Γφ (αm, T ), β〉.
Eq. (4.18), combined with Lemma 40, shows that Ωmg Ψˆ
Γ
φ (α, T ) ∈ L2+(Γ \G)K for all m ∈ N. Hence
Ψˆ Γφ (α, T ) is a C
∞-function by [27, Lemma 19]. This completes the proof. 
From now on, we consider Ψˆ Γφ (α, T ) with α(s) = 1 mainly, which we simply write Ψˆ Γφ (T ), i.e.,
Ψˆ Γφ (T ) = Ψˆ Γφ (1, T ).
Proposition 43. For any T > 0, the integral Pφ¯Hη (Ψˆ
Γ
φ (T )) converges absolutely.
Proof. This follows from Lemma 19, since Ψˆ Γφ (T ) ∈ C∞ρ+(Γ \G)K[0] by Lemma 40. 
5. Period integrals of automorphic heat kernels
As in the previous section, we ﬁx a lattice Γ ∈ L, an element η ∈ EΓH and an L2-wave form
φ ∈ A(2)(Γη\Hη/Kη; ( d−22 )2 − ν2) satisfying (1) and (2) in 4.0. We compute the period integral
P
φ¯
Hη
(Ψˆ Γφ (T )) of the automorphic heat kernel Ψˆ
Γ
φ (T ) in two ways:
(i) by invoking the spectral expansion of Ψˆ Γφ (T ) (Proposition 47), and
(ii) by putting the deﬁning series (4.14) and unfolding the integral (Proposition 50).
In these two propositions, we suppose that Γη\Hη is compact.
5.1. The spectral side
Lemma 44. For λ 0 and T > 0,
1
π i
c+i∞∫
c−i∞
e(s
2−ρ2)T
−λ + ρ2 − s2 sds = −e
−λT .
Proof. Cf. [27, Lemma 28]. 
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〈
Ψˆ Γφ (T ), F
〉= −e−λTPφHη (F ).
Proof. By Proposition 38 and by −ΩgF = λF , we have 〈Ψ Γφ (s), F 〉 = (−λ − s2 + ρ2)−1PφHη (F ). Thus,
using Lemmas 41 and 44, we obtain
〈
Ψˆ Γφ (T ), F
〉= { 1
π i
∫
Lc
e(s
2−ρ2)T
−λ + ρ2 − s2 sds
}
P
φ
Hη
(F ) = −e−λTPφHη (F ). 
Proposition 46. Fix T > 0. Then,
Ψˆ Γφ (T ; g) = −
∞∑
n=0
P
φ
Hη
(Fn)e
−λnT Fn(g)
−
h∑
j=1
1
4π
√−1
∫
√−1R
P
φ
Hη
(
E( j)(s)
)
e(s
2−ρ2)T E( j)(s; g)ds, g ∈ Γ \G. (5.1)
The series and integrals on the right-hand side converge absolutely and uniformly on any compact subset of
Γ \G.
Proof. Since Ωmg Ψˆ
Γ
φ (T ) ∈ L2+(Γ \G)K (∃ > 0) for any m ∈ N, we have the conclusion from the
spectral expansion theorem recalled in 3.1.3 by using Lemmas 17 and 45. 
Proposition 47. Suppose Γη\Hη is compact. Then, for any T > 0, the integral Pφ¯Hη (Ψˆ Γφ (T )) is given as
P
φ¯
Hη
(
Ψˆ Γφ (T )
)= −PˆφHη (T ) − vol(Γ \G)−1∣∣PφHη (1)∣∣2 (5.2)
with PˆφHη (T ) deﬁned by (3.8). In particular, the expression (3.8) is convergent.
Proof. The formula (5.2) is obtained by multiplying (5.1) (with g = hη) by φ(h), by taking the integral
over h ∈ Γη\Hη and then by exchanging the order of integrals. Since Γη\Hη is compact, the procedure
is justiﬁed by Proposition 46. 
5.2. The geometric side
For η ∈ EΓH , deﬁne a function vη : G˜ → R by vη(g) = |〈gv+η , v+η 〉|. Then, by Lemma 9, vη induces a
bijection H˜η\(G˜ − H˜η)/H˜η ∼= R0.
Lemma 48. For any c > 0, the double cosets ΓηγΓη ∈ Γη\(Γ −Γη)/Γη with vη(γ ) < c are ﬁnite in number.
Proof. Since Rv+η ∩L = {0}, there exists D ∈ R such that Dv+η ∈L−{0}. Then, D2vη(GL) ⊂ 〈L,L〉 ⊂ o.
By the condition (a) in 3.1.2, the orthogonal group O(Sα) is compact for 2  α  nF; hence
ια(D2vη(GL)) ⊂ [−cα, cα] for some cα > 0. Thus, vη maps {γ ∈ GL | vη(γ ) < c} to a ﬁnite set
{v ∈ D−2o | 0 ι1(v) < c, |ια(D2v)| cα (2 α  nF)}.
M. Tsuzuki / Journal of Number Theory 129 (2009) 2387–2438 2413Set XD = {v ∈ Rd+1 | |v|2 = D2}. Then, the injection γΓη → γ (Dv+η ) from Γ/Γη to XD ∩L induces
an embedding Γη\Γ/Γη ↪→ Γη\(XD ∩ L). Hence it suﬃces to show that Γη\(XD(k) ∩ L) is ﬁnite
for each k ∈ o, where XD(k) = {v ∈ XD | 〈v, Dv+η 〉 = k}. By Witt’s theorem, XD(k) is a Zarski closed
H˜η-orbit in the F-rational representation RL = Rd+1 of H˜η . Hence by [5, Theorem 6.9], the group
H˜η ∩ GL(L ∩ (v+η )⊥) acts on XD(k) ∩ L with ﬁnitely many orbits. Since Γη is commensurable with
H˜η ∩ GL(L∩ (v+η )⊥), this completes the proof. 
Lemma 49. Suppose Γη\Hη is compact. Let γ ∈ Γ . Then, vη(γ ) = 1 if and only if γ ∈ H˜η ∩ Γ .
Proof. Let us only prove that vη(γ ) = 1 implies γ ∈ H˜η ∩ Γ ; the converse implication is obvious. If
〈γ v+η , v+η 〉 = ±1, then a straightforward computation yields that the vector γ v+η ∓ v+η is isotropic and
is orthogonal to v+η . Since η ∈ EΓH , there exists D ∈ R such that Dv+η ∈L− {0}. Hence D(γ v+η ∓ v+η ) is
an F-rational isotropic vector orthogonal to v+η . By assumption, (v+η )⊥ containes no F-rational isotropic
vector other than zero. Hence D(γ v+η ∓ v+η ) = 0, or equivalently γ v+η = ±v+η . Thus, γ ∈ H˜η ∩ Γ . 
For any γ ∈ Γ , set Hη(γ ) = Hη ∩ γ−1Hηγ and Γη(γ ) = Γη ∩ Hη(γ ) = Γη ∩ γ−1Γηγ .
Since Γ ⊂ G , the intersection H˜η ∩ Γ coincides with Γη . The complement Γ − Γη is divided to
three classes according to the values of vη . An element γ ∈ Γ , as well as the corresponding double
coset ΓηγΓη , with vη(γ ) > 1 (resp. vη(γ ) < 1, resp. vη(γ ) = 1) is called to be Hη-hyperbolic (resp.
Hη-elliptic, resp. Hη-unipotent). By Lemma 48, Hη-elliptic or Hη-unipotent double cosets ΓηγΓη are
ﬁnite in number.
If we assume that Γη\Hη is compact, then Lemma 49 implies that Γ −Γη contains no Hη-unipotent
element.
For any element γ ∈ Γ , set
Iγ (T ) =
∫
Γη(γ )\Hη
ψˆφ(T ;γ hη)φ(h)dh, T > 0, (5.3)
whose convergence is discussed later. (Cf., Lemmas 58, 66 and 77.)
Proposition 50. Suppose Γη\Hη is compact. For T > 0, the integral Pφ¯Hη (Ψˆ Γφ (T )) equals the sum of the
following terms:
the “identity term”: I1(T ),
the Hη-elliptic term: I<1(T ) =
∑
γ∈Γη\Γ/Γη
vη(γ )<1
Iγ (T ),
the Hη-hyperbolic term: I>1(T ) =
∑
γ∈Γη\Γ/Γη
vη(γ )>1
Iγ (T ).
All the integrals occurring in I1(T ), I<1(T ) and I>1(T ) are absolutely convergent.
Proof. The absolute convergence of the relevant integrals and series, which is established in the next
three sections, justify all the identities of the following computation.
2414 M. Tsuzuki / Journal of Number Theory 129 (2009) 2387–2438P
φ¯
Hη
(
Ψˆ Γφ (T )
)= ∫
Γη\Hη
{ ∑
γ∈Γη\Γ/Γη
∑
δ∈Γη(γ )\Γη
ψˆφ(T ;γ δhη)
}
φ(h)dh
=
∑
γ∈Γη\Γ/Γη
∫
Γη\Hη
{ ∑
δ∈Γη(γ )\Γη
ψˆφ(T ;γ δhη)φ(δh)
}
dh
=
∑
γ∈Γη\Γ/Γη
∫
Γη(γ )\Hη
ψˆφ(T ;γ hη)φ(h)dh = I1(T ) + I<1(T ) + I>1(T ). 
5.3. Proof of the main theorem
In the next three sections we prove the following propositions without assuming Γη\Hη is com-
pact.
Proposition 51.We have the asymptotic expansion
I1(T ) ∼ T−1/2
(
−‖φ‖2
2
√
π
+
∞∑
m=0
AmT
m/2
)
+ log T
∞∑
m=0
BmT
m, T → +0
with some families of constants Am, Bm.
Proposition 52. We have the asymptotic expansion I>1(T ) ∼∑∞m=0 CmTm, T → +0 with Cm = 0 for any
m ∈ N.
Proposition 53. We have the asymptotic expansion I<1(T ) ∼∑∞m=0 DmTm, T → +0 with a family of con-
stants {Dm}.
These three propositions, combined with Propositions 50 and 47, provide us with the small-time
asymptotic expansion in Theorem 21. The large time asymptotic is much easier to prove. Indeed, the
estimation
Pˆ
φ
Hη
(T ) PˆφHη (1/2)e
−NT , T > 1
with N = inf(λ1,ρ2)/2 is valid. This completes the proof Theorem 21.
Theorem 22 follows from Theorem 21 by applying the Tauberian theorem for the Laplace transform
[31, Theorem 4.3 (p. 192)].
6. The identity term
The aim of this section is to prove Proposition 51.
Lemma 54. The functions
E j(T ) =
+∞∫
T 1/2
y− je−y2 dy, T > 0
( j = 0,1) have the asymptotic expansions
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√
π
2
+
∞∑
k=1
A˜kT
k/2, E1(T ) ∼ log T
∞∑
k=0
B˜kT
k, T → +0
with some family of constants A˜k and B˜k.
Proof. Since the function f (t) = ∫∞t e−y2 dy is smooth on R and E0(T ) = f (√T ), the assertion on
E0(T ) follows by Taylor’s theorem applied to f (t). To show the asymptotic expansion of E1(T ), we
deﬁne auxiliary functions. First set
Lm(y) = 1
(2m)!! y
2m+1
(
log y −
m∑
k=1
1
2k
)
, y > 0, m ∈ N.
Then, the integrals
L˜m(T ) =
+∞∫
T
Lm(y)e
−y2 dy, T  0, m ∈ N
are convergent. Using the easily conﬁrmed relations ddy {y−1Lm+1(y)} = Lm(y) (m ∈ N, y > 0), by
applying integration by parts, we have
E1(T ) = −e−T log
√
T + 2L˜0(
√
T ), (6.1)
L˜m(
√
T ) = −Lm+1(
√
T )T−1/2e−T + 2L˜m+1(
√
T ) (6.2)
for m ∈ N and T > 0. Since the function L˜m(T ) is smooth on T > 0 and dkdT k L˜m(T ) = O (T 2m+2−k log T )
as T → +0 for 1 k 2m+ 2, we have
L˜m(T ) − L˜m(0) = o
(
T 2m
)
, T → +0 (6.3)
by Taylor’s theorem. From (6.1), (6.2) and (6.3), the assertion follows. 
Let M be the C-vector space of bounded C∞-functions ϕ(y) on y > 1 having the asymptotic
expansion of the form
ϕ(y) ∼ a0 + a1/y + a2/y2 + · · · + ak/yk + · · · , y → +∞. (6.4)
Lemma 55. For ϕ ∈M, set
ϕ˜(y) = y
+∞∫
y
{
ϕ(x) − a0 − a1/x
}
dx, y > 1. (6.5)
Then, the integral ϕ˜(y) converges absolutely. The function ϕ˜(y) belongs to the space M.
Proof. This is proved directly. 
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F (ϕ; T ) =
+∞∫
1
ϕ(y)e−y2T dy, T > 0.
Lemma 56. Let ϕ ∈M.
(1) The estimation
F (ϕ; T ) = O (T−1/2), T → +0 (6.6)
holds.
(2) The formula
F (ϕ; T ) = a0T−1/2E0(T ) + a1E1(T ) + ϕ˜(1)e−T − 2T F (ϕ˜; T ), T > 0 (6.7)
holds, where ϕ˜(y) is deﬁned by (6.5).
Proof. Since ϕ ∈M, ϕ(y) is bounded on y > 1. Set C = supy>1 |ϕ(y)|. Then,
T 1/2
∣∣F (ϕ; T )∣∣
+∞∫
1
∣∣ϕ(y)∣∣e−T y2 T 1/2 dy =
+∞∫
T 1/2
∣∣ϕ(T−1/2 y)∣∣e−y2 dy
 C
+∞∫
0
e−y2 dy.
This shows (6.6). Since −{y−1ϕ˜(y)}′ = ϕ(y) − a0 − a1 y−1, by integration by parts,
F (ϕ; T ) =
+∞∫
1
{
ϕ(y) − a0 − a1 y−1
}
e−y2T dy + a0
+∞∫
1
e−y2T dy + a1
+∞∫
1
y−1e−y2T dy
= −
+∞∫
1
{
y−1ϕ˜(y)
}′
e−y2T dy + a0T−1/2
+∞∫
T 1/2
e−x2 dx+ a1
+∞∫
T 1/2
x−1e−x2 dx
= ϕ˜(1)e−T − 2T F (ϕ˜; T ) + a0T−1/2E0(T ) + a1E1(T ).
This proves (6.7). 
Lemma 57. Let ϕ ∈M. Then, there exist families of constants {Ak}k1 and {Bk}k0 such that
F (ϕ; T ) = T−1/2
(√
π
2
a0 +
2N−1∑
k=1
AkT
k/2
)
+ log T
N∑
k=0
BkT
k + O (T N+1/2), T → +0
for any N ∈ N.
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6.1. Proof of Proposition 51
Lemma 58. For any T > 0,
I1(T ) = e−ρ2T −1
π i
‖φ‖2
{
−1
4
∞∫
0
ϕ(y)e−y2T dy + R(T )
}
, (6.8)
with
ϕ(y) = Γ (
2iy+2ν+1
4 )Γ (
−2iy+2ν+1
4 )
Γ (
2iy+2ν+3
4 )Γ (
−2iy+2ν+3
4 )
{
cot
(
2iy − 2ν + 1
4
π
)
− cot
(−2iy − 2ν + 1
4
π
)}
y
(6.9)
and
R(T ) = π i(−1)
k
k!
∑
0k[(2Re(ν)−1)/4]
Γ (ν − k)
Γ (ν − k + 1/2)Γ (−k + 1/2) (ν − 2k − 1/2)e
(ν−2k−1/2)2T .
Proof. By (4.10) and (4.1), we have
I1(T ) =
∫
Γη\Hη
{
1
π i
∫
Lc
φ(h)ψν,s(0)e
(s2−ρ2)T sds
}
φ(h)dh
= 1
π i
‖φ‖2e−ρ2T
∫
Lc
ψν,s(0)e
s2T sds.
Lemma 16 yields the estimation
∣∣ψν,s(0)es2T ∣∣≺ ∣∣Im(s)∣∣N0e− Im(s)2T , s ∈ [0,2ρ] ± i[1,+∞) (6.10)
with some N0 > 0, which shows that the integral I1(T ) converges absolutely. By (2.15), the function
ψν,s(0) is meromorphic in s. For R > 0, let Q(R) be the rectangle with vertexes c ± iR and ±iR
endowed with the counter-clockwise orientation. By applying the residue theorem to the integral of
f (s) = ψν,s(0)es2T along Q(R), and then by letting R → +∞, we obtain the identity
I1(T ) = e−ρ2T −1
π i
‖φ‖2
{∫
R
ψν,iy(0)e
−y2T y dy + R(T )
}
.
By the formula Γ (z)Γ (1− z) = πsin(π z) , we have
ψν,s(0) = −1
4
Γ ((2s + 2ν + 1)/4)Γ ((−2s + 2ν + 1)/4)
Γ ((2s + 2ν + 3)/4)Γ ((−2s + 2ν + 3)/4) cot
(
(2s− 2ν + 1)π/4).
This completes the proof. 
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ϕ(y) ∼ −4i +
∞∑
m=1
am/y
m, y → +∞
with constants am (m 1).
Proof. The difference ϕ(y) − ϕ0(y) is a Schwartz function on R, where
ϕ0(y) = −2iyΓ ((2iy + 2ν + 1)/4)Γ ((−2iy + 2ν + 1)/4)
Γ ((2iy + 2ν + 3)/4)Γ ((−2iy + 2ν + 3)/4) .
By
Γ (z + α)
Γ (z + β) ∼ z
α−β
{
1+
∞∑
m=1
cm(α,β)/z
m
}
, |z| → +∞, ∣∣arg(z)∣∣< π
[25], we obtain the asymptotic expansion of the form
ϕ0(y) ∼ −4i +
∞∑
m=1
am/y
m, y → +∞.
This completes the proof. 
By Lemma 59, we can apply Lemma 57 to have the asymptotic expansion of the ﬁrst term of (6.8).
Since R(T ) is of class C∞ on R, Proposition 51 is obtained.
7. The Hη-hyperbolic term
In this section, we prove Proposition 52.
7.1. Preliminary estimations
For m ∈ N and Re(s) > 0, set
Bm(s;u) =
(
s2 − ρ2)mscν(s)u−ρ/2F (s+ν , s−ν ; s + 1;1/u), u > 1. (7.1)
Here cν(s) and s±ν are deﬁned by (2.12) and (2.4), respectively.
Lemma 60. Let m ∈ N. Then,
∣∣Bm(s;u)∣∣≺ (1+ |s|2)m+1u−ρ/2, Re(s) > Re(ν), u > 1.
Proof. Since
Bm(s;u) = −1
4
√
π
Γ
(
s+ν
)
Γ
(
s−ν
)
Γ
(
s+ν + s−ν + 1/2
)−1(
s2 − ρ2)msu−ρ/2
× F (s+ν , s−ν ; s+ν + s−ν + 1/2;u−1),
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and Re(s−ν ) 1 if Re(s) > 0, for Re(ν) 0 is assumed (see 4.0). 
For any T > 0 and u > 1, let us consider the integral
Qm(T ;u) = 1
π i
∫
Lc
Bm(s;u)u−s/2e(s2−ρ2)T ds, (7.2)
which is absolutely convergent by Lemma 60 and is independent of c > 0 by Cauchy’s theorem.
Lemma 61.We have the estimation:
∣∣Qm(T ;u)∣∣≺ T−m−3/2{1+ (4T 2)−1L(u)2}m+1 exp(−(4T )−1L(u)2)u−ρ/2,(
u > 1,0< T < L(u)/
(
2Re(ν) + 1)). (7.3)
Here L(u) = logu1/2 .
Proof. Let T ∈ (0, L(u)/(2Re(ν) + 1)); then the number c = (2T )−1L(u) satisﬁes c > Re(ν). By
Lemma 60, taking c = (2T )−1L(u), we have the estimation
eρ
2T
∣∣Qm(T ;u)∣∣
=
∣∣∣∣
∫
R
Bm(c + iy;u)exp
(−(c + iy)L(u) + (c + iy)2T )dy∣∣∣∣
=
∣∣∣∣
∫
R
Bm
(
(2T )−1L(u) + iy;u)exp(−T y2 − (4T )−1L(u)2)dy∣∣∣∣
≺ exp(−(4T )−1L(u)2)u−ρ/2 ∫
R
(
1+ ∣∣(2T )−1L(u) + iy∣∣2)m+1 exp(−y2T )dy
 exp
(−(4T )−1L(u)2)u−ρ/2(1+ (4T 2)−1L(u)2)m+1 ∫
R
(
1+ y2)m+1 exp(−y2T )dy (7.4)
for T ∈ (0, L(u)/(2Re(ν) + 1)) and u > 1. The last integral is estimated as
∫
R
(
1+ y2)m+1 exp(−y2T )dy = T−1/2 ∫
R
(
1+ y2/T )m+1e−y2 dy
= T−1/2
m+1∑
j=0
(
m+ 1
j
)∫
R
(
y2/T
) j
e−y2 dy ≺ T−m−3/2 (7.5)
for T > 0. Since e−ρ2T ≺ 1, we have the estimation (7.3) from (7.4) and (7.5). 
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∣∣Qm(T ;u)∣∣≺ T−3m−3/2u−A/2−ρ/2 exp(−L20/(8T )), T ∈ (0, T0), u ∈ [u0,+∞)
holds. Here L0 = L(u0).
Proof. Set T0 = L(u0)/max(16A,2Re(ν) + 1). If u  u0 and 0< T < T0, then
exp
(−L(u)2/(4T ))= exp(−L(u)2/(8T ))exp(−L(u)2/(8T ))
 exp
(−L(u0)2/(8T ))exp(−L(u0)L(u)/(8T0))
= exp(−L20/(8T ))u−A .
Combining this with the evident estimation
(
1+ (4T 2)−1L(u)2)m+1 ≺ T−2(m+1)uA/2, T ∈ (0, T0), u ∈ [u0,+∞),
we have the desired estimation from Lemma 61. 
7.2. By Corollary 5, there exist C∞-functions hη : G → Hη/Kη and rη : G → R such that
βη(hη(g),arη(g)) = gK for any g ∈ G . By Lemma 9, for each Hη-hyperbolic element γ ∈ Γ , we ﬁx
a real number tγ > 0 and a pair (h′γ ,hγ ) of elements of Hη such that
γ = h′γ ηatγ η−1h−1γ .
The group Hη(γ ) (see 5.2) is described as follows.
Lemma 63. Let γ ∈ Γ be an Hη-hyperbolic element. Then, we have
Hη(γ ) = hγ η
(
H ∩ a−1tγ Hatγ
)
η−1h−1γ ,
H ∩ a−1tγ Hatγ =
{
diag(A, , )C
∣∣ A ∈ SO(d− 1),  ∈ {±1}}.
Proof. This is proved by a direct computation. 
If γ ∈ Γ is Hη-hyperbolic, then Hη(γ ) is compact by Lemma 63; we put on Hη(γ ) the Haar
measure of total volume 1. Set
aHr =
⎡
⎢⎣
1d−2
cosh r 0 sinh r
0 1 0
sinh r 0 cosh r
⎤
⎥⎦
C
, r ∈ R. (7.6)
Then, {aHr | r ∈ R} is a split torus contained in H◦ .
Lemma 64. For r, t ∈ R,
re
(
ata
H
r
)= 1+ sinh2 t cosh2 r. (7.7)
M. Tsuzuki / Journal of Number Theory 129 (2009) 2387–2438 2421Proof. Set g = ataHr and τ = r(g). Let ‖x‖ = {
∑d+1
j=1 x2j }1/2 be the Euclidean norm on Rd+1. Then,
∥∥C−1g−1v+0 ∥∥2 = ∥∥C−1aH−r(cosh tv+0 − sinh tv−0 )∥∥2
= ∥∥C−1(cosh tv+0 − sinh t(− sinh rwd + cosh rv−0 ))∥∥2
= cosh2 t + sinh2 t(sinh2 r + cosh2 r)
on the one hand. On the other hand, from g ∈ Haτ K , by the C−1KC-invariance of the norm ‖ · ‖, the
same number is computed as
∥∥C−1g−1v+0 ∥∥2 = ∥∥C−1a−τ v+0 ∥∥= ∥∥C(coshτv+0 − sinhτv−0 )∥∥2 = cosh2 τ + sinh2 τ .
Thus, cosh2 τ + sinh2 τ = cosh2 t + sinh2 t(sinh2r + cosh2 r), from which (7.7) follows. 
For each Hη-hyperbolic γ ∈ Γ , set
F γφ (h) =
∫
Γη(γ )\Hη(γ )
φ
(
hη(γ uhη)
)
φ(uh)du, h ∈ Hη (7.8)
and deﬁne F γ|φ|(h) obviously.
Lemma 65.We have the estimation
∣∣F γφ (h)∣∣ F γ|φ|(h) ≺ vol(Γη(γ )\Hη(γ )), h ∈ Hη, γ ∈ Γ − Γη; vη(γ ) > 1. (7.9)
Proof. This follows immediately from the boundedness of φ. 
Lemma 66. Let γ ∈ Γ be an Hη-hyperbolic element. Then, the integral Iγ (T ) converges absolutely deﬁning a
C∞-function in T > 0. Its m-th derivative is given by the integral
I
(m)
γ (T ) = Cd−1
∞∫
0
F γφ
(
hγ ηa
H
r η
−1)(sinh r)d−2Qm(T ;1+ sinh2 tγ cosh2 r)dr, (7.10)
where Cd−1 = 2π(d−1)/2Γ ((d − 1)/2)−1 and Qm(T ;u) is deﬁned by (7.2).
Proof. By (5.3), (4.10) and (4.1), we have
Iγ (T ) =
∫
Γη(γ )\Hη
{
1
π i
∫
Lc
ψφ(s;γ hη)e(s2−ρ2)T sds
}
φ(h)dh
=
∫
Γη(γ )\Hη
{
1
π i
∫
Lc
φ
(
hη(γ hη)
)
ψν,s
(
rη(γ hη)
)
e(s
2−ρ2)T sds
}
φ(h)dh
= 1
π i
∫
Lc
e(s
2−ρ2)T sds
{ ∫
Γη(γ )\Hη
φ
(
hη(γ hη)
)
ψν,s
(
rη(γ hη)
)
φ(h)dh
}
. (7.11)
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compute the last integral inside the bracket as
∫
Γη(γ )\Hη
φ
(
hη(γ hη)
)
ψν,s
(
rη(γ hη)
)
φ(h)dh
=
∫
Hη(γ )\Hη
{ ∫
Γη(γ )\Hη(γ )
φ
(
hη(γ uhη)
)
ψν,s
(
rη(γ uhη)
)
φ(uh)du
}
dh
=
∫
Hη(γ )\Hη
ψν,s
(
rη(γ hη)
)
F γφ (h)dh
=
∫
(Hη∩ηa−1η−1Hηηaη−1)\Hη
ψν,s
(
rη
(
ηaη−1hη
))
F γφ (hγ h)dh (by h → hγ h)
=
∫
(H∩a−1Ha)\H
ψν,s
(
rη(ηah0)
)
F γφ
(
hγ ηh0η
−1)dh0 (by h = ηh0η−1).
We note that rη(ηg) = re(g) for any g ∈ G . By Lemma 63, H ∩ a−1Ha\H = SO(d − 1)\O(d − 1,1)◦ .
The split torus aHr (r ∈ R) affords a radial part of the Cartan decomposition of the symmetric space
H ∩ a−1Ha\H . Hence by (7.7) and by the integration formula (2.3), the last integral equals
Cd−1
∞∫
0
ψν,s
(
re
(
aaHr
))
F γφ
(
hγ ηa
H
r η
−1)(sinh r)d−2 dr
= Cd−1cν(s)
∞∫
0
F γφ
(
hγ ηa
H
r η
−1)(1+ sinh2 tγ cosh2 r)−(s+ρ)/2(sinh r)d−2
× 2F1
(
s+ν , s−ν ; s + 1;1/
(
1+ sinh2 tγ cosh2 r
))
dr.
By the estimations in Lemmas 15 and 65,
∫
Lc
|ds|
∞∫
0
∣∣e(s2−ρ2)T (s2 − ρ2)ms∣∣∣∣ψν,s(re(aaHr ))∣∣F γ|φ|(hγ ηaHr η−1)(sinh r)d−2 dr < +∞ (7.12)
for any m ∈ N. If we apply this with m = 0, we obtain the equality (7.11) by Fubini’s theorem. Conse-
quently, Iγ (T ) is expressed as a double integral
Iγ (T ) = Cd−1
π i
∫
Lc
∞∫
0
c(s, ν)F γφ
(
hγ ηa
H
r η
−1)(1+ sinh2 tγ cosh2 r)−(s+ρ)/2(sinh r)d−2
× 2F1
(
s+ν , s−ν ; s + 1;1/
(
1+ sinh2 tγ cosh2 r
))
e(s
2−ρ2)T dr sds,
which, combined with (7.12), shows that Iγ (T ) is of class C∞ in T > 0 with the m-th deriva-
tive (7.10). 
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∣∣I(m)γ (T )∣∣≺ vol(Γη(γ )\Hη(γ ))(sinh2 tγ )−AT−3m−3/2 exp(−L20/(8T ))
for Hη-hyperbolic γ ∈ Γ and for T ∈ (0, T0) holds.
Proof. Let X be a complete set of representatives in Γ of double cosets ΓηγΓη with γ ∈ Γ −Γη such
that vη(γ ) > 1. By Lemma 48, there exists a constant v0 > 1 such that vη(γ ) > v0 for any γ ∈ X.
Since vη(γ ) = cosh tγ , this means that
inf
{
sinh2 tγ
∣∣ γ ∈ X}> 0.
Hence, from Corollary 62, we have the estimation
∣∣Qm(T ;1+ sinh2 tγ cosh2 r)∣∣≺ T−3m−3/2 exp(−L20/(8T ))(1+ sinh2 tγ cosh2 r)−A
for any (γ , T , r) ∈ X× (0, T0)×[0,+∞) with some constants T0 > 0 and L0 > 0. This, combined with
(7.10), yields
∣∣I(m)γ (T )∣∣≺ T−3m−3/2 exp(−L20/(8T ))
∞∫
0
∣∣F γφ (hγ ηaHr η−1)∣∣(1+ sinh2 tγ cosh2 r)−A(sinh r)d−2 dr
≺ vol(Γη(γ )\Hη(γ ))(sinh2 tγ )−AT−3m−3/2 exp(−L20/(8T ))
for (γ , T ) ∈ X × (0, T0). To prove the last estimation, we apply Lemma 65 and also use the conver-
gence of the integral
∫∞
0 (sinh r)
d−2(cosh2 r)−A dr, which is infered from A > ρ − 1/2. 
Lemma 68. If A > ρ − 1/2, then
∑
γ∈Γη\Γ/Γη
vη(γ )>1
vol
(
Γη(γ )\Hη(γ )
)(
sinh2 tγ
)−A
< +∞. (7.13)
Proof. Recall the series PA(g) (see 4.3). By the same way as Proposition 50 to prove the equality and
then by positivity of terms to conﬁrm the inequality,
∫
Γη\Hη
PA(hη)dh =
∑
γ∈Γη\Γ/Γη
vol
(
Γη(γ )\Hη(γ )
) ∫
Hη(γ )\Hη
Ξ(γ hη)−2A dh

∑
γ∈Γη\Γ/Γη
vη(γ )>1
vol
(
Γη(γ )\Hη(γ )
) ∫
Hη(γ )\Hη
Ξ(γ hη)−2A dh.
For each Hη-hyperbolic γ ∈ Γ , by the same computation as in the proof of Lemma 66,
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Hη(γ )\Hη
Ξ(γ hη)−2A dh
=
∫
(H∩a−1tγ Hatγ )\H
Ξ
(
re(atγ h0)
)−2A
dh0
= Cd−1
∞∫
0
{
cosh2re
(
atγ a
H
r
)}−A
(sinh r)d−2 dr
 2−ACd−1
∞∫
0
{
cosh re
(
atγ a
H
r
)}−2A
(sinh r)d−2 dr
(
by cosh(2x) 2cosh2 x
)
= 2−ACd−1
∞∫
0
{
1+ sinh2 tγ cosh2 r
}−A
(sinh r)d−2 dr
 2−ACd−1
(
1+ sinh2 tγ
)−A ∞∫
0
(
cosh2 r
)−A
(sinh r)d−2 dr.
The integral J = ∫∞0 (cosh2 r)−A(sinh r)d−2 dr converges if and only if A > (d− 2)/2= ρ − 1/2. There-
fore, when A > ρ − 1/2, we obtain the inequality
∫
Γη\Hη
PA(hη)dh 2−ACd−1 J
∑
γ∈Γη\Γ/Γη
vη(γ )>1
vol
(
Γη(γ )\Hη(γ )
)(
1+ sinh2 tγ
)−A
,
whose left-hand side is convergent. Indeed, when Γη\Hη is compact, this is obvious by Lemma 32.
Otherwise, by Lemma 34, it suﬃces to show that I = ∫Sη t(hη)dh < +∞ for any Siegel set Sη of Hη .
By the Iwasawa coordinate on Sη , the integral I is majorized by
∫∞
t0
t · t−(d−2) dtt with some t0 > 0,
which is ﬁnite since d > 3 (cf. 4.0(2)). This completes the proof. 
Let us show Proposition 52 by proving the following.
Proposition 69. The function T → I>1(T ) is of class C∞ on (0,+∞), and limT→+0 I(m)>1 (T ) = 0 for any
m ∈ N.
Proof. By Lemmas 66, 69 and 68, we obtain the following estimate as well as the ﬁrst assertion.
∣∣I(m)>1 (T )∣∣ ∑
γ∈Γη\Γ/Γη
vη(γ )>1
∣∣Iγ (T )∣∣≺ T−3m−3/2 exp(−L20/(8T )), T ∈ (0, T0).
From this, we have the second assertion. 
8. The Hη-elliptic term
In this section, we prove Proposition 53.
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For later use, we establish some bounds on the meromorphic function
C(s, λ, ζ ) = Γ ((s + ρ)/2− λ)Γ (λ + ζ )Γ ((s + ρ)/2+ ζ )−1Γ (s+ν + ζ )
× Γ (1/2− ζ )Γ (s+ν + 1/2)−1Γ (s−ν + ζ )Γ (−ζ )Γ (s−ν + 1/2)−1. (8.1)
Here s±ν is the function in s deﬁned by (2.4). We write ζ = a + iy, λ = b + iv and s = c + it with
a,b, c, v, y, t ∈ R.
Lemma 70. Let a,b, c ∈ R be such that C(s, λ, ζ ) is holomorphic on Lc × Lb × La. Let m ∈ N and suppose
a− b +m+ 1< 0 and a+ c/2− ρ/2+ Re(ν) 0 are satisﬁed.
(1) For any λ ∈ Lb, ∫ ∫
La×Lc
∣∣C(s, λ, ζ )sm∣∣|dζ ||ds| < +∞.
(2) Let ϕ(v) be a Schwartz function on R. Then,
∫ ∫ ∫
La×Lb×Lc
∣∣ϕ(Imλ)C(s, λ, ζ )sm∣∣|dλ||dζ ||ds| < +∞.
Proof. Set p = t/2− v and q = y + v . Then, 1+ |Im(s±ν + ζ )| ∼ 1+ |p + q|. The inequality a + c/2−
ρ/2 + Re(ν) 0 gives us the evident bound (1 + |p + q|)a+c/2−ρ/2+Re(ν) ≺ (1 + |p|)a+c/2−ρ/2+Re(ν) ×
(1+ |q|)a+c/2−ρ/2+Re(ν) . Noting these remarks, by Stirling’s formula, we have
∣∣C(s, λ, ζ )∣∣≺ exp(−π
2
D1(p,q, v)
)
exp
(
−π
2
D2(p,q, v)
)(
1+ |p|)B(1+ |p + v|)B ′
× (1+ |q|)C (1+ |q − v|)C ′ , (p,q, v) ∈ R3 (8.2)
with
D1(p,q, v) = |p| + |q| + |q − v| − |p + v|, D2(p,q, v) = |p + q| + |q − v| − |p + v|,
B = a− b + c + Re(ν) − 1/2, B ′ = −c − Re(ν) + 1/2,
C = 2a+ b + c/2− ρ/2+ Re(ν) − 1/2, C ′ = −2a− 1/2.
By the triangle inequality, D1(p,q, v) 0 and D2(p,q, v) 0, which means that we may ignore the
exponential factors in (8.2) if necessary.
(1) If λ0 = b + iv0 ∈ Lb is ﬁxed, then |p + v0|  |p| and |q − v0|  |q|; thus (8.2) reduces to the
estimate
∣∣C(s, λ0, ζ )∣∣≺ exp(−π |q|)exp
(
−π
2
{|p + q| + |q| − |p|})(1+ |p|)B+B ′(1+ |q|)C+C ′ .
Since |p + q| + |q| − |p| 0 and |sm| ≺ (1+ |p|)m , this yields
2426 M. Tsuzuki / Journal of Number Theory 129 (2009) 2387–2438∣∣C(s, λ0, ζ )sm∣∣≺ exp(−π |q|)(1+ |p|)B+B ′+m(1+ |q|)C+C ′ .
The majorant in this estimation is integrable on R2 if and only if B + B ′ +m+ 1= a− b +m+ 1< 0.
(2) By the substitution (p,q, v) → (−p,−q,−v), the majorant in (8.2) is invariant; from this obser-
vation, it suﬃces to show that the majorant is integrable on the domain E+ = {(p,q, v) | p  0, q 0}
and on E− = {(p,q, v) | p  0, q 0}. We divide these domains further by the signs of two functions
p + v and q − v:
E,
′
ι =
{
(p,q, v) ∈ Eι
∣∣ (p + v) 0, ′(q − v) 0}, ι, , ′ ∈ {+,−}.
We separate cases. Let I,
′
ι denote the integral of |ϕ(v)C(c+ it,b+ iv,a+ iy)||c+ it|m on E,
′
ι . In the
following argument, we set f1(p, v) = (1+|p|)B(1+|p+ v|)B ′+m and f2(q, v) = (1+|q|)C (1+|q− v|)C ′
for simplicity and denote by δ, δ′ some real constants, whose role should be evident from context.
(i) (ι, , ′) = (+,+,+): On this region, D1(p,q, v) = 2(q − v). Ignoring the second exponential
factor in (8.2), by Lemma 71, we estimate
I+,++ ≺
∫ ∫
R2
∣∣ϕ(v)∣∣exp(−π |q − v|) f2(q, v)
{∫
R
(
1+ |p|)B+m(1+ |p + v|)B ′ dv}dqdv
≺
∫ ∫
R2
∣∣ϕ(v)∣∣exp(−π |q − v|) f2(q, v)(1+ |v|)δ dqdv < +∞.
Here we need the condition B + B ′ +m+ 1= a− b +m+ 1< 0 to apply Lemma 71.
(ii) (ι, , ′) = (+,+,−): Since D(p,q, v) = D2(p,q, v) = 0 on E+,−+ , the exponential factor in (8.2)
disappears. By noting 0  q  v for (p,q, v) ∈ E+,−+ and by using Lemma 71, we have the following
bound.
I+,−+ ≺
∫ ∫
R2
∣∣ϕ(v)∣∣ f1(p, v)
{ v∫
0
(
1+ |q|)C (1+ |q − v|)C ′ dq
}
dp dv
≺
∫ ∫
R2
∣∣ϕ(v)∣∣ f1(p, v)(1+ |v|)δ dp dv
≺
∫
R
∣∣ϕ(v)∣∣(1+ |v|)δ{∫
R
(
1+ |p|)B(1+ |p + v|)B ′+m dp}dv ≺ ∫
R
∣∣ϕ(v)∣∣(1+ |v|)δ′ dv,
where we need B + B ′ +m + 1 < 0 to have the last majoration. Since ϕ is a Schwartz function, the
last integral is ﬁnite.
(iii) (ι, , ′) = (+,−,+): In this region, D1(p,q, v) = 2(p + q). Ignoring the second exponential
factor of the majorant in (8.2), we have the bound
I−,++ ≺
∫ ∫ ∫
R3
∣∣ϕ(v)exp(−π(|p| + |q|))∣∣ f1(p, v) f2(q, v)dp dqdv < +∞.
(iv) (ι, , ′) = (+,−,−): We have 0  p  −v and 0  q  v for (p,q, v) ∈ E−,−+ , which means
E−,−+ is contained in the hyperplane v = 0, in particular, is a zero set.
(v) (ι, , ′) = (−,+,+): We have −p  v  q  0 on E+,+− . Ignoring the exponential factors
in (8.2), we have
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∫ ∫
R2
∣∣ϕ(v)∣∣(1+ |p|)B(1+ |p + v|)B ′+m
{ 0∫
v
(
1+ |q|)C (1+ |q − v|)C ′ dv
}
dp dv.
We proceed the same way as in (ii) to obtain I+,+− < +∞ by the condition B + B ′ +m+ 1< 0.
(vi) (ι, , ′) = (−,+,−): In this region, D1(p,q, v) = −2q. Ignoring the second exponential factor
in (8.2), by Lemma 71, we have
I+,−− ≺
∫ ∫
R2
∣∣ϕ(v)∣∣ f1(p, v)
{∫
R
exp
(−π |q|)(1+ |q|)C (1+ |q − v|)C ′ dq}dp dv
≺
∫
R
∣∣ϕ(v)∣∣(1+ |v|)δ{∫
R
(
1+ |p|)B(1+ |p + v|)B ′+m dp}dv
≺
∫
R
∣∣ϕ(v)∣∣(1+ |v|)δ′ dv < +∞.
Note that we need B + B ′ +m+ 1< 0 here.
(vii) (ι, , ′) = (−,−,+): In this region, we have D1(p,q, v) = −2p, v  q  0 and 0  p  −v .
Thus, by Lemma 71,
I−,+− ≺
∫
R
∣∣ϕ(v)∣∣
{ −v∫
0
(
1+ |p|)B(1+ |p + v|)B ′+m dp
}{ 0∫
v
(
1+ |q|)C (1+ |q − v|)C ′ dq
}
dv
≺
∫
R
∣∣ϕ(v)∣∣(1+ |v|)δ dv < +∞.
(viii) (ι, , ′) = (−,−,−): In this region, D1(p,q, v) = 2(p + v − q)  2(v − q) and 0  p  −v .
Thus, by Lemma 71,
I−,−− ≺
∫
R2
∣∣ϕ(v)∣∣exp(−π |q − v|) f2(q, v)
{ −v∫
0
(
1+ |p|)B(1+ |p + v|)B ′+m dp
}
dqdv
≺
∫
R2
∣∣ϕ(v)∣∣exp(−π |q − v|) f2(q, v)(1+ |v|)δ dv < +∞. 
Lemma 71.
(1) Let α,β ∈ R be such that α + β + 1< 0. Then, there exists δ ∈ R such that
∫
R
(
1+ |x|)α(1+ |x− v|)β dx≺ (1+ |v|)δ, v ∈ R. (8.3)
(2) Let α,β ∈ R. Let χ(x)  0 be a measurable function such that χ(x) ≺ (1 + |x|)−N holds almost every-
where on R for any N ∈ R. Then, there exists some δ ∈ R such that
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R
χ(x)
(
1+ |x|)α(1+ |x− v|)β dx≺ (1+ |v|)δ, v ∈ R.
Proof. (1) It is easy to establish 2−1(1 + |x|)|v| 1 + |v||x| (1 + |x|)|v| for |x| 1 and for |v| 1.
Thus, for |v|  1, the right-hand side of (8.3), which equals |v| ∫
R
(1 + |v||x|)α(1 + |v||x − 1|)β dx by
change of variables, is majorized by
|v|α+β+1
∫
|x|2
(
1+ |x|)α(1+ |x− 1|)β dx+ |v| ∫
|x|2
(
1+ |v||x|)α(1+ |v||x− 1|)β dx.
This is O ((1 + |v|)δ) with some δ ∈ R obviously. (2) follows from (1), if we choose the majoration
χ(x) ≺ (1+ |x|)−N with an N such that −N + α + β + 1< 0. 
8.2. By Lemma 9, for each Hη-elliptic element γ ∈ Γ , we ﬁx a real number θγ ∈ (0,π/2] and a
pair (h′γ ,hγ ) of elements of Hη such that
γ = h′γ ηkθγ η−1h−1γ .
Lemma 72. Let γ ∈ Γ be an Hη-elliptic element. Then, we have
Hη(γ ) = hγ η
(
H ∩ k−1θγ Hkθγ
)
η−1h−1γ ,
H ∩ k−1θγ Hkθγ =
⎧⎨
⎩
[ A1 B1
12
C1 D1
]C ∣∣∣ [ A1 B1
C1 D1
]
∈ O(d − 2,1)◦,  ∈ {±1}
⎫⎬
⎭ .
Proof. This is proved by a direct computation. 
Let the vector wd ∈ Rd+1 be as in 2.2 and set e±0 = v−0 ± wd; then, e±0 ∈ (v+0 )⊥ , |e±0 |2 = 0 and
〈e+0 ,e−0 〉 = −2. For X ∈ (v+0 )⊥ ∩ (e−0 )⊥ ∩ (e+0 )⊥ , let nH (X) be the element of H such that nH (X)e−0 =
e−0 , nH (X)e
+
0 = e+0 + 2X + |X |2e−0 and nH (X)v = v + 〈X, v〉e−0 for any v ∈ (e−0 )⊥ ∩ (e+0 )⊥ . Then, we
have the Iwasawa decomposition H = NH AH (H ∩ K ) with NH = {nH (X) | X ∈ (v+0 )⊥ ∩ (e−0 )⊥ ∩ (e+0 )⊥}
and AH = {aHv | v ∈ R}. Let hη : G → Hη/Kη be the map deﬁned in 7.2. By means of the Iwasawa
decomposition Hη = (ηNH AHη−1)Kη , we lift the map hη to a map h˜η : G → Hη such that h˜η(g) ∈
η(NH AH )η−1 for any g ∈ G .
Lemma 73. Fix x ∈ G and deﬁne a C∞-curve cx : R → Hη by cx(r) = h˜η(xηaHr ). Let {Yi}i∈I be an R-basis of
hη and ξi(r) the coeﬃcient of Yi in cx(r)−1c′x(r), i.e.,
cx(r)
−1c′x(r) =
∑
i∈I
ξi(r)Yi, r ∈ R.
Then, for any m ∈ N, we have |ξ (m)i (r)| ≺ 1, r ∈ R, i ∈ I .
Proof. For simplicity, we give a proof assuming η = e. Set g = xaHr , h = h˜(g) and τ = r(g); then,
g ∈ haτ K , thus gv−0 = haτ v−0 = coshτ (hv−0 ) + sinhτv+0 . By projecting this relation to Rv+0 and (v+0 )⊥ ,
we obtain
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respectively. Thus, coshτ = {1+ |〈gv−0 , v+0 〉|2}1/2. By (7.6),
gv−0 = xaHr v−0 = cosh r
(
xv−0
)+ sinh r(xwd). (8.5)
If we write h = nH (X)aHv , then the relation hv−0 = nH (X)aHv v−0 yields
ev = −〈e−0 ,hv−0 〉/2, X = −P(hv−0 )/〈e−0 ,hv−0 〉, (8.6)
where P : Rd+1 → (v+0 )⊥ ∩ (v−0 )⊥ ∩ w⊥d is the orthogonal projection. By (8.4)–(8.6), it is easy to see
that any entry of the matrix h = cx(r) = nH (X)aHv is contained in the C-algebra generated by functions
either of the form
(C1 cosh r + C2 sinh r)/
{
1+ (C3 cosh r + C4 sinh r)2
}/2
( = ±1)
or of the form
(C3 cosh r + C4 sinh r)/(C1 cosh r + C2 sinh r).
Here Ci (i = 1,2,3,4) are real constants such that C21 + C22 = 0. These functions, together with their
arbitrary derivatives, are bounded on R. From this remark, the assertion follows. 
Lemma 74. For r, θ ∈ R, we have re(kθaHr ) = 1+ sin2 θ sinh2 r.
Proof. This is proved by the same way as Lemma 64. 
For an Hη-elliptic element γ , deﬁne the integral F
γ
φ (h) by (7.8).
Lemma 75. The function r → F γφ (hγ ηaHr η−1) on R is a C∞-function, whose m-th derivative is bounded on
R for any m ∈ N.
Proof. Set φ1(u; r) = φ(h˜η(γ uhγ ηaHr )) and φ2(u; r) = φ(uhγ ηaHr η−1) for r ∈ R and u ∈ Hη(γ ). We
ﬁrst show that, for i = 1,2,
∣∣∣∣ dmdrm φi(u; r)
∣∣∣∣≺ 1, (u, r) ∈ Hη(γ ) ×R. (8.7)
Let Y+ be the inﬁnitesimal generator of aHr . Then, the m-th derivative of r → φ2(u; r) is (RAd(η)Ym+ φ¯)×
(uhγ ηaHr η
−1). From our assumption on φ (see 4.0), |RDφ(h)| ≺ 1 on Hη for any D ∈ U (hη). Thus, we
have the desired bound for φ2(u; r). Let c(r) be the curve cγ hγ (r) deﬁned in Lemma 73. Then, since
φ1(u; r) = φ(γ uγ−1c(r)), the derivative of the function r → φ1(u; r) is
{Rc(r)−1c′(r)φ}
(
γ uγ −1c(r)
)=∑
i∈I
ξi(r)(RYiφ)
(
γ uγ −1c(r)
)
.
Using this formula, by induction on m, we can easily conﬁrm that m-th derivative of φ1(u; r) is
contained in the C-algebra generated by ξ ( j)i (r) and (RDφ)(γ uγ
−1c(r)) for i ∈ I , 0  j  m and
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we have the desired bound for φ1(u; r).
Now, we have the conclusion by the formula
F γφ
(
hγ ηa
H
r η
−1)= ∫
Γη(γ )\Hη(γ )
φ1(u; r)φ2(u; r)du
together with the bound (8.7), noting that the volume of Γη(γ )\Hη(γ ) is ﬁnite. 
Lemma 76. There exists a meromorphic function F˜ γφ (w, λ) on Re(λ) > (−Re(w)+d− 2)/2 with the follow-
ing properties.
(1) On the region
1/2> Re(λ) >
(−Re(w) + d− 2)/2, (8.8)
it is a holomorphic function given by the absolutely convergent integral:
F˜ γφ (w, λ) =
∫
R
F γφ
(
hγ ηa
H
r η
−1)(cosh r)d−2−w(sinh2 r)−λ dr. (8.9)
(2) For each ﬁxed w ∈ C, the possible poles of λ → F˜ γφ (w, λ) occur at λ = (k + 1)/2 with k ∈ N such that
k > −Re(w) + d− 3. The residue
Rγφ (w;k) = Resλ=(k+1)/2 F˜ γφ (w, λ)
is a polynomial function in w.
(3) Let w ∈ C and b1,b2 ∈ R be such that b1 > b2 > (−Re(w)+ d− 2)/2. Then, for any N > 0, the estima-
tion
∣∣ F˜ γφ (w, λ)∣∣≺ (1+ |Imλ|)−N , Reλ ∈ [b2,b1]
holds.
Proof. The absolute convergence of the integral (8.9) follows from the boundedness of F γφ on Hη
(Lemma 75) immediately. By the change of variables x= sinh r, the integral (8.9) is written as
F˜ γφ (w, λ) =
+∞∫
0
f (w; x)x−2λ dx (8.10)
with f (w; x) = {F γφ (hγ ηaHr η−1) + F γφ (hγ ηaH−rη−1)}(1 + x2)(d−3−w)/2. By Lemma 75, an arbitrary
derivative of r → F γφ (hγ ηaHr η−1) is bounded on R. Since ddx = (1 + x2)−1/2 ddr , it is easy to estab-
lish
d j f
j
(w; x) ≺ (1+ |x|)−Re(w)+d−3− j, x ∈ R (8.11)dx
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by parts and by (8.11), for any N ∈ N, we obtain the formula
F˜ γφ (w, λ) =
{
N∏
k=1
(2λ − k)−1
} +∞∫
0
{
dN f
dxN
(w; x)
}
x−2λ+N dx. (8.12)
By (8.11), the last integral converges absolutely on (N + 1)/2 > Re(λ) > (−Re(w) + d − 2)/2 deﬁning
a holomorphic function on the region. By varying N ∈ N, we obtain a meromorphic continuation of
F˜ γφ (w, λ) to the region Re(λ) > (−Re(w) + d − 2)/2. The expression (8.12) also shows (3), the ﬁrst
assertion of (2) and the ﬁrst identity of
Resλ=(k+1)/2 F˜
γ
φ (w, λ) =
−1
k!
+∞∫
0
dk+1 f
dxk+1
(w; x)dx = 1
k!
dk f
dxk
(w;0).
By a direct computation, this is a polynomial of w . 
For z > 0, w ∈ C and s ∈ Lc with c > ρ , we set
Iγφ (w, s; z) =
∫
R
F γφ
(
hγ ηa
H
r η
−1)(cosh r)d−2−w(1+ z sinh2 r)−(s+ρ)/2
× 2F1
(
s+ν , s−ν , s + 1;1/
(
1+ z sinh2 r))dr. (8.13)
By Lemma 75, this is absolutely convergent if 2Re(s)+Re(w) > −1. Let us examine the integral (5.3).
Lemma 77. Let γ ∈ Γ be an Hη-elliptic element. Then, the integral Iγ (T ) converges absolutely deﬁning a
C∞-function in T > 0. Its m-th derivative is given by the absolutely convergent integral
I
(m)
γ (T ) = 1
π i
∫
Lc
cν(s)I
γ
φ
(
0, s; sin2 θγ
)
e(s
2−ρ2)T (s2 − ρ2)msds (8.14)
with c > ρ .
Proof. The proof is parallel to that of Lemma 66. The main difference is that H ∩ a−1Ha\H in
the proof of Lemma 66 is replaced with H ∩ k−1θγ Hkθγ \H , which is isomorphic to O(d − 2,1)◦\
O(d − 1,1)◦ . To compute the integral over H ∩ k−1θγ Hkθγ \H , we use (2.2) (in place of (2.3)) letting
the split torus {aHr | r ∈ R} serve as a radial part of the Cartan decomposition of H ∩k−1θγ Hkθγ \H . Also,
we use Lemma 74 in place of Lemma 64. 
Lemma 78. Let s ∈ Lc with c > ρ . Let w ∈ C and λ ∈ C be such that
−2Re(λ) + d− 2< Re(w), 0< Re(λ) < 1
2
. (8.15)
Then, z → Iγφ (w, s; z)zλ−1 is integrable on (0,+∞) and
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0
Iγφ (w, s; z)zλ−1 dz = F˜ γφ (w, λ)Γ (λ)Γ
(
(s + ρ)/2− λ)Γ ((s + ρ)/2)−1
× 3F2
(
s+ν , s−ν , (s + ρ)/2− λ; s+ 1, (s + ρ)/2;1
)
. (8.16)
Proof. We have
∞∫
0
Iγφ (w, s; z)zλ−1 dz
=
∫
R
F γφ
(
hγ ηa
H
r η
−1)(cosh r)d−2−w
×
{ ∞∫
0
(
1+ z sinh2 r)−(s+ρ)/22F1(s+ν , s−ν ; s + 1;1/(1+ z sinh2 r))zλ−1 dz
}
dr
=
{∫
R
F γφ
(
hγ ηa
H
r η
−1)(cosh r)d−2−w(sinh2 r)−λ dr}
×
{ 1∫
0
u(s+ρ)/2
(
1− u
u
)λ−1
2F1
(
s+ν , s−ν ; s + 1;u
)du
u2
}
= F˜ γφ (λ)
1∫
0
2F1
(
s+ν , s−ν ; s + 1;u
)
u−λ+(s+ρ)/2−1(1− u)λ−1 du
= F˜ γφ (λ)Γ (λ)Γ
(
(s + ρ)/2− λ)Γ ((s + ρ)/2)−1
× 3F2
(
s+ν , s−ν , (s + ρ)/2− λ; s + 1, (s + ρ)/2;1
)
by changing variables 1+ z sinh2 r = u−1 to have the second equality and by the formula [8, 7.512.5]
to obtain the last equality. The ﬁrst equality in the computation above is justiﬁed by Fubini’s theo-
rem since the two integrals in the right-hand side of the second equality are absolutely convergent
by (8.15). 
Lemma 79. Let a,b, c ∈ R be real numbers such that
0< b < 1/2, −b < a < 0, (d− 1)/2< c. (8.17)
Let γ ∈ Γ be an Hη-elliptic element. Then, for each z > 0, s ∈ Lc and w ∈ C such that −2b+ d− 2< Re(w),
cν(s)I
γ
φ (w, s; z) =
−1
4
√
π
(
1
2π i
)2 ∫
Lb
{∫
La
F˜ γφ (w, λ)C(s, λ, ζ )z
−λ dζ
}
dλ, (8.18)
where C(s, λ, ζ ) is deﬁned by (8.1).
Proof. By [1, pp. 42–43], for s ∈ Lc and λ ∈ Lb ,
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(
s+ν , s−ν , (s + ρ)/2− λ; s + 1, (s + ρ)/2;1
)
= −1
4
√
π
Γ
(
(s + ρ)/2)Γ (s+ν + 1/2)−1Γ (s−ν + 1/2)−1cν(s)−1Γ (λ)−1
× 1
2π i
∫
La
Γ (λ + ζ )Γ (s+ν + ζ )Γ (s−ν + ζ )Γ
(
1
2
− ζ
)
Γ (−ζ )Γ ((s + ρ)/2+ ζ )−1 dζ.
We remark that, since |Re(ν)|  (d − 2)/2, under the condition (8.17), the increasing sequences of
poles of the integrand lie to the right and the decreasing sequences of the poles to the left of the
contour La . Then, (8.18) follows from (8.16) by the Mellin inversion formula. 
Lemma 80. Let a,b, c ∈ R and N ∈ N be such that −b < a < 0 and (c+ρ)/2> b+ N. Then, for z > 0, s ∈ Lc
and for w ∈ C such that N + b > {−Re(w) + d − 2}/2, we have the formula:
cν(s)I
γ
φ (w, s; z)
= −1
4
√
π
(
1
2π i
)2{∫
La
{ ∫
Lb+N
F˜ γφ (w, λ)C(s, λ, ζ )z
−λ dλ
}
dζ
+ 2π i
∑
k∈N
b<(k+1)/2<b+N
z−(k+1)/2Rγφ (w;k)
∫
La
C
(
s, (k + 1)/2, ζ )dζ}. (8.19)
Proof. Let us ﬁx w ∈ C such that b > {−Re(w) + d − 2}/2. Since, for a ﬁxed s ∈ Lc , the function
(λ, ζ ) → F˜ γφ (w, λ)C(s, λ, ζ )z−λ is a Schwartz function on La × Lb ∼= R2 by Lemma 76(3) and by
Stirling’s formula, we switch the order of integration in (8.18) by Fubini’s theorem. Then, we ap-
ply residue theorem to the integral in λ moving the contour from Lb to Lb+N ; since c is taken so
that (c + ρ)/2 > b + N , the poles swept by the shifting contour come only from the factor F˜ γφ (w, λ)
located at λ = (k + 1)/2 with k ∈ N, b < (k + 1)/2 < b + N . Thus, we obtain (8.19) on the region b >
{−Re(w)+d−2}/2. By analytic continuation, the identity is extended to N +b > {−Re(w)+d−2}/2
where the both sides are deﬁned by Lemma 76. 
Now, Proposition 53 follows from the next proposition by Taylor’s theorem.
Proposition 81. For any m ∈ N, the limit Dm = limT→+0 I(m)<1 (T ) exists.
Proof. By Lemma 48, there exist only ﬁnitely many Hη-elliptic double costs ΓηγΓη contained in Γ ;
thus, it suﬃces to discuss the limiting behavior of individual terms I(m)γ (T ). Let m ∈ N. Choose a,b, c ∈
R and N ∈ N such that −b < a < 0, (c+ρ)/2> b+N , (c−ρ)/2−a−Re(ν) and N > a−b+2m+2.
Then, we can specialize w in the formula (8.19) to w = 0 obtaining an expression of cν(s)Iγφ (0, s; z).
Combining this with Lemma 77, we obtain the following expression of I(m)γ (T ).
−1
2
√
π
(
1
2π i
)3{∫
Lc
∫
La
{ ∫
Lb+N
F˜ γφ (0, λ)C(s, λ, ζ )
(
sin2 θγ
)−λ(
s2 − ρ2)mse(s2−ρ2)T dλ}dζ ds
+ 2π i
∑
4395k∈N
b<(k+1)/2<b+N
(
sin2 θγ
)−(k+1)/2
Rγφ (0;k)
∫
Lc
∫
La
C
(
s, (k + 1)/2, ζ )(s2 − ρ2)ms
× e(s2−ρ2)T dζ ds
}
.
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rem. 
9. Conclusions
9.1. The PSL2(R) case
In this section, we explain how to deduce Theorem 1 from Theorem 22.
9.1.1. Let V2 be the 3-dimensional R-vector space of all the real symmetric matrices Q =[ x1 x2/2
x2/2 x3
]
, x1, x2, x3 ∈ R. Then, the group PSL2(R) = SL2(R)/{±12} acts on V2 linearly by the ho-
momorphism ι : PSL2(R) → GLR(V2) deﬁned as
ι(g)(Q ) = t g−1Q g−1, Q ∈ V2, g ∈ PSL2(R).
For Q ∈ V2, set (Q ) = −4det(Q ) = x22 − 4x1x3. Then,  : V2 → R is a non-degenerate quadratic
form of signature (2+,1−), which is PSL2(R)-invariant. It turns out that the map ι : PSL2(R) →
O(V2)◦ is an isomorphism. The matrices w1 =
[ 0 0
0 1
]
, w2 = 2−1
[ 0 1
1 0
]
and w3 =
[ 1 0
0 0
]
form a basis of V2,
by which the quadratic form  is the standard one (2.1) on R3. Thus, O()◦ is identiﬁed with our
orthogonal group G = O(2,1)◦ . Moreover, our subgroup H ⊂ G , which consists of all the elements
of G ﬁxing the vector v+0 = 2−1(w1 − w3) up to sign, coincides with S AS , where A = {a(t) | t ∈ R×}
(see 2.1) and S is the element of G ﬁxing v−0 = 2−1(w1 + w3) and exchanging w2 and 2−1(w1 − w3).
Note that S ∈ K .
Let ι˜ : H → G/K be the isomorphism induced by ι, i.e., ι˜(g〈i〉) = ι(g) for any g ∈ PSL2(R). Then,
by the relation ι(
[ 1 x
0 1
][ y1/2 0
0 y−1/2
]
) = n(−x)a(y) for y > 0 and for x ∈ R, it is shown that the pull-back
ι˜∗ ds2G/K coincides with the Poincaré metric y−2(dx2 + dy2) on H = {x+ iy ∈ C | y > 0}. It is useful to
note that the diagonal subgroup T0 = {
[ t 0
0 t−1
] | t > 0} is mapped onto A by ι.
9.1.2. For an element γ = [ a b
c d
] ∈ SL2(R), set Q γ = cw3 + (d − a)w2 − bw1 ∈ V2. Then, a direct
computation proves the equalities:
ι(g)Q γ = Q gγ g−1 , g ∈ PSL2(R), (9.1)
(Q γ ) = (trγ )2 − 4. (9.2)
By using (9.1), it is conﬁrmed that ι(PSL2(R)γ ) coincides with the stabilizer in G of the vector
Q γ ∈ V2, where PSL2(R)γ is the centralizer of γ in PSL2(R). An element γ ∈ PSL2(R) is called hy-
perbolic if |tr(γ )| > 2, or equivalently (Q γ ) > 0 by (9.2). Let γ be a hyperbolic element. Then, there
exists Rγ ∈ SL2(R) such that
R−1γ γ Rγ = ±
[
N(γ )1/2
N(γ )−1/2
]
, (9.3)
where N(γ ) > 1 is the norm of γ . From this, we have PSL2(R)γ = Rγ T0R−1γ . If we denote ι(Rγ )S
by η, the last equality, combined with ι(T0) = A, yields yet another one ι(PSL2(R)γ ) = Hη , where
Hη = ηHη−1 (see 2.3).
Let Cγ ⊂ H be the geodesic curve in H joining the two ﬁxed points θ+(γ ) = Rγ 〈∞〉 and θ−(γ ) =
Rγ 〈0〉 of η in R∪ {∞}.
From now on, we ﬁx a lattice Γ ⊂ PSL2(R) satisfying the condition that there exists a totally real
extension Q ⊂ F and an F-structure L for 〈 , 〉 (see 3.1.2) such that ι(Γ ) is commensurable with GL .
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on, suppose our γ is primitive in Γ , i.e., Γγ = 〈γ 〉. Then, the quotient 〈γ 〉\Cγ , denoted by CΓγ , is
regarded as a simple geodesic of Γ \H. The next lemma shows how CΓγ is identiﬁed with the quotient
ι(Γ )η\Hη/Kη .
Lemma 82. Set η = ι(Rγ )S ∈ G. Then, we have ι˜(Cγ ) = HηηK/K ∼= Hη/Kη. The element η belongs to the set
EΓH (see 3.2) if and only ifRQ γ ∩L = {0}. By the isomorphism Γ \H
∼=→ ι(Γ )\G/K induced by ι˜, the curve CΓγ
is identiﬁed with the quotient ι(Γ )η\(HηηK/K ) ∼= ι(Γ )η\Hη/Kη . In particular, ι(Γ )η\Hη/Kη is compact.
Proof. By deﬁnition, Cγ = {Rγ 〈it〉 | t > 0} = Rγ T0〈i〉. Since ι˜(i) = K and ι(T0) = A = SH S , we obtain
ι˜(Cγ ) = ι(Rγ )AK/K = HηηK/K , which shows the ﬁrst claim. The second assertion results from the
equality Q γ = (Q γ )1/2ι(Rγ )S(v+0 ), which in turn follows from (9.1) and (9.3). The third assertion
follows from the ﬁrst one combined with ι(Γ )η = ι(PSL2(R)γ ∩ Γ ) = ι(〈γ 〉). 
From now on, we suppose our primitive hyperbolic element γ ∈ Γ satisﬁes RQ γ ∩L = {0}. Then,
by Lemma 82, we can apply Theorem 22 to ι(Γ )\G/K and ι(Γ )η\Hη/Kη with φ being the constant
function 1 to obtain the asymptotic law (3.10). To write it in the terminology of PSL2(R), we need a
few more words. The period integral of a continuous function f : Γ \H → C along CΓγ is deﬁned by
∫
CΓγ
f ds =
logN(γ )∫
0
f
(
Rγ
〈
iet
〉)
dt. (9.4)
Let f˜ be the right K -invariant function on G such that f˜ (g) = f (ι˜−1(gK )) for g ∈ G . Then, by the dif-
feomorphism Cγ ∼= HηηK/K induced by ι˜, we can conﬁrm that the integral (9.4) is equal to P1Hη ( f˜ ).
Let { fn} be as in the introduction. Then, { f˜n} can serve as the system of L2-wave forms {Fn} for ι(Γ )
on G/K which we take in 3.1.3.
When Γ \H is not compact, we ﬁx a complete set of Γ -inequivalent cusps {c j} of Γ and a family
of elements {σ j} in SO(2) such that σ j〈∞〉 = c j . Set  j = Qι(σ j)w1. Then,  j (1 j  h) is a complete
set of ι(Γ )-orbits in Cι(Γ ) as we take in 3.1.3. The Eisenstein series E( j)(s; g) on G/K is related to
the Eisenstein series e( j)(s;τ ) deﬁned in Theorem 1 as e( j)((s + 1)/2; ι˜−1(gK )) = E( j)(s; g). By these
remarks, we obtain the following theorem.
Theorem83. Let Γ be a lattice in PSL2(R) satisfying the condition that there exists a totally real subﬁeld F⊂ R
and an F-structureL for (V2, 〈 , 〉) such that ι(Γ ) is commensurable to GL . Let γ ∈ Γ be a primitive hyperbolic
element in Γ such that RQ γ ∩ L = {0}. Then, with the same notations as in Theorem 1, the asymptotic
formula (1.3) is true.
Let us take F= Q and L= Zw1 +Zw2 +Zw3. Then, ι−1(GL) coincides with the projective modular
group Γ = PSL2(Z). Any element γ ∈ Γ satisﬁes Q γ ∈ L in this case. Thus, Theorem 1 is a special
case of Theorem 83.
9.1.3. PSL2(Z) admits a unique cusp ∞ up to PSL2(Z)-equivalence. The Eisenstein series is
e(ν, τ ) =∑(c,d)=1 (Im(τ ))ν/|cτ + d|2ν for Re(ν) > 1. To each hyperbolic element γ = [ a bc d] in PSL2(Z),
the matrix Q γ deﬁnes an integral binary quadratic form by Q γ (X, Y ) = cX2 + (d − a)XY − bY 2 with
the discriminant D = (tr(γ ))2 − 4 (> 0). For n ∈ N∗ , the representation number of n by Q γ is
R(Q γ ;n) = "
({
(x, y) ∈ Z2 ∣∣ Q γ (x, y) = n}/E(Q γ )),
2436 M. Tsuzuki / Journal of Number Theory 129 (2009) 2387–2438with E(Q γ ) = {ε ∈ SL2(Z) | tεQ γ ε = Q γ } the unit group of Q γ . Then, deﬁne the zeta function of Q γ
by
ζ(Q γ ;ν) =
∞∑
n=1
R(Q γ ;n)n−ν,
which is absolutely convergent for Re(ν) > 1. The computation of the period integral of e(ν) along
CΓγ is due to Hecke. In our case, the formula is
∫
CΓγ
e(ν)ds = ζˆ (Q γ ;ν)ζˆ (2ν)−1, (9.5)
where ζˆ (Q γ ;ν) = Dν/2ΓR(ν)2ζ(Q γ ;ν) and ζˆ (ν) = ΓR(ν)∑∞n=1 n−ν , Re(ν) > 1 (cf. [24, §3
(pp. 84–88)]). The relation ζˆ (2ν)e(ν) = ζˆ (2 − 2ν)e(1 − ν), combined with (9.5) yields the functional
equation ζˆ (Q γ ;1− ν) = ζˆ (Q γ ;ν). Hence, by the usual technique, we obtain the convexity bound of
the zeta function ζ(Q γ ; s) on the critical line:
ζ
(
Q γ ; 1
2
+ it
)
≺ (1+ |t|)1/2+, t ∈ R
for any  > 0.
Proposition 84. Suppose the subconvexity bound of ζ(Q γ ;ν) on the critical line
∣∣ζ(Q γ ;1/2+ it)∣∣≺ (1+ |t|)δ, t ∈ R (9.6)
holds for some δ < 1/2. Then,
∑
λnx
∣∣∣∣
∫
CΓγ
fn ds
∣∣∣∣
2
∼ logN(γ )
π
x1/2, x→ +∞.
Proof. As we explained in 9.1.2, by applying Theorem 1 to ι(Γ )\G/K and ι(Γ )η\Hη/Kη with Γ =
PSL2(Z) and η = ι(Rγ )S , we obtain the small-time asymptotic expansion (3.9). Set
E(T ) = 1
4π
∫
R
∣∣∣∣
∫
CΓγ
e
(
1
2
+ it
)
ds
∣∣∣∣
2
e−t2T dt, T > 0.
If we could show limT→+0 T 1/2E(T ) = 0, then we obtain
lim
T→+0 T
1/2
{ ∞∑
n=1
∣∣∣∣
∫
CΓγ
fn ds
∣∣∣∣
2
e−λnT
}
= 1
2
√
π
logN(γ )
by Theorem 21, and we are done by Tauberian theorem.
Set f (t) = ζˆ (Q γ ;1/2 + it)ζˆ (1 + 2it)−1 for t ∈ R. Stirling’s formula gives us the estimation:
|Γ (1/4+ it/2)2Γ (1/2+ it)−1| ≺ (1+|t|)−1/2. By [21, formula (49.8) (p. 100)], we have |ζ(1+2it)|−1 =
M. Tsuzuki / Journal of Number Theory 129 (2009) 2387–2438 2437O ({log |t|}7) on |t| 1. Combining these with (9.6), we have the majoration | f (t)| ≺ (1+|t|)−1/2 with
some  < 1/2. Therefore,
T 1/2E(T ) = 1
4π
∫
R
∣∣ f (t)∣∣2e−t2T√T dt
= 1
4π
∫
R
∣∣ f (t/√T )∣∣2e−t2 dt ≺ ∫
R
(
1+ |t|T−1/2)2−1e−t2 dt. (9.7)
Since 1+ |t|T−1/2  (1+ |t|)(1+ T 1/2)−1,
(
1+ |t|T−1/2)2−1e−t2  21−2(1+ |t|)2−1e−t2 , t ∈ R, T ∈ (0,1).
Hence, by Lebesgue’s dominated convergence theorem, from (9.7), limT→+0 T 1/2E(T ) = 0 as de-
sired. 
9.2. Spectral zeta functions with periods
Returning back to the situation of 3.3, we consider a Dirichlet series associated with the systems
of periods {PφHη (Fn)}n1 and {P
φ
Hη
(E( j)(it))}t∈R,1 jh:
ZφHη (s) =
∞∑
n=1
|PφHη (Fn)|2
λsn
+ 1
4π
∫
R
{
h∑
j=1
∣∣PφHη(E( j)(it))∣∣2
}
dt
(t2 + ρ2)s , s ∈ C. (9.8)
We call ZφHη (s) the spectral zeta function with periods.
Lemma 85. The series and the integral in (9.8) converge absolutely if Re(s) 2.
Proof. Fix an auxiliary large number σ > 0. Then, the Green function Ψ Γφ (σ ) belongs to the space
L2+(Γ \G)K (Proposition 37). By Proposition 38, Parseval’s equality for Ψ Γφ (σ ) takes the form
∞∑
n=0
|PφHη (Fn)|2
(σ 2 − ρ2 + λn)2 +
1
4π
h∑
j=1
∫
R
|PφHη (E( j)(it))|2
(σ 2 + t2)2 dt =
∥∥Ψ Γφ (σ )∥∥2 < +∞,
which implies ZφHη (2) < +∞. 
Theorem 86. Suppose Γη\Hη is compact. Then, the function ZφHη (s) has a meromorphic analytic continuation
to the whole s-plane. The meromorphic function ZφHη (s) has possible simple poles at s = (1−n)/2, n ∈ N, and
Ress=1/2 ZφHη (s) = (2
√
π)−1‖φ‖2.
Proof. By (3.8) and (9.8),
2438 M. Tsuzuki / Journal of Number Theory 129 (2009) 2387–2438ZφHη (s) =
1
Γ (s)
∞∫
0
Pˆ
φ
Hη
(T )T s−1 dT
if Re(s) is large. From this, the theorem follows from Theorem 21 by the standard theory of Mellin
transform. 
Remark. Lemma 85 shows that the series
∑∞
n=1 |PφHη (Fn)|2/λsn alone converges in the half-plane
Re(s) > 2. However, we do not know whether it has a meromorphic continuation to a broader do-
main than the convergence region if Γ \G is non-compact.
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