In principle, one may reduce such an equation to an integral equation with weak singularity and apply to it basic techniques of nonlinear analysis Ž . fixed points theorems, Leray᎐Schauder theory . In practice, to obtain explicit results, one has to take into account the peculiarity of the kernel. We proceed in this direction here, presenting a list of theorems of existence and uniqueness.
We shall not give applications in this paper, but we remark that the previous fractional differential equation is easily shown to be equivalent to Ž a nonlinear heat conduction problem by using the Heaviside calculus cf. w x . Courant and Hilbert 2, Appendix to Chapter V ; this allows an extension w x to a nonvariational setting of some results of 4 . We finally mention that similar results, for a different fractional differential equation, have been w x obtained by the first author 3 .
The paper is organized as follows. In Section 2 we recall the definitions of fractional integral and derivative and related basic properties used in the text. Section 3 contains results for solutions which are continuous at the origin. Section 4 concerns initial value problems of the type 
The definitions and the results of the fractional calculus reported below are not exhaustive but rather oriented to the subject of this paper. For the w x proofs, which are omitted, we refer the reader to Miller 
s Ž . note also that when f g C ‫ޒ‬ then I f g C ‫ޒ‬ and moreover I f 0 0 0 s 0. EXAMPLE 2.1.1.
Recall that the law of composition 
giving in particular D s x sy 1 s 0. 
has u s cx sy1 , c g ‫,ޒ‬ as unique solutions.
From this lemma we deduce the following law of composition.
In all the definitions and results of this section the set ‫ޒ‬ q can be Ž . Ž x substituted by the intervals 0, a or 0, a , a ) 0. For simplicity, in the next sections we shall often limit arguments to the choice a s 1.
A more precise analysis of the operators I s , D s can be given in the 0 Ž q . 0 Ž q . frame of the spaces C ‫ޒ‬ , r G 0, of all functions f g C ‫ޒ‬ such that
We define similarly C 0, a , which turns out to be a 0 r
Banach space when endowed with the norm Ž . 
DIFFERENTIAL EQUATIONS OF REAL ORDER:
Consider the fractional differential equation
We introduce the following definition of a solution for Eq. 3.1 .
Such a reduction will be systematically used in this section. 0 Žw x. If we allow u g C 0, a with 1 y s F r -1, then u is a solution of r Ž .
if and only if for some
It will be natural in this case to submit u to an initial condition; results in this connection will be given in Section 4.
We first present a local existence theorem. Proof. According to Remark 3.2, we are reduced to consider the following nonlinear integral equation
We claim that the operator T is compact. Indeed, the operator is the composition of two simple operators in this way
Ž . is a continuous and bounded operator Nemytskii operator and
w x is a compact operator, since s y ) 0; since for example 5 .
Moreover, from Example 2.1.1 we have for 0
Ž .
x. therefore, taking the norms in C 0, ␦ , 
Ž . r r
The Schauder fixed point theorem assures that operator T has at least Ž . one fixed point and then 3.3 has at least one continuous solution u w x defined on 0, ␦ , where ␦ F 1. EXAMPLE 3.3.1. From the preceding proof we also obtain that, under 0 Žw x. the assumptions of Theorem 3.3, all solutions u g C 0, ␦ , ␦ ) 0, of Ž .
vanish at the origin.
Observe also that we cannot expect uniqueness for such solutions, in general. Consider for example the equation Ž .
with 0 -r, s -1, which admits the two solutions u s 0 and
where 0 Žw x. has a unique solution u g C 0, 1 .
Proof. As in the proof of Theorem 3.3, we are reduced to studying the operator
It will be sufficient to prove that T n is a contraction operator for n 0 Žw x. sufficiently large. Actually, we have for u,¨g C 0, 1
where the constant K depends only on s and . In fact,
Ž . which we further estimate using 3.6 and Example 2.1.1 by
Ž . Ž . Therefore 3.8 is proved for n s 1, if K G ⌫ 1 y . Assuming by Ž . induction that 3.8 is valid for n, we obtain similarly
Ž . and then 3.8 follows for n q 1 if K is given by
Ž . Ž Note that 3.10 defines actually a finite K, since K F 1 for n G 1 q n . Ž . Ž . r s y . Taking n sufficiently large in 3.8 , we have, say, Ž . n Ž Ž . . KL r⌫ n s y q 1 F 1r2 and therefore 0 Žw x. has a unique solution u g C 0, 1 .
Proof. We shall prove that under the preceding assumptions T : 0 Žw x.
0 Žw x. Ž . C 0, 1 ª C 0, 1 , defined by 3.7 is a contraction operator.
Ž . Indeed, setting s s in 3.9 , we have the estimate 
Ž .
Ž . Ž .
Thus we obtain that 
Our theorem is proved. 
INITIAL VALUE PROBLEM: CONTINUOUS
We open this section with some basic examples, concerning the case 0 Ž q . when the solutions in C ‫ޒ‬ are submitted to an initial condition.
This proposition follows directly from Lemma 2.3.
q Then for all a, b g ‫ޒ‬ = ‫ޒ‬ the initial¨alue problem 
where 0 -s -1, a ) 0, and b g ‫.ޒ‬ As for the function f : ‫ޒ‬ ª ‫,ޒ‬ we shall argue initially under the hypothesis:
for some positive constant L independent of u,¨g ‫.ޒ‬ Ž . LEMMA 4.2. Let 0 -s -1. Assume that f : ‫ޒ‬ ª ‫ޒ‬ satisfies 4.3 . Then for any fixed c g ‫ޒ‬ the nonlinear integral equation
1y s Proof. Our problem is equivalent to the problem of determination of fixed points of the continuous operator
It is immediate to verify that
Indeed, we have 1y s
xg 0, h 0 in view of Example 2.1.1.
Ž .
n ii T is a contraction operator for n sufficiently large. 
Thus we get
as n tends to qϱ, then for n sufficiently large the operator T n is a Ž . contraction operator. Therefore for any c there exists u s u x, c defined Ž . on 0, h for all h ) 0, satisfying the required equation.
We shall begin by applying Lemma 4.2 to the case of an initial condition Ž . at the origin and then pass to considering the problem 4.2 . Let us assume
Taking h y a ) 0 sufficiently small, we also have
and then
Therefore A is a contraction operator. Ž . This shows that initial problem 4.2 has a unique solution.
Ž . 
Ž . Now u x and w x agree on 0, a . Thus the solution u x admits w x as its continuation.
The proof is complete.
By using somewhat more sophisticated arguments, we can enlarge the bound a given in the preceding proof; however, we do not know whether 0 existence and uniqueness in Theorem 4.4 hold for all a g ‫ޒ‬ q , as we had in Theorem 4.1.
Finally we want to study the not-globally-Lipschitzian case. For simplic-Ž . 
1 y s Ž . In view of the assumption ␣ s y 1 q 1 ) 0, the second estimate is < < satisfied if, say, r s b and h is chosen sufficiently small. 
