We study the asymptotic behavior of ground states of quasilinear elliptic problems with two vanishing parameters. Thanks to an additional (fixed) parameter, we show that two different critical exponents play a crucial role in the asymptotic analysis, giving an explanation of the phenomena discovered in Gazzola et al. (Asymptotic behavior of ground states of quasilinear elliptic problems with two vanishing parameters, Ann. Inst. H. Poincare´Anal. Non Line´aire,
Introduction
Let D m u ¼ divðjruj mÀ2 ruÞ denote the degenerate m-Laplace operator and let where d40; n4m41 and 1oqopom Ã : Here and in the sequel, by a ground state we mean a C 1 ðR n Þ nonnegative nontrivial radial distribution solution of (1.1) vanishing at infinity.
We know from [6, 12] that (1.1) admits a unique ground state for all d; p; q in the given range. On the contrary, if either p ¼ m Ã and d40 or d ¼ 0 and pAðq; m Ã Þ then (1.1) admits no ground states, see [9, 10] . Finally, if both d ¼ 0 and p ¼ m Ã ; then (1.1) becomes
in R n ð1:2Þ
and (1.2) admits the one-parameter family of positive ground states (see [14] ) given by and U d ð0Þ ¼ d: Our purpose is to study the behavior of ground states of (1.1) in these limiting situations, namely when pmm Ã and/or dk0: Note that the case q ¼ m is also somehow a limit case since if qom then the ground state of (1.1) has compact support, whereas if qXm it remains positive on R n ; see [3] . And precisely in the case q ¼ m; this behavior has been determined in [4, 5] where a new phenomenon was highlighted: an unexpected ''discontinuous'' dependence of the behavior on the parameters m and n was found. In order to better understand this phenomenon, we introduce here the additional free parameter q: And indeed, our results shed some light on this strange behavior and we may attempt some explanations. The new parameter q allows us to interpret the above-mentioned discontinuous dependence in terms of two critical exponents. We will show that in the description of the asymptotic behavior of ground states of (1.1) a crucial role is played by the two numbers
Note that m R ¼ m Ã À 1 and that m R À m has the same sign as m 2 À n: It is well-known that the best Sobolev constant S in the inequality for the embedding D 1;m ðOÞCL m Ã ðOÞ is independent of the domain O and that it is not attained if OaR n : In fact, if O is bounded more can be said, a so-called remainder term appears. In [1] , it is shown that for any bounded domain OCR n and any The number m Ã is called Serrin's exponent, see [11] . It is shown independently in [8, 13] that the inequality ÀD m uXu pÀ1 (where p41) admits a nonnegative nontrivial solution if and only if p4m Ã :
In Theorem 1, we show that Serrin's exponent m Ã is also the borderline between existence and nonexistence for the ''coercive'' problem D m W ¼ W qÀ1 : More precisely, we prove that this equation admits a (unique) nonnegative radial solution on R n \f0g which blows up at the origin like the fundamental solution if and only if qom Ã : The nonexistence statement for qXm Ã is a consequence of removable singularities [15] .
Then, we start our asymptotic analysis by maintaining d40 fixed and letting pmm Ã : In Theorems 2 and 3 we show that the ground state u of (1.1) converges to a Dirac measure having mass at the origin and that uð0Þ blows up with different rates when q4m R ; q ¼ m R and qom R : This fact is strictly related to the L q summability of the functions U d in (1.3) which fails precisely if qpm R : As already mentioned, if qom then the ground state of (1.1) has compact support (a ball); in Theorem 4, we show that the radius of the ball tends to 0 as pmm Ã and we give the precise rate of its extinction. Once more, the critical exponents m R and m Ã play a major role. In Theorem 5, we rescale in a suitable fashion the ground state u and we show that the rescaled function converges to the solution W of the problem D m W ¼ W qÀ1 previously determined in Theorem 1: since W is nontrivial only if qom Ã ; this gives a further different behavior of the ground state according to the sign of q À m Ã :
Our asymptotic analysis is continued by maintaining p fixed and letting dk0: In Theorem 6, we prove that in such a case u-0 uniformly in R n and we determine the precise rate of convergence; moreover, when u is compactly supported (i.e. qom) we show that the radius of the ball supporting it diverges to infinity. This means that the ground state spreads out as dk0: Since this behavior is somehow opposite to the concentration phenomenon obtained when pmm Ã it is natural to inquire what happens when both dk0 and m Ã À pk0 (this justifies the title of the paper). In Theorem 7, we show that if this occurs at a suitable ''equilibrium behavior'' d ¼ dðm Ã À pÞ then the ground state does not concentrate nor spread out, it converges uniformly in R n to one of the functions U d in (1.3). The rate of this equilibrium behavior depends on the sign of q À m R :
Some of our statements are obtained by adapting the proofs in [4, 5] while some others (as Theorem 1, Theorem 4, Theorem 5 and the second part of Theorem 6) are based on new ideas. Furthermore, we emphasize once more that our study for general q gives a complete picture of the phenomenon thanks to the critical exponents m R and m Ã :
Main results
Throughout the paper, we define r ¼ jxj: Thanks to the rescaling,
we have that u is a ground state of (1.1) if and only if v is a ground state of the equation
Therefore, when d40 is fixed, we may restrict our attention to (2.1). Consider first the auxiliary problem obtained by deleting the largest power term in (2.1): The nonexistence result for qXm Ã is essentially due to Va´zquez-Veron [15] . On the other hand, statements (ii) and (iii) in Theorem 1 require a fairly complicated proof, involving new ideas which may be of some interest also independently of our context. Clearly, Theorem 1 is true also if A m;n in (2.3) is replaced by any other positive constant, see the rescaling (4.33).
Note that when qom R ; Theorem 1 states that the following constant is welldefined: where the constants b m;n;q ; m m;n and g m;n;q are defined in (2.6), (2.7) and (2.8), respectively.
Note that at the ''turning point'' q ¼ m R we have
Moreover, b m;n;q -N as qkm R and g m;n;q -N as qmm R :
Theorem 3 asserts that u concentrates at x ¼ 0: We state this fact in more details as Theorem 3. For all 1oqopom Ã ; let u be the unique ground state of (2.1). Then, writing e ¼ m Ã À p; there exist n m;n 40 and C m;n 40 depending only on m; n such that where C 1 ; C 2 ; C 3 40 are constants depending only on m; n; q:
Our next result gives the asymptotic behavior of the ground state u of (2.1) ''outside the origin'' when p-m Ã : We introduce the constant This gives an idea of the way the convergence u-0 occurs.
In our last statement we determine an equilibrium behavior in such a way that uð0Þ remains bounded away from 0 and infinity when both p-m Ã and d-0:
Theorem 7. Let d40 and for all 1oqopom Ã ; let u be the unique ground state of problem (1.1). Let b m;n;q ; m m;n and g m;n;q be as in (2.6), (2.7) and (2.8), respectively. Then, writing e ¼ m Ã À p and taking
we have
uniformly on R n ; where U d is the function defined in (1.3).
Preliminary results
In radial coordinates, Eq. (2.1) becomes We first recall a known result:
Proposition 1. For all 1oqopom Ã ; problem (3.1) admits a unique solution u: Such a solution obeys the following Pohozˇaev-type identity
Proof. Existence is proved in [6] , see also [2] . Uniqueness is proved in [12] . The Pohozˇaev-type identity is proved in [9] , see also Proposition 3 in [5] . &
We now describe the asymptotic behavior at infinity of the solution of (3.1). In the following statement we collect a number of known results. Only (iv) seems to be new: it improves (iii) when qom Ã and it plays an important role in what follows.
Proposition 2. Assume that 1oqopom
Ã : (i) If qom; then the unique solution of (3.1) has compact support in ½0; NÞ: [3] . For the proof of part (ii) see Theorem 8 in [5] . Part (iii) can be obtained using the limits at p. 184 in [9] . It remains to prove part (iv). To the solution u of (3.1) we associate the energy function
which satisfies EðrÞ40 for all rX0; see Proposition 2 in [5] . Since uðrÞ-0 as r-N; for any r40 there exists % R40 such that uðrÞpr for any rX % R: Choose r so that
for all 0ospr; then, by positivity of E; we have
Hence, recalling that u Integrating this inequality over the interval ð % R; rÞ; we obtain In the remaining part of this section, we follow closely the approach in [5] . We just briefly recall the basic points. From now on we denote
Using Proposition 1, we see that if u is the unique solution of (3.1), then where D is the constant defined in (1.3). Then z solves the equation
In the spirit of [7] , we establish an important comparison result:
Lemma 1. Let y be the unique solution of (3.12) and let z be as in (3.13), then yðrÞozðrÞ 8r40:
Proof. It follows closely the proof of [5, Lemma 1] . One has just to be careful when dealing with compact support solutions, namely in the case qom: &
In the sequel, we sometimes consider the functions y ¼ yðrÞ and z ¼ zðrÞ to be defined on R n ; that is, y ¼ yðxÞ and z ¼ zðxÞ: In particular, the function y solves the partial differential equation
We introduce the two constants (depending on e):
Arguing as in [5] we establish:
Lemma 2. Let u be the solution of (3.1), y as in (3.11), z as in (3.13), then: (iii) The proof of the first of (3.17) can be obtained by Lemma 1, the rescaling (3.11) and following the same lines used to obtain (49) and (59) in [5] . The second estimate in (3.17) can be obtained in the same way as in the proof of Theorem 3 in [5] . Now we choose
with this choice, c4m R whenever jln ej41: Then, after some calculations we have 
Proof of Theorem 1
The proof is delicate, covering a number of pages. Here we sketch the main steps and we refer to the subsection below for the details.
Statement (i) follows from Theorem 1.1 in [15] . When 1oqom Ã ; the existence of a nonnegative radial solution W q of (2.2)-(2.4) is stated in Proposition 3. The uniqueness of the solution W q is established by Proposition 4; the fact that the boundary condition (2.4) is not needed in the statement when q4m is shown in Lemma 6. The compact support statement for W q when 1oqom and the positivity of W q when qXm are obtained in Lemma 7. Finally, the decay conditions at infinity for W q are obtained in Lemma 8 (case q4m) and in [4] (case q ¼ m). Integrating this inequality over ½ % R; r gives
and (recall q4m) the contradiction follows by letting r-N: & Even if the function W is singular at r ¼ 0; the proof of Lemma 7 below follows the same lines as in [3] with some minor changes; therefore, we just refer to the corresponding statement in [3] . Proof. Consider again the energy function E defined in (4.3). By (4.2), (4.4) and Lemma 7 we infer that EðrÞ40 for all r40: The proof is now similar to that of Proposition 2(iv). &
Existence
The results in this section are inspired to [4] but the proofs are tedious and slightly different from [4] because the exponents involved depend on q: For this reason, we briefly sketch the proofs.
Assume qom Ã ; let k q be as in (2.10) and let u be the unique solution of (3.1). we take % R as the infimum value for which (4.31) holds. Suppose for contradiction that % R40: Then, by (4.7) and (4.31), we have
Moreover, ( Let R be the infimum of such values and assume for contradiction that R40: Then, for any rA½R; R 1 Þ integrate the two equations (4.1) for W 1 and W 2 over the interval ½r; R 1 to obtain Proof. Assume qom: Let R 1 ; R 2 be the radii of the supports of W 1 and W 2 ; respectively. We first show that The conclusion is now similar to the case qom: &
Proof of Theorem 2

The case q4m R
As a direct consequence of (3.11) and (3.17), we get 0ozðrÞ À yðrÞocejln ej 8r40:
ð5:1Þ
Since Z-0 as e-0; then z converges pointwise for any rX0 to the function
hence, by (5.1), also the function y converges pointwise to z 0 as e-0: Moreover, by (3.10) and Lemma 3, oA½m Ã À q; K (for small enough e) so that o ¼ oðeÞ converges, up to a subsequence, to some limit o 0 A½m Ã À q; K (in fact we will show that o 0 is the limit of o as e-0 in the continuum). Recalling Lemma 1, that zAL q and taking into account that yp1 and qop; we may then apply Lebesgue Theorem to the Pohozˇaev identity (3.2) relative to Eq. By (4.9), Lemma 9 and (4.25) we know that wðrÞ-W ðrÞ for any r40; in order to apply Lebesgue Theorem we need a uniform L 1 majorization of the last integrand. We first estimate its behavior in a neighborhood of infinity (we do not consider the case q ¼ m because it has already been studied in [4, 5] On the other hand, by (3.11) and the convergence y-z 0 ; we also have (recall m 2 4n). Since R 0 -0 as e-0; we may suppose that R 0 oR; then, (4.9) and (4.11) yield
This, together with (5.12) and (5. Indeed, by (3.17) we have uðrÞpaðjðrÞ þ CZÞ for all r and for some C40; then taking the m R th power and after the substitution (4.8), the upper bound (5.13) is obtained. On the other hand, by (3.17) we also obtain uðrÞXaðjðrÞ À Cejln ejÞ 8rX0 ð5:15Þ
for some C40: Take c 2 ¼ C; if the right-hand side of (5.14) is negative, there is nothing to prove. If it is positive, then taking the m R th power of (5.15) and after the substitution (4.8), the lower bound (5.14) is obtained, eventually by choosing a larger value for c 2 : Put
with the principal part I defined by I ¼ a to this purpose we will use the upper and lower bounds (5.13) and (5.14). Let us define 
Proof of Theorem 3
The proof of this result is essentially given in [5] and hence we omit it. We refer in particular to Section 5.3 and 6 in [5] .
Proof of Theorem 4
As qom; the ground state u of (2.1) is compact supported. Let w ¼ w e be as in (4.8), let R e be such that B R e ð0Þ ¼ supp ðw e Þ and let W be as in (4.25 ¼ 0 8r40
by the convergence Z-0 and since both (3.9) and(3.27) hold. This implies (2.12) with kðq À mÞ in place of k (note that q ¼ m Ã 4m). 8r40 and (2.12) follows again.
Proof of Theorem 6
Let u ¼ uðrÞ be the unique ground state of (1.1). Let This, together with (9.1), gives (2.15). If qom; the estimate (2.16) on the support of u is a straightforward consequence of (9.1).
Proof of Theorem 7
Let uðx; dÞ be the unique ground state of (1.1) where d40: Then, thanks to the estimates of Theorem 2 and the rescaling (9.1) we obtain the following estimates for uð0; dÞ: This, together with (10.2), yields uðÁ; dðeÞÞ-U d uniformly on R n as e-0:
