Given a set of assets and an investment capital, the classical portfolio selection problem consists in determining the amount of capital to be invested in each asset in order to build the most profitable portfolio. The portfolio optimization problem is naturally modeled as a mean-risk bi-criteria optimization problem where the mean rate of return of the portfolio must be maximized whereas a given risk measure must be minimized. Several mathematical programming models and techniques have been presented in the literature in order to efficiently solve the portfolio problem. A relatively recent promising line of research is to exploit clustering information of an assets network in order to develop new portfolio optimization paradigms. In this paper we endow the assets network with a metric based on correlation coefficients between assets' returns, and show how classical location problems on networks can be used for clustering assets. In particular, by adding a new criterion to the portfolio selection problem based on an objective function of a classical location problem, we are able to measure the effect of clustering on the selected assets with respect to the non-selected ones. Most papers dealing with clustering and portfolio selection models solve these problems in two distinct steps: cluster first and then selection. The innovative contribution of this paper is that we propose a Mixed-Integer Linear Programming formulation for dealing with this problem in a unified phase. The effectiveness of our approach is validated reporting some preliminary computational experiments on some real financial dataset.
Introduction and motivation
Portfolio selection problem is among most the widely studied problems in financial literature since the seminal paper of Markowitz in 1952 [35] . He formalized the notion of diversification in investing and used the variance of asset prices as a proxy of risk. In spite of its success, the model proposed by Markowitz has received many criticisms, first and foremost due to the large estimation errors on the vector of expected returns and on the covariance matrix [14, 26, 36] . Hence, different directions have been proposed in the literature exploiting several strategies that consider improved estimates of correlation coefficients [19] , alternative risk measures [1, 2] , effective diversification approaches (see, e.g., [11, 18, 31] and the references therein). As a consequence, new mathematical programming models and techniques were proposed in the literature in order to efficiently solve the portfolio selection problems incorporating the above mentioned different strategies (the interested reader can refer to [33] ).
At the early 2000s, some authors started in tackling the asset allocation problem via graph theory in which assets are identified by vertices of a graph G and distances d ij assigned to pair of assets i and j incorporate the dependency structure of returns. Mantegna [34] was one of the first to construct asset graphs based on stock price correlations in order to detect the hierarchical organization inside a stock market. He showed that a minimal spanning tree of G provides an arrangement of stocks which selects the most relevant connections among them. Moreover, the minimal spanning tree provides, in a direct way, the subdominant ultrametric hierarchical organization of the assets in a market. Based on this idea, Onnela et al. [39] extended this approach for finding a subgraph of G, and, to this aim, they present a simple greedy-like procedure based on edge distances. Finally, they study the properties of the resulting subgraph such as number and size of clusters and clustering coefficient. These properties, based on real world dataset, were then compared against those of random graphs.
A relatively recent promising line of research is to exploit clustering information of an asset network in order to provide new portfolio optimization techniques. These approaches construct a portfolio by solving the classical Markowitz model by substituting the original correlation matrix with a correlation based clustering ultrametric matrix. The aim is twofold: (i) correlation based clustering may be seen as a filtering procedure and (ii) the portfolios selected by clustering algorithms are quite robust with respect to measurement noise due to the finiteness of sample size [6, 15, 44] . In particular, in [44] the authors substitute the original correlation matrix formed by n(n−1) 2 distinct elements with a smaller one formed by n − 1 elements that represents a measure of distance (or similarity) between clusters of stocks. They apply the single linkage or the average linkage clustering procedure starting from initial distances d ij between assets i and j. In [15] the authors construct the starting d ij by using the Pearson Correlation measure, the Kendall rank correlation coefficient and the lower tail dependencies between each pair of assets. To measure the level of interconnections of an asset with the whole system, in [15] the authors also use the clustering coefficient introduced by Watts and Strogatz in [45] , which refers to the number of existing triangles around a vertex with respect to the number of potential ones. Finally, they obtain a positive definite matrix C of interconnections between pair of assets that is used in Markowitz's model in place of the original correlation matrix.
Other authors used graph-theoretic concepts to explore the global properties of stock markets by analyzing the structure of the underlying graph. In [7] the authors solve different classical NP-hard optimization problems to analyze the dependencies among stocks. A maximum clique problem was solved for detecting large clusters of similar and dissimilar stocks according to the natural criterion of pairwise correlation. Independent sets, which represent groups of vertices with no connections, are sought for in the stock graph to find well-diversified portfolios.
The common feature of the above strategies is that they are based on two different and independent phases: clustering first and then analyze the number and properties of the assets clustered this way. In fact, all these papers do not investigate how the clustering phase could be used as an effective tool in the portfolio selection process for assessing portfolios' optimal weights.
The main contribution of this paper is to present a clustering and portfolio selection strategy in a unified framework that, in principle, could be used and adapted for finding portfolios minimizing different coherent risk measures usually considered in portfolio optimization. In this paper we model the clustering problem as a network p-median problem. This is a classical network facility location problem in the Operations Research literature. It was introduced in [27] and, given an n vertex graph G, the problem consists in finding a set of exactly p vertices (facilities) in order to minimize the sum of the distances (accessibility criterion) between the selected facilities and the other vertices of the graph. It is shown in [27] that the problem of finding a p-median of a network is NP-hard even when the network has a simple structure.
The p-median problem may be also interpreted in terms of cluster analysis, and the data clustering application is straightforward since it simply requires reinterpreting the medians as the median of a cluster instead of as a facility. In fact, in [24] the authors observed that when squared Euclidean distance is used, the problem becomes a discretized version of the well-known k-means problem in cluster analysis, and the optimal solution to the p-median problem results in a partition of the vertex set into homogeneous clusters. Ng and Han [38] showed that the p-median model is useful for detecting patterns and mining data as well as clustering. Thus, the p-median model can be a powerful tool for data mining applications. We also mention the research of Benati [3] , Benati and García [4] , and Benati et al. [5] on clustering based on p-median models.
In this paper we provide a novel mathematical programming formulation for the problem of simultaneously locating a set of p facilities in a network of stocks while selecting a subset of assets minimizing a given risk measure. In particular, here we consider the Conditional Value at Risk to measure the riskiness of an investment. We note that an asset selected as a facility can be considered as a representative of a cluster of stocks centered in it. We also show that our formulations are portable in the sense that there is a subset of constraints that remains unchanged regardless of the risk measure considered. We test our formulations on different real world financial dataset, and compare the results of the different formulations from a profitability point of view.
The paper is organized as follows. In Section 2 we introduce some necessary definitions and notation along with an analysis of the NP-completeness of our unified problem in some special classes of graphs. In section 3 we provide the mathematical programming formulation of our problem, in addition to a description on how to compute some parameters of the model. Section 4 is devoted to the computational experiments that show the effectiveness of our approach on some real financial datasets. Finally, in the concluding section some remarks and future research are depicted.
Notation, definitions and properties
Consider a finite, connected and undirected graph with no self-loops G = (V, E). We denote by V (G) and E(G) the vertex and edge set, respectively, with |V (G)| = n and |E(G)| = m. An edge e ∈ E(G) is identified by a pair of vertices (i, j), with i, j ∈ V (G). Suppose that a nonnegative real length d(e) = d ij is assigned to each edge e ∈ E(G). Each edge is assumed to be rectifiable, so that A(G) is the continuum set of points on the edges of G. We refer to interior points on an edge by their distances (along the edge) from the two end vertices of the edge. For any pair of points x, y ∈ A(G), we let d xy denote the length of a shortest path in A(G) connecting x and y. We refer to A(G) as the metric space induced by G and the edge lengths. Consider a closed subset X p of p points of A(G); the distance d i (X p ) between a vertex i and X p is defined as the smallest of the distances from i to the points in X p , that is: d i (X p ) = min{d ix |x ∈ X p }. Thus, we define:
the sum of the distances of all the vertices in G to the set X p . The p-median problem on G consists of finding a set X * p such that
The set X * p is called a p-median of G. It is well-known that there exists a p-median whose points are vertices, that is, V * p = X * p , with V * p ⊂ V (G) [27] , so that a p-median of G is a set V * p such that
The portfolio optimization method we propose here is a clustering approach based on the p-median optimization problem to select portfolios by modeling the stock market as a network. In other words, we construct a portfolio by selecting each asset from the p clusters obtained by partitioning the (possibly complete) asset network G = (V, E), where V (G) is the set of stocks and the distances d ij , i, j ∈ V (G), are based on correlation coefficients ρ ij between each pair of assets. Following the seminal paper by Markowitz [35] , the classical portfolio selection problem consists in determining the amount of capital to be invested in each asset of a given stock market. The problem is modeled as a bi-criteria mean-risk optimization problem as follows:
where ∆ = {x ∈ R n |x ≥ 0,
is the expected rate of return of a portfolio x, and ̺ : R n → R is a (coherent) risk measure.
In this paper we show how the objective function of the classical p-median problem on networks can be used in order to filter the relevant information in a multivariate set of data. In particular, by means of an objective function of a classical location problem we are able to measure the clustering effect on the selected assets w.r.t. the non-selected ones. To this aim, given a network of assets G = (V, E), we propose a tri-criteria optimization problem of the form:
. We note that we impose that a p-median of G must be a subset V p of vertices (assets) of G and a vertex j ∈ V p can be considered as the representative asset of a given cluster. A vertex i / ∈ V p which is assigned to a vertex j ∈ V p , is said to be represented by j. We provide a multi-objective Mixed-Integer Linear Programming (MILP) formulation for dealing with the above problem, that can be written as follows:
where:
if asset j is selected in the portfolio and considered as a representative 0 otherwise z ij = 1 if asset i is not selected in the portfolio but it is represented by asset j 0 otherwise.
Constraint (1e) assures to select exactly p representatives (facilities); constraints (1f) guarantee that each asset belongs to exactly one cluster, whereas constraints (1g) assure that an asset i is represented by j only if j is selected as a representative of a cluster. Constraints (1h) tie together the location and portfolio selection problems. In fact, constraint (1h) states that if an asset j is selected as a representative, then we invest in asset x j an amount of capital that must be at least equal to ℓ j ≥ 0, to prevent holding of a position below a minimal allowable size, and at most u j ≥ 0, to prevent holding too large positions. In the following Γ denotes the feasible region determined by (1d)-(1i).
There exist different approaches for handling the multi-objective optimization problem (1a)-(1i). Most of the methods convert the given multi-objective program to a single-objective one after a scalarization of the different objective functions. Among the most effective approaches one can consider the ǫ-constraint method. It consists in solving the problem with respect to one of its objective functions whereas the remaining objective functions are included as constraints parametrically varying their righthand-sides with values [20] . Taking values ̺ 0 , µ 0 , for the risk measure (̺) and the average return, respectively, our problem becomes:
This approach can also handle problems with integrality constraints by adequately choosing the different values of the right-hand-sides. From a portfolio selection viewpoint, as also shown in the seminal paper of Chang et al. [13] , the presence of integrality constraints (e.g., cardinality constraints) can make the efficient frontier discontinuous, where the discontinuities might imply that there are certain returns which no rational investor would consider.
Complexity issues
To analyze the complexity status of our location and portfolio selection problem, let us consider precisely the single-objective program (2a)-(2d). It clearly contains the classical p-median problem on networks as a special case. Assume ̺ 0 = +∞ and µ 0 = −∞, ℓ j = 0 and u j = 1, then constraints (2c) and (2d) can be ignored, i.e., a feasible portfolio can be always provided by setting x j = 1 p , for all j such that z jj = 1, and problem (2a)-(2d), in fact, reduces to finding p facilities in order to minimize the sum of the distances between the opened facilities and the vertices of G.
It is well known that the p-median problem is NP-hard even in the case where the network is a planar graph of maximum vertex degree 3, all of whose edges and vertices have weight 1 [27] . The proof in [27] is based on the fact that the p-median problem is polynomially equivalent to the NP-complete problem of deciding if there exists a dominating set of cardinality p in a planar graph of maximum vertex degree 3 [23] . Later, in [16, 17] the authors show that the dominating set problem is NP-complete on some special classes of perfect graphs namely, comparability graphs, bipartite graphs, chordal graphs, split graphs, k-trees (arbitrary k), and undirected path graphs (which are defined as the intersection graphs of a set of undirected paths in a tree). Hence, the p-median problem remains NP-complete on the same classes of graphs. From the above discussion we have the following result.
Theorem 1 The location and portfolio selection problem (2a)-(2d) is NP-hard for:
(i) comparability graphs.
(ii) bipartite graphs.
(iii) chordal graphs.
(iv) split graphs.
(v) k-trees (arbitrary k).
(vi) undirected path graphs.
Finally, we observe that in [17] the authors also report the relationships among some families of perfect graphs. Therefore, the NP-hardness results imply a number of other NP-hardness results because of the containment relationships among the various perfect graph families.
Solution method
In this section we present the solution technique used for solving the multi-objective optimization problem (1a)-(1i). We adopt the well-known ǫ-constraint method which is based on retaining only one of the three objectives and to turn all the others into constraints [20] . We retain the risk measure as objective, so that model (1a)-(1i) can be rewritten as follows:
where µ 0 and F 0 p are, respectively, a lower bound for µ(x) and an upper bound for F p (x).
Problem (3a)-(3d) is a general location and portfolio selection problem in the sense that any (coherent) risk measures can be considered as objective function. Nevertheless, in this paper we focus on some measures based only on the historical returns. In particular, we consider the Conditional Value at Risk (CVaR) as objective function [40] . We observe that other historical returns based measures could be used (Mean Absolute Deviation, Gini's index, minimax objective function...). There are several reasons for this choice. From a computational viewpoint, risk measures based on past observation periods lead to integer linear programming problems instead of nonlinear (e.g., quadratic) integer programs that are more difficult to solve. Moreover, in the case of the variance (or a correlation based) risk measure, it is well-known that it is based on the assumption that investors are risk averse and that either the distribution of the rate of return is multivariate normal or the utility of the investors is a quadratic function of the rate of returns. Unfortunately, neither of the two above conditions hold in practice (among others, see, e.g., [14, 28, 32] and the references therein). Finally, when the portfolio objective function is based on the variance, it has been found that the composition of the optimal portfolio can be very sensitive to estimation errors in the expected returns of the underlying assets [14, 26, 36] . Despite the above reasons, it is not possible to completely ignore the correlation between the time series of returns of each asset that must be considered in order to quantify a measure of similarity between pairs of stocks. A widespread choice consists in quantifying the similarity between two assets with Pearson's correlation. Thus, the asset graph G represents the correlation structure between stocks where the weights/distances associated to each edge refer to the linear correlation between them [15] . Therefore, following a common practice in the literature about filtering procedures based on correlation clustering [44] , we assign to each edge
is the correlation coefficient between assets' returns. We remark here that any alternative measures like the Kendall rank correlation coefficient or the Tail coefficient could be used as distances between assets (see, e.g., [15] ). Hence, with these choices, in our model the two main criteria (location and risk) are evaluated with two different measures in order to make the clustering and the portfolio selection phases well characterized and distinct.
In the light of the above discussion, in the following we introduce problem (3a)-(3d) with the CVaR as objective function. Let us consider T different scenarios for the returns of the n assets. Each scenario t has associated a probability p t , t = 1, . . . , T , with T t=1 p t = 1. Let r jt be the rate of return of asset j at time t, j = 1, . . . , n, t = 1, . . . , T . Let µ j be the average rate of return of asset j, i.e., µ j = T t=1 p t r jt , j = 1, . . . , n. The rate of return at time t of a portfolio x = (x 1 , . . . , x n ) ∈ ∆ is y t (x) = n j=1 r jt x j , and the corresponding expected rate of return is
The CVaR of a portfolio x = (x 1 , . . . , x n ) ∈ ∆ with tolerance level β ∈ (0, 1] is defined as
In order to obtain a linear formulation for model (3a)-(3d), we consider the dual of problem
Hence our problem (3a)-(3d) can be reformulated as a Mixed-Integer Linear Programming (MILP) problem
Remark 1 [22] In a p-median problem on networks, variable z ij , i = j, takes value 1 in an optimal solution for a representative j such that d ij = min
Remark 1 implies that in model (4a)-(4g) we can consistently reduce the number of binary variables from O(n 2 ) to O(n) by substituting (1i) in Γ with the following constraints
Selection of F 0 p
The selection of the lower bound on the portfolio expected return µ 0 in model (4a)-(4g) is, evidently, of the taste of the investor. However, how to control the effect of clusterization by means of the upper bound F 0 p is not obvious. In this section we describe how to compute F 0 p in (4a)-(4g).
Consider the problem
and let F ℓ p be its optimal value. Note that F ℓ p is the minimum value for F 0 p that makes problem (4a)-(4g) feasible.
Let S be the set of feasible solutions defined by (1d) together with (4b)-(4d). Consider now the problem
and let X p be the set of the p selected assets in an optimal solution. Then,
Finally, given γ ∈ [0, 1], the parameter F 0 p can be computed as follows
In this way, the selection of the parameter γ allows us to control the required clustering effect, from the highest one (γ = 1) to the lowest one (γ = 0).
Experimental results
This section presents an empirical analysis with the aim of evaluating the performance of the portfolios selected by our location and selection model (4a)-(4g). In addition, we also compare our model with the pure CVaR approach [40] , regarded as the benchmark program, and the CVaR model with cardinality constraints.
The pure CVaR model is [32, 40] 
and the CVaR model with a limited number of assets (CVaR-CC) is precisely the above model (6a)-(6f) (see, e.g., [12] ).
Data sets
We test all the above portfolio selection strategies on some real-world dataset belonging to the major stock markets across the world. We consider the following datasets: Each dataset consists of weekly prices data, and, as observed in [32] , "the choice of weekly periodicity is consistent with the objective of reducing estimation errors [43] ". To evaluate the performance of our models in practice, we divide the observations in two sets, where the first one is regarded as the past (in-sample window), and so it is known, and the rest is regarded as the future (out-of-sample window), supposed unknown at the time of portfolio selection. The in-sample window is used for selecting the portfolio, while the out-of-sample one is used for testing the performance of the selected portfolio. Let 0, 1, . . . , T be the observations in the in-sample window; for each dataset, to compute the T × n matrix of the historical returns, we consider the time series of the prices of the n stocks and denote by P i (t) the price of the ith asset at time t, t = 0, . . . , T . The ith asset return at time t is computed as r it = P i (t)−P i (t−1)
, with t = 1, . . . , T . As is standard practice in the literature, to model the correlation structure between stocks we refer to the series of the in-sample logarithmic returns of each asset i computed as R it = ln P i (t) − ln P i (t − 1), with t = 1, . . . , T (see, e.g., [34, 39] ). Then, we compute the distances d ij between assets i and j, i = j = 1, . . . , n, as d ij = 2(1 − ρ ij ) where ρ ij is the Pearson correlation coefficient between assets' logarithmic returns. We do not set any threshold for the correlation coefficients, thus the resulting asset graph G is a complete weighted graph.
In our experiments we use a rolling time window scheme allowing for the possibility of rebalancing the portfolio composition during the holding period, at fixed intervals. Following [25, 32] , for each dataset we adopt a period of 104 weeks (two years) as in-sample window and, in a first experimental set-up, we consider 52 weeks (one year) as out-of-sample, with rebalancing allowed every 52 weeks. In this phase, for each value of p, each model solves overall 55 problems (24 for DJIA, 12 for EUROSTOXX50, 10 for FTSE100 and 9 for SP500).
As in several other papers (see, e.g., [10] and the references therein) the values of p for the number of representatives, that are also used for bounding the number of assets in a portfolio, are set to p = 5, 10, 15, 20. We choose ℓ i = 1 n and u i = 1 as lower and upper bounds for the minimum and maximum allowable amount of capital invested in each asset i, i = 1, . . . , n.
In portfolio selection problems, the out-of-sample performance of a portfolio is generally evaluated by using some performance measures. In our experiments we consider the following measures (see, e.g., [8] ) 1. Sharpe Ratio (Sh) ( [41, 42] ): it is defined as the ratio between the average of the out-of-sample return of a portfolio x, µ out (x), minus a constant risk free rate of return r f (that we set equal to 0), and its standard deviation, namely:
The larger is the value of the index, the better is the portfolio performance.
Average return (Av): it is defined as the average E[µ out (x)]
of the out-of-sample returns of a portfolio.
The models have been implemented in MATLAB R2017A and they make calls to XPRESS solver version 8.5 for solving the MILP programs. All experiments were run in a computer DellT5500 with a processor Intel(R) Xeon(R) with a CPU X5690 at 3.75 GHz and 48 GB of RAM memory.
We report the out-of-sample performances in the following tables. In each table, the first column refers to the models implemented for the comparisons. In particular, with γ = 0.1, . . . , 1 we refer to our MILP model (4a)-(4g) for the different values of γ used for finding the parameter F 0 p which bounds the function F p (x) in (4a)-(4g) (see Section 3.1). CVaR-CC and CVaR refer to the cardinality constraint CVaR model (6a)-(6f) and to the pure CVaR model (7a)-(7c), respectively. In all the models, we choose the average index return in each in-sample period as the lower bound µ 0 on the expected rate of return. We also consider the out-of-sample performance of the market index (Index) as benchmark. For each value of p = 5, 10, 15, 20, in the columns we report the out-of-sample average return (Av-p) and the value of the Sharpe Ratio (Sh-p). In addition, for the first three dataset (DJIA, EUROSTOXX50 and FTSE100) we also report the average in-sample solution times. Finally, for the pure CVaR model, we also report the average number of assets in the optimal in-sample portfolios. For the SP500 dataset, due to the size of the corresponding MILP model, we were unable to find an optimal solution in reasonable times. Thus, we set a time limit of 7200 seconds, and in the corresponding table we report the average percentage GAP (GAP%) in place of the solution times. Furthermore, we adopt a special methodology for solving the model in each in-sample period. Note that MILP model (4a)-(4g) for γ = 1 can be solved in two easy steps: first, solve problem (5a)-(5c) and then, after having fixed the binary variables z j according to the p-median solution found, solve problem (6a)-(6c). Note also that the optimal solution of problem (4a)-(4g) for γ = 1 is a feasible solution of problem (4a)-(4g) for γ = 0.9, thus it can be used as initial solution in the branching procedure in order to get better solutions in smaller times. The same applies for a feasible solution of problem (4a)-(4g) for γ = 0.9 and problem (4a)-(4g) for γ = 0.8, and so on.
In the tables, in bold we provide the best values of the out-of-sample performance measures for each value of p. In order to highlight the effectiveness of our MILP approach, for each p and value of γ, we write the values of the two performance indexes in italic if they are both better than the corresponding values of the other models (CVaR-CC, CVaR, Index). In this way we can have a count of how many times our approach outperforms the other competing portfolio selection models. From Tables 1-4 , except for two cases (EUROSTOXX50 with 5 assets and SP500 with 10 assets) there always exists at least one value of γ for which our MILP model outperforms the other competing models, i.e., CVaR-CC, CVaR and the market index. We also note that, as expected, for the SP500 dataset, the GAP values, which are quite high for p = 5, 10, tends to become very small when p increases. In fact, for p = 15, 20 our MILP model produces in-sample solutions that we suppose are very close to the optimal ones, but XPRESS solver was unable to certify their optimality. This would suggest to develop an effective heuristic procedure that combines the good features of location and portfolio selection models in order to obtain optimal or near-optimal in-sample portfolios that will likely produce better out-of-sample performances, in particular, for large size financial dataset.
In order to highlight the effectiveness of our approach, we also decided to provide a second set of experiments. In this case, we adopt a period of 104 weeks as in-sample window and 12 weeks (three months) as out-of-sample, with rebalancing allowed every 12 weeks (see also [32] ). For each value of p, each model solves overall 204 problems (104 for DJIA, 55 for EUROSTOXX50, 45 for FTSE100). Note that, in this case, we did not consider the SP500 dataset, since we are now interested in comparing our approach with the other programs when our MILP model is able to find optimal (certified) in-sample solutions. In any case, we observed that some preliminary results with the SP500 dataset are in line with the ones reported in Table 4 . Tables 5-7 , it is clear that, when the MILP model is able to find optimal insample solutions, our approach proves to be efficient both from a computational times of view, and always dominates the other methods. To conclude this section, we note that, quite surprisingly, in all the experimental analysis the pure CVaR model is always dominated by the other methods. 
Following the results in

Conclusion
In this paper we propose a novel framework for portfolio selection that combines the specific features of a clustering and a portfolio optimization techniques through the global solution of a hard MixedInteger Linear Programming problem. The idea of our approach is to overcome the classical two phases approach characterized by two distinct steps: cluster first and then selection. We show that our method is quite general since other risk measures as well as correlation measures can be adopted in our framework. The resulting MILP program is, in fact, portable in the sense that in model (4a)-(4g), only equations (4a)-(4d) depend on the specific risk measure adopted. Actually, constraints (4e)-(4g) are independent of such risk measure and they can be used in the formulation of MILP programs based on other measures (e.g., Mean Absolute Deviation, Gini's index, minimax objective function etc...). Our model was tested on real financial dataset, compared to some benchmark models, and found to give good results in terms of realized profit. We also point out that the MILP program (4a)-(4g) can be efficiently solved at least for moderate sized problems.
To conclude, the results reported in this paper are encouraging and there is room for improving the optimization phase by providing an ad hoc heuristic approach for solving large size dataset. This is, in fact, one of our future lines of research.
