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Interior estimates for p-plurisubharmonic
functions
S lawomir Dinew
Abstract
We study a Monge-Ampe`re type equation in the class of p-pluri-
subharmonic functions and establish first and second order interior es-
timates. As an application of these we show that p-plurisubharmonic
functions with constant operator and quadratic growth must be quadratic
polynomials.
Introduction
Given a Riemannian manifold (X, g), a real valued C2 function u is said to be
subharmonic if in local coordinates it satisfies the inequality
∆g(u) :=
1√
det(g)
∑
k,l
∂
∂xk
(
√
det(g)gkl
∂u
∂xl
) ≥ 0,
the definition being independent on the choice of local coordinates.
Let now X be a submanifold in the Euclidean space Rn equipped with the
restriction of the Euclidean metric. Given a smooth function u living in Rn
it is a natural question when does it restrict to an intrinsically subharmonic
one on X . As a special case we note that a subharmonic function in Rn need
not restrict subharmonically to an affine submanifold (take the line R× {0} in
R
2 and the function u(x, y) = −x2 + y2), while convex functions by definition
restrict to convex, hence subharmonic functions on any affine subspaces in Rn.
In these circle of ideas Harvey and Lawson [HL13] gave a beautiful char-
acterization of the class of functions that restrict subharmonically on minimal
submanifolds:
Theorem 0.1. [Harvey-Lawson] Let Ω be a domain in Rn and u be a C2 func-
tion on Ω. Then u restricts subharmonically to any minimal p-dimensional
submanifold of Ω (1 ≤ p ≤ n) if and only if at each x ∈ Ω the Hessian D2u(x)
has eigenvalues λ1, · · · , λn satisfying
∀1 ≤ i1 < i2 < · · · < ip ≤ n λi1 + · · ·+ λip ≥ 0. (0.1)
Note that such functions, called p-plurisubharmonic, interpolate between
subharmonic ones (in the case p = n) and the convex ones for p = 1. Similar
notions can be defined on any Riemannian manifold, again using the geomet-
ric fact that functions restrict to subharmonic ones on p-dimensional minimal
submanifolds- see [HL13]. Analogous notion is also meaningful in the complex
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setting- [HL13] with the geometric interpretation that functions restrict subhar-
monically to p-dimensional complex submanifolds.
In [HL13] and later in [HL18, HL17] Harvey and Lawson developed a non-
linear potential theory associated to the class of p-plurisubharmonic functions.
As it turns out many results from the complex pluripotential theory (see [K]
for an overview) have their p-plurisubharmonic counterparts- we refer to the
paper [HL12] for a nice survey. A major difference though was the lack of a
natural differential operator playing the role of a (nonlinear) Laplacian just as
the complex Monge-Ampe`re operator does in the pluripotential setting.
One of the possibilities is to try to mimic the properties of the determinant
and define and operator Mp(u) by
Mp(u(x)) = Π1≤i1<i2<···<ip≤n(λi1 + · · ·+ λip),
again λi = λi(x) denoting the eigenvalues of the complex Hessian at x (see
Section 4 in [HL18]). Such an operator, in the complex case, was discussed by
Sadullaev ([Sa]) and, in the special case p = n − 1, by Tosatti and Weinkove
[TW].
The operator Mp(u), even though defined through eigenvalues, is in fact a
special example of a fully nonlinear operator of Hessian type. Unfortunately, as
shown in [D]1 the operatorMp does not satisfy an integral comparison principle
which makes the associated potential theory much harder. On the bright side
from the very definition it is clear that Mp(u) ≥ 0 for any p-plurisubharmonic
function. It turns out that Mp is also an elliptic operator, when restricted to
the class of p-plurisubharmonic functions, while M˜p := M1/(
n
p)
p is a concave
operator. All this implies that the nondegenerate Dirichlet problem for Mp is
solvable in smoothly bounded strictly convex domains as a special case of the
Caffarelli-Nirenberg-Spruck theorem ([CNS]) shows:
Theorem 0.2. [Caffarelli-Nirenberg-Spruck] Let Ω be a bounded strictly convex
domain in Rn with ∂Ω ∈ C3,1 and ψ ∈ C3,1(∂Ω) be given. Then for any
f ∈ C1,1(Ω× R), such that f ≥ c > 0 the Dirichlet problem
u− p− plurisubharmonic in Ω ∩ C(Ω);
Mp(u) = f(x, u) in Ω;
u|∂Ω = ψ
(0.2)
admits a unique solution u, which is C1,1 up to the boundary.
The aim of this note is to investigate the interior regularity and Liouville type
theorems for the p-plurisubharmonic solutions of the Mp equation. Following
closely the arguments of Chou andWang [CW] (who dealt with a similar Hessian
type equation) we prove the following interior C1 and Pogorelov type interior
C2 estimates for Mp:
Theorem 0.3 (First order interior estimate). Let u be a p-plurisubharmonic
function in the ball Br(x0). Assume that u ∈ C3(Br(x0)) ∩ C1(Br(x0)) and u
solves the equation
Mp(u) = f(x, u),
1In [D] the complex analogue of Mp was invesitgated but the proof there carries through
in the real setting.
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for a given non negative Lipschitz function f . Then
|Du(x0)| ≤ C
for a constant C dependent on n, p, r, supBr(x0)|u| and the Lipschitz bound on
f .
Theorem 0.4 (Second order interior estimate). Let Ω be a bounded domain in
R
n and the p-plurisubharmonic function u ∈ C4(Ω)∩C1,1(Ω) solves the equation
Mp(u) = f(x, u),
where f ∈ C1,1(Ω × R) is given. Suppose that f ≥ f0 > 0, and that there is
a p-plurisubharmonic function w, satisfying w > u in Ω with equality on ∂Ω.
Then for any fixed δ > 0 there is a bound
(w(x) − u(x))1+δ|D2u(x)| ≤ C,
where C depends on n, p, f0, supΩ(|Du|+ |Dw|) and ||f ||C1,1 .
It turns out that the techniques of Chou and Wang can be applied almost
directly once the suitable algebraic control on the nonlinearities is established.
Thus, roughly speaking, the main input of the current note is that the positivity
cones associated to the p-plurisubharmonic functions share similar convexity
properties to the cones Γk studied in [CW] (see also [W]- Section 2) which
suffices for the estimates to be established. Analogous interior estimates for the
complex analogue of Mp remain an open problem.
We wish to note that in a very recent note Chu and Jiao [CJ] dealt with a
similar Hessian type equation (coinciding withMp in the special case p = n−1)
and were also able to prove a Pogorelov type interior C2 estimate although their
argument differs from ours (see Theorem 1.5 in [CJ]). When finishing the note
we also learned about the unpublished preprint [Z]. There, using probabilistic
approach, the Dirichlet problem for a large class of degenerate elliptic equations
is studied. In particular the Dirichlet problem (0.2) is shown to have a C1,1
solution for a u-independent f provided that f ≥ 0 and f1/(np) is C1,1.
Regarding further regularity we show that M˜p is a concave operator and
hence the standard Evans-Krylov theory applies (see [GT]). Roughly speaking
this yields that C1,1 solutions have to be in C2,α(Ω) for some α > 0.
As a result routine arguments (see [HSX, LS, Y] for example) yield the
following Liouville type theorem:
Theorem 0.5. [Liouville theorem] Let u be a p-plurisubharmonic function in
R
n of quadratic growth. If
Mp(u) = const > 0,
then u is a quadratic polynomial.
Here by quadratic growth we mean that for some constants 0 < C < D and
|x| large we have C|x|2 ≤ u(x) ≤ D|x|2. Such Liouville type results come in
handy in analyzing blow-up profiles of solutions under rescalings. Our proof
follows the lines of the one from [HSX], where the Authors deal with entire
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solutions to σ2 equation and assume only the lower quadratic bound on u. We
do not know whether our theorem holds under this weaker assumption.
The note is organized as follows: first we collect various algebraic and poten-
tial theoretic facts about the Mp-operator and the class of p-plurisubharmonic
functions which shall be used later on. In Section 2 we prove the first order
estimate, while the second order estimate is dealt with in Section 3. In the last
section we show the Liouville theorem.
Acknowledgement. The Author was supported by Polish National Science
Centre grant 2017/26/E/ST1/00955.
1 Preliminaries
In this section we collect various conventions, definitions and properties that we
shall rely on in the note.
1.1 Notation and conventions
As it is customary by C or Cj we shall denote different uniform constants
dependent on the relevant quantities that may vary line to line. Unless otherwise
stated any tuple (i1, · · · , ip) of indices will be assumed to be ordered in increasing
order. Eigenvalues of a matrix A will be denoted by λj(A) or simply by λj
and will be assumed to ordered in a decreasing order except if the opposite
is explicitly written. A summation over k ∈ {k1, · · · , kp} means that we sum
over all (increasingly ordered) p-tuples (k1, · · · kp) so that k is among the kj ’s.
Summation over k /∈ {k1, · · · , kp} is defined analogously. Throughout the note
we shall assume that 1 < p < n, as in the extreme cases the results we prove
are well known.
1.2 Linear algebra of the p-convex cones
We begin with the algebraic details of the cones, called p-convex cones which
were introduced by Harvey and Lawson in [HL13]:
Definition 1.1. Let p ∈ {1, · · · , n}. The cone Pp is defined by
Pp = {(λ1, · · · , λn) ∈ Rn| ∀1 ≤ i1 < i2 < · · · < ip ≤ n, λi1 + · · ·+ λip > 0}.
It is straightforward that Pp is a symmetric cone2 and Pp ⊂ Pq whenever
p < q. Also P1 coincides with the positive cone
Γ := {λ ∈ Rn| ∀j ∈ 1, · · · , n λj > 0}.
In [HL18] it is observed that
∀p ∈ 1, · · · , n Pp + Γ ⊂ Pp,
hence in the language of [HL18] the cones Pp are examples of elliptic convex
ST -invariant subequations (see Sections 3 and 4 in [HL18] for the details). This
in turn allows to develop a rich nonlinear potential theory of p-plurisubharmonic
functions i.e. functions with Hessian D2u having eigenvalues in Pp.
2Here symmetric cone means that Pp is invariant under permutations of the coordinates.
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We briefly recall the details below.
Associated to Pp is the Pp cone of symmetric n× n matrices defined by
Pp = {A| ∀1 ≤ i1 < i2 < · · · < ip ≤ n, λi1(A) + · · ·+ λip(A) > 0},
with λj(A) denoting the j-th eigenvalue of A ordered in a decreasing order. We
denote by P p the Euclidean closure of Pp in the space of symmetric matrices.
Definition 1.2. Given a domain Ω ⊂ Rn a C2(Ω) function u is said to be
p-plurisubharmonic if for any point x0 ∈ Ω one has
D2u(x0) ∈ P p.
An immediate corollary is that a p-plurisubharmonic function has to be
subharmonic and that a C2 smooth convex function is p-plurisubharmonic for
any p. For more details we refer to [HL13] and [HL18].
1.3 The operator Mp
Our main interest in the current note will be the following operator:
Definition 1.3. Let u be a C2 smooth function. Let λj , j = 1, · · · , n denote
the eigenvalues of the Hessian D2u at a point x. We define the operator Mp by
Mp(u(x)) := Π1≤i1<i2<···<ip≤n(λi1 + · · ·+ λip).
Observe that the definition is symmetric with respect to the eigenvalues.
Hence if
σk(u) :=
∑
1≤i1<i2<···<ik≤n
λi1 · · ·λik
are the elementary symmetric polynomials of the eigenvalues the fundamental
theorem of symmetric polynomials yields thatMp is expressible through σj , j =
1, · · · , p. Recall (see [CW]) that σk are examples of Hessian differential operators
i.e. second order differential operators invariant under orthonormal changes of
basis in which the Hessian matrix is being computed. As a result also Mp is a
Hessian type operator for any p = 1, · · · , n.
The representation of Mp in terms of symmetric polynomials can be quite
complicated as table below shows. The explicit formulas are computed in the
cases p ≤ n ≤ 5 (we put Mp := 0 if p > n).
1 2 3 4 5
1 σ1 σ2 σ3 σ4 σ5
2 0 σ1 σ1σ2 − σ3 σ1σ2σ3 − σ21σ4 σ1σ2σ3σ4 − σ21σ24 − σ33σ4
−σ23 +2σ1σ4σ5 − σ1σ22σ5
−σ2σ3σ5 − σ25
3 0 0 σ1 σ
2
1σ2 − σ1σ3 (σ21σ2 − σ1σ3 + σ4)(σ1σ2σ3
+σ4 −σ21σ4 − σ23) + σ51σ5
−σ31σ2σ5 + 3σ21σ3σ5
−2σ1σ4σ5 + σ2σ3σ5 − σ25
4 0 0 0 σ1 σ
3
1σ2 − σ21σ3 + σ1σ4 − σ5
5 0 0 0 0 σ1
Nevertheless in the special case p = (n− 1) the formula is fairly explicit:
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Proposition 1.4. If M(n)p denotes the Mp operator in dimension n then
M(n)n−1(λ) =
n∑
k=2
(−1)kσn−k1 (λ)σk(λ).
Proof. Taking any vector λ ∈ Rn with λn=0 in
Π1≤j1<j2<···<jn−1≤n(λj1 + λj2 + · · ·+ λjn−1)
results in the value of the operator σ1M(n−1)n−2 evaluated on the
(n− 1)-dimensional vector of the first (n− 1) coordinates of λ. Simultaneously
all terms involving σn in the formula ofM(n)n−1 vanish. By the uniqueness of the
representation by elementary symmetric polynomials one then obtains
M(n)n−1(λ) = σ1(λ)M̂(n−1)n−2 (λ) +Aσ5(λ),
where M̂(n−1)n−2 denotes the symmetric polynomial in n-variables with the rep-
resentation in terms of elementary symmetric polynomials coinciding with the
one of M(n−1)n−2 . The constant A turns out to be equal to (−1)n as evaluation
on the vector λ = (1, · · · , 1) shows. Finally the claimed formula follows from
induction.
Below we provide an alternative definition ofMp which will be utilized later
on.
1.4 Definition through derivations on the exterior algebra
As observed by Harvey and Lawson in [HL13] p-plurisubharmonicity and thus
the Mp-operator can be defined through derivations on the exterior algebra in
the following way:
Consider the space ΛpRn. Fix an orthonormal basis (e1, · · · , en) of Rn and
the corresponding basis ei1 ∧ · · · ∧ eip of ΛpRn, where (i1, · · · ip) run over of all
increasing p-tuples ordered in a lexicographical order.
Given a symmetric matrix A we define the linear derivation of A on ΛpRn
as the linear map defined by
DA : ΛpRn ∋ (v1 ∧ · · · vp)→ (Av1) ∧ v2 ∧ · · · ∧ vp + v1 ∧ (Av2) ∧ v3 ∧ · · · ∧ vp
+ · · ·+ v1 ∧ · · · ∧ vp−1 ∧ (Avp) ∈ ΛpRn.
Note that DA is a symmetric endomorphism of ΛpRn.
We recall the crucial observation from [HL13] which becomes obvious when
one chooses as a basis for Rn the set of eigenvectors of A:
Proposition 1.5 (Harvey-Lawson). A has eigenvalues in Pp if and only if DA
is positive definite on ΛpRn.
It is worth emphasizing that given any orthonormal basis of Rn DA has a
matrix representation with respect to the induced basis which has components
being linear combinations of the entries of A. Below we compute two illustrative
examples for a Hessian matrix of a function- the case of main interest in the
note:
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Example 1.6. For n = 3 and p = 2 and A = D2u(x) the corresponding matrix
in the canonical basis e1 ∧ e2, e1 ∧ e3, e2 ∧ e3 reads u11 + u22 u23 −u13u32 u11 + u33 u12
−u31 u21 u22 + u33
 .
Example 1.7. For n = 4 and p = 2 and A = D2u(x) again in the canonical
basis ordered in lexicographical order the matrix is
u11 + u22 u23 u24 −u13 −u14 0
u32 u11 + u33 u34 u12 0 −u14
u42 u43 u11 + u44 0 u12 u13
−u31 u21 0 u22 + u33 u34 −u24
−u41 0 u21 u43 u22 + u44 u23
0 −u41 u31 −u42 u32 u33 + u44
 .
A fundamental formula for us will be the following one linking the Mp
operator and the above construction:
Lemma 1.8. Let u ∈ C2(Ω). Then for any x ∈ Ω we have
Mp(u)(x) = det(DD2u(x)).
Proof. Observe that the determinant does not depend on the choice of an or-
thonormal basis of ΛpRn. So we may choose a basis consisting of eigenvectors
of D2u(x). But then obviously both sides are equal to
Π1≤i1<i2<···<ip≤n(λi1 + · · ·+ λip).
1.5 Formulas for Mp and its derivatives
To begin with we note that the equation Mp(u) = f for a function u can be
linearized as follows:
Lemma 1.9. Let u be a C2 function. Then
n∑
k,l=1
Mklp (u)ukl =
(
n
p
)
f,
while
n∑
k,l=1
Mklp (u)uklt = ∂tf,
n∑
k,l=1
Mp(u)ukltt +
∑
kl,rs
Mkl,rsp (u)uklturst = ∂t∂tf,
where Mklp (u) := ∂Mp(u)∂ukl , Mkl,rsp (u) :=
∂2Mp(u)
∂ukl∂urs
.
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Proof. The second and the third formulas simply follow form differentiating
Mp(u) = f if the ∂∂t direction. The first formula can be proved in various ways-
for example using the expression ofMp in terms of elementary symmetric poly-
nomials and utilizing the analogous formulas for σk. Alternatively we observe
that we may without loss of generality diagonalize D2u at a fixed point and
then according to the next lemma the claimed equality reads
Mp(u)
n∑
k=1
∑
k∈{i1,··· ,ip}
ukk
ui1i1 + · · ·+ uipip
=
(
n
p
)
f.
The last equality then follows from elementary combinatorics.
For our later purposes we need to compute the derivatives of Mp at a diag-
onal matrix A.
Lemma 1.10. Let A = (akl)
n
k,l=1 be a diagonal matrix with eigenvalues
λ1, · · · , λn. Then
∂Mp
∂akl
(A) =Mklp (A) =
{
0 if l 6= k;
Mp(A0)
∑
l∈{k1,··· ,kp}
1
λk1 +···+λkp if l = k.
Proof. This can be seen in various ways, for example using the expression of
Mp in terms of Hessian σk operators. Arguably the simplest way though is to
use Lemma 1.8 and the formula for differentiation of determinants. Note that
if A is diagonal then so is DA and thus immediately all derivatives with respect
to non-diagonal entries have to vanish, while differentiation with respect to all
affects only the diagonal terms of DA containing it.
As a direct corollary we obtain the following useful bound:
Corollary 1.11. Id A ∈ Pp is a diagonal matrix and M˜p(A) := (Mp(A))
1
(np)
then
n∑
k=1
M˜kkp (A) =
n∑
k=1
∂M˜p(A)
∂akk
≥
(
n− 1
p− 1
)
.
Proof.
∑n
k=1 M˜kkp (A) is obviously equal to
n∑
k=1
1(
n
p
)Mp(A) 1(np)−1Mkkp (A)
=
1(
n
p
)Mp(A) 1(np) n∑
k=1
∑
k∈{k1,··· ,kp}
1
ak1k1 + · · ·+ akpkp
=
(
n−1
p−1
)(
n
p
) Mp(A) 1(np) ∑
{1≤k1<···<kp≤n}
1
ak1k1 + · · ·+ akpkp
.
An application of the AM-GM inequality bounds the last quantity from below
by (
n− 1
p− 1
)
,
as claimed.
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The formulas for the second derivatives of Mp are a bit trickier and are
given below:
Lemma 1.12. Let A be a diagonal matrix with eigenvalues λ1, · · · , λn. Then
∂2Mp
∂aklars
(A) =Mkl,rsp (A) =
=

Mp(A)
∑
l∈{j1,··· ,jp}
r∈{i1,··· ,ip}
{j1,··· ,jp}6={i1,··· ,ip}
1
(λj1 +···+λjp )(λi1 +···λip ) if k = l, r = s;
−Mp(A)
∑
l/∈{j1,··· ,jp}∋r
r/∈{i1,··· ,ip}∋l
1
(λj1 +···+λjp )(λj1 +···+λjp ) if
k 6=l,r 6=s
k=s, l=r;
0 otherwise.
Proof. The formulas again follow from (1.8) and differentiation of determinants.
Recall that coefficients in DA are linear with respect to the entries of A, which
explains the lack of additional terms. It is also interesting to note that there
doesn’t seem to be an easy way to derive Lemma 1.12 through the expression
in terms of elementary symmetric polynomials.
1.6 Concavity of M1/(
n
p)
p
Using Lemmas 1.10 and 1.12 it is a matter of routine calculation to prove the
that the map Pp ∋ A→ M˜p(A) is concave. Below we present another proof of
this fact which is modelled on analogous result for the Monge-Ampe`re equation-
see [Bl1]:
Lemma 1.13. Given A ∈ Pp one has
M˜p(A) =Mp(A)1/(
n
p) = infC∈Pˆp
n∑
k,l=1
Mklp (C)Akl ,
where Pˆp stands for the set of matrices C ∈ Pp, such thatMp(C) =
[(
n
p
)] −(np)(np)−1 .
Proof. Obviously Mp(A)1/(
n
p) ≥ infC∈Pˆp
∑n
k,l=1Mklp (C)Akl as follows from
choosing C as a suitable rescaling of A whenever Mp(A) > 0. If in turn
Mp(A) = 0 then we approximate A by A + tI, I being the identity matrix
and t > 0, and conclude by continuity as tց 0.
The reverse inequality is a special case of the G˚arding inequality- see [Ga],
asMp is a G˚arding operator- see Section 4 in [HL18]. For an alternative simpler
proof we refer to [AO].
Using Lemma 1.13 it is straightforward to prove that the map
Pp ∋ A→Mp(A)1/(
n
p)
is concave:
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Corollary 1.14. Pp ∋ A→ M˜p(A) is concave mapping on the set of Hermitian
matrices with eigenvalues in Pp.
Proof.
M˜p(A+B
2
) =
Mp(A+B)1/(
n
p)
2
= infC∈Pˆp
∑n
k,l=1Mklp (C)(Akl +Bkl)
2
≥ infC∈Pˆp
∑n
k,l=1Mklp (C)Akl
2
+ infC∈Pˆp
∑n
k,l=1Mklp (C)Bkl
2
=
M˜p(A) + M˜p(B)
2
,
which implies the claimed concavity.
Remark 1.15. Lemma 1.13 in fact shows thatMp is a special case of a Bellman
operator.
1.7 Further properties of Pp
Below we list some subtler properties of the cones Pp and Pp which will be
crucial in the establishment of the a priori estimates later on.
We begin with an analogue of Claim (3.10) from [CW]. For diagonal matrices
the argument is even easier in the case of the Mp operator:
Lemma 1.16. Suppose that the diagonal matrix A = diag(λ1, · · · , λn) belongs
to Pp and λ1 ≥ · · · ≥ λn. Suppose moreover that j ≥ n − p+ 1. Then there is
a constant θ = θ(n, p), such that
Mjjp (A) ≥ θ
n∑
l=1
Mllp (A).
Proof. As Mjjp (A) = Mp(A)
∑
j∈{k1,··· ,kp}
1
λk1 +···+λkp
it suffices to prove that
for any ordered p-tuple (l1, · · · , lp) the term 1λl1 +···+λlp is dominated by one
of the terms defining Mjjp (λ) i.e. involving a p-tuple containing j. But by
assumption we have j ≥ n− p+ 1 i.e. the p-tuple (n− p+ 1, · · · , n) contains j
and the corresponding sum is clearly the smallest possible.
In the proof of the first order estimate we shall need a version of Lemma
1.16 for (special) non-diagonal matrices. Unfortunately the idea to compare any
main minor with the minor corresponding to the smallest entry on the diagonal
breaks down as the following example shows:
Example 1.17. For any sufficiently small ε > 0 the matrix 1 ε εε 1ε 1ε − ε
ε 1ε − ε 1ε

is positive definite, the smallest diagonal entry is 1 and the corresponding 2× 2
minor is equal to 2 − ε2 which clearly cannot majorize the sum of all main
minors as εց 0+.
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In order to formulate the mentioned non-diagonal version we need a defini-
tion:
Definition 1.18. A matrix A is said to be an arrowhead matrix if all off diag-
onal entries are zero except possibly for the first row and the first column.
Lemma 1.19. Let A ∈ Pp be an arrowhead matrix. If additionally a11 ≤ −c < 0
for some c > 2n (Mp(A))1/n
(
n−1
p
)
then for some θ > 0 dependent on n,p and c
we have
M11p (A) =
∂Mp
∂a11
(A) ≥ θ
n∑
l=1
Mllp (A).
Proof. Denote by Θ the set of all ordered p-tuples containing 1, and by Ξ- the
remaining ordered p-tuples. We denote the entries of DA suggestively by uαβ.
Recall that uαα =
∑
i∈α aii. Observe that (compare Examples 1.6 and 1.7) for
an arrowhead matrix A the matrix DA can be expressed as[
(diag(uθθ))θ∈Θ (uθξ)θ∈Θ,ξ∈Ξ
(uξθ)θ∈Θ,ξ∈Ξ (diag(uξξ))ξ∈Ξ
]
, (1.1)
i.e. (u)αβ is a block matrix with upper left and lower right blocks being diagonal
matrices. This follows since A being arrowhead implies that nontrivial input in
DA can occur either from the action of A on the first basis vector e1 or from the
e1-component of Aek or finally from the ek-component of Aek for some k ≥ 1.
Another property which will be crucial in the sequel is that for fixed β ∈ Ξ the
nonzero entries in the column β could appear only on the rows α ∈ Θβ which
are given by
Θβ := {α ∈ Θ| ∃q ∈ β, α = {1} ∪ β \ {q}}.
At this moment we wish to emphasize that in general it is not true that
∀α ∈ Θβ uαα ≤ uββ, as we do not assume that a11 is the smallest diagonal
entry of A. On the other hand one has
(p− 1)uββ + pa11 =
∑
α∈Θβ
uαα
and hence
∀β ∈ Ξ ∀α ∈ Θβ uββ ≥ max{ 1
p− 1uαα,
pc
p− 1}. (1.2)
As DA is positive definite the determinant of any (
(
n−1
p−1
)
+ 1)× ((n−1p−1)+ 1)
main minor matrix is positive. We apply this to any minor formed by the first(
n−1
p−1
)
rows and columns (the Θ-block) to which we add the row and column β.
Then we obtain
uββ ≥
∑
α∈Θβ
|uαβ|2
uαα
. (1.3)
Fix now a small ε > 0 to be chosen later on.
Expanding det(DA) with respect to the column β we obtain
Mp(A) = uββUββ +
∑
α∈Θβ
uαβU
αβ ,
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where Uαβ denotes the co-factor matrix of (u)αβ . Of course (U
αβ)αβ is positive
definite as A ∈ Pp and thus |Uαβ |2 ≤ UααUββ. Hence
Mp(A) ≥ uββUββ −
∑
α∈Θβ
|uαβ |
√
UααUββ
≥ uββUββ −
√√√√√
∑
α∈Θβ
|uαβ |2
uαα
∑
α∈Θβ
UααUββuαα

≥ uββUββ −
√
uββUββ
∑
α∈Θβ
Uααuαα
≥ (1− ε)uββUββ − 1
4ε
∑
α∈Θβ
Uααuαα,
where we have used Cauchy-Schwarz inequality, then (1.3) and finally the ele-
mentary inequality xy ≤ εx2 + 14εy2.
Thus exploiting (1.2) we obtain
(p− 1)
4ε
uββ
∑
α∈Θβ
Uαα +Mp(A) ≥ 1
4ε
∑
α∈Θβ
Uααuαα +Mp(A) ≥ (1− ε)uββUββ.
(1.4)
Dividing by uββ, applying (1.2) and then summing over β ∈ Ξ results in
C(n, p, ε)
∑
α∈Θ
Uαα +
(
n− 1
p
)Mp(A)
c
≥
∑
β∈Ξ
(1− ε)Uββ + 1
2
∑
α∈Θ
Uαα.
Note that
1
2
∑
β∈Ξ
Uββ +
1
2
∑
α∈Θ
Uαα =
1
2
σn−1(DA)
≥ n
2
(σn(DA))(n−1)/n
by Maclaurin inequality. But by our assumption on c the latter quantity satisfies
the bound
n
2
(σn(DA))(n−1)/n = n
2
(Mp(A))(n−1)/n ≥
(
n− 1
p
)Mp(A)
c
.
Thus fixing ε = 14 , say, we finally obtain
C(n, p, ε)M11p (A) = C(n, p, ε)
∑
α∈Θ
Uαα ≥
∑
β∈Ξ
Uββ, (1.5)
which yields the claimed result.
Remark 1.20. It is very likely that through a more careful analysis one could
remove the dependency of c on Mp(A)- this is easily seen to be true if p =
n − 1. We have not pursued this as the stated version is satisfactory for the
applications.
12
Lemma 1.21. Suppose that the vector λ = (λ1, · · · , λn) belongs to Pp and
λ1 ≥ · · · ≥ λn. Then
M˜11p (λ)λ1 ≥
1
n
(Mp(λ))
1
(np) .
Proof. Recall that M˜11p λ1 is simply
1(
n
p
) (Mp(λ)) 1(np) ∑
1∈{k1,··· ,kp}
λ1
λk1 + · · ·+ λkp
and the proof folows form the trivial inequality
λk1 + · · ·+ λkp ≤ p λ1 .
Next lemma seems to be trickier than its σk counterpart (compare with
Claim (4.13) in [CW] and its proof):
Lemma 1.22. Suppose that the vector λ = (λ1, · · · , λn) belongs to Pp and
λ1 ≥ · · · ≥ λn. Then, given any δ > 0 there is an ε = ε(p, δ) > 0 with the
following property: if ε λ1 ≥ λn−p+1, then for every i = 2, 3, · · · , n
−2(δ + 1)
δ + 2
M1i,i1p (λ) ≥Miip (λ)
1
λ1
.
Proof. We know from Lemmas 1.10 and 1.12 that
M1j,j1p (λ)
= −Mp(λ)
∑
j /∈{i1,··· ,ip}∋1,1/∈{j1,··· ,jp}∋j
1
(λi1 + · · ·+ λip)(λj1 + · · ·+ λjp)
,
while
Mjjp (λ) =Mp(λ)
∑
j∈{k1,··· ,kp}
1
λk1 + · · ·+ λkp
.
Hence we need to prove that under the assumptions as in the lemma
2(δ + 1)
δ + 2
∑
j /∈{i1,··· ,ip}∋1,1/∈{j1,··· ,jp}∋j
1
(λi1 + · · ·+ λip)(λj1 + · · ·+ λjp)
. (1.6)
≥
∑
j∈{k1,··· ,kp}
1
λ1(λk1 + · · ·+ λkp)
.
We shall, arguing casewise, show that each term on the right hand side is
bounded by a constant times certain term on the left. Then for each occur-
ing term from the left we will show that the sum of these constants is controlled
by 2(δ+1)δ+2 . As all terms on both sides are non-negative this will establish our
claim.
To this end fix a p-tuple k1 < · · · < kp containing j which defines a term on
the right side of (1.6). Two cases may occur: either j ≥ n−p+1 or 2 ≤ j ≤ n−p.
Assume first that j ≥ n− p+ 1. We split the reasoning into two subcases:
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Subcase 1 assume that 1 /∈ {k1, · · · , kp}, so that this p-tuple defines also a
factor in the denominators of some of the left hand side terms. But then
λ1+
n∑
r=n−p+1,r 6=j
λn−p+1+ · · ·+ λn ≤ λ1+(p− 1)ε λ1,
hence ∑
1/∈{k1,··· ,kp}∋j
1
λ1(λk1 + · · ·+ λkp)
≤ (1 + (p− 1)ε)
∑
1/∈{k1,··· ,kp}∋j
1
(λ1+
∑n
r=n−p+1,r 6=j λr)(λk1 + · · ·+ λkp)
and these latter terms constitute some of the left hand side terms in (1.6).
Subcase 2 If, in turn 1 ∈ {k1, · · · , kp}, we create a new ordered p-tuple
(kˆ1, · · · kˆp) by exchanging j by one of (n − p + 1, · · · , n), which is not already
among k1, · · · , kp. This is possible, since by assumption 1 ∈ {k1, · · · , kp} and
the remaining kp’s are p− 1 in number. Denote the chosen indice by jˆ.
Note that
λj +λjˆ +
∑
r∈{k1,··· ,kp}∩{kˆ1,··· ,kˆp}\{1}
λr ≥ 0.
Hence
p∑
r=1
λkˆr = λ1−λj +λj +λjˆ +
∑
r∈{k1,··· ,kp}∩{kˆ1,··· ,kˆp}\{1}
λr ≥ (1 − ε)λ1 .
Recall that λjˆ is at most (p− 1)ε λ1 in absolute value as jˆ is at least n− p+ 1.
Thus we compute
2pε
1− ε
p∑
r=1
λkˆr ≥ 2pε λ1 ≥ |λj |+ |λjˆ |
≥ |λj −λjˆ | = |(
p∑
r=1
λkr )− (
p∑
r=1
λkˆr )|
≥ (
p∑
r=1
λkˆr )− (
p∑
r=1
λkr )
yielding
1
(
∑p
r=1 λkr )
≤ 1
(1− 2pε1−ε )(
∑p
r=1 λkˆr )
. (1.7)
Coupling this with
∑n
l=n−p+1 λl ≤ pε λ1 we finally obtain
1
λ1(
∑p
r=1 λkr )
≤ pε
(1− 2pε1−ε )(
∑n
l=n−p+1 λl)(
∑p
r=1 λkˆr )
and this final expression is one of the left hand side terms in (1.6).
At this stage we emphasize that the correspondence
(k1, · · · , kp)→ (kˆ1, · · · , kˆp)
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need not be injective but any p-tuple (kˆ1, · · · , kˆp) has at worst (p−1) preimages.
As a result each term 1
(1− 2pε
1−ε )(
∑p
r=1 λkˆr )
occurs at most (p− 1) times.
We now focus on the remaining case j ≤ n− p. Again fix an ordered p-tuple
(k1, · · · , kp). If 1 /∈ {k1, · · · , kp} we proceed exactly as in the first case to obtain
∑
1/∈{k1,··· ,kp}∋j
1
λ1(λk1 + · · ·+ λkp)
≤ (1 + (p− 1)ε)
∑
1/∈{k1,··· ,kp}∋j
1
(λ1+
∑n
r=n−p+2 λr)(λk1 + · · ·+ λkp)
.
If in turn 1 ∈ {k1, · · · , kp}, then
{n− p+ 1, · · ·n} \ {k1, · · · , kp}
contains at least two elements. We now replace 1 by one of them- call it 1ˆ and
the new p-tuple by (kˆ1, · · · kˆp). Again the correspondence
(k1, · · · , kp)→ (kˆ1, · · · , kˆp)
may not be an injection but is at worst (p− 1) to 1. This time however we have
to be subtler as we would like to avoid repetitions of terms. To this end note
that there are exactly p− 1-tuples of the type
(1, j2, · · · , jp)
where n−p+1 ≤ j2 < · · · < jp ≤ n, (j2, · · · , jp) 6= (n−p+2, · · · , n). Hence we
may attach to each (kˆ1, · · · , kˆp) a suitable p-tuple (1, j2, · · · , jp) in a way that
the correspondence
(k1, · · · , kp)→
[
(kˆ1, · · · , kˆp), (1, j2, · · · , jp)
]
is injective.
Of course 1
λ1(
∑p
r=1 λkr )
≤ 1
λ1(
∑p
r=1 λkˆr )
and it remains to bound the λ1 term.
But obviously
λ1+
p∑
r=2
λjr ≤ (1 + (p− 1)ε)λ1 .
Finally we have∑
1/∈{k1,··· ,kp}∋j
1
λ1(λk1 + · · ·+ λkp)
≤ (1 + (p− 1)ε)
∑
1/∈{k1,··· ,kp}∋j
1
(λ1+
∑p
r=2 λjr )(λk1 + · · ·+ λkp)
.
It is important to observe that due to choices made in the case j ≤ n− p every
appearing term from the left side of (1.6) occurs at most once.
Summing up both cases for any fixed j = 2, 3, · · · , n the right side of (1.6)
is bounded by terms from the left multiplied by a constant which is at most
1 + (p− 1)ε+ (p− 1)pε
1− 2pε1−ε
,
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which is less than 2(δ+1)δ+2 if ε is taken small enough. In fact the explicit choice
ε = δ16p(p−1) works provided δ ≤ 12 - the case that will be used later on.
2 First order estimate
The interior gradient estimate for the σk equations has been independently
proven by [Tr] and [CW].
In this section we apply the methods of Chou and Wang from [CW] to
obtain the following interior gradient estimate analogous to Theorem 3.2 from
that paper:
Theorem 2.1. Let u be p-plurisubharmonic function in the ball Br(x0). As-
sume thar u ∈ C3(Br(x0)) ∩ C1(Br(x0)) and u solves the equation
Mp(u) = f(x, u),
for a given non negative Lipschitz function f3. Then
|Du(x0)| ≤ C (2.1)
for some constant C dependent on n, p, r, supBr(x0)|u| and the Lipschitz bound
on f .
Proof. Below we essentially repeat the argument form [CW] with minor adjust-
ments.
Assume without loss of generality that x0 = 0. Scaling if necessary one
may also assume that r = 1 and thus we will work throughout in the unit ball
B = B1(0). Define the function
H : B × Sn ∋ (y, ξ)→ uξ(y)(1 − |y|2)ϕ(u(y)),
with ϕ(t) := 1√
N−t , N := 4supB|u|. Suppose that H attains its maximum at
(x, ξ0). Without loss of generality we may assume that ξ(0) = (1, 0, · · · , 0) and
then the function
Hˆ(y) := u1(y)(1− |y|2)ϕ(u(y))
also has a maximum at x. Note that this forces uk(x) = 0 for any k ∈ {2, · · · , n}
as ∂∂x1 has to coincide with the gradient direction of u at x.
Rotating all but the first coordinates if necessary (see [Tr]) we may assume
that at x the Hessian of u is an arrowhead matrix.
We may further assume that Hˆ(x) is so large so that
u1(x)(1 − |x|2) ≥ 10N (2.2)
for otherwise there is nothing to prove.
Of course DHˆ(x) = 0, which results in
∀k ∈ {1, · · · , n} u1k
u1
− 2xk
1− |x|2 +
ϕ′
ϕ
uk = 0 (2.3)
3More precisely we assume that |f | ≤ C, | ∂f
∂u
|+
∑
j |
∂f
∂xj
| ≤ C for some constant C called
the Lipschitz bound of f .
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at x.
Furthermore
0 ≥
n∑
k,l=1
Mklp
Hˆkl
Hˆ
=
n∑
k,l=1
Mklp
[
u1kl
u1
− u1ku1l
u21
]
(2.4)
−
n∑
k,l=1
Mklp
[
2δkl
1− |x|2 +
4xkxl
(1− |x|2)2
]
+
n∑
k,l=1
Mklp
[
ϕ′
ϕ
ukl + [
ϕ′′
ϕ
− (ϕ
′
ϕ
)2]ukul
]
:= I + II + III.
Recall now that Lemma 1.9 implies that
n∑
k,l=1
Mklp ukl =
(
n
p
)
f,
n∑
k,l=1
Mklp ukl1 = ∂1f.
Also by (2.3) we may exchange u1ku1 and
u1l
u1
in the term I by 2xk1−|x|2 − ϕ
′uk
ϕ
and 2xl1−|x|2 − ϕ
′ul
ϕ , respectively. Thus
I + II ≥ −|∂1f |
u1
−
n∑
k,l=1
Mklp
[
2δkl
1− |x|2 +
8xkxl
(1− |x|2)2 − 2
(xkul + xluk)ϕ
′
(1− |x|2)ϕ + ukul(
ϕ′
ϕ
)2
]
.
By our choice ϕ′′ − 2ϕ′2ϕ ≥ N
−5/2
16 . If M :=
∑n
k=1Mkkp at x we obtain
0 ≥ I + II + III ≥ ϕ
′
ϕ
(
n
p
)
f − |∂1f |
u1
− CM( 1
(1− |x|2)2 +
u1
(1− |x|2)ϕ ) (2.5)
+
N−5/2
16
n∑
k,l=1
Mklp ukul.
Exploiting the non-negativity of f together with the positive-definiteness of
Mklp we get after mulitplying by 16N5/2Hˆ the following inequality
0 ≥ −ϕ(1−|x|2)16N5/2|∂1f |+(1−|x|2)ϕM11p u31−CM(
N2
(1− |x|2)+Nu
2
1). (2.6)
As f was assumed to be Lipschitz the first term is bounded from below by
−CHˆ .
Recall that from (2.2) we have u1(x)(1 − |x|2) ≥ 10N . Thus (2.3) for k = 1
reads
u11
u1
=
2xkϕ− ϕ′(1 − |x|2)u1
(1− |x|2)ϕ
≤ 4(N − u)ϕ
′ − ϕ′(1− |x|2)u1
(1− |x|2)ϕ ≤ ϕ
′ 5N − (1− |x|2)u1
(1− |x|2)ϕ
≤ −ϕ
′u1
2ϕ
< 0.
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Hence
u11 ≤ −ϕ
′u21
2ϕ
≤ −c < 0
Note that we can safely assume that c > 2n (Mp(A))1/n
(
n−1
p
)
for otherwise
Hˆ is bounded at x.
Thus we can apply Lemma 1.19 (recall that we have assumed that D2u is
arrowhead at x). As a result we get that M11p ≥ θM and hence (2.6) reduces
to
0 ≥ −C(1− |x|2)u1 + CM
(
(1− |x|2)u31 − C
N2
(1− |x|2) − CNu
2
1
)
and thus finally (1 − |x|2)u1 ≤ CN.
Now the claimed result follows from evaluating Hˆ at x0.
Remark 2.2. Similarly to [CW] the estimate holds for slightly more general
right hand sides. Also in the case of a constant f a careful examination of the
argument above reveals that |Du(x0)| ≤ CNr for some C dependent only on n
and p.
An immediate application is the following analogue of Corollary 4.1 from
[W]:
Corollary 2.3. Let u ∈ C3(Rn) be an entire p-plurisubharmonic solution to
Mp(u) = 0.
If u is bounded, or more generally if u = o(|x|) for large x, then u is a constant.
3 Second order estimate
Second order interior estimates for fully nonlinear elliptic PDEs as a rule require
much subtler techniques. Instead of working in a ball we shall assume and utilize
the existence of an upper barrier function w. Such a barrier was considered in
[TU], where w was taken as a solution to a homogeneous equation with suitable
boundary conditions.
Below we prove the following theorem which is an anlogue of Theorem 4.1
from [CW]:
Theorem 3.1. Let Ω be a bounded domain in Rn and the p-plurisubharmonic
function u ∈ C4(Ω) ∩ C2(Ω) solves the equation
Mp(u) = f(x, u),
where f ∈ C1,1(Ω × R) is given. Suppose that f ≥ f0 > 0, and that there is
a p-plurisubharmonic function w, satisfying w > u in Ω with equality on ∂Ω.
Then for any fixed δ > 0 there is a bound
(w − u)1+δ|D2u(x)| ≤ C, (3.1)
where C depends on n, p, f0, supΩ(|Du|+ |Dw|) and ||f ||C1,1 .
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Proof. As we mentioned beforehand we shall use the casewise approach of [CW].
In fact the only major difference is the usage of Lemma 1.22. We provide the
details for the sake of completeness.
Throughout the argument we shall work with a fixed δ > 0. Note that if
δ1 < δ2 and the result holds true for δ1 then it also easily holds for δ2. Hence
it suffices to prove the Theorem only for δ’s sufficiently small, say for δ ≤ 12 , so
that 1− δ − δ2 ≥ 14 .
Define the function
G : Ω× Sn ∋ (x, ξ)→ (w(x) − u(x))1+δϕ(1
2
|Du(x)|2)uξξ, (3.2)
where the function ϕ is given by
ϕ(t) := (
1
2S − t )
δ+δ2 , (3.3)
S being equal to supΩ|Du|2. Observe that ϕ is convex, uniformly bounded from
above an below and satisfies
ϕ′′
ϕ
=
1 + δ + δ2
δ + δ2
(
ϕ′
ϕ
)2. (3.4)
We assume that the maximum of G occurs at (x0, ξ0). Rotating the co-
ordinates if necessary we may assume that D2u is a diagonal matrix and the
direction ξ0 coincides with (1, 0, · · · , 0). Then in the new coordinates the func-
tion
Gˆ(x) := (w(x) − u(x))1+δϕ(1
2
|Du(x)|2)u11(x)
has a maximum at x0. Hence at x0 we compute
∀k ∈ {1, · · · , n} 0 = (Gˆ)k
Gˆ
= (1 + δ)
wk − uk
w − u +
ϕ′
ϕ
n∑
l=1
ulkul +
u11k
u11
(3.5)
and
0 ≥
n∑
k=1
M˜kkp
Gˆkk
Gˆ
=
n∑
k=1
M˜kkp (1 + δ)
[
wkk − ukk
w − u −
(wk − uk)2
(w − u)2
]
(3.6)
+
n∑
k=1
M˜kkp
[
(
ϕ′′
ϕ
− ϕ
′2
ϕ2
)u2kku
2
k +
ϕ′
ϕ
(u2kk +
n∑
l=1
ulkkul)
]
+
n∑
k=1
M˜kkp
[
u11kk
u11
− u
2
11k
u211
]
=: I + II + III.
Below we handle each of the terms I, II and III separately.
To begin with we recall that w is p-plurisubharmonic and hence∑n
k=1 M˜
kk
p wkk ≥ 0 while it follows from Lemma 1.9 and the diagonality of D2u
at x0 that
n∑
k=1
M˜kkp ukk = f˜
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with f˜ := f1/(
n
p). As a result
I ≥ − C1
w − u − (1 + δ)
n∑
k=1
M˜kkp
(wk − uk)2
(w − u)2 (3.7)
for a constant C1 dependent only on n, p, δ and supΩf˜ .
Next observe that by differentiating the equation
Mp(u)
1
(np) = M˜(u) = f(x, u)
1
(np) ,
together with the the diagonality of D2u at x0 and concavity of M˜p, we obtain
− C2(1 + u11) ≤ fˆ11 =
n∑
k=1
M˜kkp ukk11 +
∑
kl,rs
M˜kl,rsp ukl1urs1 (3.8)
=
n∑
k=1
M˜kkp ukk11 +
∑
l 6=k
M˜ lk,klp u
2
kl1 +
n∑
k,l=1
M˜kk,llp ukk1ull1
≤
n∑
k=1
M˜kkp ukk11 + 2
n∑
l=2
M˜1l,l1p u
2
11l,
where C2 depends on the C
1,1 norm of f (or equivalently of fˆ and f0) and the
gradient bound for u.
Assume now that for an ε > 0 chosen as in Proposition 1.22 we have
λn−p+1 ≥ ε λ1 = εu11.
Then using (3.8) we can bound III as follows
III ≥ −C2 1 + u11
u11
− 2
n∑
l=2
M˜1l,l1p
u211l
u11
−
n∑
k=1
M˜kkp
u211k
u211
(3.9)
≥ −2C2 −
n∑
k=1
M˜kkp
u211k
u211
.
Note that from (3.5) we have
u11k
u11
= −
[
(1 + δ)
wk − uk
w − u +
ϕ′
ϕ
ukkuk
]
(3.10)
and hence from the AM-GM inequality we obtain for a suitable constant Cδ > 0
the bound
III ≥ −C3 − 1
δ + δ2
n∑
k=1
M˜kkp (
ϕ′
ϕ
)2u2kku
2
k − Cδ
n∑
k=1
M˜kkp
(wk − uk)2
(w − u)2 .
Coupling thus the bounds for I and III we obtain
0 ≥ I + II + III ≥ − C1
w − u − C4
n∑
k=1
M˜kkp
1
(w − u)2
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+n∑
k=1
M˜kkp
[
(
ϕ′′
ϕ
− 1 + δ + δ
2
δ + δ2
ϕ′2
ϕ2
)u2kku
2
k +
ϕ′
ϕ
(u2kk +
n∑
l=1
ulkkul)
]
.
Recalling (3.4) we obtain
n∑
k=1
M˜kkp (
ϕ′′
ϕ
− 1 + δ + δ
2
δ + δ2
ϕ′2
ϕ2
)u2kku
2
k = 0,
while
n∑
k=1
M˜kkp
n∑
l=1
ulkkul =
n∑
l=1
(f˜)lul ≥ −C5
for a constant C5 dependent on f and the gradient bound of u.
Thus if M˜ denotes the sum
∑n
k=1 M˜
kk
p we obtain the inequality
0 ≥ −C6(1 + 1
w − u )−
C4
(w − u)2 M˜ +
ϕ′
ϕ
n∑
k=1
M˜kkp u
2
kk. (3.11)
At this place we use the assumption λn−p+1 ≥ ε λ1 to bound
ϕ′
ϕ
∑n
k=1 M˜
kk
p u
2
kk by
ϕ′
ϕ
M˜n−p+1n−p+1p u
2
n−p+1,n−p+1 ≥ C7M˜n−p+1n−p+1p u211.
Recall that Lemma 1.16 implies that M˜n−p+1n−p+1p ≥ θM˜ and thus
0 ≥ C8M˜u211 − C6(1 +
1
w − u )−
C4
(w − u)2 M˜.
As M˜ ≥ (n−1p−1) at x0, by Corollary 1.11 we obtain
(w − u)u11 ≤ C9 at x0
and hence (w − u)1+δu11 ≤ C10 everywhere by the maximality of Gˆ at x0.
Assume now that λn−p+1 ≤ ε λ1. Following [CW] (see also [W]) we shall
apply (3.5) to get rid of the third order term
u2
111
u2
11
appearing in III and use the
concavity of the equation together with Lemma 1.22 to get rid of the remaining
third order terms.
To this end recall that III reads
III =
n∑
k=1
M˜kkp
[
u11kk
u11
− u
2
11k
u211
]
≥ −C2 1 + u11
u11
−
n∑
l=2
M˜1l,l1p
u211l
u11
−
n∑
k=1
M˜kkp
u211k
u211
,
where we again used (3.9).
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Now we apply (3.5) for k = 1 and the equivalent equality
wk − uk
w − u = −
1
1 + δ
(
ϕ′
ϕ
n∑
l=1
ulkul +
u11k
u11
)
for each k ≥ 2 to obtain
− (u111
u11
)2 ≥ − 1
δ(1 + δ)
(
ϕ′
ϕ
)2u211u
2
1 − (
1
1 − δ − δ2 )(1 + δ)
2(
w1 − u1
w − u )
2 (3.12)
≥ − 1
δ(1 + δ)
(
ϕ′
ϕ
)2u211u
2
1 − 4(1 + δ)2(
w1 − u1
w − u )
2
and
∀k ≥ 2 − (wk − uk
w − u )
2 ≥ − 1
1 + δ
(
u11k
u11
)2 − 1
δ(1 + δ)
(
ϕ′
ϕ
)2u2kku
2
k. (3.13)
These two inequalities coupled with the expression for III yield
0 ≥
n∑
k=1
M˜kkp (1 + δ)
[
wkk − ukk
w − u −
(wk − uk)2
(w − u)2
]
(3.14)
+
n∑
k=1
M˜kkp
[
(
ϕ′′
ϕ
− ϕ
′2
ϕ2
)u2kku
2
k +
ϕ′
ϕ
(u2kk +
n∑
l=1
(ulkkul)
]
+
n∑
k=1
M˜kkp
[
u11kk
u11
− u
2
11k
u211
]
≥ (1 + δ) f˜
w − u − (1 + δ)(5 + 4δ)M˜
11
p (
w1 − u1
w − u )
2
+M˜kkp
[
ϕ′′
ϕ
− (1 + 1
δ(1 + δ)
)
ϕ′2
ϕ2
)u2kku
2
k
]
+
ϕ′
ϕ
[
n∑
k=1
M˜kkp u
2
kk +
n∑
l=1
ul(f˜)l
]
−2C2 +
n∑
k=2
[
−2M˜1k,k1p
u211k
u11
− δ + 2
δ + 1
M˜kkp
u211k
u211
]
.
Observe that Proposition 1.22 implies that the last term is non negative,
while the by the choice of ϕ (see (3.4)) the third term is zero.
Thus
0 ≥ −C11(1 + 1
w − u)− C12M˜
11
p (
1
w − u )
2 +
ϕ′
ϕ
M˜11p u
2
11. (3.15)
Note that if ϕ
′
2ϕu
2
11 ≤ C12(w−u)2 at x0, then (w− u)u11 is under control and the
proof is finished. Hence we may assume that the reverse inequality holds which
coupled with (3.15) and Proposition 1.21 yields
0 ≥ −C11(1 + 1
w − u) + C13M˜
11
p u
2
11 ≥ −C11(1 +
1
w − u) + C14u11,
which finally yields the claim in this case.
22
4 Liouville theorem
In this final section we prove the following result:
Theorem 4.1. Let u- be a p-plurisubharmonic C4 smooth function in Rn. As-
sume that for some positive constants C1, C2, C3 and C4 we have the bound
C1|x|2 − C2 ≤ u(x) ≤ C3|x|2 + C4.
If
Mp(u) = const > 0,
then u is a quadratic polynomial.
Proof. We follow the argument from [HSX] which exploits the interior C2 es-
timate and a global C1 estimate. In our argument the upper bound for u is
utilized to derive the necessary C1 estimate.
Adding a constant if necessary we may assume that u(0) = 0. We fix a
sufficiently large radius R > max{1,√4C4}. Consider the function
vR(y) :=
u(Ry)−R2
R2
.
It is straightforward to check that the function vR is p-plurisubharmonic in
the rescaled y-variables and satisfies
Mp(vR(y)) =Mp(u(Ry)) = const > 0. (4.1)
Consider ΩR- the domain defined as the connected component of
{y ∈ Rn| vR(y) < 0}
that contains the origin.
Note that
ΩR ⊂ {y ∈ Rn| C1R2|y|2 − C2 < R2} ⊂ {y ∈ Rn| |y|2 ≤ C2 + 1
C1
},
hence ΩR is bounded.
By definition vR < 0 on ΩR and via the standard maximum principle for
Hessian type equations (see [CNS]) comparison with C|y|2 for some C large
enough, dependent only on n and p, yields and uniform lower bound for v on
ΩR.
Fix a point y0 ∈ ΩR and let y be in B1(y0). Then, using the upper bound
on u we get
vR(y) =
u(R(y0 + y − y0))− R2
R2
≤ 2C3R
2|y0|2 + 2C3R2|y − y0|2 + C4 −R2
R2
≤ 2C3|y0|2 + 2C3 + C4 − 1,
while at the same time
vR(y) ≥
C1
2 R
2|y0|2 − C1R2|y − y0|2 − C2 −R2
R2
≥ C1 − C2 − 1.
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As a result vR is uniformly bounded in the ball B1(y0) and hence by Theorem
2.1
|DvR(y0)| ≤ C (4.2)
for every point y0 ∈ ΩR and a constant C independent on y0.
With this global C1 bound in hand the proof repeats the argument form
[HSX]. We include it for the sake of completeness.
The uniform bound (4.2) and Theorem 3.1 result in
(−vR(y))2|D2vR(y)| ≤ C
in ΩR. Hence on
Ω′R := {y ∈ ΩR| vR ≤ −
1
2
} = {y ∈ ΩR| u(Ry) ≤ 1
2
R2}
the Hessian of vR is uniformly bounded. But D
2vR(y) = (D
2u)(Ry) and hence
u has a bounded Hessian on
{x ∈ Rn| u(x) ≤ 1
2
R2} ⊃ {x ∈ Rn| C3|x|2 + C4 < 1
2
R2} ⊃ {|x| ≤ R
2
√
C3
}.
Finally Evans-Krylov theory (see [GT]) implies that for some α ∈ (0, 1)
|D2u|Cα(B R
4
√
C3
(0)) ≤
supB R
2
√
C3
(0)|D2u|
Rα
→ 0+
as R→∞. This implies that u has to be a quadratic polynomial.
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