Abstract. We consider the ergodic properties of the Bolyai-R enyi expansion for real numbers introduced in Bol], Ren]. We compute the entropy of the absolutely continuous invariant probability measure of the associated dynamical system, resolving a conjecture of Bosma, Dajani and Kraaikamp BDK]. We also compute the frequencies with which the various digits occur in the expansions of Lebesgue almost every number. Finally, we calculate the rate of decay of correlations with respect to .
Introduction
In his in uential 1957 paper Ren], R enyi considered the representation of real numbers x 2 0; 1] in terms of various \f-expansions" of the form x = f (a 1 + f (a 2 + f (a 3 + : : :))) = lim n!1 f (a 1 + f (a 2 + : : : f (a n ) : : : )) for certain integer digits a i 0. For example, the function f(x) = 1=x gives the familiar continued fraction expansion x = 1 a 1 + 1 a 2 + 1 a 3 + :
The choice f(x) = x= , for > 1 gives the -expansion of a number, which is a natural generalisation of its decimal expansion. R enyi also considered the choice f(x) = p 1 + x ? 1, leading to the expansion This expansion had been originally introduced by Bolyai in 1832 (see the 1897 volume Bol]) to approximate roots of certain equations. It has also recently been considered by Bosma, Dajani & Kraaikamp BDK] .
We would like to thank Cor Kraaikamp for suggesting this problem to us.
Typeset by A M S-T E X
The Bolyai-R enyi expansion of a number x is given (see section 2 for details) by iterating the following map T of the unit interval, T(x) = 8 > < > : and the statistical properties of these expansions are given by the ergodic properties of T. The study of these ergodic properties has been hindered by the fact that there is no known formula for the absolutely continuous T-invariant probability measure . The purpose of this note is to provide very accurate approximate ergodic properties of the Bolyai-R enyi expansion with respect to . Firstly, we compute the corresponding metric entropy h( ), which is also equal to the Lyapunov exponent of . The entropy re ects the average \quality" of the expansion (see Proposition 1 and Corollary 2). We derive (Theorem 1) the estimate h( ) = 1:05631307402, and prove that this is within 0.000049 of the true entropy. We also give an empirical estimate h( ) = 1:056313074. By an empirical estimate we mean that we are con dent this value is correct up to the accuracy given, and that this is strongly supported by numerical evidence (see below for more details of our criterion).
Secondly, we compute the frequencies of the digits 0, 1 and 2 occurring in almost every expansion. In Theorem 2 we prove that Thirdly, it is well known that the correlation function c n (f; g) = R f T n g d ? R f d R g d of two analytic functions f; g converges to zero at some exponential rate O( n ), 0 < < 1, which can be chosen independent of f; g. We estimate empirically (Theorem 3) this rate of decay of correlations to be = 0:40582.
In our calculations we exploit the analyticity of T, and combine this with some ideas from thermodynamic formalism. To compute the entropy we use the RohlinPesin formula h( ) = R log jT 0 jd . By computing the periodic points of T we derive an expression for h( ) as the ratio of two rapidly converging series expansions. The approximations to h( ) are given by working with the corresponding order-n truncated series. We obtain our empirical estimate by choosing n as large as is computationally feasible, then computing both the order-n and the order-(n ? 1) truncations. We then compare these estimates, and retain those digits which agree. The (non-rigorous) justi cation for this is an empirical observation of the rapid convergence rate (see Table 1 ). To obtain our rigorous estimate, we combine an exact calculation of the rst 12 terms in each series, with a rigorous estimate on the tail of the series from the 13 th term onwards. To obtain this tail estimate we give explicit bounds on the rate of decay of terms in the series expansions. The computation of digit frequencies is similar, though here we integrate characteristic functions rather than log jT 0 j.
It is well known that the rate of correlation decay is by the second largest eigenvalue of the Perron-Frobenius operator L (de ned in section 3). When L acts on a suitable analytic function space, its eigenvalues are given by the reciprocals of the zeros z of its Fredholm determinant. This determinant is an entire function, so by computing the zeros of its polynomial truncations we obtain rapid approximations to the true rate of correlation decay.
The article is organised as follows. In Section 2 we recall some familiar properties of f-expansions, and discuss a few examples. In Section 3 we specialise to the Bolyai-R enyi map, considering its extension to certain discs in the complex plane, and introducing a family of transfer operators. In Section 4 we show that these operators are nuclear, and obtain explicit bounds on the coe cients in the power series expansions of their Fredholm determinants. Sections 5, 6 and 7 are devoted, respectively, to the proofs of the results on the entropy, digit frequencies, and rate of correlation decay.
f-expansions
To each of the f-expansions described in the introduction, we can associate an expanding map T of the unit interval I, de ned by T(x) = ff ?1 (x)g, where f g denotes the fractional part. ?n fz:z<T n (1)g (x) gives an exact formula for the (non-normalised) invariant density of (see Pa]). The entropy is simply log , by the Rohlin-Pesin formula Ro], Pe].
The symbolic dynamics of the Bolyai-R enyi map T(x) = f(x+1) 2 ?1g is particularly simple, a full shift on a three letter alphabet. However, despite the existence of an absolutely continuous invariant measure , an exact formula for its density function is not known. Consequently, other statistical information such as the frequency of digits, the metric entropy, the rate of correlation decay, etc. are also unknown.
In the Bolyai-R enyi case, T is an expanding Markov map with respect to the partition consisting of intervals I 0 = 0; The corresponding inverse branches T j : I ! I j are given by T j (x) = p j + 1 + x ? 1: Given x 2 0; 1], the sequence of digits a n = a n (x) is generated by setting r 0 = x, then de ning recursively r n+1 = f(1 + r n ) 2 ? 1g a n+1 = (1 + r n ) 2 ? 1]: Equivalently, for x 2 0; 1], we have r n = T n x, and a n is such that T n?1 x 2 I a n .
The sequence of digits is unique unless some iterate of x lies on the endpoint of a piece of the Markov partition. The set of such points is countable, and in particular of zero Lebesgue measure, so we freely ignore them in the sequel.
Preliminaries
Our analysis will involve the periodic points of the Bolyai-R enyi map T. For a given string j = j 1 : : : j n 2 f0; 1; 2g n of length jjj = n, we de ne the contraction T j to be the composition T j 1 : : : T j n . The algebraic number x j , de ned as the xed point of T j , is a period-n point under T, and all period-n points arise in this way. (3:1)
We will be interested in integrating various analytic functions g with respect to the measure . For example, the choice g(x) = log jT 0 (x)j = log(2x+2) (see Section
5) gives the entropy h( ).
Given any function g 2 A 1 (D), for all t 2 C we also have e tg T j 2 A 1 (D), for each j = 0; 1; 2, so de ne transfer operators L g;t on A 1 (D) by L g;t w(z) = That is,
So the operator L g;t improves the regularity of functions it operates on: if w is merely analytic on D, then its image L g;t w is analytic on the larger disc D 0 .
We will exploit this in the proof of Proposition 3, where a circle of integration will be pushed arbitrarily close to the boundary of D 0 . A key quantity will be the ratio = 1 3 ? p Remark. Our disc D was chosen so as to minimise the contraction ratio .
Although the density function % := d =d for absolutely continuous invariant measure is not explicitly known, we have the following result.
Proposition 2. The density function % = d =d is real analytic on the interval 0; 1]. Moreover, it has a holomorophic extension to the cut plane C n (?1; ?1].
Proof. The fact that T is piecewise expanding, piecewise onto and piecewise analytic (all with respect to our Markov partition) means that % is itself real analytic. This follows immediately from the well-known fact that % is the xed point of the Perron- T n j B(R; ") lies inside the domain D, thus the compositions % T n j are holomorphic on B(R; "), for j = 0; 1; 2. Therefore % = L n % is also holomorphic on B(R; "). Letting R ! 1 and " ! 0 gives the result.
Fredholm determinants and nuclear operators
Letting g n (x) = g(x)+g(Tx)+: : :g(T n?1 x), we de ne the following two-variable function F = F g in terms of our function g and the periodic points of T, in (4.1) are precisely the traces of the n th iterate of our nuclear operator L g;t , which means that F(z; t) is in fact the Fredholm determinant of L g;t (see Gr]), and in particular is an entire function of both z 2 C and t 2 C .
Consequently there is an alternative form for F(z; t) as the power series (1 ? ) : : :(1 ? n ) :
Combining these gives the estimate jC n (t)j n!(K 1 jjL g;t jj 1 ) n n(n+1)=2 (1 ? ) : : :(1 ? n ) : >From this we deduce the same decay rate O( n(n+1)=2 ) for the power series coe cients of the partial derivatives D 1 F and D 2 F (see sections 5 and 6 for explicit estimates of these coe cients).
By Lemma 1 we can de ne S n (g) as the ratio of the degree-n polynomial truncations of D 1 F and D 2 F (evaluated at z = 1, t = 0).
Finally, we can use the series expansion of the exponential function in (4:1) to obtain an alternative form of the power series expansion for F, where this time the coe cients C n (t) are in terms of the periodic points of T. Namely Thus the S n (g) are also computable from the periodic points up to period n, as claimed.
Entropy
In this section we compute the entropy of the absolutely continuous invariant measure . To do this we x our choice of analytic function g to be g(x) = log(2 + 2x), since this is the analytic extension of log jT 0 (x)j. By the Rohlin-Pesin To estimate the accuracy of this approximation we introduce the error terms " i := jD i F(1; 0) ? c i j, for i = 1; 2. First we estimate " 1 . To do this we will bound the norm jjL g;t jj 1 appearing in (4.2), for the case t = 0. That is, we will bound the norm jjLjj 1 of the Perron- (1 ? ) : : :(1 ? n ) =0:000003069968817797755 : : : Now we make the more delicate estimate of the error " 2 . This will involve estimating jjL g;t jj 1 , for general t 2 C . Since our function is g(x) = log(2 + 2x), using ( 3.2) for all > 0, and it remains to make a suitable choice of to obtain the optimal upper bound on " 2 . Choosing = 0:13067773 (this gives the optimal estimate, given that we are using order-12 truncations) we can compute numerically that jc 2 j" 1 + jc 1 j" 2 jc 1 j(jc 1 j ? " 1 ) 0:000048995404599954 : : : ; so our order-12 approximation is indeed within 0.000049 of the true entropy.
To establish the empirical estimate, we compute the order-11 approximation (see Table 1 ) to the entropy as 1.056313074656433934604373. Table 1 . Successive approximations to the entropy h( ) using periodic points up to period n Comparing this with the order-12 approximation, and observing (see Table 1 ) the speed of convergence, we obtain the empirical estimate h( ) = 1:056313074.
Remark. In BDK] it was conjectured (Conjecture 6.1) that h( ) 1:0545. These authors use a statistical approach based on the use of the Shannon-McMillanBreiman theorem, which is very di erent in nature from our approach. Proof. By Theorem 1, the true entropy h( ) is at most 1.05636207, so by part (2) of Proposition 1 we see that the exponential contraction rate of jx ? x N j is at least O(0:3477185 N ), for almost every x.
Frequency of digits
By part (1) of Proposition 1, the frequencies with which the digits 0, 1, 2 appear in the Bolyai-R enyi expansion are well-de ned (for Lebesgue almost every point), and given by integrating the characteristic functions I i , i = 0; 1; 2, with respect to the invariant measure . In this section we will accurately compute these frequencies.
Our method involves a slight modi cation of the one used to compute the entropy. The empirical estimate for each freq(j) is given by comparing the 11 th and 12 th order approximations in Tables 2, 3 Table 4 . Successive approximations to freq(2) using periodic points up to period n Corollary 3. For almost every x 2 I, with digit sequence a 1 ; a 2 ; : : :, the asymptotic arithmetic mean is by the empirical results of Theorem 2. The rigorous error bound is given by summing the three error bounds in Theorem 2.
Rate of Correlation Decay
In this nal section we compute empirically the rate of correlation decay of analytic functions (observables) for the Bolyai-R enyi dynamical system (T; ).
For analytic functions f; g, de ne the n th correlation function see Gr]. In particular, the second smallest zero n of the polynomial truncation P n m=1 C m (0)z m converges to the rate of correlation decay .
The n are listed in Table 5 , and comparing 11 and 12 gives the following theorem.
Theorem 3. The rate of mixing of the Bolyai-R enyi expansion, with respect to the absolutely continuous invariant measure , is given empirically as 0.40582. Table 5 . Successive approximations to the rate of correlation decay
