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Résumé
En Recherche d’Information (RI), les documents sont classiquement indexés en fonction
de leur contenu, qu’il soit textuel ou multimédia. Les moteurs de recherche s’appuyant sur
ces index sont aujourd’hui des outils performants, répandus et indispensables. Ils visent
à fournir des réponses pertinentes selon le besoin de l’utilisateur, sous forme de textes,
images, sons, vidéos, etc.
Nos travaux de thèse s’inscrivent dans le contexte des documents de type image. Plus pré-
cisément, nous nous sommes intéressés aux systèmes d’annotation automatique d’images
qui permettent d’associer automatiquement des mots-clés à des images afin de pouvoir
ensuite les rechercher par requête textuelle. Ce type d’annotation cherche à combler les la-
cunes des approches d’annotation manuelle et semi-automatique. Celles-ci ne sont plus
envisageables dans le contexte actuel qui permet à chacun de prendre de nombreuses
photos à faible coût (en lien avec la démocratisation des appareils photo numériques et
l’intégration de capteurs numériques dans les téléphones mobiles).
Parmi les différents types de collections d’images existantes (par exemple, médicales,
satellitaires) dans le cadre de cette thèse nous nous sommes intéressés aux collections
d’images de type paysage (c.-à-d. des images qui illustrent des points d’intérêt touris-
tiques) pour lesquelles nous avons identifié des défis, tels que l’identification des nou-
veaux descripteurs pour les décrire et de nouveaux modèles pour fusionner ces derniers,
l’identification des sources d’information pertinentes et le passage à l’échelle.
Nos contributions portent sur trois principaux volets. En premier lieu, nous nous sommes
attachés à exploiter différents descripteurs qui peuvent influencer la description des
images de type paysage : le descripteur de spatialisation (caractérisé par la latitude et
la longitude des images), le descripteur de temporalité (caractérisé par la date et l’heure
de la prise de vue) et le descripteur de thématique (caractérisé par les tags issus des plate-
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formes de partage d’images). Ensuite, nous avons proposé des approches pour modéliser
ces descripteurs au regard de statistiques de tags liées à leur fréquence et rareté et sur des
similarités spatiale et temporelle.
Deuxièmement, nous avons proposé un nouveau processus d’annotation d’images qui
vise à identifier les mots-clés qui décrivent le mieux les images-requêtes données en
entrée d’un système d’annotation par un utilisateur. Pour ce faire, pour chaque image-
requête nous avons mis en œuvre des filtres spatial, temporel et spatio-temporel afin
d’identifier les images similaires ainsi que leurs tags associés. Ensuite, nous avons fédéré
les différents descripteurs dans un modèle probabiliste afin de déterminer les termes qui
décrivent le mieux chaque image-requête.
Enfin, le fait que les contributions présentées ci-dessus s’appuient uniquement sur des
informations issues des plateformes de partage d’images (c.-à-d. des informations subjec-
tives) a suscité la question suivante : les informations issues du Web peuvent-elles fournir
des termes objectifs pour enrichir les descriptions initiales des images ? À cet effet, nous
avons proposé une approche basée sur les techniques d’expansion de requêtes du do-
maine de la RI. Elle porte essentiellement sur l’étude de l’impact des différents algorithmes
d’expansion, ainsi que sur l’agrégation des résultats fournis par le meilleur algorithme et
les résultats fournis par le processus d’annotation d’images.
Vu qu’il n’existe pas de cadre d’évaluation standard d’annotation automatique d’images,
plus particulièrement adapté aux collections d’images de type paysage, nous avons pro-
posé des cadres d’évaluation appropriés afin de valider nos contributions. En particulier,
les différentes approches proposées sont évaluées au regard de la modélisation des des-
cripteur de spatialisation, de temporalité et de thématique. De plus, nous avons va-
lidé le processus d’annotation d’images, et nous avons montré qu’il surpasse en qualité
deux approches d’annotation d’images de la littérature. Nous avons comparé également
l’approche d’enrichissement avec le processus d’annotation d’image pour souligner son
efficacité et l’apport des informations issues du Web.
Ces expérimentations ont nécessité le prototypage du logiciel AnnoTaGT, qui offre aux uti-
lisateurs un cadre technique pour l’annotation automatique d’images.
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Abstract
The documents processed by Information Retrieval (IR) systems are typically indexed ac-
cording to their contents: Text or multimedia. Search engines based on these indexes aim
to provide relevant answers to users’ needs in the form of texts, images, sounds, videos,
and so on.
Our work is related to “image” documents. We are specifically interested in automatic im-
age annotation systems that automatically associate keywords to images. Keywords are
subsequently used for search purposes via textual queries. The automatic image annota-
tion task intends to overcome the issues of manual and semi-automatic annotation tasks,
as they are no longer feasible in nowadays’ context (i.e., the development of digital tech-
nologies and the advent of devices, such as smartphones, allowing anyone to take images
with a minimal cost).
Among the different types of existing image collections (e.g., medical, satellite) in our work
we are interested in landscape image collections for which we identified the following
challenges: What are the most discriminant features for this type of images? How to model
and how to merge these features? What are the sources of information that should be con-
sidered? How to manage scalability issues?
The proposed contribution is threefold. First, we use different factors that influence the
description of landscape images: The spatial factor (i.e., latitude and longitude of images),
the temporal factor (i.e., the time when the images were taken), and the thematic factor
(i.e., tags crowdsourced and contributed to image sharing platforms). We propose various
techniques to model these factors based on tag frequency, as well as spatial and temporal
similarities. The choice of these factors is based on the following assumptions:
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– A tag is all the more relevant for a query-image as it is associated with images located
in its close geographical area ;
– A tag is all the more relevant for a query-image as it is associated with images cap-
tured close in time to it ;
– A tag is all the more relevant for a query-image as it is used by several users (crowd-
sourcing concept).
Second, we introduce a new image annotation process that recommends the terms that
best describe a given query-image provided by a user. For each query-image we rely on
spatial, temporal, and spatio-temporal filters to identify similar images along with their
tags. Then, the different factors are merged through a probabilistic model to boost the
terms best describing each query-image.
Third, the contributions presented above are only based on information extracted from
image photo sharing platforms (i.e., subjective information). This raised the following re-
search question: Can the information extracted from the Web provide objective terms use-
ful to enrich the initial description of images? We tackle this question by introducing an
approach relying on query expansion techniques developed in IR.
As there is no standard evaluation protocol for the automatic image annotation task tai-
lored to landscape images, we designed various evaluation protocols to validate our con-
tributions. We first evaluated the approaches defined to model the spatial, temporal,
and thematic factors. Then, we validated the annotation image process and we showed
that it yields significant improvement over two state-of-the-art baselines. Finally, we as-
sessed the effectiveness of tag expansion through Web sources and showed its contribu-
tion to the image annotation process.
These experiments are complemented by the image annotation prototype AnnoTaGT,
which provides users with an operational framework for automatic image annotation.
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À l’origine, le domaine de la Recherche d’Information (RI) traitait des documents
composés uniquement de texte. Au fil du temps, et notamment avec le développement
du Web, des dispositifs informatiques et des nouvelles technologies, le contenu des do-
cuments a changé. La notion de document recouvre désormais tout type de contenu :
image, texte, page Web, vidéo, son, etc. Les travaux présentés dans ce mémoire se situent
dans le cadre de la Recherche Multimédia, plus précisément dans le cadre de la recherche
d’images.
Depuis l’antiquité quand le philosophe chinois Confucius disait « une image vaut
mille mots » (500 av. J.-C.) jusqu’à nos jours les images ont connu une évolution significa-
tive sur plusieurs plans : leur représentation (par exemple, dessins, tableaux, images nu-
mériques, etc.), leur stockage (par exemple, pellicule photo, ordinateur, tablette, etc.), leur
croissance exponentielle, etc. Par conséquent, des approches et techniques qui portent
sur leur organisation, leur stockage et leur recherche ont été envisagées. Dans la littéra-
ture, ces approches se répartissent en deux grandes catégories : la Recherche d’images par
le contenu et la Recherche d’images par mots-clés.
– la Recherche d’images par le contenu est basée sur les caractéristiques visuelles des
images (par exemple, forme, couleur, texture). Ce type de recherche a une limite ma-
jeure connue dans la littérature sous le nom de fossé sémantique, qui fait référence
à l’écart constaté entre les descripteurs visuels d’images et l’interprétation des utili-
sateurs pour ces mêmes images (Smeulders et al., 2000). De plus, le type de requêtes
supportées par les systèmes de recherche d’image par le contenu (c.-à-d. image-
exemple ou croquis) suscite une autre limite. Cette limite fait référence aux efforts
déployés par les utilisateurs pour exprimer leurs besoins. Par exemple, dans le cas




– Le fait que les utilisateurs préfèrent exprimer leurs besoins sous forme textuelle
(Zhang et al., 2005) a motivé les chercheurs à proposer des approches de recherche
d’images par mots-clés. De telles approches prennent en entrée une requête tex-
tuelle (c.-à-d. quelques mots) et restituent des images potentiellement pertinentes
pour cette requête. Cette technique est, par exemple, employée par le système de re-
cherche d’images Google Images 2. Afin de satisfaire une telle recherche, les images
doivent être indexées par des descripteurs textuels. Le processus d’association des
descripteurs textuels (c.-à-d. termes, tags, étiquettes, annotations) aux images est
appelé processus d’annotation.
L’état de l’art du domaine de l’annotation d’images présente trois approches d’annota-
tion : manuelle, automatique et semi-automatique. L’intervention des individus dans les
processus d’annotation manuelle et semi-automatique présente deux limites relatives à la
subjectivité des annotateurs et à la volumétrie que l’on peut effectivement traiter manuel-
lement. En effet, concernant particulièrement la seconde limite, dans le contexte actuel de
démocratisation des appareils photo numériques et d’intégration de capteurs numériques
dans les téléphones mobiles — selon Economist (2010), il y en aurait actuellement plus de
4,6 milliards — chacun peut prendre de nombreuses photos à faible coût. Par conséquent,
nos disques durs regorgent de photos numériques, que nous pouvons également parta-
ger sur des plateformes de partage des photos telles que flickr.com ou panoramio.com.
À titre d’exemple, nous illustrons dans la Figure 1 l’exposition de l’artiste Erik Kessels qui
montre le nombre astronomique d’images mises en ligne en 24 heures sur la plateforme
de partage d’images flickr.com. Donc, il n’est pas imaginable de gérer, organiser ou re-
trouver toutes ces photos en n’employant que des approches d’annotation manuelle ou
semi-automatique. Par conséquent, des approches d’annotation automatique d’images,
dans lesquelles les utilisateurs ne sont pas impliqués, ont émergé et sont désormais indis-
pensables.
Le processus d’annotation automatique peut être appliqué à diverses collections
d’images dans tous les secteurs d’activité : médical, satellitaire, biométrique, collections
personnelles, tourisme, cartographie, collections d’archives culturelles. . . Pour obtenir
des résultats de bonne qualité avec cette approche, il faut bien choisir les caractéristiques
d’images qui devraient être considérées pour chaque secteur d’activité. Par exemple, pour
les images satellitaires, les caractéristiques visuelles sont prépondérantes (Luo et al., 2012),
alors que pour les images qui illustrent des points d’intérêt touristiques, ce sont plutôt les
caractéristiques spatiales et visuelles qui sont incontournables (Sergieh et al., 2012).
Dans le cadre de ce mémoire, nous nous sommes intéressés surtout à l’annotation au-




Figure 1 – L’installation d’Erik Kessels au Foam Photography Museum
à Amsterdam, Pays-Bas. Photo prise par Gijs van den Berg (source de
l’image : goo.gl/iPyCO4).
points d’intérêt touristiques) que les personnes prennent pendant leurs voyages. Contrai-
rement aux images d’objets ou de personnes, ces images montrent des bâtiments, des mo-
numents, des paysages naturels, etc.
Problématiques
Dans la littérature, on distingue deux approches d’annotation automatique : l’anno-
tation automatique d’images basée sur le contenu et l’annotation automatique d’images
basée sur leur contexte (Wu et al., 2005). La première fait référence aux caractéristiques
locales et globales des images (par exemple, descripteur SIFT, couleur, forme. . . ), tandis
que la deuxième fait référence aux caractéristiques internes (par exemple, localisation,
date et heure. . . ) et externes des images (par exemple, texte qui entoure l’image, profil
des utilisateurs. . . ). Une description détaillée de ses caractéristiques est fournie en sec-
tion I.2.2.
Bien que produisant des termes d’annotation de bonne qualité, l’annotation automa-
tique d’images basée sur le contenu requiert l’existence d’une base de données d’images
déjà annotées afin de pouvoir propager à une image-requête des informations textuelles
provenant d’images similaires. En outre, cette base doit être suffisamment volumineuse
pour assurer la généralisation : pour toute image-requête des images similaires peuvent
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être retrouvées. Torralba et al. (2008) ont montré que pour une grande base de données
(80 millions images utilisées dans leurs expériences) on peut trouver des images perti-
nentes dans le « voisinage visuel » d’une image-requête. La croissance du nombre d’images
étiquetées sur le Web peut aider à constituer une base de données suffisamment volumi-
neuse. Cependant le volume des images sur le Web rend l’annotation en temps réel difficile
voire impossible. En effet, le passage à l’échelle est difficile au regard des coûts élevés en-
gendrés par le calcul des descripteurs visuels (Kimura et al., 2011). Pour surpasser toutes
ces limites, des travaux récents prennent davantage en compte des informations qui font
référence au contexte des images.
En effet, afin de décrire automatiquement (annoter) une image fournie par un individu
(nous l’appelons image-requête dans ce mémoire) avec des termes judicieux, ces travaux
récents se basent en général sur un processus qui se déroule en deux étapes :
– la première étape fait référence à un processus de génération d’annotations candi-
dates. Il consiste à identifier pour une image-requête l’ensemble d’images similaires
déjà annotées disponibles par exemple sur les plateformes de partage d’images.
Ainsi, en propageant les annotations de ces images similaires, une liste d’annota-
tions candidates est constituée pour une image-requête considérée. Les techniques
de sélection d’images similaires proposées dans la littérature sont généralement ba-
sées sur des caractéristiques de bas niveau (Barai et Cardenas, 2010), sur des carac-
téristiques externes (Silva et Martins, 2011), ou encore sur l’exploitation de plusieurs
caractéristiques à la fois (par ex. celles de spatialisation et de bas niveau (Moxley
et al., 2008; Sergieh et al., 2012)) ;
– la deuxième étape fait référence à un processus d’affinage d’annotations candidates.
En effet, l’étape précédente peut conduire à la sélection de plusieurs annotations
potentiellement pertinentes pour l’image-requête. Le but de cette étape est alors
d’attribuer des scores aux annotations candidates issues de la première étape afin
d’identifier celles qui décrivent le mieux l’image-requête considérée. Au fil du temps,
plusieurs approches de classement des tags ont été proposées dans la littérature.
Elles dépendent notamment de facteurs liés aux caractéristiques des images exploi-
tées de façon individuelle ou conjointement. Ces dernières sont basées générale-
ment sur : un modèle probabiliste (Weinberger et al., 2008; Sergieh et al., 2012),
des méthodes de classement supervisées et non-supervisées (Silva et Martins, 2011)
ou encore la combinaison linéaire des diverses caractéristiques (Moxley et al., 2008;
Wang et Li, 2009). Un état de l’art est présenté en section I.3.3.
Les limites que nous identifions dans ces travaux sont multiples, elles affectent les deux
étapes que nous avons évoquées :
– premièrement, une caractéristique importante du processus de génération d’an-
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notation candidates a été omise : la caractéristique de temporalité. À notre
connaissance l’utilisation conjointe de cette caractéristique avec d’autres caractéris-
tiques n’a par ailleurs pas été explorée dans le processus d’identification des images
similaires. Pourtant, nous faisons l’hypothèse qu’une telle démarche diminue le coût
de ce processus et améliore son efficacité en limitant le nombre d’images considé-
rées similaires.
Par exemple, considérons le cas d’une image-requête prise lors d’un concert d’or-
chestre au Trafalgar Square de Londres, le 12 mai 2012. Dans le cas où seule la ca-
ractéristique de spatialisation est considérée des tags tels que : Trojan Marching, The
Spirit of Troy. . . peuvent être recommandés. Ceci est dû au fait que le 20 mai 2012 le
groupe Trojan Marching a joué à Trafalgar Square de Londres. Lorsque, en complé-
ment de la spatialisation, la caractéristique de temporalité est considérée, les images
prises le 20 mai 2012 sont éliminées de l’ensemble des images similaires, permettant
ainsi d’éliminer des tags non pertinents. Ainsi, les tags relatifs à l’événement du 20
mai 2012 ne seront plus parmi les tags candidats de l’image-requête prise le 12 mai
2012.
– deuxièmement, par rapport au processus d’affinage des tags candidats, nous consta-
tons que les proximités spatiales et temporelles entre les images ne sont pas prises
en compte dans les travaux de l’état de l’art. Ceci peut amener à l’omission de cer-
tains tags pertinents pour décrire l’image-requête lorsqu’ils n’apparaissent pas en
tête de liste. Par exemple, considérons le cas de l’image-requête prise à Trafalgar
Square le 12 mai 2012. En utilisant les proximités spatiales et temporelles entre les
images, une liste de tags sera produite. Cette liste peut contenir les tags suivants,
ordonnés par score de pertinence décroissant : orchestre, symphonie, concert,
BMW, Trafalgar Square . . . Notons l’importance des proximités spatiale et tempo-
relle lors de classement des tags candidats : la même image-requête sans la prise
en compte de ces proximités aurait été associée avec une liste de tags classés bien
différemment, London, UK. . . , Trafalgar Square, concert. . .
Enfin, nous n’avons pas identifié de travaux visant à étendre la liste des tags candi-
dats par d’autres termes provenant de sources d’information autres que les plate-
formes de partages d’images, par exemple des pages Wikipédia, des pages Web, etc.
Pourtant, nous faisons l’hypothèse qu’une telle approche enrichit la description ini-
tiale des images-requête avec des termes complémentaires aux seuls tags.
Dans le cadre de cette thèse, nous nous efforçons de répondre à toutes ces limites et
d’améliorer l’annotation automatique pour des images qui illustrent des points d’intérêt
touristiques.
Dans nos propositions, nous ne considérons pas la caractéristique visuelle parce
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qu’elle n’apporte pas d’amélioration significative pour les images qui illustrent des points
d’intérêt touristiques, comme démontré dans les travaux de Silva et Martins (2011). C’est
pourquoi nous nous sommes focalisés sur les caractéristiques contextuelles des images
seulement.
Contributions
Comme mentionné précédemment, notre objectif dans le cadre de ce mémoire est
d’annoter automatiquement des images de type paysage avec des mots-clés. Pour ce faire,
nos contributions portent sur quatre volets :
1. Identification et modélisation des caractéristiques des images.
Nous avons examiné plusieurs caractéristiques d’images qui pourraient influencer les
performances de l’annotation automatique d’images de paysages. En se basant sur la
théorie de l’intelligence collective de Surowiecki (2004) et sur le fait que la descrip-
tion d’une image-requête est dépendante du temps et de sa localisation, nous avons
conclu que les caractéristiques de spatialisation, de thématique et de temporalité
sont les plus discriminantes pour le type d’image traité dans le cadre de cette thèse.
Pour chacune de ces caractéristiques, nous présentons nos motivations et hypothèses
et nous proposons de nouvelles techniques pour leur modélisation.
2. Annotation sémantique d’images.
Sur la base des caractéristiques identifiées et sur la base de techniques de modéli-
sation proposées, nous présentons un processus d’annotation sémantique d’images
comprenant deux étapes. Premièrement, nous proposons de sélectionner des images
similaires à une image-requête (à annoter) en fonction de trois filtres : spatial,
temporel et spatio-temporel. Deuxièmement, afin d’identifier la liste des tags qui dé-
crivent le mieux l’image-requête à annoter, nous proposons plusieurs approches d’af-
finage d’annotations basées sur les techniques de modélisation des caractéristiques
identifiées. Dans cet objectif, nous recourons à deux méthodes : 1) la prise en compte
individuelle de chacune de ces caractéristiques et 2) l’agrégation de plusieurs de ces
caractéristiques. Le résultat de ce processus fournit une liste des tags candidats qui
sont plutôt des tags subjectifs, car ils proviennent des utilisateurs des plateformes de
partage d’images qui étiquettent leurs photos à l’aide des tags choisis librement.
3. Exploitation du Web pour enrichir la liste des tags candidats.
Nous proposons une approche basée sur les techniques d’expansion de requêtes du
domaine de la RI pour enrichir la liste des tags subjectifs obtenue initialement avec
d’autres termes davantage objectifs. Ces derniers peuvent être extraits à partir de
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pages Web jugées pertinentes pour une image-requête (par exemple, des pages Wi-
kipédia qui traitent de l’endroit où l’image a été prise).
4. Évaluation des contributions proposées.
En absence de cadre d’évaluation standard pour la tâche d’annotation d’images illus-
trant des paysages, nous proposons des cadres d’évaluation adaptés pour l’évaluation
de chacune de nos contributions. Pour construire ces cadres d’évaluation, nous nous
sommes appuyés sur les fondamentaux des méthodes d’évaluation du domaine de
la RI et sur des collections d’images obtenues via les API des plateformes de partage
d’images : flickr.com et panoramio.com. Dans la suite, nous donnons un aperçu des
expérimentations réalisées en exploitant ces cadres d’évaluation :
– Une première expérimentation est réalisée pour mesurer la qualité des descripteurs
identifiés ainsi que l’efficacité de chaque approche de modélisation proposée. La
question de recherche à laquelle nous voulons répondre est la suivante : une mé-
thode d’annotation d’images qui combine différentes approches conduit-elle à des
résultats significativement meilleurs que chaque approche employée de façon indivi-
duelle ?
– Une deuxième expérimentation est réalisée pour évaluer la qualité du processus
d’annotation automatique d’images proposé. Plus précisément, nous voulons me-
surer à quel point le processus proposé produit des résultats plus pertinents que les
deux approches de la littérature.
– Une troisième expérimentation est réalisée pour évaluer notre méthode d’expan-
sion de tags candidats. La question de recherche à laquelle nous nous confrontons
est : l’exploitation du Web conduit-elle à l’identification de nouveaux tags, plutôt
objectifs, pertinents pour enrichir les descriptions initiales d’images ?
Les contributions ci-dessus sont complétées par la conception et le développement
d’une interface de recommandation de tags pour des images-requêtes. Même si pour
l’instant seulement trois types d’informations sont utilisés (c.-à-d. les tags issus des pla-
teformes de partage d’images, la localisation, ainsi que la date et l’heure de la prise de vue)
l’extension du prototype est envisageable par l’intégration d’autres informations, telles
que les informations issues du Web.
Organisation du mémoire
Ce mémoire est organisé en trois parties.
La partie I « Recherche d’information appliquée aux images » est structurée en trois
sections. Dans la première section I.1, nous présentons les notions et les concepts de
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base de la recherche d’information. Nous détaillons en particulier le processus général
de la RI, les principaux modèles qui sont à la base de la majorité des travaux actuels,
ainsi que le protocole d’évaluation des systèmes de RI. Par analogie avec le domaine de la
recherche d’information, nous exposons dans la deuxième section I.2 un état de l’art du
domaine de la recherche d’images. Premièrement, nous introduisons la notion d’image et
les concepts fondamentaux liés aux images. Ensuite, nous exposons le processus général
de la recherche d’images. Dans la section I.3, nous nous focalisons sur le processus
d’annotation sémantique d’images (le cœur de nos travaux), un processus qui se déroule
en amont du processus de recherche d’images. Enfin, nous identifions les limites des
approches et systèmes d’annotation d’images existants.
La partie II « Contribution : l’annotation sémantique d’images » détaille nos propo-
sitions qui visent à améliorer les approches de l’état de l’art concernant l’annotation
automatique d’images. Au cœur de nos propositions figurent trois caractéristiques
d’images (c.-à-d. la thématique, la spatialisation et la temporalité) que nous pré-
sentons dans la section II.2. De plus, nous émettons pour chacune d’entre-elles des
hypothèses et nous proposons des approches pour les modéliser. La section II.3 introduit
notre processus d’annotation sémantique d’images basé, notamment, sur une étape de
filtrage et sur un modèle probabiliste de classement. Outre ce processus, nous proposons
dans la section II.4 une approche d’enrichissement des descriptions textuelles des images
requêtes. Le but de cette approche est d’améliorer les résultats fournis initialement par
notre processus d’annotation en se basant sur des informations disponibles sur le Web.
La partie III « Expérimentation des contributions » présente les expérimentations
réalisées afin de valider nos propositions. Cette partie est structurée en quatre sections.
Les trois premières évaluent les trois contributions exposées dans la deuxième partie,
tandis que la quatrième présente un système d’annotation automatique d’images, appelé
AnnoTaGT, qui implémente nos contributions dans un cadre technique qui pourra être







1 Les fondements de la recherche
d'information (RI)
LA RECHERCHE D’INFORMATION désigne la branche de l’informatique qui porte essen-tiellement sur l’acquisition, l’organisation, la recherche et le stockage d’information
(Salton, 1968; Salton et McGill, 1983; Ribeiro-Neto et Baeza-Yates, 1999). Le but d’un Sys-
tème de Recherche d’Information (SRI) est de retrouver des informations pertinentes vis-à-
vis de besoins d’individus, exprimés sous forme de requêtes.
Dans cette section nous présentons les concepts de base de la recherche d’information.
Ensuite, nous détaillons le processus général d’un système de recherche d’information et
les principaux modèles de RI de la littérature. Enfin, nous décrivons le type de protocoles
d’évaluation ainsi que les mesures d’évaluation en vigueur dans ce domaine à la longue
tradition expérimentale.
1.1 Concepts fondamentaux de la RI
Nous présentons dans ce qui suit quatre concepts fondamentaux de la RI : document,
collection de documents, requête et pertinence.
(a) Document
Le document constitue l’unité d’information qui peut répondre à un besoin d’un uti-
lisateur. La notion de document peut être étendue à tout type de contenu de taille va-
riable : une image, un texte, une partie de texte, une page Web, un tweet 1, une vidéo,
du son, etc.
(b) Collection de documents
La collection de documents (corpus) représente un ensemble de documents exploi-
table par un système de RI.
(c) Requête
La requête constitue la formulation du besoin en information d’un utilisateur. Ce be-
soin peut être exprimé sous plusieurs formes : par une liste de mots-clés, par une
image, par une vidéo, etc.
1. message limité à 140 caractères envoyé via la plateforme twitter.com.
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(d) Pertinence
La pertinence en RI désigne la relation, l’adéquation du contenu d’un document vis-
à-vis d’une requête. Une définition plus académique de ce concept est donnée par
Boughanem et Savoy (2008, p. 21) : « La pertinence est la correspondance entre un
document et une requête, ou encore une mesure d’informativité du document à la re-
quête ».
Dans ce qui suit, nous présentons le fonctionnement du processus général de RI, sous-
tendant un SRI, appelé aussi processus en U.
1.2 Processus général de RI : Processus en U
Dans la Figure I.1.1 nous illustrons l’architecture générale d’un Système de Recherche
d’Information (SRI). Cette architecture est couramment appelée processus en U (Belkin
et Croft, 1992), elle est composée de deux phases principales : l’indexation et l’apparie-
ment requête-document. L’indexation vise à extraire une représentation textuelle (c.-à-d.
mots-clés) à partir d’un document, tandis que l’appariement requête-document vise à cal-
culer un score qui représente la pertinence d’un document vis-à-vis de la requête. Nous

















Figure I.1.1 – Processus en U de la recherche d’information.
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1.2. Processus général de RI : Processus en U
1.2.1 Indexation
Dans la phase d’indexation les documents et les requêtes sont analysés afin d’extraire
une liste des mots-clés, appelée « index » ou « descripteur », qui caractérise leur contenu.
Généralement, ces mots sont associés à des poids en fonction de leur degré de repré-
sentativité par rapport au contenu du document. L’indexation peut être manuelle, semi-
automatique ou automatique (Salton, 1988).
1. Indexation manuelle.
L’indexation manuelle est réalisée par des personnes qui décrivent le contenu séman-
tique de chaque document d’une collection. Ce travail est notamment réalisé par des
experts du domaine du document ou des documentalistes. Bien que cette indexation
produise des termes d’indexation de bonne qualité, elle présente plusieurs inconvé-
nients. Tout d’abord, elle est sujette à l’interprétation des personnes : pour un même
document, des termes différents peuvent être attribués par des personnes différentes 2.
Le coût de ce type d’indexation représente un inconvénient supplémentaire à sa géné-
ralisation. De plus, elle est très difficile à réaliser pour des collections volumineuses.
2. Indexation automatique.
L’indexation automatique est un processus complètement automatique, l’intervention
d’experts n’étant plus nécessaire dans ce cas. Ce type d’indexation est très pratique pour
des collections très volumineuses.
3. Indexation semi-automatique.
L’indexation semi-automatique représente la combinaison des deux indexations pré-
sentées auparavant. Premièrement, un processus automatique extrait les descripteurs
de chaque document de la collection. Ensuite, les documentalistes ont la tâche de choi-
sir quels termes décrivent le mieux les documents. D’habitude, ils se basent sur des
vocabulaires contrôlés, tels que les dictionnaires, les thésaurus ou les ontologies.
1.2.2 Appariement requête-document
Dans la phase d’appariement, un score de pertinence est assigné à chaque document.
Ce score mesure la pertinence d’un document d vis-à-vis d’une requête q. Il est calculé à
partir d’une fonction de similarité ou d’une probabilité,RSV (q, d) (Retrieval Status Value)
qui tient compte usuellement du poids des termes dans les documents. De plus, des fonc-
tions de score sont définies à travers des modèles de RI qui fournissent en fait le cadre
théorique permettant d’interpréter la notion de pertinence. Dans la suite, nous détaillons
les principaux modèles proposés dans la littérature dans le domaine de la RI.
2. D’après Furnas et al. (1987) deux personnes différentes indexent un objet avec seulement 20 % de termes
en commun.
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1.3 Aperçu des principaux modèles de RI
Un modèle de recherche d’information a pour rôle de fournir une formalisation du
processus de RI et un cadre théorique pour la modélisation de la mesure de pertinence
(cf. (Boughanem et Savoy, 2008)).
Dans cette section, nous présentons de manière générale les principaux modèles de
RI : le modèle booléen, le modèle vectoriel et le modèle probabiliste.
1. Modèle booléen.
Le modèle booléen (Salton, 1968) est un modèle qui se basé sur la théorie des en-
sembles et l’algèbre de Boole. C’est le premier modèle qui a émergé en RI. La fonc-
tion de similarité RSV d’un document par rapport à une requête est basée sur la pré-
sence/absence des termes de la requêtes dans le document : RSV (q, d) ∈ {1, 0}.
2. Modèle vectoriel.
Le modèle vectoriel a été proposé par Gerard Salton dans son projet SMART (Salton’s
Magical Automatic Retriever of Text) (Salton et al., 1975). Les documents et les re-
quêtes sont représentés dans un espace vectoriel àndimensions, les dimensions étant
représentés par les termes d’indexation. La fonction de similarité RSV d’un d par rap-
port à q correspond à la similarité entre le vecteur requête et le vecteur document.
L’une des mesures les plus connues pour réaliser ce calcul est la mesure du cosinus,
donnée par le cosinus de l’angle formé par les deux vecteurs : RSV (q, d) = cos(~q, ~d).
Pour une description détaillée nous renvoyons le lecteur aux ouvrages de Boughanem
et Savoy (2008) et de Ribeiro-Neto et Baeza-Yates (1999).
3. Modèle probabiliste.
Parmi les modèles probabilistes nous rappelons le modèle probabiliste général et
le modèle de langue.
– Le modèle probabiliste général a été proposé au début des années 1960 par Ma-
ron et Kuhns (1960). L’idée de base est de sélectionner et trier les documents selon
la probabilité de leur pertinence vis-à-vis d’une requête (Robertson et Spärck Jones,
1976; Salton et McGill, 1983; Ribeiro-Neto et Baeza-Yates, 1999). Dans ce cas, la
fonction de similarité RSV est donnée par l’équation suivante :
RSV (q, d) = P (R|d)
P (R¯|d) (1.1)
où P (R|d) est la probabilité que le document d soit pertinent (Relevant — R) pour
la requête q et P (R¯|d) est la probabilité que le document d ne soit pas pertinent
(not Relevant — R¯) pour la requête q. Ces probabilités peuvent se calculer selon
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différentes méthodes. Parmi ces méthodes nous mentionnons le modèle d’indé-
pendance binaire, connu sous le nom de BIR (Binary Independance Retrieval) et le
modèle BM25 (Robertson et al., 1994; Robertson et Walker, 1994), largement utili-
sée dans les travaux actuels de RI.
– Un des premiers modèles de langue a été proposé par Ponte et Croft (1998). L’idée
de base est que la pertinence d’un document vis-à-vis d’une requête est estimée
par la probabilité que la requête q soit générée par le modèle de langue du docu-
ment Md. Cette pertinence est calculée selon l’équation suivante :




où P (q|Md) représente la probabilité que la requête q soit générée par le modèle
de langue du document Md et n est le nombre de termes de la requête q. La pro-
babilité P (qk|Md) peut être estimée en se basant sur la méthode du maximum de
vraisemblance 3, en s’appuyant sur la fréquence des termes de la requête q dans le
document d (Croft et Lafferty, 2003). Elle est donnée par :
P (qk|Md) = tfqk,d|d| (1.3)
où tfqk,d est la fréquence du terme qk dans le document d et |d| est le nombre de
termes dans le document d.
En utilisant cette estimation, les documents qui ne contiennent pas tous les termes
de la requête auront une probabilité nulle car tfqk,d = 0. Cependant, ils peuvent
être pertinents pour la requête (lorsqu’ils contiennent des synonymes des termes
de la requête, par exemple). Cet inconvénient, est pallié par l’utilisation des tech-
niques de lissage 4. Parmi les techniques des lissages existantes nous présentons le
lissage par interpolation linéaire de Jelinek et Mercer (1980) et le lissage de Dirichlet
(MacKay et Peto, 1995), pour lesquelles de bons résultats ont été obtenus pour les
expériences de RI (Manning et al., 2008, chap. 12).
– le lissage de Jelinek-Mercer repose sur une combinaison linéaire d’ordre λ du mo-
dèle du document, d’une part, et du modèle de la collection d’autre part :
PJM (qk|Md) = (1− λ)P (qk|Md) + λP (qk|C) (1.4)
où λ ∈ [0 ; 1] est le paramètre de lissage et P (qk|C) = tfqk,C|C| où tfqk,C est la fré-
quence du terme qk dans la collection C et |C| est la taille de la collection (c.-à-d.
la somme des fréquences de tous les termes de la collection).
3. en anglais : maximum likelihood estimation
4. en anglais : smoothing techniques
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– le lissage de Dirichlet est défini comme suit :
P (qk|Md) = tfqk,d + µ · P (qk|C)|d|+ µ (1.5)
où µ est le paramètre de lissage avec des valeurs comprises en général entre 10 et
10000. Par rapport au lissage de Jelinek-Mercer, ce lissage tient compte de la taille
de l’échantillon en l’occurrence, |d| dans ce cas.
1.4 Évaluation des performances des systèmes de RI
Cette section décrit les moyens utilisés pour évaluer les performances d’un SRI. Nous
détaillons le principe d’évaluation par le paradigme de Cranfield. Ensuite, nous définis-
sons la notion de collection de test, le protocole d’évaluation et les mesures d’évaluation.
1.4.1 Le paradigme d’évaluation de Cranfield
Les premiers travaux d’évaluation des systèmes de recherche d’information ont été
initialisés par Cleverdon (1962) dans le cadre du projet Cranfield Projet II. Cette ap-
proche permet d’évaluerM : D, r 7→ [d1, . . . , dn], un moteur de rechercheM qui restitue
pour une requête r donnée, une liste de documents di ∈ D issus d’un corpus documen-
taire D ordonnée par pertinence décroissante. Ce paradigme est souvent adopté en RI,
notamment lors des campagnes d’évaluation telle que TREC 5, CLEF 6, INEX 7. La cam-
pagne la plus connue est certainement TREC (Voorhees et Harman, 2005) organisée et
co-sponsorisé par le NIST 8 et le DARPA 9.
1.4.2 Collection de test
La collection de test est au cœur de tout processus d’évaluation en RI. Elle comprend :
1. un corpus documentaire formé d’un ensemble des documents ;
2. des besoins en information exprimés sous forme de n requêtes, appelées également
topics. Notons que Buckley et Voorhees (2000) montrent qu’il faut au moins n = 25
requêtes pour obtenir des conclusions cohérentes du point de vue de la statistique, la
valeur n = 50 étant retenue à TREC ;
5. Text REtrieval Conference, cf. http://trec.nist.gov
6. Cross Language Evaluation Forum, cf. http://www.clef-initiative.eu
7. Initiative for the Evaluation of XML Retrieval : https://inex.mmci.uni-saarland.de
8. National Institute of Standards and Technology.
9. Defense Advanced Research Projects Agency.
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3. des jugements de pertinence associés : la connaissance des documents pertinents pour
chaque requête (les « bonnes réponses »). Étant donné qu’un corpus documentaire peut
avoir des millions de documents il est impossible de tous les évaluer afin d’identifier
les jugements de pertinence. Les campagnes d’évaluation telle que TREC utilisent une
technique appelée pooling introduite par Spärck Jones et Van Rijsbergen (1975) cf. San-
derson (2010, p. 271). La technique de pooling repose sur les 100 premiers documents
restitués par chaque système participant à une campagne d’évaluation, qui sont rete-
nus. Ensuite, un individu analyse chaque document de cet ensemble pour statuer sur
sa pertinence vis-à-vis de la requête.
1.4.3 Protocole d’évaluation
Pour comparer plusieurs SRI, la méthodologie courante repose sur trois facteurs : le
nombre de topics utilisé, les mesures d’évaluation retenues et la performance atteinte qui
indique quel système est le plus performant (Buckley et Voorhees, 2000). Un SRI indexe le
corpus au préalable, puis traite les n requêtes pour fournir des listes de réponses (docu-
ments ordonnés par pertinence décroissante) qui sont ensuite analysées en fonction des
jugements de pertinence. Une mesure statistique compare alors les réponses du moteur
de recherche avec les réponses attendues pour produire une valeur décimale représentant
la performance du moteur de recherche.
1.4.4 Mesures d’évaluation de la qualité des résultats
Nous présentons dans la suite les mesures les plus utilisées dans le domaine de RI
(Spärck Jones et Van Rijsbergen, 1975; Buckley et Voorhees, 2005).
1. Rappel/Précision (Recall/Precision).
Les mesures Rappel et Précision sont les mesures les plus classiques en RI. Le rap-
pel mesure la capacité d’un SRI à restituer tous les documents pertinents pour une
requête donnée. La précision mesure la capacité d’un SRI de ne restituer que des do-
cuments pertinents pour une requête donnée.
2. Précision à k (P@k).
La P@k est la précision à différents niveaux de coupure, où le niveau de coupure dans
la liste de résultat est donné par k. La P@k mesure la proportion des documents per-
tinents parmi les k premiers documents restitués par un SRI.
3. Précision moyenne (Mean Average Precision — MAP).
La MAP est la moyenne arithmétique des précisions moyennes (AP — Average Preci-
sion) calculée sur l’ensemble des requêtes. L’AP, quant à elle, est la somme des P@k
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calculées pour chaque document pertinent de la liste des documents restitués par
un SRI pour une requête divisée par le nombre de documents pertinents pour cette
même requête.
4. GMAP.
La GMAP est une interprétation de la mesure MAP. Elle est la moyenne géométrique
des précisions moyennes calculées sur l’ensemble des requêtes, tandis que la MAP est
la moyenne arithmétique.
5. R-précision (Rprec).
Rprec mesure la proportion des documents pertinents retrouvés parmi lesR premiers
documents de la liste ordonnée des documents restitués, R étant le nombre de docu-
ments pertinents pour la requête en question.
6. MRR (Mean Reciprocal Rank).
MRR est la moyenne des RR (Reciprocal Rank) calculée sur l’ensemble des requêtes,
RR étant l’inverse du rang du premier document pertinent restitué pour la requête en
question.
Une description plus détaillée de ces mesures et d’autres mesures d’évaluation peuvent
être retrouvées dans des ouvrages introductifs de RI (Ribeiro-Neto et Baeza-Yates, 1999;
Boughanem et Savoy, 2008; Manning et al., 2008).
1.5 Bilan
Cette section a introduit les concepts fondamentaux de RI. Nous y avons en particulier
exposé le processus général de RI avec ces deux phases principales (c.-à-d. l’indexation et
l’appariement requête-document), les principaux modèles de RI, ainsi que les techniques
utilisées dans le but d’évaluer un SRI. Parallèlement à la recherche d’information basée
sur un contenu textuel, l’apparition des informations avec un contenu multimédia (par
exemple, images, vidéos) a engendré de nouveaux besoins concernant leur recherche, in-
dexation, organisation et structuration. Dans le cadre de ce manuscrit, nous nous sommes
intéressés aux informations multimédia de type image. La section suivante étudie le pa-
rallèle entre la recherche d’information textuelle et la recherche d’images.
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2 De la recherche d'information
textuelle à la recherche d'images
PAR ANALOGIE avec le domaine de la RI, les images peuvent être considérées commedes documents et un système de recherche d’images est défini comme « le système
qui s’intéresse à la navigation, la recherche et l’extraction d’images à partir d’une grande
base de données d’images numériques » 1.
Le besoin d’un utilisateur en recherche d’images est exprimé par une requête décrite
par un ensemble de mots-clés ou une image. Ainsi, un système de recherche d’images per-
met de retrouver, à partir d’une collection d’images, le sous-ensemble d’images pertinent
vis-à-vis de la requête. Avec le développement technologique (c.-à-d. démocratisation des
appareils photo numériques, intégration de capteurs numériques dans les téléphones mo-
biles, etc.) le nombre d’images numériques disponibles, à la fois dans nos ordinateurs et
sur le Web, connaît une croissance exponentielle. Par conséquent, les besoins en recherche
d’images se sont intensifiés et de nouveaux travaux et études sont à conduire afin de pou-
voir répondre aux besoins des utilisateurs.
Cette section présente un aperçu du domaine de la recherche d’images. Nous com-
mençons par définir la notion d’image dans la section I.2.1. Dans la section I.2.2, nous
détaillons les concepts fondamentaux liés aux images. Ensuite, la section I.2.3 introduit le
processus général de recherche d’image qui s’apparente au processus de RI.
2.1 Qu’est-ce qu’une image ?
Une image est une représentation visuelle des divers sujets (objets, personnes, phé-
nomène naturels, monuments, etc.). Les premières images sont apparues dans la période
préhistorique sous la forme de dessins destinés à communiquer des messages. Au fil du
temps, le concept l’image a évolué : de la période du Moyen-Âge et la Renaissance sous
forme de tableau, jusqu’à nos jours sous forme d’images numériques.
1. en anglais : « An image retrieval system is a computer system for browsing, searching and retrieving images
from a large database of digital images » (Ding et al., 2009).
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La première image (photographie) a été obtenue en 1827 par l’inventeur français Jo-
seph Nicéphore Niépce. Il a réussi à fixer sur une plaque d’étain recouverte de bitume
de Judée le paysage vu d’une fenêtre de sa propriété de Saint-Loup-de-Varennes (voir
Figure I.2.1) (Marignier, 2008). Par ailleurs, la première image numérique a été prise en
1975 par le premier appareil photo électronique créé par l’ingénieur américain Steven Sas-
son (Rensselaer, 2011). Les images numériques représentent des images qui peuvent être
stockées sur un support informatique (ordinateur, téléphone, tablette, clé USB. . . ).
Figure I.2.1 – Première image obtenue prise par l’inventeur Joseph Ni-
céphore Niépce (Marignier, 2008).
De nos jours, les images sont présentes dans tous les secteurs d’activité (par exemple,
médical, botanique, astronomie, culturel, commerce, tourisme, militaire, art artistique,
etc.), dans des contextes professionnels ou personnels. Elles peuvent fixer des souvenirs
de vacances, des fêtes, des gens ou des lieux. Au cours des années, le nombre d’images
prises a connu une croissance exponentielle due à la démocratisation des appareils photo
numériques et l’intégration de capteurs numériques dans les téléphones mobiles.
Pour illustrer la croissance significative d’images au cours des années, on s’appuie sur
les statistiques réalisées par le site 1000Memories (Huneycutt et al., 2010) — un site Web
qui permet aux gens d’organiser, de partager et de découvrir des images anciennes — que
nous reproduisons en Figure I.2.2. D’après leurs statistiques, aujourd’hui nous sommes ar-
rivés à prendre toutes les deux minutes plus d’images que l’humanité en prenait au XIXe
siècle. De plus, Yahoo! a récemment affirmé dans une présentation 2 que plus de 880 mil-
liards d’images seront prises en 2014 si nous continuons sur la tendance actuelle.
Toutes ces photos sont disponibles sur les disques durs des ordinateurs, sur des pla-
teformes de partage de photos telles que Flickr 3, Panoramio 4 ou Facebook 5 ou intégrées
2. Présentation disponible sur le site Web https://screen.yahoo.com/yahoo-event-155000760.html
3. http://flickr.com est un site généraliste de partage de photos.
4. http://panoramio.com est un site spécialisé dans le partage de photos géoréférencées (comprenant des
métadonnées de localisation, telles que des coordonnées GPS).
5. https://www.facebook.com est un site du réseau social qui permet à ses utilisateurs de publier du
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Figure I.2.2 – Nombres d’images prises au cours des années d’après le
site Web 1000Memories.
dans des documents textuels. D’un total de 1,04 milliards d’images prises par jour en 2012,
300 millions ont été mises en ligne sur Facebook et 3,5 millions sur Flickr. Dans ce contexte,
l’organisation et la recherche d’images ont tôt été qualifiées de « big challenge » (Tešic´,
2005, p. 86).
2.2 Concepts fondamentaux de la recherche d’images
2.2.1 Caractéristiques d’images
Les informations ou caractéristiques associées aux images sont généralement appe-
lées des métadonnées (Enser, 2000). Ces métadonnées peuvent être classifiées en deux
grandes catégories : a) métadonnées basées sur le contenu des images et b) métadonnées
basées sur le contexte des images. Dans la Figure I.2.3, nous illustrons la taxonomie des
caractéristiques d’images que nous détaillons dans cette section.
Figure I.2.3 – Taxonomie des caractéristiques d’images.
a) Métadonnées basées sur le contenu des images.
La littérature présente deux types de métadonnées, appelées également descripteurs,
pour décrire le contenu des images : globales et locales. Les descripteurs globaux dé-
crivent l’image dans son ensemble, tandis que les descripteurs locaux représentent
contenu et d’échanger des messages.
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l’image par des régions ou segments. Les informations globales et locales les plus uti-
lisées dans la littérature, notamment dans le domaine de CBIR (Content Based Image
Retrieval 6) sont les suivantes :
– descripteurs globaux : couleur (par exemple, histogramme des couleurs (Swain et
Ballard, 1991)), forme (par exemple, transformée de Hough (Duda et Hart, 1972; So-
laiman et al., 1998)), texture (par exemple, Tamura (Tamura et al., 1978), Gabor (Man-
junath et Ma, 1996)) ;
– descripteurs locaux : le descripteur SIFT (Scale Invariant Feature Transform) (Lowe,
2004) et le descripteur SURF (Speeded Up Robust Features) (Bay et al., 2008). Le
descripteur SIFT est utilisé pour détecter et identifier des éléments similaires entre
différentes images (par exemple, éléments de paysages, personnes, etc.). Pour ce
faire, il représente chaque point d’intérêt des images par un histogramme 3D des
orientations du gradient de l’intensité dans une grille 4 × 4. L’angle du gradient est
quantifié en 8 orientations, ce qui donne finalement un vecteur descripteur SIFT
de dimension d = 128. Le descripteur SURF est inspiré par le descripteur SIFT et
vise à améliorer les performances de ce dernier. L’étude comparative (Luo et Gwon,
2009) met en évidence sa robustesse aux différentes transformations d’images et sa
rapidité par rapport au descripteur SIFT.
Pour une description détaillée des principaux descripteurs utilisés pour les systèmes
CBIR, nous renvoyons le lecteur aux travaux de synthèse de Smeulders et al. (2000) et
de Fournier (2002).
b) Métadonnées basées sur le contexte des images.
Nous considérons que le contexte d’une image peut être représenté par deux types
de caractéristiques : a) internes et b) externes. Ces métadonnées ne concernent pas
le contenu des images et font référence à des métadonnées disponibles à la fois via le
Web, ainsi que dans les spécifications des formats des fichiers d’images (le format EXIF
(JEIDA, 2002), par exemple).
a) Caractéristiques internes.
Nous présentons ci-dessous quelques caractéristiques internes des images :
– La localisation est représentée par des informations géographiques (c.-à-d. la la-
titude et la longitude) provenant éventuellement d’un système GPS connecté à
l’appareil (téléphone mobile, caméra, par exemple) ;
– La temporalité est représentée par les informations de date et heure correspon-
dant au moment de la capture d’image. Cette caractéristique a été utilisée dans
6. Le terme CBIR est apparu pour la première fois en 1992 (Kato, 1992).
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la littérature pour améliorer la navigation dans une collection de photos numé-
riques (Graham et al., 2002), pour la visualisation des tags au fil du temps dans
Flickr (Dubinko et al., 2006), etc. ;
– Le réglage de l’appareil est représenté par des informations telles que la marque
et le modèle de l’appareil, l’orientation, la résolution, la sensibilité, etc. ;
– Des informations concernant l’auteur qui a pris la photo ;
– Des informations relatives au copyright, etc.
Dans le cadre de cette thèse nous explorons essentiellement deux types d’informa-
tions : celles de localisation et de temporalité. Ce type d’informations internes peut
être obtenu à l’aide de trois techniques présentées ci-dessous, notées (i), (ii) et (iii).
(i) Le moyen le plus pratique pour accéder à ces d’informations consiste à les ex-
traire à partir des fichiers d’images. La littérature présente plusieurs formats
d’images, y compris :
– Le format EXIF (EXchangeable Image File) a été développé par l’association
JEIDA (Japan Electronic Industry Development Association) en 1995 (JEIDA,
2002). Dans la Figure I.2.4, nous présentons un exemple avec le contenu d’un
fichier EXIF extrait à l’aide du logiciel Opanda Power EXIF 7 pour une image
prise au Sacré-Cœur de Montmartre. Les informations de localisation et du
moment de la capture de l’image se trouvent dans les champs Camera et GPS
(voir Figure I.2.4).
– Le format IPTC Information Interchange Model (IIM) (International
Press Telecommunications Council) a été développé au début des années
1990 et revu en 1994 par Adobe Systems qui définit les métadonnées inclues
dans les images numériques. Ce format contient des informations relatives
au copyright, à l’auteur, au lieu de la prise de vue, etc.
– Le format XMP (Extensible Metadata Platform) publié par Adobe Systems en
2001. Il est basé sur le langage de balisage XML (Extensible Markup Lan-
guage) et comprend tout type de métadonnées, y compris EXIF et IPTC.
Pour une présentation détaillée de ces formats et d’autres formats nous ren-
voyons le lecteur au chapitre 8 du livre (Schallauer et al., 2011).
(ii) Une deuxième technique d’accès aux informations de localisation et de tem-
poralité des images peut être constituée par la connaissance des individus. Par
exemple, ils peuvent spécifier ces informations lorsque les images sont sau-
vegardées sur le disque dur d’un ordinateur ou publiées sur le Web. Actuelle-
ment, les plateformes de partage d’images en ligne offrent aux utilisateurs la
possibilité de localiser une image à l’aide d’une carte. Nous prenons l’exemple
7. http://www.opanda.com
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Figure I.2.4 – Exemple de contenu du fichier EXIF d’une image prise au
Sacré-Cœur de Montmartre.
de la plateforme de partage d’images Panoramio et nous illustrons dans la Fi-
gure I.2.5 sa fonctionnalité de localisation à l’aide d’une image prise à proxi-
mité de la Cathédrale Sainte-Cécile d’Albi. Les internautes qui utilisent cette
plateforme ont à leur disposition deux possibilités pour localiser des images :
– premièrement, ils peuvent directement cliquer sur la carte pour sélectionner
l’emplacement des images ;
– deuxièmement, lorsque les internautes connaissent le nom de l’endroit où
la photo a été prise, ils peuvent le saisir à l’aide d’une boîte de recherche
(Figure I.2.5).
De ce fait, les images peuvent être automatiquement enrichies avec les méta-
données de localisation.
(iii) Enfin, une troisième technique employée dans la littérature est basée sur les
approches de classification d’images (Hays et Efros, 2008; Crandall et al., 2009;
Serdyukov et al., 2009). Ces approches reposent en général sur le contenu
des images et, plus précisément, sur une similarité visuelle calculée entre les
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Figure I.2.5 – Image de Cathédrale Sainte-Cécile d’Albi géolocaliséé à
l’aide de la plateforme Panoramio.
images. Hays et Efros (2008) utilisent des caractéristiques visuelles des images
et des méthodes de classification afin de prédire leur localisation. Crandall
et al. (2009) proposent un système basé sur des caractéristiques visuelles et
textuelles pour placer les images sur une carte. De plus, avec le même objectif,
Serdyukov et al. (2009) proposent un modèle de langue basé sur des caractéris-
tiques textuelles (c.-à-d. tags) fournies par les utilisateurs.
Les deux dernières techniques, (ii) et (iii), sont moins précises et plus coûteuses que
la première technique (i). Elles peuvent être employées lorsque l’information de lo-
calisation n’est pas accessible de façon automatique à partir des formats d’image.
Ces travaux ne font pas partie des objectifs de ce mémoire. Par conséquent, dans
notre recherche nous faisons l’hypothèse que les informations de localisation et de
temporalité sont déjà disponibles dans les formats d’images.
b) Caractéristiques externes.
Nous classons les caractéristiques externes des images en deux catégories, notées (i)
et (ii) :
(i) Caractéristiques Textuelles.
Les caractéristiques textuelles font référence à des mots-clés (termes) associés
aux images. Ces caractéristiques textuelles d’images peuvent provenir de deux
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sources :
– premièrement, elles peuvent être extraites à partir du voisinage textuel
d’images, tel que le titre du document qui les contiennent ou les paragraphes
qui les entourent dans les documents. Cette technique est notamment utili-
sée par le moteur de recherche Google Images 8 : en réponse à une requête
constituée de mots-clés, le moteur de recherche restitue les images conte-
nues dans les pages qu’il juge pertinentes.
– deuxièmement, elles peuvent être issues de plateformes de partage d’images
dans lesquelles les individus publient leurs images et les annotent eux-
mêmes à l’aide de tags (mots-clés) qu’ils choisissent librement.
(ii) Caractéristiques Sociales.
Les caractéristiques sociales font référence aux activités sociales des inter-
nautes sur le Web, dans notre cas sur les plateformes de partage d’images.
Parmi les activités sociales d’un individu, nous mentionnons quelques-unes
qui ont été employées dans les travaux de Rae et al. (2010) et Chen et Shin
(2013) : les notes qu’il attribue, les commentaires qu’il écrit, les réseaux sociaux
auxquels il participe, la liste de ses images préférées. . .
Dans le cadre de cette thèse, nous nous intéressons à l’annotation d’images basée sur
les métadonnées internes des images (c.-à-d. localisation et temporalité) et sur les in-
formations textuelles.
2.2.2 Collections d’images
Dans la littérature nous avons identifié trois types de collections d’images : collections
personnelles, collections spécifiques à un domaine et collection Web.
a) Les collections personnelles sont plutôt des images familiales qui peuvent être organi-
sées d’autant de façons qu’il existe d’individus. Par exemple, on peut toutes les classer
dans un unique répertoire, ou par thème (plage, montagne, travail, etc.), ou par date, ou
par lieu, ou par appareil photo quand on en possède plusieurs, ou par photographe sur
un ordinateur familial, etc. Rodden et Wood (2003) ont étudié la façon dont les images
personnelles sont organisées. Par ailleurs, ces images peuvent être partagées sur des
plateformes de partage des photos telles que Flickr ou Panoramio.
b) Les collections spécifiques à un domaine, par exemple les collections médicales (Dese-
laers et al., 2007), satellitaires, biométriques, agences de voyages, cartographies, collec-
tions d’archives culturelles, etc.
8. http://images.google.fr restitue des images correspondant à la requête d’un utilisateur.
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c) Les collections Web sont représentées par les images que les internautes publient sur
le Web à travers des plateformes de partage d’images (par exemple, Flickr, Panoramio),
des réseaux sociaux (par exemple, Facebook), des blogs 9, etc. Ce type de collections
peut inclure à la fois des images issues de collections personnelles et des images issues
de collections spécifiques.
Puisque les collections Web de type paysage présentent d’habitude toutes les méta-
données considérées dans nos approches, nous les employons dans nos travaux. De plus,
le fait qu’elles soient facilement accessibles nous permet d’envisager des expérimenta-
tions quantitatives et qualitatives.
2.2.2.1 Types de requêtes d’images
Dans la littérature nous identifions trois types de requêtes (voir Figure I.2.6) dans le











Figure I.2.6 – Types de requêtes : textuelle, image et croquis (sketch).
a) Requêtes textuelles.
Les requêtes textuelles sont représentées par quelques mots (3 en moyenne) qu’un in-
dividu fournit au système de recherche d’images par mots-clés (voir section I.2.3.2).
Les systèmes commerciaux Bing 10 et Google Images sont des systèmes qui acceptent
en entrée ce type des requêtes.
b) Requêtes images.
Les requêtes images sont représentées, comme leur nom l’indique, par une image qui
est donnée par un individu en entrée d’un système de recherche d’images par contenu
9. un blog est un site Web utilisé par des individus pour la publication périodique d’articles autour d’un
sujet donné ou d’une actualité.
10. http://www.bing.com/image
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(voir section I.2.3.1). Les systèmes TinEye 11 et GazoPa 12 sont des systèmes qui ac-
ceptent en entrée ce type des requêtes.
c) Requêtes croquis (sketch).
Les requêtes croquis sont représentées par des dessins qui expriment les besoins des
internautes. Ces dessins illustrent d’habitude des formes d’objets que les internautes
veulent retrouver dans les images qu’un système restitue comme résultat. Cette tech-
nique peut être pratique pour des individus qui veulent trouver des informations (dans
notre cas, des images) sans pouvoir les exprimer d’une autre manière. Nous illustrons
cet aspect par un exemple déroulé en trois étapes :À un individu veut trouver des infor-
mations sur un endroit qu’il a visité par le passé ;Á il ne se souvient plus d’aucun indice
textuel, mais il peut reproduire visuellement cet endroit ; Â dans ce cas il peut utiliser
un système, tel que imgSeek 13 ou PhotoSketch (Eitz et al., 2009) pour exprimer son be-
soin. Ce processus a été qualifié par Wang et al. (2006a) comme étant un processus trop
complexe et difficile pour les utilisateurs lambda. Toutefois, des travaux récents, (par
exemple, Ghazal, 2010) ont élaboré des méthodes et modèles efficaces afin d’aider les
individus à interroger des bases de données et ont étudié également l’apport des cro-
quis dans le processus de recherche.
Le fait que les internautes préfèrent utiliser des requêtes textuelles pour chercher des
images est commenté dans les travaux de Zhang et al. (2005). Pour organiser et retrouver
des images, on s’appuie sur le même processus avec lequel les individus se sentent à l’aise.
C’est pourquoi, dans le cadre de ce mémoire, nous ne traitons que le cas des requêtes
textuelles.
2.2.2.2 Pertinence système et besoin des individus
La pertinence système est forcément liée aux besoins des individus. Tenant compte
du fait que dans le domaine des images deux types de systèmes peuvent être identifiés
(c.-à-d. les systèmes d’annotation et les systèmes de recherche d’images), deux types de
pertinences peuvent être déterminées :
– une pertinence qui mesure la proportion des images restituées par un système de
recherche d’images répondant aux besoins des individus ;
– une pertinence qui mesure la proportion des termes pertinents restitués par un sys-
tème d’annotation afin de décrire une image donnée en entrée au système.
Face au volume croissant d’images disponibles, à la fois sur les ordinateurs person-
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des images, deux besoins des utilisateurs peuvent être identifiés : personnels et collec-
tifs (Jones et Teevan, 2007).
a) Le besoin personnel d’un individu se traduit par la nécessité d’organiser, classer, gérer,
exploiter ses images afin de les retrouver facilement.
b) Le besoin collectif se traduit par la nécessité des individus d’apprendre de l’expérience
des autres. Nous prenons l’exemple d’un internaute qui revient de ses vacances et pu-
blie sur le Web les images qu’il a prises. Ainsi, d’autres individus peuvent apprendre de
son expérience et même prendre la décision de visiter les mêmes endroits lors de leurs
prochaines vacances.
Afin de détailler les fonctionnalités des approches d’annotation et de recherche
d’images, nous présentons dans la suite un processus général de recherche d’images. Ce
processus est similaire au processus général de la RI et intègre deux phases : la phase
d’annotation et la phase de recherche.
2.3 Processus général de recherche d’images
Nous discutons dans cette section de la recherche d’images, en lien avec les types de
requêtes existantes. Plus précisément, l’accès aux images se fait par deux modalités prin-
cipales : la recherche d’images par contenu (CBIR) et la recherche d’images par mots-clés.
Un système de recherche d’images par contenu accepte des requêtes image ou croquis,
tandis qu’un système de recherche d’images par mots-clés accepte des requêtes textuelles.
Considérant le fait que les travaux de la recherche d’images par contenu dépassent le cadre
de ce mémoire nous ne le présenterons que brièvement.
2.3.1 Recherche d’images par contenu
Le terme « recherche d’images par le contenu » a été utilisé pour la première fois
dans les travaux de Kato (1992). Cette recherche est basée sur les caractéristiques vi-
suelles des images (c.-à-d. caractéristiques globales et locales). La recherche d’images par
le contenu est composée de deux phases principales : l’indexation et l’appariement
requête-image (Figure I.2.7), similaire au processus en U de la RI.
a) Phase d’indexation
La phase d’indexation est un processus hors ligne (en anglais : offline). Il consiste à
représenter les images d’une collection par leurs contenus visuels. Ainsi, chaque image
est indexée sous une forme condensée représentée par des vecteurs de caractéristiques
visuelles, par des histogrammes de couleurs, histogrammes de texture, etc.
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Figure I.2.7 – Processus général de recherche d’images par contenu.
b) Phase d’appariement requête-image
La phase d’appariement requête-image permet de mesurer la pertinence des images
indexées vis-à-vis d’une requête image. Cette pertinence est représentée par un score
qui peut être calculé à partir des mesures de distance entre les représentations des des-
cripteurs visuels d’images (par exemple, distance Euclidienne, distance de Hamming,
cosinus, Manhattan, Minkowski. . .). Ces mesures sont détaillés dans les travaux de Liu
et al. (2008) et de Fauqueur (2003).
Pour une description détaillée de la recherche d’images par le contenu, nous renvoyons
le lecteur aux travaux de Smeulders et al. (2000) qui présentent une synthèse de 201 réfé-
rences sur ce sujet, ainsi qu’aux travaux plus récents de Datta et al. (2005).
Au cours des années, plusieurs prototypes basés sur la caractéristique du contenu des
images ont été développés. Certains ont été développés en tant que systèmes commer-
ciaux et d’autres en tant que prototypes de recherche dans les universités et les labora-
toires de recherche. Nous en détaillons quelques-uns ci-dessous.
– QBIC (Query by Image Content) est un prototype commercial développé par IBM (Fli-
ckner et al., 1995). Il recherche des images en utilisant des caractéristiques telles que
la couleur, la forme et la texture. Les utilisateurs peuvent esquisser une forme, sélec-
tionner des couleurs, indiquer la distribution des couleurs et prédéfinir la texture.
– Photobook est un prototype développé par le MIT (Massachusetts Institute of Tech-
nology) pour la reconnaissance des visages (Pentland et al., 1996). Il emploie des ca-
ractéristiques telles que la forme et la texture et accepte conjointement des requêtes
images et des requêtes textuelles.
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– Virage est un prototype commercial développé par la société Virage Incorporation
(Bach et al., 1996). Ce système a été intégré dans les bases de données Sybase, Objet
Design, et Objectivity et a été ajouté en tant que composant du SGBD Oracle. Les
applications AltaVista PhotoFinder et Illustra’s Visual Intelligence sont des
applications qui utilisent la technologie Virage.
– Parmi les travaux les plus récents, nous mentionnons le prototype FIRE (Flexible
Image Retrieval Engine) qui se distingue des autres systèmes par l’intervention des
utilisateurs à des fin d’affinage des résultats (Deselaers et al., 2005). Ces derniers
peuvent sélectionner un ensemble d’images pertinentes et non-pertinentes pour
une requête afin de raffiner les résultats renvoyés par le système.
Une description plus complète des systèmes CBIR existants peut être trouvée dans les
travaux de Veltkamp et Tanase (2000).
La performance de la recherche d’images basée sur le contenu est loin d’être sa-
tisfaisante à cause du fossé sémantique 14. Smeulders et al. (2000) définissent le fossé
sémantique comme :
« le manque de concordance entre l’information extraite à partir des données visuelles
d’une image et l’interprétation qu’un utilisateur fait de ces données dans une situation
précise » 15.
Ainsi, des images différentes du point de vue sémantique peuvent avoir des caracté-
ristiques de bas niveau (visuelles) en commun. Afin d’illustrer ce problème nous prenons
l’exemple des deux images de la Figure I.2.8. Ces images possèdent des histogrammes de
couleurs similaires, mais, du point de vue sémantique, elles sont différentes : dans le pre-
mier plan de la première image figurent des fleurs, alors que la deuxième image montre
un homme en train de jouer au golf. La quantité de rouge sur la chemise du golfeur est
approximativement égale à celui des fleurs.
Franchir le fossé sémantique est une problématique de recherche depuis plus de dix
ans. Pour réduire la largeur du fossé, des travaux plus récents amènent de la sémantique
aux images en s’appuyant sur des techniques qui associent du texte aux images. Ces tech-
niques sont en lien avec les approches d’annotation d’images (voir section I.3). Ces ap-
proches d’annotation font également partie du processus de recherche d’images par
mots-clés que nous présentons dans la section suivante.
14. en anglais : semantic gap
15. en anglais : « the semantic gap is the lack of coincidence between the information that one can extract
from the visual data and the interpretation that the same data have for a user in a given situation ».
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(a) Fleurs (b) Homme en train de jouer au golf
Figure I.2.8 – Les deux images présentent des histogrammes de couleurs
similaires. Les images sont extraites de (Pass et Zabih, 1999).
2.3.2 Recherche d’images par mots-clés
Dans la Figure I.2.9, nous illustrons l’architecture générale du processus de recherche
d’images par mots-clés. Cette architecture est composée de deux modules principaux : le
































































Figure I.2.9 – Processus général de recherche d’images par mots-clés.
a) Module de recherche.
La phase d’indexation pour ce type de recherche consiste à représenter les images
de la collection par des descripteurs textuels. Ainsi, dans la phase d’appariement
requête-image, la requête textuelle formulée par un individu est comparée aux index
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textuels d’images de la collection indexée. Les techniques de la RI présentées dans la
section précédente peuvent être employées pour restituer les images dont les descrip-
teurs textuels sont les plus proches de ceux de la requête. Pour ce type de recherche,
nous qualifions les systèmes suivants de « commerciaux » : Yahoo ! 16, Google Images 17,
Bing 18.
b) Module d’annotation.
Le module d’annotation intervient en amont du module de recherche. Il permet d’as-
socier des descripteurs textuels (mots-clés, étiquettes, termes) aux images d’une col-
lection. Ensuite, ces derniers peuvent être utilisés dans la phase d’indexation, puis
ultérieurement dans le processus de recherche d’images par mots-clés.
2.4 Bilan
Dans le cadre de cette thèse, nos travaux portent sur le module d’annotation des
images, notre objectif étant d’associer aux images des mots-clés qui les décrivent de fa-
çon pertinente. Dans cette section, nous avons détaillé les concepts fondamentaux du
domaine de la recherche et de l’annotation d’images. De plus, nous avons présenté l’ar-
chitecture générale d’un processus de recherche d’images par contenu et par mots-clés.
La section suivante expose un état de l’art de l’annotation d’images où la problématique
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3 Zoom sur le processus
d'annotation sémantique d'images
ÉTANT DONNÉ que la recherche d’images par le texte (via des mots-clés) nécessite l’as-sociation de descripteurs textuels aux images, des approches pour les décrire de fa-
çon automatique sont indispensables. C’est pourquoi, dans ce mémoire, nous nous in-
téresserons à l’annotation automatique d’images. Elle peut être abordée de deux façons
différentes en fonction des informations disponibles dans les collections d’images (voir
section I.2.2.2) :
1. l’annotation automatique d’images basée sur le contenu des images : dans ce cas, les
images sont décrites seulement par leurs caractéristiques visuelles ;
2. l’annotation automatique d’images contextualisées : dans ce cas, outre les caractéris-
tiques visuelles des images, d’autres informations sont considérées. Ces informations
font référence au contexte des images (le lieu de la prise de vue, par exemple) et à
l’intelligence collective (c.-à-d. les tags que les utilisateurs des plateformes de partage
d’images assignent aux images).
Quelle que soit l’approche, l’annotation d’images reste un problème ouvert. Ce pro-
blème dépend surtout du type des collections (par exemple, médicales, satellitaires, de
type paysage. . .), de la taille des collections, des caractéristiques des images, etc. Dans le
cadre de ce mémoire nous nous sommes intéressés à l’annotation automatique d’images
de type paysage en employant des caractéristiques spécifiques à cette tâche, que nous dé-
taillons dans la deuxième partie (p. 53).
La présente section est consacrée au processus d’annotation d’images dont nous pré-
sentons les catégories d’annotation existantes, avec leurs avantages et limites dans la sec-
tion I.3.2. En nous focalisant sur l’annotation automatique d’images, nous détaillons les
deux catégories d’annotation automatique mentionnées précédemment, en soulignant
leurs apports et limites dans la section I.3.3. La section I.3.4 expose les systèmes d’an-
notation d’images proposés dans la littérature. Dans la section I.3.5 nous identifions les
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limites des approches d’annotation automatiques d’images au regard des collections de
type paysage. Enfin, la section I.3.6 conclut la présente section.
3.1 L’annotation d’images : lien entre le contenu visuel
et la sémantique des images
Le processus d’étiquetage d’images avec des mots-clés (également appelés termes, tags
ou étiquettes) est appelé dans la littérature « processus d’annotation d’images ». Plus pré-
cisément, il vise à inférer les relations entre le contenu des images et des concepts séman-
tiques. Les résultats d’un processus d’annotation pourraient être utilisés par la suite dans
le processus d’indexation et de recherche d’images. Dans la Figure I.3.1 nous illustrons les
résultats attendus pour une image-requête concernant la Tour Eiffel.
image requête
Figure I.3.1 – Processus d’annotation d’une image-requête représentant
la Tour Eiffel.
Nous pouvons observer sur la figure que les termes qui annotent l’image-requête de
la Tour Eiffel font référence à plusieurs aspects de l’image : son contenu (par exemple, la
couleur : bleue, les étoiles), son contexte (par exemple, Paris, Tour Eiffel, 2008), etc.
Pour formaliser la façon dont les images peuvent être décrites, Shatford (1985) a em-
ployé la matrice de Pansofsky. Cette matrice comporte quatre facettes : qui, quoi, où
et quand sur trois niveaux : spécifique, générique et qui porte sur quelque chose.
Par exemple, la facette « qui » fait référence aux travaux qui concernent la tâche de
reconnaissance des visages dans les images. La combinaison « qui/spécifique » pré-
cise les noms des personnes qui sont illustrées dans l’image, tandis que la combinaison
« qui/générique » précise seulement le fait que l’image illustre des personnes et pas leurs
noms. Pour plus de détails nous renvoyons le lecteur aux travaux de Purves et al. (2008).
Nous pouvons constater que la description textuelle des images est un processus qui
dépend forcément de plusieurs critères : le contenu des images, la dépendance du type
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d’annotation par rapport aux utilisations prévues (c.-à-d. la tâche d’annotation), le type
de métadonnées disponibles, ou encore le contexte lors duquel l’image a été prise. Indé-
pendamment de tous ces critères, l’association des termes aux images se réalise de trois
façons différentes, que nous présentons en détail dans la section suivante.
3.2 Catégories d’annotations
Une étude sur les catégories d’annotations est présentée par Pagare et Shinde (2012).
Similaire à la phase d’indexation du processus général de RI présenté dans la sec-
tion I.1.2, le processus d’annotation d’images peut être : manuel, semi-automatique ou
automatique. Nous présenterons ces trois variantes d’annotation d’images dans les sec-
tions suivantes.
3.2.1 Annotation manuelle
L’annotation manuelle d’images sur support électronique date des années 1970,
comme suggéré par Chang et Hsu (1992). Elle est réalisée par des personnes qui décrivent
les images en les annotant avec des termes, éventuellement issus de vocabulaires contrô-
lés. Ce travail est notamment réalisé par des documentalistes, en général sur des collec-
tions spécifiques et de faibles tailles, telles que des photos de paysages pour les agences
de presse, de voyage ou des musées. Wang et al. (2001) présentent la base de données SIM-
PLIcity 1 qui comprend 2360 images annotées manuellement.
Bien que produisant des termes pertinents, la difficulté de mise en œuvre de l’annota-
tion manuelle est un frein à son utilisation. Cette tâche est laborieuse, difficile, fastidieuse
à réaliser pour de grands volumes de photos (des millions sur les plateformes de partage
en ligne) et sujette à l’interprétation des annotateurs (deux annotateurs différents peuvent
décrire une même image avec des termes différents). Le coût de ce type d’annotation re-
présente une limite supplémentaire à sa généralisation (Layne, 1994).
Afin de réduire les limites de l’annotation manuelle, des travaux récents proposent
d’annoter les images à travers des jeux collaboratifs : ESP game ou Google Image Labe-
ler 2 (von Ahn et Dabbish, 2004), LabelMe 3 (Russell et al., 2008), Peekaboom (von Ahn
et al., 2006), etc. Ces jeux basés sur le principe de crowdsourcing sont un prétexte pour
amener des personnes à décrire des images avec du contenu textuel. Le principe géné-
ral consiste à afficher une même image à plusieurs joueurs et de garder les annotations
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qui ont la fréquence la plus élevée (c.-à-d. sont choisies par la plupart des joueurs). Ces
types de jeux sont connus dans la littérature sur le nom de Jeux avec un but 4 (von Ahn
et Dabbish, 2008). Plus efficaces que l’annotation manuelle traditionnelle, ces techniques
conservent certains défauts, tels que l’impossibilité du passage à l’échelle, l’implication
nécessaire et la connaissance à priori des joueurs, ainsi que le délai d’attente afin d’obtenir
des annotations. En considérant toutes ces limites, il semble nécessaire d’automatiser ce
processus d’annotation. C’est pourquoi des techniques d’annotations semi-automatiques
et automatiques ont émergé dans la littérature.
3.2.2 Annotation semi-automatique
L’annotation semi-automatique consiste à intégrer l’assistance humaine dans le pro-
cessus d’annotation automatique. Les individus peuvent s’impliquer à différents moments
lors du processus d’annotation : (a) à la fin ou (b) au début du processus d’annotation.
(a) À la fin du processus d’annotation (voir Figure 3.2(a)).
Une telle interaction est utilisée dans les travaux de Wenyin et al. (2001). Elle peut être
vue comme une interaction en trois étapes. Tout d’abord, le système propose d’une
façon automatique des annotations pour une image-requête (voir À, Figure 3.2(a)).
Ensuite, l’individu prend connaissance de ces annotations et a le choix de les valider
ou non (voirÁ, Figure 3.2(a)). Enfin, après le retour de pertinence (relevance feedback)
de l’individu, le système apprend de nouvelles connaissances pour l’image-requête et
propose les annotations finales (voirÂ, Figure 3.2(a)).
(b) Au début du processus d’annotation (voir Figure 3.2(b)).
L’individu intervient au début du processus d’annotation. Plus précisément, quand
une image-requête est donnée en entrée d’un système d’annotation, le système de-
mande à l’utilisateur quelques annotations initiales (Kucuktunc et al., 2008; Sigurb-
jörnsson et van Zwol, 2008). Ces annotations initiales sont ensuite utilisées par le sys-
tème pour initier le processus d’annotation. Le système annote alors l’image avec de
nouveaux termes.
Globalement, l’annotation semi-automatique est plus performante que l’annotation
manuelle en terme d’efficacité (rapidité) et meilleure que l’annotation automatique en
terme de précision. Elle est souvent proposée pour améliorer la faible précision de l’anno-
tation automatique (Yang et al., 2005). Cependant, à l’instar de l’annotation manuelle, elle
est sujette à l’interprétation des individus et son coût est plus élevé que celui de l’annota-
tion automatique.
4. en anglais : Games with a Purpose ou GWAP
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(b) Interaction au début du processus
Figure I.3.2 – Annotation semi-automatique.
3.2.3 Annotation automatique
L’annotation automatique d’images a été introduite au début des années 2000 dans
le but de générer de façon automatique des mots-clés pour les images (c.-à-d. sans faire
intervenir les utilisateurs). Elle a comme objectif de combler les lacunes de l’annotation
manuelle et semi-automatique respectivement.
Dans le cadre de ce mémoire, nous nous focalisons sur l’annotation automatique
d’image que nous détaillons dans la section suivante.
3.3 Annotation automatique d’images
Nous avons choisi de présenter les travaux de l’état de l’art d’après les informations
qui se trouvent dans les collections des images plutôt que d’après les caractéristiques des
images ou les modèles employés. Ainsi, nous avons identifié dans la littérature deux ca-
tégories d’annotations automatique d’images : l’annotation automatique spécifique aux
collections formées uniquement d’images (par exemple, collections personnelles ou spé-
cifiques) et l’annotation automatique spécifique aux collections qui, en plus des images,
incluent d’autres métadonnées (par exemple, les collections Web présentes sur les plate-
formes de partage des photos tels que Panoramio).
3.3.1 Annotation automatique spécifique aux collections formées uniquement
d’images
Ce type d’annotation s’appuie sur les caractéristiques visuelles des images. Les images
peuvent être représentées par les caractéristiques visuelles de trois façons différentes :
– Globalement. Les méthodes globales calculent les caractéristiques des images sur la
globalité de l’image (c.-à-d. l’image tout entière) ;
– Localement. Les méthodes locales divisent les images en blocs de taille fixe ou en
régions, appelés aussi sous-unités d’images. Les caractéristiques visuelles sont ainsi
calculées pour chaque sous-unité séparément.
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– Hybride. Plus récemment, des chercheurs ont montré que la combinaison des mé-
thodes globales et locales peut améliorer l’annotation automatique d’images pour
certaines tâches, telles que la reconnaissance des visages (Fang et al., 2002; Su et al.,
2009) et la détection d’objets dans les images (Lisin et al., 2005). Ces méthodes fi-
gurent dans la littérature sous le nom de « méthodes hybrides ».
Une synthèse de ces méthodes est présentée dans les travaux de Bouyerbou et al.
(2012).
En utilisant ces représentations différentes des images, les chercheurs proposent di-
verses approches pour apprendre des concepts sémantiques (c.-à-d. annotations) à partir
des informations de bas niveau (c.-à-d. visuelles). Nous avons identifié dans la littérature
trois approches, notées a), b) et c).
a) Approches supervisées.
Les approches supervisées considèrent l’annotation automatique d’images comme un
problème de classification, où chaque concept est une classe indépendante. Des classi-
fieurs binaires (un pour chaque concept) sont entraînés et les images ou les sous-unités
d’images sont ainsi classifiées. Le résultat de la classification représente l’annotation
associée aux images. Parmi les algorithmes mis en œuvre dans les approches supervi-
sées, nous mentionnons les plus employées dans la littérature : machines à vecteurs
support (SVM — Support Vector Machine) (Chapelle et al., 1999), les k plus proches voi-
sins (K-NN — k-nearest neighbors) (Guo et Luo, 2010), les réseaux de neurones (Zhao
et al., 2008), les arbres de décision (Jiang et al., 2009), l’approche bayésienne (Vailaya
et al., 2001), Multiple-Instance Learning (Carneiro et al., 2007), etc.
En utilisant ces techniques, les images sont classifiées en diverses classes, telles que in-
térieur versus extérieur, bâtiments versus non-bâtiments, etc. Même si les approches
supervisées améliorent la performance car les classes (concepts) sont connues aupa-
ravant, elles sont limitées aux caractéristiques visuelles considérées au moment de la
définition des classes. De plus, elles sont surtout efficaces dans des bases d’images spé-
cifiques, contenant un nombre restreint d’objets.
b) Approches non-supervisées.
Par rapport aux approches supervisées, les approches non-supervisées passent davan-
tage à l’échelle en termes de nombre de classes et des concepts ; elles traitent le pro-
blème de l’annotation d’une manière plus générale. Ces approches utilisent majoritai-
rement des modèles probabilistes pour représenter la corrélation entre les caractéris-
tiques visuelles d’images et les mots-clés.
Mori et al. (1999) présentent un des premiers travaux d’annotation d’images. Ils pro-
posent un modèle de co-occurrence pour représenter la relation entre mots-clés et
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caractéristiques visuelles. Le processus d’annotation se fait de la manière suivante :
chaque image est découpée en une grille de régions rectangulaires et chaque région
hérite de tous les mots-clés de l’image. Ensuite, les descripteurs visuels sont extraits de
chaque région et regroupés dans des clusters. Enfin, pour une image-requête non an-
notée, le même processus est employé afin de trouver le plus proche cluster de chaque
région. Les mots choisis en tant qu’annotations sont les mots pour lesquels les plus
fortes probabilités sont obtenues.
Par ailleurs, Duygulu et al. (2002) ont proposé un modèle de traduction (machine trans-
lation model) pour assigner à un groupe de régions d’images visuellement similaires
(blob) un ensemble de mots-clés. Une image-requête est annotée par les mots asso-
ciés à chacune de ses régions. Jeon et al. (2003) améliorent les résultats de Duygulu
et al. (2002) en introduisant un modèle de génération de langage — CMRM Cross Me-
dia Relevance Model — qui assigne des annotations sur la globalité des images et pas
uniquement sur des blobs spécifiques. De plus, Lavrenko et al. (2003) ont proposé le
modèle CRM (Continuous-space Relevance Model) qui améliore le modèle CMRM en
ne recourant pas aux techniques de clustering. Il n’est par conséquent pas impacté par
le problème de la granularité.
Par rapport aux approches supervisées, les approches non-supervisées ont besoin d’un
nombre plus grand de données pour le processus d’apprentissage.
c) Approches semi-supervisées.
Pour tirer des bénéfices à la fois des approches supervisées et non-supervisées, cer-
tains travaux récents ont adopté les approches semi-supervisées. Lorsque les données
d’apprentissage sont limitées (ce qui est souvent le cas), ces types d’approches sont
plus efficaces que les approches supervisées. Cela est dû à l’utilisation simultanée
des données étiquetées et non-étiquetées dans le processus de classification (Bilenko
et al., 2004). Une description détaillée de ces approches est faite par Zhu (2005).
Pour résumer, l’annotation automatique d’images spécifiques aux collections formées
uniquement d’images se heurte à plusieurs écueils. Il y aura toujours un effort à fournir
pour produire un ensemble parfait de données qui sera utilisé comme référence dans le
processus d’apprentissage. Ces approches d’annotation sont envisageables pour des col-
lections spécifiques et de faible taille avec un nombre restreint de concepts. Par consé-
quent, il est impossible de les utiliser sur des collections avec des millions d’images et des
milliers de classes (Rohrbach et al., 2010) ; coûteuse en terme de calcul, ce qui rend plus
difficile le passage à grande échelle (eu égard à la croissance des images sur le Web). Pour
contrebalancer ces limites, les chercheurs utilisent des informations liées aux contextes
des images disponibles sur le Web (voir section I.2.2.1). Nous détaillons ces aspects dans la
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section suivante, dans laquelle nous traitons l’annotation automatique d’images contex-
tualisées.
3.3.2 Annotation automatique d’images contextualisées
Les approches traitées dans cette section annotent les images en utilisant des informa-
tions qui se trouvent sur des plateformes de partage de photos (par exemple,flickr.com,
panoramio.com). Ces approches supposent qu’il existe une base de données volumineuse
d’images annotées (c.-à-d. des plateformes de partages d’images) qui peut être exploitée
afin de trouver des images annotées similaires à une image-requête (Li et al., 2009). Ainsi,
l’annotation de l’image-requête se fait en propageant les informations textuelles (tags) des
images similaires.
Afin de classifier les travaux de la littérature, nous considérons le processus d’anno-
tation automatique d’images contextualisées comme un processus en deux étapes prin-




Figure I.3.3 – Processus d’annotation d’images.
1. Génération d’annotations candidates.
Le processus de génération d’annotations candidates consiste à trouver un en-
semble d’images similaires à une image-requête ainsi que leurs métadonnées (par
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exemple, tags, informations concernant les utilisateurs, titres, commentaires. . .). Par
l’extraction des informations textuelles de ces métadonnées, une liste d’annota-
tions candidates est constituée pour une image-requête. Les techniques de sélection
d’images similaires utilisées dans la littérature se basent en particulier sur les caracté-
ristiques visuelles, contextuelles (par exemple, celles de spatialisation) et sociales des
images. Nous pouvons les classifier en deux catégories, notées a) et b) :
a) Techniques qui se basent sur une seule caractéristique. Par exemple, (Silva et Mar-
tins, 2011; Hughes et al., 2012) n’emploient que les caractéristiques de spatialisation
(c.-à-d. la latitude et la longitude) pour identifier les images qui sont similaires à
une image-requête. Avec le même objectif, (Barai et Cardenas, 2010; Wu et al., 2011)
n’utilisent que les caractéristiques de bas niveau des images. De plus, des travaux
utilisent les caractéristiques textuelles des images (Kucuktunc et al., 2008; Sigurb-
jörnsson et van Zwol, 2008). Dans ces travaux, un ou deux termes initiaux (c.-à-d.
attribués par un individu pour une image-requête) sont utilisés pour trouver des
images similaires. Pour être considérées similaires, ces images doivent contenir tous
les termes initiaux. Cette caractéristique textuelle est surtout utilisée pour étendre
la liste initiale des termes. Par ailleurs, Eom et al. (2011) soulignent l’importance
de la caractéristique sociale dans le processus d’annotation. Plus précisément, ils
utilisent la liste d’images préférée de l’utilisateur qui a pris l’image-requête afin de
réaliser une recommandation personnalisée des tags.
b) Techniques qui se basent sur l’exploitation de plusieurs caractéristiques. Par exemple,
(Moxley et al., 2008; Popescu et Moëllic, 2009; Sergieh et al., 2012) utilisent conjointe-
ment les caractéristiques de spatialisation et de bas niveau des images. Tout d’abord,
les caractéristiques de spatialisation sont employées. Ensuite, pour être plus précis
et pour restreindre l’ensemble des images similaires à considérer, ils utilisent les ca-
ractéristiques de bas niveau. D’autres chercheurs (Wang et al., 2006b) utilisent les
caractéristiques textuelles et de bas niveau des images.
Le choix des caractéristiques employées dans le processus d’annotation dépend
notamment de la collection d’images qu’on veut annoter (c.-à-d. personnelle,
spécifiques. . .) et de la scène/objet illustrée dans l’image (c.-à-d. des paysages, des lé-
gumes ou fruits, des images médicales). Par exemple, les travaux spécifiques à la tâche
d’annotation automatique et de recherche d’images médicales s’appuient principale-
ment sur des caractéristiques visuelles et textuelles (Cheng et al., 2005). Les travaux
spécifiques à la tâche d’annotation automatique et de recherche d’images illustrant des
paysages reposent principalement sur des caractéristiques spatiales et visuelles (Ser-
gieh et al., 2012).
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2. Affinage d’annotations.
Les annotations candidates obtenues par les techniques présentées précédemment
sont généralement produites dans un ordre aléatoire, ce qui ne traduit aucune impor-
tance ou pertinence par rapport à l’image-requête. Or, il est connu que les individus
apportent davantage d’attention au début d’une liste qu’à la fin (order effects (Becker,
1954)). On retrouve ce biais cognitif lorsqu’on observe des utilisateurs de moteur
de recherche, qui ne cliquent que sur les premiers documents de la première page
des résultats. Afin de lutter contre ce biais, une étape d’affinage des annotation est
nécessaire afin de renforcer celles qui sont les plus significatives (descriptives) pour
une image-requête. À cet effet, nous présentons dans la suite les principales techniques
d’affinage employées dans la littérature qui visent à classer les tags les plus pertinents
en tête de liste.
L’une des techniques les plus utilisées consiste à compter le nombre de fois qu’un tag
apparaît dans la liste des tags candidats (Wang et al., 2008a,b; Hughes et al., 2012). Ainsi,
les tags comptant le plus grand nombre d’apparitions sont utilisés en tant qu’anno-
tations. Au fil du temps, diverses techniques d’affinage d’annotations candidates ont
été abordées dans la littérature. Ces techniques dépendent notamment de facteurs liés
aux caractéristiques des images et aux données encapsulées dans celles-ci. Ces facteurs
sont employés à deux niveaux : global et local.
(a) Niveau global.
La pertinence d’un tag se calcule par rapport à l’ensemble des informations as-
sociées aux images similaires. Dans ce cas, les images trouvées et similaires sont
considérées comme ayant le même degré de pertinence que l’image-requête. Des
exemples de facteurs incluent :
– le nombre d’individus différents qui ont utilisé le tag (Silva et Martins, 2011) ;
– le nombre de visites Web faites aux images contenant le tag (Silva et Martins,
2011) ;
– la popularité (fréquence) d’un tag dans l’ensemble des tags candidats (Wang et
Li, 2009) ;
– le nombre de fois qu’un tag apparaît dans les titres, commentaires, images mar-
quées avec l’indication « favori » par les individus (Chen et Shin, 2013).
(b) Niveau local.
La pertinence d’un tag se calcule par rapport au degré de pertinence de chaque
image similaire. Dans ce cas, chaque image est plus ou moins similaire avec
l’image-requête considérée. Kucuktunc et al. (2008); Sergieh et al. (2012) calculent
une similarité visuelle entre l’image-requête et les images trouvées tandis que Silva
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et Martins (2011) calculent une similarité spatiale. En outre, d’autres chercheurs
(Sergieh et al., 2012) considèrent que la pertinence d’un tag dépend du nombre de
tags employés dans chaque image similaire.
En analysant les travaux présentés ci-dessus, nous observons qu’ils recourent à dif-
férents facteurs simultanément. Cela conduit à l’obtention de plusieurs classements de
pertinence pour chaque tag. Dans le but d’obtenir un seul classement pour chaque tag,
des méthodes d’agrégation des classements sont employées dans la littérature. Nous les
présentons dans la section suivante.
3.3.3 Agrégation/fusion des facteurs
Diverses stratégies d’agrégation de classements sont appliquées pour attribuer des
scores aux tags candidats. Elles visent à identifier les tags qui décrivent le mieux une
image-requête. Nous présentons dans la suite les principales techniques employées dans
la littérature.
a) Agrégation a priori.
Ce type d’agrégation consiste à utiliser simultanément les résultats donnés par chaque
facteur (voir Figure I.3.4). Une façon de faire consiste à les intégrer dans un modèle qui
estime la probabilité de pertinence d’un tag candidat par rapport à l’image-requête
considérée.
image requête
Figure I.3.4 – Agrégation a priori.
Par exemple, Sergieh et al. (2012) proposent un modèle probabiliste pour l’annota-
tion des images. Ce modèle combine conjointement la probabilité conditionnelle des
images trouvées (it) sachant l’image-requête (iq), notée P (it|iq), et la probabilité condi-
tionnelle du tag t sachant l’image it, notée P (t|it).
En outre, Weinberger et al. (2008) proposent un modèle probabiliste qui prend en
compte la co-occurrence des tags et qui mesure les ambiguïtés des tags par rapport
au contexte dans lequel ils apparaissent (spatial, par exemple).
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b) Agrégation a posteriori.
Ce type d’agrégation traite les différents facteurs séparément. Ainsi, pour chaque fac-
teur une liste ordonnée d’annotations est obtenue. Une fois les listes obtenues, des mé-
thodes de fusion adéquates sont utilisées afin de présenter aux individus les résultats
finaux (voir Figure I.3.5).
image requête
Figure I.3.5 – Agrégation a posteriori.
Pour ce faire, Silva et Martins (2011) utilisent des méthodes de classement supervisées
(par exemple, RankBoost, AdaRank, Coordinate Ascent) et des méthodes de classement
non-supervisées (par exemple, CombSUM, CombMNZ (Fox et Shaw, 1993) et Borda vo-
ting ). Par ailleurs, certains auteurs (Moxley et al., 2008; Wang et Li, 2009) ont employé
une combinaison linéaire des facteurs qu’ils ont traités dans leurs travaux.
La fusion d’informations provenant de multiples facteurs peut réduire considérable-
ment le nombre d’annotations non-pertinentes présentes en tête de liste. Ce constat s’ap-
plique également aux approches pour lesquelles des améliorations significatives de la pré-
cision de l’annotation des images ont été rapportées dans la littérature.
En se basant sur les types de collections d’images, sur les caractéristiques des images
et sur les catégories d’annotations, nous exposons dans la section suivante les systèmes
d’annotation d’images proposés au fil du temps.
3.4 Systèmes d’annotation des images
Dans cette section nous présentons divers systèmes proposés dans la littérature au
cours des années dans le domaine des images (voir Tableau I.3.1). Les caractéristiques des
systèmes sont groupées selon les en-têtes suivants :
– Systèmes. Cette partie du tableau indique : le nom, la référence de chaque système
et la catégorie d’annotations qui indique la fonction principale de chaque système
(c.-à-d. Automatique ou Semi-Automatique).
– Génération d’annotations. Cette partie spécifie les caractéristiques prises en
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compte par chaque système pour trouver l’ensemble d’images similaires à une
image-requête.
– Affinage d’annotations.Cette partie du tableau fait référence aux caractéristiques
considérées par chaque système pour attribuer des scores à chaque terme de la liste
des termes candidats. Par exemple, un « + » dans la colonne Visuel signifie que les
termes associés à une image de l’ensemble des images similaires obtiennent tous le
score donné par la distance visuelle entre cette image et l’image-requête.
Les colonnes de ces deux parties du tableau (c.-à-d. Génération d’annotations et
Affinage d’affinages) font référence aux caractéristiques des images qui ont été
présentées en détail dans la section I.2.2.1.
– Collection. Cette colonne indique, d’une part, la taille de la collection qui a été uti-
lisée pour l’évaluation et, d’autre part, les plateformes à partir desquelles ces images
ont été collectées.
Dans le tableau, le symbole « + » indique la prise en compte de la caractéristique, le
symbole « − » indique l’ignorance de la caractéristique et le symbole « ? » désigne le fait
que nous n’avons pas trouvé l’information dans l’article référencé.
Nous constatons que le Tableau I.3.1 est divisé en deux parties : une partie supérieure
qui fait référence aux systèmes d’annotation d’images et une partie inférieure listant des
systèmes liés à la tâche d’annotation, sans être toutefois fortement liés aux approches trai-
tées dans le cadre de cette thèse. Par la suite, nous donnons quelques exemples de tels
systèmes :
1. Certains systèmes annotent des images dans un cadre mobile comme, par exemple,
PhotoMap (Viana et al., 2007, 2008), ZoneTag (Ames et Naaman, 2007), TagSense (Qin
et al., 2011), iPiccer (Proßet al., 2009), TagPix (Hillol et Borea, 2013).
PhotoMap (Viana et al., 2007, 2008) annote et visualise les images en s’appuyant sur
les informations concernant le contexte des images (par exemple, la localisation, la
date et l’heure, les dispositifs Bluetooth environnants) et l’aspect social (par exemple,
les amis de l’utilisateur qui a pris la photo). ZoneTag (Ames et Naaman, 2007) per-
met aux individus de publier des images sur Flickr. De plus, il recommande des tags
pour ces images en se basant sur les tags employés par les utilisateurs par le passé,
sur les réseaux sociaux des utilisateurs et sur les entités du monde réel proches de la
localisation des utilisateurs. TagSense (Qin et al., 2011) annote automatiquement les
images avec les noms des individus et le lieu où la photo a été prise (par exemple, in-
térieur/extérieur, dans le musée X).TagPix (Hillol et Borea, 2013) est un système d’éti-
quetage d’images qui, outre les informations de localisation, prend en compte aussi
l’orientation de l’appareil photo. Cela contribue à une bonne précision d’étiquetage
pour les images qui illustrent un seul site touristique dans un lieu où il y a une concen-
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tration des sites touristiques. Par exemple, pour une image qui illustre la Tour Eiffel,
les tags comme Trocadero ne sont pas pertinents.
2. Des systèmes de génération d’informations dans un contexte mobile comme, par
exemple, SnapToTell (Chevallet et al., 2007).
SnaptoTell (Chevallet et al., 2007) est un service d’information touristique qui, pour
une image-requête, propose des informations sur la scène illustrée dans l’image. Par
exemple, pour une image-requête d’une œuvre d’art prise dans un musée avec un
smartphone, il reconnaît l’œuvre et peut envoyer à l’individu une description tex-
tuelle.
3. Des systèmes de visualisation d’images comme, par exemple, WWMX (Toyama et al.,
2003), World Explorer (Ahern et al., 2007), ThemExplorer (Popescu et al., 2008), In-
foAlbum (Karlsen et Jakobsen, 2011).
World Explorer (Ahern et al., 2007) et ThemExplorer (Popescu et al., 2008) sont des
systèmes qui visualisent sur une carte les tags avec les images correspondantes. Ces
systèmes se distinguent par les procédés de navigation et interaction, ainsi que par
le fait que le système ThemExplorer s’appuie sur une base de données structurée.
Une vidéo de démonstration du système ThemExplorer est disponible en ligne 5. En
outre, le système InfoAlbum (Karlsen et Jakobsen, 2011) fournit à l’utilisateur, pour
une image-requête, des informations collectées sur le Web (par exemple, des pages
Wikipédia, des pages Web, des images, des tags. . .). Il s’appuie sur des métadonnées
de localisation, temporel et une catégorie fournie par les utilisateurs.
4. Des systèmes cartographiques pour la recherche et la navigation d’images géolocali-
sées comme, par exemple, TagNSearch (Nguyen et al., 2008).
TagNSearch (Nguyen et al., 2008) est un système qui regroupe les images géographi-
quement proches en classes et attribue à chaque classe formée un nuage de tags (tag
cloud).
5. Des systèmes d’organisation des collections d’images personnelles comme, par
exemple, PhotoCompass (Naaman et al., 2004a,b) et MediAssist (O’Hare et al., 2005,
2006).
MediAssist (O’Hare et al., 2005, 2006) se base sur le contexte des images (localisation
et temps), le contenu des images et les annotations des utilisateurs tandis que Photo-
Compas (Naaman et al., 2004a,b) ne se base que sur le contexte des images (localisa-
tion et temps).
6. Des systèmes d’annotation avec les noms des personnes qui apparaissent dans les
images comme, par exemple, PeopleRank (Naaman et al., 2005).
5. http://vimeo.com/441282
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PeopleRank (Naaman et al., 2005) exploite les informations contextuelles des images
(de localisation et de temps) pour la tâche d’annotation au lieu d’utiliser des tech-
niques de la reconnaissance faciale.
7. Des systèmes collaboratifs comme, par exemple, LOCALE 6.
LOCALE (Naaman et al., 2003) est un système qui suggère les tags d’une à trois images
prises dans la même zone géographique qu’une image-requête dans le but de l’étique-
ter.
Pour ces systèmes, la classification que nous avons proposée dans le Tableau I.3.1 n’est
pas réalisable. En effet, même s’ils emploient les mêmes caractéristiques d’images, ce
n’est pas possible de les diviser selon les deux étapes (c.-à-d. génération d’annotations
candidates et affinage d’annotations) du tableau, car la tâche et le cadre pour lesquels
ils étaient conçus sont différents de ceux abordés dans le cadre de ce mémoire. Nous
avons choisi de toutefois les présenter pour diverses raisons. Ils offrent un aperçu global
des systèmes proposés dans la littérature afin d’organiser, classer, rechercher et annoter
les images. De plus, les systèmes d’annotation dans un contexte mobile sont similaires à
nos approches : ils visent à annoter des images de type paysage. La différence porte sur
le fait qu’ils ajoutent des caractéristiques supplémentaires disponibles seulement dans
un contexte mobile (Bluetooth, par exemple) pour la recherche et pour l’annotation. Par
ailleurs, certains d’entre eux annotent les images avec les noms des personnes qui les
ont prises. Dans nos approches, ce type d’annotations personnelles ne sont pas envisa-
geables parce qu’elles constituent du bruit (c.-à-d. des tags non pertinents parmi les tags
candidats). Enfin, certains systèmes de visualisation disposent d’une fonctionnalité de re-
commandation de tags afin d’offrir aux utilisateurs des informations complémentaires
pour une image-requête comme, par exemple, le système InfoAlbum (Karlsen et Jakobsen,
2011).
Dans le Tableau I.3.1 nous listons ces systèmes pour lesquels seulement l’en-tête
Systèmes reste inchangé. Sur la base de ce que nous avons exposé ci-dessus, les autres
colonnes ne sont pas valorisées. La seule information que nous précisons concerne une
description de l’objectif de chaque système.
Dans la partie supérieure du tableau, 9 systèmes d’annotation d’images sont listés.
Nous pouvons observer qu’une caractéristique particulière (c.-à-d. la caractéristique de
temporalité) a été omise par ces systèmes pour les deux étapes. De plus, la caractéris-
tique de spatialisation a été utilisée pour la partie d’affinage, mais uniquement par le sys-
tème SpiritTagger. Ce dernier introduit une notion d’écart type entre coordonnées géo-
6. LOCAtion-to-LabEl
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graphiques pour chaque utilisation du tag.
Dans le cadre de cette thèse, une de nos contributions est un système d’annotation au-
tomatique d’images qui ne requiert pas d’interaction de la part des individus. Ce système
prend en compte les caractéristiques de spatialisation et de temporalité pour les deux
étapes (c.-à-d. génération et affichage). À notre connaissance, l’utilisation conjointe de
ces deux caractéristiques n’a pas été employée jusqu’à présent dans le processus d’anno-
tation automatique d’images. La caractéristique visuelle n’est pas exploitable pour l’étape
de génération d’annotations candidates, surtout quand il s’agit des collections de grande
taille (106 millions d’images, par exemple) 7, car le calcul des descripteurs visuels est trop
coûteux (Kimura et al., 2011). De plus, rappelons que nous sommes intéressés par des
images de type paysages : la caractéristique visuelle n’apporte pas d’amélioration signifi-
cative pour l’étape d’affinage, comme le montrent les travaux de Silva et Martins (2011).
3.5 Limites de l’annotation automatiques d’images
Malgré les efforts effectués depuis au moins vingt-quatre ans, des nombreux travaux
liés à l’annotation automatique d’images tentent encore d’améliorer les résultats obte-
nus. Au cours de ces années, les chercheurs ont abordé cette question en employant des
méthodes d’apprentissage automatique qui relient les caractéristiques visuelles d’images
avec des concepts sémantiques. Bien que ces méthodes d’annotation aient des avantages
indéniables, elles se heurtent à plusieurs limites :
– annotent avec nombre limité de concepts (par exemple, les concepts inté-
rieur/extérieur, fruit/légume) ;
– nécessitent une collection annotée de référence ;
– donnent de bonnes performances uniquement pour des collections de faible taille
et spécifiques (de l’ordre des tailles présentées dans le Tableau I.3.1) ;
– ne permettent pas une interprétation sémantique des images ;
– rendent le passage à l’échelle difficile à cause de la complexité des algorithmes.
Plus récemment, pour associer de la sémantique aux images, les chercheurs s’appuient
sur le contexte des images exploitable à l’aide du Web (c.-à.-d localisation, temps, infor-
mations textuelles disponibles sur les plateformes de partage d’images). En se basant sur
ces informations, ils ont proposé divers facteurs et diverses approches pour décrire les
images avec des termes pertinents. Le choix des facteurs et des approches est strictement
lié au type de la collection qu’on veut annoter (par exemple, des collections de paysages,
des collections des personnes. . .). Dans le cadre de ce mémoire, nous nous intéressons aux
collections de type paysage. En étudiant les approches de l’état de l’art qui traitent de ce
7. La taille de la collection CoPhIR (Content-based Photo I mage Retrieval) (Paolo et al., 2009)
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type d’images, nous identifions dans cette section des limites auxquelles nous proposons
des éléments de solutions dans la partie II :
1. En faisant référence aux caractéristiques utilisées pour constituer l’ensemble
d’images similaires à une image-requête, nous remarquons que la caractéristique de
temporalité a été ignorée. Nous pensons que cette caractéristique est potentiellement
porteuse d’information lorsqu’un événement se produit lors de la prise d’image. De
ce fait, des images non-pertinentes pour l’image-requête peuvent être éliminées. De
plus, dans le processus d’affinage des tags, cette caractéristique devrait être considé-
rée, afin de favoriser les tags liés à des événements ;
2. Les modèles de classement des tags (par exemple, probabiliste, combinaison linéaire
des facteurs. . .), bien que fournissant des résultats satisfaisants, peuvent être limités
dans le cas d’images illustrant des paysages lorsque les proximités spatiales et tempo-
relles entre les images ne sont pas considérées (cf. l’exemple de l’image prise à Trafal-
gar Square en page 5).
3. Nous pensons que les systèmes d’annotation d’images existants gagneraient à être
complètement automatiques de façon à éviter une possible intervention des utilisa-
teurs, nécessitant des efforts et produisant des tags subjectifs. De plus, des évaluations
sur des collections de taille significatives (au moins 1 million d’images 8) doivent être
envisagées, afin de rendre le passage à l’échelle plus faisable.
Les contributions principales de cette thèse répondent aux limites que nous avons
identifiées : d’une part la possibilité d’exploiter le Web pour exploiter des informations
concernant le contexte d’images requêtes (crowdsourcing ) et d’autre part l’apport de nou-
veaux facteurs et méthodes d’agrégation que nous intégrons dans un système d’annota-
tion automatique, appelé AnnoTagT.
3.6 Bilan
Dans cette section, nous avons détaillé une étude sur les travaux d’annotation
d’images. Nous avons présenté les différentes catégories d’annotations en soulignant leurs
avantages et leurs limites. Puis, nous nous sommes focalisés sur l’annotation automa-
tique d’images. De plus, nous avons mis en exergue les avantages introduits par la prise
en compte du contexte des images dans le processus d’annotation. Nous avons également
offert un aperçu des principaux systèmes d’annotation d’images présentés dans la littéra-
ture et nous avons identifié les principales limites auxquelles les approches d’annotation
d’images de type paysage sont confrontées.
8. La taille de la collection MIRFLICKR-1M. Cette collection a été utilisée pour la tâche d’annotation et de
recherche d’images dans le cadre de la campagne d’évaluation ImageCLEF 2012 http://imageclef.org
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3.6. Bilan
Dans la deuxième partie du présent mémoire, nous introduisons nos contributions qui
visent à améliorer l’annotation automatique des images par l’utilisation d’informations
textuelles, spatiales et temporelles relatives à ces mêmes d’images.
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Deuxième partie




1 Aperçu synthétique de la
contribution
CETTE thèse s’inscrit dans le cadre général de la recherche d’images non-étiquetées (c.-à-d. non décrites par un individu avec des tags). Nous nous intéressons en particulier
aux images contextualisées que nous décrivons à l’aide de données issues du Web. Il s’agit
d’exploiter des contenus, ici les tags, produits par des internautes. Cette pratique connue
sur le nom de crowdsourcing (Alonso et al., 2008) signifie littéralement « production de la
foule ».
Nous présentons tout d’abord trois problématiques identifiées qui sous-tendent la mo-
tivation de nos recherches :
1. L’apport des individus dans la tâche d’annotation d’images est à forte valeur-ajoutée :
leurs annotations véhiculent des informations pertinentes pour les images. Cet ap-
port des individus est connu dans la littérature par le nom d’annotation manuelle
d’image. Face à la croissance exponentielle des images disponibles à la fois sur les or-
dinateurs des individus et sur le Web, ce procédé se heurte à divers écueils, tels que :
– la subjectivité des tags/annotations posté(e)s par les individus sur les plateformes
de partages d’images ;
– l’effort intellectuel élevé associé au choix de nouvelles étiquettes ;
– le coût trop élevé en temps ;
– l’évolution du langage d’indexation avec le temps, etc.
Par conséquent, le développement de systèmes d’annotation automatique d’images
est souhaitable pour répondre à ces problèmes.
2. Les systèmes d’annotation automatique existants comme, par exemple, Google
Images, Qbic (Flickner et al., 1995), VisualSeek (Smith et Chang, 1996), sont surtout
basés sur des informations textuelles (provenant des pages Web qui contiennent les
images) et sur le contenu d’images. De ce fait, des problèmes surviennent lorsqu’on
considère de grands volumes de photos prises et publiées en ligne. Ces photos sont
privées du voisinage textuel (texte englobant) des pages Web et de la spécificité des
approches basées sur l’analyse du contenu d’images applicables à plus petite échelle.
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Par conséquent, de nouvelles techniques qui utilisent des informations additionnelles
liées aux images (par exemple, les métadonnées que les individus associent aux pho-
tos en utilisant les plateformes de partage en ligne, les métadonnées contextuelles
d’images, telles que les informations textuelles et spatiales) sont requises afin d’orga-
niser, rechercher et annoter cette masse grandissante de photos.
3. L’estampille temporelle représente une véritable information pertinente pour les pho-
tos. Elle peut aider à identifier des événements immortalisés dans les images. Pour
l’instant, ces informations ne sont pas valorisées dans le processus d’affinage des
annotations, ce qui peut aboutir à de mauvais résultats (voir incongrus) dans cer-
tains cas. Par exemple, considérons le cas d’une photo prise lors de la cérémonie
d’investiture de Barack Obama au parc du National Mall de Washington, D.C., le 20
janvier 2009. En utilisant l’estampille temporelle des photos, une liste de tags serait
produite. Cette liste peut contenir les tags suivants, ordonnés par poids décroissant :
obama, president, 2009-01-20, hope, barack, yes_we_can, US, american, mall, black,
washington. . . Notons l’importance de la dimension temporelle : une photo prise au
même endroit le 28 août 1963 pendant le discours I have a dream de Martin Luther
King aurait été associée avec des tags bien différents !
Cette deuxième partie du mémoire expose notre contribution : l’annotation automa-
tique d’images non-étiquetées. Cette contribution vise à proposer une solution aux pro-
blématiques identifiées. De ce fait, elle porte sur un double aspect. D’une part sur la des-
cription textuelle d’images par l’utilisation de différentes caractéristiques (descripteurs)
associées aux images. D’autre part, sur la possibilité d’utiliser ces descriptions textuelles à
des fins de recherche d’images par mots-clés.
1.1 Exploitation des caractéristiques d’images
à des fins d’annotation
Afin de répondre aux problématiques identifiées précédemment, nous proposons
d’annoter une image-requête en utilisant deux types de caractéristiques : À les caracté-
ristiques contextuelles (c.-à-d. localisation et estampille temporelle) incluses dans les for-
mats des fichiers d’images et Á les caractéristiques externes aux images (c.-à-d. les infor-
mations issues du Web).
Nous faisons l’hypothèse que les informations créées par les internautes sur le Web
peuvent représenter des sources d’informations pertinentes pour décrire les images. Ainsi,
dans le cadre de ce mémoire, nous nous appuyons sur deux types d’informations externes
aux images, notés (a) et (b) :
58 M d lina Mitran
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(a) D’une part, nous nous appuyons sur les informations de type tags (pour la définition
voir la section II.2.1) issues des plateformes de partage d’images. Ces tags sont consi-
dérés par Liu et al. (2011) comme une trace de l’intelligence collective. De ce fait, ils
sont au cœur de notre modèle d’annotation, en tant que première source d’informa-
tion textuelle utilisée pour l’annotation d’images requêtes.
(b) D’autre part, nous considérons que les pages Web identifiées pertinentes par rap-
port à une image-requête peuvent fournir des informations additionnelles au proces-
sus d’annotation d’images. Ces informations additionnelles sont représentées par les
termes extraits de ces pages Web en employant des techniques du domaine de la RI
(voir section II.4).
De façon générale, les informations textuelles ainsi identifiées sont utilisées comme
annotations pour des images-requêtes.
1.2 L’annotation automatique d’images à des fins de recherche
Le processus d’annotation d’images peut être considéré comme étant une étape préa-
lable au processus de recherche d’images à l’aide de requêtes textuelles. Cette étape se
déroule en amont du processus de la recherche d’images et décrit une image-requête
par un groupe de mots-clés afin de pouvoir ensuite l’indexer et la rechercher par des re-
quêtes textuelles. En effet, la recherche consiste à mettre en correspondance les annota-
tions d’images stockées dans l’index et les termes de la requête.
Dans le cadre de ce mémoire, nous nous focalisation sur l’annotation automatique
d’images qui vise à répondre à plusieurs besoins des individus tels que l’organisation, l’ex-
ploitation et la recherche textuelle des photos.
Cette deuxième partie du mémoire est structurée comme suit. La section II.2
définit différentes approches de modélisation des descripteurs de thématique, de
spatialisation et de temporalité que nous employons afin d’annoter une image-
requête. En s’appuyant sur ces descripteurs, nous présentons dans la section II.3 un pro-
cessus d’annotation sémantique d’images. Ce processus comporte deux étapes : la pre-
mière étape met en œuvre des approches d’obtention des tags candidats pour une image-
requête. La deuxième étape présente des approches d’affinage des tags candidats afin de
les classer par spécificité décroissante par rapport à l’image-requête.
La section II.4 expose une proposition d’expansion/enrichissement de la liste de tags
identifiés comme pertinents pour une image-requête par le processus d’annotation sé-
mantique d’images. Cette proposition repose sur des informations issues du Web et sur
le concept d’expansion de requêtes développé en RI. Enfin, la section II.5 présente une
synthèse de notre contribution et discute des limites relatives aux propositions évoquées.
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2 Modélisation des descripteurs dethématique, de spatialisation
et de temporalité
DANS LA PREMIÈRE PARTIE I de ce mémoire, nous avons détaillé le processus général dela RI. Ensuite, par analogie avec la RI et en considérant l’image numérique comme
un type particulier de document électronique, nous avons décrit un processus général de
recherche d’images. Enfin, nous avons focalisé notre travail sur le domaine de l’annotation
d’images défini comme l’étape qui est effectuée en amont de la recherche.
Sur la base des éléments identifiés dans l’état de l’art et afin de répondre aux pro-
blématiques identifiées, cette section est consacrée à la modélisation des descripteurs
d’images utilisés pour décrire textuellement une image-requête. Les trois descripteurs
sont : le descripteur de thématique, le descripteur de spatialisation et le descripteur
de temporalité (Mitran et al., 2011). Nous les détaillons dans cette section. Ils visent à
enrichir la définition d’une image à des fins d’indexation et, ultérieurement, de recherche.
2.1 Définitions et notations
Dans cette section, nous définissons les notions utilisées dans notre contribution d’an-
notation d’images. Plus spécifiquement, nous nous intéressons à la définition d’une ac-
tivité d’annotation, des métadonnées d’une image-requête et des informations textuelles
provenant de la contribution des individus sur le Web (tags). Puis, nous détaillons les fonc-
tions de pondérations de termes de la littérature que nous exploiterons pour attribuer des
scores aux termes identifiés pertinents pour une image-requête.
2.1.1 Activité d’annotation, métadonnées de l’image-requête et tags
Activité d’annotation.
Une activité d’annotation (Figure II.2.1) peut être représentée par un ensemble d’élé-
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ments permettant d’accomplir la tâche d’annotation d’une image-requête. Nous énumé-
rons ces éléments ci-dessous :
iq Système d'annotation T = (tg1, ..., tgr)
corpus d'images
Figure II.2.1 – Illustration de l’activité d’annotation.
a) une image-requête iq est soumise à un système d’annotation automatique.
b) le système, en effectuant une recherche sur un corpus d’images, identifie pour l’image-
requête iq un ensemble d’images pertinentes (voir section II.3.1). Soit Ir l’ensemble
d’images similaires retrouvées pour l’image-requête : Ir = {ir1 , ir2 , . . . , irn}.
c) chaque image trouvée ir est représenté par le quadruplé :
ir = (annotir , geoir , tempsir , individuir)
où :
– annotir représente l’ensemble des tags associés à une image ir trouvée : annotir =
{tg1, tg2, . . . , tgn}.
– geoir représente le couple des coordonnées de géolocalisation de l’endroit où la
photo a été prise : geoir = (latir , longir).
– tempsir représente le moment de la capture d’une image.
– individuir représente l’identifiant de la personne qui a pris la photo.
d) soit AnnotIR l’ensemble des tags candidats pour l’image-requête iq : AnnotIR =
{tg1, . . . , tgr}. Ces tags proviennent des images trouvées pertinentes pour iq.
e) le dernier élément de l’activité d’annotation est représenté par le fait que le système
annote l’image-requête iq par une liste des tags de l’ensemble AnnotIR ordonnés par
poids décroissants : T = (tg1, . . . , tgr).
Les métadonnées de l’image-requête.
Dans notre contexte de travail, l’ensemble des métadonnées associées à une image-
requête sont les suivantes : les informations de localisation et les informations du
moment de la capture de l’image-requête. Ces informations sont modélisées par les
fonctions geo(iq) et temps(iq).
62 M d lina Mitran
2.1. Définitions et notations
Les tags.
Ce sont essentiellement des mots-clés ou des expressions choisies librement par des
utilisateurs pour décrire des ressources numériques. Selon les plateformes, l’étiquetage
des photos peut être réalisé par son propriétaire et/ou les personnes qui consultent la
photo. Dans la Figure II.2.2, nous illustrons un exemple d’image avec ses tags provenant
de la plateforme de partage Panoramio. L’image du Tower Bridge illustrée dans la Fi-
gure II.2.2 est étiquetée par les quatre tags : Bridges, London, Thames, Google Earth.
De cette façon, n’importe quel internaute peut par la suite accéder à cette photo à partir
d’un de ses tags (par navigation ou interrogation) qui sont présentés sous la forme de
liens hypertextes.
 
Figure II.2.2 – Exemple d’une image annotée sur la plateforme de par-
tage Panoramio.
Par la suite, nous présentons trois fonctions de pondération qui seront utilisées ulté-
rieurement dans le processus d’annotation d’images afin de trouver les tags les plus des-
criptifs pour une image-requête.
2.1.2 Principe de classement
Afin de pouvoir modéliser les descripteurs des images considérés à des fins d’annota-
tion, nous pressentons dans cette section trois fonctions de pondération sur lesquelles ils
reposent : (1) tf × idf, (2) entropie et (3) fonctions Kernel. Ces fonctions sont également
utilisées dans plusieurs domaines scientifiques, tels que la RI classique (Spärck Jones,
1979), la détection d’opinions (Gerani et al., 2010) et la prédiction d’étiquettes sociales
(Heymann et al., 2008). Nous les détaillons ci-dessous avant de les utiliser dans les sec-
tions suivantes en tant que fonctions de classement pour les tags.
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(1) tf× idf
Comme le nom l’indique, cette métrique est basée sur la combinaison des deux fac-
teurs : fréquence du tag (tf ) et fréquence inverse du tag (idf ) (équation 2.1) :
tfidf(t, d) = tf(t, d)× idf(t) (2.1)
Dans le domaine de la RI ces facteurs sont définis comme suit :
(a) la fréquence du terme t dans un document (tf ) représente le nombre d’occur-
rences du terme t dans le document donné d.
(b) la fréquence inverse du terme t dans les documents (idf ) mesure la rareté du
terme t dans l’ensemble d’une collection de documents. Un terme globalement
rare (idf élevé) est discriminant pour les documents qui les contiennent. Cette
mesure est généralement exprimée comme suit :
idf(t) = log2
( |D|
|{d : t ∈ d}|
)
(2.2)
où D est la collection de documents, |D| est le nombre total de documents dans
la collection et |{d : t ∈ d}| le nombre des documents contenant le terme t.
La manière dont nous employons cette métrique de la RI dans le cadre de nos travaux
est présentée dans la section II.2.2.
(2) Entropie
Pour capturer la généralité d’un tag, nous nous sommes inspirés des travaux des sys-
tèmes d’étiquetage qui utilisent la mesure d’entropie (Chi et Mytkowicz, 2008; Hey-
mann et al., 2008; Song et al., 2011). Par exemple, Heymann et al. (2008) utilisent cette
mesure pour analyser la prédictibilité d’un tag. Plus précisément, ils utilisent la distri-
bution de cooccurrence d’un tag avec d’autre tags. D’autres travaux, comme ceux de
Song et al. (2011), utilisent l’entropie pour mesurer le niveau de spécificité d’un tag
(équation 2.3). Une telle approche est abordée dans le cadre de ce mémoire pour iden-
tifier le degré de spécificité d’un tag t par rapport à la spatialité et temporalité d’une




p(ti) log (p(ti)) (2.3)
où N représente le nombre de thèmes (c.-à-d. sujets ou domaines spécifiques tels que
programmation, photographie, voyage. . . ; chaque thème étant composé d’un nombre
de documents représentatifs pour le sujet du thème) dans lesquelles le tag t apparaît
et p(ti) représente la probabilité que le tag t apparaît dans les documents du thème i.
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(3) Fonctions Kernel
Les fonctions Kernel ont été beaucoup utilisées dans le domaine de la RI. Par exemple,
dans les travaux de Gerani et al. (2010) et Lv et Zhai (2009b), elles sont utilisées pour
capturer la proximité des mots dans un document. Par ailleurs, de Kretser et Moffat
(1999) les utilisent pour propager le score tf × idf de chaque terme de la requête à
d’autres positions. Dans le cadre de ce mémoire, nous utilisons les fonctions Kernel
pour capturer la proximité spatiale et temporelle entre deux images (sections II.2.3.3
et II.2.4.3). Nous employons deux fonctions Kernel pour lesquelles les travaux de la


















Ces deux fonctions dépendant du paramètre σ qu’il faut estimer expérimentalement.
Ce paramètre est utilisé dans les travaux de Lv et Zhai (2009b) pour réduire le champ
de propagation de chaque terme aux d’autres termes ou dans les travaux de Gerani
et al. (2010) pour ajuster le champ de propagation de l’opinion dans un document.
Sur la base des concepts et des fonctions de pondération introduits jusqu’à présent,
les sections suivantes définissent les descripteurs de thématique, de spatialisation et
de temporalité d’images, exposent les hypothèses considérées pour chacun d’entre eux
et détaillent les approches proposées pour leurs modélisations.
2.2 Descripteur thématique d’image
Les plateformes de partage d’images en ligne fournissent une multitude d’informa-
tions relatives aux images, telles que les informations concernant l’individu qui a pris
l’image, un titre, des tags, les caractéristiques de l’appareil photo, etc. Dans nos travaux,
nous considérons comme descripteur thématique les informations de type tags associées
aux images. Dans la suite de cette section, nous présentons tout d’abord notre hypothèse
thématique, puis les approches que nous avons proposées pour la modélisation du des-
cripteur thématique.
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2.2.1 Hypothèse de pertinence thématique
Nous nous appuyons ici sur la théorie de l’intelligence collective de Surowiecki (2004) :
face à un problème donné, l’agrégation des solutions d’un grand nombre de personnes
prenant des décisions de façon indépendante aboutit à une solution meilleure que la so-
lution de la personne la plus avisée du groupe. Or, les plateformes de partage offrent des
points de vue descriptifs variés au sujet des photos publiées. Un nombre élevé de tags
dans le voisinage d’une photo-requête, provenant de plusieurs individus, permet de re-
couper les descriptions fournies par ces individus. La redondance de tags observée sug-
gère un consensus dans la description de la photo. Ainsi, parmi tous les tags associables à
une photo-requête d’Acapulco, nous faisons l’hypothèse que les plus descriptifs (tels que
Acapulco, plage, baie, Mexique) pourront être identifiés car employés par plusieurs utili-
sateurs pour étiqueter leurs photos.
2.2.2 Approches de modélisation du descripteur thématique
La modélisation du descripteur thématique repose sur des statistiques de fréquence et
de rareté qui font référence aux concepts de tf , d’idf et d’entropie de la RI présentés dans la
section II.2.1. À partir de ces concepts, nous présentons dans cette section six approches :
deux qui s’appuient sur la mesure tf , notées 1(a) et 1(b), deux qui s’appuient sur la mesure
idf , notées 2(a) et 2(b) et deux autres qui s’appuient sur la mesure d’entropie, notées 3(a)
et 3(b).
1 Approche 1 : tf
Pour mesurer l’importance d’un tag par rapport à une image-requête, nous employons
la fonction la plus utilisée dans le domaine de RI, appelée tf. Nous exploitons cette fonc-
tion de deux façons différentes, notés (a) et (b).
(a) tfspécifique d’un tag tg
Le tfspécifique d’un tag tg est calculé par rapport à une image ir, trouvée pertinente
pour une image-requête. La fonction binaire tf(tg, ir) (équation 2.6) reflète la pré-
sence ou absence d’un tag parmi la liste des annotations de ir (annotir ).
tf(tg, ir) =
1 si tg ∈ annotir ,0 sinon (2.6)
Sur cette base, le tfspécifique d’un tag par rapport à une image ir est calculé par l’équa-
tion 2.7 qui prend en compte aussi le nombre total d’annotations de l’image ir, par
la variable |ir|.
66 M d lina Mitran




Une méthode similaire est utilisée dans les travaux de Sergieh et al. (2012) en tant
que fonction de vote pour attribuer des scores aux tags.
(b) tfgénéral d’un tag tg
Le tfgénéral d’un tag tg est calculé par rapport à l’ensemble des tags candidats
AnnotIR obtenus pour l’image-requête iq (équation 2.8).
tfgénéral(tg, iq) = count(tg, AnnotIR(iq)) (2.8)
où count(tg, AnnotIR(iq)) représente le nombre de fois que le tag tg apparaît dans
l’ensemble AnnotIR(iq).
Les méthodes employées pour obtenir les tags candidats d’une image-requête iq
ainsi que les méthodes utilisées pour assigner des scores à ces tags sont présentées
en détail dans la section II.3.
2 Approche 2 : idf
Afin de déterminer le degré de spécificité d’un tag dans l’ensemble d’une collection
d’images nous proposons d’utiliser la fréquence inverse d’un tag dans la collection par
analogie avec la mesure idf de la RI. Pour le calcul de cette mesure, nous proposons
deux méthodes (c.-à-d. interne et externe), notées (a) et (b).
(a) idfinterne d’un tag tg
Pour calculer l’idf interne, nous divisons la zone spatiale de capture de l’image-
requête en plusieurs zones (A1, A2, . . . , An) (voir Figure II.2.3). En faisant l’analogie
avec la RI, chaque zone peut être considérée comme un document et les tags asso-
ciés aux images de chaque zone comme des termes. Dans la RI, ce facteur mesure
la fréquence d’un terme dans toute la collection, également appelé dans la littéra-
ture pondération globale des termes. Dans notre cas, il représente la fréquence d’un
tag dans la zone de capture d’une image-requête. En effet, un tag qui apparaît dans
toutes les zones a moins d’importance (c.-à-d. est moins discriminant de la zone)









– N représente le nombre de zones résultant de la division de la zone de capture de
l’image-requête et
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Figure II.2.3 – Division de la zone de capture d’une image-requête iq en
plusieurs zones A1 . . . AN en fonction d’un rayon fixe.
– n représente le nombre de zones dans lesquelles l’étiquette tg est repérée.
(b) idfexterne d’un tag tg
Pour calculer l’idf externe d’un tag nous utilisons un corpus externe qui se base
sur la caractéristique « keyphraseness » présentée dans les travaux de Mihalcea et
Csomai (2007). Cette caractéristique a la capacité d’identifier des concepts (mots-
clés) importants à partir des articles de Wikipédia 1. De plus, elle est intégrée dans le
système Wikify!. Ce système, intègre également un algorithme de désambiguation
lexicale qui attribue à chaque mot le lien correct vers un article Wikipédia.
Définition. La caractéristique « keyphraseness » estime la probabilité qu’un mot M
soit un mot-clef dans un nouveau document. Elle est estimée par le nombre d’ar-
ticles Wikipédia dans lesquels le mot apparaît sous forme d’hyperlien (m_wikiHyp)
divisé par le nombre total d’articles de Wikipédia où le mot apparaît (m_wiki) (équa-
tion 2.10).
P (mot-clef|M) ≈ count(m_wikiHyp)
count(m_wiki) (2.10)
3 Approche 3 : entropie
Outre l’approche d’idf , nous employons la mesure d’entropie afin de capturer la spé-
cificité d’un tag par rapport à une zone géographique et par rapport à une dimension
temporelle (la journée, par exemple). Pour ce faire, dans la suite nous présentons les
méthodes entropiezones et entropietemps, notées (a) et (b).
(a) entropiezones d’un tag tg
Dans ce cas, nous définissons la spécificité spatiale du tag tg en se rapportant au
même principe de division de la zone de capture d’une image-requête (voir méthode
1. http://fr.wikipedia.org
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p(tgi) log (p(tgi)) (2.11)
où :
– N représente le nombre de zones résultant de la division de la zone de capture de
l’image-requête où le tag tg apparaît et
– p(tgi) représente la probabilité du tag tg d’apparaître dans la zone i.
Nous obtenons des valeurs élevées d’entropie pour les tags qui ont une répartition
uniforme dans la zone de capture d’une image-requête et des valeurs faibles pour les
tags qui sont spécifiques à une zone précise. Par exemple, pour une image-requête
iq de la Tour Eiffel, le tag Tour Eiffel est plus spécifique pour iq car il apparaît dans
sa proximité spatiale tandis que le tag Paris est plus général pour iq car il apparaît
simultanément dans différentes zones.
(b) entropietemps d’un tag tg
Nous définissons la spécificité temporelle d’un tag tg en se rapportant à une période




p(tgi) log (p(tgi)) (2.12)
Dans ce cas, N représente le nombre de dimensions temporelles (par exemple, le
jour, la semaine. . . ) obtenues en divisant la période de temps prtemps et p(tgi) la pro-
babilité du tag tg d’apparaître dans la dimension temporelle i considérée.
Des valeurs élevées d’entropie sont obtenues pour les tags répartis uniformément
dans le temps, alors que des valeurs faibles qualifient les tags spécifiques à une di-
mension précise.
2.3 Descripteur de spatialisation d’image
Cette section définit le descripteur de spatialisation, l’hypothèse spatiale et les ap-
proches proposées pour modéliser et calculer la similarité spatiale (c.-à-d. proximité)
entre deux images. En effet, les images qui se trouvent dans la proximité spatiale d’une
image-requête sont classées par similarité décroissante.
2.3.1 Définition du descripteur de spatialisation
La position de localisation de la prise de vue d’une photo représente un facteur im-
portant dans le processus d’annotation d’images de type paysage, et pas seulement. Cette
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position de localisation d’une image est traduite en termes de latitude, longitude et parfois
altitude (par exemple, La Tour Eiffel a une latitude de 48° 51′ 29.6′′N et une longitude de 2°
17′ 40.2′′E). Nous représentons dans la Figure II.2.4 une image de la Tour Eiffel que nous
pouvons placer sur une carte à l’aide de ses coordonnées de localisation.
Figure II.2.4 – Placement de l’image de Tour Eiffel sur Google Maps, à
l’aide de ses coordonnées de localisation.
2.3.2 Hypothèse de pertinence spatiale
Nous supposons qu’une étiquette est plus importante pour une image-requête à an-
noter si elle est associée aux images situées à proximité de la localisation de cette image-
requête. En effet, il est possible que deux photos prises dans des endroits proches soient
descriptibles avec les mêmes mots. Par exemple, pour une photo-requête iq de la Tour
Eiffel, les étiquettes des photos prises autour d’elle (c.-à-d. zone délimitée par un cercle)
peuvent être plus pertinentes que les étiquettes des photos prises plus loin (c.-à.-d. zones
délimitées par un rectangle et un hexagone) (voir la Figure II.2.5). En effet, les photos
prises à une distance d1 de l’image-requête de la Tour Eiffel peuvent être étiquetées par les
tags suivants : tour, Tour Eiffel, fer. . . Cependant, les photos prises à une distance
d2 ou d3 sont plus susceptibles d’être étiquetées avec les tags suivants : Musée de quai
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Branly, musée, arts, jardin, Jardins du Trocadéro, fontaine. . . Un seuil τ de dis-
tance maximale entre l’image-requête et la zone considérée proche est à fixer expérimen-
talement.
Figure II.2.5 – Illustration de la distribution des photos sur une carte 3.
Les étiquettes d’images qui se trouvent à une distance maximale τ d’une
image-requête iq peuvent constituer des descripteurs pertinents pour iq.
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2.3.3 Similarité spatiale entre deux images
Nous définissons la similarité spatiale entre deux images iq et ir par la fonction
dist(iq, ir). Pour calculer cette fonction, nous représentons la proximité spatiale entre deux
images en termes de latitude et de longitude en se basant sur une distance appelée dis-
tance à vol d’oiseau ou distance orthodromique 4. Cette distance tient compte du fait que
la surface de la Terre est courbe. Par contre, elle ignore le changement d’altitude à la sur-
face du globe. Son utilité est montrée par des travaux de la littérature (Silva et Martins,
2011).
Définition. La distance orthodromique (dO) désigne la plus petite distance en kilo-
mètre entre deux points sur une sphère 5. Tenant compte du fait que la Terre est approxi-
mativement une sphère, les deux points peuvent être deux coordonnées géographiques :
A(lat, long) et B(lat, long) où lat est la latitude et long est la longitude. La formule mathé-
matique de cette distance spatiale est donnée par l’équation 2.13.
dO(A,B) = arccos (sin(latA) ∗ sin(latB) + cos(latA) ∗ cos(latB) ∗ cos(longB − longA)) ∗R
(2.13)
où R est le rayon de la sphère terrestre (R = 6 371).
Par rapport à notre objectif d’assignation des scores aux images, nous présentons dans
la suite trois approches spatiales. En effet, elles calculent la similarité spatiale entre une
image-requête iq et une image ir qui se trouve dans la proximité de iq. Afin de calculer ces
similarités nous nous appuyons sur la distance à vol d’oiseau et les fonctions présentées
dans la section II.2.1.
1) Approche 1 : similarité classique
La distance spatiale (équation 2.13) entre deux coordonnées géographiques est conver-
tie en similarité spatiale conformément à l’équation suivante :
distclassique(iq, ir) =
1
1 + dO(iq, ir) · 103 (2.14)
Nous avons ajouté 1 à la distance spatiale en mètres pour éviter la division par zéro
lorsque les deux images iq et ir sont prises au même endroit.
2) Approche 2 : fonctions Kernel
Une deuxième approche consiste à exprimer la distance spatiale entre deux images par
une fonction de proximité. En se basant sur des travaux de la RI, nous proposons d’utili-
ser comme fonctions de proximité les fonctions Kernel introduites dans la section II.2.1
3. Distribution d’images provenant de la plateforme Panoramio sur la carte Google Maps.
4. en anglais : Great-circle distance
5. http://fr.wikipedia.org/wiki/Orthodromie
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(c.-à-d. Gauss et Laplace). Dans ce cas, la valeur de distKernel(iq, ir) diminue à mesure
que la distance spatiale entre une image-requête iq et une image trouvée ir augmente.














3) Approche 3 : similarité zones
La troisième approche s’appuie sur le principe de la division de la zone de capture
d’une image-requête présentée dans la section II.2.2, approche idfinterne. Dans cette
section nous l’utilisons pour modéliser la distance entre deux images iq et ir. Cette dis-
tance est donnée par l’identifiant de la zone où l’image ir se trouve par rapport à iq.
Par exemple, pour deux images trouvées dans les zones A1 et A3 de la Figure II.2.3, la
distance entre l’image-requête iq et ces deux images sera 1 et 3 respectivement. Cette
distance est transformée en similarité conformément à l’équation suivante :
distzones(iq, ir) =
1
1 + idZone(iq, ir)
(2.17)
où idZone(iq, ir) représente l’identifiant de la zone où se trouve ir par rapport à iq.
2.4 Descripteur de temporalité d’image
Dans cette section, nous définissons le descripteur de temporalité, l’hypothèse de per-
tinence temporelle et les approches proposées pour modéliser et calculer la similarité tem-
porelle (c.-à-d. proximité) entre deux images. Les images qui se trouvent dans la proximité
temporelle d’une image-requête sont classées par similarité décroissante.
2.4.1 Définition du descripteur de temporalité
Dans notre travail, nous ne nous intéressons qu’aux entités temporelles de type calen-
daire (date et heure). Les images enregistrent l’information temporelle dans des formats
comme EXIF, RAW, etc. Cette information peut être représentée à différents niveaux de
granularité : année, saisons (c.-à-d. printemps, été, automne, hiver), mois, jours, heure. . .
Pour représenter l’information temporelle d’une image nous nous appuyons sur le for-
mat Heure Unix (en anglais Unix Time) comme le nombre de secondes écoulées depuis
le 1er Janvier 1970 jusqu’à un événement 6. Par exemple, la date 8/10/2013 17:34:27 est
6. http://en.wikipedia.org/wiki/Unixtime
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convertie en 1381246467 secondes.
2.4.2 Hypothèse de pertinence temporelle
Nous considérons que la description d’une image-requête est dépendante du temps.
Par exemple, au stade de Wembley, il y a des concerts et aussi des matchs de football dans
différentes périodes de temps. Par conséquent, les images prises au même endroit mais à
différents moments sont liées aux événements différents. Donc, nous supposons qu’une
étiquette est plus pertinente pour une image-requête si elle est associée aux images captu-
rées à proximité temporelle d’elle (par exemple, lorsque la distance temporelle entre une
image-requête et une image déjà annotée est petite).
Pour démontrer l’importance du descripteur de temporalité pour un système d’anno-
tation d’images, nous présentons dans la suite deux scénarios. Pour les deux scénarios,
nous considérons le cas d’un utilisateur qui dispose d’un nombre significatif de photos
stockées dans son ordinateur provenant des voyages qu’il a fait. Afin de les retrouver
facilement il veut les annoter avec des étiquettes appropriées.
Premier scénario.
Pour ce scénario nous considérons deux moments dans le temps : t1 (le 14 Juillet, la fête na-
tionale de la France) et t2 (une journée ordinaire de l’année durant laquelle aucun événe-
ment n’a eu lieu aux alentours de la Tour Eiffel). En outre, iq représente une photo-requête



























Figure II.2.6 – Annotation d’une image-requête iq sans prendre en
compte l’aspect temporel.
Faisons l’hypothèse que de nombreuses personnes ont assisté à l’événement qui a eu
lieu à l’instant t1, ce qui conduit à une augmentation du nombre de photos prises à ce
moment. De plus, des étiquettes telles que, firework, sparks, 14 July peuvent être ajoutées
par des individus qui utilisent des plateformes de partage de photos. Ces étiquettes
peuvent être utilisées par la suite dans le processus d’annotation d’une image-requête
iq. Tenant compte de la taille d’une plateforme d’images, le nombre d’images prises
au moment t2 peut être plus élevé que le nombre d’images prises au moment t1. Par
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conséquent, un système d’annotation qui ne prend pas en compte la caractéristique de
temporalité des images peut annoter une image-requête seulement avec des tags qui sont
les plus fréquentes dans le corpus (tels que, Paris, Eiffel Tower. . . ) et pas spécifiques au
moment de la prise de vue (tels que, fireworks, sparks. . . ).
Deuxième scénario.
Pour ce scénario, nous considérons deux périodes de temps t1 et t2 et une image-
requête iq du World Trade Center (WTC), considérée comme patrimoine culturel (voir la
Figure II.2.7) :
– t1 représente la période avant la destruction du WTC qui a eu lieu le 11 septembre
2001 ;
– t2 représente la période après la destruction quand, au même endroit, est reconstruit























Figure II.2.7 – Problème concernant les images patrimoniales.
Nous supposons que notre utilisateur veut annoter une image patrimoniale (c.-à-d.
prise il y a longtemps, mais il désire l’étiqueter aujourd’hui) de sa galerie d’images prise
dans une zone proche du WTC au moment t1. Pourtant, les bâtiments ont été détruits
(t2) et de nombreuses personnes ont visité l’endroit en prenant un nombre considérable
de photos. Nous supposons que des étiquettes, lle que skyscrapers, memorial sont plus
susceptibles d’apparaître fréquemment comme annotations pour les photos prises dans la
proximité spatiale de iq. Par conséquent, un système d’annotation automatique d’images
qui ne prend pas en compte l’aspect temporel peut annoter l’image iq avec des tags qui ne
sont pas pertinents pour ce type des photos requêtes. En effet, pour ces photos (prises au
moment t1) nous voulons qu’un système d’annotation suggère des étiquettes spécifiques
à la période de temps dans laquelle l’image iq a été prise (par exemple, WTC, Twin Towers,
dans ce cas).
2.4.3 Similarité temporelle entre deux images
Nous définissons la similarité temporelle entre deux images par la fonction
temps(iq, ir). Afin de calculer cette fonction nous exprimons la proximité temporelle en se-
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condes entre deux images iq et ir en se basant sur la différence entre la représentation tem-
porelle de l’image iq (UxTiq) et la représentation temporelle de l’image ir (UxTir) comme
suite :
disttemps(iq, ir) = |UxTiq − UxTir | (2.18)
 
  
Axe du temps   
 
Figure II.2.8 – Représentation des valeurs temporelles de deux images
sur l’axe de temps.
Par la suite, nous détaillons deux approches temporelles employées pour attribuer des
scores aux images. Ces approches calculent une similarité temporelle entre une image-
requête iq et une image ir trouvée pertinente pour iq. Elles sont basées sur la distance
temporelle (équation 2.18) et sur les fonctions présentées dans la section II.2.1.
1) Approche 1 : similarité classique




1 + disttemps(iq, ir)
(2.19)
Nous avons ajouté 1 seconde à la distance temporelle pour éviter la division par zéro
lorsque le moment de capture d’une image-requête coïncide avec le moment de cap-
ture d’une image déjà annotée.
2) Approche 2 : fonctions Kernel
Une deuxième approche consiste à exprimer la distance temporelle entre deux images
par une fonction de proximité. En se basant sur des travaux en RI, nous proposons
d’utiliser comme fonctions de proximité les fonctions Kernel introduites dans la sec-
tion II.2.1 (c.-à-d. Gauss et Laplace). Dans ce cas, la valeur de tempsKernel(iq, ir) dimi-
nue à mesure que la distance temporelle séparant une image-requête iq et une image
trouvée pertinente pour iq augmente.

















Nous avons présenté au cours de cette section les notions et les concepts de base
qui font l’objet du processus de modélisation des différents descripteurs d’images. Dans
le cadre de cette thèse, nous avons considéré trois descripteurs d’images, à savoir :
le descripteur de thématique, le descripteur de spatialisation et le descripteur de
temporalité. De plus, nous avons défini l’activité d’annotation, les métadonnées caracté-
ristiques d’une image-requête et, en particulier, les informations textuelles associées aux
images. Quelques fonctions de classement des tags et images ont également été détaillées.
Une contribution portant sur la définition et la modélisation des descripteurs de thé-
matique, de spatialisation et de temporalité est également exposée. Les approches de mo-
délisation des descripteurs proposées présentent les avantages suivants :
– l’avantage du descripteur thématique est lié à sa capacité à diminuer le coût trop
élevé de l’annotation manuelle d’images ainsi que l’effort intellectuel et la subjecti-
vité des individus qui annotent les images ;
– l’exploitation des descripteurs de spatialisation et temporel a un double avantage :
d’une part ils regroupent les images similaires à une image-requête du point de vue
géographique et temporel. D’autre part, ils offrent des mécanismes de classement
des tags et des images ;
– finalement, les approches originales de chaque descripteur visent à ré-ordonner
les résultats initiaux obtenus pour une image-requête. À l’heure actuelle et à notre
connaissance, de telles approches n’ont pas été proposées dans la littérature.
Sur la base des notions et concepts présentés dans cette section, la section suivante
présente un processus d’annotation sémantique d’images. Ce processus vise à identifier
les étiquettes pertinentes par rapport à une image-requête, pour ensuite les classer par
pertinence décroissante.
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À LA BASE DE NOTRE CONTRIBUTION repose le processus d’annotation automatiqued’images que nous représentons dans la Figure II.3.1. Ce processus est basé sur les
trois descripteurs (c.-à-d. de thématique, de spatialisation et de temporalité) présen-
tés dans la section précédente. Il est constitué de deux étapes :À obtention de tags candi-
dats etÁ affinage des annotations. Dans la première étape, les aspects temporel et spatial
d’une image-requête iq sont utilisés afin d’obtenir l’ensemble des images similaires à iq,
ainsi que les tags associés à chacune d’entre-elles. D’autre part, dans la deuxième étape,
nous affectons des scores aux tags issus de À en employant les approches de modélisa-
tion de chaque descripteur. Les tags aux scores les plus élevés sont utilisés pour annoter
l’image-requête iq.
Nous détaillons dans les sections suivantes le processus d’obtention de tags candidats
ainsi que les techniques que nous proposons pour renforcer les scores des tags candidats.
3.1 Obtention de tags candidats
Cette section décrit trois approches que nous avons proposées pour générer les tags
candidats pour annoter une image-requête. Ces approches sont basées sur trois filtrages :
spatial, temporel et spatio-temporel. Nous définissons ces filtrages en utilisant les élé-
ments suivants :
– C représente une collection d’images : C = {i1, . . . , in} ;
– iq représente une image-requête ;
– ir représente une image qui est similaire à une image-requête et IR l’ensemble des
images considérées similaires à iq : IR = {ir1 , . . . , irn} ;
– pour modéliser les caractéristiques de localisation et de temporalité d’une image
nous utilisons les fonctions : geo(i) de signature geo : C → R2 et temps(i) de signature
temps : C → R+ ;
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– TgIR l’ensemble des tags associés aux images considérées similaires à une image-
requête iq : TgIR =
{
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Figure II.3.1 – Vue d’ensemble du processus d’annotation. Dans une
première étape, les informations de localisation et de temporalité
sont utilisées pour trouver des images similaires à une image-requête.
Ensuite, les descripteurs de temporalité de spatialisation et de
thématique sont calculés pour ordonner les tags.
3.1.1 Approche 1 : Filtrage spatial
Définition. Le filtrage spatial est défini par la fonction Fs (équation 3.1) qui reflète
la présence d’une image iri dans le cercle ayant le centre comme point de localisation de
l’image-requête et le rayon égal à une distance maximale δ1 (à définir expérimentalement).
Fs(iq) = {iri ∈ C|1 6 i 6 n; dO(geo(iq), geo(iri)) 6 δ1} (3.1)
Les points de différentes couleurs dans la Figure II.3.2 représentent la répartition des
images dans la fenêtre spatiale d’une image-requête iq. Les images qui se trouvent dans le
voisinage de iq sont illustrées progressivement du rouge foncé (plus proches de iq) à rouge
clair (plus éloignées de iq).
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Figure II.3.2 – Représentation des photos en fonction de leurs distance
spatiale par rapport à une image-requête iq.
Filtrage spatial illustré par le cas d’une photo-requête de la Tour Eiffel
En utilisant le filtrage spatial, le processus d’obtention des tags candidats se produit en
deux étapes :
– Première étape. À partir de l’image-requête non-étiquetée représentant la Tour
Eiffel, nous extrayons ses coordonnées de localisation, modélisées par la fonction
geo(iq). De plus, en utilisant le seuil δ1 nous constituons la fenêtre spatiale — le cercle
de rayon δ1 — de iq. Dans la Figure II.3.3 nous illustrons à l’aide de la plateforme
Google Maps une capture d’écran de l’image-requête prise à la Tour Eiffel (le re-
père rouge sur la figure) et sa fenêtre spatiale délimitée par les étoiles bleues. Cette
fenêtre spatiale est formée en utilisant un seuil δ1 égal à 50 mètres.
– Deuxième étape. Ensuite, nous récupérons les photos prises dans la même fenêtre
spatiale que iq, ainsi que les tags associés à chacune d’entre-elles. Nous suppo-
sons que les photos et les tags ainsi récupérés sont pertinents pour iq. Enfin, ces
tags forment la liste des tags candidats de l’image-requête de la Tour Eiffel :
tgs(iq) = 〈tg1, tg2, . . . , tgs〉. Dans la section II.3.2.1 nous proposons différentes tech-
niques d’affinage afin de classer ces tags par spécificité décroissante et d’annoter
l’image-requête par les x premiers tags.
3.1.2 Approche 2 : Filtrage temporel
Définition. Le filtrage temporel est défini par la fonction Ft (équation 3.2) qui reflète
la présence d’une image dans la même fenêtre temporelle que l’image-requête. Afin de
délimiter la fenêtre temporelle de iq un seuil δ2 est à établir. Ce seuil peut correspondre à
plusieurs niveaux de granularité : moment de la journée (par exemple, matin, midi, après
midi, soir et nuit), journée, semaine, mois. . .
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Figure II.3.3 – Fenêtre spatiale formée à une distance de 50 mètres de la
localisation d’une image-requête iq.
Ft(iq) =
{





où δ2début(temps(iq)) et δ2fin(temps(iq)) représentent les points qui délimitent la fenêtre
temporelle d’une image-requête en lien avec le moment de la prise de vue et la dimen-
sion du seuil considérée.
La Figure II.3.4 représente la répartition sur l’axe de temps des photos modélisées par
la fonction temps(i). Ces photos sont liées à une image-requête iq modélisée par la fonc-
tion temps(iq). Ainsi, les images qui se trouvent dans la proximité temporelle de iq sont
illustrées progressivement du vert foncé (plus proches en temps de iq) à vert clair (plus
éloignées en temps de iq).
Filtrage temporel illustré par le cas d’une photo-requête de la Tour Eiffel
Scalairement au filtrage spatial, en utilisant le filtrage temporel le processus d’obten-
tion des tags candidats se produit en deux étapes :
– Première étape. À partir d’une image-requête iq de la Tour Eiffel, nous extrayons
son estampille temporelle (date et heure de la prise de vue), modélisée par la fonc-
tion temps(iq). De plus, en utilisant le seuil δ2 nous constituons la fenêtre temporelle
de iq. À titre d’exemple, la Figure II.3.5 montre la fenêtre temporelle d’une image-
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Figure II.3.4 – Représentation des points temporels (c.-à-d. photos)
en fonction de leurs distances temporelles par rapport à une image-
requête iq.
requête prise au « 14/07/2012 14:35:48 ». Cette fenêtre temporelle est formée en
utilisant la dimension « journée » du seuil δ2, ce qui correspond à l’intervalle du
temps : [14/07/2012 00:00:00,14/07/2012 23:59:59].
temps
Fenêtre temporelle de iq 
14/07/2012 14:35:4814/07/2012 00:00:00 14/07/2012 23:59:59
Figure II.3.5 – Fenêtre temporelle de l’image-requête iq formée en utili-
sant la dimension « journée » du seuil δ2.
– Deuxième étape. Une fois la fenêtre temporelle de iq définie nous récupérons les
photos prises dans cette fenêtre, ainsi que les tags associés à chacune d’entre-elles.
Les tags ainsi récupérés forment la liste des tags candidats de l’image-requête de la
Tour Eiffel : tgt(iq) = 〈tg1, tg2, . . . , tgt〉. Afin d’annoter l’image-requête par les tags
les plus pertinents, nous proposons dans la section II.3.2.1 plusieurs approches de
classement basées sur les trois descripteurs de thématique, de spatialisation et de
temporalité (voir section II.2).
3.1.3 Approche 3 : Filtrage spatio-temporel
Définition. Le filtrage spatio-temporel est défini par la fonction Fst (équation 3.3) et
repose sur les mêmes bases de définitions que les filtrages spatial et temporel.
Fst(iq) = {iri |Fs(iq) ∩ Ft(iq)} (3.3)
Nous faisons l’hypothèse que l’utilisation conjointe de ces deux filtres peut permettre
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d’être plus précis et de réduire davantage l’ambiguïté entre deux images. En effet, si deux
images i1 et i2 ∈ C sont prises au même endroit s, et au même instant t, il est pro-
bable qu’elles soient similaires. Pour présenter ce filtrage spatio-temporel, nous prenons




Figure II.3.6 – Fenêtre spatio-temporelle d’une image-requête iq formée
en trois étapes : (a) filtrage spatial de iq par rapport à C (espace occupé
par la couleur rouge), (b) filtrage temporel de iq par rapport à C (espace
occupé par la couleur verte hachurée) et (c) relation spatio-temporelle
entre iq et C (espace occupé par les deux couleurs simultanément).
Filtrage spatio-temporel illustré par le cas d’une photo-requête de la Tour Eiffel
La Figure II.3.6 représente le filtrage spatio-temporel de l’image-requête iq de la
Tour Eiffel. Les trois rectangles de la figure représentent la collection d’images C. En uti-
lisant ce filtrage, le processus d’obtention des tags candidats se produit en trois étapes,
notées (a), (b) et (c).
(a) Première étape. Le filtrage spatial présenté dans la section II.3.1.1 est utilisé afin
d’obtenir les images de la collection C proches spatialement de l’image-requête de la
Tour Eiffel. L’espace occupé par la couleur rouge dans le rectangle situé en bas de la
Figure II.3.6 délimite la fenêtre spatiale de l’image de la Tour Eiffel.
(b) Deuxième étape. Le filtrage temporel présenté dans la section II.3.1.2 est utilisé afin
d’obtenir les images de la collection C proches temporellement de l’image-requête de
la Tour Eiffel. L’espace occupé par la couleur verte hachurée dans le rectangle situé
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en haut de la Figure II.3.6 délimite la fenêtre temporelle de l’image de la Tour Eiffel.
(c) Troisième étape. L’espace occupé par les deux couleurs simultanément dans le rec-
tangle situé au milieu de la Figure II.3.6 montre la relation spatio-temporelle de iq par
rapport à la collection C. Plus précisément, cette relation délimite la fenêtre spatio-
temporelle de iq. Par la suite, nous l’utilisons afin d’obtenir les images proches spatia-
lement et temporellement de iq, ainsi que leurs tags.
Notons que les photos et les tags ont pu être postés par des personnes différentes, ex-
ploitant ainsi un aspect de l’intelligence collective (Surowiecki, 2004). Nous faisons l’hypo-
thèse que les tags extraits de cette façon sont représentatifs du point de vue des personnes
qui ont pris des photos quasi au même moment et ou même endroit que iq. L’ensemble
des tags candidats tgst(iq) = {tg1, tg2, . . . , tgst} pour l’image-requête de la Tour Eiffel est
ainsi produit.
3.2 Affinage d’annotations
Sur la base des descripteurs de thématique, de spatialisation et de temporalité pré-
sentés dans la section II.2 et sur les approches identifiées pour chacun d’entre eux, cette
section expose deux contributions. Premièrement, nous présentons les méthodes de clas-
sement des tags en utilisant les approches de chaque descripteur de façon individuelle. En
outre, nous présentons huit méthodes d’agrégation de ces différentes approches de mo-
délisation des descripteurs. Dans ce contexte la question qui se pose est la suivante : est-ce
qu’une méthode qui combine différentes approches conduit à des résultats significativement
meilleurs que n’importe quelle approche utilisée individuellement ? Deuxièmement, nous
proposons un modèle probabiliste qui unifie les trois descripteurs d’images. Ce modèle
unifié vise à améliorer les travaux de l’état de l’art concernant l’annotation automatique
des images.
3.2.1 Classement des tags selon les approches des descripteurs
de spatialisation, de temporalité et de thématique
Les approches utilisées pour modéliser les descripteurs de spatialisation, de
temporalité et de thématique assignent des scores à chaque tag de l’ensemble des tags
candidats d’une image-requête. De plus, ces approches aboutissent à des classements dif-
férents. Par conséquent, la question de la performance de chaque approche utilisée in-
dividuellement se pose. Dans cette section nous définissons huit méthodes d’agrégation
(AggMx) qui sont présentées dans (Mitran et al., 2013). Notre objectif est de déterminer
si une méthode qui agrège différentes approches peut identifier les tags pertinents d’une
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image-requête.
Par la suite, nous présentons deux équations qui attribuent des scores aux tags can-
didats selon chaque approche de modélisation des descripteurs de façon individuelle. La
première équation (équation 3.4) assigne des scores selon les approches du descripteur
thématique, tandis que la deuxième équation (équation 3.5) assigne des scores selon les
approches des descripteurs de spatialisation et de temporalité.




où XY représente une des approches du descripteur thématique présentées dans la sec-
tion II.2 (par exemple, tfgénérale. . . ).
scoreVT (tg, iq) =
∑
(ir,tg)∈IR×Tgir
VT (iq, ir) (3.5)
où VT représente une des approches des descripteurs de spatialisation et de temporalité
présentées dans la section II.2 (par exemple, distclassique, tempsKernel. . . ).
Sur la base des travaux de RI relatifs aux diverses méthodes d’agrégations (Liu, 2011;
Conitzer, 2006; Fox et Shaw, 1993), dans la suite nous définissions huit méthodes d’agré-
gation en combinant les différentes approches de modélisation des descripteurs, notées
de (a) à (h) :
a) AggM1 est basée sur la fréquence générale d’un tag et la fréquence inverse interne d’un
tag. Ce score est similaire à la mesure tf × idf (Hughes et al., 2012; Wang et al., 2008a)
utilisée en RI :
AggM1(tg, iq) = scoretfgénéral(tg, iq) ∗ idfinterne(tg, iq) (3.6)
b) AggM2 (similaire àAggM1) est basée sur la fréquence générale d’un tag et la fréquence
inverse externe d’un tag (voir section II.2.2, approche idf ).
AggM2(tg, iq) = scoretfgénéral(tg, iq) ∗ idfexterne(tg, iq) (3.7)
c) AggM3 est basée sur la fréquence inverse interne d’un tag et l’approche de similarité
classique du descripteur de spatialisation.
AggM3(tg, iq) = idfinterne(tg, iq) ∗ scoredistclassique(tg, iq) (3.8)
d) AggM4 est basée sur la fréquence inverse interne d’un tag et l’approche de similarité
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zones du descripteur de spatialisation.
AggM4(tg, iq) = idfinterne(tg, iq) ∗ scoredistzones(tg, iq) (3.9)
e) AggM5 est basée sur la fréquence inverse externe d’un tag et l’approche de similarité
classique du descripteur de spatialisation.
AggM5(tg, iq) = idfexterne(tg, iq) ∗ scoredistclassique(tg, iq) (3.10)
f) AggM6 est basée sur la fréquence inverse externe d’un tag et l’approche de similarité
zones du descripteur de spatialisation.
AggM6(tg, iq) = idfexterne(tg, iq) ∗ scoredistzones(tg, iq) (3.11)
g) AggM7 est basée sur la fréquence générale d’un tag, fréquence inverse interne d’un tag,
l’identifiant d’une zone idZone et le nombre de zones |A| obtenues par la division de la
zone de capture A d’une image-requête.
AggM7(tg, iq) = idfintern(tg, iq) ∗
|A|∑
i=1
tfgénéral(tg, iq) ∗ (|A| − idZonei + 1) (3.12)
où tfgénéral(tg, iq) représente le nombre de fois qu’un tag tg apparaît dans la zone avec
l’identifiant idZonei.
h) AggM8 est similaire àAggM7. La différence étant que pour cette méthode nous utilisons
la fréquence inverse externe d’un tag.
AggM8(tg, iq) = idfexterne(tg, iq) ∗
|A|∑
i=1
tfgénéral(tg, iq) ∗ (|A| − idZonei + 1) (3.13)
Les méthodes de classement présentées dans cette section reposent sur des travaux
initiaux que nous avons effectués avec l’objectif d’annoter des images non-étiquetées. De
plus, ces méthodes ne prennent pas en compte l’aspect temporel des images. L’évaluation
de ces méthodes est présentée dans le chapitre III « expérimentation des contributions »,
section III.2. Dans le but d’améliorer ces méthodes et de considérer la temporalité des
images, la section suivante présente une alternative pour classer les tags candidats d’une
image-requête. Elle repose sur le modèle probabiliste employé dans plusieurs tâches du
domaine de RI.
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3.2.2 Modèle probabiliste unifiant les trois descripteurs d’images
La performance d’un modèle d’annotation d’images réside essentiellement dans les
techniques de classement des tags candidats. Ainsi, les tags avec les classements les plus
élevés sont utilisés pour annoter une image-requête iq. Dans ce but, dans cette sec-
tion nous proposons un modèle probabiliste qui unifie les trois descripteurs d’images :
thématique, spatial et temporel (Mitran et al., 2014).
Afin d’attribuer des scores à chaque étiquette de la liste des tags candidats, nous es-
timons la probabilité conditionnelle P (tgn|iq), c.-à-d. la probabilité du tag tgn sachant




P (ir)P (tgn|ir)Ps(ir|iq)Pt(ir|iq) (3.14)
où :
a. P (ir) est la probabilité de l’image ir d’apparaître dans la proximité spatiale ou tempo-
relle de l’image-requête iq :
P (ir) =
1 if d(iq, ir) < δ,0 sinon (3.15)
où,
– d(iq, ir) est la distance spatiale ou temporelle entre deux images et
– δ le seuil spatial ou temporel à fixer expérimentalement.
b. La probabilité conditionnelle P (tgn|ir) modélise la distribution du tag tg dans l’en-
semble des annotations d’une image ir ;
c. Ps(ir|iq) et Pt(ir|iq) sont les probabilités conditionnelles d’une image ir sachant
l’image-requête iq. Nous estimons ces probabilités en considérant les approches spa-
tiale et temporelle exposées dans les sections précédentes.
Aucune image n’est a priori plus pertinente qu’une autre pour fournir des tags. Ceci se
traduit par une probabilité « a priori » (prior) uniforme P (ir) représentée par une valeur




P (tgn |ir)Ps(ir|iq)Pt(ir|iq) (3.16)
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3.3 Apports du processus d’annotation sémantique d’images
Nous avons présenté au cours de cette section notre contribution portant sur la pro-
position d’un processus d’annotation automatique d’images. Ce processus est basé, d’une
part, sur des techniques qui visent à obtenir des tags candidats pour une image-requête et,
d’autre part, sur des méthodes de classement de ces tags afin d’annoter l’image-requête
avec les étiquettes qui ont obtenu les meilleurs classements.
Ce processus d’annotation sémantique d’images présente les trois avantages suivants,
notés 1), 2) et 3).
1) Afin de trouver des images similaires à une image-requête, les approches existantes
nécessitent un traitement de la collection d’images en amont de la recherche. Par
exemple, Lindstaedt et al. (2009) proposent une classification d’images hors ligne (en
anglais off-line) en utilisant des tags d’une folksonomie ; Abbasi et al. (2009) utilisent
des techniques de regroupement, telle que K-Means, etc. Étant donné le nombre consi-
dérable d’images présentes à l’heure actuelle sur nos ordinateurs et sur le Web, l’emploi
de ces techniques coûteuses à grande échelle n’est pas réaliste. Par conséquent, l’utili-
sation des filtres que nous proposons peut constituer un avantage clé dans le processus
d’annotation d’images.
2) L’exploitation de la production des individus sur les Web (dans notre contexte, les tags)
peut réduire le coût trop élevé, l’ambiguïté, l’incohérence et l’imprécision de l’annota-
tion manuelle (Matusiak, 2006) faite par des documentalistes, ainsi que le manque de
spécificité des approches basées sur le contenu des photos. Dans le même contexte,
l’utilisation de ces approches peut conduire à une description subjective et abstraite
des images. Par contre, en se basant sur la théorie de l’intelligence collective de Suro-
wiecki (2004), la subjectivité et l’incohérence bien connues des tags (Kucuktunc et al.,
2008) peuvent être réduits.
3) Un autre avantage de notre contribution est lié à l’utilisation des descripteurs de
spatialisation, de temporalité et de thématique des images. Bien que différentes
études identifient également d’autres descripteurs — les descripteurs basés sur le
contenu des images (Kucuktunc et al., 2008; Sergieh et al., 2012), sur les réseaux so-
ciaux des internautes (Rae et al., 2010), etc. — l’annotation automatique des images
demeure un sujet de recherche ouvert. Par conséquent, l’identification de stratégies et
de techniques pour déterminer et classer les tags qui peuvent décrire de manière per-
tinente une image-requête est encore d’actualité. Cette tâche peut être mise en œuvre
par l’utilisation des méthodes de classement et par l’utilisation du modèle probabiliste
présentés dans cette section. Ces méthodes sont fortement dépendantes des descrip-
teurs d’images considérés. À notre connaissance, l’exploitation conjointe des métadon-
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nées de georéférencement, d’estampilles temporelles et des métadonnées thématiques
(étiquetage social via des tags) n’a pas été proposée dans la littérature.
En se basant sur les approches de modélisation des descripteurs d’images (cha-
pitre II.2), sur les approches de filtrage et sur les techniques de classement des tags
(chapitre présent), nous détaillons dans le chapitre suivant une proposition d’expan-
sion/enrichissement de la liste initiale des tags (c.-à-d. la liste obtenue en employant
le modèle probabiliste décrit dans cette section) identifiée pertinente pour décrire une
image-requête. Cette proposition d’enrichissement utilise d’autres sources d’information




tags en s'appuyant sur le Web
L’OBJECTIF FONDAMENTAL de l’exploitation du Web est d’identifier des sources d’in-formation pertinentes pour une image-requête afin d’étendre la liste des tags ob-
tenus initialement en utilisant le processus d’annotation proposé dans la section II.3
avec d’autres tags pertinents. Les défis majeurs dans ce contexte consistent à trouver ces
sources d’information pertinentes et à combiner les pertinences individuelles de chaque
terme issues de ces sources afin d’aboutir à un seul score de pertinence pour chaque
terme. Ainsi, les termes avec les scores les plus élevés sont utilisés pour enrichir la liste
des tags obtenue initialement. L’approche qui traite ces défis dans le domaine de la RI est
connue sous le nom d’« expansion de la requête » 1. Plusieurs définitions de QE ont été
données dans la littérature, la plus adaptée pour notre contexte (c.-à-d. annotation des
images) pourra être celle donnée par Efthimis (1996) : « l’enrichissement de la requête est
une méthode qui vise à compléter la requête en proposant des termes supplémentaires
afin d’améliorer la recherche d’information » 2.
Notre contribution porte sur la proposition d’une approche qui repose sur les concepts
de QE. Cette proposition exploite les résultats issus du processus d’annotation automa-
tique d’images (voir section II.3) pour former une requête textuelle pour une image-
requête considérée. Ensuite, cette requête textuelle est utilisée pour identifier des sources
d’information du Web (c.-à-d. pages Web pertinentes pour la requête, telles que les pages
Wikipédia), ces derniers étant employés par la suite dans le processus d’enrichissement
de la requête textuelle.
Cette section est organisée comme suit. La section II.4.1 présente les concepts géné-
raux relatifs au QE. Nous introduisons ensuite (section II.4.2) l’hypothèse sur laquelle re-
1. en anglais : Query Expansion (QE)
2. en anglais : « Query expansion is a method for improving retrieval performance by supplementing an
original query with additional terms »
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pose nos travaux. Enfin, nous exposons dans la section II.4.3 notre proposition d’expan-
sion de la liste initiale des tags identifiée pertinente pour décrire une image-requête par le
processus d’annotation automatique d’images.
4.1 Cadre conceptuel
Afin de répondre au problème de « word mismatch » 3 de la RI, dans les années 1960 des
approches d’expansion/enrichissement de la requête (QE) ont été proposées (Maron et
Kuhns, 1960). Les techniques d’enrichissement de la requête présentées dans la littérature
sont regroupées notamment en deux catégories (Xu et Croft, 1996) : techniques basées
sur une analyse globale et techniques basées sur une analyse locale.
1. Techniques basées sur une analyse globale.
Les techniques basées sur une analyse globale sont parmi les premières tech-
niques apparues pour améliorer la recherche grâce à l’expansion de la requête. L’idée
de base de ces techniques repose sur le fait qu’elles utilisent toute la collection pour
extraire des termes d’expansion potentiels pour une requête donnée. Parmi ces tech-
niques nous citons les méthodes basées sur des thésaurus (Qiu et Frei, 1993), les mé-
thodes basées sur WordNet (Voorhees, 1994), les méthodes basées sur le regroupe-
ment des termes (term clustering ) (Lesk, 1969), etc. Bien qu’elles donnent des bons ré-
sultats, le fait qu’il faille analyser tous les documents de la collection les rend très coû-
teuses en terme de calcul et pas forcément plus efficace que les techniques basées
sur une analyse locale (Qiu et Frei, 1993; Xu et Croft, 1996; Pérez-Agüera et Araujo,
2008).
2. Techniques basées sur une analyse locale.
Par rapport aux techniques basées sur une analyse globale, les techniques
basées sur une analyse locale utilisent uniquement un ensemble de documents
restitué par un moteur de recherche pour une requête donnée. Les chercheurs classi-
fient ces techniques en deux catégories : méthodes basées sur le retour de pertinence
des utilisateurs 4 et méthode de local feedback, aussi connu sous le nom de pseudo-
relevance feedback (PRF) ou blind relevance feedback.
(a) Méthode de retour de pertinence
Par rapport à la façon dont le feedback est recueilli, deux types d’approches
peuvent être différenciés : retour de pertinence explicite 5 et retour de pertinence
3. le contenu des documents ne contient pas forcément les termes de la requête fournie par l’utilisateur.
4. en anglais : relevance feedback




– Les méthodes de retour de pertinence explicite impliquent l’utilisateur dans
le processus d’expansion de la requête. Ils spécifient effectivement les docu-
ments qui sont pertinents et non-pertinents pour la requête. Ainsi, des termes
issus de ces documents sont utilisés par la suite pour l’expansion de la requête.
Cette méthode a été introduite pour la première fois par Rocchio (1971).
– Similairement aux méthodes de retour de pertinence explicite, les méthodes de
retour de pertinence implicite impliquent l’utilisateur dans le processus d’ex-
pansion de la requête. Par contre, la pertinence des documents par rapport à
la requête n’est plus spécifiée par l’utilisateur, mais déduite de son comporte-
ment : les documents qu’il choisit de consulter, les clics de souris sur les do-
cuments lus (Smyth et al., 2005), le temps qu’il passe à regarder un document
(Kelly et Belkin, 2001), etc.
(b) Méthodes de local feedback.
Les méthodes de local feedback automatisent la partie manuelle des méthodes de
relevance feedback (des méthodes qui n’interagissent pas avec les utilisateurs).
Ces méthodes supposent que les k premiers documents retournés par un sys-
tème sont pertinents pour la requête donnée. Ainsi, un nombre n de termes qui
caractérisent au mieux ces k documents sont utilisés pour enrichir la requête
considérée.
Dans la majorité des approches basées sur une analyse locale, les quatre étapes sui-
vantes sont généralement mises en œuvre :
(a) pour une requête initiale q un ensemble k de documents pertinents est identifié ;
(b) une fois l’ensemble de documents identifié, différents algorithmes de classement
sont employés pour associer des scores aux termes issus de ces documents. Ainsi
lesE termes les mieux classés sont utilisés comme termes d’expansion. Les algo-
rithmes de classement sont répartis en :
– algorithmes basés sur la distribution des termes comme, par exemple, RSV 7
(Robertson, 1990). Par ailleurs, Carpineto et al. (2001) utilisent le concept de
KLD 8 (Cover et Thomas, 1991) pour calculer la distribution de probabilité des
termes dans les k documents identifiés et dans toute la collection et Amati et
van Rijsbergen (2002) proposent un algorithme de classement basé sur les sta-
tistiques de Bose-Einstein, etc. ;
6. en anglais : implicit feedback
7. Roberson Selection Value
8. Knullback-Leibler divergence
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– algorithmes basés sur le modèle vectoriel comme, par exemple, Rocchio (Roc-
chio, 1971) ;
– algorithmes basés sur la fréquence des termes comme, par exemple, tf ;
– algorithmes basés sur la cooccurrence des termes comme, par exemple, LCA 9
(Xu et Croft, 1996), RM 10 (Lavrenko et Croft, 2001), etc. L’algorithme LCA sélec-
tionne les termes d’expansion selon le degré de cooccurrence qu’ils ont avec
tous les termes de la requête considérée. Cette cooccurrence est calculée par
rapport au k premiers documents pertinents identifiés pour la requête. Par
ailleurs, les méthodes RM sont basées sur la probabilité d’observer un terme
candidat avec les termes de la requête donnée. Ces méthodes ont connu plu-
sieurs estimations dans la littérature, celle qui a donné les meilleurs résultats
étant la RM3 (Jaleel et al., 2004).
(c) les termes issus de l’étape précédente et les termes de la requête initiale sont
soumis à un processus de reclassement. Le but de cette étape est de fusionner
ces termes pour former une nouvelle requête q′. Les termes qui obtiennent les
meilleurs scores après le processus de reclassement vont former la nouvelle re-
quête ;
Les approches de reclassement présentées dans la littérature peuvent être clas-
sées en deux catégories :
– les approches qui tiennent compte des poids des termes assignés par les algo-
rithmes de classement présentés auparavant. Une approche classique de re-
classement des termes est la formule de Rocchio beta (Rocchio, 1971; Macdo-







– qtw est le poids d’un terme candidat t de la nouvelle requête q′ ;
– qtf est la fréquence du terme t dans la requête initiale. Pour les termes d’ex-
pansion qui ne sont pas parmi les termes de la requête originale, qtf = 0 ;
– qtfmax est la fréquence maximale des termes dans la requête initiale ;
– w(t) est le poids du terme t dans la liste des termes d’expansion ;
– wmax(t) est le w(t) maximal de la liste des termes d’expansion ;
– β est un paramètre qui varie dans l’intervalle [0 ;1].
– les approches qui ne tiennent pas compte des poids des termes obtenus par
l’emploi d’un des algorithmes de classement présentés auparavant. Une telle
9. en anglais : local context analysis
10. relevance-based language model
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approche est employée dans les travaux de Yu et al. (2003) où les termes sont
reclassés comme suit :
– pour un terme de la requête initiale le nouveau poids est : tf ∗ 2, où tf est la
fréquence du terme dans la requête initiale ;
– pour un terme issu de l’étape précédente le nouveau poids est : 1−(n−1)/|E|,
où n représente la position du terme dans la liste des tags choisie comme
liste d’expansion et |E| représente le nombre total des termes utilisés comme
termes d’expansion.
(d) enfin la nouvelle requête q′ issue de l’étape prétendante est soumise à un SRI et
un nouvel ensemble de documents est renvoyé à l’utilisateur.
Pour une description détaillée des approches d’enrichissement des requêtes nous ren-
voyons le lecteur aux travaux récents de Carpineto et Romano (2012).
Dans le contexte de notre travail (c.-à-d. le contexte d’images) nous nous appuyons
sur les concepts des méthodes PRF pour étendre l’ensemble des tags initialement identifié
pour décrire une image-requête. Ce choix permet notamment de préserver nos approches
d’annotation automatique d’images, sans intervention des utilisateurs.
Dans la suite, nous exposons l’hypothèse qui sous-tend notre contribution, suivie par
la présentation de cette dernière.
4.2 Hypothèse
Nous considérons que les tags issus de la collaboration des individus sur les plate-
formes de partage d’images ne constituent pas forcément une liste complète des termes
pertinents pour une image-requête considérée. Par conséquent, nous supposons que par
l’exploitation des informations disponibles sur le Web nous pouvons enrichir la liste ini-
tiale des tags avec d’autres termes descriptifs que nous pouvons par la suite utiliser dans
le processus d’annotation automatique d’images. Par exemple, considérons le cas d’une
photo-requête iq prise lors du concert de Robbie Williams au stade du Wembley de Londres
en Angleterre, le 29 juin 2013. En utilisant des plateformes de partage d’images nous sup-
posons que des termes surtout subjectifs peuvent être trouvés (par exemple, concert,
Robbie Williams, 29 june 2013. . . ). Tandis que, en utilisant d’autres sources dispo-
nibles sur les Web (pages Wikipédia, par exemple), des tags surtout objectifs peuvent être
identifiés (par exemple, Wembley, stadium, New Wembley, football, Take the Crown
Tour, acoustic, music. . . ) (Mitran, 2011). Ainsi, la liste initiale des tags peut être enri-
chie avec ces tags objectifs qui peuvent être employés par la suite dans le processus d’an-
notation et de recherche d’images.
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4.3 Exploitation du Web pour étendre la liste initiale des tags
d’une image-requête
Nous proposons d’utiliser le même principe que la méthode PRF afin de sélectionner
les termes les plus pertinents pour étendre la liste initiale des tags d’une image-requête.
Dans la suite, nous présentons nos choix pour chaque étape mise en œuvre par cette mé-
thode.
Tout au long de cette section nous utilisons les notations suivantes :
– iq est une image-requête ;
– Annotiq est l’ensemble des tags trouvé pertinent pour iq par le processus d’anno-
tation automatique d’images (voir section II.3), annotiq ⊆ Annotiq . Nous rappelons
que ces tags proviennent des plateformes de partage d’images, alimentées par la col-
laboration des utilisateurs ;
– q est la requête textuelle de l’image iq qui contient T termes ;
– q′ est la requête étendue de l’image iq qui contient T’ termes, ces derniers sont en-
suite utilisés comme annotations ;
– PW est l’ensemble des pages Web trouvé pertinent pour la requête q, avec pw ⊆
PW ;
– TGcand est l’ensemble des tags candidats à l’enrichissement de q, avec tgcand ⊆
TGcand ;
– TG est l’ensemble des tags utilisés comme extension pour q, avec tg ⊆ TG ;
– C est la collection de pages Web ;
– N représente le nombre des pages Web dans la collection.
4.3.1 Identification de l’ensemble PW pour q
Nous rappelons que pour construire la requête textuelle q nous employons le proces-
sus d’annotation automatique d’images présenté dans la section II.3. Ce processus annote
l’image-requête iq considérée avec un ensemble Annotiq des tags, ces derniers avec des
scores au-dessus d’un seuil s fixé. La requête textuelle q de iq est formée par les k premiers
tags (4 ou 5 en moyenne) de l’ensemble Annotiq , étant donnée que la longueur moyenne
d’une requête d’un utilisateur lambda sur le moteur de recherche google.com est de quatre
mots 11. Une fois q établie et en disposant d’une collection Web (ClueWeb 12, par exemple),
l’ensemble PW peut être identifié en utilisant des méthodes de recherche d’information
traditionnelles.
11. information obtenue du site Web http://www.walkersandsdigital.com/Search-Engine-Statistics.
12. ClueWeb est une collection utilisée à TREC et formée de 733 019 372 pages Web en anglais. Elles ont été
téléchargées entre le 10 février et le 10 mai 2012 (http://lemurproject.org/clueweb12/).
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Pour cette étape nous présentons une méthode souvent employée dans le domaine QE
(Billerbeck et al., 2003; Yu et al., 2003; Billerbeck et Zobel, 2004). Cette méthode est basée
sur la pondération Okapi BM25 (Robertson et Walker, 1994). Pour une recherche ad-hoc
et en considérant que les termes de la requête ne se répètent pas (Robertson et al., 2004),






K + tf (4.2)
où :
– tf est la fréquence d’un terme dans un document ;
– K = k1((1−b)+b×dl/avdl), où dl est la longueur du document et avdl est la longueur
moyenne des documents, mesurées en unités adaptées ;
– k1 et b ont par défauts les valeurs suivantes : k1 = 1.2 et b = 0.75 ;
– w(1) est le score de T dans la requête textuelle q.
w(1) = log
(





– N est le nombre de documents dans la collection ;
– n est le nombre de documents contentant le terme T de la requête.
Le premier terme de l’équation 4.2 diminue l’impact des termes de la requête qui sont
fréquents dans la collection, tandis que le deuxième terme favorise les documents qui ont
une forte densité de termes en commun avec la requête (Billerbeck et al., 2003).
Tenant compte du fait que notre approche repose sur les concepts des méthodes PRF,
les R premières pages Web trouvées en haut du classement sont considérées pertinentes
pour la requête q. Des termes d’extension possibles sont extraits à partir de ces R pages
Web. Dans la section suivante, nous présentons les algorithmes que nous employons pour
l’extraction et la pondération de ces termes.
4.3.2 Sélection des termes d’expansion candidats et formation de q′
Nous nous sommes inspirés des travaux de Pérez-Agüera et Araujo (2008) et Pal et al.
(2013), premièrement nous utilisons un algorithme basé sur la distribution des termes
pour sélectionner k termes candidats (TGcand) de PW pour l’expansion de q. Deuxième-
ment, nous utilisons un algorithme basé sur la cooccurrence des termes pour raffiner l’en-
semble TGcand. Ainsi, les termes qui ne sont pas employés simultanément avec les termes
de q (absence de cooccurrence) peuvent obtenir des scores plus faibles. De plus, les termes
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avec des faibles scores dans TGcand mais qui cooccurrent avec les termes de q peuvent ob-
tenir des scores plus élevés. Enfin, lesm termes qui se trouvent en haut du classement sont
utilisés en tant qu’expansion pour la requête q.
En terme d’algorithmes basés sur la distribution des termes, nous nous intéressons
particulièrement aux deux approches qui sont souvent utilisées dans les travaux de QE
(Carpineto et al., 2001; Pérez-Agüera et Araujo, 2008; Pal et al., 2013) : KLD et Bo1. La
première, proposée dans les travaux de Carpineto et al. (2001), est basée sur la mesure
de divergence KLD (Kullback-Leibler Divergence). Pour pondérer les termes candidats à
l’expansion (dans notre cas, tgcand) elle calcule la divergence entre les distributions de
probabilité des termes dans les pages Web les mieux classées (PW) et dans la collection
(C). Ainsi, les termes pour lesquels les meilleurs scores sont obtenus sont choisis comme
termes d’expansion. Le score d’un terme tgcand selon la mesure KLD est donnée par l’équa-
tion 4.4.
KLD(tgcand) = PPW (tgcand)× logPPW (tgcand)
PC(tgcand)
(4.4)
où PPW (tgcand) est la probabilité du tag tgcand dans les mieux classées pages Web et
PC(tgcand) est la probabilité du tag tgcand dans la collection.
La deuxième approche à laquelle nous nous sommes intéressés est l’approche DFR
(Divergence From Randomness) (Amati et van Rijsbergen, 2002). Plus précisément, dans
nos travaux, nous utilisons le modèle le plus efficace de pondération de termes de DFR,
le modèle Bo1 (Pérez-Agüera et Araujo, 2008). Ce modèle est basé sur les statistiques de
Bose-Einstein, le score d’un terme tgcand étant calculé par la divergence (l’écart) entre
sa distribution dans les pages Web (PW) les mieux classées et une distribution aléatoire.
L’équation 4.5 donne la façon dans laquelle ce score est calculé.




+ log2(1 + Pn) (4.5)
où :
– tfx est la fréquence du tag tgcand dans les PW pages Web ;
– Pn = f(tgcand|C)N , où f(tgcand|C) est la fréquence du tgcand dans la collection etN est le
nombre de documents dans la collection.
En terme d’algorithmes basés sur la cooccurrence des termes de TGcand avec tous les
termes de la requête q nous employons les algorithmes : LCA (Xu et Croft, 1996) (voir équa-
tion 4.6) et RM3 (Jaleel et al., 2004) (voir équation 4.10). Le choix de ces algorithmes est dû
à leur utilisation et à leur efficacité dans le domaine QE.
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– δ est une constante fixée à 0,1 comme cela est suggéré dans Xu et Croft (1996) ;






, où Ntgcand représente le nombre des pages Web
de la collection qui contiennent le terme tgcand ;




, où Nt représente le nombre des pages Web de la collec-
tion qui contiennent le terme t de q ;





tf(tgcand, pw)× tf(t, pw) (4.7)
où :
– tf(tgcand, pw) représente la fréquence du tgcand dans la page Web pw considérée et
– tf(t, pw) représente la fréquence du terme t de q dans la page Web pw considérée.
Les m premiers termes qui obtiennent les meilleurs scores sont utilisés en tant qu’ex-
pansions pour q. Les scores finaux des termes dans la requête étendue q′ sont déterminés
par l’équation 4.1 présentée dans la section II.4.1, méthode de local feedback.
Dans les approches RM la requête et les documents pertinents sont des échantillons
résultant d’un modèle de pertinence (R). Pour estimer un tel modèle, la probabilité d’un
terme est donnée par la probabilité conditionnelle d’observer ce terme avec les termes de
la requête originale (q dans notre cas). Une première estimation a été présentée dans les
travaux de Lavrenko et Croft (2001) : la méthode RM1 (équation 4.8). Cette méthode sup-
pose que les termes des documents et les termes de la requête originale sont des échan-
tillons identiques et indépendants du modèle de pertinence.
Dans le cadre de cette thèse, nous nous intéressons particulièrement à l’algorithme
RM3. Cette méthode est une extension de l’algorithme RM1. La différence entre les deux
est donnée par le fait que l’algorithme RM3 fusionne les termes choisis par RM1 avec les
termes de q au lieu de les utiliser directement (voir equation 4.10). Le choix de cette mé-
thode fait référence aux travaux de Lv et Zhai (2009a), qui ont montré que RM3 et plus per-
formant que RM1 en termes d’efficacité. Pour plusieurs détails concernant ces approches
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où :
– P (pw) est supposé être une probabilité uniforme ;
– n représente le nombre de termes de la requête q ;
– P (tgcand|pw) mesure l’importance du terme termcand dans pw ;
– P (qi|pw) est estimé par le lissage de Dirichlet (voir équation 4.9).
P (qi|pw) = tf(qi, pw) + µP (qi|C)|pw|+ µ (4.9)
où
– tf(qi, pw) est le nombre de fois que le terme qi de la requête textuelle q apparaît dans
la page Web pw ;
– P (qi|C) est la probabilité de qi dans la collection de pages Web C ;
– µ est un paramètre de lissage ;
– |pw| est le nombre des termes dans la page Web pw.
P (tgcand|q′) = (1− λ)P (tgcand|q) + λP (tgcand|R) (4.10)
où
– λ est un paramètre d’interpolation avec des valeurs comprises entre [0 ; 1] ;
– P (tgcand|q) = tf(tgcand,q)|q|
Dans cette étape, nous avons condensé les étapes deux et trois présentées dans le cas
de la méthode PRF. Cela est dû à l’algorithme RM3 qui, par définition, adopte une tech-
nique de re-pondération pour fusionner les termes choisis en tant qu’extensions avec les
termes de la requête originale q. De plus, l’étape quatre existant dans le cas de la méthode
PRF n’est pas considérée dans nos travaux, étant donnée que notre objectif est d’aug-
menter la liste des annotations issues du processus d’annotation (voir section II.3) avec
d’autres termes issus du Web, et non pas de retrouver un nouvel ensemble de documents
pour une requête soumise à un SRI par un utilisateur lambda.
Du fait que dans nos démarches nous ne considérons que les quatre ou cinq premiers
tags de l’ensemble AnnotIR pour former la requête textuelle q, une étape supplémen-
taire est exigée par rapport aux méthodes PRF. Cette étape est nécessaire dans le cas où
plus de cinq tags de AnnotIR sont pertinents pour l’image-requête iq considérée (ce qui
est souvent le cas). Nous appelons cette étape fusion des termes de AnnotIR avec les
termes de q′ et nous la présentons dans la suite.
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4.4. Bilan
4.3.3 Fusion des termes deAnnotIR avec les termes de q
′
Dans cette étape les poids des termes seront modifiés en se basant sur les poids qu’ils
ont dans la requête étendue q′ et dans l’ensemble AnnotIR . Le score final de chaque tag tg
sera ainsi calculé par combinaison de ces scores :
scoretg = (1− γ) · wtg,AnnotIR + γ · wtg,q′ (4.11)
où γ ∈ [0; 1] est un paramètre de pondération. Il établit la contribution des poids des
termes de l’ensemble AnnotIR et des termes qui forment la requête étendue dans le score
final. Dans le cas où tg n’apparaît pas parmi les termes de q′ ou deAnnotIR son poids dans
l’équation 4.11 est égal à zéro.
4.4 Bilan
Nous avons présenté au cours de cette section les concepts de base de la QE, no-
tamment les techniques d’enrichissement des requêtes basées sur une analyse globale
et locale. Nous avons formulé l’hypothèse sur laquelle repose nos travaux et nous avons
exposé notre proposition en nous basant sur les concepts des méthodes PRF. Cette pro-
position vise à étendre la liste initiale des tags issue du processus d’annotation présenté
dans la section II.3 avec d’autres termes pertinents qui peuvent être identifiés à l’aide du
Web. Pour ce faire, trois étapes ont été détaillées : identification de l’ensemble PW
pour q, sélection des termes d’expansion candidats et formation de q′ et fusion
des termes de AnnotIR avec les termes de q′.
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5 Limites et synthèse de la
contribution
CETTE section conclut la partie contribution du mémoire en exposant le bilan de notrecontribution, puis en en soulignant les limites.
5.1 Synthèse de la contribution
Dans le cadre de ce mémoire, nous nous sommes intéressés au processus d’annota-
tion automatique d’images, pour lequel nous avons identifié plusieurs problématiques.
Bien que produisant des termes d’indexation de bonne qualité, la difficulté de mise en
œuvre de l’indexation manuelle est un frein à son utilisation. De plus, les systèmes exis-
tants se heurtent à plusieurs écueils : le manque de spécificité des approches basées sur
le contenu des images et l’absence des techniques de modélisation pour certains descrip-
teurs (par exemple, la temporalité) qui peuvent avoir, nous en faisons l’hypothèse ici, un
impact important dans le processus d’annotation.
Afin de répondre aux problématiques identifiées, nous nous reposons sur l’analyse de
trois types de descripteurs liées aux photos : la localisation, la temporalité et les méta-
données que les individus associent aux photos sur les plateformes de partage. Chaque
descripteur est défini et modélisé par différentes approches qui s’appuient sur des fonc-
tions de pondération du domaine de la RI (tf × idf , entropie. . .). En nous basant sur ces
approches, nous avons proposé un processus d’annotation sémantique d’images qui re-
pose sur des techniques de filtrage et sur des méthodes de classement de tags. Enfin, nous
avons proposé une approche basée sur les concepts du sous-domaine de la RI, QE afin
d’étendre l’ensemble des annotations d’une image-requête avec d’autres termes. Grâce
aux informations disponibles sur le Web, cette approche pourrait permettre de trouver de
nouveaux termes pertinents pour une image-requête.
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5.2 Limites de la contribution
L’exploitation des descripteurs de spatialisation, de temporalité et de thématique
apporte de nombreux avantages mais également des inconvénients au regard des images.
Nos approches ne sont applicables qu’aux photos disposant de métadonnées spatiales,
temporelles et thématiques (tags) 1. Par ailleurs, elles semblent adaptées pour annoter des
images relatives aux paysages, sans toutefois être capables d’indexer judicieusement des
photos de personnes ou d’objets lorsqu’elles ne sont pas liées à des événements à forte
couverture médiatique (concert dans un stade, par exemple).
En outre, les approches proposées, bien que performantes pour décrire de façon
pertinente des images-requêtes, peuvent produire des annotations erronées lorsque
dans un même endroit sont concentrés plusieurs points d’intérêt (objectifs touristiques,
monuments. . . ) avec des angles de vue différents. À titre d’exemple, considérons le cas
d’une image-requête prise sur le pont de Westminster de Londres surplombant le Big
Ben. Pour cette image-requête, des tags non-pertinents comme, par exemple, London Eye,
grande roue, peuvent être recommandés en tant que descriptions textuelles. Ceci est dû
au fait que le site touristique London Eye se trouve dans la proximité spatiale du site touris-
tique Big Ben. Cette limite reste une piste de recherche à court terme que nous inscrivons
dans nos perspectives.
Nous avons présenté dans cette deuxième partie nos contributions qui reposent sur
différentes propositions originales. Afin de valider ces propositions, nous détaillons dans
la partie III les expérimentations réalisées concernant les descripteurs proposés, le mo-
dèle probabiliste d’annotation automatique d’images et l’approche d’enrichissement de
la liste initiale des tags identifiée pertinente pour une image-requête. La faisabilité de nos
propositions est ensuite démontrée par le prototype AnnoTaGT.
1. Ceci est considéré afin de proposer des approches d’annotation complètement automatiques. Cepen-








DANS CETTE TROISIÈME PARTIE du mémoire, nous présentons les démarches misesen œuvre pour valider les contributions présentées dans la deuxième partie.
L’évaluation porte particulièrement sur des images de type paysage (sites touristiques,
monuments. . . ).
1.1 Aperçu des expérimentations réalisées
Notre évaluation vise trois principaux objectifs :
a) le premier objectif (section III.2) consiste à montrer l’intérêt de chaque descripteur in-
dividuellement et de chaque fonction d’agrégation définie dans la partie II, section II.2.
Dans ce but, nous avons constitué un corpus d’évaluation en utilisant l’API de la pla-
teforme Panoramio. De plus, nous avons mis en œuvre un prototype en ligne et nous
avons fait appel à volontaires (chercheurs et étudiants) pour obtenir une vérité-terrain
(gold standard) relative à des images-requêtes prédéfinies.
b) le second objectif (section III.3) se rapporte à l’efficacité de notre approche d’annota-
tion d’images. Dans ce cas, dans l’objectif de mieux comprendre l’impact de ce dernier,
nous mettons en œuvre un protocole expérimental constitué d’un corpus d’images créé
à l’aide de l’API de la plateforme Flickr. Ensuite, nous évaluons l’approche d’annotation
proposée par rapport à deux approches de la littérature. Nous montrons ainsi que l’uti-
lisation conjointe des trois descripteurs (c.-à-d. de thématique, de temporalité et de
spatialisation) améliore la qualité du processus d’annotation d’images par rapport à
la littérature.
c) le troisième objectif (section III.4) concerne l’expérimentation de l’approche d’enri-
chissement de la liste initiale des tags identifiée pertinente pour une image-requête.
Cette expérimentation vise à déterminer à quel point les informations issues du Web
(outre les informations issues des plateformes de partage d’images) peuvent enrichir
les descriptions textuelles des images-requêtes. À cet effet, nous mettons en œuvre un
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protocole expérimental et nous utilisons en tant que baseline notre approche d’anno-
tation d’images présentée dans la section II.3.
Les résultats obtenus par les deux premières expériences sont analysés pour détermi-
ner les approches qui annotent le mieux une image-requête afin de les intégrer dans un
prototype d’annotation d’images georéférences, appelé AnnoTaGT.
1.2 Aperçu du prototype d’annotation d’images AnnoTaGT
Afin d’améliorer l’activité d’annotation d’images du point de vue des usagers, nous
avons proposé un système prototype, intitulé AnnoTaGT, dédié à la description textuelle des
images georéférencées. AnnoTaGT intègre nos différentes contributions proposées dans le
cadre de cette thèse, à savoir les définitions des divers descripteurs et le modèle probabi-
liste d’annotation. Nous le présentons dans la section III.5 où nous donnons également un
aperçu de son efficacité à l’aide de scénarios réalistes d’utilisation.
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2 Expérimentation 1 : qualité des
descripteurs
DANS CETTE SECTION, nous expérimentons les approches proposées pour modéliserles trois descripteurs d’images ainsi que les fonctions d’agrégation définies dans la
section II.3. L’objectif de cette expérience est de répondre à la question formulée dans la
section II.3.2 : une méthode qui combine différentes approches conduit-elle à des résultats
significativement meilleurs que n’importe quelle approche utilisée individuellement ?
Pour cette expérience, nous avons recruté des participants du sein de notre laboratoire
de recherche (c.-à-d. enseignants-chercheurs et doctorants). Les volontaires pouvaient
participer à cette expérimentation grâce à une plateforme en ligne, qui est disponible à
partir de la page http://www.irit.fr/~Madalina.Mitran/user_study/accueil.html.
Cette section expose le protocole d’expérimentation réalisé et les résultats obtenus, qui
ont fait l’objet d’une publication internationale (Mitran et al., 2013).
2.1 Protocole d’expérimentation
Afin de répondre à la question de recherche évoquée ci-dessus, nous proposons un
cadre expérimental. Dans la lignée des protocoles expérimentaux des campagnes d’éva-
luation de la RI (par exemple, TREC 1, INEX 2, CLEF 3), ce cadre expérimental est essentiel-
lement constitué des trois éléments suivants :
– un ensemble d’images qui forme le corpus d’évaluation ;
– un ensemble d’images-requêtes ;
– des jugements de pertinence pour chaque image-requête. Ces jugements sont repré-
sentés par un ensemble de termes descriptifs associé à chaque image-requête.
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2.1.1 Construction du corpus d’évaluation
Notre expérimentation a nécessité la création d’une collection de test. Cette collection
devait comprendre les informations sur les images que nous exploitons dans nos contribu-
tions (c.-à-d. coordonnées de localisation, estampille temporelle et tags). À notre connais-
sance il n’existe pas de telle collection publique et appropriée à la validation de nos tra-
vaux. Par exemple, le jeu de données incontournable « Corel » ne dispose pas de données
contextuelles (Sinha et Jain, 2008). Par conséquent, nous avons pris le parti de construire
une collection sur le modèle fourni par les travaux de RI (Voorhees, 2002).
En terme de mise en œuvre, nous constituons la collection de test en deux étapes, no-
tées (a) et (b).
(a) Premièrement, nous rassemblons n = 30 photos-requêtes — Buckley et Voorhees
(2000) montrent qu’au moins n = 25 requêtes sont nécessaires pour réaliser des ana-
lyses statistiques de façon pertinente — qui illustrent des attractions touristiques po-
pulaires (par exemple, ponts, églises, monuments historiques, etc.) pour avoir la cer-
titude de l’identification de celles-ci par un grand nombre d’utilisateurs. De plus, elles
sont choisies de manière à assurer qu’un nombre suffisant d’images se trouve dans
leurs voisinages spatiaux.
(b) Deuxièmement, chaque photo-requête est chargée dans le logiciel de la Figure III.2.1
et les coordonnées de localisation sont extraites automatiquement du format de
chaque photo-requête. Les photos-requêtes choisies illustrent des attractions tou-
ristiques, les requêtes ont donc une large distribution géographique. De ce fait, la
construction d’une collection de test qui prend en compte toutes les photos qui
peuvent exister dans une plateforme de partage de photos (par exemple, 3,5 millions
de photos sont mises en ligne par jour sur Flickr) est une tâche impossible de notre
point de vue. C’est pourquoi nous restreignons le rayon de récupération des photos
(par exemple, sur la Figure III.2.1 une distance de 5 km est choisie).
Afin de former cette collection de test, nous avons utilisé l’API de la plateforme de par-
tage de photos Panoramio 4. Après l’exclusion de ce processus, nous nous sommes retrou-





Figure III.2.1 – Logiciel d’évaluation développé pour obtenir la collec-
tion de test.
2.1.2 Étapes de prétraitement des tags
En général, les étiquettes des images figurant dans les collections en ligne sont
« bruitées » (Sigurbjörnsson et van Zwol, 2008). Par conséquent, la collection obtenue
peut contenir des étiquettes dont nous savons d’ores et déjà qu’elles ne sont pas adaptées
pour la description d’images. Nous présentons dans cette section six étapes à suivre pour
éliminer ces tags erronés de la collection :
– Nous avons converti tous les tags en majuscules pour éviter les différences qui
peuvent apparaître entre les tags similaires, mais écrits de différentes façons. Par
exemple, le tag Eiffel Tower apparaît sous les formes suivantes : « Eiffel Tower », « eif-
fel tower », « Eiffel tower ».
– Nous avons enlevé les caractères spéciaux des tags, tels que : « ?», «+», «-», « !», «_»,
«*» pour la même raison. Par exemple, le tag Eiffel Tower se trouve sous les formes
suivantes : « EIFFEL TOWER ? », « EIFFEL TOWER ! », « EIFFEL_TOWER », ou « EIFFEL
TOWER*** ».
– Nous avons supprimé les tags numériques et vides de sens, tels que « 2009 » et « Pa-
noramio ».
– Nous avons regroupé les tags similaires ayant différentes formes comme « Paris
France » et « France Paris ».
– Nous avons changé les tags qui étaient au pluriel dans une forme au singulier. Par
exemple le tag « BÂTIMENTS » devient « BÂTIMENT ».
– Les tags qui ne sont pas en anglais sont supprimés de la base de données, à l’ex-
ception des noms propres connus par tout le monde dans la langue d’origine (par
exemple, la Tour Eiffel en français et Eiffel Tower en anglais).
À l’issue de ces étapes, les images qui n’ont plus d’étiquettes sont également suppri-
mées de la base de données. Nous nous sommes alors retrouvés avec une collection qui
contient 40 366 images différentes et 6 144 étiquettes uniques.
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2.1.3 Obtention du « gold standard »
Pour évaluer nos propositions nous avons proposé d’utiliser deux « gold standards »
(vérité terrain) pour chaque image-requête : (a) le premier créé manuellement et (b) le
deuxième créé semi-automatiquement à partir du corpus présenté auparavant à l’aide
d’une évaluation impliquant des utilisateurs (assesseurs).
(a) Nous avons créé manuellement le premier « gold standard » en abordant la démarche
suivante : pour chaque image-requête, nous avons désigné le tag le plus spécifique et
nous l’avons sauvegardé. Par exemple, pour une image-requête illustrant la cloche de
« Big Ben » de Londres, le tag le plus spécifique est Big Ben plutôt que le tag Londres,
qui est un tag général.
(b) Afin d’obtenir la vérité terrain pour les 30 images-requêtes, une plateforme d’expéri-
mentation en ligne a été développée. Elle fédère deux composants :
– la page Web « http://www.irit.fr/~Madalina.Mitran/user_study/accueil.html»
qui explique l’objectif de l’expérimentation et les tâches qu’une personne volontaire
doit accomplir.
– une base de données dédiée pour stocker les réponses recueillies auprès des parti-
cipants et analyser ces données.
La page Web permet à un volontaire de participer à l’expérience en prenant connais-
sance des deux tâches 1) et 2) qu’il doit accomplir :
1) Pour la première tâche, illustrée dans la Figure III.2.2, les participants doivent choi-
sir au moins six images qu’ils connaissent le mieux parmi les 30 images-requêtes
afin de les évaluer. La motivation derrière ce choix est double. D’abord, notre in-
tuition est que la pertinence des évaluations est liée à la connaissance des per-
sonnes qui évaluent. Or, les photos-requêtes que nous proposons n’illustrent pas
forcément des attractions touristiques connues de tout le monde. Par conséquent,
nous n’attribuons pas de façon automatique les photos aux évaluateurs pour qu’ils
aient la possibilité de choisir des lieux qu’ils reconnaissent. De plus, étant donné
que la concentration des assesseurs peut rapidement s’étioler, dans de nombreuses
évaluations une durée de 10-15 minutes est attribuée aux assesseurs pour effectuer
une tâche (Kelly, 2009). Avec cet objectif, nous avons mené une évaluation pilote
qui nous a permis d’estimer le nombre maximal d’images qu’un individu peut éva-
luer de sorte qu’il ne faille pas plus de 15 minutes pour la réaliser.
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2.1. Protocole d'expérimentation
Choose from the gallery below, at least six images that you know the more.
Figure III.2.2 – Première tâche représentée dans l’interface Web déve-
loppée.
2) Les participants passent à la deuxième tâche une fois que les images-requêtes
ont été choisies. Pour chaque image-requête, une liste de tags candidats présen-
tée alphabétiquement est montrée aux évaluateurs (voir Figure III.2.3). Cette tâche
consiste à ne conserver dans la liste que les tags qui sont considérés de bons des-
cripteurs pour l’image à évaluer. Tenant compte du fait que ces tags proviennent du
Web et résultent du processus d’intelligence collective, nous fournissons aux éva-
luateurs des directives telles que :
– les informations temporelles, les noms de personnes ou toute autre information
personnelle ne sont pas considérés des annotations pertinentes pour l’image-
requête.
– seules les annotations en anglais sont pertinentes, à l’exception des noms
propres d’attractions touristiques connues par tout le monde dans la langue
d’origine (par exemple, la Tour Eiffel en français et Eiffel Tower en anglais).
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Check the tags considered good descriptors for the image.
Date/times, numbers, people's name and any personals annotations are irrelevant.
Only English annotations are relevant except the place names which are 
known to everyone in the original language (e.g., Tour Eiffel).
Figure III.2.3 – Deuxième tâche représentée dans l’interface Web déve-
loppée.
Au total, 32 personnes ont répondu à notre sollicitation. Parmi ces personnes, nous re-
trouvons des chercheurs, des doctorants et des étudiants en master de notre département
informatique.
Une base de données dédiée stocke les 30 images requêtes, les données concernant ces
images, ainsi que les données concernant les participants et leurs participations. Le mo-
dèle conceptuel de cette base de données représenté dans la Figure III.2.4 est implémenté
avec le SGBD Oracle 11g.
La vérité terrain obtenue à l’aide des assesseurs pour chaque image-requête est sto-
ckée dans la table AnnotationManuelle, tandis que les scores de chaque tag candidat de
l’image sont stockés dans la table ScoreDescripteur. Cette table comporte trois attributs
liés aux trois descripteurs de thématique, de spatialisation et de temporalité décrits
dans la section II.2. Tenant compte du fait que chaque image-requête peut être choisie
par plusieurs assesseurs, à la fin nous nous retrouvons avec plusieurs listes d’annotations
manuelles pour chaque requête image. Dans le but de combiner les listes des évaluations
individuelles dans une seule liste, nous utilisons la méthode CombMNZ proposé par Fox
et Shaw (1993). La pertinence de cette méthode a été démontrée par Lee (1997), qui l’ont














































Figure III.2.4 – Diagramme de classes UML de l’expérimentation
concernant la qualité des descripteurs proposés.
2.1.4 Métriques d’évaluation
Pour évaluer les performances des approches de chaque descripteur, nous avons uti-
lisé la mesure classique de la précision pour les k premiers tags restitués (précision@k), la
MAP (Mean Average Precision) et la MRR (Mean Reciprocal Rank).
1. La précision@k est la proportion de tags pertinents dans les k premiers tags retrouvés
pour chaque image-requête. Elle mesure la capacité de chaque approche à retourner
des tags descriptifs pour une image-requête. On retient les précisions pour les 3, 5 et
10 premiers tags, notées respectivement P@3, P@5 et P@10.
Precision@k(iq) =
|V Tiq ∩AnnotTagk,iq |
k
(2.1)
où V Tiq est l’ensemble des tags qui représente la vérité terrain d’une image-requête iq
et AnnotTagk,iq est l’ensemble des premiers k tags suggérés pour iq en utilisant l’une
des approches. Les différentes valeurs de k sont sélectionnées par rapport à la taille
des listes des vérités terrains obtenues à l’aide de l’évaluation réalisée en ligne.
2. La MAP est la moyenne arithmétique des précisions moyennes, calculée sur l’en-
semble des images-requêtes.
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où AP (iq) est la précision moyenne d’une image-requête iq. Elle correspond à la
somme des valeurs des précisions@k obtenues après qu’un tag pertinent est retrouvé,
divisée par le nombre de tags pertinents attendus.
3. LaMRR est la moyenne calculée sur l’ensemble des images-requêtes du rang du pre-







De plus, avant d’évaluer chaque approche, nous normalisons leurs scores sur [0 ;1]




Enfin, les étiquettes candidates avec le score le plus élevé sont utilisées dans le processus
d’annotation automatique d’images.
2.1.5 Résultats
L’objectif de nos expérimentations est d’évaluer la qualité de chaque approche pro-
posée, ainsi que les méthodes d’agrégation décrites dans la section II.3.2.1. Tout d’abord,
nous comparons les résultats de chaque approche avec la vérité terrain semi-automatique.
Par la suite, nous les comparons aussi avec la vérité terrain obtenue de façon manuelle.
Nous pouvons observer à partir du Tableau III.2.1 que l’approche de la fréquence des
tags obtient le meilleur résultat : 0,70 pour P@5 et 0,53 pour P@10 en utilisant la vérité
terrain semi-automatique. Ces résultats étaient attendus, car les tags les plus fréquents
d’un corpus d’images ont tendance à être pertinents pour une image-requête. En effet, ils
représentent généralement les tags généraux.
Afin de déterminer l’approche qui place au rang 1 l’étiquette la plus spécifique (P@1)
d’une image-requête, nous avons utilisé la vérité terrain manuelle. Nous remarquons dans
le Tableau III.2.1(b) que l’approche basée sur la distance est plus performante (P@1 de
0,20) que les autres approches lorsqu’il faut identifier l’étiquette spécifique d’une image-
requête.
Lorsque nous combinons les approches de distance et fréquence nous obtenons des
résultats significativement meilleurs que pour les approches individuelles, tel que le Ta-
bleau III.2.2 l’indique. Par exemple, en ce qui concerne la meilleure précision à cinq (P@5)
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2.2. Discussion et bilan
(a) VT semi-automatique
Approches P@3 P@5 P@10 MAP MRR
tfgénéral 0,788 0,706 0,523 0,490 0,983
tfspécifique 0,755 0,673 0,513 0,471 0,983
idfintern 0,026 0,023 0,403 0,032 0,092
idfexterne 0,188 0,220 0,203 0,169 0,404
entropiezones 0,644 0,593 0,443 0,411 0,802
distclassique 0,655 0,626 0,490 0,440 0,784










Tableau III.2.1 – Résultats des évaluations pour les approches en utili-
sant les deux vérités terrain (VT) et le corpus obtenu à l’aide de l’API de
Panoramio.
parmi toutes les approches individuelles (c.-à-d. tfgénéral = 0,706) et toutes les approches
d’agrégation (c.-à-d.AggM6 = 0,773 — approche décrite dans la section II.3.2, p. 87), nous
avons trouvé une augmentation de 9,5 % en efficacité. Cette augmentation est statistique-
ment significative selon le t-test de Student (1908) paramétrique qui fournit une valeur
significative (p < 0,05). Cette valeur montre une différence statistique significative entre
deux résultats. Ce test est réputé fiable pour ce type d’expériences (Sanderson et Zobel,
2005).
Concrètement, la meilleure performance est obtenue en agrégeant les trois approches
suivantes : la fréquence de tag (tfgénéral), la fréquence inverse externe d’un tag (idfexterne)
et la distance par zones (distzones). La précision à cinq de cette méthode est de 77 %, ce qui
signifie que, en moyenne, 3,85 des cinq premières étiquettes sont de bons descripteurs
pour une image-requête. Nous remarquons également (Tableau III.2.2) que la méthode
basée sur la fréquence inverse externe d’un tag est plus performante que la fréquence
inverse interne d’un tag pour toutes les méthodes d’agrégation afin d’identifier les N pre-
mières étiquettes pertinentes pour une image-requête (P@3, P@5, P@10). De plus, la fré-
quence inverse interne d’un tag fournit des meilleurs résultats pour identifier l’étiquette
spécifique d’une image-requête (P@1).
2.2 Discussion et bilan
La mise en œuvre d’un cadre expérimental pour l’évaluation des divers descripteurs et
de leurs agrégations présente à la fois des avantages et des limitations. L’avantage principal
de ce cadre permet d’effectuer une évaluation comparative entre diverses approches afin
d’établir quelle approche peut être considérée ensuite dans un processus de recherche
Annotation d'images via leur contexte spatio-temporel et les metadonnées du Web 117
Expérimentation 1 : qualité des descripteurs
(a) VT semi-automatique
AggMeth P@3 P@5 P@10 MAP MRR
AggM1 0,522 0,493 0,403 0,341 0,716
AggM2 0,855 0,740 0,543 0,496 1,000
AggM3 0,444 0,380 0,353 0,325 0,662
AggM4 0,522 0,466 0,396 0,362 0,771
AggM5 0,688 0,646 0,513 0,444 0,819
AggM6 0,888 0,773 0,573 0,541 1,000
AggM7 0,644 0,533 0,430 0,389 0,851











Tableau III.2.2 – Résultats obtenus pour les huit méthodes d’agrégation,
AggMx, en utilisant les deux vérités terrain (VT) et le corpus obtenu à
l’aide de l’API de Panoramio.
d’images. En revanche, les principales limites imposées par ce type d’évaluation sont :
– dès le début de l’expérimentation, nous devons savoir exactement à quelle ques-
tion nous voulons répondre et quels descripteurs nous voulons évaluer. Aussi, nous
choisissons le type d’images-requêtes, la construction de la collection d’images et
le protocole d’obtention du gold standard. Par conséquent, si un de ces paramètres
change, une autre évaluation doit être envisagée. Par exemple, nous ne pouvons pas
examiner l’influence des approches de modélisation du descripteur de temporalité
avec le protocole d’évaluation actuel à cause du type d’images-requêtes considé-
rées (c.-à-d. des images qui n’ont pas été prises lors d’événements particuliers). Par
conséquent, ce descripteur ne peut pas être évalué dans ce cadre expérimental, mais
il sera intégré dans le modèle d’annotation automatique d’images évalué dans la sec-
tion suivante ;
– une autre limite est liée à la façon dont nous obtenons le gold standard. Elle est
coûteuse, dépendante de la connaissance et de la perception des assesseurs.
Dans cette section, nous avons évalué les approches de modélisation des descripteurs
de thématique et de spatialisation présentées dans la section II.2 et les huit méthodes
d’agrégation présentées dans la section II.3.2.1. De plus, nous avons répondu à la question
de recherche énoncée précédemment et nous avons montré que l’agrégation des diffé-
rentes approches conduit à de meilleurs résultats que n’importe quelle approche utilisée
individuellement. Dans le but d’améliorer ces travaux et de considérer aussi le descripteur
de temporalité, nous avons proposé un modèle probabiliste d’annotation d’images (voir
section II.3.2.2) qui est évalué dans la section suivante.
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3 Expérimentation 2 : efficacité du
modèle probabiliste pour
l'annotation d'images
CONTRAIREMENT aux approches d’annotation d’images de la littérature, nous avons dé-fini dans la section II.3.2.2 un modèle probabiliste d’annotation d’images. Son origi-
nalité est double. D’une part, il est complètement automatique car les utilisateurs ne sont
pas impliqués dans le processus d’annotation. D’autre part, il considère les informations
de temporalité d’images, alors qu’elles ont été négligées jusqu’à présent dans la littérature.
Afin de vérifier que ce nouveau modèle améliore les approches existantes, nous pré-
sentons le résultat d’une expérimentation réalisé à partir d’un corpus d’images recueilli
via la plateforme Flickr (Mitran et al., 2014). Dans ce qui suit, nous exposons le protocole
d’expérimentation que nous avons conçu ainsi que les résultats expérimentaux obtenus.
3.1 Protocole d’expérimentation
Nous explicitons dans cette section le corpus utilisé pour l’évaluation, les images-
requêtes et la vérité terrain, les baselines utilisées afin de mesurer la performance de notre
contribution par rapport à l’état de l’art et les métriques employées.
3.1.1 Construction du corpus d’évaluation
Comme nous l’avons mentionné dans la section III.2, le manque de collection de test
standard pour l’annotation d’images constitue un problème majeur. Notre objectif est de
créer une collection plus volumineuse que celle présentée dans la section III.2 qui com-
prend également toutes les informations d’images nécessaires pour l’évaluation. Dans ce
sens, nous proposons d’utiliser l’API de la plateforme de partage d’images Flickr 1. Tenant
compte du grand nombre d’images existant actuellement sur Flickr (3,5 millions prises par
1. http://www.flickr.com/services/api/
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jour) la récupération de toutes ces images est une tâche difficile, voire impossible. Ainsi,
nous nous sommes limités à télécharger uniquement les images d’une zone géographique
(dans notre cas nous avons téléchargé les images de la zone géographique de Paris).
Le corpus que nous avons constitué comprend environ 201 000 images et 81 000 éti-
quettes uniques. Ces images sont caractérisées par diverses métadonnées, telles que : l’id,
le titre, les tags, les coordonnées de géolocalisation (c.-à-d. la latitude et la longitude), la
date et l’heure de la prise de vue, l’identifiant de l’utilisateur qui a posté la photo et l’URL
de l’image. Nous mentionnons aussi que nous n’avons téléchargé que les images pour les-
quelles toutes ces informations étaient disponibles.
3.1.2 Images requêtes et « gold standard »
La collection de test est constituée d’un ensemble des 200 images sélectionnées aléa-
toirement du corpus décrit dans la section précédente. Pour cette expérience, nous avons
considéré comme « gold standard » les étiquettes originales de chaque image-requête.
3.1.3 Baselines
En RI, l’évaluation de la performance d’une approche consiste à la comparer à une
baseline. De ce fait, pour mesurer le degré d’amélioration de notre modèle par rapport à la
littérature, nous présentons dans la suite deux baselines, notées (a) et (b).
(a) La première baseline (baselineTF ) correspond à une des approches les plus utilisées
dans la tâche d’annotation automatique d’images (Hsiao et al., 2008; Sergieh et al.,
2012). Elle est basée sur le nombre d’images récupérées à proximité d’une image-
requête qui contient le tag.
(b) Comme deuxième baseline (baselineSM ), nous considérons la méthode d’agrégation
la plus performante des travaux de Silva et Martins (2011). Cette méthode est basée
sur le score CombMNZ (méthode proposée par Fox et Shaw (1993)) des quatre des-
cripteurs : À nombre d’images proches spatialement d’une image-requête étiquetées
avec le tag ; Á le nombre d’utilisateurs différents qui emploient le tag ; Â le nombre
de visites faites sur la plateforme de partage flickr.com pour les photos jugées per-
tinentes pour une photo-requête ; Ã la distance minimale entre les coordonnées GPS
des images proches qui utilisent le tag et les coordonnées GPS de l’image-requête.
Cette baseline est donnée par l’équation 3.1.






où scorej(tag, iq) est le score obtenu pour chacun des k descripteurs individuellement
et p représente le nombre de similitudes non nulles.
3.1.4 Métriques d’évaluation
Afin de calculer la performance de notre modèle, nous avons comparé la liste des éti-
quettes originales d’une image-requête avec les étiquettes suggérées par le modèle pro-
posé. De plus, nous avons utilisé des métriques de la RI (voir sections I.1.4.4 et III.2.1.4),
telles que : la précision à cinq (P@5), la R-précision (Rprec) et la moyenne des précisions
(MAP). En tenant compte du fait qu’un système d’annotation peut recommander des tags
pertinents qui ne se trouvent cependant pas parmi les tags originaux d’une image-requête,
ces mesures doivent être utilisées seulement comme indicateurs de performance relative,
tel que mentionné dans le travail de Rae et al. (2010).
3.2 Résultats
Nous avons utilisé le programme trec_eval 2 qui permet d’évaluer les performances des
systèmes de RI dans la communauté TREC en confrontant les résultats d’un moteur de
recherche avec la vérité terrain. Dans cette section, nous estimons d’une part les deux pa-
ramètres de notre modèle : r et σ. D’autre part, nous évaluons l’approche d’annotation
d’images en utilisant les meilleurs paramètres estimés.
3.2.1 Estimation expérimentale des paramètres du modèle
Notre modèle a deux paramètres à fixer expérimentalement :
– σ est le coefficient d’interpolation utilisé par les fonctions Kernel ;
– r est le rayon spatial utilisé pour récupérer des images et implicitement pour former
l’ensemble d’étiquettes candidates pour une image-requête.
Afin de calculer les paramètres les plus pertinents, nous avons testé différentes valeurs
pour le coefficient d’interpolation dans l’intervalle [2,128] et les valeurs suivantes pour le
rayon spatial : 10 m, 100 m, 300 m, 500 m et 1 km.
Moxley et al. (2008) montrent que des valeurs supérieures à 1 km pour r ne conduisent
pas à des résultats de meilleure qualité qu’avec une valeur inférieure à 1 km. En réalisant
des expérimentations pour divers rayons, nous avons évidemment observé que le temps
de traitement de la requête augmente lorsque la valeur du r augmente. Ceci s’explique
par le nombre d’images présentes dans la fenêtre spatiale d’une image-requête qui aug-
2. http://trec.nist.gov/trec_eval/
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mente avec le rayon spatial r. En contrepartie, si nous considérons une valeur trop faible
pour r, nous pouvons nous retrouver dans la situation où nous n’avons pas assez d’images
dans la fenêtre spatiale pour former la liste d’étiquettes candidates. Par conséquent, en
tenant compte de ces observations, nous avons décidé d’utiliser une valeur de 300 m pour
le rayon spatial dans nos expériences.
Les meilleures performances du coefficient d’interpolation σ pour les deux fonc-
tions Kernel (c.-à-d. Gaussian et Laplace) sont présentées dans le Tableau III.3.1. Les Fi-
gures III.3.1 et III.3.2 représentent la sensibilité en termes de MAP pour le paramètre σ
pour les deux fonctions Kernel. Nous constatons que des meilleurs résultats ont été obte-
nus pour la fonction Laplace, quels que soient les différents paramètres.





Tableau III.3.1 – Les meilleures valeurs de σ pour les deux fonctions Ker-
nel (c.-à-d. Gaussian et Laplace) et les deux descripteurs de spatialisa-
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Figure III.3.1 – Sensibilité du paramètre σ des fonctions Kernel pour le
descripteur de spatialisation.
3.2.2 Efficacité du modèle par rapport à la littérature
L’objectif de nos expérimentations est d’évaluer l’efficacité de notre modèle d’an-
notation d’images qui intègre les descripteurs de thématique, de spatialisation et de
temporalité. Pour ce faire, nous avons confronté les résultats obtenus par notre modèle
avec ceux obtenus par les deux baselines présentées dans la section III.3.1.3.
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Figure III.3.2 – Sensibilité du paramètre σ des fonctions Kernel pour le
descripteur temporel.
deux fonctions spatiales : la similarité classique spatiale et les fonctions Kernel (voir sec-
tion II.2.3). De même, deux fonctions temporelles sont disponibles : la similarité classique
temporelle et les fonctions Kernel (voir section II.2.4). Nous avons commencé par étudier
l’impact de chaque fonction individuelle en terme de performance.
Le Tableau III.3.2 présente les performances de chaque fonction sur l’ensemble de 200
images-requêtes. Dans la partie supérieure du tableau sont affichés les résultats obtenus
pour les similarités spatiales, tandis que dans la partie inférieure sont affichés les résultats
obtenus pour les similarités temporelles. Selon les résultats, nous observons que la fonc-
tion Kernel Laplace a permis une amélioration significative pour les deux descripteurs de
spatialisation et de temporalité au niveau des résultats P@5, MAP et Rprec.
P@5 MAP Rprec
Fonctions spatiales
similarité spatiale classique 0,4158 0,4479 0,4404
Kernel Laplace 0,4305 0,4684 0,4624
Fonctions temporelles
similarité temporelle classique 0,4633 0,5151 0,5006
Kernel Laplace 0,4655 0,5343 0,5225
Tableau III.3.2 – Résultats obtenus pour les deux fonctions spatiales et
les deux fonctions temporelles en utilisant la collection Flickr décrite
dans la section III.3.1.1.
Le Tableau III.3.3 présente les résultats obtenus en comparant notre modèle d’anno-
tation (GT-TRM) avec les deux baselines décrites dans la section III.3.1.3. La partie supé-
rieure du tableau présente les résultats de la comparaison du modèle avec les deux ba-
selines en termes de précision à cinq (P@5), MAP et Rprec. Les meilleures valeurs dans
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chaque colonne sont indiquées en gras. Nous observons qu’aucune des baselines ne dé-
passe les résultats obtenus par notre approche pour aucune des mesures. Comme la P@5
de notre approche est de 49 %, nous pouvons affirmer qu’en moyenne 2,45 parmi les 5
premières étiquettes sont des descriptions pertinentes d’une image-requête. De plus, le
fait que notre modèle obtienne la plus grande valeur pour la MAP montre son efficacité et
sa stabilité par rapport aux deux baselines. Nous remarquons également (Tableau III.3.3)
que la baselineSM des travaux de Silva et Martins (2011) surpasse la baselineTF représen-
tée par la mesure de tf classique utilisée dans plusieurs travaux d’annotation automatique
d’images.
La partie inférieure du Tableau III.3.3 montre l’amélioration de notre modèle de clas-
sement par rapport aux deux baselines. Le t-test de Student (1908) suggère que les amé-
liorations obtenues sont statistiquement significatives avec une valeur de significativité
p < 0, 01. Dans le Tableau III.3.3, le symbole † indique la significativité des résultats du
modèle de classement par rapport à la première baseline (baselineTF ) et le symbole ∗ pour
la deuxième baseline (baselineSM ).
Selon les résultats obtenus, nous observons que des améliorations (pour toutes les me-
sures) plus importantes sont obtenues lorsqu’on compare le modèle d’annotation avec la
baselineTF (89 %). Ces résultats étaient prévisibles compte tenu la performance de la ba-
selineSM par rapport à la baselineTF (38 %). Nous concluons que l’utilisation des descrip-
teurs spatial et temporel dans le processus d’annotation automatique d’images améliore
les travaux de l’état de l’art.
P@5 MAP Rprec
baselineTF 0,2610 0,3455 0,3011
baselineSM 0,3616 0,4142 0,3918
GT-TRM 0,4938 †* 0,5660 †* 0,5432 †*
Amélioration
baselineTF vs baselineSM 38,5 % 19,8 % 30,1 %
baselineTF vs GT-TRM 89,2 % 63,8 % 80,4 %
baselineSM vs GT-TRM 36,5 % 36,6 % 38,6 %
Tableau III.3.3 – Résultats obtenus pour notre modèle d’annotation
(GT-TRM) par rapport à la littérature (les deux baselines décrites dans la
section III.3.1.3). Une dague (†) et une étoile (*) indiquent une améliora-





Dans cette section, nous avons proposé un cadre expérimental pour évaluer la qua-
lité du modèle probabiliste d’annotation d’image présenté dans la partie II. Les résultats
obtenus montrent que l’intégration des descripteurs de thématique, de spatialisation
et de temporalité dans un modèle probabiliste permet de déterminer des termes perti-
nents qui décrivent une image-requête. De plus, nous avons montré qu’il surpasse deux
approches de la littérature. Dans la section suivante, nous évaluons l’approche que nous
avons présentée dans la section II.4 pour enrichir la liste des tags fournie par ce modèle
probabiliste avec d’autres termes pertinents issus du Web.
Annotation d'images via leur contexte spatio-temporel et les metadonnées du Web 125

4 Expérimentation 3 : efficacité de
la proposition d'enrichissement
des tags en s'appuyant sur le Web
DANS CETTE SECTION, nous expérimentons l’approche présentée dans la section II.4.L’objectif de cette expérience est de répondre à la suivante question : l’utilisation
conjointe des données issues du Web et des plateformes de partage d’images conduit-elle à
une annotation plus riche/diversifiée/pertinente que lors de l’utilisation unique des plate-
formes de partage d’images ? À cet effet, en l’absence d’une collection d’évaluation stan-
dard adaptée pour ce type de travaux, nous avons proposé un cadre d’évaluation qui suit
la démarche d’évaluation de TREC en lien avec des expérimentations du projet Cranfield
dans les années 1967 (Cleverdon, 1967).
Dans la suite de cette section, nous présentons, dans un premier temps, notre proto-
cole d’expérimentation. Puis, dans un deuxième temps, nous présentons et discutons les
résultats obtenus.
4.1 Protocole d’expérimentation
Dans cette section, nous présentons les ressources expérimentales employées pour
l’évaluation, la baseline utilisée afin de montrer la performance de l’approche proposée
et les métriques employées.
4.1.1 Ressources expérimentales
Nous avons construit une collection de test composée d’un corpus d’images, d’un en-
semble d’images-requêtes, d’un ensemble de requêtes textuelles, d’un corpus de pages
Web et de jugements de pertinence pour les images-requêtes.
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1. Corpus d’images.
Pour cette expérimentation nous avons utilisé une collection de plus de 5 millions
d’images de la zone géographique de Londres obtenues à l’aide de l’API de Flickr.
Après une étape d’élimination des images qui n’ont pas de tags associés, nous nous
sommes retrouvés avec une collection qui contient plus de 3 millions d’images. Les
deux millions d’images non-étiquetées nous indiquent encore une fois la nécessité de
trouver de nouvelles techniques afin de les décrire de façon automatique.
2. Jeu d’images-requêtes.
Le jeu d’images-requêtes est constitué de manière à correspondre au cadre applicatif
de notre approche d’annotation, ici le cadre d’un environnement temporel et spatial.
Nous avons considéré au total un jeu de 25 images-requêtes respectant le nombre
minimum de requêtes nécessaires pour une expérimentation (Buckley et Voorhees,
2000). Ces images-requêtes sont réparties sur quatre zones géographiques de Londres
dans des contextes temporels différents. Dans le Tableau III.4.1 nous illustrons leurs
répartitions par rapport à ces deux contextes : spatial et temporel.
Tableau III.4.1 – Répartition des images-requêtes en fonction des
contextes spatial et temporel.
Zones Contexte spatial Type d’événement
1. stade de Wembley concerts et matchs
2. O2 arena concerts
3. Somerset house concerts
4. Trafalgar Square divers (par exemple, parades, festivals, etc.)
3. Jeu de requêtes textuelles.
Pour chaque image-requête, une requête textuelle est formée en employant le pro-
cessus d’annotation automatique d’images présenté dans la section II.3. Plus préci-
sément, nous employons le filtrage spatio-temporel décrit dans la section II.3.1.3 :
à partir d’une image-requête iq, nous extrayons ses coordonnées de localisation et
son estampille temporelle (date et heure de la prise de vue). Ensuite, nous interro-
geons la plateforme de partage d’images Flickr pour extraire les images qui sont prises
dans la même fenêtre spatio-temporelle que iq, ainsi que les tags associés à cha-
cune d’entre-elles. Enfin, en utilisant les méthodes présentées dans la section II.3.2
nous obtenons pour iq une liste de tags candidats ordonnée par scores décroissants :
Lf = [(t1, f1), . . . , (tj , fj)] , où tj représente un tag et fj représente le score du tag tj .
En relation avec la longueur moyenne d’une requête qu’un utilisateur lambda pose
sur un moteur de recherche (voir section II.4.3.1), nous choisissons d’utiliser en tant
que requête textuelle pour iq les quatre premiers tags de la liste Lf , ainsi que l’estam-
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pille temporelle de iq. Cette dernière étant nécessaire dans le cas où dans le même en-
droit, un même événement (par exemple, concert d’un groupe, festival annuel, etc.)
s’est produit plusieurs fois dans des périodes différentes de temps.
Par exemple, considérons le cas de l’image-requête prise lors d’un concert du groupe
AC/DC au stade de Wembley de Londres, en Angleterre, le 26 juin 2009. La requête tex-
tuelle pour cette image-requête est : ac/dc, Wembley, stadium, London, 22 June 2009.
4. Collection de pages Web.
Nous avons soumis chaque requête textuelle associée à notre jeu de 25 requêtes
textuelles au Web via le moteur de recherche Google 1. Nous avons récupéré, pour
chaque requête textuelle, l’ensemble des pages Web restituées par le moteur en ne
considérant que les pages Web en anglais. Au total, nous avons traité 7 346 pages Web,
en moyenne 293 pages Web par image-requête.
L’exploitation du contenu des pages Web en intégralité est une tâche coûteuse en
terme de calcul et de temps (Chen et Dumais, 2000). De ce fait, des auteurs utilisent
souvent dans leurs approches le titre des pages Web et le contenu des balises HTML 2 :
description et keywords (Chen et Dumais, 2000; Davison, 2002; Craven, 2003). Dans
nos expérimentations ces mêmes informations décrivent chaque page Web. À titre
d’exemple, le Tableau III.4.2 montre la structure d’une telle page Web, où :
– le champ <ID> est l’identifiant de la requête textuelle ;
– le champ <ID_page_Web> est l’identifiant de la page Web trouver pertinent pour la
requête textuelle considérée ;
– le champ <TITLE> est le titre de la page Web ;
– les deux champs <meta> contiennent les mots-clés et la description de la page Web
considérée.




<TITLE> Black Ice World Tour </TITLE>
<meta name=“keywords” content= “AC/DC, Wembley Stadium, London,
England, Black Ice, 2009, setlist, setlists”/>
<meta name=“description” content= “Get the AC/DC Setlist of the
concert at Wembley Stadium, London, England on June 26, 2009 from
the Black Ice Tour and other AC/DC Setlists for free on setlist.fm !”/>
1. https://www.google.co.uk
2. en anglais : Hypertext Markup Language
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5. Jugements de pertinence
Les jugements de pertinence pour les images requêtes sont collectés à l’aide d’un
groupe d’assesseurs (c.-à-d. doctorants de notre laboratoire). Leur tâche consistait
à assigner des descripteurs textuels aux images-requêtes comme dans le cas d’une
annotation manuelle réalisée par des documentalistes experts. Chaque image a été
analysée en moyenne par 4 personnes et le nombre de tags assignés à chaque image
a été en moyenne de 30 termes.
4.1.2 Baseline
Pour mesurer l’efficacité de notre approche, nous avons considéré les résultats resti-
tués par le modèle probabiliste d’annotation d’images que nous avons proposé dans la
section II.3 comme notre baseline. Pour rappel, notre démarche expérimentale vise à éva-
luer l’apport du Web dans la tâche d’annotation d’images.
4.1.3 Métriques d’évaluation
Afin d’estimer la qualité des résultats obtenus par notre proposition, nous avons uti-
lisé les mesures standard de MAP, GMAP, Précision@K et Rprec mobilisées dans la plupart
des travaux d’expansions des requêtes. Pour calculer ces mesures, nous avons utilisé l’ou-
til standard trec_eval 3. Les valeurs calculées sont moyennées sur l’ensemble des images
requêtes et sur chacune méthode présentée dans la section II.4.
4.2 Résultats et discussion
Les résultats présentés dans ce qui suit sont liés aux techniques d’expansion de requête
existant dans la littérature et de notre proposition décrite dans la section II.4. Dans en
un premier temps, nous estimons le paramètre λ de l’algorithme RM3 (cf. p. 96) et nous
comparons l’efficacité des différentes approches d’expansion. Dans un deuxième temps,
nous estimons le paramètre de pondération pour la fusion des termes de AnnotIR avec
les termes de q′ (cf. p. 97) et nous évaluons l’efficacité de notre approche par rapport à la
baseline présentée précédemment.
Par ailleurs, les approches d’expansion considérées dans notre travail dépendent de
plusieurs paramètres tels que : les k premières pages Web restituées pour une requête
(PW), l’ensemble des tags candidats à l’enrichissement de la requête (TGcand), l’ensemble
des tags utilisé en tant qu’extension pour la requête (TG) et le paramètre de lissage µ de
3. http://trec.nist.gov/trec_eval/
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l’algorithme RM3. En accord avec les observations des travaux de la littérature (Carpineto
et al., 2001; Zhai et Lafferty, 2004; Pérez-Agüera et Araujo, 2008; Pal et al., 2013), nous avons
fixé ces paramètres comme suit :
– le paramètre de lissage µ de l’algorithme RM3 est fixé à 2500 comme le recom-
mandent Zhai et Lafferty (2004). De plus, cette valeur est aussi la valeur utilisée par
défaut dans le projet Lemur 4 ;
– pour les algorithmes basés sur la distribution des termes (c.-à-d. KLD et Bo1), un
nombre de 100 termes (TGcand = 100) sont choisis comme candidats à partir des 10
premières pages Web retournées (PW = 10).
– l’association de ces termes candidats avec les termes de la requête textuelle est cal-
culée en utilisant les premières 30 pages Web retournées (PW = 30). Les 40 premiers
termes (TG = 40) sont choisis en tant que termes d’expansion pour la requête.
4.2.1 Estimation expérimentale du paramètre d’interpolation λ
de l’algorithme RM3
Dans un premier temps, nous analysons l’impact du paramètre d’interpolation λ de
l’algorithme RM3. Ce paramètre fusionne les scores des termes choisis en tant qu’exten-
sions avec les scores des termes de la requête originale. Nous avons calculé la MAP, la
GMAP et la R-précision pour des valeurs de λ dans l’intervalle [0 ;1] avec un pas de 0,1.
Pour la valeur λ = 1, il s’agit de l’algorithme RM1 (c.-à-d. les scores des termes de la re-
quête initiale ne sont pas fusionnés avec les termes d’extensions). Pour la valeur λ = 0
seuls les scores des termes de la requête initiale sont considérés. Pour λ ∈ [0, 1; 0, 9] la
combinaison les scores des termes choisis en tant qu’extensions et les scores des termes
de la requête originale est réalisée.
La figure III.4.1 montre l’effet de la variation du paramètre λ ∈ [0; 1] en termes de MAP,
GMAP et R-précision sur l’ensemble des requêtes.
Nous observons que les meilleurs résultats sont obtenus pour la valeur de λ = 0,3.
Donc, la meilleure performance est obtenue pour une contribution importante des scores
des termes choisis en tant qu’extensions. Ceci peut s’expliquer par le nombre restreint
des termes qui forment la requête originale (c.-à-d. quatre termes). Les différences entre
les résultats obtenus pour la valeur de λ = 0 (c.-à-d. MAP = 0,1559, GMAP = 0,1502 et R-
précision = 0,1322) sont très faibles par rapport à des valeurs de λ plus élevées. Ceci est dû
au fait que seulement les scores de termes de la requête initiale sont considérés. Par consé-
quent, nous avons choisi de ne les pas représenter sur le graphique de la Figure III.4.1.
4. http://www.lemurproject.org/
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Figure III.4.1 – Influence du paramètre λ sur les mesures de MAP, GMAP
et R-précision.
4.2.2 Comparaison de l’efficacité des différentes approches d’expansion
Afin de trouver les termes d’expansion d’une requête considérée, nous avons proposé
une approche en deux temps. Dans un premier temps, elle identifie une liste des termes
candidats en utilisant un des algorithmes basés sur la distribution des termes (c.-à-d. KLD
et Bo1). Dans un deuxième temps, elle raffine cette liste en employant un des algorithmes
basés sur la cooccurrence des termes (c.-à-d. LCA et RM3) (voir section II.4.3.2). L’objectif
de nos expérimentations ici est d’évaluer différentes combinaisons de ces algorithmes afin
d’identifier celui qui offre les meilleures performances. Pour ce faire, nous avons évalué les
quatre combinaisons suivantes : KLD-LCA, Bo1-LCA, KLD-RM3, Bo1-RM3. Pour les deux
dernières qui s’appuient sur l’algorithme RM3, nous avons utilisé la valeur optimale du
paramètre λ = 0,3 déterminée à l’étape précédente.
La Figure III.4.2 illustre les résultats obtenus en termes de précision à différents points
de coupure (10, 15, 20 et 30), de MAP, de GMAP et R-précision sur l’ensemble des requêtes.
Nous constatons que les méthodes de combinaison qui utilisent l’algorithme LCA at-
teignent les meilleures performances par rapport à ceux qui utilisent l’algorithme RM3
pour toutes les mesures considérées. Nous remarquons également que les résultats obte-
nus par la combinaison des algorithmes KLD-LCA et Bo1-LCA varient très peu. Il en est de
même, pour la combinaison des algorithmes KLD-RM3 et Bo1-RM3. Ceci peut être expli-
qué par le fait qu’un nombre important des termes est considéré comme extension (T =
40) pour une requête.
En considérant ces observations les méthodes KLD-LCA et Bo1-LCA peuvent être rete-
nues pour leur performance. C’est pourquoi nous les retenons pour la dernière étape de
notre approche : la fusion des termes qui proviennent du Web avec les termes qui pro-
viennent des plateformes de partage d’images (voir section II.4.3).
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Figure III.4.2 – Comparaison de l’efficacité des quatre combinai-
sons considérées (c.-à-d. KLD-LCA, Bo1-LCA, KLD-RM3, Bo1-RM3) sur
toutes les mesures considérées et sur l’ensemble de 25 requêtes.
4.2.3 Estimation expérimentale du paramètre de pondération de fusion des
scores des termes
Le but ici est de fixer ou d’identifier la meilleure valeur du seuil γ de fusion 1) des
termes de l’ensemble des termes obtenu par les méthodes d’expansion qui ont donné
les meilleures performances (KLD-LCA et Bo1-LCA) et de 2) l’ensemble des tags candi-
dats issus du modèle probabiliste d’annotation d’images (GT-TRM) (voir la section II.3).
Nous faisons varier la valeur du paramètre γ dans l’intervalle [0 ;1] avec un pas de 0,1.
La Figure III.4.3 illustre l’effet de la variation du γ en termes de MAP pour la fusion de
la méthode KLD-LCA avec le modèle probabiliste (KLD-LCA+GT-TRM) et la fusion de la
méthode Bo1-LCA avec le modèle probabiliste (Bo1-LCA+GT-TRM), respectivement. Les
résultats montrent que la meilleure performance en termes de MAP pour les deux fusions
est obtenue pour la valeur γ = 0,4 (c.-à-d. 0,4451 et 0,4478).
Par la suite, nous utilisons la valeur optimale de gamma γ = 0,4 pour comparer l’effica-
cité de notre proposition d’enrichissement (c.-à-d. la liste des tags trouvée pertinente pour
une image-requête) par rapport à la baseline (c.-à-d. la liste des tags obtenue initialement
par l’emploi du modèle probabiliste d’annotation d’images présenté dans la section II.3).
4.2.4 Évaluation de l’efficacité de l’approche d’extension des termes
L’objectif de nos expérimentations ici est d’évaluer l’efficacité de l’approche d’exten-
sion de la liste des termes qui décrivent une image-requête donnée. Nous rappelons
que cette approche intègre à la fois des informations issues des plateformes de partages
d’images et des informations issues du Web.
Annotation d'images via leur contexte spatio-temporel et les metadonnées du Web 133













0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0
Valeurs de λ 
Figure III.4.3 – Effet du paramètre gamma de la fusion des scores sur la
précision moyenne en utilisant : (a) Bo1-LCA avec le modèle probabiliste
(GT-TRM) et (b) KLD-LCA avec le modèle probabiliste (GT-TRM).
Le Tableau III.4.3 montre les résultats obtenus par les deux approches d’expansion
proposées (c.-à.-d. Bo1-LCA+GT-TRM et KLD-LCA+GT-TRM) et par la baseline respecti-
vement en termes de précision à 30 (P@30), R-précision, MAP et GMAP pour l’ensemble
des requêtes considérées. Les meilleures valeurs dans chaque colonne sont indiquées en
gras. Afin d’évaluer si les améliorations observées entre les approches proposées et la base-
line sont statistiquement significatives, nous avons utilisé le t-test de Student (1908) pour
toutes les mesures considérées. Nous considérons qu’une valeur de p < 0,01 indique le fait
que les résultats sont significatifs (noté par * dans le Tableau III.4.3). Les résultats obtenus
montrent que des améliorations significatives sont apportées par les deux approches d’ex-
tension proposées par rapport à la baseline pour toutes les mesures considérées.
P@30 MAP GMAP R-précision
Baseline (GT-TRM) 0,2613 0,1982 0,1801 0,2568
KLD-LCA+GT-TRM 0,4920 0,4451 0,4351 0,5078
amélioration +88,2 %(*) +124,5 %(*) +141,5 %(*) +97,7 %(*)
Bo1-LCA+GT-TRM 0,4960 0,4478 0,4361 0,5104
amélioration +89,8 %(*) +125,9 %(*) +142,1 %(*) +98,7 %(*)
Tableau III.4.3 – Performances des approches d’expansion proposées
en comparaison avec la baseline (GT-TRM). Une étoile (*) indiquent une
amélioration statistiquement significative par rapport à la baseline.
La Figure III.4.4 illustre respectivement la précision moyenne obtenue à différents
points de coupure (5, 10, 15, 20, 30) pour chaque approche sur l’ensemble des requêtes.
Les résultats de ces mesures montrent de nouveau une amélioration des performances de
nos deux approches d’expansion par rapport à la baseline. Parce que les résultats obtenus
par les deux approches d’expansion (c.-à-d. Bo1-LCA+GT-TRM, KLD-LCA+GT-TRM) sont
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très similaires, nous avons calculé le gain de performance uniquement entre l’approche
Bo1-LCA+GT-TRM et la baseline. Ainsi, des améliorations de 27,2 % à P@5, 44,2 % à P@10,
57,7 % à P@15, 65,5 % à P@20 et 89,8 % à P@30 ont été obtenues. Nous constatons que le
meilleur gain en terme de précision est obtenu au rang 30, ce qui peut être expliqué par
l’utilisation des informations extraites du Web (c.-à-d. des informations objectives) qui
permet d’identifier plus de termes relatifs à une image-requête que lors de l’utilisation des
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Figure III.4.4 – Comparaison en termes de précision à différents points
de coupure entre les approches d’expansion et la baseline sur l’ensemble
des requêtes.
4.3 Bilan
Nous avons présenté dans cette section un cadre d’évaluation pour évaluer l’hypo-
thèse formulée dans la section II.4.2 : l’exploitation des informations disponibles sur le
Web peut enrichir la liste initiale des tags issue des plateformes de partages d’images.
Pour ce faire, premièrement nous avons évalué différentes combinaisons d’algorithmes
du domaine PRF pour identifier celle qui fournit les meilleurs termes d’expansion pour
les requêtes considérées. Deuxièmement, une fois cette méthode identifiée (dans notre
cas Bo1-LCA), les résultats qu’elle restitue (c.-à-d. des termes issus du Web) sont fusion-
nés avec les résultats restitués par le modèle probabiliste d’annotation (c.-à-d. des termes
issus des plateformes de partages d’images).
Enfin, nous pouvons conclure qu’il est avantageux 5 d’utiliser conjointement des infor-
mations issues du Web et des informations issues des plateformes de partages d’images
pour décrire avec pertinence les images-requêtes données en entrée d’un système d’an-
notation automatique par un utilisateur.
5. En moyenne, 8 tags sur 10 sont pertinents pour annoter une image-requête de type paysage.
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5 Implémentation de la
contribution : prototype
d'annotation d'images
DANS CETTE SECTION nous présentons le prototype AnnoTaGT qui annote de façon au-tomatique des images en considérant leurs caractéristiques spatiale et temporelle.
Par la réalisation de ce prototype, nous avons souhaité intégrer nos propositions dans un
cadre technique qui pourra être utilisé par un utilisateur lambda afin d’organiser et de
retrouver ces images.
Cette section est organisée comme suit. Premièrement, nous présentons une descrip-
tion du prototype. Ensuite, nous détaillons son architecture suivie par les fonctionnalités
intégrées qui reprennent des éléments de nos propositions. Nous analysons son impact et
son utilité par la description de trois scénarios réels. Enfin, nous concluons cette section
par une discussion des limites du prototype.
5.1 Description du prototype d’annotation
L’objectif principal de ce prototype est d’offrir aux individus un cadre technique im-
plémentant nos contributions. Ce prototype vise à les aider à mieux gérer leurs photos.
En phase de conception, nous avons réfléchi aux contextes applicatifs qui pourraient
bénéficier à un tel système afin de montrer l’intérêt de le développer. Nous détaillons ces
contextes applicatifs ci-dessous :
1. Premier contexte applicatif. Prenons l’exemple d’un touriste et de sa galerie
d’images qui est stockée sur des dispositifs informatiques (par exemple, ordinateur,
tablette. . . ). Imaginons qu’il est de retour de ses vacances, durant lesquelles il a visité
des nombreux sites touristiques. En voulant organiser ses photos, il se rend compte
qu’il y a beaucoup d’images pour lesquelles il ne se souvient plus de ce qu’il a im-
mortalisé (par exemple, monuments, statues, cathédrales. . . ). Un système qui pourra
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lui recommander des termes descriptifs pour ces images pourrait l’aider à mieux les
organiser.
2. Deuxième contexte applicatif. Si le même utilisateur du contexte prétendant veut
partager avec d’autres personnes ses expériences à travers ses photos, il peut les trans-
férer sur une plateforme de partage d’images. Notre prototype pourra servir d’inter-
face pour ce transfert, en recommandant aussi des termes descriptifs. La recomman-
dation vise à guider l’utilisateur avec des suggestions de tags, comme dans le système
Tag Suggestr (Kucuktunc et al., 2008). Notre prototype diffère de celui-ci en plusieurs
aspects. Premièrement, ce n’est pas un système automatique parce qu’il demande à
l’utilisateur de fournir quelques tags initiaux pour pouvoir initier le processus d’an-
notation. Deuxièmement, la similarité entre images n’est calculée qu’à partir des ca-
ractéristiques de bas niveau. Or, dans notre approche nous avons délaissé cet aspect
pour des rasions de coût (temps de calcul) et misé sur les métadonnées des images
pour calculer leur similarité.
3. Troisième contexte applicatif. Notre prototype peut être aussi utilisé par un sys-
tème de recherche d’images dans la phase d’indexation. Ainsi, les tags qu’il génère
de façon automatique peuvent être utilisés en tant que termes d’indexation pour les
images.
Nous exposons dans la section suivante l’architecture du prototype d’annotation
d’images AnnoTaGT.
5.2 Architecture du prototype d’annotation d’images AnnoTaGT
L’architecture du prototype d’annotation d’images AnnoTaGT adopte une approche dis-
tribuée sur trois couches logicielles représentées dans la Figure III.5.1. Cette architecture
permet aux utilisateurs d’organiser et de classer facilement leurs photos grâce aux anno-
tations suggérées. Ainsi, ultérieurement une recherche classique (c.-à-d. une recherche
d’images à partir d’une requête textuelle) peut être envisagée.
Dans les sections suivantes, nous présentons ces trois couches : Couche Application,
Couche Intermédiaire et Couche de Données.
5.2.1 Couche Application (client)
La Couche Application (client) est représentée par une interface graphique grâce à
laquelle les utilisateurs peuvent soumettre des images-requêtes afin d’obtenir des descrip-
tions textuelles (c.-à-d. des tags) pertinentes. L’interface graphique est développée comme
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Figure III.5.1 – Architecture générale du prototype AnnoTaGT.
une application Web et peut être accessible depuis n’importe quel dispositif qui dispose
d’une connexion Internet en utilisant un navigateur Web (par exemple, Firefox, Chrome).
Cette couche contient un client qui interagit avec les services de la Couche
Intermédiaire (voir section suivante) pour configurer le processus d’annotation (dis-
tance, intervalle de temps. . . ) et pour recevoir un ensemble de tags classés selon leur per-
tinence par rapport à l’image-requête soumise.
En outre, l’application interagit avec les services Google Maps 1 pour illustrer sur une
carte la localisation de l’image-requête. L’application est réalisée en utilisant le langage
PHP et JavaScript.
5.2.2 Couche Intermédiaire (serveur)
La Couche Intermédiaire établit le partage d’information entre la Couche
Application et la Couche de Données.
Cette couche est basée sur les spécifications du SQI (Simple Query Interface) (Simon
et al., 2005). Fondamentalement, SQI a été conçu pour faciliter l’exécution des requêtes
dans des milieux hétérogènes, en mettant l’accent sur l’interopérabilité. Nous avons choisi
1. https ://maps.google.com/
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SQI pour la force (les avantages) de ses deux composantes principales : Simple Command
Set and Extensibility and Command-Query Separation. La première composante réduit le
nombre de paramètres des méthodes au lieu de réduire le nombre de méthodes. Ainsi, des
extensions peuvent être facilement introduites en ajoutant de nouvelle méthodes, sans né-
cessiter de modifier celles qui existent déjà. Par conséquent, toute application « client » qui
utilise SQI n’est pas affectée par des modifications éventuelles. La deuxième composante
impose que chaque méthode soit une commande qui effectue une action (par exemple,
définir un paramètre) ou bien une requête qui restitue les données au client (exécuter la re-
quête), mais pas les deux en même temps. Cela conduit à une conception d’interfaces plus
claires et plus compréhensibles. Par conséquent, deux phases sont mises en évidence : une
phase de configuration de la requête et une phase d’exécution de la requête. Dans notre
cas, ces deux phases dont mises en œuvre à travers deux services distincts : Service de
Configuration et Service d’Annotation.
1. Service de Configuration.
Ce service a pour but de configurer la requête pour le Service d’Annotation. Il crée un
identifiant de session et lui associe un ensemble de paramètres de recommandation
(par exemple, la distance, le temps. . . ). Il est composé des huit méthodes suivantes :
a) String createAnonymousSession()
Cette méthode est appelée par le client avant que toute communication ait lieu. Elle
renvoie un identifiant (c.-à-d. sessionID) qui est utilisé par l’application cliente lors
de la requête de la Couche Intermédiaire. Sa valeur identifie la session de commu-
nication en cours.
b) void destroySession(String sessionID)
Cette méthode a pour but de supprimer l’identifiant de la session en cours. Elle est
appelée par le client à la fin de la session de communication. Elle prend en entrée
l’identifiant de la session à supprimer.
c) void setDistance(String sessionID, double radius)
Cette méthode permet de filtrer une collection d’images selon un rayon fixe (en
mètres), r, par rapport à une image-requête. Ce rayon délimite la zone circulaire à
partir de laquelle les images supposées être similaires à une image-requête sont col-
lectées. La valeur par défaut pour ce rayon r est établie à 300 mètres (pour laquelle
de bons résultats ont été obtenus dans nos expérimentations).
d) void setNumberOfThreads (String sessionID, int threads)
Cette méthode permet au client de configurer le nombre de cœurs/CPU logique uti-
lisés pour le processus d’annotation. Tenant compte du fait que chaque dispositif
informatique a au moins un cœur, la valeur par défaut de ce paramètre est 1. Dans
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le cas des dispositifs avec plusieurs cœurs la valeur par défaut peut être augmentée
afin de réduire le temps de calcul.
e) void setSigma(String sessionID, double sigma)
Cette méthode permet au client de configurer le coefficient d’interpolation σ. Ce
coefficient est utilisé par les fonctions Kernel employées dans le modèle probabiliste
de classement présenté dans la section II.3.2.2. Nous établissons la valeur par défaut
de ce coefficient à 2 (pour laquelle nous avons obtenu les meilleurs résultats).
f) void setStartDate(String sessionID, long startDate)
Cette méthode a pour but de configurer le filtre temporel utilisé par le Service
d’Annotation pour trouver les images similaires du point de vue temporel (c.-à-d.
les images prises dans la proximité temporelle de l’image-requête) à une image-
requête. Pour une valeur de ce paramètre non nulle, seules les images prises après
une startDate serons considérées comme similaires. Dans le cas contraire, aucun
filtre startDate n’est appliqué.
g) void setEndDate(String sessionID, long endDate)
Cette méthode configure un filtre temporel, similaire au précédent. La différence
principale réside dans le fait que la recherche d’images similaires se fait dans une
proximité temporelle de l’image-requête avant une date de fin fixée (quand la va-
leur du paramètre endDate est non nulle). Une valeur nulle de cette variable signifie
qu’aucun filtre endDate n’est appliqué. En outre, si les valeurs startDate et endDate
sont nulles, aucun filtre temporel n’est pas appliqué, ce qui signifie que toute la col-
lection est prise en compte dans le processus d’annotation. De plus, si les valeurs
startDate et endDate sont définies, seules les images qui se trouvent entre l’inter-
valle délimité par les deux valeurs sont considérées similaires à une image-requête.
h) void setAnnotateModel(String sessionID, String method)
Cette méthode permet à un client de préciser l’approche de classement des tags qui
sera utilisé par le Service d’Annotation. La valeur par défaut c’est le modèle proba-
biliste présenté dans la section II.3.2.2. D’autres valeurs sont possibles pour le para-
mètre de cette méthode, reprenant chacune des approches de classement des tags
que nous avons présenté dans la section II.3.2.1.
Mentionnons que la seule méthode à appeler obligatoirement par le client est la mé-
thode creatAnonymousSession(), les autres sont facultatives. Une fois cette méthode
appelée, le Service de Configuration assignera les valeurs par défaut pour les paramètres
d’annotation correspondant à la sessionID générée. Pour changer les valeurs par défaut
des paramètres, les autres méthodes doivent également être appelées par le client. Une
fois la configuration faite, le client peut appeler la méthode du Service d’Annotation afin
d’obtenir les descripteurs textuels (tags) pour une image-requête donnée.
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Par la suite, ces valeurs sont stockées dans une table de session dans la base de données
de la Couche de Données. De plus, elles sont utilisées par le Service de Configuration
afin de configurer le processus d’annotation. Parmi ces valeurs de session, trois sont
directement accessibles à l’utilisateur via l’interface graphique du prototype AnnoTaGT :
distance, stratDate et endDate. Les autres sont définies dans le code en fonction de leurs
valeurs optimales déterminées expérimentalement.
2. Service d’Annotation
Ce service est composé d’une méthode appelée String annotate(String sessionID,
double latitude, double longitude, long takenDate). Les paramètres d’entrée : latitude,
longitude et takenDate représentent la requête, en analogie avec la représentation de
la requête textuelle dans SQI. Tout comme dans le cas de SQI, nous les avons choisis
en tant que paramètres d’entrés pour le Service d’Annotation et pas pour le Service de
Configuration.
Une fois la méthode annotate(String sessionID, double latitude, double longitude,
long takenDate) appelée, elle interroge d’abord la table de session correspondant à la
sessionID donnée en entrée afin de récupérer les paramètres de configuration qu’elle
utilisera dans le processus d’annotation. Ensuite, le modèle d’annotation choisi à tra-
vers la méthode setAnnotateModel est appliqué et les tags sont retournés par cette mé-
thode sous forme d’une chaîne de caractères. Ces tags sont par la suite fournis à l’utili-
sateur par l’intermédiaire de l’interface graphique AnnoTaGT.
L’algorithme 1 présente le pseudo-code du modèle de classement probabiliste, qui est
le modèle d’annotation implémenté par défaut dans le prototype AnnoTaGT.
L’avantage de cette couche est que le client peut être écrit dans n’importe quel langage
de programmation (par exemple, java, c++, python. . . ).
5.2.3 Couche de Données
La Couche de Données est composée de deux éléments : le Gestionnaire de données et
le Référentiel de données. Le Gestionnaire de données expose plusieurs interfaces et API afin
d’échanger les informations avec le Référentiel. Le Référentiel de données agit comme une
base de données pour stocker des informations. La technologie que nous avons employée
est une base de données relationnelles Oracle 11g. Elle comprend plus de trois millions
d’images geo-référencées de Londres. Ces photos ont été téléchargées à l’aide de l’API de
la plateforme Flickr. Nous ne considérons que les images pour lesquelles les informations
de localisation, de temporalité et les tags sont disponibles. Tenant compte du fait que les
tags de Flickr sont ajoutés par des utilisateurs, ils peuvent contenir des informations mal
orthographiées ou bruitées. Par conséquent, nous avons mis en place un processus de
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normalisation des tags afin d’atténuer l’impact de ces balises. Ce processus comprend en
trois étapes :
Algorithme 1 : Pseudo-code du modèle d’annotation
Entrées : latitude, longitude, takenDate
Sortie : annoTags
début
/* récupérer les paramètres de configuration de la table de session :
distance et σ */
uniqueTags←− {}
annoTags←− {}
V oisinage←− sectionner toutes les images qui se trouvent dans la proximité de
l’image-requête
pour chaque image ∈ Voisinage faire
tags←− image.tags
pour chaque tag ∈ tags faire
si tag /∈ uniqueTags alors
uniqueTags←− uniqueTags ∪ {tag}
image.spatial←− distance spatiale (image, image-requête)
/* pour calculer la distance spatiale nous nous sommes appuyés sur la
formule de la distance orthodromique décrite dans la section II.2.3.3
*/
image.temporal←− distance temporelle (image, image-requête)
/* pour calculer la distance temporelle nous nous sommes appuyés sur le
format Heure Unix présenté dans la section II.2.4.3 */
pour chaque tag ∈ uniqueTags faire
tagScore←− 0
pour chaque image ∈ images faire
temporalScore←− 0
spatialScore←− 0
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– Tous les tags de la collection sont convertis en minuscules afin d’éviter les différences
qui peuvent apparaître entre les tags écrits de différentes façons. Par exemple, pour
le tag « Wembley Stadium » nous avons trouvé dans la collection les écritures sui-
vantes : « Wembley Stadium », « wembley stadium » ou « Wembley stadium ».
– Les caractères spéciaux qui apparaissent dans les tags : “ ?”, “+”, “ !”, “_” , “*” sont
également supprimés pour la même raison exposée ci-dessus.
– Les espaces multiples et les tabulations sont également supprimés. Par exemple,
le tag « Wembley Stadium » apparaissait sous les formes suivantes : « Wem-
bley Stadium », « Wembley Stadium », « Wembley Stadium » ou encore « Wem-
bley Stadium ».
5.3 L’interface graphique du prototype AnnoTaGT
L’objectif principal de l’interface graphique AnnoTaGT est de permettre aux utilisateurs
d’obtenir facilement des descriptions textuelles et pertinentes pour leurs images. La per-
tinence des tags recommandés à l’égard du filtre temporel et spatial réside dans le modèle
probabiliste de classement mis en œuvre dans la Couche Intermédiaire. Nous détaillons
ce point dans les trois scénarios présentés dans la section III.5.4.
La Figure III.5.2 montre une capture d’écran de l’interface graphique. Cette interface
comprend quatre fonctionnalités étiquetées de À à Ã dans la figure. Dans la suite, nous
présentons en détail ces fonctionnalités, en prenant l’exemple d’une image-requête cap-
turée au stade Wembley de Londres.
1. Première fonctionnalité (Figure III.5.2, marquée avec le numéroÀ)
La partie supérieure gauche de la figure présente une boîte de dialogue (« Browse ») qui
donne à l’utilisateur la possibilité de charger l’image-requête dans l’application. Une
fois l’image chargée, elle est affichée en dessous de la boîte de dialogue. En outre, dans
la partie droite de l’image, nous montrons sa position à l’aide d’une carte Google Maps.
2. Deuxième fonctionnalité (Figure III.5.2, marquée avec le numéroÁ)
Cette fonctionnalité correspond au filtre spatial qui permet aux utilisateurs d’établir sa
valeur à l’aide d’une boîte de défilement (en anglais : scroll box). La distance maximale
permise est de 300 mètres (voir explication dans la section III.3). Quand un utilisateur
choisit une valeur pour le filtre spatial, la méthode setDistance du Service de Configu-
ration est appelée.
3. Troisième fonctionnalité (Figure III.5.2, marquée avec le numéroÂ)
Lorsque les utilisateurs considèrent que la description d’une image-requête peut être
dépendante de l’aspect temporel, ils peuvent choisir d’appliquer un filtre temporel en
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sélectionnant la case à cocher « Time ». Une fois cette case cochée, un calendrier est
affiché. Il indique le moment de la capture de l’image-requête (dans notre exemple, le
moment de capture de l’image-requête prise au stade Wembley de Londres est le 19
avril 2012). L’interface fournit aux utilisateurs deux filtre temporels, notés (a) et (b) :
Figure III.5.2 – L’interface graphique grâce à laquelle les utilisateurs in-
teragissent avec le prototype AnnoTaGT.
(a) Premier filtre temporel.
Ce filtre est employé lorsqu’un utilisateur sélection la case à cocher « Same day ».
Pour ce filtre, nous considérons la suivante hypothèse : seules les images prises
le même jour que l’image-requête sont considérées potentiellement similaires. Les
méthodes setStartDate/setEndDate prennent en entrée la valeur Heure Unix cor-
respondant à la première/dernière seconde du 19 avril 2012.
(b) Deuxième filtre temporel.
Ce filtre est employé lorsqu’un utilisateur sélection la case à cocher « Interval ».
Pour ce filtre, nous faisons l’hypothèse suivante : les images prises dans un inter-
valle de temps sont considérées similaires à l’image-requête. L’intervalle de temps
est délimité par une date de début et par une date de fin. La date de début est re-
présentée par une date antérieure à l’Heure Unix de l’image-requête. La date de fin
est représentée par une date postérieure à l’Heure Unix de l’image-requête (dans
notre exemple par une date avant/après le 19 avril 2012). Dans ce cas, les mé-
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thodes setStartDate/setEndDate prennent en entrée les dates choisies par l’utilisa-
teur dans l’interface. Ce filtre peut être utilisé pour des images-requêtes capturées
lors d’événements qui se déroulent sur plusieurs jours (images-requêtes prises lors
du concert de Robbie Williams au stade de Wembley entre 29 et 30 juin 2013, par
exemple).
4. Quatrième fonctionnalité (Figure III.5.2, marquée avec le numéroÃ)
Une fois les valeurs des filtres spatial et/ou temporel définies par l’utilisateur, la mé-
thode du Service d’Annotation est appelée, le modèle probabiliste de classement est
exécuté et un ensemble de tags est suggéré à l’utilisateur.
5.4 Impact et utilité du prototype d’annotation
Pour montrer l’efficacité du prototype AnnoTagT, nous présentons dans la suite trois
scénarios liés à trois images-requêtes différentes issues de la collection d’images présentée
dans la section III.4.
1. Premier scénario.
Pour ce scénario, nous considérons une image-requête prise au stade Wembley lors
d’une journée ordinaire de l’année, pendant laquelle aucun événement ne s’est pro-
duit. Une telle image est illustrée dans la Figure III.5.2. Nous considérons que, pour ce
type d’images-requêtes, un filtre temporel n’est pas nécessaire. Par conséquent, seul
le filtre spatial avec une valeur x peut être considéré. Pour l’exemple de cette figure,
nous avons choisi une valeur de 20 mètres pour laquelle le prototype recommande les
tags suivants : wembley, football, london. . . pondérés en fonction de leur pertinence
relative à l’image-requête.
2. Deuxième scénario.
Pour ce scénario, nous considérons en tant qu’image-requête une image prise au
stade Wembley de Londres lors d’un concert du groupe U2. Dans le cas de cette image-
requête, deux observations peuvent être faites :
– Lorsque seul le filtre spatial est fixé (dans notre cas, 20 mètres), le modèle proba-
biliste de classement présenté dans la section II.3.2.2 recommande les tags sui-
vants : wembley, london, wembleystadium. . . Dans la Figure III.5.3 nous illustrons
une capture d’écran avec le résultat affiché par l’interface graphique. Certains tags
recommandés sont pertinents, mais ils sont plutôt généraux et pas spécifiques
de l’image-requête considérée. Par conséquent, ces tags (c.-à-d. wembley, london,
wembleystadium. . . ) peuvent être pertinents pour n’importe quelle image prise au
stade Wembley.
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Figure III.5.3 – Résultat fourni par AnnoTaGT en considérant l’image-
requête prise lors du concert du groupe U2 et en fixant uniquement le
filtre spatial.
– Lorsque le filtre temporel est fixé aussi (c.-à-d. le filtre « Same day » parce que l’évé-
nement capturé dans l’image-requête est un événement qui a eu lieu le 15 août
2009) nous obtenons comme annotations les tags suivants : u2, wembley, london,
stadium, u2360. . . Dans la Figure III.5.4, nous illustrons une capture d’écran avec le
résultat affiché par l’interface graphique. Nous pouvons remarquer ici l’importance
du filtre temporel pour ce type d’images-requêtes. Notre prototype AnnoTaGT étant
en mesure de proposer des tags spécifiques à l’événement durant lequel l’image a
été prise : u2, u2360, concert, tour. . . Le filtre temporel permet donc de recomman-
der des tags plus pertinents que précédemment.
3. Troisième scénario.
Pour ce scénario, nous considérons en tant que requêtes les deux images de la Fi-
gure III.5.5. Les deux sont prises au Mall Street de Londres, mais à différents points
sur l’axe du temps : t1, 14 juillet 2011 et t2, 14 mars 2013, respectivement.
La première image-requête illustre la statue de Yuri Gagarine qui a été temporaire-
ment située au Mall Street pour une période de 12 mois à compter de 14 juillet
2011. La deuxième image-requête bien que prise au Mall Street, n’illustre plus la sta-
tue de Youri Gagarine car à l’instant t2 la statue a été déplacée.
Afin d’obtenir des descriptions textuelles pour ces deux images-requêtes, nous utili-
sons encore une fois l’interface graphique du prototype AnnoTaGT. En observant les ré-
sultats que l’interface nous renvoie, nous pouvons tirer les deux remarques suivantes,
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Figure III.5.4 – Résultat fournit par AnnoTaGT en considérant l’image-




(b) Deuxième image-requête (14/03/2013).
Figure III.5.5 – Les deux images-requêtes du troisième scénario.
notées (a) et (b).
(a) Lorsque seul le filtre spatial est fixé (dans notre cas, 20 mètres) pour les deux
images-requêtes, nous obtenons les mêmes tags : london, uk, ica, england, the-
mall, yurigagarin, statue. . . Nous supposons que la recommandation des tags
comme, yurigagarin, statue est due au grand nombre d’images qui ont été prises
lorsque la statue était exposée. Pour la première image-requête, ces tags peuvent
constituer de bons descripteurs textuels, mais pas pour la deuxième. Dans les Fi-
gures III.5.6 et III.5.7 nous illustrons les deux captures d’écran avec les résultats
affichés par l’interface graphique.
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Figure III.5.6 – Résultat fourni par AnnoTaGT en considérant la première
image-requête et le filtre spatial seul.
Figure III.5.7 – Résultat fourni par AnnoTaGT en considérant la deuxième
image-requête et le filtre spatial seul. On remarque la nécessité d’utiliser
les filtres spatial et temporel conjointement.
(b) Lorsque le filtre temporel « Interval » est fixé, les deux images-requêtes sont anno-
tées avec des tags différents, comme suit :
– Pour la première image-requête, le filtre temporel est fixé entre 14 juillet
2011 et 14 juillet 2012 (c.-à-d. la période durant laquelle la statue se trou-
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Figure III.5.8 – Résultat fourni par AnnoTaGT en considérant la première
image-requête et les deux filtres (spatial et temporel). Les tags relatifs à
la statue sont recommandés, comme attendu.
vait au Mall Street). Le résultat affiché par l’interface graphique est illustré dans
la Figure III.5.8. Nous remarquons, dans ce cas, que le tag yurigagarin ob-
tient un meilleur score que lorsqu’aucun filtre temporel est activé. Il apparaît
en deuxième position dans la liste des résultats au lieu d’en sixième position
lorsque seul le filtre spatial est considéré.
– Dans le cas de la deuxième image-requête, le filtre temporel est fixé entre une
période avant/après le moment de la capture de l’image mais pas avant le mo-
ment du déménagement de la statue du Mall Street. Le résultat obtenu peut
être visualisé dans la Figure III.5.9. Nous pouvons remarquer que, parmi les tags
recommandés, des tags tels que yurigagrin, statue n’apparaissent plus dans la
liste de résultats. Une fois de plus, l’importance du filtre temporel est mise en
évidence.
Nous mentionnons qu’un filtre temporel « Same day » n’était pas approprié car
aucun événement n’a eu lieu lorsque les deux images de ce scénario ont été
prises.
5.5 Discussion et limites du prototype d’annotation
Le principal objectif du prototype AnnoTaGT est de décrire avec des termes pertinents
une image-requête. Ce prototype est basé sur trois types d’informations liés aux images : la
thématique, la spatialisation et la temporalité. À notre connaissance, un système d’an-
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Figure III.5.9 – Résultat fourni par AnnoTaGT en considérant la deuxième
image-requête et les deux filtres (spatial et temporel). Les tags relatifs à
la statue ne sont pas recommandés, comme attendu.
notation d’images qui utilise conjointement ces informations n’a pas été proposé dans la
littérature (comme le montre le Tableau I.3.1 de l’état de l’art en section I.3.4). Sa concep-
tion et son développement exigent une maîtrise de nombreuse technologies et langages :
PHP et JavaScript pour la Couche Application, le protocole de service Web SOAP (Simple
Object Access Protocol 2) développé en Java en utilisant la bibliothèque JAX-WS pour la
Couche Intermédiaire et Java avec JDBC pour la Couche de Données.
Les avantages d’un tel système sont montrés par les trois scénarios réels présentés dans
la section précédente. Un autre avantage réside dans le fait que les utilisateurs sont libres
d’initialiser les filtres spatial et temporel avec des valeurs par défaut définies expérimenta-
lement au préalable. De cette façon, ils peuvent influencer de façon pertinente la recom-
mandation de tags. Toutefois, le système ne nécessite aucune connaissance de la part des
utilisateurs concernant les images-requêtes, comme d’autres systèmes (voir section I.3.4).
Le système présente également les inconvénients suivants :
1. Le grand nombre d’images disponibles sur les plateformes de partage en ligne rend
impossible un filtrage spatio-temporel des images en temps réel avec le matériel
dont nous disposons. Par conséquent, il ne peut actuellement qu’être utilisé pour des
images-requêtes qui ont été prises à Londres. À plus long terme il faut envisager des
techniques de classification qui peuvent supporter le passage à grande échelle.
2. Pour instant, le prototype peut suggérer des annotations que pour les images-requêtes
2. http://www.w3.org/TR/soap/
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pour lesquelles les informations thématiques, spatiales et temporelles sont dispo-
nibles.
3. Le temps de réponse du prototype pour une image-requête augmente avec les valeurs
des deux filtres (c.-à-d. spatial et temporel). Cela s’explique simplement par le fait
que le nombre d’images considérées similaires à une image-requête croît lorsque les
valeurs des filtres augmentent. Cette croissance d’images similaires à traiter engendre
un temps de calcul plus élevé pour obtenir les scores des tags candidats 3.
Afin d’évaluer notre prototype de façon qualitative, nous envisageons la mise en place
d’un cadre d’évaluation qui implique des assesseurs. De plus, nous envisageons d’inté-
grer d’autres collections d’images dans la Couche de Données qui pourront assurer l’an-
notation d’images-requêtes qui n’ont pas été forcément été prises dans la zone géogra-
phique de Londres. En outre, nous souhaitons continuer le développement du prototype
afin de prendre en compte afin d’autres sources d’information disponibles sur le Web (c.-
à-d. pages Wikipédia) également d’étendre la liste initiale des tags recommandés (voir sec-
tion II.4).
3. Par exemple, pour l’image-requête de la Figure III.5.5(a) le temps de réponse obtenu pour un seuil de
20 mètres est de 8 secondes, tandis que pour un seuil de 50 mètres est de 14 secondes. Ces mesures ont été




Les travaux présentés dans ce mémoire se situent dans le contexte général de l’annota-
tion d’images. Nous avons plus particulièrement considéré le cas de l’annotation d’images
de type paysage. Nos contributions portent sur les points suivants : l’identification et la
modélisation de caractéristiques pour ces images, la définition d’un modèle unifié d’an-
notation sémantique d’images, la proposition d’une approche d’enrichissement de la des-
cription initiale d’une image à l’aide du Web, ainsi que la définition de cadres d’évaluation
appropriés à la validation de ces propositions.
Nos approches d’annotation associées aux images se basent sur trois caractéristiques
d’images : la spatialisation, la temporalité et la thématique (liée aux tags associés aux
images par les utilisateurs des plateformes de partage d’images). La prise en compte de
ces caractéristiques est justifiée par les hypothèses suivantes :
– un tag est plus important pour une image à annoter s’il est associé aux images si-
tuées à proximité de la localisation de celle-ci ;
– un tag est plus important pour une image à annoter s’il est associé aux images cap-
turées dans le voisinage temporel de celle-ci ;
– un tag est plus important pour une image à annoter s’il est employé par plusieurs
utilisateurs. La redondance du tag indique un consensus dans la description de cette
image.
Pour modéliser les caractéristiques considérées pour les images, nous nous sommes
appuyés sur plusieurs statistiques liées aux tags. Il s’agit de capturer leur fréquence et ra-
reté, ainsi que les similarités spatiale et temporelle à l’aide de trois fonctions utilisées dans
plusieurs domaines scientifiques (RI classique, détection d’opinion. . . ) : tf × idf, entropie
et fonctions Kernel, que nous avons adaptés à notre contexte.
Notre contribution relative à la proposition d’un modèle unifié pour l’annotation sé-
mantique d’images est constituée de deux processus :
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1. Le processus d’obtention de tags candidats pour la description textuelle d’une image
à annoter. Ce processus vise à cibler l’ensemble des images similaires à cette image,
ainsi que les tags associés à chacune d’entre-elles. Pour ce faire, trois filtres ont été
définis : spatial, temporel et spatio-temporel.
2. Le processus de raffinage de tags candidats. Ce processus vise à isoler les termes qui
décrivent le mieux chaque image à annoter. Pour ce faire, plusieurs méthodes d’agré-
gation et un modèle probabiliste ont été proposés. Ils exploitent les trois caractéris-
tiques des images (c.-à-d. la spatialisation, la temporalité et la thématique) afin d’as-
signer des scores aux tags candidats.
La troisième contribution répond à la question de recherche suivante : les informations
issues du Web, hormis celles extraites des plateformes de partage d’images, peuvent-elles
fournir des termes objectifs pour enrichir les descriptions initiales des images à annoter ?
À cet effet, nous avons proposé une approche basée sur les techniques d’expansion de re-
quête, qui ont fait leurs preuves en RI. Elle porte essentiellement sur l’étude de l’impact des
différents algorithmes d’expansion, ainsi que sur l’agrégation des résultats fournis par le
meilleur algorithme et le processus d’annotation d’images proposé. Les algorithmes d’ex-
pansion soumis à expérimentation sont basés sur la distribution des termes (c.-à-d. KLD
et Bo1), ainsi que sur la cooccurrence des termes (c.-à-d. LCA et RM3).
Notre quatrième contribution consiste en la définition de cadres d’évaluation adéquats
à la validation expérimentale des approches proposées. À cet effet, nous avons conçu trois
cadres d’évaluation.
1. Le premier cadre d’évaluation est basé une collection de 54 093 images de la zone
géographique de Paris, obtenue via l’API de panoramio.com. L’expérimentation réa-
lisée en exploitant ce cadre vise à évaluer l’efficacité des approches de modélisation
de chaque caractéristique de façon individuelle, ainsi que leur combinaison à travers
différentes méthodes d’agrégation. Les résultats montrent l’efficacité de ces dernières
par rapport aux approches utilisées individuellement.
2. Le second cadre d’évaluation est basé sur une collection de 201 000 images de la zone
géographique de Paris, obtenue via l’API de flickr.com. L’expérimentation réalisée
en exploitant ce cadre vise à évaluer l’efficacité de notre modèle probabiliste d’anno-
tation d’images qui intègre, outre les informations de spatialisation et de thématique,
l’information de nature temporelle. Notre approche est innovante car la temporalité
des images n’a pas été exploitée dans la littérature, à notre connaissance. Les résultats
expérimentaux montrent bien son efficacité par rapport à deux approches d’annota-




3. Le troisième cadre d’évaluation est basé sur une collection de plus de 3 millions
d’images de la zone géographique de Londres, obtenue via l’API de flickr.com. En
utilisant ce cadre, nous avons testé plusieurs algorithmes d’expansion pour identi-
fier celui offrant les meilleurs résultats dans le cas particulier des images. Une fois ces
algorithmes identifiés, nous les utilisons dans notre approche pour étendre la liste
initiale des tags. Les résultats répondent à la question de recherche que nous avons
formulée : la description textuelle d’une image est enrichie lorsque les informations
issues du Web sont utilisées.
Les trois collections d’images constituées et mises à profit dans ces cadres d’évalua-
tion sont diffusées sur http://www.irit.fr/~Madalina.Mitran/.
Transversalement à ces contributions, nous avons conçu et développé le prototype
AnnoTaGT, qui offre aux utilisateurs un cadre technique pour l’annotation automatique
d’images. Son utilité a été illustrée via trois scénarios réels d’utilisation.
Perspectives de recherche
Nos contributions et les expérimentations réalisés ouvrent des perspectives qui
portent sur les points suivants :
1. Dans les approches proposées, la caractéristique visuelle des images n’a pas été prise
en compte. Ce parti pris est justifié par le coût prohibitif du calcul des descripteurs
visuels pour les collections volumineuses. Une première piste de recherche consiste
alors à considérer cet aspect dans le modèle d’annotation d’images proposé. Le trai-
tement des caractéristiques visuelles pourrait jouer un rôle dans le processus d’ob-
tention des tags candidats, après l’utilisation du filtre spatio-temporel. Ainsi, le coût
du calcul des descripteurs serait circonscrit à un nombre restreint d’images. Ce trai-
tement permettrait de réduire l’ambiguïté entre une image à annoter et l’ensemble
des images trouvées et similaires, en éliminant celles qui ne sont pas assez proches vi-
suellement. Par exemple, en appliquant le seul filtre spatio-temporel pour une image
à annoter de Big Ben, une image qui illustre le London Eye prise au même endroit et
au même moment que l’image à annoter peut être considérée similaire à celle-ci, ce
qui n’est pas le cas : les deux monuments sont sur les berges de la Tamise, face à face.
2. Une autre façon d’éliminer les images qui ne sont pas visuellement similaires à une
image à annoter donnée consiste à considérer le capteur d’orientation du dispositif
(appareil photo, téléphone. . . ) avec lequel l’image a été prise. Ainsi, l’angle de la prise
de vue peut être calculé et on peut déterminer si une image illustre Big Ben ou London
Eye. Nous pouvons nous appuyer ici sur les travaux de Hillol et Borea (2013) qui ont
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abordé une telle démarche pour l’annotation des images dans un cadre mobile.
3. L’utilisation d’autres informations disponibles sur les plateformes de partage
d’images, outre les tags, présente aussi une perspective intéressante. La description
des images lorsqu’elle est disponible par exemple, peut donner une idée du contenu
et du contexte de l’image. Les termes extraits de ces descriptions peuvent permettre
d’améliorer les performances de l’annotation d’images.
4. Concernant la modélisation des caractéristiques considérées pour les images, nous
souhaiterions utiliser d’autres fonctions de pondération (d’autres fonctions Kernel,
par exemple) et évaluer leur impact dans la tâche de l’annotation d’images.
5. Notre proposition d’enrichissement des descriptions initiales des images à annoter
est basée sur des travaux relatifs au domaine de l’expansion de requête (QE). Nous
avons retenu les algorithmes qui se sont avérés les plus performants dans la littéra-
ture. Une perspective de recherche dans ce sens consiste à étudier et à évaluer d’autres
algorithmes d’expansion et d’autres combinaisons de ces derniers, qui pourraient être
plus performants pour la tâche d’annotation d’images que pour les tâches du do-
maine QE.
6. Concernant les expérimentations réalisées, nous souhaitons expérimenter nos ap-
proches sur d’autres collections plus volumineuses, avec des images qui n’ont pas été
forcement prises dans la zone géographique de Paris et Londres. Il faudrait donc élar-
gir la couverture des collections de tests considérées.
7. Concernant le prototype d’annotation proposé, nous avons montré son utilité par la
description de trois scénarios réels d’utilisation. Nous souhaitons étendre son évalua-
tion par un cadre d’évaluation impliquant des assesseurs. Puis, il s’agit de continuer
son développement afin d’intégrer notre troisième contribution : prendre en compte
d’autres sources d’information disponibles sur le Web pour étendre la liste initiale des
tags recommandés.
8. Enfin, à plus long terme, nous souhaitons poursuivre nos travaux axés sur l’annota-
tion automatique d’images avec un processus de recherche d’images pour aider les
utilisateurs à mieux organiser et retrouver les images qui les intéressent par requête
textuelle. Un tel processus pourra être formalisé en se basant sur les concepts de la RI
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