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จะใชเทคนิคและวิธีการ Integral projection และการต้ังคาขีดเริ่มเปลี่ยนในการคนหาตําแหนงของดวงตา 
จากน้ันจะทําการประเมนิสถานะของผูขับรถดวยการคํานวณหาคา PERCLOS ซึ่งเปนการคํานวณหาอัตราสวน
ของการปดตาตํ่ากวา 20 เปอรเซ็นตตอการปดตาระหวาง 20-80 เปอรเซ็นตของการเปดตาสูงสุด ในข้ัน





































The main objective of this research is to develop an eye detection technique for drowsiness 
monitoring system. Firstly, a face detector is used to locate face in the whole image with 
artificial neural networks and color skin segmentation. Secondly, the integral projection and 
threshold technique are applied to locate the exact position of the eyes. Then, the driver 
states are measured by calculating PERCLOS which is the ratio of the frame number of the 
eye between close and open 20%, and the frames of the eye between open 20% and open 
80%. Finally, according to the PERCLOS parameter, it is easier to determine the drowsiness 
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  บทนํา  
 
1.1 ความสําคัญและท่ีมาของปญหา 
 ในปจจุบันน้ี การเกิดอุบัติเหตุเปนสาเหตุการตายอันดับสองของคนไทยรองมาจากโรคมะเร็ง 
โดยอุบัติเหตุทางรถยนตเปนอุบัติเหตุที่เกิดข้ึนบอยเปนอันดับตน ๆ ซึ่งทําใหเกิดความสูญเสียทั้งชีวิตและ
ทรัพยสิน โดยสาเหตุหลักของการเกิดอุบัติเหตุทางรถยนตคือ ความประมาทของผูใชรถใชถนน ความไมพรอม
ของสภาพยานพาหนะที่ใชและความไมพรอมของผูขับข่ี เชน พักผอนไมเพียงพอทําใหเกิดอาการงวงนอน 
(Drowsiness) และเกิดการหลับในขณะขับรถ หรืออาจอยูในอาการมึนเมาจากการด่ืมสรุาหรือรบัประทานยาที่
อาจทําใหเกิดการงวงซึม เปนตน นอกจากน้ีการขับรถเปนระยะเวลานานโดยไมหยุดพักก็อาจทําใหเกิดความ





มากกวาปกติ และมจีํานวนครั้งของการกระพริบตาที่นอยลง มีการเคลื่อนไหวของศีรษะเอียงไปมา หรือการ
เกิดอาการน่ิงของเปลือกตาหรือศีรษะที่นานกวาปกติ เปนตน [1]   
 วิธีการตรวจจับอาการงวงนอนโดยอาศัยการสังเกตอาการของผูปฏิบัติงานน้ัน สามารถทําได
โดยใชหลักการของประมวลผลภาพดิจิตอล (Digital image processing) โดยหลักการดังกลาวจะทําการ
ตรวจจับดวงตาเพื่อคนหาภาพดวงตาในขอมูลภาพที่เรียงลําดับกัน (Image sequences) หรือที่เรียกวาภาพ
วีดิทัศน (Video) จากน้ันจะทําการเฝาสังเกตลักษณะของดวงตาและการกระพริบตาในขอมูลภาพ เมื่อตรวจ
พบอาการงวงนอนดังกลาวก็จะทําการปลุกใหต่ืน หรือทําการแจงเตือนใหเปลี่ยนอิริยาบถหรือหยุดพักการ
ทํางานช่ัวคราว  
 เน่ืองจากในปจจุบัน เทคโนโลยีวงจรรวม (Integrated circuit technology) มีความเจริญ
รุดหนาไปมาก ทําใหการประมวลผลของคอมพิวเตอรทําไดอยางรวดเร็วและมีสมรรถนะสูงมากข้ึน ประกอบ
กับเทคนิคและวิธีการทางปญญาประดิษฐ (Artificial intelligent techniques) ถูกนํามาประยุกตใชงานอยาง
กวางขวางในดานตาง ๆ โดยเฉพาะในดานการมองเห็นของคอมพิวเตอร (Computer vision) เน่ืองจาก
เทคนิคและวิธีการดังกลาวใหผลลัพธที่ดีในการคนหาคําตอบที่เหมาะที่สุดในวงกวาง (Global optimization) 
และสามารถคนหาคําตอบ ทําการเรียนรูและรูจําไดอยางถูกตองและรวดเร็ว ซึ่งความสามารถเหลาน้ีจะเพิ่มข้ึน
ตามสมรรถนะของคอมพิวเตอรที่เพิ่มข้ึน  
 ดังน้ันในงานวิจัยน้ี จึงมุงเนนไปที่การนําเทคนิคและวิธีการทางปญญาประดิษฐ เครือขาย










พารามิเตอรตาง ๆ ที่ใชในการตรวจจับใบหนาและดวงตา เพื่อใหไดผลลัพธของการตรวจจับใบหนาและดวงตา
และการหาอัตราการกระพริบของเปลือกตาสําหรับระบบเฝาติดตามอาการงวงนอนขณะขับรถที่ถูกตองและ
แมนยํา แผนภาพการประยุกตใชระบบเฝาติดตามอาการงวงนอนโดยใชเทคนิคการประมวลผลภาพดิจิตอลดัง
















1. สัญญาณภาพวีดิทัศนที่ใชในการทดสอบตองมีความละเอียดอยางตํ่าในระดับ VGA 640













MATLAB C/C++ และโปรแกรม LabVIEW 
 
1.4 ขั้นตอนการดําเนินงาน 










































2.2 ทฤษฎีท่ีเก่ียวของกับเทคนิคทางปญญาประดิษฐ  
   เครือขายประสาทเทียม [3]  เปนศาสตรแขนงหน่ึงทางดานปญญาประดิษฐที่สามารถนําไป
ประยุกตใชกับงานหลายดานไดอยางมีประสิทธิภาพ เชน การจําแนกรูปแบบ การทํานาย การควบคุม การหา
ความเหมาะสม และการจัดกลุม เปนตน 
   หลักการสําคัญของเครือขายประสาทเทียม คือ ความพยายามที่จะลอกเลียนแบบการทํางาน
ของเซลลประสาทในสมองมนุษยเพื่อทํางานไดอยางมีประสิทธิภาพ ลักษณะทั่วไปของเครือขายประสาทเทียม 
คือการที่โหนด (Node) ตาง ๆ จําลองมาจากจุดประสานประสาท (Synapse) ของเซลลประสาทระหวางปลาย
ในการรับกระแสประสาท เรียกวา เด็นไดรต (Dendrite) ซึ่งเปนอินพุตและปลายในการสงกระแสประสาท
เรียกวา แกนประสาท (Axon) ซึ่งเปนเหมือนเอาตพุตของเซลลโดยมีฟงกชันเปนตัวกําหนดสัญญาณสงออก 
(Activation function or Transfer function) น่ันเอง 
 ลักษณะของเครือขายประสาทเทียมสามารถแบงได 2 แบบ คือ 1) เครือขายประสาทเทียม
แบบช้ันเดียว (Single layer) ซึ่งจะมีเพียงช้ันสัญญาณประสาทขาเขา และช้ันสัญญาณประสาทขาออกเทาน้ัน 
เชน เครือขายเพอรเซ็พตรอนอยางงาย (Simple perceptron) เปนตน และ 2) เครือขายประสาทเทียมแบบ
หลายช้ัน (Multi-layer) ซึ่งมีลักษณะเชนเดียวกับเครือขายประสาทเทียมแบบช้ันเดียว แตจะมีช้ันแอบแฝง 
(Hidden) เพิ่มข้ึนโดยอยูสวนกลางระหวางช้ันนําขอมูลปอนเขาและช้ันสงขอมูลออก ทั้งน้ีช้ันแอบแฝงอาจมี 1 
ช้ัน อยางไรก็ตาม การแบงเครือขายประสาทเทียมตามประเภทการเรียนรูของเครือขาย สามารถแบงได 2 
ประเภท คือ การเรียนรูแบบมีผูสอน (Supervised learning) และการเรียนรูแบบไมมีผูสอน (Unsupervised 
learning) โดยในปจจุบันการพัฒนาเครือขายประสาทเทียมยังคงมีการดําเนินการอยางตอเน่ืองและคาดวาจะมี
บทบาทอยางมากในดานการจําแนกรูปแบบ การพยากรณ การควบคุม การหาความเหมาะสมและการจัดกลุม 












รูปท่ี 2.1 โครงสรางระบบประสาท 
 
 เครือขายประสาทเทียมมีคุณลักษณะคลายกับการสงผานสัญญาณประสาทในสมองของมนุษย
กลาวคือมีความสามารถในการรวบรวมความรู (Knowledge) โดยผานกระบวนการเรียนรู (Learning 
process) และความรูเหลาน้ีจะจัดเก็บอยูในรูปแบบคานํ้าหนัก (Weight) ซึ่งสามารถปรับเปลี่ยนคาไดเมื่อมี
การเรียนรูสิ่งใหม ๆ เขาไปคานํ้าหนักทําหนาที่เปรียบเสมือนความรูที่รวบรวมไวเพื่อใชในการแกไขปญหา
เฉพาะอยางของมนุษยการประมวลผลตาง ๆ เกิดข้ึนในหนวยประมวลผลยอยเรียกวาโหนด (node) ซึ่งโหนด
เปนการจําลองลักษณะการทํางานมาจากเซลลการสงสัญญาณ (Signal) ระหวางโหนดที่เ ช่ือมตอกัน
(Connection) จําลองมาจากการเช่ือมตอของเด็นไดรตและแกนประสาทในระบบประสาทของมนุษยภายใน
โหนดจะมีฟงกชันกําหนดสัญญาณสงออกที่เรียกวา ฟงกชันกระตุน (Activation function) หรือฟงกชันการ
แปลง (Transfer function) ซึ่งทําหนาที่เปรียบเสมือนกระบวนการทํางานในเซลล ดังแสดงในรูปที่ 2.2 
 
 
รูปท่ี 2.2 โครงสรางการทํางานของเครือขายประสาทเทียม 
 
 เครือขายประสาทเทียมประกอบดวย 5 องคประกอบ ดังน้ี 
1. ขอมูลปอนเขา (Input) คือขอมูลที่เปนตัวเลขหากเปนขอมูลเชิงคุณภาพตองแปลงใหอยูใน
รูปเชิงปริมาณที่เครือขายประสาทเทียมยอมรับได 

















3. คานํ้าหนัก (Weights) คือสิ่งที่ไดจากการเรียนรูของเครือขายประสาทเทียมหรือเรียก          
อีกอยางหน่ึงวา คาความรู (Knowledge) คาน้ีจะถูกเก็บเปนทักษะเพื่อใชในการจดจํา
ขอมูล อื่น ๆ ที่อยูในรูปแบบเดียวกัน 








6. ฟงกชันการแปลง (Transfer function) เปนการคํานวณการจําลองการทํางานของเครือ   
ขายประสาทเทียม เชน ซิกมอยดฟงกชัน (Sigmoid function) ฟงกชันไฮเปอรโบลิกแทน
เจนต (Hyperbolic tangent function) เปนตน 
 
 ประเภทของการเรียนรูของเครือขายประสาทเทียม 




























2. การเรียนรูแบบไมมีผูสอน (Unsupervised learning)  
การเรียนรูแบบน้ีจะสอนเครือขายโดยการนําขอมูลปอนเขาอยางตอเน่ืองอยางเดียวไมมีการสง
คาผลลัพธเปาหมายใหกับขอมูลปอนเขาแตละตัว การปรับนํ้าหนักจะใชขอมูลที่นํามาสอนเปนตัวปรับคา โดย
คานํ้าหนักจะปรับตามกลุมที่ขอมูลปอนเขาที่ มีรูปแบบคลายคลึงกันดังแสดงในรูปที่ 2.4 ถาหากเปรียบเทียบ




รูปท่ี 2.4 การเรียนรูแบบไมมีผูฝกสอน 
 
2.3 ทฤษฎีท่ีเก่ียวของกับการประมวลผลภาพดิจิตอล 
   การตรวจจับใบหนาและการเคลือ่นไหวของดวงตาน้ันจะนําหลกัการประมวลผลภาพดิจิตอลมา
ใช เชน การแปลงคาระหวางปริภูมิสี การหาขอบวัตถุ การหาพื้นที่ของวัตถุ การหาจุดกึ่งกลางของวัตถุ เปนตน  
   วีดิทัศน (Video) คือการเรียงตอกันของภาพ แบงออกเปน 2 ประเภทใหญ ๆ ไดแก วีดิทัศน
แบบอะนาล็อก (Analog video) และวีดิทัศนแบบดิจิตอล (Digital video) ซึ่งวีดิทัศนแบบอะนาล็อกน้ีจะเก็บ
ขอมูลภาพและเสียงในรูปแบบของสัญญาณไฟฟา วีดิทัศนแบบอะนาล็อกจะมีความไวตอการผิดเพี้ยนสูง เมื่อมี
การบันทึกตอกันหลายๆ ครั้ง จะทําใหคุณภาพของภาพและเสียงลดลง สําหรับวีดิทัศนแบบดิจิตอลน้ันจะเก็บ
ขอมูลอยูในรูปของไฟลคอมพิวเตอรที่สามารถนํากลับมาใชใหมได ทําสําเนาได และสามารถปรับแตงแกไขได  
   อัตราเฟรม (Frame rate) คืออัตราความถ่ีในการแสดงภาพ อัตราในวีดิทัศนมีหนวยเปนเฟรม
ตอวินาที (Frame per second: fps) เปนหนวยวัดปริมาณขอมูลที่ใชในการเก็บบันทึกและแสดงวีดิทัศน เชน 
อัตราเฟรมของภาพยนตรเทากับ 24 fps อัตราเฟรมระบบ PAL เทากับ 25 fps และอัตราเฟรมของ NTSC 
เทากับ 30 fps 
   ความละเอียด (Resolution) คือความชัดของภาพ ความละเอียดของภาพข้ึนอยูกับจํานวน
พิกเซลทั้งหมด เชน ความละเอียด 640 x 480 พิกเซล หมายถึง มีจํานวนพิกเซลแสดงผลเรียงกันในแนวนอน 











2.3.1 ปริภูมิสี (Color space) RGB 
 ปริภูมิสี RGB ประกอบไปดวย 3 องคประกอบไดแก คาสีแดง (Red: R) คาสีเขียว (Green: G) 
และคาสีนํ้าเงิน (Blue: B) แตละสีจะเปนอิสระตอกันเละมีคาอยูระหวาง 0-255 เมื่อนําสีทั้งสามมารวมกันที่
ความเขมสูงสุดจะไดสีขาว สวนใหญปริภูมิสีน้ีจะใชในอุปกรณที่เกี่ยวกับแสง เชน จอภาพ กลองดิจิตอล 
สแกนเนอร ดังแสดงในรูปที่ 2.5 
 
2.3.2 ปริภูมิสี HSV 
 ปริภูมิสี HSV เปนปริภูมิสีที่ประกอบดวย 3 องคประกอบไดแกคา ܪ (Hue) คือคาโทนสีหรือ
คาสีสันซึ่งมีคาสีที่แตกตางกันไปตามความถ่ีของแสง คา ܵ (Saturation) คือคาความอิ่มตัวของสี ซึ่งเปนคาที่
แสดงระดับสีเมื่อเทียบกับคาโทนสี และคา ܸ	(Value) คือคาบอกระดับความสวางของภาพ ซึ่งที่ระดับความ
สวางตํ่าสุดหมายถึงสีดํา ไมวาจะมีคาโทนสี หรือคาความอิ่มตัวสีเทาใด   และระดับความสวางสูงสุดหมายถึงสี
ขาว     ซึ่งเปนสีที่สวางที่สุดของคาโทนสี   และคาความอิ่มตัวสีโดยภาพปริภูมิสี  HSV สามารถหาไดจากการ












รูปท่ี 2.xx ปริภูมสิี RGB 
  
    
 


























รูปท่ี 2.6 กรวยของแบบจําลองภาพสี HSV 
 
 ܪ	 = 	 ൜
ߠ																									݂݅	ܤ ≤ ܩ
360° − ߠ										݂݅	ܤ > ܩ
 (2.2) 
 
















2.3.3 การแปลงภาพจากปริภูมิส ีRGB เปนภาพระดับสีเทา (Gray scale) 
  การแปลงภาพปริภูมิสี RGB เปนภาพระดับสีเทา เปนการปรับใหภาพแสดงถึงคาความสวาง 
(Brightness) ของภาพเพียงอยางเดียวเทาน้ัน ซึ่งคาความสวางของภาพ โดยทั่วไปในภาพขนาด 8 บิต
ระดับสีเทาที่ประกอบดวยคาความสวางที่แตกตางกัน 256 ระดับ น่ันคือ จะมีคาต้ังแต 0 ถึง 255 ดังแสดงใน



















   ในการแปลงภาพปริภูมิสี RGB ใหเปนภาพระดับสีเทาน้ี สามารถคํานวณจากการแปลงคาสีใน
ภาพจากความสัมพันธของการแปลงภาพสีเปนภาพระดับสีเทาดังสมการที่ (2.6) 
 




  เมื่อ  ܩݎܽݕݏ݈ܿܽ݁   คือ คาระดับสเีทาที่ไดจากการคํานวณของจุดภาพส ี ܴܩܤ(௫,௬) 
              ܴ												       คือ คาสีแดงในภาพระบบสี RGB ของจุดภาพของส ี ܴ(௫,௬) 
															ܩ											      คือ คาสีเขียวในภาพระบบสี RGB ของจุดภาพของสี 	ܩ(ݔ,ݕ) 
															ܤ	             คือ คาสีนํ้าเงินในภาพระบบสี RGB ของจุดภาพของส ี ܤ(௫,௬) 
2.3.4 ภาพขาว – ดํา (Binary image) 
   ภาพขาว – ดํา เปนภาพที่มีเพียงสองระดับสีคือ สีขาวและสีดํา ซึ่งสีขาวจะแทนดวยบิต 1 และ
สีดําจะแทนดวยบิต 0 ภาพขาว – ดําไดจากการแปลงภาพจากภาพระดับสีเทาโดยใชคา Threshold ถา
พิกเซลในภาพระดับสีเทามีคามากกวาคา Threshold จะถูกแทนดวยบิต 1 และในทางตรงกันขามถาพิกเซล
ในภาพระดับสีเทามีคานอยกวาคา Threshold จะถูกแทนดวยบิต 0 ดังสมการที่ (2.7) และรูปที่ 2.8 
 
 ܤ݅݊ܽݎݕ	݅݉ܽ݃݁ = ൜




        
ก)                                ข) 
รูปท่ี 2.8 แสดงภาพในระดับสเีทาและภาพขาว-ดํา 
ก) ภาพในระดับสีเทา     ข) ภาพขาว – ดํา 
 
2.3.5 การหาขอบภาพ (Edge detection) 
  การหาขอบของภาพเปนการหาเสนรอบวัตถุที่อยูในภาพ เมื่อทราบเสนรอบวัตถุ เราจะสามารถ










เรื่องที่งาย โดยเฉพาะอยางย่ิงการหาขอบของภาพที่มีคุณภาพตํ่า ขอบของภาพจะเห็นไดชัด ถาความแตกตาง
ของความเขมแสงจากจุดหน่ึงไปยังอีกจุดหน่ึงมีคามากขอบภาพก็จะเห็นไดชัด ถาความแตกตางมีคานอย 
ขอบภาพก็จะไมชัดเจน  
  เทมเพลต (Template) สําหรับหาขอบภาพ การหาขอบภาพในแนวนอนอยางงาย วิธีการก็
คือหาผลตางระหวางจุดหน่ึงกับจุดที่อยูขางลาง (หรือขางบน) ของจุดน้ัน ดังน้ี 
 
 ௗܻ௜௙௙(ݔ, ݕ) = ܫ(ݔ, ݕ) − ܫ(ݔ, ݕ + 1) 
(2.8) 
 
   โดยที่   ௗܻ௜௙௙ คือคาความแตกตางในแนวแกนต้ัง และ  ܫ(ݔ, ݕ) คือคาความเขมแสงของ
จุดภาพที่ตําแหนง (ݔ, ݕ)  




รูปท่ี 2.9 เทมเพลตสําหรบัการหาขอบภาพในแนวนอน 
 
   การหาขอบภาพในแนวต้ังก็สามารถหาไดเชนเดียวกันคือ 
 
 ܺௗ௜௙௙(ݔ, ݕ) = ܫ(ݔ, ݕ) − ܫ(ݔ − 1, ݕ)		 (2.9) 
   
   โดยที่ ܺௗ௜௙௙  คือคาความแตกตางในแนวนอน และสมการที่ (2.9) มีใหผลเทียบเทากับการคอน
โวลูชันดวยเทมเพลต 
 
-1         1
รูปท่ี 2.10 เทมเพลตสําหรับการหาขอบภาพในแนวต้ัง 
 
   บางครั้งเราตองการรวมผลตางของคาความแตกตางในแนวแกนนอน และแกนต้ังเขาดวยกัน 
เพื่อที่จะไดมีตัววัดความแรงของขอบภาพ (Gradient magnitude) เพียงตัวเดียว เน่ืองจากคาความแตกตาง
อาจมีคาเปนบวกหรือลบ ดังน้ัน การบวกคาความแตกตางของทั้งสองแกนอาจทําใหขอบภาพเกิดการหักลาง











   นอกจากหาความแรงของขอบภาพแลว การหาทิศทางของขอบภาพ (Gradient direction) ก็
มีประโยชนเชนกัน การหาทิศทางของขอบภาพสามารถทําไดโดยการใชสมการตอไปน้ี 
 





   เมื่อ ܩܦ(ݔ, ݕ) คือ ทิศทางของขอบภาพที่ตําแหนง  (ݔ, ݕ)  
    ௗܻ௜௙௙  คือ คาความแตกตางในแนวแกนต้ัง 
    ܺௗ௜௙௙  คือ คาความแตกตางในแนวนอน 
 
 
   การหาขอบภาพโดยวิธีโซเบล การหาขอบภาพโดยวิธีโซเบล (Sobel edge detection) เปน
การหาขอบภาพโดยใชเทมเพลตขนาด 3×3 สองเทมเพลต โดยเทมเพลตแรกจะใชหาคาความแตกตางใน
แนวนอน (ܺௗ௜௙௙ ) และคาความแตกตางในแนวต้ัง ( ௗܻ௜௙௙ ) ดังแสดงในรูปที่ 2.11 
 
 
																							ܺௗ௜௙௙ =                       																	 ௗܻ௜௙௙ = 	 
 
 
รูปท่ี 2.11 เทมเพลตการหาของภาพโดยวิธีโซเบล 
 
 
ก)                                                       ข) 
รูปท่ี 2.12 ภาพผลลัพธที่ไดจากการหาขอบภาพ 
ก) ภาพตนฉบับ 
ข) ภาพการหาขอบดวยวิธี Sobel operator 
  
2.3.6 การขยายพิกเซล 
 การขยายพิกเซลของภาพเปนข้ันตอนการดําเนินการทางตรรกะ โดยทําการคนหา (Scan) 
ตําแหนงบนซายไปยังตําแหนงลางขวา จะแทนพิกเซล 1 เมื่อมีคาของพิกเซลใดๆ พิกเซลหน่ึงบน SE 
(Structuring element) ดังแสดงในรูปที่ 2.14 โดยมีสมการดังน้ี  
−1 0 1 
−2 0 2 
−1 0 1 
1 2 3 
0 0 0 










 ܣ	⨁	ܤ =	∪௑∈஻ (ܣ௫)			 (2.11) 
 
 ܤ	 คือ Structuring Element 
 ܣ  คือ ภาพที่ตองการขนาดพิกเซล 
 
 1  
1 x 1 
 1  
รูปท่ี 2.13 เทมเพลตการขยายพิกเซล 
 
 1 0 1 0 0 0 
 x 1 1 0 0 0 
0 1 1 1 0 0 0 
0 0 1 1 0 0 0 
0 0 0 1 0 0 0 
0 0 0 1 0 0 0 
0 0 0 0 0 0 0 
 
รูปท่ี 2.14 ภาพจําลองการขยายพกิเซล 
 
 เมื่อทําการขยายพิกเซลโดยใชการขยายพิกเซลจะไดภาพดังแสดงในรูปที่ 2.15  
 
                    
ก)                             ข) 
รูปท่ี 2.15 ภาพจําลองการขยายพกิเซล 
ก) ภาพตนฉบับ 
ข) ภาพหลังการขยายพิกเซล 
0 0 0 0 0 0 0 
0 1 1 1 1 0 0 
0 1 1 1 1 0 0 
0 1 1 1 1 0 0 
0 0 1 1 1 0 0 
0 0 1 1 1 0 0 










2.3.7 การกรอนพิกเซล  
 การกรอนพิกเซลเปนวิธีการที่ตรงขามกับการขยายพิกเซลคือการลดขนาดของพิกเซล โดยทํา
การคนหาจากตําแหนงบนซายไปยังตําแหนงลางขวา จะแทนพิกเซล 0 เมื่อมีคาของพิกเซลบน SE ทั้งหมด ดัง
แสดงในรูปที่ 2.16 โดยมีสมการดังน้ี 
 





0 0 0 1 0 0 0 
0 0 1 x 1 0 0 
0 0 1 1 1 0 0 
0 0 1 1 1 0 0 
0 0 1 1 1 0 0 
0 0 0 1 1 0 0 
0 0 0 0 0 0 0 
รูปท่ี 2.16 ภาพจําลองการกรอนพิกเซล 
 
 เมื่อทําการกรอนพิกเซลโดยใชการกรอนพิกเซลจะไดภาพดังแสดงในรูปที่ 2.17 
 
               
ข)                             ข) 




0 0 0 0 0 0 0 
0 0 0 1 0 0 0 
0 0 0 1 0 0 0 
0 0 0 1 0 0 0 
0 0 0 1 0 0 0 
0 0 0 0 0 0 0 










2.3.8 Retinex [2] 
 Retinex มาจากคําวา Retina รวมกับ Cortex เปนเทคนิคที่ชวยในการปรับแสงสวางในภาพ 
ในขณะที่ตาของเราสามารถมองเห็นสไีดอยางถูกตองถึงแมมแีสงสวางตํ่า แตกลองหรือกลองวีดิทัศนไมสามารถ
ทําได Retinex สามารถคํานวณไดจากภาพขาเขา 
 Single-scale retinex (SSR) เปนการปรับความสวางของภาพ ไดจากคาแตละพิกเซลกับ
พิกเซลขางเคียงเรียกวาฟงกชันเกาสเซียน (Gaussian function) สามารถคํานวณไดจากสมการที่ (2.13) 
 
 ܴ(ݔଵ, ݔଶ) = log൫ܫ(ݔଵ, ݔଶ)൯ − log൫ܫ(ݔଵ, ݔଶ) ∗ ܨ(ݔଵ, ݔଶ)൯	 
(2.13) 
    
 เม่ือ   ܫ คือ ภาพขาเขา 
    ܴ  คือ ภาพขาออกของ Single scale retinex 
    log   คือ ฟงกชันลอการิทึมธรรมชาติ 
    (ݔଵ, ݔଶ) คือ ตําแหนงของพิกเซล 
    ∗   คือ ตัวดําเนินการคอนโวลูชัน (Convolution operator) 
    ܨ  คือ ฟงกชันเซอรราวด (Surround function) โดยคํานวณไดตามสมการที่ 
(2.14) ดังน้ี 
 




เมื่อ ߪ  คือ คาเฉลี่ยมาตรฐานของเซอรราวดในฟงกชันแบบเกาสเซียน (Gaussian 
surround) 
  ݔଵ, ݔଶ คือ พิกัดของพิกเซล 




ൣ∑ ∑ ܨ(ݔଵ, ݔଶ)௫మ௫భ ൧
	 (2.15) 
  
 Mutis-cale retinex (MSR) เปนการปรับความสวางของภาพที่มีการพัฒนามาจาก Single 
scale retinex ที่มีจํานวนของชองสี (Channel) เพิ่มข้ึน โดยคํานวณไดตามสมการที่ (2.15) ดังน้ี 
 















   เมื่อ  ܫ  คือ ภาพขาเขา 
    ܴெௌோ  คือ ภาพขาออกของ Multi-scale retinex 
      ݅   คือ ลําดับของชองสี  
    (ݔଵ, ݔଶ) คือ ตําแหนงของพิกเซล 
    ∗   คือ ตัวดําเนินการคอนโวลูชัน (Convolution operator) 
    ܰ  คือ ชองสี (ภาพระดับสีเทา ܰ=1, ภาพสี RGB ܰ=3) 
    log   คือ ฟงกชันลอการิทึมธรรมชาติ 
    ܨ௞  คือ Surround function 
    ௞ܹ   คือ คานํ้าหนักที่เกี่ยวของกับ ܨ௞ 
    ܭ  คือ สเกล 
    ܨ௞     คือ Surround function โดยคํานวณไดตามสมการ (2.17) ดังน้ี 
 





   เมื่อ  ߪ௞  คือ คาเฉลี่ยมาตรฐานของ Gaussian surrounds 




ൣ∑ ∑ ܨ(ݔଵ, ݔଶ)௫మ௫భ ൧
	 (2.18) 
 
   ในกรณีที่เปน Single scale retinex จะกําหนดให ܭ=1 และ ଵܹ=1  
 
   MSR with color restoration (MSRCR) เปนการปรับความสวางของภาพที่มีการพัฒนามา
จาก Muti-scale retinex ที่มีพารามิเตอร (Parameter) ในการปรับปรุงสีในภาพเพิ่มเขามา โดยสามารถ
ปรับปรุงสีใหเหมาะสมย่ิงข้ึน โดยคํานวณไดตามสมการที่ (2.19) ถึง สมการ (2.20) 
   





 ܴெௌோ஼ோ௜(ݔଵ, ݔଶ) = ܩ[ܥ௜(ݔଵ, ݔଶ){log ܫ௜(ݔଵ, ݔଶ) 
− log[ܨ௞(ݔଵ, ݔଶ) ∗ ܫ௜(ݔଵ, ݔଶ)]} + ܾ]												  
(2.20) 











  เมื่อ  ܫ  คือ ภาพขาเขา 
    ܴெௌோ஼ோ คือ ภาพขาออกของ Multi-scale retinex 
      ݅   คือ ลําดับของชองสี  
    (ݔଵ, ݔଶ) คือ ตําแหนงของพิกเซล 
    ∗   คือ ตัวดําเนินการคอนโวลูชัน (Convolution operator) 
    ܰ  คือ ชองสี (ภาพระดับสีเทา ܰ=1, ภาพสี RGB ܰ=3) 
    log   คือ ฟงกชันลอการิทึมธรรมชาติ 
    ܨ௞  คือ Surround function 
    ܭ  คือ เลขของ Surround function หรือ สเกล 
  ߚ, ܩ	  คือ คาคงที่อัตราขยาย (Gain constant) 
  ߙ  คือ คาสัมประสิทธ์ิในการชดเชยคาส ี(Color restoration coefficient)
  ܾ  คือ Gain Offset value 
 
  
                        
                  
    

























รูปท่ี 2.19 การปรับปรงุโดยใชเทคนิค Single-scale retinex 
 
 รูปที่ 2.18 เปนการปรับปรุงโดยใชเทคนิค Single-scale retinex โดยใชพารามิเตอร ߪ = 80 
โดยแถวบนเปนภาพตนแบบที่สภาพแสงตาง ๆ และภาพแถวลางเปนภาพหลังการใชเทคนิค Single-scale 
retinex ปรับปรุงแสงสวางในภาพรูปที่ 2.19 เปนการปรับปรุงโดยใชเทคนิค Single-scale retinex โดยใช
พารามิเตอร ߪ = 15, 80 และ 215 และรูปที่ 2.20 เปนการปรับปรุงโดยใชเทคนิค MSR เทียบกับ MSRCR 
โดยใชพารามิเตอรตามบทความวิจัยที่ไดนําเสนอโดย D. J. Jobson [2] ดังน้ี 
 
 ௞ܹ  = 1/3 
 ܰ  = 3 
 ߪଵ,	ߪଶ, ߪଷ = 15, 80, 250 
 ܩ  = 192 
 ܾ  = 30 
 ߙ  = 125 




























รูปท่ี 2.20 การปรับปรงุโดยใชเทคนิค MSR เทียบกบั MSRCR 
 
2.4 การทบทวนวรรณกรรม/สารสนเทศ (Information) ท่ีเก่ียวของ 
 การทบทวนวรรณกรรมและสารสนเทศที่เกี่ยวของในฐานขอมูลตาง ๆ สามารถสรุปเปนตาราง
ไดดังตอไปน้ี 
 















R. C. Coetzer 































P. R. Tabrizi 














หามุมของศีรษะวาอยูในระนาบ (In-plane) หรือ ออก







นําวิธีการ 2 วิธีการมารวมกันไดแก การติดตาม 
(Tracking) ชองทางเดินรถบนถนน และสถานะของ











การใชอัลกอริทึม Integral projection ทั้งแนวนอน 







































K. S. Park 
R. H. Park 
Y. G. Kim 








M. L. Chiang 
S. H. Lau 
ในบทความน้ีไดนําเสนอการตรวจจับดวงตาโดยใชการหา
ขอบของวัตถุและเปรียบเทียบกับการตรวจจับใบหนาโดย
ใชการหาขอบของวัตถุแบบ Haar และ Canny ซึ่งใน
บทความน้ีสามารถตรวจจับใบหนาไดถึงแมวาจะมีแสง 
เช้ือชาติ ขนาด และการเอียงของใบหนา ที่แตกตางกัน 
 






C. W. Park 
J. M. Kwak 
H. Park 
Y. S. Moon 
ในบทความน้ีไดนําเสนอการคนหาดวงตาโดยใชตัวกรองกา
บอร (Gabor filter) เพื่อหาเสนแนวนอนของตาและใชตัว














N. V. Huan 
N. T. H. Binh 
H. Kim 
ในบทความน้ีไดนําเสนอการตรวจจับดวงตาโดยตัวกรอง



























M. A. A. Kashani 
M. M. Arani 
ในบทความน้ีไดนําเสนอการตรวจจับดวงตาโดยอาศัย









ลักษณะของตาและสี ในการ คัดแยก จะใชสมการ 








อัลกอรึทึมรวมกันไดแก Haar cascade classifiers และ
คุณสมบั ติต าง  ๆ บนใบหนา เพื่ อ ใหการตรวจจับมี
ประสิทธิภาพมากข้ึนเห็นไดจากผลการทดสอบที่มีการ













Md. H. Rahman 
F. Jhumur 










D. Y. Huang 
T. W Lin 
W. C. Hu 




























ดวงตาโดยใช เทคนิคจีนเนติกอัลกอริทึม  (Genetic 
algorithm) เปนการติดตามดวงตาในภาพวีดิโอมีความ
ถูกตองสูงถึง 97.9 เปอรเซ็นต และใชเวลาในการตรวจจับ




R. C. Coetzer 
G. P. Hancke 
ในบทความน้ีไดนําเสนอการตรวจจับอาการงวงนอนแบบ
เวลาจริงโดยใชเทคนิคทางปญญาประดิษฐไดแก เครือขาย
ประสาทเทียม, เครืองเวกเตอรเกื้อหนุน (Support 
vector machines: SVM) และวิธีการคนหาแบบตาบูเชิง
ปรับตัว (Adaptive boosting: AdaBoost)  
 














 เน้ือหาในบทน้ีกลาวถึงการออกแบบระบบเฝาติดตามอาการงวงนอน โดยไดแบงเปนหัวขอดังน้ี 
การตรวจจับใบหนาโดยใชเครือขายประสาทเทียม การตรวจจับใบหนาโดยใชการคัดแยกสีผิว การตรวจจับ











สวนประกอบสําคัญ (Principal components analysis: PCA) และการแปลงเวฟเล็ตแบบดีสครีท (Discrete 
wavelet transform: DWT)  
 การตรวจจับใบหนาโดยใชการคัดแยกสีผิวเปนการหาชวงของสีผิวที่อยูในปริภูมิสี RGB และ 
HSV แลวนําเทคนิคการประมวลผลภาพดิจิตอลมาใชประมวลผลเชน การหาขอบภาพ (Edge detection) 












































(ก)                                                          (ข) 
รูปท่ี 3.1 ระบบตรวจจบัใบหนาโดยใชเครือขายประสาทเทยีม 
ก)  การรูจําของเครือขายประสาทเทียม 
ข)  การทดสอบโดยการใชเครือขายประสาทเทียม 
 
 การนําเครือขายประสาทเทียมมาใชในการคนหาใบหนาจะตองมีการเตรียมฐานขอมูลเพื่อการ
รูจําของเครือขายประสาทเทียม ในงานวิจัยน้ีไดใชฐานขอมูลภาพใบหนาและภาพที่ไมใชใบหนาขนาด 200 x 
200 พิกเซล อยางละ 100 ภาพซึ่งเปนฐานขอมูลที่ผูวิจัยไดสรางข้ึนเองดังแสดงในรูปที่ 3.2 และรูปที่ 3.3
หลังจากน้ันจะนําภาพดังกลาวมาปรับแสงสวาง และทําการแปลงเวฟเล็ตแบบดีสครีทจํานวน 2 ระดับ และ















รูปท่ี 3.2 ตัวอยางภาพใบหนาขนาด 200 x 200 พิกเซล 
 
 













 การดึงลักษณะเดนโดยการแปลงเวฟเล็ตแบบดีสครีท  
 การแปลงเวฟเล็ตแบบดีสครีทเปนการแปลงสัญญาณใหเปนอนุกรมของเวฟเล็ต โดยเซตของ
ผลลัพธจะเรียกวาสัมประสิทธ์ิโดยการแปลงเวฟเล็ตแบบดีสครีทระดับที่ 1 และระดับที่ 2 แสดงในรูปที่ 3.4 
 
 
ก)                                       ข)                                    
รูปท่ี 3.4 การแปลงเวฟเล็ตแบบดีสครที 
ก) การแปลงเวฟเล็ตแบบดีสครทีระดับที่ 1 
ข) การแปลงเวฟเล็ตแบบดีสครีทระดับที่ 2 
 
 เมื่อนําภาพใบหนาขนาด 200 x 200 พิกเซลมาแปลงเวฟเลต็แบบดีสครีทในระดับที ่2 จะเหลอื








รูปท่ี 3.5 การแปลง DWT 
   
 การดึงลักษณะเดนดวยการวิเคราะหสวนประกอบสําคัญ 
 การวิเคราะหสวนประกอบสําคัญ (Principal components analysis: PCA) เปนวิธีการทาง
สถิติใชสรางเมทริกซของความแปรปรวนรวม (Convariance Matrix) จากขอมูลภาพ ถูกนําไปใชในการบีบอัด
ขอมูล การวิเคราะหองคประกอบหลักมาใชลดขนาดขอมูล ขอมูลของแพกเก็ตน้ันอยูในรูปของเวกเตอร 1 มิติ
100 
100   50 






















อยูแลว นําเวกเตอรของทุกชุดขอมูลมาจัดใหอยูในรูปแบบของเมทริกซ โดยเวกเตอรของชุดขอมูลที่ 1 จะเปน
แถวที่ 1 ของเมทริกซ เวกเตอรของชุดขอมูลที่ 2 จะเปนแถวที่ 2 ของเมทริกซจนถึงเวกเตอรของชุดขอมูลที่ n 
จะเปนแถวที่ n ของเมทริกซ ดังน้ันจะไดเมทริกซ A มีมิติเปน i และ j โดยที่ i หมายถึงขอมูลชุดที่ และ j 












൪ 	݉ = ݓ × ℎ; 	݊ = ݊ݑܾ݉݁ݎ	݋݂	݌ܽݐݐ݁ݎ݊ 
 
รูปท่ี 3.6 เมทริกซ ࡭  ที่ใชในการคํานวณสําหรบัการวิเคราะหองคประกอบ 
 










  คํานวณคาเบี่ยงเบนมาตรฐานของภาพใบหนาดังสมการที่ (3.2) 
 
 ܥ௜௝ =	ܣ௜௝ −ܯ௝											1 ≤ 	݅	 ≤ ݊, 1 ≤ 	݆	 ≤ 	݉	 
(3.2) 
 
  สรางเมทริกซของความแปรปรวนดังสมการที่ (3.3) 
 









 คํานวณคาไอเกนดังสมการที่ (3.4) 
 
 ߣ = 	்ܵܵ (3.4) 
     










   ݁ = 	
ܥܵ
√ߣ
				เมื่อ		ܥ = 	 ൣܥ௜௝൧ 
(3.5) 
 ผลลัพธจะไดคาไอเกน และเวกเตอรไอเกน ขอมูลทั้ง 2 มีความสมนัยกัน (Correspondence) 
ซึ่งกันและกัน เวกเตอรไอเกนเปนขอมูลที่เปลี่ยนรูปแลว ไมสามารถเห็นเปนเวกเตอรแพกเก็ตแบบเดิมได การ
นําขอมูลเดิมกลับมาตองนําเวกเตอรไอเกนมาคํานวณอีกครั้ง ดังสมการ (3.5) เมื่อไอเกนแพกเก็ตแรก (1st 
Eigen Package) คือการเลือกเวกเตอรไอเกนแรกของทุกเวกเตอรขอมูลมาคํานวณ สวนไอเกนแพกเก็ตอื่น ๆ 
ก็ทําในรูปแบบเดียวกัน 
   
 การเลือกเวกเตอรไอเกน  
 นําภาพหลังจากการแปลงเวฟเล็ตแบบดีสครีทที่มีขนาด 50 x 50 พิกเซลมาดึงลักษณะเดนดวย
การวิเคราะหสวนประกอบสําคัญ ในการเลือกคาเวกเตอรไอเกนของการวิเคราะหสวนประกอบสําคัญจะ
ทดลองที่คาตาง ๆ ตามรูปที่ 3.7 
 
                                  
                     ภาพตนแบบ                    เวกเตอรไอเกน = 1             เวกเตอรไอเกน = 5       
                                
                เวกเตอรไอเกน = 10            เวกเตอรไอเกน = 15            เวกเตอรไอเกน = 20 
รูปท่ี 3.7 การทดลองเลือกคาเวกเตอรไอเกนที่คาตาง ๆ 
 
   จากรูปที่ 3.7 จะเห็นวาภาพเริ่มสามารถมองเห็นลักษณะของใบหนาไดที่ เวกเตอรไอเกน = 5  
เพื่อลดจํานวนขอมูลในการรูจําของเครือขายประสาทเทียมลงจึงเลือกคาเวกเตอรไอเกนที่มีคานอย ๆ แต
สามารถคงความเปนลักษณะเดนของภาพเดิมอยู  
   เมื่อนําขอมูลที่ไดหลังการวิเคราะหสวนประกอบสําคัญเขาสูการรูจําของเครือขายประสาท
เทียมจะเหลือขอมูลที่ใชรูจําเปน 250 x 200 เมื่อนํามาทดสอบกับภาพที่เปนใบหนา 30 ภาพและภาพที่ไมใช
ใบหนา 30 ภาพ โดยกําหนดคาในการรูจําดังน้ี 
1) Error goal = 10x10-8 











รูปท่ี 3.8 เลเยอรของเครือขายประสาทเทียม 
 
3) จํานวนรอบสูงสูด = 10000 รอบ 
 
3.2.2 การออกแบบการตรวจจับใบหนาโดยใชการคัดแยกสีผิว 
 ในการการออกการตรวจจับใบหนาโดยใชการคัดแยกสีผิวผูวิจัยไดทําการเลือกใชปริภูมิสี RGB 



























 การหาชวงของสีผิว สามารถทําไดโดยนําภาพใบหนามาแยกเปนปริภูมสิี R, G, B และปริภูมิสี 
H, S, V โดยการแปลงปริภูมิสี RGB เปน HSV ดังสมการที่ (3.6) ถึง (3.9) 
 
 ܪ	 = 	 ൜
ߠ																									݂݅	ܤ ≤ ܩ
360° − ߠ										݂݅	ܤ > ܩ
 (3.6) 
 
 ߠ = cosିଵ ቊ
0.5[(ܴ − ܩ) + (ܴ − ܤ)]














   การคัดแยกสีผิว สีผิวเปนชวงสีกลุมหน่ึงในชวงสีที่มีอยูมากมาย เน่ืองจากปริภูมิสี RGB เปน
ปริภูมิสีที่แปรตามสภาพแสงไดงาย จึงนําปริภูมิสี HSV เขามาชวยในการคัดแยกสีผิวโดยข้ันแรกนําภาพที่จะ













รูปท่ี 3.10 การแยกปริภูมสิี RGB 
ปริภูมสิี RGB 













     
 
 
รูปท่ี 3.11 การแปลงปริภูมสิี RGB เปน HSV  
 
 นําภาพที่ไดไปประมวลตามเงื่อนไขที่กําหนดตามสมการที่ (3.10) จะไดดังแสดงในรูปที่ 3.12 
 Detec(x, y) = 	൞255
݂݅	ܴ(ݔ, ݕ) > ܩ(ݔ, ݕ)	ܽ݊݀	|ܴ(ݔ, ݕ) − ܩ(ݔ, ݕ)| ≥ 11
								ܽ݊݀	84 ≤ ܴ(ݔ, ݕ) ≤ 153	ܽ݊݀	64	 ≤ G(x, y) ≤ 94





   เมื่อ  (x, y) คือ พิกัดของพิกเซลในภาพ 
    Detec คือ ภาพเอาตพุตจากการประมวลผล 
 
 
รูปท่ี 3.12 เอาตพุตการคัดแยกสผีิว 
 
 การตัดบริเวณท่ีไมใชใบหนา ทําไดโดยนับจํานวนพิกเซลในแตละวัตถุเพื่อตัดวัตถุที่มีจํานวน
พิกเซลที่มากเกินไปหรือนอยเกินไป การขยายพิกเซล และการกรอนพิกเซล เพื่อกําจัดจุดเล็กๆ ที่ไมใชใบหนา 
(Noise) โดยทั่วไปอัตราสวนระหวางความสูงตอความกวางของใบหนาจะอยูระหวาง 0.8 ถึง 2.6 และมีจํานวน
ของพิกเซลที่เปนสีผิวมากวา 40 เปอรเซ็นต หลังจาการกําจัดบริเวณที่ไมใชใบหนาออก จะไดดังแสดงในรูปที่ 
3.13 และนําบริเวณดังกลาวมา Crop จากภาพที่นํามาตรวจจับจะไดดังแสดงในรูปที่ 3.14 











รูปท่ี 3.13 ภาพหลังการกําจัดบริเวณที่ไมใชใบหนาออก 
 
 
รูปท่ี 3.14 ภาพหลังการตรวจจบั 
 
3.2.3 การออกแบบการตรวจจับใบหนาโดยใชการคัดแยกสีผิวและเทคนิค MSRCR  
  การตรวจจับใบหนาโดยใชการคัดแยกสีผิวในหัวขอ 3.2.2 เปนการตรวจจับที่ใชสีในการคัดแยก
ใบหนาออกจากภาพพื้นหลัง ซึ่งการทดสอบในสภาวะใชงานจริงที่มีแสงสวางเปลี่ยนแปลงตลอดเวลา จึงตองมี
เทคนิคที่จะชวยในการปรับปรุงภาพ (Image enhancement) ใหแสงสวางภายในภาพเหมาะสมจนสามารถ
ตรวจจับใบหนาโดยการคัดแยกสผีิวได เทคนิคน้ีคือ MSRCR (MSR with color restoration) ซึ่งเปนเทคนิคที่
ชวยในการปรับแสงสวางในภาพ โดยจะนําเทคนิค MSRCR มาเพื่อปรับแสงสวางในภาพกอนการตรวจจับ
ใบหนาโดยการคัดแยกสีผิวดังแสดงในรูปที่ 3.15 เทคนิค MSRCR สามารถชวยปรับแสงในภาพที่มีแสงมืด
เกินไป และสวางเกินไปใหมีแสงสวางที่เหมาะสมตอการตรวจจับใบหนา เน่ืองจากในสภาวะใชงานจริงปริมาณ
แสงสวางในภาพจะมีการเปลี่ยนแปลงตลอดเวลา ในงานวิจัยน้ีไดทําการเลือกใชเลือกใชพารามิเตอรของ
เทคนิค MSRCR ใหเหมาะสมกับรูปภาพขนาด 1920 x 1080 พิกเซล ซึ่งไดจากกลองเว็บแคม รุน Logitech 


































ก)                                               ข) 
รูปท่ี 3.15 แผนภาพการตรวจจบัใบหนาดวยวิธีการ  
ก) การตรวจจบัใบหนาทั่วไป 






Face detection using 
skin tone
Input image












      
ก)                                                             ข) 
      
ค)                                                             ง) 
      
จ)                                                             ฉ) 
รูปท่ี 3.16 เปรียบเทียบ Retinex แบบตางๆ 
ก) ภาพตนแบบ  
ข) ภาพที่ผาน SSR  ߪ= 500  
ค) ภาพที่ผาน SSR  ߪ= 800  
ง) ภาพที่ผาน SSR  ߪ= 1500  
จ) ภาพที่ผาน MSR  ߪଵ,	ߪଶ, ߪଷ = 500, 800, 1500  
ฉ) ภาพที่ผาน MSRCR ௞ܹ = 1/3, ܰ = 3, ߪଵ,	ߪଶ, ߪଷ= 











     
ก)                                                              ข) 
รูปท่ี 3.17 ตรวจจับใบหนาหลังจากการทํา MSRCR 
ก) รูปการตรวจจับใบหนาโดยการคัดแยกสีผิวที่ไมมีการปรับแสงสวาง  
ข) รูปการตรวจจับใบหนาโดยการคัดแยกสีผิวที่มีการปรับแสงสวาง  
ดวยเทคนิค MSRCR 
 
 นําภาพหลังการทําปรับปรุงแสงสวางดวยเทคนิค MSRCR มาตรวจจับใบหนาโดยใชเทคนิคการ
แยกสีผิวจะไดดังแสดงในรูปที่ 3.17 โดยรูป ก) เปนรูปการตรวจจับใบหนาโดยการคัดแยกสีผิวที่ไมมีการปรับ






เดาอาการงวงนอนไดจากสถานะของดวงตา เชน การหลับตาเปนเวลานาน การกระพริบตาที่ชาลง การหรี่ตา 
มุมมองการมองของตา เปนตน การตรวจจับดวงตาโดยใชการประมวลผลภาพดิจิตอลจะทําหลังจากการ
ตรวจจับใบหนาเพื่อลดพื้นที่ในคนหาดวงตาลงทําใหเวลาในการคนหาลดลงดวยเชนกัน หลังจากการตรวจจับ






























รูปท่ี 3.19 บริเวณใบหนา 2 สวน 
 
 นําบริเวณใบหนา 2 สวนที่เหลือในรูปที่ 3.20 มาประมวลผลภาพดิจิตอลดวยการหาขอบของ

































รูปท่ี 3.23 ลักษณะของดวงตา 
 
 เมื่อไดบริเวณของดวงตาดังแสดงในรูปที่ 3.23 ตอมาจะทําการคนหามานตาในงานวิจัยน้ีได
นําเสนอวิธีการคนหามานตา 2 วิธี ไดแก คนหามานตาดวยวิธีการต้ังคาขีดเริ่มเปลี่ยน และคนหามานตาดวยวิธี 




3.3.1 การคนหาดวงตาดวยวิธีการต้ังคาขีดเริ่มเปลี่ยน  
 การคนหามานตาดวยวิธีการต้ังคาขีดเริ่มเปลี่ยน (Threshold)  สามารถทําไดโดยแปลงภาพใน
ปริภูมิสี RGB เปนภาพระดับสีเทา ดังแสดงในรูปที่ 3.24 ตอมาจะทําการต้ังคาขีดเริ่มเปลี่ยน เพื่อคัดแยก
บริเวณที่สีเขมกวาบริเวณอื่นดังสมการที่ (3.11) จะไดผลดังแสดงในรูปที่ 3.25 ซึ่งเปนภาพขาว-ดํา เมื่อคัดแยก
จากการคํานวณหาจํานวนพิกเซลในแตละวัตถุ ความกวาง ความสูง และระยะหางระหวางตาทั้งสองขางดัง
แสดงในรูปที่ 3.26 จะไดตําแหนงของมานตาดังแสดงในรูปที่ 3.27 
 
 ܤ݅݊ܽݎݕ	݅݉ܽ݃݁ = ൜





























รูปท่ี 3.27 การตรวจจับดวงตา 
 
3.3.2 การคนหาดวงตาดวยวิธีการ Integral projection 
 Integral projection [9] เปนการคนหาตําแหนงของมานตาโดยการหาผลรวมของคาของ
พิกเซลของภาพระดับสีเทาในแนวแกนต้ังและแกนนอน เน่ืองจากบริเวณของมานตามีสีเขมกวาบริเวณอื่นจึง
สามารถแยกตําแหนงของมานตาออกจากบริเวณอื่นได  
 Horizontal integral projection เปนการหาผลรวมของคาพิกเซลในแนวแกนนอนดังสมการ







 เมื่อ ுܲ  คือ Horizontal integral projection 














  ݅ คือ พิกัดของแถว 
  ݆ คือ พิกัดของหลัก 
  ݉ คือ จํานวนของแถว 
 
 Vertical integral projection เปนการหาผลรวมของคาพิกเซลในแนวแกนต้ังดังสมการที่ 







 เมื่อ ௏ܲ  คือ Vertical integral projection 
  ݕ คือ ภาพที่นํามาประมวลผล 
  ݅ คือ พิกัดของแถว 
  ݆ คือ พิกัดของหลัก 
  ݊ คือ จํานวนของหลกั 
 
           
ก)                                       ข) 


















รูปท่ี 3.29 กราฟ Horizontal integral projection 
 ก) กราฟ Horizontal integral projection ตาขวา 
















รูปท่ี 3.30 กราฟ Vertical integral projection 
  ก) กราฟ Vertical integral projection ตาขวา 











 รูปที่ 3.29 และรูปที่ 3.30 เปนกราฟ Horizontal integral projection และ Vertical 
integral projection ตามลําดับ โดยเสนกราฟสีแดงคือคาเฉลี่ยของ ுܲ และ ௏ܲ สามารถคํานวณไดจาก
สมการที่ (3.14) และ (3.15) และเสนกราฟสีเขียวคือคาขีดเริ่มเปลี่ยน ของมานตาสามารถคํานวณไดจาก

















 เมื่อ ுܲ,௔௥௚  คือ คาเฉลี่ยของ ுܲ 
  ݉       คือ จํานวนของแถว 
  ௏ܲ,௔௥௚   คือ คาเฉลี่ยของ ௏ܲ 
  ݊    คือ จํานวนของหลกั 
 
 ுܲ,்௛௥௘௦௛௢௟ௗ = ுܲ,௔௥௚ − 0.7( ுܲ,௔௥௚ − ுܲ,௠௜௡) 
(3.16) 
 
 ௏ܲ,்௛௥௘௦௛௢௟ௗ = ௏ܲ,௔௥௚ − 0.2൫ ௏ܲ,௔௥௚ − ௏ܲ,௠௜௡൯ 
(3.17) 
 
 เมื่อ ுܲ,்௛௥௘௦௛௢௟ௗ คือ คาขีดเริ่มเปลี่ยนของมานตาในแนวนอน 
  ௏ܲ,்௛௥௘௦௛௢௟ௗ   คือ คาขีดเริ่มเปลี่ยนของมานตาในแนวต้ัง 
  ுܲ,௔௥௚   คือ คาเฉลี่ยของ ுܲ 
  ௏ܲ,௔௥௚   คือ คาเฉลี่ยของ ௏ܲ 
  ுܲ,௠௜௡   คือ คาตํ่าสุดของ ுܲ 















                    
ก)                                   ข) 









แสดงระบบตรวจจับจับอาการงวงนอนในรูปที่ 3.32 เพื่อสังเกตลักษณะของใบหนา ตรวจจับการเคลื่อนไหว
ของดวงตา และการเอียงของศีรษะ แลวนําพารามิเตอรอัตราการกระพริบตา มุมของการเอียงของศีรษะ 
มุมมองของคนขับ และอื่นๆ นํามาประมวลผลเพื่อคาดเดาถึงอาการงวงงอนของผูขับรถซึ่งมีออกเปน 3 ระดับ






รูปท่ี 3.32 การติดต้ังกลองวีดิทัศนในยานพาหนะ 
HD Webcam 
Speaker 











แสดงในรูปที่ 3.33 ในข้ันแรกจะดึงเฟรมภาพจากกลองวีดิทัศนซึ่งในงานวิจัยน้ีจะติดต้ังกลองเว็บแคมรุน 






ใชจะทําการตรวจจับดวงตาตอไป ถาไมใชจะนําเฟรมภาพน้ีมาปรับแสงในภาพดวยวิธีการ MSRCR แลวนํา
เฟรมภาพน้ีกลับมาตรวจจับใบหนาอีกครั้ง ในข้ันตอนตอมาจะทําการตรวจจับดวงตาดวยวิธีการ Integral 
projection เน่ืองจากการตรวจจับดวงตาดวยวิธีการ Integral projection น้ีมีรอยละการตรวจจับถูกตอง




โปรแกรม MATLAB โดยใชเวลาในการประมวลผลประมาณ 11 วินาทีตอเฟรม สวนในการประยุกตเพื่อใชงาน
จริงน้ัน จะตองทําการพัฒนาโปรแกรมใหสามารถทํางานไดแบบเวลาจริง 
 


























ของดวงตา โดยทําการคํานวณหาคารอยละการปดของดวงตา (Percentage of eye closure over time: 
PERCLOS) โดยปกติจะใชเวลาในการกระพริบตา 0.3 วินาที [5] กลองเว็บแคมรุน Logitech HD Pro 
Webcam C920 เฟรมภาพขนาด 1920 x 1080 พิกเซล มีอัตราเฟรม 30 เฟรมตอวินาที แสดงวาการ
กระพริบตา 1 ครั้งจะใช 7-9 เฟรมภาพ   
 PERCLOS [25] คือรอยละของการปดตาตํ่ากวา 20 เปอรเซ็นตตอการปดตาระหวาง 20-80 
เปอรเซ็นตของการเปดตาที่สูงสุด จากรูปที่ 3.34 มีทั้งหมด 22 เฟรมภาพโดยชวงที่นํามาประมวลผลหา 
PERCLOS คือชวงเฟรมภาพที่ 4-12 สามารถคํานวณ PERCLOS ไดจากสมการที่ (3.18) โดยที่ ݐଶ − ݐଷ คือ
ชวงเวลาที่ตาปดตํ่ากวา 20 เปอรเซ็นต และ  ݐଵ − ݐସ คือ ชวงเวลาที่ตาปดระหวาง 20-80 เปอรเซ็นต 
 
 
รูปท่ี 3.34 เฟรมที่ใชในการคํานวณ PERCLOS [31] 
 
   














× 100%	 (3.18) 
 
 เมื่อ  ܲ ܧܴܥܮܱܵ คือ รอยละการปดของดวงตา 
  ݐଶ − ݐଷ  คือ ชวงเวลาที่ตาปดตํ่ากวา 20 เปอรเซ็นต 
  ݐଵ − ݐସ   คือ ชวงเวลาที่ตาปดระหวาง 20-80 เปอรเซ็นต 
 ในงานวิจัยน้ีไดใชวิธีการคาดเดาอาการงวงนอน 2 วิธีดังน้ี 
 วิธีการที่ 1 เปนวิธีการที่นําเสนอในงานวิจัยโดย W. Qing et al. [30] ซึ่งมีการคาดการ
ระดับของอาการงวงนอนจากคา PERCLOS โดยเมื่อมีคา PERCLOS มากกวา 0.4 หรือมีการปดตานานเกิน 3 
วินาทีจะสามารถคาดเดาไดวาผูทดสอบกําลังมีอาการงวงนอนอยูในขณะน้ัน ในการคํานวณหาคา PERCLOS 
สามารถคํานวณไดจากสมการ (3.18)  
 วิธีการที่ 2 ผูวิจัยไดนําวิธีการคาดเดาอาการงวงนอนที่นําเสนอโดย I. Garcia et al. [31] 
ซึ่งไดแบงระดับของอาการงวงนอนออกเปน 3 ระดับตามคา PERCLOS ที่คํานวณได ดังแสดงในรูปที่ 3.36
ไดแก  
 ระดับที่ 1 ต่ืนตัวหรือรูสึกตัว (Wake) เปนชวงที่มี PERCLOS ตํ่ากวา 15 เปอรเซ็นต 
 ระดับที่ 2 เมื่อยลา (Fatigue) เปนชวงที่มี PERCLOS อยูระหวาง 15-23 เปอรเซ็นต 
 ระดับที่ 3 งวงซึม (Sleepiness) เปนชวงที่มี PERCLOS สูงกวา 23 เปอรเซ็นต 
 
   















การตรวจจับใบหนา 2 วิธีการ วิธีการแรกคือการตรวจจับใบหนาโดยใชใชเครือขายประสาทเทียม ซึ่งเปนการ
นําฐานขอมูลภาพใบหนาและภาพที่ไมใชใบหนาขนาด 200 x 200 พิกเซล อยางละ 100 ภาพมาดึงลักษณะ
เดนดวยวิธีการวิเคราะหสวนประกอบสําคัญและการแปลงเวฟเล็ตแบบดีสครีทกอนที่จะนํามาใหเครือขายเทยีม
รูจําและไดคานํ้าหนักเพื่อนําไปใชตรวจจับใบหนาตอไป และวิธีการที่สองคือการตรวจจับใบหนาโดยใชการคัด
แยกสีผิวเปนการตรวจจับใบหนาที่ใชชวงสีผิวที่อยูในปริภูมิสี RGB และ HSV และยังไดนําเทคนิคการปรับปรุง
แสงสวางมาชวยในการปรับแสงในภาพเพื่อใหการตรวจจับใบหนาโดยการคัดแยกสีผิวมีประสิทธิภาพมากข้ึน 
ตอมาไดกลาวถึงการออกแบบการตรวจจบัดวงตาดวยวิธีการต้ังคาขีดเริม่เปลีย่น และการตรวจจับดวงตาโดยใช

























โดยไดแบงเปนหัวขอตาง ๆ  ประกอบดวย ผลการการตรวจจบัใบหนาโดยใชเครือขายประสาทเทียมและการคัด





   ในการนําเครือขายประสาทเทียมมาใชในการคนหาใบหนาน้ันจะตองมีการเตรียม
ฐานขอมูลเพื่อใชในการรูจําของเครือขายประสาทเทียม ในงานวิจัยน้ีไดใชภาพใบหนาและภาพที่ไมใชใบหนา
ขนาด 200 x 200 พิกเซล อยางละ 100 ภาพ ดังตัวอยางแสดงในรูปที่ 4.1 และรูปที่ 4.2 จากน้ันจะนําภาพ
ดังกลาวมาทําการปรับความสวาง และนํามาดึงลักษณะเดนและลดขนาดโดยการแปลงเวฟเล็ตแบบดีสครทีใหมี














รูปท่ี 4.1 ภาพใบหนาขนาด 200 x 200 พิกเซล 
 
 
รูปท่ี 4.2 ภาพที่ไมใชใบหนาขนาด 200 x 200 พิกเซล 
 
 นําภาพใบหนาขนาด 200 x 200 พิกเซลมาแปลงเวฟเล็ตแบบดีสครีทในระดับที่ 2 จะเหลือ
















รูปท่ี 4.3 การแปลง DWT 
 
   จากน้ันนําภาพที่มีขนาด 50 x 50 พิกเซลมาดึงลักษณะเดนโดยเลือกเวกเตอรไอเกน = 5  จะ
ไดขอมูลขนาด 250 x 1 ตอ 1 ภาพ เมื่อนําขอมูลที่ไดหลังการวิเคราะหสวนประกอบสําคัญเขาสูการรูจําของ
เครือขายประสาทเทียมจะเหลือขอมูลที่ใชรูจําเปน 250 x 200 เมื่อนํามาทดสอบกับภาพที่เปนใบหนา 30 
ภาพและภาพที่ไมใชใบหนา 30 ภาพ เมื่อกําหนดคาในการรูจําดังน้ี 
1. Error goal = 10x10-8 
2. จํานวนเลเยอร = 3 เลเยอร 
 
  
รูปท่ี 4.4 เลเยอรของเครือขายประสาทเทียม 
 
3. จํานวนรอบสูงสูด = 10000 รอบ 
 
 การทดลองครั้งท่ี 1 
 Eigenvectors = 5, Layer = 3-5-1('logsig' 'tansig' 'purelin') ใชเวลาในการ
รูจํา 107.229 วินาที จํานวน 2132 รอบ จะไดกราฟในการรูจําดังแสดงในรูปที่ 4.5 
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รูปท่ี 4.5 กราฟการรูจําของเครือขายประสาทเทียมในการทดลองที่ 1 
 
 การทดลองครั้งท่ี 2 
 Eigenvectors = 5, Layer = 5-5-1('logsig' 'tansig' 'purelin') ใชเวลาในการ
รูจํา 98.574 วินาที จํานวน 3935 รอบ จะไดกราฟในการรูจําดังแสดงในรูปที่ 4.6 
 
 










 การทดลองครั้งท่ี 3 
 Eigenvectors = 5, Layer = 5-5-1('tansig' 'tansig' 'tansig') ใชเวลาในการรูจาํ 
15.033 วินาที จํานวน 550 รอบ จะไดกราฟในการรูจําดังแสดงในรูปที่ 4.7 
 
 
รูปท่ี 4.7 กราฟการรูจําของเครือขายประสาทเทียมในการทดลองที่ 3 
 
ตารางท่ี 4.1: ผลการทดสอบการตรวจจับใบหนาโดยใชเทคนิคทางปญญาประดิษฐ 
การทดลอง ผลการตรวจจับท่ีถูกตอง เปอรเซ็นตความถูกตองของ
การตรวจจับท้ังหมด (%) ภาพใบหนา ภาพท่ีไมใชภาพใบหนา 
ครั้งที่ 1 25 28 88.33 
ครั้งที่ 2 22 28 83.33 
ครั้งที่ 3 22 29 85.00 
คาเฉลี่ย 23 28.33 85.55 
 
 ผลการตรวจจับใบหนาโดยใชเทคนิคเครือขายประสาทเทียมแสดงในตารางที่ 4.1 โดยทําการ
ทดสอบภาพที่เปนใบหนา 30 ภาพและภาพที่ไมใชใบหนา 30 ภาพจะใชเวลาในการประมวลผล 0.075 วินาที

















สีผิวที่ออกแบบใหหัวขอ 3.23.2.2 มาพัฒนาปรับปรุงใหดีข้ึนโดยใชโปรแกรม Matlab และทดสอบกับภาพน่ิง
ที่ไดจากฐานขอมูลจํานวน 5 ฐานขอมูลดังน้ี 
 California Institute of Technology (CIT) [26] เปนฐานขอมูลใบหนาทั้งหมด 450 
ภาพจาก 27 คน มีขนาด 896 × 592 พิกเซล ซึ่งแตละภาพจะมีพื้นหลัง และแสง
สวางที่แตกตางกัน 
 Bao Face [27] เปนฐานขอมูลใบหนาที่มีขนาดแตกตางกันประกอบดวยภาพใบหนา
เด่ียว 149 ภาพ และภาพใบหนากลุม 221 ภาพ แตเลือกเฉพาะสวนที่เปนใบหนา
เด่ียวมาใชทดสอบเพื่อใหเหมาะสมกับงานวิจัย 
 Essex [28] เปนฐานขอมูลใบหนาที่ไดจากคน 395 คน คนละ 20 ภาพ รวมทั้งหมด 
7900 ภาพ 
 Georgia Tech [29]  เปนฐานขอมูลใบหนาที่ไดจาก 50 คน คนละ 15 ภาพ แตละ
ภาพจะมีขนาด 640 × 480 พิกเซล ซึ่งเปนภาพที่มีแสงสวางที่แตกตางกัน 
 Webcam เปนฐานขอมูลใบหนาที่ไดจากกลองเว็บแคมทั้งหมด 200 ภาพ จาก 10 
คน มีขนาด 640 × 480 พิกเซล ซึ่งเปนฐานขอมูลที่ผูวิจัยไดสรางข้ึนเอง 
    ขอมูลเชิงเทคนิคของกลองเว็บแคม 
 รุน Logitech HD Pro Webcam C920 
 ความตองการของระบบ Windows Vista®, Windows® 7(32 บิต หรือ 64 บิต) 
หรือ Windows® 8 
 โปรเซสเซอร 2.4 GHz Intel® Core 2 Duo 
 หนวยความจํา 2 GB ข้ึนไป 
 พอรต USB 2.0 (USB 3.0) 
 สามารถบันทึกภาพไดในระดับ Full HD 1080p (สูงสุด 1920 x 1080 พิกเซล) 
 











ตรวจจับถูกตองและผิดพลาดดังแสดงในรูปที่ 4.8 (ก) และ (ข) ซึ่งมีความถูกตองเปน 100 และ 84.5 
เปอรเซ็นต ตามลําดับ 
 
           
(ก)                                                 (ข) 
รูปท่ี 4.8 เปรียบเทียบความถูกตอง 
ก) ถูกตอง 100 % 
ข) ถูกตอง 84.50 % 
 
ตารางท่ี 4.2: เปรียบเทียบรอยละความถูกตองระหวางวิธีการของ P. P. Paul and M. Gavrilova กับวิธีการ
ที่นําเสนอ 
ฐานขอมูลใบหนา วิธีการของ P. P. Paul and M. 
Gavrilova [12] 
วิธกีารตรวจจับใบหนาท่ีนําเสนอ 
1. CIT  91.2 95.04 
2. BaoFace  92.5 92.68 
3. Essex  93.7 93.79 
4. Georgia Tech  85.2 94.82 
5. Webcam  - 99.30 
คาเฉลี่ย 90.65 95.13 
 
 ความผิดพลาดในการตรวจจับใบหนาที่แสดงในรูปที่ 4.8 อาจมีสาเหตุมาจาก 
1. ภาพจากฐานขอมูลเปนภาพที่มีแสงสวางไมปกติ ซึ่งทําใหการคัดแยกดวยสีน้ันผิดพลาด




ตรวจจับผิดพลาด 1.72 เปอรเซ็นต 














รูปท่ี 4.9 แสดงเปอรเซ็นตการตรวจจับถูกตองและผิดพลาด 
 
  จะเห็นไดวาแสงสวางมีผลการตออัลกอริทึมการตรวจจับใบหนามากที่สุด ผูวิจัยจึงไดสราง
ฐานขอมูลใบหนาข้ึน โดยใชกลองที่มีการชดเชยแสงสวาง เมื่อนําภาพในฐานขอมูลน้ีมาทดสอบจะไดผลดัง
แสดงในรูปที่ 4.10 ซึ่งจะเห็นไดวาเมื่อมีการปญหาของแสงสวางในภาพโดยใชกลองที่มีการชดเชยแสง ทําให



















รูปท่ี 4.10 เปรียบเทียบรอยละของการตรวจจบัใบหนาที่ถูกตองและผิดพลาด 
 
  
            
 
        

























           
รูปท่ี 4.12 ตัวอยางการตรวจจบัใบหนาที่ผิดพลาด 
 
4.4 ผลการตรวจจับใบหนาโดยการคัดแยกสีผิวรวมกับเทคนิค MSRCR  
   ในการทดลองการตรวจจับใบหนาโดยการคัดแยกสีผิวจะทําการติดต้ังกลองเว็บแคมรุน 
















   
 
   
 
   
 
   
 
   
รูปท่ี 4.14 ภาพที่ใชในการทดสอบ 
 
 การทดสอบจะนําภาพขนาด 1920 x 1080 พิกเซลที่ไดจากกลองเว็บแคมรุน Logitech HD 
Pro Webcam C920 มาทดสอบตรวจจับใบหนาโดยใชการคัดแยกสีผิวจะพบวามีทั้งผลการตรวจจับที่ถูกตอง
และผลการจับที่ผิดพลาด จะนําภาพที่ตรวจจับผิดผลาดมาทําการปรับปรุงแสงสวางภายในภาพดวยเทคนิค 
MSRCR แลวนํากลับมาตรวจจับใบหนาโดยใชการคัดแยกสีผิวดังแผนภาพดังแสดงในรูปที่ 4.15 ซึ่งเปน
แผนภาพการปรับปรุงแสงสวางเมื่อโปรแกรมดึงเฟรมภาพจากวีดิทัศนจะทําการตรวจจับใบหนาโดยวิธีการคัด
แยกสีผิว เมื่อพบวามีการตรวจจับผิดพลาดจะนําเฟรมภาพน้ันมาปรับปรุงแสงสวางดวยเทคนิค MSRCR จะ
ไดผลการปรับปรุงดังแสดงในรูปที่ 4.16 ซึ่งรูปที่ 4.16 ก) เปนการปรับปรุงภาพที่มีแสงสวางนอยใหสวางมาก






















รูปท่ี 4.15 แผนภาพการตรวจจบัใบหนารวมกบัเทคนิค MSRCR 
 
 นําเทคนิค MSRCR มาชวยในการปรับปรุงแสงสวางในภาพที่มีการตรวจจับใบหนาโดยการคัด
แยกสีผิวแลวใหผลการตรวจจับผิดพลาด โดยการทดสอบจะทดสอบกับภาพวีดิทัศนที่ไดจากสภาพแสงสวาง
จริงขณะขับรถ มีความยาว 24.11 นาที อัตราเฟรม 30 ภาพตอวินาทีโดยจะดึงภาพมาประมวลผลทุก ๆ 10 
เฟรมภาพ จะไดภาพในการทดสอบทั้งหมด 4,341 ภาพ หลังจากนําภาพตรวจจับใบหนาแลวไดสุมเลือกภาพที่
มีการตรวจจับใบหนาผิดพลาดมา 500 ภาพเพื่อมาปรับปรุงแสงสวางโดยใชเทคนิค MSRCR แลวนําไป
ตรวจจับใบหนาโดยการคัดแยกสีผิวอีกครั้ง พบวาเทคนิค MSRCR ชวยปรับปรุงแสงสวางในภาพใหมีผลการ
ตรวจจับใบหนาถึง 463 ภาพดังตัวอยางแสดงรูปที่ 4.17 จะเห็นวาการตรวจจับใบหนาหลังการปรับแสงสวาง
แลวใหความถูกตองมากข้ึน และกราฟในรูปที่ 4.18 แสดงใหเห็นวาการตรวจจับใบหนาโดยการคัดแยกสีผิว
รวมกับเทคนิค MSRCR จะสามารถปรับปรงุภาพจากเดิมทีม่ีรอยละการตรวจจับถูกตอง 77.45 เปอรเซ็นตใหมี











   
ก) 
 
   
ข) 
รูปท่ี 4.16 ตัวอยางการปรับปรงุแสงสวางดวยเทคนิค MSRCR 
 ก) ปรับปรงุภาพที่มีแสงสวางนอยใหสวางมากข้ึน 
 ข) ปรับปรุงภาพทีม่ีแสงมากใหแสงสวางลดนอยลง 
 
 
    
ก)                                                         ข) 
รูปท่ี 4.17 เปรียบเทียบการตรวจจบัใบหนา 




















เว็บแคม Logitech HD Pro Webcam C920 ทั้งหมด 4,617ภาพแตละภาพมีขนาด 1920x1080 พิกเซล โดย
เปนการเก็บขอมูลภาพจากการใชงานจริง จากน้ันจะนําภาพที่ไดมาทําการประมวลผลในหองปฏิบัติการวิจัย
เพื่อทําการตรวจจับใบหนาโดยวิธีการคัดแยกสีผิว และทําการตรวจับดวงตาดวยวิธีการขีดเริ่มเปลี่ยน และ
วิธีการ Integral projection โดยมีผลการทดลองแสดงในตารางที่ 4.3 
 









Threshold 4,270 4,251 8,521 92.27 
































รูปท่ี 4.19 ภาพที่ใชในการทดสอบ 
 
 เมื่อนําภาพมาทดสอบการตรวจจับดวงตาดวยวิธีการต้ัง Threshold และวิธีการ Integral 
projection ไดผลการทดสอบดังตารางที่ 4.3 
  จากตารางที่ 4.3 จะเห็นวาวิธีการ Integral projection มีรอยละการตรวจจับถูกตอง 98.11 
เปอรเซ็นตซึ่งมากกวาวิธีการต้ัง Threshold  ที่มีรอยละการตรวจจับถูกตอง 92.27 เปอรเซ็นต โดยที่ใช
ฐานขอมูลเดียวกันดังตารางที่ 4.4 ดานซายเปนรูปจากการตรวจจับดวงตาดวยวิธีการต้ัง Threshold และ
ดานขวาเปนรูปจากการตรวจจับดวงตาดวยวิธีการ Integral projection การตรวจจับดวงตาดวยวิธีการต้ัง 
Threshold มีรอยละความถูกตองนอยกวาวิธีการ Integral projection อาจเกิดจากฐานขอมูลที่ใชมีแสงสวาง
เปลี่ยนแปลงตลอดเวลา เน่ืองจากภาพที่นํามาทดสอบไดจากสภาวะใชงานจริงขณะขับรถวิธีการต้ัง 




โดยรูป ก) เปนกราฟของ Horizontal integral projection และ Vertical integral projection ของภาพที่มี
แสงนอย และ ข) เปนกราฟของ Horizontal integral projection และ Vertical integral projection ของ
ภาพที่มีแสงมาก (โดยกราฟของ Horizontal integral projection แกน X คือพิกเซลในแนวแกนต้ัง และแกน 






เฟรมที่ 1522 เฟรมที่ 1934 
เฟรมที่ 2891 เฟรมที่ 2503 เฟรมที่ 2107 
เฟรมที่ 1293 










ผลรวมคาความเขมของพิกเซลในแนวแกนนอน และแกน Y คือ พิกเซลในแนวแกนนอน) สังเกตไดวาบริเวณที่
มีผลรวมของคาความเขมตํ่ากวาบริเวณอื่นของทุก ๆ กราฟจะเปนบริเวณของมานตา 
 
ตารางท่ี 4.4: เปรียบเทียบการตรวจจับดวงตาดวยวิธีการต้ังคาขีดเริ่มเปลี่ยนและ   Integral projection 




































รูปท่ี 4.20 เปรียบเทียบกราฟ Integral projection ของภาพดวงตา 
 ก) กราฟของ Horizontal integral projection และ  
Vertical integral projection ของภาพที่มีแสงนอย 
ข) กราฟของ Horizontal integral projection และ  











 ในการตรวจจับอาการงวงนอนจะเริม่จากการคํานวณคา PERCLOS โดยสามารถคํานวณไดจาก
กราฟเปอรเซ็นตของการปดตาในการกระพริบตาแตละครั้งดังแสดงในรูปที่ 4.21 รูป ก) เปนกราฟเปอรเซ็นต
ของการปดตาเทียบกับเฟรมเวลาขณะต่ืนตัว และ ข) เปนกราฟเปอรเซ็นตของการปดตาเทียบกับเฟรมเวลา
ขณะงวงนอน โดยกราฟเสนสีแดงคือรอยละการปดตา 80 เปอรเซ็นตและกราฟเสนที่เขียวคือรอยละการปดตา 
20 เปอรเซ็นตคา PERCLOS คํานวณไดดังสมการที่ (3.17) จากน้ันจะใชวิธีการคาดเดาอาการงวงนอน 2 วิธี 
ดังไดนําเสนอในหัวขอที่ 3.4 เพื่อคาดเดา และแจงเตือนผูขับข่ีรถยนตตอไป 
 
 
ก)                                                        ข) 
 















 1) ผลการตรวจจับอาการงวงนอนจากการคาดเดาอาการงวงนอนวิธีการท่ี 1 
 ในการคาดเดาอาการงวงนอนวิธีการที่ 1 ผูวิจัยไดนําวิธีการคํานวณ PERCLOS มาใชคาดเดา
อาการงวงนอนของผูขับข่ีรถยนต ตามรายละเอียดการออกแบบระบบตรวจจบัอาการงวงนอนที่นําเสนอไปแลว
ในหัวขอที่ 3.4 โดยเมื่อระบบพบวามีคา PERCLOS มากกวา 0.4 หรือมีการปดตานานเกิน 3 วินาทีระบบจะ
คาดเดาไดวาผูทดสอบหรือผูขับรถมีอาการงวงนอน โดยผูวิจัยไดใชฐานขอมูลจากเว็บแคม Logitech HD Pro 
Webcam C920 ที่มีเฟรมภาพขนาด 1920x1080 พิกเซลซึ่งประกอบดวยวีดิทัศนที่ผูขับข่ีต่ืนตัวหรือรูสึกตัว 
(Wake) และที่ผูขับข่ีเมื่อยลา (Fatigue) และงวงนอน (Sleepiness) แตละวีดิทัศนมีความยาว 20 นาทีมาใช
ในการทดสอบประสิทธิภาพของระบบ โดยมีผลการตรวจจับอาการงวงนอนดังกราฟรูปที่ 4.22 ถึง รูปที่ 4.23
แสดงกราฟ PERCLOS ในขณะที่ผูขับรถต่ืนตัวหรือรูสึกตัวของขวาและตาซายตามลําดับ โดยที่แกน X คือ
เฟรมภาพ และแกน Y คือคา PERCLOS และรูปที่ 4.24 ถึง รูปที่ 4.25 แสดงกราฟ PERCLOS ในขณะที่ผูขับ
รถเมื่อยลาและงวงนอนของขวาและตาซายตามลําดับ โดยที่แกน X คือเฟรมภาพ และแกน Y คือคา 
PERCLOS โดยกราฟเสนสีนํ้าเงินคือคา PERCLOS และเสนสีแดงคือ คา PERCLOS เทากับ 0.4 
 
 












รูปท่ี 4.23 กราฟ PERCLOS ของตาซายในขณะที่ผูทดสอบต่ืนตัว 
 
 











รูปท่ี 4.25 กราฟ PERCLOS ของตาซายในขณะที่ผูทดสอบงวงนอน 
  
จากผลการคํานวณ PERCLOS และการคาดเดาอาการงวงนอนของวิธีการที่ 1 สามารถจําแนกระดับอาการงวง
นอนเปนรอยละดังตารางที่ 4.5  
 
ตารางท่ี 4.5: ผลการตรวจจับอาการงวงนอนในวิธีการที่ 1 ซึ่งใชระดับของ PERCLOS ที่กําหนดโดยงานวิจัย  



















PERCLOS < 0.4 
85.05 89.66 87.355 53.65 60.53 57.095 
2.งวงนอน 
PERCLOS >=0.4 













งวงนอน พบวาระบบมีการแจงเตือนผูขับรถยนตจํานวน 33 ครั้งจากการคํานวณหาคา PERCLOS ทั้งหมด 79 
คาคิดเปน 41.77 เปอรเซ็นต โดยแกนต้ังคือการแจงเตือนที่เกิดข้ึน โดย 0 ไมมีการแจงเตือน (0 is No alarm) 
และ 1 มีการแจงเตือน (1 is Alarm) และแกนนอนคือ เฟรมที่นํามาประมวลผลแจงเตือนจากคา PERCLOS 




รูปท่ี 4.26 การแจงเตือนผูทดสอบเมื่อมีอาการงวงนอนในวีดิทัศน 
ที่ผูทดสอบมีอาการงวงนอน (PERCLOS > 0.4) 
 
 ในกรณีการทดสอบพบวาระบบมีการแจงเตือนเกิดข้ึนเมื่อทดสอบกับวีดิทัศนที่ผูทดสอบมี
อาการต่ืนตัวหรือรูสึกตัว ระบบมีการแจงเตือนผูขับรถยนตจํานวน 24 ครั้งจากการคํานวณหาคา PERCLOS 














รูปท่ี 4.27 การแจงเตือนผูทดสอบเมื่อมีอาการงวงนอนในวีดิทัศน 
ที่ผูทดสอบมีอาการต่ืนตัว (PERCLOS > 0.4) 
 
 จากกราฟในรูปที่ 4.22 และ รูปที่ 4.23 จะเห็นวาคา PERCLOS ที่ไดจากการกระพรบิตาแตละ
ครั้งสวนมากจะมีคาตํ่ากวา 0.4 หรือตํ่ากวา 40 เปอรเซ็นต และกราฟในรูปที่ 4.24 และรูปที่ 4.25 จะมีคา 




หรือรูสึกตัว จะมีอาการงวงนอนเพียง 12.645 เปอรเซ็นต 
 
 2) ผลการตรวจจับอาการงวงนอนจากการคาดเดาอาการงวงนอนวิธีการท่ี 2 
 ในการคาดเดาอาการงวงนอนวิธีการที่ 2 ผูวิจัยไดนําวิธีการคํานวณ PERCLOS มาใชคาดเดา
อาการงวงนอนของผูขับข่ีรถยนต 3 ระดับ ตามรายละเอียดการออกแบบระบบตรวจจับอาการงวงนอนที่
นําเสนอไปแลวในหัวขอที่ 3.4 ดังน้ีคือ 
 ระดับที่ 1 ต่ืนตัวหรือรูสึกตัว (Wake) เปนชวงที่มี PERCLOS ตํ่ากวา 15 เปอรเซ็นต 
 ระดับที่ 2 เมื่อยลา (Fatigue) เปนชวงที่มี PERCLOS อยูระหวาง 15-23 เปอรเซ็นต 










โดยผูวิจัยไดใชฐานขอมูลจากเว็บแคม Logitech HD Pro Webcam C920 ที่มีเฟรมภาพขนาด 1920x1080 
พิกเซลซึ่งประกอบดวยวีดิทัศนที่ผูขับข่ีต่ืนตัวหรือรูสึกตัว (Wake) และที่ผูขับข่ีเมื่อยลา (Fatigue) แตละวีดิ
ทัศนมีความยาว 20 นาทีมาใชในการทดสอบประสิทธิภาพของระบบซึ่งมีผลการตรวจจับอาการงวงนอนดัง
กราฟในรูปที่ 4.28 ถึง รูปที่ 4.29 โดยนําเสนอกราฟ PERCLOS ในขณะที่ผูขับรถต่ืนตัวหรือรูสึกตัวของขวา
และตาซายตามลําดับ โดยที่แกน X คือเฟรมภาพ และแกน Y คือคา PERCLOS และรูปที่ 4.30 ถึง รูปที่ 4.31
แสดงกราฟ PERCLOS ในขณะที่ผูขับรถเมื่อยลาและงวงนอนของขวาและตาซายตามลําดับ โดยแกน X คือ
เฟรมภาพ และแกน Y คือคา PERCLOS โดยเสนกราฟสีนํ้าเงินคือคา PERCLOS เสนกราฟสีเขียวคือ คา 
PERCLOS เทากับ 0.23 และเสนกราฟสีเหลืองคือ คา PERCLOS เทากับ 0.15 
 
 











รูปท่ี 4.29 กราฟ PERCLOS ของตาซายในขณะที่ผูทดสอบต่ืนตัว 
 
 











รูปท่ี 4.31 กราฟ PERCLOS ของตาซายในขณะที่ผูทดสอบงวงนอน 
 
 ผลการคํานวณ PERCLOS และคาดเดาอาการงวงนอนในวิธีการที่ 2 สามารถจําแนกระดับ
อาการงวงนอนเปนรอยละดังตารางที่ 4.6 ดังน้ี 
 
ตารางท่ี 4.6: ผลการตรวจจับอาการงวงนอนในวิธีการที่ 2 ซึ่งใชระดับของ PERCLOS ที่กําหนดโดยงานวิจัย  

















PERCLOS < 0.15 
34.58 28.97 31.775 29.27 30.36 29.815 
2.เมื่อยลา 
0.15 < PERCLOS < 0.23 
19.63 29.91 24.77 14.63 33.93 48.56 
3.งวงนอน 
PERCLOS > 0.23 











งวงนอนจํานวน 38 ครั้งจากการคํานวณหาคา PERCLOS ทั้งหมด 79 คาคิดเปน 48.10 เปอรเซ็นตในเฟรม
ตาง ๆ ดังรูปที่ 4.32 โดยแกนต้ังคือการแจงเตือนที่เกิดข้ึน โดย 0 ไมมีการแจงเตือน (0 is No alarm) และ 1 
มีการแจงเตือน (1 is Alarm) และแกนนอนคือ เฟรมที่นํามาประมวลผลแจงเตือนจากคา PERCLOS ซึ่ง
สอดคลองกับสถานการณจริง ๆ ของผูขับรถในวีดิทัศนดังกลาวคือ เมื่อผูขับข่ีรถยนตมีอาการงวงนอนก็ควรจะ
ถูกระบบทําการแจงเตือนบอย ๆ  
 
 
รูปท่ี 4.32 การแจงเตือนผูทดสอบเมื่อมีอาการงวงนอนในวีดิทัศน 
ที่ผูทดสอบมีอาการงวงนอน (PERCLOS > 0.23) 
 
 และผลการทดสอบในกรณีที่ผูทดสอบมีอาการต่ืนตัวหรือรูสึกตัว พบวามีการแจงเตือนผูขับ
รถยนตจํานวน 77 ครั้งจากการคํานวณหาคา PERCLOS ทั้งหมด 194 คาคิดเปน 39.69 เปอรเซ็นตในเฟรม
ตาง ๆ ดังรูปที่ 4.33 ซึ่งพบวาผลการทดสอบไมสอดคลองกับสถานการณจริง ๆ ของผูขับรถในวีดิทัศนดัง













รูปท่ี 4.33 การแจงเตือนผูทดสอบเมื่อมีอาการงวงนอนในวีดิทัศน 
ที่ผูทดสอบมีอาการต่ืนตัว (PERCLOS > 0.23) 
 
 อยางไรก็ตามการต้ังคาระดับในการคาดเดาอาการงวงนอนทั้ง 2 วิธีดังกลาว สามารถ
ปรับเปลี่ยนไดโดยทําการทดลองหลาย ๆ ครั้งและเก็บรวบรวมขอมูลจนสามารถต้ังคาระดับที่เหมาะสมจน
สามารถใชในการคาดเดาไดวาผูทดสอบหรือผูขับรถมีอาการงวงนอนจริง 
 จากการเก็บขอมูล และวิเคราะหผลขอมูล นักวิจัยไดทําการประยุกตวิธีการคาดเดาอาการงวง
นอนโดยนําระดับการต้ังคา PERCLOS ของวิธีการที่ 1 และวิธีการที่ 2 มาปรับต้ังระดับใหมใหเหมาะสมโดย
นําเสนอดังตารางที่ 4.7 
 
ตารางท่ี 4.7: ระดับคา PERCLOS ที่มีการปรับระดับใหม 
ระดับท่ี คา PERCLOS ในวิธีการท่ี 2 คา PERCLOS ท่ีมีการปรับระดับใหม 
1 ต่ืนตัวหรือรูสกึตัว (Wake) ตํ่ากวา 15 เปอรเซ็นต ตํ่ากวา 15 เปอรเซ็นต 
2 เมื่อยลา (Fatigue) อยูระหวาง 15-23 เปอรเซ็นต อยูระหวาง 15-40 เปอรเซ็นต 














เมื่อนําคา PERCLOS ที่มีการปรับระดับใหมตามตารางที ่4.7 มาใชในการคาดเดาอาการงวงนอนโดยใชวีดิทัศน
ชุดเดิมจะไดผลการทดลองดังตารางที่ 4.8  
 

















PERCLOS < 0.15 
53.27 49.43 51.35 36.59 50.00 43.295 
2.เมื่อยลา 
0.15 < PERCLOS < 0.4 
31.78 40.23 36.005 17.07 10.53 13.800 
3.งวงนอน 
PERCLOS > 0.4 
14.95 10.34 12.645 46.34 39.47 42.905 
 
 จากการทดสอบพบวาระบบมีการแจงเตือนเกิดข้ันเมื่อทดสอบกับวีดิทัศนชุดเดิมที่ผูทดสอบมี
อาการงวงนอน พบวาระบบมีการแจงเตือนผูขับรถยนตจํานวน 33 ครั้งจาการคํานวณหาคา PERCLOS 
ทั้งหมด 79 คาคิดเปน 41.77 เปอรเซ็นต โดยแกนต้ังคือการแจงเตือนที่เกิดข้ึน โดย 0 ไมมีการแจงเตือน (0 is 
No alarm) และ 1 มีการแจงเตือน (1 is Alarm) และแกนนอนคือ เฟรมที่นํามาประมวลผลแจงเตือนจากคา 













รูปท่ี 4.34 การแจงเตือนผูทดสอบเมื่อมีอาการงวงนอนในวีดิทัศน 
ที่ผูทดสอบมีอาการงวงนอน (PERCLOS > 0.4) 
 
 และผลการทดสอบในกรณีที่ผูทดสอบมีอาการต่ืนตัวหรือรูสึกตัว พบวามีการแจงเตือนผูขับ
รถยนตจํานวน 24 ครั้งจากการคํานวณหาคา PERCLOS ทั้งหมด 194 คาคิดเปน 12.37 เปอรเซ็นตในเฟรม
ตาง ๆ ดังรูปที่ 4.35 ซึ่งพบวาผลการทดสอบสอดคลองกับสถานการณจริง ๆ ของผูขับรถในวีดิทัศนดังกลาวคือ 











รูปท่ี 4.35 การแจงเตือนผูทดสอบเมื่อมีอาการงวงนอนในวีดิทัศน 











ของแสงสวางตลอดเวลาจึงตองมีการนําเอาเทคนิค Retinex มาชวยในการปรับแสงสวาง จากผลการทดลอง
จะเห็นวา Retinex สามารถชวยใหรอยละการตรวจจับใบหนาโดยการคัดแยกสีผิวเพิ่มข้ึน และในหัวขอตอมา
เปนผลการตรวจจับดวงตาดวยวิธีการต้ัง Threshold และวิธีการ Integral projection จากผลการทดลอง












ดวงตาในสถานการณดังกลาว สวนวิธีการ Integral projection จะเหมาะสมกับการตรวจจบัดวงตาในภาพทีม่ี
แสงสวางที่เปลี่ยนแปลงตลอดเวลามากกวา เน่ืองจากวิธีการน้ีเปนการหาผลรวมของคาความเขมของพิกเซลใน
แนวแกนต้ังและแกนนอนไมวาแสงสวางจะมากหรือนอยบริเวณของมานตาจะมีผลรวมของคาความเขมตํ่ากวา

















 งานวิจัยน้ีนําเสนอระบบเฝาติดตามอาการงวงนอน ซึ่งไดออกแบบการตรวจจับใบหนา การ
ตรวจจับดวงตา เพื่อคํานวณรอยละการหลับตาที่สามารถคาดเดาถึงอาการงวงนอนของผูขับข่ีรถยนต สามารถ
สรุปงานวิจัยทั้งหมดไดดังน้ี 
 ในงานวิจัยน้ีไดออกแบบการตรวจจับใบหนา 2 วิธี โดยวิธีการแรกเปนการตรวจจับใบหนาโดย
ใชเครือขายประสาทเทียมซึ่งเปนการนําฐานขอมูลภาพใบหนาและภาพที่ไมใชใบหนาขนาด 200 x 200 พิก
เซล อยางละ 100 ภาพมาทําการสกัดลักษณะเดนดวยวิธีการวิเคราะหสวนประกอบสําคัญและการแปลงเวฟ
เล็ตแบบดีสครีทกอนที่จะนํามาใหเครือขายประสาทเทียมรูจําและไดคานํ้าหนักเพื่อนําไปใชตรวจจับใบหนา
ตอไป และวิธีการที่สองเปนการตรวจจับใบหนาโดยการคัดแยกสีผิวซึ่งเปนการคัดแยกสีผิวเปนการตรวจจับ
ใบหนาที่ใชชวงสีผิวที่อยูในปริภูมิสี RGB และ HSV โดยมีการนําวิธีการประมวลผลภาพดิจิตอล (Digital 
Image Processing: DIP) มาใชในการประมวลผล การตรวจจับใบหนาโดยการคัดแยกสีผิวมีรอยละการ
ตรวจจับที่ถูกตองมากกวาการตรวจจับใบหนาโดยใชเครือขายประสาทเทียมโดยการตรวจจบัใบหนาโดยการคัด
แยกสีผิวมีผลการตรวจจับถูกตองเฉลี่ย 95.13 เปอรเซ็นตและการตรวจจับใบหนาโดยใชเครือขายประสาท






เทคนิค Multi-scale retinex with color restoration (MSRCR) มาใชในการปรับคาแสงสวางในภาพให
เหมาะสมกอนที่จะทําการตรวจจับใบหนา 
 ในงานวิจัยน้ีไดออกแบบการตรวจจับดวงตา 2 วิธี โดยวิธีแรกคือ การตรวจจับดวงตาดวย
วิธีการต้ังคาขีดเริ่มเปลี่ยนซึ่งเปนการคนหาบริเวณของมานตาจากลักษณะเฉพาะของดวงตาที่มีความเขมของ
มานตาจะเขมกวาบริเวณอื่น และวิธีการที่สองคือ การตรวจจับดวงตาดวยวิธีการ Integral projection ซึ่งเปน
การเปนการคนหาตําแหนงของมานตาโดยการหาผลรวมของคาของพิกเซลของภาพระดับสีเทาในทั้งแกนต้ัง
และแกนนอน การตรวจจับดวงตาโดยเทคนิค Integral projection มีรอยละการตรวจจับที่ถูกตองมากกวา



















ตา หรือ PERCLOS โดยมีเงื่อนไขในการตัดสินได 2 วิธี ไดแก วิธีการแรกเปนการคาดการระดับของอาการงวง
นอนจากคา PERCLOS เมื่อมีคา PERCLOS มากกวา 0.4 หรือมีการปดตานานเกิน 3 วินาที วิธีการที่สองจะ 
เปนการแบงระดับของอาการงวงนอน 3 ระดับ คือ ระดับที่ 1 ต่ืนตัวหรือรูสึกตัว (Wake) เปนชวงที่มี 
PERCLOS ตํ่ากวา 15 เปอรเซ็นต ระดับที่ 2 เมื่อยลา (Fatigue) เปนชวงที่มี PERCLOS อยูระหวาง 15-23 
เปอรเซ็นต ระดับที่ 3 งวงซึม (Sleepiness) เปนชวงที่มี PERCLOS สูงกวา 23 เปอรเซ็นต และเมื่อผูวิจัยได
ทดสอบและเก็บรวบรวมขอมูลจนไดปรับระดับของคา PERCLOS ใหมโดยประยุกตใชแนวทางของวิธีการที่ 1 
และวิธีการที่ 2 มาทําการปรับต้ังระดับการแจงเตือนใหมเปนระดับที่ 1 ต่ืนตัวหรือรูสึกตัว (Wake) เปนชวงที่มี 
PERCLOS ตํ่ากวา 15 เปอรเซ็นต ระดับที่ 2 เมื่อยลา (Fatigue) เปนชวงที่มี PERCLOS อยูระหวาง 15-40 
เปอรเซ็นต ระดับที่ 3 งวงซึม (Sleepiness) เปนชวงที่มี PERCLOS สูงกวา 40 เปอรเซ็นตทําใหผลการ





1. พัฒนาอัลกอริทึมการตรวจจับอาการงวงนอนน้ีกับอุปกรณเคลื่อนที่ (Mobile devices) 
เชน สมารทโฟน (Smart phone) และแท็บเล็ต (Tablet) ซึ่งเปนอุปกรณเคลื่อนที่ที่นิยมใชกันแพรหลายและ
ราคาไมสูงมาก 
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