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Abstract
The Fractional Fourier Transform (FrFT) has widespread applications in areas like
signal analysis, Fourier optics, diffraction theory, etc. The Holomorphic Fractional
Fourier Transform (HFrFT) proposed in the present paper may be used in the same
wide range of applications with improved properties. The HFrFT of signals spans a
one-parameter family of (essentially) holomorphic functions, where the parameter takes
values in the bounded interval t ∈ (0, pi/2). At the boundary values of the parameter,
one obtains the original signal at t = 0 and its Fourier transform at the other end
of the interval t = pi/2. If the initial signal is L2, then, for an appropriate choice of
inner product that will be detailed below, the transform is unitary for all values of the
parameter in the interval. This transform provides a heat kernel smoothening of the
signals while preserving unitarity for L2-signals and continuously interpolating between
the original signal and its Fourier transform.
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1 Introduction and Results
In the present paper, we propose an holomorphic version of the Fractional Fourier Transform
which will be a one-parameter family of functional transforms that interpolate between a
function in L2(R, dx) and its Fourier transform. At intermediate values of the parameter the
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transform will yield, up to a multiplicative common factor, holomorphic functions on the
complex plane.
Recall that the Fractional Fourier transform (FrFT) [Co] is a group of unitary transforms,
Ft : L2(R) −→ L2(R), t ∈ R,
periodic in t with period pi, interpolating continuously from the identity at values t = 0, to
the Fourier transform at t = pi
2
and satisfying the group property,
Ft ◦ Fs = Ft+s .
The Fractional Fourier Transform (FrFT) has widespread applications in many areas of
physics and engineering like signal analysis, Fourier optics, diffraction theory, etc. (see e.g.
[Al, Co, DeB, OKM, Z]).
Our contribution in this work is two-fold:
i) Propose a family of holomorphic Fractional Fourier Transforms (HFrFT), At, t ∈ [0, pi2 ],
which may be used in the same wide range of applications as the FrFT but with im-
proved properties, as the HFrFT of signals span a one-parameter family of holomorphic
functions, with the original signal and its Fourier transform being the boundary values
of the family, at t = 0 and t = pi
2
respectively. If the initial signal is L2 then the
transform is unitary for all values of the parameter in the interval. This transform
provides a heat kernel smoothening of the signals and of their Fourier transforms while
preserving unitarity for L2-signals and continuously interpolating between the original
signal and its Fourier transform.
ii) We show that the family of HFrFT transforms includes the original Segal–Bargmann
transform, which is attained at the value t = pi/4. The Segal-Bargmann transform has
been applied to signal analysis before (see, for example, [SV]), where the use of the
machinery of holomorphic function theory allows for nice inversion formulas and for the
definition of numerically useful truncations. Recall that the original Segal-Bargmann
transform is, in fact, a particular member of a natural continuous one-parameter family
of holomorphic transforms, SBs, labelled by s > 0. While this fact has apparently not
been used in signal analysis, its relevance in that context is indicated by the fact that
as s→ +∞ the transforms SBs approach the Fourier transform [KW].
In fact, in Theorem 3.2, we show that for s = tan(t), and up to a signal-independent
factor, At coincides with SBs. In the geometric context of [KMNT] where the trans-
forms At arise and that we very briefly describe below, this corresponds to a highly
non-trivial operator identity. Therefore, it becomes very natural, in the context of the
Segal-Bargmann transform, to consider the parameter t = arctan (s) taking values in
t ∈ [0, pi
2
], such that at the finite value t = pi
2
the Fourier transform is attained. The
family of holomorphic transforms that we describe below corresponds, in fact, to this
reparametrization of the family of Segal-Bargmann transforms, making the fact that
they are HFrFT much more suggestive.
Therefore, while the usual FrFT takes L2 functions to L2 functions, the HFrFT that we
are proposing maps L2 signals to functions which, for t ∈ (0, pi
2
) and up to a common factor,
2
are holomorphic in the complex plane. At t = pi
2
we recover the Fourier transform of the L2
signal.
The following observations will not be used in the main text but we include them to
explain the context in which the HFrHF arises. The original motivation for introducing
the HFrFT [KMNT] comes from the field of geometric quantization. In fact, by examining
explicit formulae, for example in [Co, DeB], one can check that the FrFT can be naturally
interpreted as relating quantizations of the symplectic plane with wave functions (essentially)
depending on rotated (polarized, in the terminology of geometric quantization) arguments
ψ0(x) 7→ ψ˜t(x, p) = ψt(cos(t)x+ sin(t)p) . (1.1)
This thansform includes a functional change ψ0 7→ ψt and a rotation of the initial argument
x by the flow ϕt generated by the harmonic oscillator Hamiltonian, H =
1
2
(p2 + x2),
ϕ∗t (x) = cos(t)x+ sin(t)p . (1.2)
For t = pi/2 one gets the usual Fourier transform, while, for instance, values tk = pi/2k
are interpreted as kth roots of the Fourier transform. The level sets of ψt are lines which
rotate counter-clockwise with t, starting with vertical lines parallel to p−axis at t = 0, which
corresponds to the x−dependent wave functions of usual Schro¨dinger quantization, and
becoming horizontal lines parallel to the x−axis at t = pi
2
as appropriate for the p−dependent
wave functions of quantization in momentum space. The different axis in the (x, p) plane
which appear in the FrFT are therefore generated by the Hamiltonian flow of the harmonic
oscillator. The explicit form of the FrFT then follows by applying methods of geometric
quantization (for example as in [FMMN, KW, KMN13, KMNT]).
By considering Hamiltonian flows analytically continued to complex time [Th96, Th07,
HK, MN15], or flows associated with complex Hamiltonians, one can deform continuously
wave functions depending on x, i.e. in Schro¨dinger quantization, to wave functions depending
holomorphically on a complex coordinate on the plane. These holomorphic wave functions
give Hilbert spaces of so-called coherent states and, for quadratic Hamiltonians, they satisfy
appropriate L2 conditions on the plane, ensuring that the deformation is unitary. For the
HFrFT that we propose in this paper, we consider the analytic continuation to complex time
of the Hamiltonian flow of the hyperbolic Hamiltonian H = 1
2
(p2 − x2) [KMNT]. The real
time evolution of the function x under the flow ϕ˜t generated by this Hamiltonian is
ϕ˜∗t (x) = cosh(t)x+ sinh(t)p .
We see that by rotating t to the imaginary axis we get
ϕ˜∗−it(x) = cos(t)x+ i sin(t)p , (1.3)
a periodic rotation very similar to the one of (1.2) but with the crutial difference that it
takes place on the (x, ip)–plane instead of the (x, p)–plane. For t ∈ (0, pi/2) the variable
cos(t)x+ i sin(t)p is associated with a Ka¨hler polarization with holomorphic wave functions,
while for t = 0 and t = pi/2 the polarizations are real and coincide with the Schro¨dinger
(functions of x) and the momentum representation (functions of p).
3
2 Holomorphic fractional Fourier transforms
Consider the usual inner product1 in L2(R, dx) normalized as
〈f1, f2〉 =
√
pi
∫
R
f¯1(x)f2(x)dx. (2.1)
As in [GrSc12, GKRS, KMNT], let us consider an overcomplete system of normalized
Gaussian coherent states in L2(R, dx)
ψY (x) = pi
− 1
2 e−iP (x−Q)−
1
2
(x−Q)2 , Y = (P,Q) ∈ R2. (2.2)
The HFrFT defined below will take values in a space of functions on the (x, p)−plane
which, up to an overall common factor, are holomorphic with respect to appropriate complex
structures, as follows. For t ∈ (0, pi
2
), let us consider the holomorphic cordinate on the plane
wt = cos(t)x+ i sin(t)p.
Let us consider the measure
dµt =
√
sin(2t)
2
dx dp,
the Hilbert space L2(R2, dµt) and let
Ft(x, p) = e
(wt−w¯t)
2
4 sin (2t) = e−
tan(t)
2
p2.
Denoting by Holt the space of complex-valued wt-holomorphic functions on the plane, con-
sider the vector space of functions on the plane
Vt = {Ft · f | f ∈ Holt}.
We then have the following Hilbert space
Ht = Vt ∩ L2(R, dµt).
Therefore, elements in Ht are wt-holomorphic functions on the plane, up to a multiplicative
Gaussian factor Ft.
Let us now define the HFrFT2.
Definition 2.1 For t ∈ (0, pi
2
), the HFrFT
At : L
2(R, dx)→Ht,
is defined, in the overcomplete basis of coherent states (2.2), by
(At ψY ) (x, p) = αt e
−iPt(wt−Qt) e−
cot(pi4 +t)
2
(wt−Qt)2e−
tan(t)
2
w2t Ft (2.3)
= βt e
−iP (x−Q) e
− sin(t)(p−P )
2+cos(t)(x−Q)2+2i sin(t)(x−Q)(p−P )
2
√
2 sin(pi4 +t) ,
where
αt = (
√
2pi sin
(
pi
4
+ t
)
)−
1
2 e
sin (2t)
4
(P 2+Q2) ei sin
2(t)PQ,
βt = (
√
2pi sin
(
pi
4
+ t
)
)−
1
2
and Y = (P,Q) ∈ R2, Qt = cos(t)Q+ i sin(t)P , Pt = sin(t)Q+ i cos(t)P .
1The factor of
√
pi is inserted for convenience.
2In [KMNT], we used the notation Uτ with τ = it.
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While, here, we have defined the HFrFT on the overcomplete basis of simple Gaussian
coherent states, an intrinsic definition of the HFrFT can be obtained as follows. Namely, let
W ⊂ L2(R, dx) be the dense subpace given by the span of the normalized Gaussian coherent
states {ψY }Y ∈R2 . Then, intrinsically, one can define [KMNT]
At :W →Ht
by
At = e
tρ(H) ◦ e−tHˆ ,
where
ρ(H) = i
(
p
∂
∂x
+ x
∂
∂p
)
, Hˆ =
1
2
(
− ∂
2
∂x2
− x2
)
,
are two (first and second order, respectively) differential operators naturally associated to
the quantization of the hyperbolic Hamiltonian H(x, p) = 1
2
(p2 − x2), mentioned in the
Introduction, realizing a lifting of the canonical transformation in imaginary time (1.3) to
the space of quantum states.
We will also see below in Theorem 3.2 that the relation of the HFrFT with the Segal-
Bargmann transform (3.1), (3.2) could also be used to give an intrinsic definition of HFrFT.
Remark 2.2 Notice that the level sets of the modulus of the transformed Gaussians on
the (x, p)−plane are elipses whose major axis, for t ∈ (0, pi
4
), are vertical and decrease in
length as t increases, so that, as the elipses become circles, they become equal in length to
the horizontal minor axis at t = pi
4
. For t ∈ (pi
4
, pi
2
) the major axis becomes horizontal and
increases with t. As t→ 0 or t→ pi
2
the eccentricity converges to 1. At t = 0 the level sets
are vertical lines while at t = pi
2
they are horizontal lines. This is an holomorphic version of
and should be compared with the (usual non-holomorphic) FrFT where the vertical p−axis
rotates counter-clockwise to the horizontal x−axis through a family of straight lines, as
mentioned in the Introduction. ♦
We then have
Theorem 2.3 [KMNT]For each t ∈ (0, pi
2
), At is a unitary isomorphism of Hilbert spaces
L2(R, dx)
At∼= Ht.
By letting t approach the right-end of the interval, t → pi
2
, we obtain (up to phase) the
usual Fourier transform.
Definition 2.4 [KMNT] By allowing t = pi
2
in (2.3) we obtain (and define) for the Gaussian
coherent states(
Api
2
ψY
)
(p, x) := lim
t→pi
2
(At ψY ) (p, x) = pi
− 1
2 e−iP (x−Q) · e−i(x−Q)(p−P ) · e− 12 (p−P )2 , (2.4)
for Y = (P,Q).
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Consider now the Fourier transform
F : L2(R, dx) → L2(R, dp) (2.5)
f 7→ (F(f)) (p) = 1√
2pi
∫
R
eipx f(x)dx. (2.6)
By evaluating the Fourier transform of the Gaussian coherente states we establish
Proposition 2.5 [KMNT] The transformation Api
2
coincides, up to a phase, with the
Fourier transform, namely, for f ∈ L2(R, dx), we have(
Api
2
(f)
)
(x, p) = e−ipx (F(f)) (p).
Therefore, by taking
A0 = IdL2(R,dx),
we have a one-parameter family of unitary transforms, {At}t∈[0,pi
2
], such that for the t ∈ (0, pi2 )
the range is, essentially, a Hilbert space of holomorphic functions on the plane and Api
2
is,
up to a phase, the Fourier transform.
3 Relation to the classical Segal-Bargmann transform
As we now recall, the original Segal-Bargmann transform [B] is also contained in a one-
parameter family of transformations SBs, where s ∈ [0,+∞), with SB0 = IdL2(R,dx) [Ha00a,
Ha00b, Ha06, Dr, FMMN, KW].
Consider the complex structure on the plane given by the following holomorphic coordi-
nate
zs = x+ isp, s ∈ [0,+∞)
and let H˜ols be the space of zs-holomorphic functions on the plane.
Note that, for tan(t) = s, the coordinates wt, zs are holomorphic functions of each other,
wt = cos(t)zs,
so that indeed, for t, s obeying this relation, H˜ols = Holt.
Recall that the Segal-Bargmann transforms can be written as [Ha00a, Ha00b, Ha06]
SBs = Cs ◦ e s2∆, s ∈ [0,+∞), (3.1)
where ∆ is the Euclidian Laplacian on the plane and where Cs denotes analytic continuation
in the zs coordinate. The transform is therefore obtained by applying the heat kernel oper-
ator, which takes functions in L2(R, dx) to real-analytic functions, and then by analytically
continuing in zs.
For s > 0, let us consider the Hilbert space
H˜s = {f ∈ H˜ols |
√
s
∫
R2
f(zs)f(zs)e
−sp2dxdp <∞}.
Then,
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Theorem 3.1 [B, Ha00a, Ha00b, Ha06, Dr] For each s > 0, the transform SBs is a unitary
isomorphism of Hilbert spaces
L2(R, dx)
SBs∼= H˜s.
We then have the remarkable identity
Theorem 3.2 Let s > 0, t ∈ [0, pi
2
), be such that tan (t) = s. For Y ∈ R2 recall the Gaussian
states ψY in (2.2). Then,
At (ψY ) = (1 + s
2)
1
4 e−
s
2
p2SBs (ψY ) . (3.2)
Proof. In [KMNT], we consider a family of transforms Uτ depending on a parameter α.
The explicit expression for SBs(ψY ) can be obtained from the family of transforms Uτ by
taking a limit α→ 0 with τ = is. One then obtains, straightforwardly from [KMNT],
SBs (ψY ) (x, p) = (pi(1 + s))−
1
2 e
s
2
p2 e−iP (x−Q)e−
1
2
s
1+s
(p−P )2− 1
2
1
1+s
(x−Q)2−i s
1+s
(x−Q)(p−P ).
The result then follows by direct comparison of the exponents in the Gaussians, using the
relation s = tan(t).
Remark 3.3 From the perspective of [KMNT], Theorem 3.2 contains a highly non-trivial,
and surprising, realization of the Segal-Bargmann transforms. While, as described above,
SBs is given by the composition of the (smoothing) heat-kernel operator with the operator
of analytic continuation in the variable zs, the Theorem states that it can also be described
by the composition of an unbounded operator (associated to the hyperbolic Hamiltonian
H = 1
2
(p2 − x2)) and the operator of analytic continuation in the variable wt. ♦
It has been shown [KW] that in the limit s→ +∞, indeed, the Segal-Bargmann transform
SBs converges to the Fourier transform (up to a phase). The family of transforms
{SBs}s>0
is then also a family of holomorphic fractional3 Fourier transforms. However, in this case
the Fourier transform is reached only in the limit s → ∞. The geometric context of
[KMNT], however, as we described above, gives a motivation for taking seriously the simple
reparametrization
t = arctan(s),
so that t ∈ [0, pi
2
], with the Fourier transform now being reached in “finite time”.
One important point of this work is that while the fractional Fourier transforms of [Co]
give a family of transforms mapping L2 signals to L2 signals, the holomorphic version that
we are proposing takes L2 signals to a family of signals which are holomorphic on the plane
and, when t reaches the value pi
2
, one recovers the Fourier transformed signal. Therefore, for
t ∈ (0, pi
2
), we get a smoothening of the original signal.
Remark 3.4 While in this paper we have, for the sake of simplicity, considered signals in
L2(R, dx), it is clear that results and formulas generalize straightforwardly to L2(Rn, dnx).
♦
3“Fractional” in the parameter t = arctan(s).
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4 Explicit formulas in the basis of Hermite functions
In this Section we collect useful formulas for the transform SBs (or, equivalently, for the
transform At where s = tan(t)) and, in particular, we express it in a basis of Hermite
functions.
From [Ha00b], using the heat-kernel explicitly, one obtains, for f ∈ L2(R, dx),
(SBs(f)) (zs) = (2s)
− 1
2pi−
3
4
∫
R
e−
(zs−x)2
2s f(x)dx.
For s > 0, let us consider the orthonormal basis for L2(R, dx), {hsn}n∈N0 , given by the
Hermite functions
hsn(x) = as,nH
s
n(x)e
−x2
4s ,
where as,n = (2s)
− 1
4 (pin!)−
1
2s
n
2 and the Hermite polynomials are given by (see, for example,
[Ha00b, Ab])
Hsn(x) = s
−ne−
s
2
d2
dx2 · xn = (−1)nex
2
2s
dn
dxn
e−
x2
2s = s−n
(
x− s d
dx
)n
· 1.
Note that since e−
s
2
d2
dx2 is the inverse heat operator we have
SBs (H
s
n) = s
−nzns .
Proposition 4.1 We have for s > 0, n ∈ N0,
(SBs(h
s
n)) (zs) = ds,nz
n
s e
− z
2
s
6s ,
where ds,n = (−1)nas,ns−npi− 146− 123−n.
Proof. From the expression for SBs we obtain,
(SBs(h
s
n)) (zs) = as,n(2s)
− 1
2pi−
3
4
∫
R
e−
(zs−x)2
2s e−
x2
4s
((
x− s d
dx
)n
· 1
)
dx.
Using (
x+ s
d
dx
)
e−
1
2s
(
√
3
2
x−
√
2
3
zs)2 =
(
−1
3
zs +
s
2
d
dzs
)
e−
1
2s
(
√
3
2
x−
√
2
3
zs)2
and integrating by parts one obtains
(SBs(h
s
n)) (zs) = as,n(2s)
− 1
2pi−
3
4 e−
z2s
6s
(
−1
3
zs +
s
2
d
dzs
)n ∫
R
e−
1
2s
(
√
3
2
x−
√
2
3
zs)2dx,
from which the result follows by evaluating the Gaussian integral.
Therefore, given a signal f ∈ L2(R, dx) with expansion
f =
+∞∑
k=0
fnh
s
n,
8
we have
(SBs(f)) (zs) =
+∞∑
n=0
ds,nfnz
n
s e
− z
2
s
6s .
The inverse formula for SBs is (see, for example, Theorem 4 in [Ha06])
(
SB−1s g
)
(x) = 2−
1
2pi−
1
4s
1
2 lim
R→+∞
∫ R
−R
g(zs)e
−s p
2
2 dp.
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