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Chapitre 1
Introduction
Nous nous intéressons à trois problèmes distincts qui correspondent aux trois
chapitres de cette thèse : la caractérisation de certaines familles de corps de nom-
bres introduites par F. Amoroso dans [Amo1], la généralisation d’un travail de I.
Gaál et L. Robertson ([Ga-Ro]) sur la conjecture de Bremner, et l’étude des pro-
priétés d’une certaine famille d’unités. Dans les trois paragraphes suivants nous
décrivons brièvement les résultats principaux obtenus dans ces trois chapitres.
1.1 Familles de corps proches d’un corps CM .
Les résultats du deuxième chapitre sont en partie l’object de l’article [Ran1].
Soit K un corps de nombres de degré d ; notons ∆ son discriminant et EK
le groupe des unités de son anneau des entiers. Soit Γ le groupe des Q-automor-
phismes de K. Pour tout φ :=
∑
σ∈Γ φσσ ∈ Z[Γ], posons :
‖φ‖1 :=
∑
σ∈Γ
|φσ|
et, pour tout α ∈ K∗,
αφ :=
∏
σ∈Γ
(σα)φσ .
Notons aussi rφ le rang (sur Z) du groupe
EφK := {βφ, β ∈ EK}
et soit
δφ := min{h(u1) + h(u2) + . . .+ h(urφ)},
où h est la hauteur de Weil (logarithmique et absolue) et où le minimum est pris
sur les familles d’unités de EφK multiplicativement indépendantes.
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Dans [Amo1] F. Amoroso obtient un résultat ( [Amo1, proposition 3.1]) qui
entraîne une minoration pour l’exposant eK du groupe des classes d’idéaux d’un
corps de nombre K :
Théorème 1.1. Soit ε > 0 ; alors il existe une constante Cε > 0 telle que, sous
l’hypothèse de Riemann généralisée pour la fonction zêta du corps K,
eK ≥ Cεd
1−ε
‖φ‖1(log log |∆|+ rφ log(dδφ/rφ + 2)) (1.1)
avec la convention : rφ log(dδφ/rφ + 2) = 0 si rφ = 0.
Les techniques utilisées pour la démonstration de ce théorème sont une généra-
lisation de celles de l’article [Am-Dv], où F. Amoroso et R. Dvornicich obtiennent
des minorations pour l’exposant du groupe des classes d’idéaux d’un corps CM .
Les résultats du théorème 1.1 s’appliquent à des familles des corps K tels qu’il
existe φ ∈ Z[Γ] tel que :
‖φ‖1max{rφ, 1} log(dδφ/rφ + 2) = o(d). (1.2)
En particulier, il est nécessaire d’assurer
‖φ‖1max{rφ, 1} = o(d). (1.3)
Nous donnons alors la définition suivante :
Définition 1.2. Soit {Kn}n∈N une famille de corps de nombres ; notons Γn le
groupe des Q-automorphismes de Kn, dn := [Kn : Q] et supposons que
lim
n→+∞
dn = +∞.
Nous dirons que la suite {Kn}n∈N est une famille de corps proches d’un corps
CM (en abrégé PCM ) s’il existe des éléments non nuls φn ∈ Z[Γn] tels que :
lim
n→+∞
‖φn‖1max{rφn , 1}
dn
= 0. (1.4)
Remarquons que toute famille F := {Kn}n∈N de corps CM tels que
lim
n→+∞
[Kn : Q] = +∞
est PCM (paragraphe 2.1).
Un autre exemple remarquable de famille de corps PCM (voir [Amo2]) est
donné par les familles de corps G := {Q(αn)}n∈N, où αn est un nombre de Salem
de degré ≥ n.
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Le problème de caractériser les corps PCM se pose. Notre stratégie pour
donner une réponse repose sur l’étude des propriétés de certaines modules à droite
de C[G], où G est un groupe fini (paragraphe 2.3). Cette stratégie nous donne
une réponse dans le cas des corps de nombres totalement réels ; plus précisement
(paragraphe 2.4) nous démontrons le résultat suivant :
Corollaire 1.3. Aucune famille de corps totalement réels n’est une famille de
corps PCM .
Nous considérons aussi le cas (paragraphe 2.6) des familles d’extensions ga-
loisiennes de Q imaginaires. Dans ce cas nous donnons seulement une réponse
partielle.
Soit K/Q une extension finie galoisienne totalement imaginaire. Alors si nous
fixons un plongement de K dans C, il existe une involution1 ι ∈ Gal(K/Q) tel
que ι(α) = α pour tout α ∈ K. Un tel élément dépend du plongement choisi. Plus
précisément si τ est une involution de Gal(K/Q) alors il existe un plongement de
K dans C tel que τ(α) = α pour tout α ∈ K si et seulement si τ ∈ Cι, où Cι
est la classe de conjugaison de ι. Dorénavant nous appellerons les éléments de Cι
conjugaisons complexes.
Soit maintenant {Kn}n∈N une famille de corps de nombres totalement ima-
ginaires telle que Kn/Q est une extension galoisienne ; notons Cιn la classe de
conjugaison des conjugaisons complexes de Gal(Kn/Q). Le fait qu’une telle fa-
mille soit une famille de corps PCM est très lié à certaines propriétés de Cιn et
de Hn := 〈Cιn〉. Pour préciser ces propriétés nous avons besoin de la définition
suivante :
Définition 1.4. Soit G un groupe fini d’ordre pair, soit ι une involution de G et
supposons que la classe de conjugaison Cι de ι engendre G. Nous dirons que G
est bien Cι-décomposable s’il existe un homomorphisme f : G → Z/2Z tel que
f(τ) = −1 pour tout τ ∈ Cι.
Grâce à l’étude des propriétés des groupes bien Cι-décomposables nous ob-
tenons des critères pour établir si une famille d’extensions galoisiennes imagi-
naires de Q est une famille de corps PCM . Soit {Kn}n∈N une suite de corps de
nombres totalement imaginaires telle que Kn/Q est une extension galoisienne ;
notons Gn := Gal(Kn/Q), soit Cιn la classe de conjugaison des conjugaisons
complexes de Gn et posons Hn = 〈Cιn〉. Nous montrons :
Théorème 1.5. Supposons qu’il existe n0 ∈ N tel que Hn est bien Cιn-décom-
posable pour tout n ≥ n0. Si |Hn| = o(|Gn|) pour n qui tend vers +∞, alors la
suite {Kn}n∈N est une famille de corps PCM .
1i.e. un élément d’ordre 2.
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Théorème 1.6. Supposons qu’il existe une constante c et un entier positif n0 tels
que |Cιn| ≤ c et queHn n’est pas bienCιn-décomposable pour tout entier n > n0.
Alors {Kn}n∈N n’est pas une famille de corps PCM .
Soit K/Q une extension finie galoisienne totalement imaginaire. Toujours
grâce à l’étude des propriétés des groupes bien Cι-décomposables nous détermi-
nons aussi l’idéal des éléments de Z[Gal(K/Q)] qui annulent le groupe des unités
de l’anneau des entiers de K (paragraphe 2.5). De plus nous construisons un cri-
tère pour établir si K contient un corps CM ; plus précisément nous montrons :
Théorème 1.7. Soit K/Q une extension galoisienne totalement imaginaire de
groupe de Galois G, soit Cι la classe de conjugaison des éléments de G qui re-
présentent la conjugaison complexe ; notons H = 〈Cι〉 et posons
I := {φ ∈ Z[G] t.q. rφ = 0}.
Alors si H n’est pas bien Cι-décomposable :
I =
(∑
σ∈G
σ
)
et K ne contient aucun corps CM .
Si par contre H est bien Cι-décomposable et N est le groupe des éléments de
H qui sont Cι-pairs, nous avons
I =
(∑
σ∈N
σ(1− τ),
∑
σ∈G
σ
)
,
où τ est un élément arbitraire de Cι. De plus KN est le plus grand corps CM
contenu dans K et KN/Q est une extension galoisienne.
Enfin soit G un groupe fini, considérons l’algèbre C[G]. Dans l’appendice
du deuxième chapitre nous décrivons une manière d’associer à un élément d’une
telle algèbre un polynôme. Cette correspondance et les résultats du paragraphe 2.3
entraînent alors le résultat suivant :
Corollaire 1.8. Soit G un groupe abélien fini ; notons d1, . . . , dk les entiers posi-
tifs tels que G est isomorphe à Z/d1Z× · · · × Z/dkZ.
Soit P ∈ C[x1, . . . , xk] un polynôme non nul tel que degxi(P ) < di pour tout
1 ≤ i ≤ k. Notons ΩP le nombre de coefficients de P non nuls et posons
Rd,P = |{ω ∈ µd1 × · · · × µdk t.q. P(ω) 6= 0}|.
Alors :
ΩP ≥ d1d2 . . . dk
Rd,P
. (1.5)
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1.2 Générateurs de l’anneau des entiers.
Tous les résultats du troisième chapitre à l’exception de ceux dans l’appendice
(théorème 1.16, théorème 1.17 et corollaire 1.18 ci-dessous) font l’objet de la
publication [Ran2].
Soit K un corps de nombres et soit OK son anneau des entiers. On dit que OK
est monogène s’il existe α ∈ OK tel que OK = Z[α].
Il est rare (voir [Gyö2]) qu’un corps de nombres soit monogène. Par exemple
M. N. Gras (voir [Gra1], [Gra2]) montre les résultats suivants
Théorème 1.9. Soit n ∈ N tel que (n, 6) = 1. Toutes les extensions abéliennes
de Q de degré n, sauf un nombre fini, ont un anneau des entiers qui n’est pas
monogène.
Théorème 1.10. Soit K/Q une extension cyclique de degré premier l ≥ 5, et
de conducteur f . Alors OK n’est pas monogène, sauf si f est un nombre premier
égal à 2l + 1 (et alors K = Q(ζf + ζf ), où ζf est une racine primitive f -ième de
l’unité).
Quand l’anneau des entiers OK est monogène le problème de déterminer tous
les générateurs de OK (autrement dit tous les éléments α ∈ OK tels que OK =
Z[α]) se pose. Plus précisément, puisque Z[α] = Z[α + k] pour tout entier k, il
est intéressant de déterminer tous les générateurs α de OK à translation par en-
tiers près. Dans [Gyö1] K. Györy obtient un résultat important : il montre que,
à translation par entiers près, il existe seulement un nombre fini d’éléments qui
engendrent l’anneau des entiers d’un corps de nombres fixé. En outre il y a beau-
coup de résultats sur la détermination des générateurs de l’anneau des entiers de
corps de nombres de petit degré (pour un résumé voir [Gaá]). De toute façon si K
est un corps de nombres dont l’anneau des entiers OK est monogène, le problème
de déterminer tous les générateurs de OK est très difficile.
Les corps cyclotomiques sont une famille de corps intéressante pour ce pro-
blème car l’anneau des entiers d’un tel corps est toujours monogène. De plus, nous
disposons de quelques exemples où tous les générateurs sont connus.
Soit n un entier positif et soit ζn une racine primitive n-ième de l’unité dansC.
Alors il est bien connu que ζn engendre l’anneau des entiers de Q(ζn). Considé-
rons la relation d’équivalence suivante : soit α ∈ Z[ζn], nous dirons que β ∈ Z[ζn]
est équivalent à α (noté α ∼ β) s’il existe σ ∈ Gal(Q(ζn)/Q) et un entier l tel
que β = ±σ(α) + l. Remarquons que si β ∼ α et α est un générateur de Z[ζn],
alors β engendre Z[ζn].
Soit maintenant p un nombre premier et considérons l’anneau Z[ζp]. Dans ce
cas nous connaissons deux classes de générateurs de Z[ζp] : la classe de ζp et la
classe de ω := 1/(ζp + 1).
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Le nombre ω engendre Z[ζp] car ω est une unité de norme 1 ; par conséquent
il existe a1, a2, . . . , ap−1 ∈ Z tels que :
−(a1 + a2ω + · · ·+ ap−1ωp−2) = 1 + ζp.
De plus on remarque que ω + ω = 1 et que ζp n’est pas équivalent à ω si p > 3.
A. Bremner [Bre] conjecture qu’il n’existe pas d’autres classes de générateurs
de Z[ζp], plus précisément :
Conjecture 1.11. Soit p un nombre premier, soit ζp une racine p-ième primitive
de l’unité et soit α ∈ Z[ζp] tel que Z[α] = Z[ζp]. Alors soit α est équivalent à ζp,
soit α est équivalent à 1/(ζp + 1).
Cette conjecture a été vérifiée par L. Robertson [Rob1] pour p ≤ 23 et p 6= 17.
De plus L. Robertson dans op.cit. montre :
Théorème 1.12. Soit α ∈ Z[ζp] tel que Z[α] = Z[ζp]. Alors soit α est équivalent
à ζp soit α+ α est un entier impair.
La conjecture 1.11 se généralise aux corps cyclotomiques engendrés par une
racine q-ième de l’unité, où q est la puissance d’un nombre premier, de la façon
suivante : soit α ∈ Z[ζq] tel que Z[α] = Z[ζq]. Alors soit α est équivalent à ζq, soit
α est équivalent à 1/(ζq +1). L. Robertson [Rob2] a montré cette conjecture dans
le cas où q est une puissance de 2 :
Théorème 1.13. Soit m un entier positif et soit α un générateur de Z[ζ2m ]. Alors
α ∼ ζ2m .
Ensuite, L. Robertson et I. Gaál [Ga-Ro] obtiennent un résultat similaire au
théorème 1.12 pour les classes de générateurs de Z[ζq], où q est la puissance d’un
nombre premier p, plus précisément :
Théorème 1.14. Soit α ∈ Z[ζq] tel que Z[α] = Z[ζq]. Alors si (h+q , p(p− 1)/2) =
1, où h+q est l’ordre du groupe des classes de Q(ζq + ζq), soit α est équivalent à
ζq soit α + α est un entier impair.
Nous montrons que l’hypothèse sur h+q dans le théorème 1.14 n’est pas néces-
saire. Plus précisément nous obtenons le résultat suivant :
Théorème 1.15. Soit α ∈ Z[ζq] tel que Z[α] = Z[ζq]. Alors soit α est équivalent
à ζq soit α + α est un entier impair.
Le fait qui joue un rôle essentiel dans notre démostration est que le groupe des
unités réelles de Z[ζq] soit d’indice fini sur Z[ζq]∗. Cette propriété est vraie pour
un corps CM arbitraire. Autrement dit si L est un corps CM et EL est son groupe
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des unités alors [EL : EL+ ] < +∞, où EL+ := EL ∩ R ( [Was, Theorem 4.12]).
De plus par le théorème de Kronecker pour tout γ ∈ EL nous avons que γ/γ est
une racine de l’unité. Nous obtenons (paragraphe 3.4.2) la généralisation suivante
du théorème 1.15 :
Théorème 1.16. Soit L un corps CM et soit L+ le plus grand corps totalement
réel contenu dans L. Soit K un sous-corps de L+ tel que L/K est une extension
cyclique et notons D := [L : K]. De plus, soit σ un générateur de Gal(L/K).
Supposons qu’il existe α ∈ OL tel que OL = OK [α]. Alors soit il existe un entier
positif n et des entiers r1, r2 tels que :
σ2(α)− α
σ(α)− α =
ζr2n − 1
ζr2n − ζr1n ,
soit α + α ∈ K.
Supposons maintenant que L soit un corps CM qui n’a pas de racines de
l’unité autre que ±1. Dans ce cas nous pouvons préciser le théorème ci-dessus
(paragraphe 3.4.2) :
Théorème 1.17. Soit L un corps CM qui ne contient pas de racines de l’unité
(sauf ±1). Soit K l’intersection de tous les sous-corps totalement réels F de L
tels que L/F est cyclique. Si α est un générateur de OL sur OK alors α+α ∈ K.
Enfin nous utilisons les techniques développées et le résultat pricipal de [Gra1]
(théorème 1.9) pour trouver une famille de corps de nombres dont l’anneau des
entiers n’est pas monogène. Plus précisément nous obtenons :
Corollaire 1.18. Soit n ∈ N tel que (n, 6) = 1. Toutes les extension abéliennes
imaginaires L/Q telles que :
1. L ne contient pas de racine de l’unité (sauf ±1),
2. [L : Q] = 2n,
sauf un nombre fini, ont un anneau des entiers qui n’est pas monogène.
1.3 Unités hyperexceptionnelles.
Les résultats du quatrième chapitre feront l’objet de [Am-Ra].
SoitL/K une extension cyclique de degréD ≥ 2 de corps de nombres ; notons
OK , OL respectivement les anneaux des entiers de K et de L. Soit σ un générateur
de Gal(L/K) et γ ∈ OL. Pour tout entier i ≥ 0 posons :
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ui = γσ(ui−1) + 1, (1.6)
avec u0 = 0. Donc u1 = 1 et
ui = γ
1+σ+···+σi−2 + . . .+ γ1+σ + γ + 1, (1.7)
pour tout i. Nous dirons que γ est une unité σ-hyperexceptionnelle si :
1. γ ∈ O∗L ;
2. u2, . . . , uD−1 sont des unités ;
3. uD = 0.
Nous dirons que γ est une unité hyperexceptionnelle s’il existe un générateur σ ∈
Gal(L/K) tel que γ est σ-hyperexceptionnelle.
Soit maintenant n un entier positif et soient ω1, ω2, . . . , ωn des éléments deOL.
Nous dirons que l’ensemble {ωi}1≤i≤n est une suite exceptionnelle si ωi−ωj ∈ O∗L
pour tout i 6= j. De plus nous appelons constante de Lenstra M(L) du corps L, la
plus grande longeur d’une suite exceptionnelle :
M(L) := max{m ∈ Z t.q. ∃ω1, . . . , ωm ∈ OL t.q. ωi−ωj ∈ O∗L ∀1 ≤ i < j ≤ m}
Les suites exceptionnelles ont été introduites par la première fois par H. W.
Lenstra [Len]. Toujours dans [Len, pp. 239-241] Lenstra montre que si M(L) ≥
C, où C est une certaine constante qui dépend de [L : Q] et du discriminant de L,
alors L est un corps euclidien2.
Une première propriété intéressante d’une unité γ σ-hyperexceptionnelle est
que la suite {u0, u1, . . . , uD−1} est une suite exceptionnelle. Donc si un corps L
contient une unité σ-hyperexceptionelle alors
M(L) ≥ [L : Q]
(proposition 4.5).
Soit maintenant α un générateur de L/K. Nous dirons que α est stable si pour
tout τ1, τ2 ∈ Gal(L/K) tels que τ1 6= τ2, l’idéal Iα := (τ1(α)− τ2(α)) ne dépend
pas de τ1 et τ2. Nous notons Ψ l’ensemble des α ∈ L stables.
Soient α1, α2 ∈ Ψ. Nous disons que α1 est équivalent à α2 (noté α1 ∼ α2) si
et seulement s’il existe δ1 6= 0, δ2 ∈ K et τ ∈ Gal(L/K) tels que
α2 = δ1τ(α1) + δ2.
Nous notons Ψ l’ensemble Ψ/ ∼.
2i.e. si α, β ∈ OL et β 6= 0, alors il existe µ, δ ∈ OL tels que α = µβ + δ et |NL/Q(δ)| <
|NL/Q(β)|.
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Soit Γσ l’ensemble des unités σ-hyperexceptionnelles de L. Nous remarquons
que Gal(L/K) agit sur Γσ et nous notons Γσ l’ensemble quotient Γσ/Gal(L/K).
Nous construisons (paragraphe 4.2) une application bijective entre Γσ et Ψ ;
plus précisément nous démontrons :
Théorème 1.19. L’application Fσ : Ψ→ Γσ qui envoie α ∈ Ψ sur
γ :=
σ2(α)− σ(α)
σ(α)− α
est bien définie et surjective. De plus Fσ induit une application F σ bijective entre
Ψ et Γσ.
Soit maintenant L/K une extension cyclique de corps de nombres telle que
[L : K] = d. Soit τ un générateur de Gal(L/K). Nous dirons que γ′ ∈ OL est une
unité τ -2hyperexceptionnelle si :
1. NL/K(γ′) = −1 ;
2. u2, . . . , ud sont des unités.
Nous dirons que γ′ est une unité 2-hyperexceptionnelle s’il existe un générateur τ
de Gal(L/K) tel que γ′ est τ -2hyperexceptionnelle.
Nous montrons que si γ′ est une unité 2hyperexceptionnelle alors {ui}0≤i≤2d−1
est une suite exceptionnelle. Donc
M(L) ≥ 2[L : K].
De plus nous démontrons que si L/K est une extension cyclique de degré D ≥ 2
pair, si ι est l’élément de Gal(L/K) d’ordre 2 et Lι est le sous-corps de L fixé
par ι, alors γ ∈ Lι est une unité 2hyperexceptionnelle si et seulement si γ est une
unité hyperexceptionnelle de L.
Un cas particulièrement intéressant pour l’étude des unités hyperexception-
nelles est celui où L = Q(ζ), ζ est une racine primitive p-ième de l’unité, p ≥ 5
est un nombre premier et K = Q. Dans ce cas il est facile trouver des éléments
stables et donc, par le théorème 1.19, des unités hyperexceptionnelles. En effet
tout générateur de Z[ζ] est stable. Par ailleurs nous connaissons deux classes de
générateurs de Z[ζ] : la classe de ζ et celle de 1/(ζ + 1). Il est particulièrement
intéressant que l’unité associée à 1/(ζ + 1) appartienne au sous-corps Q(ζ + ζ),
qui est le sous-corps de Q(ζ) fixé par la conjugaison complexe ι. Elle est donc
une unité 2hyperexceptionnelle ; d’où :
Théorème 1.20.
M(Q(ζ + ζ)) ≥ p− 1.
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Signalons que l’existence d’une suite exceptionnelle avec p− 1 éléments dans
Q(ζ + ζ) a été conjecturée par H. W. Lenstra dans [Len] et démontrée par A.
Leutbecher et G. Nicklash dans [Le-Ni] avec des méthodes différents.
Soit maintenant σ un générateur de Gal(Q(ζ)/Q) et g un entier tel que σ(ζ) =
ζg. Soit Γισ,g l’ensemble des unités γ σ-hyperexceptionnelles telles que γ est un
élément de Q(ζ + ζ) et γ ≡ g mod (ζ − 1). Notons Γισ,g l’ensemble quotient
Γσ/Gal(Q(ζ + ζ)/Q). Le fait que nous pouvons construire des unités hyperex-
ceptionnelles à partir des générateurs de Z[ζp] nous suggère une liaison entre le
nombre des classes d’équivalence des unités hyperexceptionnelles et la conjecture
de Bremner (conjecture 1.11). En effet nous montrons :
Théorème 1.21. La fonction Fσ du théorème 1.19 induit une correspondance
bijective F σ entre les classes des générateurs α de Z[ζ] tels que α + α est un
entier impair et Γισ,g. En particulier, la conjecture de Bremner est équivalente à :
Card(Γ
ι
σ,g) = 1
Enfin nous étudions deux autres cas où les unités hyperexceptionnelles peuvent
être construites à l’aide d’un générateur de l’anneau des entiers. Dans le premier
cas nous considérons des extensions L/K cycliques qui ne sont pas ramifiées dans
les premiers finis. Dans le deuxième cas nous considérons des extensions L/K,
où OK est un P.I.D. et L est contenu dans le corps de classe de rayon de K pour
un certain idéal premier P .
Nous terminons ce paragraphe avec plusieurs exemples où parfois nous amé-
liorions les minorations connues de la constante de Lenstra.
Chapitre 2
Familles de corps proches d’un
corps CM
Dans [Amo1] F. Amoroso a introduit la notion de famille de corps proches
d’un corps CM (en abrégé : PCM ). Les familles des corps PCM ont de très
intéressantes proprietés arithmétiques (voir [Amo1]) et le problème de les carac-
tériser se pose ; nous donnons dans ce chapitre une réponse partielle, en montrant
qu’une famille de corps totalement réels n’est jamais une famille de corps PCM
(théorème 2.21).
De plus nous trouvons des conditions nécessaires (paragraphe 2.5 et 2.6) qui
doivent être satisfaites par une famille d’extensions de Galois totalement ima-
ginaires pour être une famille de corps PCM . Pour tester ces conditions il est
nécessaire de déterminer l’annullateur du groupe des unités d’une extension ga-
loisienne K totalement imaginaire sur l’anneau Z[Γ], où Γ = Gal(K/Q). Dans le
paragraphe 2.5 nous déterminons cet annullateur et nous décrivons un critère pour
établir si K contient des corps CM .
Pour obtenir ces résultats nous étudions et montrons quelques propriétés de
deux C[G]-module à droite, où G est un groupe fini : le module C[G] (para-
graphe 2.3.1) et un autre module que nous notons Vι (paragraphe 2.3.2).
Enfin dans l’appendice de ce chapitre nous montrons une autre application des
résultats du paragraphe 2.3.1 concernant certains polynômes lacunaires.
2.1 Corps PCM .
Soit K un corps de nombres tel que [K : Q] = d ; notons EK le groupe des
unités de son anneau des entiers. Soit Γ le groupe des Q-automorphismes de K
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et, si φ =
∑
σ∈G φσσ ∈ Z[Γ], posons :
‖φ‖1 :=
∑
σ∈Γ
|φσ|.
En outre, pour tout α ∈ K∗, soit
αφ :=
∏
σ∈Γ
(σα)φσ .
Notons aussi rφ le rang sur Z du groupe
EφK := {βφ, β ∈ EK}.
Définition 2.1. Soit {Kn}n∈N une suite de coprs de nombres ; notons Γn le groupe
des Q-automorphismes de Kn, dn := [Kn : Q] et supposons que
lim
n→+∞
dn = +∞.
Nous dirons que la suite {Kn}n∈N est une famille de corps proches d’un corps
CM (en abrégé PCM ) s’il existe des éléments non nuls φn ∈ Z[Γn] tels que :
lim
n→+∞
‖φn‖1max{rφn , 1}
dn
= 0 (2.1)
Nous remarquons que toute famille F := {Kn}n∈N de corps CM tels que
lim
n→+∞
[Kn : Q] = +∞
est PCM . En effet soit Kn ∈ F. Notons dn son degré sur Q et ι la conjugaison
complexe. Puisque Kn est un corps CM , la restriction de ι à Kn est un élément
du groupe de Q-automorphismes de Kn. De plus pour tout γ ∈ EKn et pour tout
le plongement σ de Kn dans C, nous avons que |σ(γ)/ισ(γ)| = 1. Alors par
le théorème de Kronecker γ/ι(γ) est une racine de l’unité. Donc r1−ι = 0. Par
ailleurs ‖1− ι‖1 = 2.
Un autre exemple remarquable de famille de corps PCM (voir [Amo2]) est
donné par G := {Q(αn)}n∈N, où αn est un nombre de Salem de degré ≥ n1. Rap-
pelons que un nombre de Salem α est un nombre algébrique réel > 1 réciproque
tel que tous ses conjugués, à l’exception de α±1, sont de module 1.
1dans [BDPS, p. 111] on montre qu’il existe des nombres de Salem de degré arbitrairement
grand.
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Soit τ l’automorphisme deQ(α) qui envoie α dans 1/α. Nous voulons calculer
r1−τ . Soit P ∈ Q[x] ; notons σ un plongement imaginaire deQ(α) dans C. Alors :
σ(P (α)) = P (σ(α)) = P (σ(α−1)) = P (σ(ατ )) = σ(P (ατ ))
et de même
σ(P (ατ )) = σ(P (α)).
Donc |σ(P (α)1−τ )|2 = 1. On en déduit que si µ est une unité de Q(α) alors
|µ(1−τ)σ| = 1. Par le Théorème des unités de Dirichlet nous obtenons que r1−τ ≤
1. Par ailleurs α est une unité et |α1−τ | = |α2| 6= 1. Par conséquent r1−τ = 1. De
plus ‖1− τ‖1 = 2, d’où la famille G est une famille de corps PCM .
2.2 Résultats préliminaires.
Soit K un corps de nombres avec signature (r1, r2) et soit Γ son groupe des
Q-automorphismes ; notons MK l’ensemble des premiers (finis et infinis) de K.
Pour tout v ∈ MK posons dv = [Kv : Qv] et soit | |v la valeur absolue v-adique
normalisée dans la façon que la relation∏
v∈MK
|α|dvv = 1
soit satisfaite pour tout α ∈ K∗. En outre notons L le plongement logarithmique
de K∗ dans Rr1+r2 définie dans la façon suivante :
L(α) = (log |α|v)v|∞.
Soit φ =
∑
σ∈Γ φσσ ∈ Z[Γ] et posons V := L(K∗φ)⊗R etW := L(EφK)⊗R.
Puisque la restriction de L à EK a un noyau fini, la dimension de W dans R est
égale au rang rφ de EφK . De plus nous remarquons que
W = {x ∈ V t.q.
∑
v|∞
xv = 0}.
Donc W = V si
∑
σ∈G φσ = 0 et W est un hyperplan de V si nous avons∑
σ∈G φσ 6= 0. Donc si Rφ est la dimension de V sur R on a les relations sui-
vantes :
rφ =
{
Rφ, si
∑
σ∈Γ φσ = 0;
Rφ − 1 sinon.
(2.2)
Le lemme suivant est un outil très important pour notre travail, car il nous
permet de considérer seulement des extensions galoisiennes de Q.
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Lemme 2.2. En utilisant les notations précédentes, soit L la clotûre galoisienne
de K et soit G := Gal(L/Q). Alors pour tout φ ∈ Z[Γ] il existe ψ ∈ Z[G] tel
que :
‖ψ‖1max{rψ, 1}
[L : Q]
≤ ‖φ‖1max{rφ, 1}
[K : Q]
.
Preuve. Soit φ =
∑
σ∈Γ φσσ ∈ Z[Γ]. Pour tout σ ∈ Γ choisissons un élément
σ˜ ∈ G tel que σ˜ coïncide avec σ sur K. Notons
φ˜ =
∑
σ∈Γ
φσσ˜.
Soit maintenant HK = Gal(L/K) et posons η =
∑
σ∈HK
σ et ψ = φ˜η. Il est
alors évident, par construction, que max{rψ, 1} = max{rφ, 1}. De plus, puisque
‖φ‖1 = ‖φ˜‖1 et ‖η‖1 = |HK | = [L : K], nous obtenons :
‖ψ‖1 ≤
∑
σ∈HK
‖φ˜σ‖1 = ‖φ‖1[L : K].
Donc, en observant que [L : Q] = [K : Q][L : K] et que max{rψ, 1} =
max{rφ, 1}, on en déduit
‖ψ‖1max{rψ, 1}
[L : Q]
≤ ‖φ‖1max{rφ, 1}[L : K]
[L : K][K : Q]
=
‖φ‖1max{rφ, 1}
[K : Q]
.
¤
Soit maintenant G un groupe fini et considérons φ ∈ C[G]. La multiplication
à droite par φ (noté T 1φ ) est un endomorphisme linéaire de C[G]. On notera R1φ son
rang.
Définition 2.3. Soit G un groupe fini qui contient une involution2 ι. Nous notons
Vι le sous-module à droite de C[G]
Vι := 〈σ + ισ, σ ∈ G〉.
Il est facile de vérifier que Vι a dimension |G|/2. En effet si B est un ensemble
de représentants de chacune des classes latérales à droite de G/{ι, 1}, nous avons
que les éléments σ + ισ, où σ ∈ B, sont une base de Vι. Comme dans le cas
précédent pour tout φ ∈ C[G], la multiplication à droite par φ (noté T ιφ) est un
endomorphisme linéaire de Vι. On notera Rιφ son rang.
2un élément d’ordre 2.
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Remarque 2.4. Soit K/Q une extension finie galoisienne totalement imaginaire.
Notons G le groupe de Galois de K sur Q. Alors si nous fixons un plongement
de K dans C, il existe une involution ι ∈ G tel que ι(α) = α pour tout α ∈ K.
Un tel élément dépend par le plongement choisi. Plus précisement si τ est une
involution de G alors il existe un plongement de K dans C tel que τ(α) = α pour
tout α ∈ K si et seulement si τ ∈ Cι, où Cι est la classe de conjugaison de ι.
Dorénavant nous appellerons les éléments de Cι conjugaisons complexes.
Lemme 2.5. Soit K/Q une extension finie galoisienne avec groupe de Galois G.
En utilisant les notations précédentes, pour tout φ =
∑
σ∈G φσσ ∈ Z[G] nous
avons que :
1. si K est totalement réel alors Rφ = R1φ ;
2. si K est totalement imaginaire alors Rφ = Rιφ, où ι est une conjugaison
complexe de G.
Preuve. 1. Puisque dans ce premier casK est un corps totalement réel, les places
infinies de K sont en correspondance bijective avec les éléments de G. Donc, pour
tout α ∈ K∗,
L(α) = (log |α|v)v|∞ = (log |ασ|)σ∈G.
Soit Lφ l’endomorphisme linéaire de L(K∗)⊗ R défini par :
Lφ((log |ασ|)σ ⊗ c) = (log |ασφ|)σ ⊗ c
pour tout α ∈ K∗ et pour tout c ∈ R. Puisque l’image de Lφ coincïde avec
V = L((K∗)φ)⊗ R, le rang de Lφ est égal à Rφ.
Rappelons maintenant que φ est un élément de Z[G]. La multiplication à droite
par φ est donc un endomorphisme linéaire de Q[G] et, par des simples arguments
d’algèbre linéaire, on obtient que la dimension du noyau d’un tel endomorphisme
est égale à dim(ker(T 1φ)) (on rappelle que T 1φ est l’endomorphisme linéaire de
C[G] qui agit sur les éléments de C[G] en multipliant à droite par φ). Par ailleurs,
une famille d’éléments de Z[G] étant Z-libre si et seulement si elle est Q-libre,
nous obtenons que dim(ker(T 1φ)) est égal au rang du sous-module de Z[G] des
éléments λ tels que λφ = 0. Notons maintenant n = dim(ker(T 1φ)) et soit C un
ensemble de cardinalité maximale d’éléments λi =
∑
σ∈G λi,σσ ∈ Z[G] indé-
pendants sur Z tels que λiφ = 0 pour tout 1 ≤ i ≤ n. Remarquons alors que
V = L((K∗)φ)⊗ R et l’espace
V ′ = {x ∈ L(K∗)⊗ R t.q.
∑
σ∈G
λi,σxσ = 0 ∀i}
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coïncident. En effet, pour tout α ∈ K∗ nous avons (log |αλiφ|) = 0 pour tout i.
Donc V est contenu dans V ′. L’autre inclusion découle de la maximalité de C.
Par ailleurs, puisque les éléments λi sont indépendants pour tout 1 ≤ i ≤ n et
n = dim(ker(T 1φ)), on obtient :
Rφ = dim(V ) = dim(V
′) = |G| − dim(ker(T 1φ)) = R1φ.
2. Supposons maintenant que K soit un corps totalement imaginaire et soit
ι une conjugaison complexe de G. Dans ce cas si B est un ensemble de repré-
sentantes de chacune classe latérale à droite de G/{ι, 1}, les places infinies de K
sont en correspondance avec les éléments de B. De plus pour tout α ∈ K∗, nous
avons :
L(α) = (log |α|v)v|∞ = (log |ασ+ισ|)σ∈B.
Comme dans la première partie si Lφ est l’endomorphisme linéaire de L(K∗)⊗R
tel que :
Lφ(log(|ασ+ισ|)σ ⊗ c) = log(|α(σ+ισ)φ|)σ ⊗ c
pour tout α ∈ K∗ et pour tout c ∈ R, alors l’image de Lφ est égale à V . Donc, par
définition de rang, nous avons que le rang de Lφ est égal à Rφ.
Par ailleurs puisque les éléments σ + ισ (σ ∈ B) sont une base du sous-
module à droite Vι de C[G], en sostituisant Vι à C[G] et T ιφ à T 1φ et en suivant la
même procedure de la première partie, nous obtenons enfin Rφ = Rιφ.
¤
2.3 Modules sur algèbres sur groupes finis.
Soit G un groupe fini, soit Irr(G) l’ensemble des caractères irréductibles de
G et soit M un C[G]-module à droite. La théorie des représentations (voir [Isa,
Chapitre 1, 2]), nous dit que
M =
⊕
χ∈Irr(G)
Mεχ (2.3)
où εχ est l’idempotent associé au caractère χ. Nous appellerons composante χ-
ième de M le module Mεχ. Pour tout χ, Mεχ est isomorphe (comme C[G]-
module à droite) à la somme directe d’un nombre fini d’idéaux minimaux à droite
de C[G] isomorphes entre eux (comme C[G]-modules à droite) et qui ont dimen-
sion égale à χ(1). Nous noterons Iχ un de ces idéaux. Avec ces notations, nous
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disons que la composante χ-ième de M est une somme directe d’un nombre fini
de copies de Iχ. Nous pouvons récrire (2.3) sous la forme :
M ∼
⊕
χ∈Irr(G)
Inχ,Mχ , (2.4)
où nχ,M ∈ N et ∼ indique (ici et dans la suite) l’isomorphisme entre C[G]-
modules à droite.
Soit maintenant φ ∈ C[G] et soit Tφ l’endomorphisme de M donné par la
multiplication à droite par φ. Puisque pour tout caractère irréductible χ les sous-
modules à droite irréductibles contenus dans la χ-ième composante de M sont
« des copies » de Iχ (i.e. ils sont isomorphs à Iχ), le rang Rχ,φ de la restriction de
Tφ à un tel sous-module ne dépend pas du sous-module choisi.
Dans la proposition suivante nous calculons le rang R(Tφ) de Tφ en fonction
des Rχ,φ.
Proposition 2.6. Soit G un groupe fini, M un C[G]-module à droite et φ un élé-
ment de C[G]. Supposons M ∼⊕χ∈Irr(G) Inχ,Mχ . Alors on a :
R(Tφ) =
∑
χ∈Irr(G)
nχ,MRχ,φ. (2.5)
Preuve. Pour tout χ la restriction Tχ,φ de Tφ à Iχ a rang égal à Rχ,φ. De plus on
remarque que si un espace vectoriel est une somme directe d’un nombre fini de
sous-espaces stables sous l’action de l’endomorphisme, alors le rang d’un endo-
morphisme d’un tel espace est égal à la somme des rangs de la restriction d’un tel
endomorphisme à chacun terme de la somme directe. Donc :
R(Tφ) =
∑
χ∈Irr(G)
nχ,MRχ,φ.
¤
En vue du lemme 2.5, nous sommes intéressés à l’étude de deuxC[G]-modules
à droite : C[G] et Vι. Dans les deux sousparagraphes suivantes nous étuderions ces
deux modules. Pour ce faire nous aurons besoin du lemme (élémentaire) suivante.
Lemme 2.7. Soient n, r entiers positifs et soient U1, . . . , Un matrices unitaires
d’ordre r × r à coefficients dans C. De plus soient λ1, . . . , λn ∈ C et posons
M =
∑n
i=1 λiUi. Alors
|Tr(M)| ≤
( n∑
i=1
|λi|
)
R(M) (2.6)
où Tr(M) est la trace de M et R(M) son rang.
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Preuve. Puisque la trace de M est égale à la somme de ses valeurs propres et le
rang de M est égal au nombre de ses valeurs propres non nuls (toute valeur propre
est comptée avec sa multiplicité algébrique), si µ est une valeur propre de module
maximum on a :
|Tr(M)| ≤ |µ|R(M).
Il suffit donc de montrer l’inégalité :
|µ| ≤
n∑
i=1
|λi|.
Par hypothèse pour tout 1 ≤ i ≤ n les matrices Ui sont unitaires. Donc, en
considérant la norme ‖.‖ induite par le produit scalaire standard de Cr, on a, pour
tout v ∈ Cr,
‖Ui(v)‖ = ‖v‖.
Soit maintenant w un vecteur propre de M de norme 1 associé à la valeur propre
µ. On obtient :
|µ| = ‖M(w)‖ =
∥∥∥∥ n∑
i=1
λiUi(w)
∥∥∥∥ ≤ n∑
i=1
‖λiUi(w)‖ =
n∑
i=1
|λi|.
¤
2.3.1 Le cas M = C[G].
Dans ce paragraphe nous montrons quelques propriétés du C[G]-module à
droite M = C[G]. Tout d’abord nous appliquons la proposition 2.6 a ce cas parti-
culier, en montrant le suivant :
Corollaire 2.8. Soit G un groupe fini ; notons φ =∑σ∈G φσσ un élément deC[G]
et R1φ le rang de l’endomorphisme de C[G] donné par la multiplication à droite
par φ. Alors :
R1φ =
∑
χ∈Irr(G)
χ(1)Rχ,φ. (2.7)
Preuve. La théorie des représentations (voir [Isa, Chapitre 1, 2]) nous dit que :
C[G] ∼
⊕
χ∈Irr(G)
Iχ(1)χ .
Donc, par la proposition 2.6, nous obtenons :
R1φ =
∑
χ∈Irr(G)
χ(1)Rχ,φ.
¤
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Maintenant nous avons tous les outils pour démontrer le résultat fondamental
de ce paragraphe.
Théorème 2.9. Soit G un groupe fini ; notons φ =∑σ∈G φσσ un élément non nul
de C[G], soit R1φ le rang de l’endomorphisme de C[G] donné par la multiplication
à droite par φ et soit enfin Ωφ le nombre des φσ 6= 0. Alors :
ΩφR
1
φ ≥ |G|. (2.8)
En particulier, si φ ∈ Z[G] et φ 6= 0, on a
‖φ‖1R1φ ≥ |G|. (2.9)
Preuve. Soit φ =
∑
σ∈G φσσ un élément non nul de C[G]. Posons
‖φ‖1 =
∑
σ∈G
|φσ|.
Pour tout σ ∈ G on a ‖φ‖1 = ‖φσ‖1, R1φ = R1φσ et Ωφ = Ωφσ. Nous pouvons
donc supposer |φ1| ≥ |φσ| pour tout σ ∈ G. Par conséquent
‖φ‖1 ≤ Ωφ|φ1|. (2.10)
Définissons maintenant le nombre complexe
βφ =
∑
χ∈Irr(G)
χ(1)
∑
σ∈G
φσχ(σ).
Démontrons tout d’abord que :
|βφ| ≤ ‖φ‖1R1φ. (2.11)
Soit χ ∈ Irr(G) et fixons une base Bχ de Iχ. Pour tout ψ ∈ C[G] nous pouvons
associer à l’application linéaire Tχ,ψ ∈ End(Iχ) qui envoie α ∈ Iχ sur αψ, la
matrice Mχ,ψ de Tχ,ψ dans la base Bχ. En particulier pour tout σ ∈ G les matrices
Mχ,σ sont bien définies. De plus
Mχ,φ =
∑
σ∈G
φσMχ,σ.
Par définition de caractère, χ(σ) est la trace de la matrice Mχ,σ ; en outre les
matrices Mχ,σ sont unitaires car Tχ,σ est d’ordre fini. On peut donc appliquer le
lemme 2.7 à la matrice Mχ,φ, ce qui donne :∣∣∣∣∑
σ∈G
φσχ(σ)
∣∣∣∣ = |Tr(Mχ,φ)| ≤ ‖φ‖1Rχ,φ.
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Par cette relation et par (2.7) on a :
|βφ| ≤
∑
χ∈Irr(G)
χ(1)
∣∣∣∣∑
σ∈G
φσχ(σ)
∣∣∣∣ ≤ ‖φ‖1R1φ. (2.12)
Calculons maintenant la valeur de βφ à l’aide des lois d’orthogonalité entre les
colonnes des tables des caractères (voir [Isa, Theorem 2.13, Corollary 2.14])
βφ =
∑
χ∈Irr(G)
χ(1)
∑
σ∈G
φσχ(σ)
=
∑
σ∈G
φσ
∑
χ∈Irr(G)
χ(σ)χ(1)
= φ1|G|.
Par la relation (2.11), on en déduit :
‖φ‖1R1φ ≥ |φ1||G|
d’où, puisque Ωφ|φ1| ≥ ‖φ‖1 par la relation (2.10) et par le fait que φ1 6= 0 (car φ
est non nul), la relation (2.8).
Supposons maintenant que φ ∈ Z[G]. Alors si σ ∈ G et φσ est un coefficient
non nul de φ, |φσ| ≥ 1. Donc ‖φ‖1 ≥ Ωφ et l’assertion suit immédiatement de la
relation (2.8).
¤
2.3.2 Le cas M = Vι.
Maintenant nous étudions quelques propriétés du C[G]-module à droite Vι que
nous avons introduit dans la définition 2.3 du paragraphe 2.2. Tout d’abord nous
voulons appliquer la proposition 2.6 dans le cas M = Vι. Pour ce faire nous
devons calculer le nombre des copies Iχ contenues dans la χ-ième composante de
Vι.
Proposition 2.10. Soit G un groupe fini d’ordre pair ; notons ι une involution de
G et soit Vι comme auparavant. Alors :
Vι ∼
⊕
χ∈Irr(G)
I
1
2
(χ(1)+χ(ι))
χ (2.13)
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Preuve. Écrivons Vι ∼
⊕
χ∈Irr(G) I
nχ
χ . Par la théorie des représentations (voir
[Isa, Chapitre 1]), nχ = (χVι , χ). Il suffit donc de montrer que, pour tout χ ∈
Irr(G),
(χVι , χ) =
1
2
(χ(1) + χ(ι)). (2.14)
Puisque Vι est un C[G]-module à droite, la représentation régulière ρVι de G
qui envoie τ ∈ G dans l’endomorphisme donné par la multiplication à droite par τ
est bien définie. Comme nous avon déjà remarqué dans le paragraphe 2.2, si B est
un ensemble de représentants des classes latérales à droite de G/{ι, 1}, alors les
éléments σ + ισ, où σ ∈ B, sont une base de Vι. Par définition de représentation
régulière nous avons :
ρVι(τ)(σ + ισ) = στ + ιστ (2.15)
pour tout τ ∈ G et σ ∈ B. Soit χVι le caractère associé à ρVι . Puisque χVι(τ) est
la trace de la matrice associé à ρVι(τ) pour tout τ ∈ G, par (2.15) il est égal au
nombre des σ ∈ B tels que σ + ισ est fixé par la multiplication à droite par τ .
Soit 1 l’élément neutre de G. La multiplication à droite par 1 fixe tous les
éléments de Vι. Donc, puisque la dimension de Vι est égale à |G|/2, on a :
χVι(1) = |G|/2.
Soit maintenant τ ∈ G tel que τ 6= 1 et soit σ ∈ G. Puisque στ 6= σ et
στ = ισ si et seulement si ιστ = σ, on a :
(σ + ισ)τ = (σ + ισ)⇐⇒ στ = ισ.
Donc :
χVι(τ) = |{σ ∈ B t.q. σ−1ισ = τ}|.
Par conséquent si τ 6∈ Cι alors χVι(τ) = 0.
Supposons que τ ∈ Cι. Alors
Sτ := {σ ∈ G t.q. σ−1ισ = τ}
est de cardinalité |G|/|Cι|. De plus σ ∈ Sτ si et seulement si ισ ∈ Sτ . On en
déduit :
|Sτ ∩B| = 1
2
|Sτ |.
Donc si τ ∈ Cι
χVι(τ) =
1
2
|G|/|Cι|.
En résumant nous avons les relations suivantes :
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
χVι(1) = |G|/2;
χVι(τ) = |G|/(2|Cι|) si τ ∈ Cι;
χVι(τ) = 0 sinon.
(2.16)
Soit maintenant χ ∈ Irr(G). Alors, par (2.16),
(χVι , χ) =
1
|G|
( |G|
2
χ(1) +
|G|
2|Cι| |Cι|χ(ι)
)
=
1
2
(χ(1) + χ(ι)),
ce qui montre (2.14) et achève la démonstration.
¤
En utilisant la proposition 2.10, on en déduit :
Corollaire 2.11. Soit G et ι comme dans la proposition 2.10. Alors, si φ =∑
σ∈G φσσ est un élément de C[G] et Rιφ est le rang de l’endomorphisme de Vι
donné par la multiplication à droite par φ, on a :
Rιφ =
∑
χ∈Irr(G)
1
2
(χ(1) + χ(ι))Rχ,φ. (2.17)
Nous avons maintenant tous les outils pour démontrer le résultat fondamen-
tal de ce paragaphe. Ce résultat peut être considérer comme l’analogue du théo-
rème 2.9 pour le module Vι.
Théorème 2.12. Soit G un groupe fini, notons ι ∈ G un élément avec ordre 2 et
soit Cι la classe de conjugaison de ι. Alors, si φ =
∑
σ∈G φσσ est un élément non
nul de C[G], pour tout σ ∈ G nous avons :
‖φ‖1Rιφ ≥
|G|
2|Cι|
(∣∣∣∣φσ|Cι|+∑
τ∈Cι
φτσ
∣∣∣∣). (2.18)
Preuve. Soit φ =
∑
σ∈G φσσ un élément non nul de C[G] et soient χ1, . . . , χn
les caractères irréductibles de G. Définissons le nombre complexe :
βφ =
1
2
n∑
i=1
(χi(1) + χi(ι))
∑
σ∈G
φσχi(σ).
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Démontrons tout d’abord que :
|βφ| ≤ ‖φ‖1Rιφ.
Soit χ un caractère irréductible. Comme dans le théorème 2.9 nous choisissons
une base Bχ de Iχ. Pour tout ψ ∈ C[G], notons Mχ,ψ la matrice qui représente
l’endomorphisme de Iχ donné par la multiplication à droite par ψ dans la base Bχ.
Donc nous avons
Mχ,φ =
∑
σ∈G
φσMχ,σ.
Comme nous avons déjà remarqué dans la démontration du théorème 2.9, pour
tout σ ∈ G le nombre χ(σ) est la trace de la matrice Mχ,σ ; en outre les matrices
Mχ,σ sont unitaires car σ est d’ordre fini. En appliquant le lemme 2.7 sur la matrice
Mχ,φ nous obtenons :∣∣∣∣∑
σ∈G
φσχ(σ)
∣∣∣∣ = |Tr(Mχ,φ)| ≤ ‖φ‖1Rχ,φ.
D’une telle relation et par la relation (2.17) du corollaire 2.11 nous obtenons :
|βφ| ≤ 1
2
n∑
i=1
(χi(1) + χi(ι))
∣∣∣∣∑
σ∈G
φσχi(σ)
∣∣∣∣ ≤ ‖φ‖1Rιφ.
Calculons maintenant la valeur de βφ :
βφ =
1
2
n∑
i=1
(χi(1) + χi(ι))
∑
σ∈G
φσχi(σ)
=
1
2
∑
σ∈G
φσ
n∑
i=1
χi(σ)χi(1) +
1
2
∑
σ∈G
φσ
n∑
i=1
χi(σ)χi(ι)
=
1
2
φ1|G|+ |G|
2|Cι|
∑
τ∈Cι
φτ
=
|G|
2|Cι|
(
φ1|Cι|+
∑
τ∈Cι
φτ
)
.
Enfin puisque pour tout σ ∈ G nous avons ‖φ‖1 = ‖φσ‖1 et Rιφ = Rιφσ, nous
obtenons :
‖φ‖1Rιφ ≥
|G|
2|Cι|
(∣∣∣∣φσ|Cι|+∑
τ∈Cι
φτσ
∣∣∣∣).
¤
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Soit
I := {φ =
∑
σ∈G
φσσ ∈ C[G] t.q. Rιφ = 0}.
Par le théorème 2.12 si φ ∈ I alors
φσ|Cι|+
∑
τ∈Cι
φτσ = 0
pour tout σ ∈ G. Autrement dit les coefficients de φ sont une solution du système :
xσ|Cι|+
∑
τ∈Cι
xτσ = 0 (σ ∈ G), (2.19)
où xσ sont les inconnues pour tout σ ∈ G (tout σ ∈ G donne une équation du
système).
Notons
IS := {φ =
∑
σ∈G
φσσ ∈ C[G] t.q. (φσ)σ∈G est solution de (2.19)}.
Pour ce qui précéde, I ⊆ IS . Nous montrerons (théorème 2.17) que I = IS . Pour
cela nous devons introduir des nouvelles définition et démontrer un lemme.
Définition 2.13. Soit G un groupe fini avec une involution ι ; notons Cι la classe
de conjugaison de ι et H = 〈Cι〉. Nous dirons que σ ∈ H est Cι-pair (réspécti-
vement impair) si et seulement si σ peut être décomposé dans un produit avec un
nombre pair (réspéctivement impair) des éléments de Cι.
Remarque 2.14. Nous remarquons qu’ils peuvent exister des éléments Cι-pairs et
Cι-impairs au même temps. Soit par exemple G = S6, soit ι = (12)(34) et posons
H = 〈Cι〉. Alors ι est Cι-impair car ι ∈ Cι. Par ailleurs ι est Cι-pair car, si nous
posons τ1 = (12)(56) et τ2 = (34)(56), nous avons que τ1 et τ2 ∈ Cι et
ι = τ1τ2.
Donc ι est Cι-pair et Cι-impair.
Lemme 2.15. Soit G un groupe fini avec une involution ι ; notons Cι la classe de
conjugaison de ι et posons H = 〈Cι〉. Alors il existe un homomorphisme :
f : H → Z/2Z
tel que f(τ) = −1 pour tout τ ∈ Cι si et seulement si, pour tout σ ∈ H , le
nombre des éléments d’une décomposition de σ dans un produit de conjugués de
ι a toujours la même parité. Dans ce cas N := ker(f) est l’ensemble des σ ∈ H
qui sont décomposés dans un produit d’un nombre pair d’éléments de Cι ; de plus
N CG.
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Preuve. Supposons qu’il existe un homomorphisme :
f : H → Z/2Z
tel que f(τ) = −1 pour tout τ ∈ Cι. Soit σ ∈ H ; écrivons :
σ = τ1τ2 . . . τn = τ
′
1τ
′
2 . . . τ
′
m
avec τ1, τ2,. . . , τn, τ
′
1, τ
′
2,. . . , τ
′
m ∈ Cι. Alors
f(σ) = (−1)n = (−1)m.
Donc n ≡ m mod (2).
Supposons maintenant que pour tout σ ∈ H et pour toute décomposition σ =
τ1τ2 . . . τn (avec τ1, τ2,. . . , τn ∈ Cι) la classe de n modulo 2 est toujours la même.
Alors nous définissons l’application f : H → Z/2Z tel que f(σ) = (−1)n, pour
tout σ ∈ H (on remarque que puisque la classe de n modulo 2 est bien définie,
l’application f est bien définie). Alors f(τ) = −1 pour tout τ ∈ Cι car tout
élément de Cι est Cι-impair. De plus il est évident que f est un homomorphisme.
Soit enfin N = ker(f). Par définition de f nous avons que
σ ∈ N ⇔ f(σ) = 1,⇔ σ est Cι − pair.
Soit σ ∈ N . Tout d’abord gσg−1 ∈ H . En effet H CG car H est engendré par
les éléments d’une classe de conjugaison. Supposons que
σ = τ1τ2 · · · τn
où n est un entier positif pair. Alors pour tout g ∈ G nous avons :
gσg−1 = gτ1τ2 · · · τng−1 = gτ1g−1 · · · gτng−1.
Mais gτg−1 ∈ Cι pour tout 1 ≤ i ≤ n. Donc gσg−1 ∈ N car il est un élément
Cι-pair de H .
¤
Définition 2.16. Soit G un groupe fini d’ordre pair, soit ι une involution de G et
supposons que la classes de conjugaison Cι de ι engendre G. Nous dirons que G
est bien Cι-décomposable s’il existe un homomorphisme f : G → Z/2Z tel que
f(τ) = −1 pour tout τ ∈ Cι.
Nous déterminons l’ensemble φ ∈ C[G] tels que Rιφ = 0.
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Théorème 2.17. Soient G, ι, Cι, H et Rιφ comme auparavant. Alors l’ensemble
I := {φ =
∑
σ∈G
φσσ ∈ C[G] t.q. Rιφ = 0}
est égal à
IS := {φ =
∑
σ∈G
φσσ ∈ C[G] t.q. (φσ)σ∈G est solution de (2.19)}.
De plus I est différent de {0} si et seulement si H est bien Cι-décomposable. Dans
ce cas, si nous notons N le sous-groupe des éléments de H qui sont Cι-pairs, I
est l’idéal bilatère engendré par :(∑
σ∈N
σ
)
(1− ι).
Preuve. Nous avons précédentement remarqué que si φ =
∑
σ∈G φσσ ∈ C[G]
et Rιφ = 0 alors (φσ)σ∈G satisfait le système (2.19). Donc nous voulons trouver les
solutions d’un tel système. Soit Φ = (φσ)σ∈G une solution de (2.19) et soit σM ∈
G un représentant d’une classe latérale à droite modulo H tel que |φσM | ≥ |φσσM |
pour tout σ ∈ H . Nous voulons montrer que
φσσM =
{
φσM si σ est Cι − pair;
−φσM si σ est Cι − impair,
(2.20)
pour tout σ ∈ H . Puisque Φ est une solution du système nous avons :
φσM |Cι| = −
∑
τ∈Cι
φτσM . (2.21)
Puisque par hypothèse |φσM | ≥ |φσ|, par la relation (2.21) on déduit que φτσM =
−φσM pour tout τ ∈ Cι. Par ailleurs si τ ′ ∈ Cι alors |φτ ′σM | ≥ |φσ| pour tout
σ ∈ HσM , et nous obtenons la relation :
φττ ′σM = −φτ ′σM = φσM
pour tout τ ∈ G. On remarque que, en réitérant la même procédure, pour tout
σ ∈ H nous avons |φσσM | = |φσM | et φσσM = φσM si et seulement si σ est
Cι-pair. Nous avons donc montré la relation (2.20).
Supposons maintenant que H n’est pas bien Cι-décomposable. Alors, par le
lemme 2.15, il existe σ ∈ H tel que σ est Cι-pair et Cι-impair. Donc, par la
relation (2.20), φσσM = φσM et φσσM = −φσM . Par conséquent φσM = 0. Par
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notre choix de σM nous avons alors que φσσM = 0, pour tout σ ∈ H . Puisque
nous pouvons répéter la même procédure pour n’importe quelle classe latérale à
droite de H , nous obtenons que Φ = 0. Donc nous avons montré que si H n’est
pas bien Cι-décomposable alors la seule solution du système (2.19) est Φ = 0. Par
conséquent I = IS = (0).
Supposons maintenant que H est bien Cι-décomposable. Donc (voir défini-
tion 2.16) il existe un homomorphisme f : H → Z/2Z telle que f(τ) = −1 pour
tout τ ∈ Cι. Par le lemme 2.15 tout σ ∈ H est soit Cι-pair soit Cι-impair. De
plus (voir le lemme 2.15), N = ker(f) coïncide avec l’ensemble des éléments de
H qui sont Cι-pairs. Donc, par la relation (2.20), pour tout σ ∈ N , nous avons
φσσM = φσM , alors que pour tout σ ∈ Nι nous avons φσσM = −φσM .
Puisque notre procédure marche pour n’importe quelle classe latérale à droite
de H , si nous fixons une classe latérale Hσ′, on a :
φσσ′ = φσ′ (2.22)
et
φσισ′ = −φσ′ (2.23)
pour tout σ ∈ N . Il est facil de vérifier que les conditions nécessaires sur les
coefficients d’une solution du système (2.19) que nous venons de trouver sont
ainsi sufficientes. Autrement dit (φσ)σ∈G satisfait les relation (2.22) et (2.23) si et
seulement s’il est une solution du système (2.19).
Maintenant nous voulons décrire l’ensemble IS des φ =
∑
σ∈G φσσ ∈ C[G]
tels que (φσ)σ∈G est une solution du système (2.19). PuisqueH est un sous-groupe
distingué (on rappelle que H est engendré par une classe de conjugaison de G)
G/H est un groupe et σH = Hσ pour tout σ ∈ G. Soient σ1, σ2, . . . , σk ∈ G des
représentants des éléments des classes de G/H et soit φ =
∑
σ∈G φσσ ∈ IS . Par
les relations (2.22) et (2.23) et puisque H est égale à l’union disjointe entre N et
Nι, nous obtenons :
φ =
k∑
i=1
( ∑
ρ∈Nσi
φρρ+
∑
ρ∈Nισi
φρρ
)
=
k∑
i=1
(∑
σ∈N
φσiσσi −
∑
σ∈N
φσiσισi
)
=
k∑
i=1
φσi
(∑
σ∈N
σ
)
(1− ι)σi.
Donc φ ∈ IS si et seulement si φ est dans l’idéal à gauche engendré par l’élément∑
σ∈N σ(1− ι).
Maintenant nous montrons que cet élément est dans le centre de C[G] ; par
conséquent il engendre un idéal bilatère. Puisque par le lemme 2.15 N est distin-
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gué dans G, l’élément
∑
σ∈N σ est dans le centre de C[G]. En particulier∑
σ∈N
σ(1− ι) = (1− ι)
∑
σ∈N
σ.
Soit g ∈ G et σ0 ∈ N tel que gιg−1 = ισ0 (σ0 ∈ N car est un produit de deux
éléments de Cι). Nous avons :
g(1− ι)
∑
σ∈N
σg−1 = g(1− ι)g−1
∑
σ∈N
σ = (1− gιg−1)
∑
σ∈N
σ
= (1− ισ0)
∑
σ∈N
σ = (1− ι)
∑
σ∈N
σ.
Donc (1− ι)∑σ∈N σ est dans le centre de C[G].
Enfin nous devons démontrer que l’ensemble I des φ ∈ C[G] tels que Rιφ = 0
est égal à IS . Tout d’abord I ⊆ IS car si φ ∈ I alors Rιφ = 0 ; par conséquent les
coefficients de φ satisfont le système (2.19).
Puisque Rιφ est le rang de l’endomorphisme de Vι qui envoie α ∈ Vι dans αφ,
pour terminer la démontration il suffit de vérifier que Vιφ = (0) pour tout φ ∈ IS .
Par ailleurs par définition Vι est engendré par les éléments σ + ισ avec σ ∈ G.
Donc Rιφ = 0 si et seulement si (σ + ισ)φ = 0 pour tout σ ∈ G. Soit maintenant
φ ∈ IS . Puisque IS est engendré par (1− ι)
∑
σ∈N φσσiσ, nous avons
φ = (1− ι)
∑
σ∈N
φσσiσψ
avec ψ ∈ C[G]. Donc, pour tout ρ ∈ G, nous avons :
(ρ+ ιρ)φ = (ρ+ ιρ)(1− ι)
∑
σ∈N
φσσψ
= (1 + ι)ρ(1− ι)
∑
σ∈N
φσσψ
= (1 + ι)(1− ι)
∑
σ∈N
φσσρψ
= 0
(dans la troisième relation nous avons utilisé le fait que (1 − ι)∑σ∈N σ est dans
le centre de C[G]).
¤
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Remarque 2.18. On remarque que pour tout τ ∈ Cι on a :
(1− ι)
∑
σ∈N
σ = (1− τ)
∑
σ∈N
σ.
Donc I = ((1− τ)∑σ∈N σ), où τ est un des élément de Cι. En effet si τ ∈ Cι il
existe g ∈ G tel que τ = gιg−1 et σ0 ∈ N tel que gιg−1 = ισ0. Donc :
(1− τ)
∑
σ∈N
σ = (1− ισ0)
∑
σ∈N
σ = (1− ι)
∑
σ∈N
σ.
2.4 Corps totalement réels.
Nous utilisons les résultats des paragraphes 2.2 et 2.3.1 pour montrer que au-
cune famille de corps totalement réels n’est PCM .
Lemme 2.19. Soit K un corps de nombres totalement réel tel que K/Q est une
extension de Galois ; notons G = Gal(K/Q) et soit enfin φ = ∑σ∈G φσσ un
élément non nul de Z[G] tel que φ 6= µ∑σ∈G σ pour tout entier µ. Alors la
relation suivante est satisfaite :
‖φ‖1rφ ≥ |G|
2
. (2.24)
Preuve. Soit φ =
∑
σ∈G φσσ un élément de Z[G] qui n’est pas un multiple de la
norme η :=
∑
σ∈G σ. Par le théorème 2.9 nous avons :
‖φ‖1R1φ ≥ |G|.
De plus R1φ est égal à Rφ par le lemme 2.5. Donc
‖φ‖1Rφ ≥ |G|. (2.25)
Maintenant nous rappelons la relation (2.2) :
rφ =
{
Rφ, si
∑
σ∈Γ φσ = 0;
Rφ − 1 sinon.
Par conséquent si rφ = Rφ par la relation (2.25) le lemme est vérifié. Si par contre
rφ = Rφ − 1 et Rφ ≥ 2, on a :
‖φ‖1rφ = ‖φ‖1Rφ − ‖φ‖1
≥ |G|
(
1− 1
Rφ
)
par (2.25)
≥ |G|
2
.
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Donc pour terminer la démonstration il suffit de montrer que si Rφ = 1 alors
rφ = 1.
Supposons que Rφ = 1 et rφ = 0. Alors
∑
σ∈G φσ 6= 0. Puisque Rφ = 1 et
φ n’est pas un multiple de la norme, nous avons que φ est dans l’idéal des élé-
ments ortoghonaux à la norme. Un tel idéal (qui s’appelle idéal d’augmentation)
est engendré par les éléments σ − τ où σ, τ ∈ G. Mais alors puisque φ est une
combinaison avec coefficients dans Z[G] des éléments σ − τ , il est évident que∑
σ∈G φσ = 0 et nous avons obtenu une contradiction.
¤
Remarque 2.20. Nous remarquons que la minoration (2.24) est optimale. Soit n
un entier positif et soit K/Q une extension cyclique totalement réelle de degré
2n. Notons G := Gal(K/Q) (donc G est isomorphe à Z/(2nZ)) et soit σ un
générateur de G. Considérons le caractère irréductible χ tel que χ(σ) = ζn2n =
−1. Donc {
χ(σk) = 1 si k est pair
χ(σk) = −1 si k est impair.
Posons β :=
∑2n
i=1(−1)iσi. Alors rβ = 1 car β est orthogonal à tous les idempo-
tents sauf celui associé à χ. Soit η :=∑2ni=1 σi, et notons :
φ =
β + η
2
.
Par construction ‖φ‖1 = n. En outre Rφ = 2 car φ est une combinaison li-
néaires de deux idempotents associés à des caractères irréductibles. Puisque par
construction la somme des coefficients de φ n’est pas 0, nous avons que rφ = 1.
Donc nous obtenons :
‖φ‖1rφ = |G|
2
.
Corollaire 2.21. Aucune famille de corps totalement réels n’est une famille de
corps PCM .
Preuve. Soit K un corps de nombres totalement réel ; notons Γ son groupe des
Q-automorphismes. Par le lemme 2.2 si L est la clotûre galoisienne de K et G′ =
Gal(L/Q), alors pour tout φ 6= 0 ∈ Z[Γ] il existe ψ 6= 0 ∈ Z[G′] tel que :
‖ψ‖1rψ
[L : Q]
≤ ‖φ‖1rφ
[K : Q]
.
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Donc il suffit de montrer le corollaire pour les extensions K/Q totalement réelles
et galoisiennes. Notons G := Gal(K/Q) et η :=
∑
σ∈G σ. Par le lemme 2.19 pour
tout φ ∈ Z[G] qui n’est pas un multiple de η, nous avons :
‖φ‖1rφ ≥ |G|
2
=
[K : Q]
2
.
De plus, puisque ‖η‖1 = |G|, pour tout φ ∈ Z[G] tel que φ est un multiple de η,
nous avons
‖φ‖1max{rφ, 1} ≥ |G| = [K : Q].
En résumant nous avons obtenu que pour tout φ ∈ Z[G] non nul, la relation
‖φ‖1max{rφ, 1} ≥ [K : Q]
2
(2.26)
est satisfaite. D’une telle relation il suit toute de suite qu’une famille de corps
totalement réels n’est jamais une famille de corps PCM .
¤
2.5 Annullateurs du groupe des unités.
Soit K/Q une extension finie de Galois totalement imaginaire ; notons G :=
Gal(K/Q) et soit EK le groupe des unités de K. Dans ce paragraphe nous appli-
quons les résultats sur les C[G]-modules à droite (en particulier le théorème 2.17)
pour déterminer l’idéal des φ ∈ Z[G] qui annulent EK .
Lemme 2.22. Soit K un corps totalement imaginaire tel que K/Q est une exten-
sion de Galois et soit G son groupe de Galois. Notons Cι la classe de conjugaison
de G des conjugaisons complexes et soit H le sous-groupe de G engendré par
Cι. Alors le corps KH est le plus grand sous-corps totalement réel de K. De plus
KH/Q est une extension de Galois.
Preuve. Tout d’abord nous remarquons que KH/Q est une extension de Galois
car H , étant engendré par une classe de conjugaison, est un sous-groupe distingué.
De plus toute conjugaison complexe est dans H . Donc toute restriction d’une
conjugaison complexe à H est égale à l’identité et KH est totalement réel.
Soit maintenant K ′ un sous-corps de K totalement reél. Par la correspondance
de Galois il existe un sous-groupe H ′ de G tel que K ′ = KH′ . Puisque K ′ est
totalement réel toute restriction d’une conjugaison complexe à K ′ coïncide avec
l’identité. Donc H ⊆ H ′ et K ′ ⊆ KH . Par conséquent KH est le plus grand
sous-corps de K totalement réel.
¤
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Nous avons maintenant tous les outils pour déterminer l’annullateur de EK
dans Z[G] et montrer le théorème suivant :
Théorème 2.23. Soit K/Q une extension galoisienne totalement imaginaire de
groupe de Galois G, soit Cι la classe de conjugaison des éléments de G qui re-
présentent la conjugaison complexe ; notons H = 〈Cι〉 et posons
I := {φ ∈ Z[G] t.q. rφ = 0}.
Alors si H n’est pas bien Cι-décomposable :
I =
(∑
σ∈G
σ
)
et K ne contient aucun corps CM .
Si par contre H est bien Cι-décomposable et N est le groupe des éléments de
H qui sont Cι-pairs, nous avons
I =
(∑
σ∈N
σ(1− τ),
∑
σ∈G
σ
)
,
où τ est un élément arbitraire de Cι. De plus KN est le plus grand corps CM
contenu dans K et KN/Q est une extension galoisienne.
Preuve. Tout d’abord nous rappellons que, par le lemme 2.5, pour tout φ ∈ Z[G]
on a Rφ = R
ι
φ. De plus on rappelle la relation (2.2) :
rφ =
{
Rφ, si
∑
σ∈Γ φσ = 0;
Rφ − 1 sinon.
Donc φ =
∑
σ∈G φσσ est dans l’idéal I des annullateurs de EK si et seulement si
soit Rφ = 0 soit Rφ = 1 et
∑
σ∈G φσ 6= 0.
Soit maintenant I0 l’ensemble des φ ∈ I tels que Rφ = 0 et notons I1 = I\I0.
Tout d’abord nous voulons montrer que si φ ∈ I alors il existe µ ∈ Z et ψ ∈ I0
tels que :
φ = µη + ψ, (2.27)
où η =
∑
σ∈G σ est la norme de K sur Q. Puisque Z[G] = (η)
⊕
(η)⊥, il existe
µ ∈ Z et ψ ∈ (η)⊥ tels que
φ = µη + ψ.
Par ailleurs l’idéal d’augmentation (η)⊥ est engendré par les éléments (σ − τ)
avec σ et τ ∈ G. Donc la somme des coefficients de ψ est égal à 0. Puisque si
ψ = 0 la relation (2.27) est satisfaite, nous pouvons supposer que ψ soit non nul.
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Alors ψ 6∈ (η) car (η) ∩ (η)⊥ = (0) et rφ = rη + rψ. Puisque rφ = 0 et rψ = Rψ
car la somme des coefficients de ψ est égale à 0, nous avons que Rψ = 0. Donc
ψ ∈ I0.
Supposons que H n’est pas bien Cι-décomposable. Alors (définition 2.16) il
n’existe pas un homomorphisme f : H → Z/2Z tel que f(τ) = −1 pour tout
τ ∈ Cι. Donc par le théorème 2.17 et par le lemme 2.5 on a que I0 = {0}. Donc
par la relation (2.27), on a :
I =
(∑
σ∈G
σ
)
.
De plus K ne contient pas des sous-corps CM car si K ′ ⊆ K et K ′ est CM , alors
pour tout τ ∈ Cι l’élément (1− τ)NK/K′ annulle EK et il n’appartient pas à (η).
Supposons maintenant que H est bien Cι-décomposable. Alors il existe un
homomorphisme f : H → Z/2Z tel que f(τ) = −1 pour tout τ ∈ Cι. De plus
(voir le lemme 2.15) N = ker(f). Par le théorème 2.17 et la remarque 2.18,
nous obtenons que I0 = (
∑
σ∈N σ(1 − τ)), où τ est un élément arbitraire de Cι.
Donc, puisque nous avons remarqué (relation (2.27)) que tout élément de I est
une somme d’un multiple de η et un élément de I0, nous obtenons :
I =
(∑
σ∈G
σ,
∑
σ∈N
σ(1− τ)
)
.
Considérons le corps KN . Par le lemme 2.15 le groupe N est distingué dans
G. Donc KN/Q est une extension de Galois. De plus [KN : KH ] = 2 et KH
est le plus grand sous-corps totalement réel de K par le lemme 2.22. Puisque N
ne contient pas les conjugaison complexes et KN/Q est une extension de Galois,
nous avons que KN est une extension totalement imaginaire de degré 2 d’un corps
totalement réel. Donc KN est un corps CM .
Soit enfin F un corps CM contenu dans K et notons F+ le plus grand sous-
corps totalement réel contenu dans F . Par le lemme 2.22 le corps F+ est contenu
dans KH . Donc F ⊆ KN .
¤
2.6 Corps totalement imaginaires.
Les résultats des paragraphes 2.3.2 et 2.5 nous permettent de construir des
critères pour établir si une famille de corps de nombres totalement imaginaire est
une famille de corps PCM . Le but de ce paragraphe est décrire deux critères de
ce type : le théorème 2.24 et le théorème 2.26.
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Théorème 2.24. Soit {Kn}n∈N une suite de corps de nombres totalement imagi-
naires telle que Kn/Q est une extension galoisienne ; notons Gn := Gal(Kn/Q),
soit Cιn la classe de conjugaison des conjugaisons complexes de Gn et posons
Hn = 〈Cιn〉. Supposons qu’il existe n0 ∈ N tel que Hn est bien Cιn-décomposable
pour tout n ≥ n0. Si |Hn| = o(|Gn|) pour n qui tend vers +∞, alors la suite
{Kn}n∈N est une famille de corps PCM .
Preuve. Soit n > n0 et notons Nn le sous-groupe de Hn des éléments Cιn-
pairs. Par le théorème 2.23 les sous-corps Fn de Kn fixés par le sous-groupe Nn
sont les plus grands corps CM contenus dans Kn. Soit ιn ∈ Cιn . Encore par le
théorème 2.23 l’élément
φn :=
∑
σ∈Nn
σ(1− ιn)
annulle le groupe des unités de Kn (autrement dit rφn = 0). De plus
‖φn‖1 = 2|Nn| = |Hn|.
Donc
‖φn‖1max{rφn , 1} = |Hn| = o(|Gn|).
Puisque |Gn| = [Kn : Q], nous avons trouvé des éléments non nuls φn ∈ Z[Gn]
tels que
lim
n→+∞
‖φn‖1max{rφn , 1}
[Kn : Q]
= 0.
Donc {Kn}n∈N est une famille de corps PCM .
¤
Le deuxième critère est très semblable au corollaire 2.21 et sa démonstration
est presque identique.
Lemme 2.25. Soit K/Q une extension finie galoisienne totalement imaginaire ;
notons G := Gal(L/Q), soit ι ∈ G une conjugaison complexe, soit Cι la classe de
conjugaison de ι et posons H := 〈Cι〉. Soit enfin φ ∈ Z[G] tel que φ n’est pas un
multiple de la norme η =
∑
σ∈G σ. Si H n’est pas bien Cι-décomposable alors :
‖φ‖1rφ ≥ |G|
4|Cι| . (2.28)
Preuve. Soit φ =
∑
σ∈G φσσ un élément de Z[G] qui n’est pas un multiple
de la norme η. Tout d’abord, puisque H n’est pas bien Cι-décomposable, par le
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théorème 2.17 le système (2.19) a seulement la solution trivial. Donc il existe
σ ∈ G tel que : ∣∣∣∣φσ|Cι|+∑
τ∈Cι
φτσ
∣∣∣∣ ≥ 1 (2.29)
(on rappelle que par hypothèse φ ∈ Z[G]). Par la relation (2.18) du théorème 2.12
pour tout σ ∈ G :
‖φ‖1Rιφ ≥
|G|
2|Cι|
(∣∣∣∣φσ|Cι|+∑
τ∈Cι
φτσ
∣∣∣∣).
Donc par la relation (2.29) nous obtenons
‖φ‖1Rιφ ≥
|G|
2|Cι| .
Par le lemme 2.5 Rιφ est égal à Rφ. Donc nous avons
‖φ‖1Rφ ≥ |G|
2|Cι| . (2.30)
De plus on rappelle que, par la relation (2.2), rφ est égal à Rφ si
∑
σ∈Γ φσ = 0 et
rφ est égal à Rφ − 1 si la somme de ses coefficients est non nuls. Par conséquent
si rφ = Rφ par la relation (2.29) la thèse est vérifiée. Si par contre rφ = Rφ− 1 et
Rφ ≥ 2, on a :
‖φ‖1rφ = ‖φ‖1Rφ − ‖φ‖1
≥ |G|
2|Cι|
(
1− 1
Rφ
)
par (2.30)
≥ |G|
4|Cι| .
Donc pour terminer la démonstration il suffit de montrer que si Rφ = 1 alors
rφ = 1.
Supposons que Rφ = 1 et rφ = 0. Alors
∑
σ∈G φσ 6= 0. Puisque Rφ = 1 et φ
n’est pas un multiple de la norme, nous avons que φ est dans l’idéal des éléments
ortoghonaux à la norme. Un tel idéal est engendré par les éléments σ − τ où
σ, τ ∈ G. Mais alors puisque φ est une combinaison avec coefficients dans Z[G]
des éléments σ − τ , il est évident que ∑σ∈G φσ = 0 et nous avons obtenu une
contradiction.
¤
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Théorème 2.26. Soit {Kn}n∈N une suite de corps de nombres totalement imagi-
naires telle que Kn/Q est une extension galoisienne ; notons Gn := Gal(Kn/Q),
soit Cιn la classe de conjugaison des conjugaisons complexes de Gn et posons
Hn = 〈Cιn〉. Supposons qu’il existe une constante c et une entier positif n0 tels
que |Cιn| ≤ c et queHn n’est pas bienCιn-décomposable pour tout entier n > n0.
Alors {Kn}n∈N n’est pas une famille de corps PCM .
Preuve. Par le lemme 2.25 pour tout n ≥ n0, pour tout φn ∈ Z[Gn] qui n’est
pas un multiple de la norme η, nous avons :
‖φn‖1rφn ≥
|Gn|
4|Cι| ≥
[Kn : Q]
4c
.
De plus, puisque ‖η‖1 = |G|, pour tout φn ∈ Z[Gn] tel que φn est un multiple de
η, nous avons
‖φn‖1max{rφn , 1} ≥ |Gn| = [Kn : Q].
En résumant nous avons obtenu que, pour tout n > n0 pour tout φn ∈ Z[Gn] non
nul, la relation
‖φn‖1max{rφn , 1} ≥
[Kn : Q]
4c
(2.31)
est satisfaite. D’une telle relation il suit toute de suite que {Kn}n∈N n’est pas une
famille de corps PCM .
¤
2.7 Appendice : applications à des polynômes lacu-
naires.
Soit G un groupe abélien fini, notons k un entier positif et soient d1, . . . , dk
entiers positifs tels que G soit isomorphe à Z/d1Z× · · · ×Z/dkZ (après on iden-
tifiera G avec le groupe Z/d1Z × · · · × Z/dkZ et {0, 1, . . . , di − 1} avec Z/diZ
pour tout 1 ≤ i ≤ k). Dans ce paragraphe nous montrons qu’il existe une façon
naturelle d’associer à un élément φ ∈ C[G], un polynôme P ∈ C[x1, . . . , xk]
tel que degxi(P ) < di pour tout 1 ≤ i ≤ k. Grâce à une telle correspondance,
nous démontrons une minoration pour les nombres des coefficients non nuls d’un
polynôme P en fonction des racines de l’unité annulantes un tel polynôme.
Lemme 2.27. Soit G, d1, . . . , dk comme auparavant. Alors l’application
F : C[G]→ C[x1, . . . , xk]
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qui envoie
φ =
∑
h∈G
φhh ∈ C[G]
sur
P := F (φ) =
d1−1∑
h1=0
· · ·
dk−1∑
hk=0
φhx
h
induit une correspondance biunivoque entre C[G] et les polynômes Q tels que
degxi(Q) < di pour tout i. De plus soient ‖P‖1 et ΩP respectivement la taille de
P et le nombre de coefficients de P non nuls. Notons
Rd,P := |{ω ∈ µd1 × · · · × µdk t.q. P(ω) 6= 0}|.
Alors ‖φ‖1 = ‖P‖1, Ωφ = ΩP et R1φ = Rd,P .
Preuve. Le fait que F induit une correspondance biunivoque entre C[G] et les
polynômes Q ∈ C[x1, . . . , xk] tels que degxi(Q) < di pour tout i est évident.
De plus de la définition de F il suit tout de suite que ‖φ‖1 = ‖P‖1 et Ωφ =
ΩP . Donc pour terminer la démonstration nous devons vérifier que R1φ est égal à
Rd,P (on rappelle que R1φ est le rang de l’endomorphisme de C[G] donné par la
multiplication à droite par φ).
Soit χ ∈ Irr(G). Puisque G est abélien, Irr(G) est un groupe isomorphe à G
et χ(1) = 1. De plus, Rχ,φ = 0 si et seulement si∑
h∈G
φhχ(h) = 0
(voir [Was, p. 100]). On a donc
R1φ =
∣∣∣∣{χ ∈ Irr(G) t.q. ∑
h∈G
φhχ(h) 6= 0}
∣∣∣∣. (2.32)
Soit maintenant ω := (ω1, . . . , ωk) ∈ µd1 × · · · × µdk . Il est bien évident que la
fonction χω : G→ C∗ qui envoie h = (h1, . . . , hk) sur
∏k
i=1 ω
hi
i est un caractère
irréductible de G. De plus, on obtient∑
h∈G
φhχω(h) =
∑
h∈G
φhω
h.
Donc Rχω ,φ = 0 si et seulement si P (ω) = 0. D’ailleurs, si χ ∈ Irr(G) alors
ωχ := (χ(1, 0, . . . , 0), . . . , χ(0, 0, . . . , 1))
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appartient à µd1 × · · · × µdk . De plus, par construction,∑
h∈G
φhω
h
χ =
∑
h∈G
φhχ(h).
Puisque Irr(G) est isomorphe à G, qui à son tour est isomorphe à µd1 × · · ·×µdk ,
la correspondance que nous venons de définir entre les caractères irréductibles de
G et les éléments de µd1 × · · · × µdk est biunivoque. On a alors∣∣∣∣{χ ∈ Irr(G) t.q. ∑
h∈G
φhχ(h) 6= 0
}∣∣∣∣ = |{ω ∈ µd1×· · ·×µdk t.q. P(ω) 6= 0}|.
Donc par (2.32) et par définition de Rd,P , on obtient
R1φ = Rd,P .
¤
Corollaire 2.28. Soient G, d1, . . . , dk comme dans le lemme 2.27. Notons P ∈
C[x1, . . . , xk] un polynôme non nul tel que degxi(P ) < di pour tout 1 ≤ i ≤ k.
Alors :
ΩP ≥ d1d2 . . . dk
Rd,P
. (2.33)
Preuve. Soit P ∈ C[x1, . . . , xk] un polynôme non nul tel que degxi(P ) < di
pour tout 1 ≤ i ≤ k. Par le lemme 2.27 il existe φ ∈ C[G] tel que Ωφ = ΩP et
Rφ = Rd,P . Par ailleurs la relation (2.8) du théorème 2.9 nous dit que :
ΩφR
1
φ ≥ |G|.
Puisque Ωφ = ΩP , Rφ = Rd,P et |G| = d1 · · · dk nous obtenons :
ΩPRd,P ≥ d1 · · · dk,
d’où l’assertion.
¤
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Remarque 2.29. Nous remarquons que la minoration (2.33) est optimale. En ef-
fet, si l,m sont entiers positifs tels que l divise m et si on pose
G(x) := 1 + xl + . . .+ xm−l =
xm − 1
xl − 1 ,
on a deg(G) < m, ΩG = m/l et Rm,G = l ; donc
ΩG =
m
Rm,G
.
De même, si v est un entier positif pair et si on pose
H(x) = 1− xv/2,
on a encore deg(H) < v, ΩH = 2 et Rv,H = v/2. En particulier,
ΩH =
v
Rv,H
.
Enfin nous signalons que dans [Ran1] nous avons donné une démostration
directe (sans utiliser la théorie des représentations) du corollaire 2.28.
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Chapitre 3
Générateurs de l’anneau des entiers
Soit p ≥ 3 un nombre premier, soit m un entier positif ; posons q := pm et
notons ζq une racine primitive q-ième de l’unité. Dans ce chapitre nous reprodui-
sons d’abord notre article [Ran2], où nous montrons que si α est un générateur de
Z[ζq] tel que α n’est pas égal à une translation près par un entier à un conjugué de
ζq, alors α + α est un entier impair (théorème 3.5).
Il est naturel de se demander s’il est possible généraliser le théorème 3.5 à
des corps de nombres autres que Q(ζq). Dans l’appendice de ce chapitre (para-
graphe 3.4.1) nous démontrons une généralisation d’un tel théorème aux corps
CM . Enfin (paragraphe 3.4.2) nous étudions le cas particulier des corps CM qui
ne contient pas de racines de l’unité autre que ±1.
3.1 Introduction.
Soit K un corps de nombres et soit OK son anneau des entiers. On dit que OK
admet une base de puissances s’il existe α ∈ OK tel que OK = Z[α].
Il est rare (voir [Gyö2]) qu’un corps de nombres admette une base de puis-
sances. Par exemple M. N. Gras [Gra1] montre que si d est un entier positif tel
que (d, 6) = 1, alors il existe seulement un nombre fini d’extensions abéliennes
K/Q de degré d telles que OK admette une base de puissances.
Quand l’anneau des entiers OK admet une base de puissances le problème de
déterminer tous les générateurs de OK (autrement dit tous les éléments α ∈ OK
tels queOK = Z[α]) se pose. Plus précisément, puisque Z[α] = Z[α+k] pour tout
entier k, il est intéressant de déterminer tous les générateurs α de OK à translation
par entiers près. Dans [Gyö1] K. Györy obtient un important résultat : il montre
que, à translation par entiers près, il existe seulement un nombre fini d’éléments
qui engendrent l’anneau des entiers de n’importe quel corps de nombres. En outre
il y a beaucoup de résultats sur la détermination de bases de puissances de l’anneau
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des entiers de corps de nombres de petit degré (pour un résumé voir [Gaá]). De
toute façon si K est un corps de nombres dont l’anneau des entiers OK admet une
base de puissances, le problème de déterminer tous les générateurs de OK est très
difficile.
Les corps cyclotomiques sont une intéressante famille de corps pour notre pro-
blème parce que l’anneau des entiers d’un tel corps admet une base de puissances
et il y a quelques exemples où nous pouvons trouver tous les générateurs.
Soit n un entier positif et soit ζn une racine primitive n-ième de l’unité dansC.
Alors il est bien connu que ζn engendre l’anneau des entiers deQ[ζn]. Considérons
la relation suivante : soit α ∈ Z[ζn], nous disons que β ∈ Z[ζn] est équivalent à α
(noté α ∼ β) s’il existe σ ∈ Gal(Q(ζn)/Q) et un entier l tel que β = ±σ(α) + l.
Remarquons que si β ∼ α et α est un générateur de Z[ζn], alors β engendre Z[ζn].
De plus la relation ∼ que nous venons de définir sur les générateurs de Z[ζn] est
une relation d’équivalence.
Soit maintenant p un nombre premier et considérons l’anneau Z[ζp]. Dans ce
cas nous connaissons deux classes de générateurs de Z[ζp] : la classe de ζp et la
classe de ω := 1/(ζp + 1). Le nombre ω engendre Z[ζp] car ω est une unité de
norme 1, et par conséquent il existe a1, a2, . . . , ap−1 ∈ Z tels que :
−(a1 + a2ω + · · ·+ ap−1ωp−2) = 1 + ζp.
De plus on remarque que ζp n’est pas équivalent à ω si p > 3 et ω + ω = 1.
A. Bremner [Bre] conjecture qu’il n’existe pas d’autres classes de générateurs
de Z[ζp], plus précisément :
Conjecture 3.1. Soit p un nombre premier, soit ζp une racine p-ième primitive de
l’unité et soit α ∈ Z[ζp] tel que Z[α] = Z[ζp]. Alors soit α est équivalent à ζp, soit
α est équivalent à 1/(ζp + 1).
L. Robertson [Rob1] donne une réponse partielle à la conjecture de Bremner :
Théorème 3.2. Soit α ∈ Z[ζp] tel que Z[α] = Z[ζp]. Alors soit α est équivalent à
ζp soit α + α est un entier impair.
La conjecture 3.1 se généralise aux corps cyclotomiques engendrés par une
racine q-ième de l’unité, où q est la puissance d’un nombre premier, de la façon
suivante : soit α ∈ Z[ζq] tel que Z[α] = Z[ζq]. Alors soit α est équivalent à ζq, soit
α est équivalent à 1/(ζq + 1). L. Robertson [Rob2] démontre le théorème suivant
qui établit une telle conjecture dans le cas où q est une puissance de 2 :
Théorème 3.3. Soit m un entier positif et soit α un générateur de Z[ζ2m ]. Alors
α ∼ ζ2m .
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Ensuite, L. Robertson et I. Gaál [Ga-Ro] obtiennent un résultat similaire au
théorème 3.2 pour les classes des générateurs de Z[ζq], où q est la puissance d’un
nombre premier p, plus précisément :
Théorème 3.4. Soit α ∈ Z[ζq] tel que Z[α] = Z[ζq]. Alors si (h+q , p(p−1)/2) = 1,
où h+q est l’ordre du groupe des classes de Q(ζq + ζq), soit α est équivalent à ζq
soit α + α est un entier impair.
Dans notre travail nous montrons que l’hypothèse sur h+q dans le théorème 3.4
n’est pas nécessaire, plus précisément nous obtenons le résultat suivant :
Théorème 3.5. Soit α ∈ Z[ζq] tel que Z[α] = Z[ζq]. Alors soit α est équivalent à
ζq soit α + α est un entier impair.
Le point de départ de notre démonstration est le lemme 3.6 où nous montrons
une relation assez restrictive (voir (3.1)) qui lie un générateur α de Z[ζq] à des
éléments de (Z/qZ)∗ notés b(j, α) (ici j est un entier tel que p ne divise pas j et
2 ≤ j ≤ q−1). De la relation (3.1) on déduit la relation (3.4) sur laquelle la conju-
gaison complexe agit. Ensuite (lemme 3.8) nous remarquons que si α+α n’est pas
un entier alors une telle action n’est pas triviale. Ce fait nous permet d’obtenir une
nouvelle relation encore plus restrictive que (3.1) (voir (3.5)). D’une telle relation
il suit que si i est une racine primitive modulo q, alors la classe de α (dans ∼) est
bien déterminée par les éléments b(i, α) et b(i2, α) (proposition 3.9). Enfin nous
terminons la preuve du théorème 3.5 en montrant que pour tout générateur α de
Z[ζq] tel que α + α n’est pas un entier il existe un entier n qui n’est pas divisible
par p tel que b(i, α) = b(i, ζnq ) et b(i2, α) = b(i, ζnq ), et donc par la proposition 3.9,
α ∼ ζnq ∼ ζq.
3.2 Résultats préliminaires.
Soit p un nombre premier, soit m un entier positif et posons q := pm. De
plus soit ζq une racine primitive q-ième de l’unité, notons G := Gal(Q(ζq)/Q) '
(Z/qZ)∗. Dans ce paragraphe nous déterminons quelques relations satisfaites par
les générateurs de Z[ζq], relations que nous utiliserons dans la preuve du théo-
rème 3.5.
Lemme 3.6. Soit α ∈ Z[ζq] tel que Z[α] = Z[ζq]. De plus soit σj ∈ G tel que
σj(ζq) = ζ
j
q , où j ∈ (Z/qZ)∗ et j 6≡ 1 mod (q). Alors il existe un entier b(j, α) tel
que :
α− σj(α)
α− σj(α)
= −ζb(j,α)q . (3.1)
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Preuve. Soit α ∈ Z[ζq] tel que Z[α] = Z[ζq] et soit σj ∈ G tel que σj(ζq) = ζjq ,
où j ∈ (Z/qZ)∗ et j 6≡ 1 mod (q). Puisque Z[α] = Z[ζq], on a :
δZ(Z[α]) = δZ(Z[ζq]),
où δZ est le discriminant sur Z (voir [Ga-Ro, Lemme 3.1]). Donc pour tout j ∈
(Z/qZ)∗ on a que α satisfait la relation suivante :
σj(α)− α = (ζjq − ζq)β(j, α), (3.2)
où β(j, α) est une unité. De plus, voir [Was, Corollary 4.13], il existe un entier
c(j, α) et il existe une unité réelle µ(j, α) ∈ Q(ζq + ζq) tels que :
β(j, α) = ζc(j,α)q µ(j, α),
et donc on obtient la relation :
σj(α)− α = (ζjq − ζq)ζc(j,α)q µ(j, α). (3.3)
Par ailleurs on a :
ζjq − ζq
ζjq − ζq
= −ζj+1q .
De cette relation et de (3.3) nous déduisons que :
α− σj(α)
α− σj(α)
=
(ζjq − ζq)ζc(j,α)q µ(j, α)
(ζjq − ζq)ζqc(j,α)µ(j, α)
= −ζj+2c(j,α)+1q .
En posant b(j, α) = j + 2c(j, α) + 1 on obtient :
α− σj(α)
α− σj(α)
= −ζb(j,α)q .
¤
Tout d’abord on remarque que la relation (3.1) est équivalente à la relation :
α + ζb(j,α)q α = σj(α) + ζ
b(j,α)
q σj(α), (3.4)
qui sera utilisée plusieurs fois dans la suite.
On remarque aussi que si α ∈ Z[ζq], alors α + α ∈ Z si et seulement si pour
tout σj ∈ G, on a :
α+ α = σj(α) + σj(α).
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Donc le théorème 3.4 nous dit que si α est un générateur de Z[ζq] qui n’est pas
équivalent à ζq et si (h+q , p(p − 1)/2) = 1, alors b(j, α) ≡ 0 mod (q) pour
tout σj ∈ G. Dans la preuve du théorème 3.5 on montrera que b(j, α) peut être
non nul modulo q seulement si α appartient à la classe de ζq, en obtenant une
généralisation du théorème 3.4 et du lemme 3.6.
La remarque élémentaire suivante sera plusieurs fois utilisée dans la preuve du
théorème 3.5.
Remarque 3.7. Nous remarquons que si a, b sont entiers tels que a ≥ b ≥ 1, si
p ≥ 3 est un premier et si φ est l’homomorphisme
φ : Z/paZ→ Z/pbZ
qui envoie la classe de j mod (pa) dans la classe de j mod (pb), alors si la classe
de i engendre (Z/paZ)∗ on a :
φ(i) 6≡ 1 mod (pb).
De plus si p ≥ 5 on a :
φ(i) 6≡ ±1 mod (pb).
Fixons maintenant i une racine primitive modulo q (i.e. un entier tel que sa
classe mod (q) engendre (Z/qZ)∗. Donc σi est un générateur de G). Le lemme
suivant nous donne une relation entre b(i, α), b(i2, α) et µ(i, α) dans le cas où
nous avons b(i, α) 6≡ 0 mod (q).
Lemme 3.8. Supposons Z[α] = Z[ζq] et posons (en utilisant les notations du
lemme 3.6) b(i) := b(i, α), b(i2) := b(i2, α) et µ(i) := µ(i, α). Alors, si p ≥ 3 et
si b(i) 6≡ 0 mod (q), on a :
σi(µ(i))
µ(i)
= ζ ib(i)−b(i
2)−ic(i)+c(i)
q
(ζ iq − ζq)
(ζ i2q − ζ iq)
(ζ
b(i2)−b(i)
q − 1)
(ζ
ib(i)−b(i2)
q − 1)
, (3.5)
où c(i) := c(i, α) et 2c(i) ≡ b(i)− i− 1 mod (q).
Preuve. Par la relation (3.4) on a les égalités suivantes :
α + ζb(i)q α = σi(α) + ζ
b(i)
q σi(α), (3.6)
α+ ζb(i
2)
q α = σi2(α) + ζ
b(i2)
q σi2(α). (3.7)
En appliquant σi aux deux membres de (3.6) on obtient :
σi(α) + ζ
ib(i)
q σi(α) = σi2(α) + ζ
ib(i)
q σi2(α).
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En soustrayant cette relation à (3.7) on a :
α− σi(α) + ζb(i2)q α− ζ ib(i)q σi(α) = ζb(i
2)
q σi2(α)− ζ ib(i)q σi2(α). (3.8)
En additionnant et en soustrayant ζ ib(i)q α au premier membre de (3.8) on obtient :
α− σi(α) + (ζb(i2)q − ζ ib(i)q )α + ζ ib(i)q (α− σi(α)) = (ζb(i
2)
q − ζ ib(i)q )σi2(α).
En rappelant que, par la relation (3.1),
(α− σi(α))ζb(i)q = σi(α)− α
et
(α− σi2(α))ζb(i2)q = σi2(α)− α
nous déduisons que
0 = α− σi(α) + ζ ib(i)q (α− σi(α)) + (ζb(i
2)
q − ζ ib(i)q )(α− σi2(α))
= α− σi(α) + ζ ib(i)−b(i)q (σi(α)− α) + (ζb(i
2)
q − ζ ib(i)q )ζ−b(i
2)
q (σi2(α)− α)
= (α− σi(α))(1− ζ ib(i)−b(i)q ) + (σi2(α)− α)(1− ζ ib(i)−b(i
2)
q ),
c’est-à-dire :
(σi(α)− α)(1− ζ ib(i)−b(i)q ) = (σi2(α)− α)(1− ζ ib(i)−b(i
2)
q ).
Puisque i est une racine primitive modulo q et p ≥ 3 par la remarque 3.7 nous
avons i 6≡ 1 mod (p). Donc σi 6= Id. Alors, σi(α) 6= α, car α 6∈ Z. De plus
ib(i)− b(i) 6≡ 0 mod (q) car i 6≡ 1 mod (p) et b(i) 6≡ 0 mod (q) par hypothèse.
Donc on obtient que ib(i)− b(i2) 6≡ 0 mod (q) et on a :
σi2(α)− α
σi(α)− α =
ζ
ib(i)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
,
d’où :
σi2(α)− σi(α)
σi(α)− α =
σi2(α)− α
σi(α)− α − 1 = ζ
ib(i)−b(i2)
q
ζ
b(i2)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
. (3.9)
Par ailleurs par la relation (3.3) on a :
σi(α)− α = (ζ iq − ζq)ζc(i)q µ(i).
Donc de cette relation et de (3.9) il suit que :
(ζ i
2
q − ζ iq)ζ ic(i)q σi(µ(i))
(ζ iq − ζq)ζc(i)q µ(i)
= ζ ib(i)−b(i
2)
q
ζ
b(i2)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
,
d’où l’assertion.
¤
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Le lemme précédent nous donne une relation entre µ(i, α), b(i, α) et b(i2, α).
Dans la proposition suivante on verra comment cette relation entraîne que la classe
de α est bien déterminée par b(i, α) et b(i2, α). Cette proposition est le point-clé
de la démonstration.
Proposition 3.9. Soit i une racine primitive modulo q et soient α1, α2 deux géné-
rateurs de Z[ζq]. Supposons que b(i, α1) 6≡ 0 mod (q) et que :
b(i, α1) ≡ b(i, α2) mod (q)
b(i2, α1) ≡ b(i2, α2) mod (q);
alors α1 ∼ α2.
Preuve. Par le lemme 3.8,
σi(µ(i, α1))
µ(i, α1)
=
σi(µ(i, α2))
µ(i, α2)
.
Puisque σi engendre G, il existe un entier h tel que µ(i, α2) = hµ(i, α1).
De plus, h = ±1 car µ(i, α1), µ(i, α2) sont deux unités. Choisissons un entier
c tel que 2c ≡ b(i, α1)− i− 1 mod (q). Par la relation (3.3) on a :
σi(α1)− α1 = (ζ iq − ζq)ζcqµ(i, α1)
= ±(ζ iq − ζq)ζcqµ(i, α2)
= ±(σi(α2)− α2);
d’où σi(α1 ± α2) = α1 ± α2 et α1 ± α2 = k ∈ Z (car σi est un générateur de G).
Par conséquent α1 ∼ α2.
¤
Dans le paragraphe suivant nous allons montrer que si α est un générateur de
Z[ζq] tel que α + α n’est pas un entier alors, si nous connaissons b(i, α), b(i2, α)
est aussi bien déterminé. Donc, par la proposition 3.9, on remarquera que α est
seulement déterminé par b(i, α) et il sera facile terminer la démonstration du théo-
rème 3.5.
3.3 Preuve du théorème 3.5.
L. Robertson [Rob2] montre que la conjecture de Bremner est vraie pour tout
corps cyclotomique engendré par une racine de l’unité d’ordre égal à une puis-
sance de 2. De plus, voir [Was, Theorem 4.14, Corollary 10.5, Theorem 11.1], on
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a que 3 ne divise pas h+3a pour tout entier a ≥ 1. Donc par le théorème 3.4 nous
pouvons supposer que p soit ≥ 5. De plus par le théorème 3.2 on peut supposer
que q soit égal à pm, où m est un entier ≥ 2 et donc p2 divise q.
Soit α un générateur de Z[ζq] tel que r := α+α soit un entier. Si r est pair on
a que 2 divise α− α, car
α− α = α + α− 2α.
Par ailleurs par la relation (3.3) on a que l’idéal (α− α) est engendré par ζq − ζq.
Alors, puisque on peut supposer que p ≥ 5, on a que (2) est premier avec ζq − ζq.
Donc 2 ne peut pas diviser r et r est un nombre impair.
Soit maintenant α un générateur de Z[ζq] tel que α + α ne soit pas un en-
tier. Pour prouver le théorème nous montrerons que les hypothèses de la proposi-
tion 3.9 sont satisfaites avec α1 = α et α2 = ζnq , pour un certain entier n qui n’est
pas divisible par p. Donc on aura α ∼ ζnq ∼ ζq.
Posons, en utilisant les notations du lemme 3.6, c(j) := c(j, α), b(j) := b(j, α)
et µ(j) := µ(j, α) pour tout j ∈ (Z/qZ)∗ (on rappelle que c(j) satisfait la relation
2c(j) ≡ b(j)− j − 1 mod (q)) et soit i une racine primitive modulo q.
On remarque que b(i) 6≡ 0 mod (q). En effet si b(i) ≡ 0 mod (q) alors, par la
relation (3.4), on aurait :
α + α = σi(α) + σi(α)
et, puisque σi engendre G, on obtiendrait :
α + α = σj(α) + σj(α) = σj(α+ α)
pour tout j ∈ (Z/qZ)∗. Donc α+ α serait un entier car il serait fixé par le groupe
G.
Par conséquent on peut appliquer le lemme 3.8 en obtenant la relation :
σi(µ(i))
µ(i)
= ζ ib(i)−b(i
2)−ic(i)+c(i)
q
(ζ iq − ζq)
(ζ i2q − ζ iq)
(ζ
b(i2)−b(i)
q − 1)
(ζ
ib(i)−b(i2)
q − 1)
.
Par ailleurs puisque
ζ iq − ζq
ζ i2q − ζ iq
=
ζ iq − ζq
σi(ζ iq − ζq)
,
on obtient :
σi(µ(i)(ζ
i
q − ζq))
µ(i)(ζ iq − ζq)
= ζ ib(i)−b(i
2)−ic(i)+c(i)
q
ζ
b(i2)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
.
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Nous disons qu’il existe un entier k tel que :
ζkq
σi(ζkq )
= ζ ib(i)−b(i
2)−ic(i)+c(i)
q . (3.10)
Cette relation est équivalente à :
k(1− i) ≡ ib(i)− b(i2)− ic(i) + c(i) mod (q).
Puisque p ≥ 5 on a que i 6≡ 1 mod (p) par la remarque 3.7. Donc nous avons
(i − 1, q) = 1. Par conséquent (i − 1) est inversible mod (q) et il existe k qui
satisfait (3.10).
Par conséquent on a la relation :
σi(ζ
k
q µ(i)(ζ
i
q − ζq))
ζkq µ(i)(ζ
i
q − ζq)
=
ζ
b(i2)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
. (3.11)
Par ailleurs :
vp(b(i
2)− b(i)) = vp(ib(i)− b(i2)),
où vp est la valuation p-adique. En effet par la remarque 3.7 on sait que i − 1 est
inversible mod (q) et donc :
σi(ζ
k
q µ(i)(ζ
i
q − ζq))
ζkq µ(i)(ζ
i
q − ζq)
∈ Z[ζq]∗.
Par conséquent
ζ
b(i2)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
∈ Z[ζq]∗
et cette relation est vérifiée si et seulement si vp(b(i2)− b(i)) = vp(ib(i)− b(i2)).
Maintenant nous voulons déterminer un élément β ∈ Z[ζq] tel que :
σi(β)
β
=
ζ
b(i2)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
. (3.12)
Pour cela, on reprend la preuve du théorème 90 de Hilbert. Soit d l’inverse de
i mod (q) et posons
βc :=
c∏
l=1
(ζ(b(i
2)−b(i))dl
q − 1),
où c est un entier et 1 ≤ c ≤ φ(q). Alors on a :
σi(βc)
βc
=
ζ
b(i2)−b(i)
q − 1
ζ
(b(i2)−b(i))dc
q − 1
.
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Soit maintenant ν ≥ 0 la valuation p-adique de b(i2)−b(i) et ib(i)−b(i2). Notons
pν = q/pe ; l’entier i est une racine primitive modulo pe et donc il existe un entier
c′ tel que 1 ≤ c′ ≤ φ(pe) ≤ φ(q) et :
(b(i2)− b(i))dc′ ≡ ib(i)− b(i2) mod (q). (3.13)
Donc βc′ satisfait la relation :
σi(βc′)
βc′
=
ζ
b(i2)−b(i)
q − 1
ζ
ib(i)−b(i2)
q − 1
.
Puisque σi engendre le groupe G il existe un nombre rationel h 6= 0 tel que :
ζkq µ(i)(ζ
i
q − ζq) = hβc′ .
Soit maintenant v(ζq−1) la valuation (ζq − 1)-adique. Puisque ζkq et µ(i) sont
des unités leur valuation (ζq−1)-adique est égal à 0, alors que v(ζq−1)(ζ iq−ζq) = 1
car, comme on l’a plusieurs fois remarqué, p ne divise pas i − 1. Par ailleurs par
construction on a :
v(ζq−1)(hβc′) = φ(q)vp(h) + c
′pvp(b(i
2)−b(i))
et donc :
1 = φ(q)vp(h) + c
′pvp(b(i
2)−b(i)).
Supposons par l’absurde vp(b(i2) − b(i)) ≥ 1 ; puisque p2 divise q, on obtient la
contradiction 1 ≡ 0 mod (p). Donc vp(b(i2)− b(i)) = 0 et la relation précédente
devient :
1 = φ(q)vp(h) + c
′.
Si vp(h) 6= 0, on a |φ(q)vp(h)| ≥ φ(q) alors que 1 ≤ c′ ≤ φ(q) ; donc on obtient
la contradiction φ(q)vp(h)+ c′ 6= 1. On a donc vp(h) = 0 et c′ = 1. Par la relation
(3.13) on a alors :
(b(i2)− b(i))d ≡ ib(i)− b(i2) mod (q) (3.14)
et, en multipliant par i,
(i+ 1)b(i2) ≡ (i2 + 1)b(i) mod (q). (3.15)
Cette dernière relation montre que b(i2) est déterminé modulo q en fonction de
b(i) (puisque i 6≡ −1 mod (p), voir la remarque 3.7) et que b(i) 6≡ 0 mod (p) (car
sinon b(i2) ≡ 0 mod (p) et donc vp(b(i2)− b(i)) ≥ 1).
3.4. APPENDICE : GÉNÉRALISATIONS AU CORPS CM . 59
Soit maintenant n ∈ Z tel que (i+ 1)n ≡ b(i) mod (q). Alors p ne divise pas
n, donc ζnq est un générateur de Z[ζq] et ζnq ∼ ζq. De plus :
ζ inq − ζnq
ζ inq − ζnq
= −ζn(i+1)q = −ζb(i)q
et donc :
b(i, ζnq ) ≡ b(i) mod (q). (3.16)
Puisque, comme nous venons de le remarquer, ζnq est un générateur de Z[ζq]
et que ζnq + ζnq n’est évidemment pas un entier, b(i, ζnq ) et b(i2, ζnq ) satisfont la
relation (3.15). Par conséquent nous obtenons :
(i+ 1)b(i2, ζnq ) ≡ (i2 + 1)b(i, ζnq ) mod (q) par(3.15)
≡ (i2 + 1)b(i, α) mod (q) par(3.16)
≡ (i+ 1)b(i2, ζnq ) mod (q) par(3.15).
Donc :
b(i2, ζnq ) ≡ b(i2) mod (q). (3.17)
Mais alors, puisque b(i, α) 6≡ 0 mod (q) et par les relations (3.16) et (3.17), nous
pouvons appliquer la proposition 3.9 et nous obtenons
α ∼ ζnq ∼ ζq.
¤
3.4 Appendice : Généralisations au corps CM .
Soit L un corps CM et soit K un sous-corps de L tel que L/K est une exten-
sion de Galois. De plus, soient OL, OK respectivement les anneaux des entiers de
L et de K.
Définition 3.10. Nous dirons que α ∈ OL est un générateur de OL sur OK si
OL = OK [α]. Nous dirons également que OL est monogène sur OK s’il admet un
générateur sur OK . Si K = Q nous dirons simplement que OL est monogène.
Soient maintenant α, β ∈ OL tels que OK [α] = OK [β] = OL. Nous dirons
que α est équivalent à β (noté α ∼K β) s’il existe σ ∈ Gal(L/K), u ∈ O∗K et
r ∈ OK tels que β = uσ(α) + r. Il est bien évident que cette relation est une
relation d’équivalence.
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Dans le paragraphe suivant nous montrons (théorème 3.13) une généralisation
du théorème 3.5 au cas des extensions L/K, où L est un corps CM et K est un
sous-corps de L totalement réel tel que L/K est une extension cyclique.
Supposons maintenant que L est un corpsCM qui n’a pas de racines de l’unité
autre que±1. Au paragraphe 3.4.2 nous montrons que, dans ce cas, nous pouvons
obtenir un résultat bien plus précis que le théorème 3.13 (théorème 3.15). De plus
nous utilisons un résultat de M. N. Gras (voir [Gra1]) pour trouver une famille de
corps de nombres dont l’anneau des entiers n’est pas monogène (corollaire 3.18).
3.4.1 Corps CM .
Tout d’abord nous démontrons un résultat qui généralise un lemme de L. Ro-
bertson (voir [Rob2, Lemma 2.2]).
Lemme 3.11. Soit L un corps de nombres CM ; notons L+ le sous-corps de L
fixé par la conjugaison complexe. Alors si γ est un élément de L tel que γ 6∈ L+
et tel que les idéaux (fractionnaires) engendrés par γ et γ − 1 sont stables par
l’action de la conjugaison complexe, il existe un entier positif n et des entiers r1,
r2 tels que :
γ =
ζr2n − 1
ζr2n − ζr1n . (3.18)
Preuve. Soit γ ∈ L tel que γ 6∈ L+ et tel que les idéaux (γ) et (γ− 1) sont fixés
par la conjugaison complexe. Posons γ′ := 1− γ. Alors nous avons l’identité :
γ + γ′ = 1.
Si nous appliquons la conjugaison complexe aux deux membres de cette identité
nous obtenons :
γ + γ′ = 1. (3.19)
Considérons maintenant γ/γ. Puisque (γ) est fixé par la conjugaison com-
plexe, nous déduisons que γ/γ est une unité. De plus, puisque L est un corps
CM , nous avons que tous les conjugués de γ/γ ont la valeur absolue égale à 1.
Donc par le théorème de Kronecker γ/γ est une racine de l’unité. Pour la même
raison nous déduisons aussi que γ′/γ′ est une racine de l’unité. Donc il existe un
entier positif n et des entiers r1, r2 tels que :
γ = ζr1n γ, γ
′ = ζr2n γ
′. (3.20)
Maintenant nous voulons montrer que ζr1n 6= ζr2n . En effet si ζr1n = ζr2n , on
aurait :
γ
γ
=
1− γ
1− γ .
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De cette relation on obtiendrait
γ = γ
et en déduirait que γ ∈ L+, ce qui est contraire à notre hypothèse.
Si nous remplaçons γ et γ′ dans (3.19) par leur expression (3.20), nous obte-
nons :
ζr1n γ + ζ
r2
n (1− γ) = 1.
Alors on en déduit :
γ =
ζr2n − 1
ζr2n − ζr1n .
¤
Lemme 3.12. Soit L un corps CM . Notons K un sous-corps de L totalement réel
tel que L/K est une extension galoisienne. Si α est un générateur de OL sur OK
alors (σ(α) − α) est un idéal stable par l’action de la conjugaison complexe ι
pour tout σ ∈ Gal(L/K).
Preuve. Puisque α engendre OL sur OK , il existe des éléments b0, b1, . . . , bm ∈
OK tels que :
ι(α) = bmα
m + bm−1α
m−1 + . . .+ b0.
Pour tout σ ∈ Gal(L/K) on a alors :
ισ(α) = bmσ(α
m) + bm−1σ(α
m−1) + . . .+ b0
(puisque L est un corps CM , ι est dans le centre de Gal(L/K)). Si nous sous-
trayons ces deux relations nous obtenons que σ(α) − α divise ισ(α) − ι(α). Par
ailleurs, si nous remplaçons α par ι(α), en utilisant la même méthode nous obte-
nons que ισ(α)− ι(α) divise σ(α)− α. Donc (σ(α)− α) = (ισ(α)− ι(α)).
¤
Maintenant nous pouvons démontrer la généralisation du théorème 3.5 que
nous avons annoncée au début du paragraphe 3.4.
Théorème 3.13. Soit L un corps CM et soit L+ le plus grand corps totalement
réel contenu dans L. Soit K un sous-corps de L+ tel que L/K est une extension
cyclique et notons D := [L : K]. De plus, soit σ un générateur de Gal(L/K).
Supposons que OL soit monogène sur OK et notons α un générateur de OL sur
OK . Alors soit il existe un entier positif n et des entiers r1, r2 tels que :
σ2(α)− α
σ(α)− α =
ζr2n − 1
ζr2n − ζr1n , (3.21)
soit α + α ∈ K.
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Preuve. Supposons que K = L+. Alors pour tout α ∈ OL, α + α ∈ L+.
Donc dans ce cas le théorème est vrai et nous pouvons maintenant supposer que
K 6= L+.
Soit α ∈ OL tel que OL = OK [α]. Posons
γ :=
σ2(α)− α
σ(α)− α
(nous remarquons que σ(α) 6= α car D ≥ 2). Alors
σ2(α)− σ(α)
σ(α)− α =
σ2(α)− α
σ(α)− α − 1 = γ − 1
De plus γ et γ − 1 engendrent des idéaux fixés par la conjugaison complexe ι. En
effet (σ2(α)−α), (σ(α)−α) et (σ2(α)− σ(α)) sont des idéaux fixés par ι par le
lemme 3.12. Supposons que γ 6∈ L+. Le lemme 3.11 montre alors qu’il existe un
entier positif n et des entiers r1, r2 tels que (3.21) est vérifiée.
Par contre supposons maintenant que γ (et donc γ − 1) sont éléments de L+.
Alors nous avons γ − 1 = γ − 1. Donc nous obtenons :
σ2(α)− σ(α)
σ(α)− α =
σ2(α)− σ(α)
σ(α)− α .
D’une telle relation il suit que :
σ
(
σ(α)− α
σ(α)− α
)
=
σ(α)− α
σ(α)− α.
Donc en notant
δ :=
σ(α)− α
σ(α)− α,
nous avons δ ∈ K. On a alors la relation suivante :
σ(α)− α = δ(σ(α)− α). (3.22)
Puisque δ ∈ K nous avons τ(δ) = δ pour tout τ ∈ Gal(L/K), donc
σi+1(α)− σi(α) = δ(σi+1(α)− σi(α)). (3.23)
Considérons l’identité télescopique :
(σ(α)− α) + (σ2(α)− σ(α)) + . . .+ (σD(α)− σD−1(α)) = 0.
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Remarquons que ι = σD/2. En utilisant les relations (3.23) nous pouvons rempla-
cer σD/2+i+1(α)− σD/2+i(α) par δ(σi+1(α)− σi(α)) dans cette identité, et nous
obtenons
(σ(α)− α) + . . .+ (σD/2(α)− σD/2−1(α)) =
−δ((σ(α)− α) + . . .+ (σD/2(α)− σD/2−1(α)),
d’où
α− α = −δ(α− α). (3.24)
Puisque α engendre OL sur OK et K 6= L+, nous avons α 6∈ L+, d’où α 6= α.
Donc la relation (3.24) entraîne que δ = −1. Alors de la relation (3.22) il suit :
α + α = σ(α) + σ(α).
Donc α + α ∈ K, car il est fixé par σ.
¤
Il est naturel de se demander si, dans le cas où L est un corps cyclotomique,
nous pouvons obtenir un résultat plus précis que le théorème 3.13. Nous énonçons
le problème suivant :
Problème. Soit n un entier positif ; notons ζn une racine primitive n-ième de
l’unité et soit K un sous-corps totalement réel de Q(ζn) tel que Q(ζn)/K soit
cyclique. Déterminer toutes les classes de générateurs α de Z[ζn] sur OK tels que
α + α 6∈ K.
Soit p un nombre premier etm un entier positif. SupposonsK = Q. Si n = pm
(ou n = 2pm) nous avons montré (théorème 3.5) qu’il existe une seule classe de
générateurs α de Z[ζn] (la classe de ζn) telle que α + α 6∈ Q.
Soit maintenant n 6= pm, 2pm et soit K un sous-corps totalement réel deQ(ζn)
tel que Q(ζn)/K soit cyclique. Si K = Q(ζn + ζn) alors pour tout β ∈ Q(ζn) on
a β + β ∈ Q(ζn + ζn) et le problème devient trivial.
Supposons alors que K 6= Q(ζn + ζn). Dans ce cas, la classe de ζn est une
classe de générateurs α de Z[ζn] telle que α + α 6∈ K. En effet si α ∼K ζn alors
il existe µ ∈ O∗K , δ ∈ OK et σ ∈ Gal(Q(ζn)/K) tels que
α = µσ(ζn) + δ.
Donc
α + α = µ(σ(ζn) + σ(ζn)) + 2δ 6∈ K,
car σ(ζn) + σ(ζn) 6∈ K.
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De plus nous remarquons qu’il existe deux générateurs (α1 = 1/(ζn − 1) et
α2 = 1/(ζn + 1)) tels que
α1 + α1 = α2 + α2 = 1.
Vérifions maintenant que α1 engendre Z[ζn] sur Z, et donc sur OK (la vérification
pour α2 est similaire et nous ne la faisons pas). Puisque α1 est une unité de norme
1 (voir [Was, Proposition 2.8]), il existe a1, a2, . . . , aφ(n) ∈ Z tels que :
a1α1 + a2α
2
1 + . . .+ aφ(n)α
φ(n)
1 = −1.
Puisque α1 = (ζn−1)−1, si nous multiplions les membres de la relation par ζn−1,
nous obtenons :
a1 + a2α1 + . . .+ aφ(n)α
φ(n)−1
1 = 1− ζn,
d’où Z[1/(ζn − 1)] = Z[1− ζn] = Z[ζn].
Il serait intéressant de démontrer (ou de trouver un contre-exemple) à l’affir-
mation suivante : si α est un générateur de Z[ζn] sur OK , alors soit α ∼K ζn, soit
α + α ∈ K.
3.4.2 Corps CM avec « peu » des racines de l’unité.
Soit L un corps CM tel que L/Q soit une extension de Galois. Notons res-
pectivement OL et OL+ l’anneau des entiers de L et de son plus grand sous-corps
totalement réel L+. Tout d’abord nous montrons une relation entre certains géné-
rateurs de OL et les générateus de OL+
Lemme 3.14. Supposons qu’il existe α ∈ OL tel que OL = Z[α] et α + α ∈ Q.
Alors αα est un générateur de OL+ .
Preuve. Tout d’abord nous rappelons la relation
|∆(F )| = NDF/K |∆(K)|[F :K], (3.25)
où F/K est une extension arbitraire de corps de nombres, ∆ est le discriminant,
DF/K est la différente de F sur K et N est la norme de F surQ (voir [Lan, pp. 60,
66]). S’il existe α′ tel que OF = OK [α′], alors DF/K est égale à l’idéal engendré
par f ′(α′), où f est le polynôme minimal de α′ sur K. Dans notre cas, nous avons
F = L, K = L+, [L : L+] = 2, α′ = α et
f(x) = x2 − (α+ α)x+ αα.
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Donc f ′(α) = α− α et
|∆(L)| = N(α− α)∆(L+)2.
Puisque αα engendre OL+ si et seulement si son discriminant ∆(αα) est égal à
±∆(L+), pour terminer la démonstration il suffit de montrer la relation :
∆(αα)2 =
|∆(α)|
N(α− α) . (3.26)
Soit α un générateur de OL tel que α + α est un entier. Donc nous avons :
α = β + b (3.27)
avec β ∈ L totalement imaginaire (i.e. β = −β) et b ∈ Q. Notons ι la conjugaison
complexe et soit τ ∈ G avec τ 6= Id, ι. Nous avons :
τ(αα)− αα = β2 − τ(β2) + b(τ(β)− τ(β) + β − β) + b2 − b2
= β2 − τ(β2).
Par ailleurs, puisque τ(b) = b et τ(β) = −τ(β) pour tout τ ∈ Gal(L/Q), on a :
β2 − τ(β2) = (β − τ(β))(β + τ(β))
= (β + b− τ(β + b))(β + b− τ(β + b))
= (α− τ(α))(α− τ(α)).
Donc nous avons obtenu
τ(αα)− αα = (α− τ(α))(α− τ(α)). (3.28)
De cette dernière relation et de la définition du discriminant, on déduit tout de
suite la relation (3.26).
¤
Le lemme suivant nous dit que si L ne contient pas de racines de l’unité autre
que ±1, nous avons des informations beaucoup plus précises sur les générateurs
de OL que celles données par le théorème 3.13.
Théorème 3.15. Soit L un corps CM qui ne contient pas de racines de l’unité
(sauf ±1). Soit K l’intersection de tous les sous-corps totalement réels F de L
tels que L/F est cyclique. Si α est un générateur de OL sur OK alors α+α ∈ K.
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Preuve. Soit α un générateur de OL sur OK et soit F un sous-corps totalement
réel de L tel que L/F est cyclique. Alors OL = OF [α]. Soit σ un générateur de
Gal(L/F). Par le lemme 3.12, l’élément
δ :=
σ(α)− α
σ(α)− α
est une unité. De plus δ est une racine de l’unité car L est un corps CM . Par
ailleurs, par hypothèse, les seules racines de l’unité de L sont ±1. Donc δ = ±1.
On reprend l’argument de la démonstration du théorème 3.13 pour montrer
que δ = −1. Tout d’abord nous avons :
σ(α)− α = δ(σ(α)− α).
Puisque δ = ±1 nous avons τ(δ) = δ pour tout τ ∈ Gal(L/F), donc :
σi+1(α)− σi(α) = δ(σi+1(α)− σi(α)). (3.29)
Soit maintenant D le degré de L/F et considérons l’identité télescopique :
(σ(α)− α) + (σ2(α)− σ(α)) + . . .+ (σD(α)− σD−1(α)) = 0.
Remarquons que ι ∈ Gal(L/F) (car F est totalement réel) et ι = σD/2. En uti-
lisant les relations (3.29) nous pouvons remplacer σD/2+i+1(α) − σD/2+i(α) par
δ(σi+1(α)− σi(α)) dans l’identité, et nous obtenons :
(σ(α)− α) + . . .+ (σD/2(α)− σD/2−1(α)) =
−δ((σ(α)− α) + . . .+ (σD/2(α)− σD/2−1(α)),
d’où
α− α = −δ(α− α). (3.30)
Puisque α engendre OL sur OF , nous avons α 6∈ L+, d’où α 6= α. Donc la rela-
tion (3.30) entraîne que δ = −1. Par conséquent
σ(α)− α = α− σ(α),
d’où α+ α ∈ F . Puisque cette relation est vérifiée pour tout F sous-corps totale-
ment réel de L tel que L/F est cyclique, nous avons α + α ∈ K.
¤
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Remarque 3.16. Supposons K = Q. Dans ce cas, le théorème 3.15 montre que
tout générateur α de OL satisfait α+α ∈ Q. Puisque ce résultat est très fort, nous
donnons ici quelques exemples de corps CM L tels que l’intersection de tous les
sous-corps totalement réels F de L tels que L/F est cyclique, est égale à Q.
Si L/Q est cyclique, alors bien évidemment K = Q.
Si par contre L/Q est une extension galoisienne et 4 ne divise par [L : Q],
soit G := Gal(L/Q) et notons H un sous-groupe cyclique de G. Alors, puisque
la conjugaison complexe ι est dans le centre de G, le groupe engendré par H et ι
est encore un groupe cyclique. Donc G est engendré par les groupes cycliques qui
contiennent ι, d’où (par la correspondance de Galois) l’intersection de tous les
sous-corps totalement réels F tels que L/F est une extension cyclique est égale à
Q.
Les résultats que nous venons d’obtenir nous permettent de généraliser le théo-
rème suivant de M. N. Gras (voir [Gra1]).
Théorème 3.17. Soit n ∈ N tel que (n, 6) = 1. Toutes les extensions abéliennes
de Q de degré n, sauf un nombre fini, ont un anneau des entiers qui n’est pas
monogène.
Nous obtenons :
Corollaire 3.18. Soit n ∈ N tel que (n, 6) = 1. Toutes les extension abéliennes
imaginaires L/Q telles que :
1. L ne contient pas de racine de l’unité (sauf ±1),
2. [L : Q] = 2n,
sauf un nombre fini, ont un anneau des entiers qui n’est pas monogène.
Preuve. Soit L une extension abélienne imaginaire de Q qui satisfait les hypo-
thèses du corollaire. Alors L satisfait aussi les hypothèses du lemme 3.15. Donc
si OL a un générateur α alors α + α ∈ K, où K est l’intersection de tous les
sous-corps totalement réels F de L tels que L/F est cyclique.
Puisque (n, 6) = 1, 2 ne divise pas [L+ : Q] = n, òu L+ est le plus grand sous-
corps totalement réel de L. Donc 4 ne divise pas [L : Q]. Par la remarque 3.16
nous avons alors K = Q. Par conséquent si α est un générateur de OL alors
α+α ∈ Q. Par ailleurs, par le lemme 3.14, si α engendre OL et α+α ∈ Q, alors
αα engendre OL+ . Donc si OL+ n’est pas monogène alors OL n’est pas monogène
non plus, d’où l’assertion (par le théorème 3.17).
¤
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Chapitre 4
Unités hyperexceptionelles
4.1 Unités et suites exceptionnelles.
SoitL/K une extension cyclique de degréD ≥ 2 de corps de nombres ; notons
OK , OL respectivement les anneaux des entiers de K et de L. Soit σ un générateur
de Gal(L/K) et γ ∈ OL. Pour tout entier i ≥ 0 posons :
ui = γσ(ui−1) + 1, (4.1)
avec u0 = 0. Donc u1 = 1 et
ui = γ
1+σ+···+σi−2 + . . .+ γ1+σ + γ + 1, (4.2)
pour tout i.
Dorénavant on notera Sσγ la suite {ui}i∈N définit par (4.1).
Remarque 4.1. Soit γ ∈ OL et Sσγ = {ui}i∈N. Soit T le plus petit entier > 0 (s’il
existe) tel que uT = 0. Alors la suite Sσγ est périodique de période T . En effet
puisque uT = 0 = u0, on déduit par récurrence de la relation (4.1) que uT+i = ui
pour tout entier i ≥ 0. Par ailleurs, ut 6= 0 = u0 pour 0 < t < T .
Définition 4.2. Nous dirons que γ est une unité σ-hyperexceptionnelle si :
1. γ ∈ O∗L ;
2. u2, . . . , uD−1 sont unités ;
3. uD = 0.
Nous dirons que γ est une unité hyperexceptionnelle s’il existe un générateur σ ∈
Gal(L/K) tel que γ est σ-hyperexceptionnelle.
Remarque 4.3. Soit γ une unité σ-hyperexceptionnelle et soit Sσγ = {ui}i∈N.
Alors :
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1) u2, . . . , uD−1 sont unités exceptionnelles au sense de [Nag] (i.e. ui et ui−1
sont unités pour tout 2 ≤ i ≤ D − 1). En effet, d’après (4.1),
ui − 1 = γσ(ui−1);
donc ui − 1 ∈ O∗L pour i = 2, 3, . . . , D grâce à 2. ;
2) la suite Sσγ est périodique de période égale à D. En effet, uD = 0 et ui 6= 0
pour 0 < i < D (car ces ui sont des unités). La remarque 4.1 montre alors
que la suite Sσγ est de période D.
3) γ−1 est une unité σ−1-hyperexceptionnelle. En effet soit Sσ−1γ = {vi}i∈N.
Alors on vérifie que
vi = γ
−1−σ−···−σi−2u−σ
i−2
i
et donc v2, . . . , vD−1 ∈ O∗L et vD = 0.
Lemme 4.4. Soit γ ∈ OL et Sσγ = {ui}i∈N. Alors, pour tout entier i, j tels que
0 ≤ i < j, on a :
uj − ui = γ1+σ+···+σi−1σi
(
uj−i
)
.
Preuve. Par la relation (4.2) nous avons :
uj − ui = γ1+σ+···+σj−2 + . . .+ γ + 1− γ1+σ+···+σi−2 − . . .− γ − 1
= γ1+σ+···+σ
j−2
+ . . .+ γ1+σ+···+σ
i−1
= γ1+σ+···+σ
i−1(
γσ
i+···+σj−2 + . . .+ γσ
i
+ 1
)
= γ1+σ+···+σ
i−1(
γ1+···+σ
j−i−2
+ . . .+ γ + 1
)σi
= γ1+σ+···+σ
i−1
σi
(
uj−i
)
.
¤
Soit maintenant n un entier positif et soient ω1, ω2, . . . , ωn des éléments deOL.
Nous dirons que l’ensemble {ωi}1≤i≤n est une suite exceptionnelle si ωi−ωj ∈ O∗L
pour tout i 6= j. Nous appelons constante de Lenstra M(L) du corps L la plus
grande longeur d’une suite exceptionnelle :
M(L) := max{m ∈ Z t.q. ∃ω1, . . . , ωm ∈ OL t.q. ωi−ωj ∈ O∗L ∀1 ≤ i < j ≤ m}.
Les suites exceptionnelles ont été introduites par la première fois par Lens-
tra [Len]. Toujours dans [Len, pp. 239-241] Lenstra montre que si M(L) ≥ C, où
C est une certaine constante qui dépend de [L : Q] et du discriminant de L, alors
L est un corps euclidien1.
1i.e. si α, β ∈ OL et β 6= 0, alors ils existent µ, δ ∈ OL tels que α = µβ + δ et |NL/Q(δ)| <
|NL/Q(β)|.
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Une des motivation de ce travail est de relier les notions d’unité hyperexcep-
tionnelle et de suite exceptionnelle. La proposition suivante montre en effet com-
ment nous pouvons associer à une unité hyperexceptionnelle une suite exception-
nelle de longuer D.
Proposition 4.5. Soient γ ∈ OL une unité σ-hyperexceptionnelle, et Sσγ = {ui}i∈N.
Alors la suite de longueur D
u0 = 0, u1 = 1, . . . , uD−1
est une suite exceptionnelle.
Preuve. Il faut montrer que uj−ui est une unité pour tout entier i, j tels que 0 ≤
i < j ≤ D−1. Nous remarquons, puisque γ est une unité σ-hyperexceptionnelle,
que γ et uj−i sont des unités. L’assertion découle alors du lemme 4.4.
¤
Soit γ ∈ OL. Le lemme suivant montre que si la suite Sσγ associée à γ ∈ OL
est de période divisant D, alors il y a des relations entre ui et uD−i pour tout
0 ≤ i ≤ D.
Lemme 4.6. Soit γ ∈ OL tel que uD = 0. Alors NL/K(γ) = 1. De plus, pour tout
0 ≤ i ≤ D nous avons :
σi(uD−i) = −γ−1−σ−···−σi−1ui. (4.3)
Preuve. Par la remarque 4.1, Sσγ est périodique de période divisant D. En parti-
culier uD = u0 = 0 et uD+1 = u1 = 1. Donc, par le lemme 4.4,
1 = uD+1 − uD = γ1+σ+···+σD−1σi
(
u1
)
= NL/K(γ).
Maintenant soit i un entier tel que 0 ≤ i ≤ D. Alors, toujours par le lemme 4.4,
−ui = uD − ui = γ1+σ+···+σi−1σi
(
uD−i
)
ce qui montre (4.3).
¤
On en déduit :
Corollaire 4.7. Soit γ ∈ OL. Alors γ est une unité σ-hyperexceptionelle si et
seulement si uD = 0 et u2, . . . , u[D/2] ∈ O∗L.
Preuve. Par le lemme 4.6, γ est une unité. De plus, la relation (4.3) du même
lemme montre que u[D/2]+1, . . . , uD−1 ∈ O∗L.
¤
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4.2 Unités hyperexceptionnelles et éléments stables.
Soit comme auparavant L/K une extension cyclique de degré D ≥ 2 de corps
de nombres. Notons G = Gal(L/K) et σ un générateur de G.
On remarque que le groupe de Galois G agit sur l’ensemble Γσ des unités σ-
hyperexceptionnelle. Nous notons Γσ l’ensemble quotient Γσ/G et ∼G la relation
d’équivalence.
Définition 4.8. Soit α un générateur de L/K. Nous dirons que α est stable si pour
tout τ1, τ2 ∈ G tel que τ1 6= τ2, l’idéal fractionnaire Iα := (τ1(α) − τ2(α)) ne
dépend pas du choix de τ1 et τ2. On notera Ψ l’ensemble des α ∈ L stables.
Soient α1, α2 ∈ Ψ. Nous disons que α1 est équivalent à α2 (noté α1 ∼ α2) si
et seulement s’il existe δ1 ∈ K∗, δ2 ∈ K et τ ∈ G tels que
α2 = δ1τ(α1) + δ2.
Nous notons Ψ l’ensemble Ψ/ ∼.
Dans ce paragraphe, nous construisons une application bijective entre Γσ et
Ψ. Pour ce faire, nous montrons d’abord comment construire une unité σ-hyper-
exceptionnelle à partir d’un élément de Ψ.
Proposition 4.9. Soit α ∈ Ψ. Alors :
γ :=
σ2(α)− σ(α)
σ(α)− α
est une unité σ-hyperexceptionnelle.
Preuve. Par la définition 4.8(
σ2(α)− σ(α)) = (σ(α)− α).
Donc γ est une unité.
Soit maintenant Sσγ la suite {ui} définit par (4.1). Il est facile de montrer par
induction que, pour tout 0 ≤ i ≤ D, on a :
ui =
σi(α)− α
σ(α)− α . (4.4)
Soit i ∈ {2, . . . , D − 1}. D’après la définition 4.8,(
σi(α)− α)) = (σ(α)− α).
Donc ui est une unité. De plus uD = 0. Donc γ est une unité σ-hyperexceptionnelle.
¤
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Grâce à la proposition 4.5, on en déduit :
Corollaire 4.10. Soit L/K une extension cyclique de degré D et supposons qu’il
existe α ∈ L stable. Alors
M(L) ≥ D.
Soit σ un générateur de Gal(L/K). Si de plus α et σ(α)−α sont des unités, alors
M(L) ≥ D + 1.
Preuve. La première affirmation découle immédiatement de la proposition 4.5.
Pour montrer la deuxième, soit γ l’unité σ-hyperexceptionnelle associée à α défi-
nie dans la proposition 4.9. Notons {ui}i∈N la suite définit par (4.1) et posons
v =
−α
σ(α)− α.
Par hypothèse v est une unité ainsi que v− ui pour i = 0, . . . D− 1. Donc la suite
0 = u0, 1 = u1, . . . , uD−1, v
est une suite exceptionnelle.
¤
Théorème 4.11. L’application Fσ : Ψ→ Γσ qui envoie α ∈ Ψ dans
γ :=
σ2(α)− σ(α)
σ(α)− α
est bien définie et surjective. De plus Fσ induit une application F σ bijective entre
Ψ et Γσ. En particulier, le cardinal de Γσ ne dépend pas du choix du générateur
σ de Gal(L/K).
Preuve. Par la proposition 4.9, γ est une unité σ-hyperexceptionnelle. Donc Fσ
est une application bien définie.
Maintenant nous montrons queFσ est surjective. Soit γ ∈ Γσ. Par le lemme 4.6,
nous avons que NL/K(γ) = 1. Donc, par le Théorème 90 de Hilbert, il existe
β ∈ L tel que
γ =
σ(β)
β
. (4.5)
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Soit maintenant Sσγ la suite {ui}i∈N définit par (4.1). Alors, puisque γ est une
unité σ-hyperexceptionnelle, pour tout 2 ≤ i ≤ D−1 les ui sont unités et uD = 0.
Par ailleurs, il est facile de montrer par induction que pour tout 1 ≤ i ≤ D on a :
ui =
i∑
j=1
σj−1(β)
β
. (4.6)
Donc, si l’on appelle TrL/K la trace de L sur K,
0 = uD =
D∑
j=1
σj−1(β)
β
=
TrL/K(β)
β
.
Par le Théorème 90 de Hilbert additif, il existe alors α ∈ L tel que
β = σ(α)− α. (4.7)
Donc :
γ =
σ2(α)− σ(α)
σ(α)− α . (4.8)
Pour montrer que Fσ est surjective, il suffit de vérifier que les éléments α qui
satisfont (4.8) sont dans Ψ. Remarquons que, par construction,
ui =
σi(α)− α
σ(α)− α
pour tout 1 ≤ i ≤ D. Notons I := (σ(α)−α). Tout d’abord I 6= (0) car γ est une
unité. Puisque ui est une unité et σ un générateur de G, pour tout 1 ≤ i ≤ D − 1
on a
(σi(α)− α) = I. (4.9)
De plus pour tout 0 ≤ i ≤ D − 1 nous avons que :
σi(I) = I. (4.10)
En effet, puisque γ est une unité et γ = σ(σ(α) − α)/(σ(α) − α), on obtient
que σ(I) = I . Par ailleurs, σ engendre G et donc σi(I) = I pour tout i. Par
conséquent pour tout entier i 6= j tels que 0 ≤ i, j ≤ D − 1, nous avons :
(σi(α)− σj(α)) = σj((σi−j(α)− α)) par (4.9)
= σj(I) par (4.10)
= I.
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Donc α ∈ Ψ.
Maintenant nous démontrons que si α, β ∈ Ψ appartiennent à la même classe
alors il existe un entier i tel que Fσ(α) = σi(Fσ(β)) (autrement dit nous prouvons
que F σ est une application bien définie de Ψ dans Γσ). Pusique α ∼ β, il existe
un entier i et des éléments δ1, δ2 ∈ K avec δ1 6= 0 tels que :
α = δ1σ
i(β) + δ2.
Par conséquent, on a :
Fσ(α) = Fσ(δ1σ
i(β) + δ2) =
σi+2(β)− σi+1(β)
σi+1(β)− σi(β)
= σi
(
σ2(β)− σ(β)
σ(β)− β
)
= σi(Fσ(β)).
Donc Fσ(α) ∼G Fσ(β).
Montrons enfin que F σ est injective. Soient α1, α2 ∈ Ψ tels qu’il existe τ ∈ G
tel que Fσ(α1) = τ(Fσ(α2)). Alors, si nous posons β1 = σ(α1) − α1 et notons
β2 = τ(σ(α2)− α2), on a :
σ(β1)
β1
=
σ(β2)
β2
,
d’où :
σ(β1β2
−1) = β1β2
−1.
Puisque σ engendre G nous avons que β1β2−1 = δ1 ∈ K∗. Nous obtenons donc :
β1 = δ1β2.
De cette relation on déduit que
σ(α1)− α1 = δ1τ(σ(α2)− α2).
Par conséquent
σ(α1 − δ1τ(α2)) = α1 − δ1τ(α2);
donc il existe δ2 ∈ K tel que :
α1 = δ1τ(α2) + δ2.
Nous avons alors montré que si Fσ(α1) ∼G Fσ(α2) alors α1 ∼ α2. Donc F σ est
injective.
¤
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4.3 Unités 2hyperexceptionnelles.
SoientL/K une extension cyclique de degré d et σ un générateur deGal(L/K).
Définition 4.12. Soient γ ∈ OL et Sσγ = {ui}i∈N la suite définit par (4.1). Nous
dirons que γ est une unité σ-2hyperexceptionnelle si :
1. NL/K(γ) = −1 ;
2. u2, . . . , ud sont des unités.
Nous dirons que γ est une unité 2hyperexceptionnelle s’il existe un générateur
σ ∈ Gal(L/K) tel que γ est σ-2hyperexceptionnelle.
Remarque 4.13. Soit γ une unité σ-2hyperexceptionnelle. Alors γ−1 est une unité
σ−1-2hyperexceptionnelle (même preuve que celle de la remarque 4.3, point 1)).
Proposition 4.14. Soit γ ∈ L une unité σ-2hyperexceptionnelle et soit Sσγ :=
{ui}i∈N la suite définie par (4.1). Posons D = 2[L : K]. Alors u0, . . . , uD−1 est
une suite exceptionnelle et Sσγ est de période D.
Preuve. Notons d = [L : K]. Puisque
NL/K(γ) = γ
1+σ+···+σd−1 = −1,
pour tout entier i ≤ i ≤ d, nous avons
ud+i = γ
1+σ+···+σd+i−2 + . . .+ 1
= −γ1+σ+···σi−2 − . . .− 1 + γ1+σ+···σd−2 + . . .+ 1
= γ1+σ+···+σ
i−1
σi
(
ud−i
)
.
On en déduit que ud+1, . . . uD − 1 sont unités et que uD = 0. Par le lemme 4.4,
pour tout 0 ≤ i < j ≤ D − 1,
uj − ui = γ1+σ+···+σi−1σi
(
uj−i
)
.
Donc uj − ui est une unité, d’où la première assertion. Enfin nous avons uD = 0
et ui 6= 0 pour 0 < i < D (car ui ∈ O∗L). Donc Sσγ est de période D par la
remarque 4.1.
¤
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Considérons maintenant une extension L/K cyclique de degré D pair. Notons
ι ∈ Gal(L/K) la seule involution de Gal(L/K) et soit Lι le sous-corps de L fixé
par ι. Fixons un générateur σ de Gal(L/K) et notons τ sa restriction à Lι. Donc
τ est un générateur du groupe de Galois de l’extension cyclique Lι/K de degré
d := D/2.
Nous voulons montrer que les unités σ-hyperexceptionnelles de L contenues
dans Lι sont exactement les unités τ -2hyperexceptionnelles de Lι (voir la pro-
position 4.17). De plus nous voulons caractériser les α ∈ L stables associés à
ces unités (via la bijection du théorème 4.11). La première étape dans une telle
direction est le lemme suivant.
Lemme 4.15. Soit γ ∈ OLι et notons Sσγ = {ui}i∈N.
– Si Sσγ est de période D, alors NLι/K(γ) = −1.
– Si NLι/K(γ) = −1, alors la période de Sσγ divise D.
Preuve. Supposons que la période de Sσγ soit égale à D. Alors par le lemme 4.6,
on a NL/K(γ) = 1. Puisque γ ∈ Lι nous avons NL/K(γ) = NLι/K(γ)2. Donc soit
NLι/K(γ) = 1 soit NLι/K(γ) = −1. Si NLι/K = 1 alors nous aurions :
0 = uD
= γ1+σ+···+σ
d−1
γ1+σ+···+σ
d−1
+ . . .+ γ1+σ+···+σ
d−1
+ . . .+ 1
= 2ud.
Donc ud serait égal à 0 et la période de Sσγ serait < D. Par conséquent nous avons
montré que NLι/K(γ) = −1.
Supposons maintenant que NLι/K(γ) = −1. Alors
uD = γ
1+σ+···+σd−1γ1+σ+···+σ
d−1
+ . . .+ γ1+σ+···+σ
d−1
+ . . .+ 1
= −ud + ud
= 0.
Donc uD = 0 et la période de Sσγ divise D.
¤
Remarque 4.16. On remarque que nous pouvons trouver (pour certains L, Lι et
K) des γ ∈ OLι tels que NLι/K(γ) = −1 avec Sσγ de période < D. Supposons
par exemple d > 1 impair et posons γ = −1. Alors NLι/K(γ) = −1 et Sσγ est de
période 2 < D. Cependant si γ ∈ OLι satisfait
γ1+σ+···σ
i 6= 1
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pour tout 0 ≤ i ≤ d− 2, alors Sσγ est de période D. En effet si Sσγ est de période
j < D, alors j ≤ d car j divise d. De plus uj est égal à 0 et uj+1 = 1. Donc
par (4.1), nous avons que γ1+σ+···σj−1 = 1.
Proposition 4.17. Soit γ ∈ OLι . Alors γ est une unité σ-hyperexceptionnelle si et
seulement si γ est une unité τ -2hyperexceptionnelle.
Preuve. Supposons que γ soit une unité σ-hyperexceptionnelle, alors la période
de Sσγ est égale à D. Donc par le lemme 4.15, nous avons que NLι/K(γ) = −1.
De plus u2, . . . , ud sont des unités par définition d’unité σ-hyperexceptionnelle.
Donc γ est une unité τ -2hyperexceptionnelle.
Supposons maintenant que γ soit une unité τ -2hyperexceptionnelle. Alors
nous avons NLι/K(γ) = −1 et u2, . . . , ud sont des unités. Par le lemme 4.15, on
a que la période de Sσγ divise D. Par ailleurs la période de Sσγ est > d = D/2 car
u2, . . . , ud sont différents de 0. Donc Sσγ est de période D. Par conséquent γ satis-
fait les hypothèses du corollaire 4.7 ; donc γ est une unité σ-hyperexceptionnelle.
¤
Maintenant nous montrons que les unités σ-hyperexceptionnelles γ ∈ OLι
correspondent aux α ∈ L stables tels que α + αι ∈ K.
Théorème 4.18. Soit α ∈ Ψ ; posons
γ = Fσ(α) =
σ2(α)− σ(α)
σ(α)− α .
Alors γ ∈ Lι si et seulement si α + αι ∈ K.
Preuve. Notons, comme auparavant, D = [L : Q] et d = [Lι : Q] = D/2.
Remarquons d’abord que ι = σd/2. Si γ ∈ Lι, nous avons que σd(γ) = γ. Donc
nous obtenons :
σ2(α)− σ(α)
σ(α)− α =
σd+2(α)− σd+1(α)
σd+1(α)− σd(α) .
D’une telle relation il suit que :
σ
(
σ(α)− α
σd+1(α)− σd(α)
)
=
σ(α)− α
σd+1(α)− σd(α) .
Donc
δ :=
σd+1(α)− σd(α)
σ(α)− α ∈ O
∗
K .
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On a alors la relation suivante :
σd+1(α)− σd(α) = δ(σ(α)− α). (4.11)
Puisque δ ∈ K, nous avons que τ(δ) = δ pour tout τ ∈ G ; on a donc plus
généralement :
σd+i+1(α)− σd+i(α) = δ(σi+1(α)− σi(α)). (4.12)
Conidérons maintenant l’identité téléscopique :
(σ(α)− α) + . . .+ (σd+1(α)− α) + . . .+ (σ2d(α)− σ2d−1(α) = 0.
En utilisant les relations (4.12) nous pouvons remplacer σd+i+1(α)− σd+i(α) par
δ(σi+1(α)− σi(α)) dans l’identité ; on obtient alors :
(σ(α)−α)+. . .+(σd(α)−σd−1(α)) = −δ((σ(α)−α)+. . .+(σd(α)−σd−1(α)),
d’où
σd(α)− α = −δ(σd(α)− α). (4.13)
Puisque α ∈ Ψ, nous avons σd(α) 6= α. Donc la relation (4.13) entraîne que
δ = −1. De la relation (4.11) il suit :
α+ σd(α) = σ(α) + σd+1(α).
Donc α + σd(α) ∈ K car il est fixé par σ.
Soit maintenant α ∈ Ψ tel que α + σd(α) = 2b ∈ K ; écrivons
α =
α− σd(α)
2
+
α + σd(α)
2
= β + b,
où β := (α− σd(α))/2. Alors σd(β) = −β. Donc
σd(γ) = σd
(
σ2(α)− σ(α)
σ(α)− α
)
= σd
(
σ2(β) + b− σ(β)− b
σ(β) + b− β − b
)
=
σ(β) + b− σ2(β)− b
β + b− σ(β)− b =
σ2(α)− σ(α)
σ(α)− α = γ.
¤
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4.4 Unités hyperexceptionnelles cyclotomiques.
Dans ce paragraphe nous fixons un nombre premier p ≥ 5. Notons ζ une
racine primitive p-ième de l’unité. Posons L := Q(ζ) et G := Gal(L/Q). Soit de
plus ι ∈ G la conjugaison complexe et notons Lι := Q(ζ + ζ). Soient enfin σ un
générateur de G et g la racine primitive modulo p définie par ζσ = ζg.
Maintenant nous voulons construire des unités σ-hyperexceptionnelles. Pour
ce faire, nous cherchons des éléments α ∈ L stables. En effet, par le théorème 4.11
si α ∈ L est stable, alors
γ := Fσ(α) =
σ2(α)− σ(α)
σ(α)− α
est une unité σ-hyperexceptionnelle.
Soit α un générateur deZ[ζ], alors le discriminant de α est égal au discriminant
de L. Par ailleurs cette relation entraîne que
(σi(α)− α) = (ζ − 1)
pour tout 1 ≤ i ≤ p− 2. De plus l’idéal (ζ − 1) est stable par l’action du groupe
de Galois G. Donc pour tout τ1, τ2 ∈ G tels que τ1 6= τ2, nous avons
(τ1(α)− τ2(α)) = (ζ − 1).
On en déduit que si α engendre Z[ζ], alors α est stable. Nous pouvons donc
considérer la restriction2 de la relation d’équivalence introduite au début du pa-
ragraphe 4.2 : deux générateurs α, β de Z[ζ] sont équivalents si et seulement s’il
existe un entier k et τ ∈ G tels que
β = ±τ(α) + k.
Nous connaissons deux classes de générateurs de Z[ζ] : la classe de ζ et la classe
de ω := 1/(ζ + 1). En effet, ω engendre Z[ζ] car ω est une unité de norme 1, et
par conséquent il existe a1, a2, . . . , ap−1 ∈ Z tels que :
−(a1 + a2ω + · · ·+ ap−1ωp−2) = 1 + ζ.
De plus, on remarque que ζ n’est pas équivalent à ω si p ≥ 5.
On a la conjecture suivante (dûe à Bremner, voir [Bre]) :
2par la définition 4.2 deux générateurs α, β de Z[ζ] sont équivalents si et seulement s’il existent
δ1 ∈ Q∗, δ2 ∈ Q et τ ∈ G tels que β = δ1τ(α) + δ2. Le fait que α, β soient générateurs de Z[ζ]
montre que δ1 = ±1 et δ2 ∈ Z.
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Conjecture 4.19. Soient p un nombre premier, ζ une racine p-ième primitive de
l’unité et α ∈ Z[ζ] tel que Z[α] = Z[ζ]. Alors soit α est équivalent à ζ, soit α est
équivalent à 1/(ζ + 1).
Cette conjecture a été démontré par L. Robertson (voir [Rob1]) pour p ≤ 23,
p 6= 17. Nous pouvons associer à ces deux générateurs les unités σ-hyperexception-
nelles :
γ1 := Fσ(ζ) =
ζg
2 − ζg
ζg − ζ
et
γ2 := Fσ(1/(ζ + 1)) =
ζ + 1
ζg2 + 1
γ1.
Nous nous demandons si γ1 et γ2 appartiennent à Lι. Par le théorème 4.18, si
α est stable alors l’unité σ-hyperexceptionnelle Fσ(α) est un élément de Lι si et
seulement si α + α ∈ Q. Puisque ζ + ζ 6∈ Q si p ≥ 5, γ1 6∈ Lι.
Par contre
1/(ζ + 1) + 1/(ζ + 1) = 1
pour tout p. Donc γ2 ∈ Lι.
L. Robertson [Rob1, théorème 2.4] a montré que si α est un générateur de Z[ζ]
tel que α 6∼ ζ, alors α+ α est égal à un entier impair. Grâce au théorème 4.18, on
en déduit :
Corollaire 4.20. Soit α un générateur de Z[ζ] tel que α 6∼ ζ. Alors Fσ(α) ∈ Lι.
Ce résultat et le lemme suivant (qui nous a été suggéré par B. Anglès) nous
permettrons de reformuler (théorème 4.23) la conjecture de Bremner en termes
d’unités hyperexceptionnelles.
Lemme 4.21. Soit β un élément non nul de OL et écrivons :
β = (ζ − 1)nδ,
où n est un entier positif et (ζ − 1) - δ. Alors :
βσ−1 ≡ gn mod (ζ − 1).
Preuve. Puisque δ 6∈ (ζ − 1) et
σ(δ) ≡ δ mod (ζ − 1),
on a :
δσ−1 ≡ 1 mod (ζ − 1).
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De plus on remarque que
(ζ − 1)σ−1 = ζ
g − 1
ζ − 1 ≡ g mod (ζ − 1);
on en déduit la relation annoncé.
¤
Notons Γισ,g l’ensemble des unités σ-hyperexceptionnelles γ de L telles que :
1. γ ∈ Lι ;
2. γ ≡ g mod (ζ − 1).
On remarque que le groupe de Galois Gal(Lι/Q) agit sur l’ensemble Γισ,g. Nous
notons Γ
ι
σ,g l’ensemble quotient.
Remarque 4.22. Nous avons déjà remarqué que γ2 ∈ Lι. De plus, on vérifie
facilement que γ2 ≡ g mod (ζ − 1). En effet, posons
β = σ(1/(ζ + 1))− 1/(ζ + 1).
Alors le lemme 4.21 montre que γ2 = βσ−1 ≡ g mod (ζ − 1). Donc γ2 ∈ Γισ,g et
Γ
ι
σ,g est non vide.
Théorème 4.23. La fonction Fσ induit une correspondance bijective F σ entre les
classes de générateurs α de Z[ζ] tels que α + α est un entier impair et Γισ,g. En
particulier, la conjecture de Bremner est équivalente à :
Card
(
Γ
ι
σ,g
)
= 1.
Preuve. Soit α un générateur de Z[ζ] tels que α + α est un entier impair. Mon-
trons tout d’abord que Fσ(α) ∈ Γισ,g. Puisque α + α ∈ Z, nous avons que
Fσ(α) ∈ Lι par le corollaire 4.20. De plus, puisque (σ(α) − α) = (ζ − 1),
par le lemme 4.21, nous avons que
Fσ(α) =
σ2(α)− σ(α)
σ(α)− α ≡ g mod (ζ − 1).
Par conséquent Fσ(α) ∈ Γισ,g.
Le théorème 4.11 montre que la fonction Fσ induit une bijection entre les
ensembles Ψ/ ∼ et Γσ/ ∼G. Puisque les relations d’équivalences que nous avons
défini sur l’ensemble des générateurs de Z[ζ] et sur Γισ,g sont les restrictions des
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relations d’équivalence respectivement sur Ψ et sur Γσ, nous avons que F σ est
bien définie et injective.
Montrons enfin que F σ est surjective. Soit γ ∈ Γισ,g. Par le théorème 4.11 il
existe α ∈ Ψ tel que
γ = Fσ(α) =
σ2(α)− σ(α)
σ(α)− α .
De plus γ ∈ Lι par hypothèse et donc α + α ∈ Q par le théorème 4.18. Puisque
α ∈ Ψ pour tout σ1, σ2 ∈ ζ tels que σ1 6= σ2, l’idéal Iα := (σ1(α) − σ2(α))
ne dépend pas par σ1 et σ2. En particulier, pour tout τ ∈ ζ nous avons Iτα = Iα.
Puisque L/Q est une extension totalement et modérément ramifiée sur le premier
(p) et pas ramifiée dans les autres premiers finis, il existe un entier non nul n et un
nombre rationnel non nul k tels que
Iα = (ζ − 1)n(k). (4.14)
Puisque (ζ − 1)p−1 = (p) et Ψ est stable par multiplication par entiers non nuls,
nous pouvons supposer que 1 ≤ n ≤ p−2 et que α est un entier algébrique. Nous
avons déjà remarqué que α + α ∈ Q. Donc α + α est un entier rationnel.
Par ailleurs puisque Iα = (τ(α) − α) pour tout τ ∈ Gal(L/Q), nous avons
que
τ(α) ≡ α mod (k). (4.15)
Nous avons maintenant besoin du lemme suivant dont la preuve nous a été suggé-
rée par B. Anglès :
Lemme 4.24. Soit l un nombre premier divisant k, alors il existe b ∈ Z tel que
α ≡ b mod (l).
Preuve. Nous distinguons trois cas.
– l 6= 2. On sait que c := α+α ∈ Z et α ≡ α mod (l), par (4.15). Soit b ∈ Z
tel que 2c ≡ b mod (l). On a 2α ≡ 2b mod (l) et donc α ≡ b mod (l).
– l = 2 et α est premier à 2. Soit ρ ∈ G tel que ρ(ζ) = ζ2. Alors ρ(α) ≡
α2 mod (2). Par la congruence (4.15), α ≡ α2 mod (2), d’où α ≡
1 mod (2).
– l = 2 et α n’est pas premier à 2. Soit ℘ un premier au dessus de 2 tel que
α ∈ ℘, alors τ(α) ∈ ℘ pour tout τ ∈ G, par la congruence (4.15). Comme
2 n’est pas ramifié, α ≡ 0 mod (2).
¤
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Nous pouvons donc supposer que
Iα = (ζ − 1)n (4.16)
et que α est un entier algébrique.
Maintenant nous voulons montrer que n = 1. Puisque Fσ(α) ∈ Γισ,g, nous
avons que
γ ≡ g mod (ζ − 1).
Par ailleurs, par la relation (4.16), nous avons
(σ(α)− α) = Iα = (ζ − 1)n.
On déduit alors du lemme 4.21 :
γ ≡ gn mod (ζ − 1),
d’où, par (4.14) et puisque 1 ≤ n ≤ p− 2, nous obtenons n = 1.
Donc pour tout σ ∈ ζ tel que τ 6= Id, nous avons
(τ(α)− α) = Iα = (ζ − 1).
Cette dernière relation entraîne que α engendre Z[ζ].
Pour terminer la démonstration, il suffit de montrer que α + α est un entier
impair. Nous avons déjà remarqué que α est entier rationnel. Supposons que cet
entier soit pair. Alors α− α ≡ 0 mod (2) et (α− α) = (ζ − 1), contradiction.
¤
Nous terminons ce paragraphe avec une application au calcul de la constante
de Lenstra de Lι. Puisque γ2 = Fσ(1/(ζ + 1)) est une unité hyperexceptionnelle
de Lι, alors γ2 est une unité 2hyperexceptionnelle. La proposition 4.14 montre
que γ induit une suite exceptionnelle de Lι de longeur p − 1. Cela donne une
démonstration particulièrement simple du résultat suivant, conjecturé par Lenstra
dans [Len] et montré par Leutbecher et Nicklash dans [Le-Ni].
Théorème 4.25.
M(Lι) ≥ p− 1.
Signalons que
M(Lι) ≤
{
p− 1, si p est un premier de Fermat;
p sinon
(voir [Len], Proposition 2.2 et exemple (3.2)).
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4.5 Unités hyperexceptionnelles et ramification.
Dans ce paragraphe nous déduisons des résultats du paragraphe 4.2 deux cri-
tères pour minorer la constante de Lenstra.
Nous considérons d’abord des extensions non ramifiées aux places finies.
Théorème 4.26. Soit L/K une extension cyclique de degré D et non ramifiée aux
places finies. Supposons qu’il existe α ∈ OL tel que OL = OK [α]. Alors
M(L) ≥ D.
De plus, si α ∈ O∗L,
M(L) ≥ D + 1.
Preuve. Soit τ ∈ Gal(L/K), τ 6= Id. Nos hypothèses montrent que τ(α)− α ∈
O∗L, donc α est stable et on peut appliquer le corollaire 4.10.
¤
Nous considérons maintenant des extensions ramifiés en un seule place finie.
Théorème 4.27. Soit K un corps de nombres tel que hK = 1. Soient P un idéal
premier de OK et L/K une extension de degré D contenue dans le corps des
classes de rayon de K pour l’idéal P . Alors, s’il existe α ∈ OL tel que OL =
OK [α], on a :
M(L) ≥ D.
Preuve. Nous avons :
1. L/K n’est pas ramifié sur K en dehors de P ;
2. L/K est totalement ramifiée en P ;
3. L/K est cyclique et modérément ramifiée sur P .
Les propriétés 1. et 2. sont claires grâce aux hypothèses du théorème (en parti-
culier, L/K est totalement ramifiée en P car hK = 1). Montrons 3. Soient p le
premier rationnel au dessous de P et H le corps de classes de rayon de K en P .
Puisque hK = 1, il existe un isomorphisme
φ : (OK/P )
∗/(O∗K/P )→ Gal(H/K).
(voir [Mil, chapitre V, théorème 1.5] pour les détails). Donc H/K est une exten-
sion cyclique (car (OK/P )∗ est cyclique). En outre
|(OK/P )∗| = pf − 1
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(ou f est le degré d’inertie de P sur p) et donc p - D car D | (pf − 1).
Soit maintenant Q le premier de OL au dessus de P . Par les propriétés 1. 2. 3.
et par le fait que OL = OK [α], on a que α est stable. Le corollaire 4.10 montre
alors la minoration annoncé pour M(L).
¤
4.6 Exemples.
4.6.1 Unités hyperexceptionnelles.
Nos premiers groupes d’exemples portent sur des extensions cubiques d’un
corps quadratique imaginaire. Les critères du paragraphe 4.5 s’appliquent et per-
mettent de minorer la constante de Lenstra. Les trois exemples ci-dessous corres-
pondent à trois des corps sextiques euclidiens déjà trouvés par Lenstra (voir [Len,
table 5]). Dans ces trois cas Lenstra montre que M(L) ≥ 3 et il en déduit que L
est euclidien grâce à son critère ([Len, Corollary (1.11)]).
– Soit K = Q(
√−23) et L son corps de classes d’Hilbert. Le discriminant de
L vaut −233 et on vérifie que L est définie sur Q par le polynôme
X6 − 3X5 + 5X4 − 5X3 + 5X2 − 3X + 1.
Ce polynôme a pour discriminant−233 et doncOL est monogène ; a fortiori
une de ses racines α satisfait OL = OK [α]. De plus α ∈ O∗L. Donc le
théorème 4.26 montre que
M(L) ≥ 4, (4.17)
une petite amélioration par rapport à la minoration de Lenstra.
– Soit K = Q(ζ3) et L son corps de classes de rayon en un des deux premiers
au dessus de 19. Le discriminant ∆ de L vaut −33 · 192 et on vérifie que L
est définie sur Q par le polynôme
X6 + 3X5 + 4X4 + 2X3 +X2 +X + 1.
Ce polynôme a pour discriminant ∆ et donc OL est monogène ; a fortiori
une de ses racines α satisfait OL = OK [α]. Donc le théorème 4.27 montre
que M(L) ≥ 3.
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– Soit K = Q(i) et L son corps de classes de rayon en un des deux premiers
au dessus de 13. Le discriminant ∆ de L vaut −26 · 132 et on vérifie que L
est définit sur Q par le polynôme
X6 + 2X5 + 3X4 + 4X3 + 4X2 + 2X + 1.
Ce polynôme a pour discriminant ∆ et donc OL est monogène ; a fortiori
une de ses racines α satisfait OL = OK [α]. Le théorème 4.27 montre alors
que
M(L) ≥ 3, (4.18)
4.6.2 Unités 2hyperexceptionnelles.
Nous nous proposons dans un premier temps de déterminer toutes les unités
2hyperexceptionnelles contenues dans une extension cubique des rationnelles ou
d’un corps quadratique imaginaire. Soit donc K = Q ou K = Q(
√−d) avec d ∈
N∗ et L/K une extension cyclique de degré 3. Soit σ un générateur de Gal(L/K)
et γ une unité σ-2hyperexceptionnelles. Notons
x1 = α, x2 = α
σ, x3 = α
σ2 .
Alors (x1, x2, x3) est solution du système
x1x2x3 = −1
(1 + x1)(1 + x2)(1 + x3) = e1
(1 + x1 + x1x2)(1 + x2 + x2x3)(1 + x3 + x3x1) = e2
(4.19)
pour certains e1, e2 ∈ O∗K .
Remarque 4.28. Soit (x1, x2, x3) une solution du système (4.19). Alors on vérifié
immédiatement que (x−13 , x−12 , x−11 ) est solution du même système avec (e1, e2)
remplacé par (−e1, e2).
Notons
s1 = X1 +X2 +X3, s2 = X1X2 +X1X3 +X2X3, s3 = X1X2X3
les fonctions symétriques dans les variables X1, X2 et X3. Notons également
t1 = (1 +X1)(1 +X2)(1 +X3) = 1 + s1 + s2 + s3,
t2 = (1 +X1 +X1X2)(1 +X2 +X2X3)(1 +X3 +X3X1)
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et t3 = s3. Soit F = Q(t1, t2, t3) ; alors F (s1, s2, s3)/F est une extension de
degré 2. Plus précisément s3 = t3 et s2 = t1 − 1− s1 − t3 où s1 est une racine du
polynôme de deuxième degré
Ft1,t2,t3(S) = t2S
2 + λS + µ ∈ Q(t1, t2, t3)[S],
où
λ = t21t3 + t1t
2
3 − t21 − t1t2 − t2t3 + t23 − t1 + 3t2 − t3,
µ = t21t
2
3 + t
3
1 + t
2
1t3 + 2t1t
2
3 − 2t1t2t3 − t33
+ t21 − 4t1t2 + 2t1t3 + t2t3 + t22 + 4t23 − t1 + 2t2 − 2t3.
On en déduit que les solutions du système (4.19) sont les trois racines du poly-
nôme cubique
Ps(X) = X
3 − sX2 + (e1 − s)X + 1 (4.20)
où s est racine du polynôme quadratique Ge1,e2 = Fe1,e2,−1 ∈ Q(e1, e2)[S]. Après
calcul, on trouve :
Ge1,e2(S) = e2S
2 − (2e21 + e1e2 − 4e2 − 2)S
+ (e31 + e
2
1 − 2e1e2 + e22 − e1 + e2 + 7) . (4.21)
1. Supposons d’abord ej ∈ Z, alors ej = ±1. Cela nous conduit à résoudre quatre
systèmes.
1.1. (e1, e2) = (1,−1).
Les racines de G1,−1(S) = −S2 − 3S + 10 sont s = 2 et s = −5. On considère
les polynômes
P1(X) = X
3 − 2X2 −X + 1, P2(X) = X3 + 5X2 + 6X + 1
que définissent chacun l’extension Q(ζ7 + ζ7)/Q. Les seules solutions de (4.19)
sont donc des unités 2hyperexceptionnelles de l’extension Q(ζ7 + ζ7)/Q. Plus
précisément, notons σ ∈ Gal(Q(ζ7)/Q) le morphisme défini par
σ(ζ7) = ζ
3
7
(nous noterons également σ sa restriction à Q(ζ7 + ζ7)). Après calculs, on vérifie
que le système (4.19) admet exactement deux solutions (à conjugaison de Galois
près)
x1 = (γ1, γ
σ
1 , γ
σ−1
1 ), x2 = (γ2, γ
σ−1
2 , γ
σ
2 ),
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où
γ1 = 1 + ζ
3
7 + ζ
4
7 ,
γ2 = −2− ζ37 − ζ47 .
(4.22)
Donc γ1 est une unité σ-2hyperexceptionnelle et γ2 est une unité σ−1-2hyper-
exceptionnelle. De plus, soit αj un élément stable tel que Fσj(αj) = γj . A équi-
valence près,
α1 = (1 + ζ7)
−1 ,
α2 = ζ
5
7 + 2ζ
4
7 + 3ζ
3
7 + 4ζ
2
7 + 5ζ7 − 15 .
(4.23)
On vérifie alors que (α1 − ϕ(α1)) = (1 − ζ7) et que (α2 − ϕ(α2)) = (1 − ζ7)5
pour tout ϕ ∈ Gal(Q(ζ7)/Q), ϕ 6= Id.
1.2. (e1, e2) = (−1,−1).
Par la remarque 4.28 le système (4.19) admet exactement deux solutions (à conju-
gaison de Galois près)
x
′
1 = (γ
−1
1 , γ
−σ−1
1 , γ
−σ
1 ), x
′
2 = (γ
−1
2 , γ
−σ
2 , γ
−σ−1
2 ).
où les γj sont définis par (4.22). En accord avec la remarque 4.13, γ−11 est une
unité σ−1-2hyperexceptionnelle et γ−11 est une unité σ-2hyperexceptionnelle. A
équivalence près, Fσ−j(αj) = γ−1j où les αj sont définis par (4.23).
1.3. (e1, e2) = (1, 1).
Les racines de G1,1(S) = −S2 + 3S + 8 sont s = (−3 ±
√−23)/2. Posons
K = Q(
√−23). On considère alors les polynômes
P±(X) = X
3 +
3±√−23
2
X2 +
5±√−23
2
X + 1
qui définissent la même extension galoisienne L/K de degré 3. On vérifie que L
est le corps de classes d’Hilbert de K et donc L/Q est galoisienne.
Les seules solutions de (4.19) sont des unités 2hyperexceptionnelles de l’ex-
tension L/K. Plus précisément, soit γ une racine de P+ et notons α 7→ α un
prolongement de la conjugation complexe de K à L. Alors le système (4.19) ad-
met exactement deux solutions (à action de Gal(L/K) près)
x1 = (γ, γ
σ, γσ
−1
), x2 = (γ, γ
σ−1 , γσ),
où σ est un générateur convenable de Gal(L/K).
Cela montre en particulier que M(L) ≥ 6, ce qui améliore ultérieurement la
minoration (4.17).
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1.4. (e1, e2) = (−1, 1). Par la remarque 4.28 le système (4.19) admet exactement
deux solutions (à action de Gal(L/K) près)
x
′
1 = (γ
−1, γ−σ
−1
, γ−σ), x′2 = (γ
−1, γ−σ, γ−σ
−1
),
où γ et σ sont définis dans le point 1.3. En accord avec la remarque 4.13, γ−1 est
une unité σ−1-2hyperexceptionnelle et γ−1 est une unité σ-2hyperexceptionnelle.
2. Supposons maintenant K = Q(i).
2.1. (e1, e2) = (i, i).
Le polynôme Gi,i(S) = iS2 + (5 + 4i)S + (7− i) admet deux racines dans Q(i),
s1 = −3 + 4i et s2 = −1 + i. On considère alors les polynômes
P1(X) = X
3 + (3− 4i)X2 + (3− 3i)X + 1,
P2(X) = X
3 + (1− i)X2 +X + 1
qui définissent tous la même extension galoisienne L/K de degré 3. On vérifie
que L est le corps de classes de rayon en un de deux premiers de OK au dessus de
13. Les solutions de (4.19) sont des unités 2hyperexceptionnelles de l’extension
L/K. Plus précisement, notons γj une racine de Pj . Le système (4.19) admet
exactement deux solutions (à action de Gal(L/K) près)
x1 = (γ1, γ
σ
1 , γ
σ−1
1 ), x2 = (γ2, γ
σ−1
2 , γ
σ
2 ),
où σ ∈ Gal(L/K) est un morphisme convenable.
Cela montre que M(L) ≥ 6, ce qui améliore la minoration (4.18).
2.2. (e1, e2) = (−i, i).
Par la remarque 4.28 le système (4.19) admet exactement deux solutions (à action
de Gal(L/K) près)
x1 = (γ
−1
1 , γ
−σ−1
1 , γ
−σ
1 ), x2 = (γ
−1
2 , γ
−σ
2 , γ
−σ−1
2 ),
où γ et σ sont définis dans le point 2.1 (cf. également remarque 4.13).
2.3. Pour (e1, e2) = (−i,−i) et pour (e1, e2) = (i,−i) respectivement on retrouve
les solutions de 2.1 et 2.2 (les corps que nous considérons n’ayant pas été plongés).
3. Supposons enfin K = Q(ζ3) et (e1, e2) = (ζ3, ζ3) ou (e1, e2) = (ζ3,−ζ3). Les
polynomes
Gζ3,ζ3(X) = ζ3S
2 − (2 + 7ζ23 )S + 8
Gζ3,−ζ3(X) = −ζ3S2 + (3− 3ζ3)S + 4− 6ζ3
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sont tous les deux irréductibles dans l’anneau K[S]. Donc il n’y a pas d’unités
2hyperexceptionnelles dans une extension cubique de Q(ζ3).
Conclusion. Les seules extensions cycliques des rationnelles ou d’un corps qua-
dratique imaginaire qui contiennent des unités 2hyperexceptionnelles sont
L1/Q, L2/Q(
√−23), L3/Q(i)
où L1 = Q(ζ7 + ζ7), L2 est le corps de classes d’Hilbert de Q(
√−23) et L3 est
le corps de classes de rayon en un de deux premiers de OQ(i) au dessus de 13.
On a donc M(Lj) ≥ 6 (j = 1, 2). Chacune de ces extensions admet deux unités
σ-2hyperexceptionnelles à conjugaison de Galois près (pour chaque générateur σ
du groupe de Galois). De plus, fixons un générateur de Gal(L1/Q). Une des deux
unités σ-2hyperexceptionnelles (à conjugaison de Galois près) de L1/Q provient
(via la bijection du théorème 4.18, et (à équivalence près) du générateur (1+ζ7)−1
de l’anneau des entiers de Q(ζ7) ; l’autre d’un élément stable α qui satisfait la
relation (α− ϕ(α)) = (1− ζ7)5 pour tout ϕ ∈ Gal(Q(ζ7)/Q).
Les calculs des unités 2hyperexceptionnelles deviennent nettement plus com-
pliqués dès que le degré de l’extension L/K croît. Nous n’avons pas mené une re-
cherche exhaustive. A l’aide d’un calcul de base de Gröbner effectué par P. Gianni
et B. Trager de l’Université de Pise avec le logiciel AXIOM, nous avons pu déter-
miner certaines unité hyperexceptionnelles d’une extension quintique. Ces unités
proviennent de l’étude des solutions du système
x1x2 · · ·x5 = −1
(1 + x1)(1 + x2) · · · (1 + x5) = 1
(1 + x1 + x1x2)(1 + x2 + x2x3) · · · (1 + x5 + x5x1) = −1
(1 + x1 + x1x2 + x1x2x3) · · · (1 + x5 + x5x1 + x5x1x2) = 1
(1 + x1 + · · ·+ x1x2x3x4) · · · (1 + x5 + · · ·+ x5x1x2x3) = 1
(4.24)
Ce système définit un idéal I ⊂ Q[x1, . . . , x5] de dimension 0 et degré 110. Cet
idéal est réduit et se décompose comme intersection de dix idéaux premiers dont
quatre de degré 5, quatre de degré 10 et deux de degré 25. Les quatre premiers de
degré 5 sont liés aux unités 2hyperexceptionnelles de Q(ζ11 + ζ11). L’analyse des
autres a été effectuée par D. Simon de l’Université de Caen à l’aide du logiciel
PARI.
I. Degré 5. Les racines des quatre premiers de degré 5 définissent 4 unité σ-
2hyperexceptionnelles, pour le morphisme σ(ζ11) = ζ211. Ces quatre unités pro-
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viennent des quatre éléments stables αj ∈ Q(ζ11) qui satisfont
(αj − ϕ(αj)) = (1− ζ11)λj
pour tout ϕ ∈ Gal(Q(ζ7)/Q), avec {λj} = {1, 3, 7, 9}. Cela permet en passant de
vérifier la conjecture de Bremner pour p = 11.
II. Degré 10. Les racines de deux des quatre premiers de degré 10 définissent
la même extension L1 cyclique de degré 5 du corps K = Q(
√−7). Plus précisé-
ment L1 est le corps de classes de rayon pour un idéal premier au dessus de 11,
de discriminant −75 · 114. Donc L1/K admet des unités 2hyperxceptionnelles et
M(L1) ≥ 10. On vérifie alors que L est euclidien grâce à un des critères de Lens-
tra ([Len], Corollary (1.11)). Signalons que la minoration M(L1) ≥ 10 a été déjà
établie par Leutbecher, (voir [Leu], table 2, part 5), avec des méthodes différentes.
Les autres deux premiers de degré 10 définissent une extension L2 cyclique
de degré 5 du corps K = Q(
√−2). Plus précisément L2 est le corps de classes
de rayon pour un idéal premier au dessus de 11, de discriminant −215 · 114. Donc
L2/K admet des unités 2hyperxceptionnelles et M(L2) ≥ 10.
III. Degré 25. Les racines d’un des deux premiers de degré 25 définissent une
extension L cyclique de degré 5 du corps K défini par une racine du polynôme
X5 − X4 + X3 + X2 + 4X + 2. On vérifie que K a signature r = 1, s = 2
et discriminant 25 · 2879. On vérifie également que L est le corps de classes de
rayon pour l’idéal P1P2 où P1 et P2 sont les 2 idéaux premiers au dessus de 11 de
degre residuel 1. Donc L/K admet des unités 2hyperxceptionnelles et à nouveau
M(L) ≥ 10.
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Rang de l’image du groupe des unités ; conjecture de Bremner
Dans cette thèse nous nous intéressons à trois problèmes distincts : la caracté-
risation de certaines familles de corps de nombres introduites par F. Amoroso
(PCM ), la généralisation d’un travail de I. Gaál et L. Robertson sur la conjecture
de Bremner et l’étude des propriétés d’une certaine famille d’unités (les unités
hyperexceptionnelles).
Plus précisément dans la première partie de cette thèse nous montrons qu’au-
cune famille de corps totalement réels n’est une famille de corps PCM ; et nous
donnons deux critères qui permettent d’établir si une famille de corps totalement
imaginaires est une famille de corps PCM .
Soit q une puissance d’un nombre premier p ≥ 2. Soit α ∈ Z[ζq] tel que
Z[α] = Z[ζq]. Dans la deuxième partie nous montrons qu’un translaté de α par
un entier se trouve soit sur le cercle unité soit sur la droite Re(z) = 1/2 du plan
complexe.
Enfin, dans la troisième partie, nous introduisons la notion d’unité hyperex-
ceptionnelle dont nous étudions les propriétés. En particulier nous montrons que
celles-ci sont liées aux suites exceptionnelles. De plus nous donnons plusieurs
exemples de corps contenants de telles unités.
Rank of the image of the unit group ; Bremner’s conjecture
In this thesis we deal with three different problems : the characterisation of some
families of number fields introduced by F. Amoroso (PCM ), the generalisation
of a result of I. Gaál and L. Robertson on Bremner’s conjecture and the study of
the properties of a certain family of units (hyperexceptional units).
More precisely in the first part of this thesis we show that no family of totally
real fields is a family of PCM fields and we give two criteria to establish whether
a family of totally imaginary fields is a family of PCM fields.
Let q be a power of a prime number p ≥ 2. Let α ∈ Z[ζq] such that Z[α] =
Z[ζq]. In the second part we show that an integer translate of α lies either on the
unit circle or on the line Re(z) = 1/2 in the complex plane.
Finally, in the third part we introduce the hyperexceptional units and we study
their properties. In particular we show a connection between hyperexceptional
units and exceptional sequences. Moreover we also give various examples of fields
containing hyperexceptional units.
Mots clés : Corps CM , corps PCM , conjecture de Bremner, anneau monogène,
unités exceptionnelles, suites exceptionnelles, constante de Lenstra.
