We consider two graphs, G 7,3 and G 7,4 , related to Keller's conjecture in dimension 7. We show, with computer assistance, that every maximal clique in either graph contains a facesharing pair of vertices. Doing so shows that every unit cube tiling of R 7 contains a facesharing pair of cubes. Since there is a faceshare-free unit cube tiling of R 8 , this completely resolves Keller's conjecture.
Introduction
In 1930, Keller [7] conjectured that any tiling of d-dimensional space by translates of the unit cube must contain a pair of cubes that share a complete (d−1)-dimensional face. This generalized a 1907 conjecture of Minkowski [15] in which the centers of the cubes were assumed to form a lattice. Keller's conjecture was proven to be true for d ≤ 6 by Perron in 1940 [16, 17] , and in 1942 Hajós [3] showed Minkowski's conjecture to be true in all dimensions.
In 1986 Szabó [18] reduced Keller's conjecture to the study of periodic tilings. Using this reduction Corrádi and Szabó [2] introduced the graph G n,2 (defined below). Lagarias and Shor [12] showed that Keller's conjecture is false for d ≥ 10 in 1992 by exhibiting a particular type of maximal clique in G 10,2 . Mackey [14] found a similar type of maximal clique in G 8, 2 to show that Keller In 2015, Kisielewicz and Lysakowska [8, 10] made substantial progress on reducing the conjecture in dimension 7. More recently, in 2017, Kisielewicz [9] reduced the conjecture in dimension 7 as follows:
For s ≥ 2, consider the graph G n,s with vertices {0, 1, . . . , 2s − 1} n such that vertices are adjacent iff they differ by s in absolute value in at least one coordinate. The maximal cliques in G n,s have size 2 n . A maximal clique in G n,s is said to be faceshare-free if every pair of vertices in the clique differ in at least 2 coordinates. Keller's conjecture is true in dimension 7 iff there does not exist a faceshare-free maximal clique in G 7,3 . This graph (with faceshare-free adjacencies) is called Γ 3 7 in [13] .
The main result of this paper is as follows.
Theorem 1.1. Neither G 7,3 nor G 7,4 contains a faceshare-free maximal clique.
Although proving this property for G 7,3 suffices to prove Keller's conjecture, we also show this for G 7, 4 to demonstrate that our methods need only depend on prior work of Kisielewicz and Lysakowska [10] . It is not explicitly stated in [10] that it suffices to prove that G 7,4 is facesharefree to prove Keller's conjecture, but we show this (via a standard argument) in Appendix A.
Maximal Cliques in G n,s
A maximal clique T in G n,s yields a cube tiling of R n as follows: for each vertex (x 1 , x 2 , . . . , x n ) ∈ T let C(x 1 , x 2 , . . . , x n ) = {(y 1 , y 2 , . . . , y n ) :
The following set of cubes then tiles R n , ie every point of R n is in precisely one of the cubes:
(z 1 ,z 2 ,...,zn)∈Z n (x 1 ,x 2 ,...,xn)∈T C(x 1 + 2sz 1 , x 2 + 2sz 2 , . . . , x n + 2sz n ).
A faceshare-free maximal clique in G n,s will result in a faceshare-free tiling of R n . Note also that there is a natural embedding from G n,s to G n,s+1 , (x 1 , . . . , x n ) −→ (σ(x 1 ), . . . , σ(x n )), where σ(i) = i for all i ∈ {0, 1, . . . , s − 1} and σ(i) = i + 1 for all i ∈ {s, s + 1, . . . , 2s − 1}. This embedding, as well as many other embeddings, preserves maximal cliques as well as facesharefree maximal cliques. Consequently, if G n,s has a faceshare-free maximal clique, then G n,s+1 has a faceshare-free maximal clique. More generally, the faceshare-free maximal clique number of G n,s is at most the faceshare-free maximal clique number of G n,s+1 .
From this point forward we will refer to vertices of T as cubes, and regard them as cubes of sidelength s centered at the vertices.
Automorphisms of G n,s
Note that changing any maximal clique T by permuting coordinates yields a new maximal clique T . Observe that T is faceshare-free iff T is faceshare-free. 
The n-dimensional volume of I 1 × I 2 × · · · × I n , denoted v(I 1 × I 2 × · · · × I n ), is then
Given rectangles I 1 × I 2 × · · · × I n and J 1 × J 2 × · · · × J n , the n-dimensional volume of their intersection is l(
Observe that cubes in G n,s are rectangles with n-dimensional volume s n .
Given a rectangle I = I 1 × I 2 × · · · × I n , and a set of cubes C, we say that C covers I iff every point of I is in precisely one cube from C. Note that C covers I iff no pair of cubes in C intersect non-trivially and v(I) = c∈C v(c ∩ I).
2 Properties of a Faceshare-free Maximal Clique in G 7,s Let T 0 be a faceshare-free maximal clique in G 7,s . We proceed to deduce a number of properties about T 0 , up to symmetry, by adapting some of the arguments of Perron [16, 17] . Observe that
Consider the rectangle Proof. Assume for sake of contradiction that C = {(s − 1, s − 1, s − 1, s − 1, s − 1)}. As previously mentioned, the coordinates for every center in the cover lie in {0, 1, . . . , 2s − 2} 5 . It is also not hard to see that C must have at least two cubes.
For each x ∈ C, define η(x) := {i : x i = s − 1}. For any distinct x, y ∈ C, there must exist a coordinate i such that both x i = s − 1 and y i = s − 1. In other words, η(x) and η(y) have nonempty intersection.
Let S = x∈C η(x). Because we are assuming C = {(s − 1, . . . , s − 1)}, we have that S has at least one element. By permuting the coordinates of C, we may assume without loss of generality that S = {1, 2, . . . , k} for some k between 1 and 5. We now split into cases. We define C k := {(x 1 , . . . , x k ) : x ∈ C}. Note that C k is a face-share-free cover of [ s 2 − 1, 3s 2 − 1) k and every element of C k has at most 2 coordinates which are not s − 1. Further, (s − 1, . . . , s − 1) ∈ C k . Case 1, k ≤ 2. By inspection, the only face-share-free cover of [ s 2 − 1, 3s 2 − 1) k for k ≤ 2 is single cube centered at (s − 1) or (s − 1, s − 1) for k = 1, 2 respectively. This is a contradiction. Case 2, k ≥ 3. By permuting the coordinates {1, 2, . . . , k}, we may assume there exists
If k ≥ 4, then, up to permutation, there exists z ∈ C k with η(z) = {1, 4}. Note that z must differ by s in at least one coordinate with both x and y, but it is impossible for this difference to happen in any coordinate other than the first. In this case z 1 ≡ x 1 + s mod 2s and z 1 ≡ y 1 + s mod 2s, but x 1 ≡ y 1 mod 2s, which is a contradiction.
Thus, we have reduced to the case k = 3. Clearly x and y do not cover all of C 3 (each only intersects 2 of the 8 corners 2 of the cube [ s 2 − 1, 3s 2 − 1) 3 ). Thus, there must be a third cube z ∈ C 3 . We consider further cases:
Case 2a, η(z) = {1}. By similar logic to before, z 1 must differ by s with both x 1 and y 1 , a contradiction.
Case 2b, s(z) = {1, 2}. In order to not intersect with y, z 1 = 0. Then x and z must share a face, a contradiction. Thus, C 0 must have, without loss of generality, a cube with center at (s − 1, s − 1, a 3 , a 4 , a 5 ), (s − 1, a 2 , a 3 , a 4 , a 5 ), or (a 1 , a 2 , a 3 , a 4 , a 5 ), where a 1 , . . . , a 5 ∈ {0, 1, . . . , 2s − 2} \ {s}.
We will carefully apply the automorphism group H s to each coordinate to deduce configurations without loss of generality. First, we need to make sure that s − 1 stays fixed. Second, we need to make sure that any automorphism preserves that the configuration of cubes covers
. We now show that the first condition guarantees the second condition.
Proof. Due to symmetry by permutation of coordinates, it suffices to show this when σ 2 , . . . , σ d are the identity map.
Let C(i) ⊂ C be the subset of cubes with first coordinate i.
. . , s − 2} (any other option would either leave a gap or force cubes to intersect). Thus, for all
Observe that for all
Thus, combining (1) and (2),
Since
Recall that C 0 must have without loss of generality a cube with center at (s − 1, s − 1, a 3 , a 4 , a 5 ), (s−1, a 2 , a 3 , a 4 , a 5 ), or (a 1 , a 2 , a 3 , a 4 , a 5 ), where a 1 , . . . , a 5 ∈ {0, 1, . . . , 2s−2}\{s}. By Lemma 2. If C 0 contains c 2 , then we consider the subcovering C 1 of
Moreover, no cube in C 1 can differ by s in the first 2 coordinates with c 2 . Hence such cubes must differ by s with c 1 in one of the last 3 coordinates. Note that v(I 1 ) = s 3 , and for any c ∈ C 1 , v(I 1 ∩ C(c )) is the same as the volume of the intersection of the cube centered at the last 3 coordinates of c with [ s 2 − 1, 3s 2 − 1) 3 . Thus, C 1 will consist of a covering of [ s 2 − 1, 3s 2 − 1) 3 that contains the cube (s, s, s), each cube of which is prefaced by an element of
If C 0 contains c 2 , then we consider the subcovering C 2 of If C 0 contains c 3 , then we consider the subcovering C 3 of Proof. Both of these are proved with computer searches. To ensure accuracy, two of the authors wrote independent versions, one in C and one in Fortran. 3 Both implementations confirm there are 455 non-identical coverings of [1/2, 7/2) 3 that contain the cube (3, 3, 3) and that these 455 non-identical coverings can be distilled into 67 non-equivalent coverings using coordinate permutation and swapping 1 and 4, as shown in Table 1 .
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Recall that G n,s is a graph on {0, 1, . . . , 2s − 1} n . Let e i be the indicator vector of the ith coordinate. Two vertices u, v are connected by an edge iff there exists a coordinate i ∈ [n] := {1, 2, . . . , n} such that u i ≡ v i +s mod 2s. We say that the edge is faceshare-free if we additionally have, for all i ∈ [n], that u − v ≡ se i mod 2s.
For every w ∈ {0, 1} n , it is not hard to see that V w := sw + {0, 1, 2, . . . , s − 1} n is an independent set, and that the V w 's partition V . Thus, in any clique of size 2 n there is a unique u w ∈ V w for each w ∈ {0, 1} n .
Our CNF will use a coordinate encoding of u w . For each w ∈ {0, 1} n , i ∈ [n], c ∈ {0, 1, 2, . . . , s−1}, we define Boolean variables x w,i,c which are true if and only if u w,i = sw i + c. We therefore need to encode that exactly one x w,i,0 , x w,i,1 , . . . , x w,i,s−1 is true, and use the following clauses
This defines 2 n · n · s variables and 2 n · n · (1 + s 2 ) clauses.
To impose the edge constraints, consider a pair w, w ∈ {0, 1} n such that w = w . Note that 
This defines 2 n 2 · n · s new variables and 2 n 2 · n · s · 4 clauses.
Further, we use auxiliary variables z w,w ,i that are false if u w,i − u w ,i ≡ s mod 2s. We encode this using the y w,w ,i,0 variables
Notice that the implication is in one direction only. Below we enforce that some z w,w ,i variables must be false, but there are no constraints that enforce z w,w ,i variables to be true. On the CNF level, the clause representing the other direction is a so-called blocked clause [11] and would be removed by SAT preprocessing.
This can be written as a CNF using the following clauses c∈{0,1,...,s−1}
There are 2 2n−2 · n triples (w, w , i) with w i = 0 and w = i. Thus, we have defined 2 2n−2 · n new variables and 2 2n−2 · n · s clauses.
To make sure that u w,i − u w ,i ≡ s mod 2s for some i, we specify
This creates 2 n 2 clauses.
So far, we have written the CNF which enforces a maximal clique in G n,s . To ensure that this clique is also faceshare-free, we need to add a few constraints. Let ⊕ be the binary XOR operator.
If w ⊕ w = e i , then in order to ensure no face-sharing we need to make sure that there is some coordinate for which u w,j − u w ,j = 0
This defines an additional n · 2 n−1 clauses.
Thus, we have a total of 2 n ns + 2 n 2 ns + 2 2n−2 n variables and 2 n n 1 + s 2 + 4 2 n 2 ns + 2 2n ns + 2 n 2 + 2 n−1 n.
clauses. Notice that for fixed n, the dependence on s is quadratic, which is better than the s 2n dependence you would get in the naive encoding of G n,s as a graph. In addition to the symmetry-breaking, this is a core reason that we were able to prove Theorem 1.1.
The current implementation of this CNF, cnfgen.c, produces an instance with 202 048 variables and 780 928 constraints for G 7,3 and 259 840 variables and 1 039 872 constraints for G 7,4 . The description above and the generator are written for readability. It produces several redundant clauses, in particular most clauses from (4), because we only need the y w,w ,i,c variables that are used in either (5) or (6) . The SAT preprocessing technique blocked clause elimination [6] can quickly remove them. This results in a reduced formula with 125 440 variables and 289 024 clauses for G 7,3 and a reduced formula with 157 696 variables and 384 000 clauses for G 7,4 .
As stated, these instances seem intractable for a SAT solver, so we employ additional symmetry breaking by making use of the observations in Section 2.
Cube w Deductions (2, 2, 2, 2, 2, 2, 2) (0, 0, 0, 0, 0, 0, 0) x w,1,2 ∧ x w,2,2 ∧ x w,3,2 ∧ x w,4,2 ∧ x w,5,2 ∧ x w,6,2 ∧ x w,7,2 (5, 3, 2, 2, 2, 2, 2) (1, 1, 0, 0, 0, 0, 0) x w,1,2 ∧ x w,2,0 ∧ x w,3,2 ∧ x w,4,2 ∧ x w,5,2 ∧ x w,6,2 ∧ x w,7,2 (5, 0, *, *, 3, 3, 3) (1, 0, 0, 0, 1, 1, 1) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 (5, 0, *, *, 0, 0, 0) (1, 0, 0, 0, 0, 0, 0) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 (5, 0, *, *, 3, 0, 0) (1, 0, 0, 0, 1, 0, 0) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 (5, 0, *, *, 0, 3, 0) (1, 0, 0, 0, 0, 1, 0) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 (5, 0, *, *, 3, 3, 0) (1, 0, 0, 0, 1, 1, 0) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 (5, 0, *, *, 0, 0, 3) (1, 0, 0, 0, 0, 0, 1) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 (5, 0, *, *, 3, 0, 3) (1, 0, 0, 0, 1, 0, 1) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 (5, 0, *, *, 0, 3, 3) (1, 0, 0, 0, 0, 1, 1) x w,1,2 ∧ x w,2,0 ∧ x w,5,0 ∧ x w,6,0 ∧ x w,7,0 
Case Split and Symmetry Breaking
To enforce that a specific vertex u ∈ {0, 1, . . . , 2s − 1} n is in the clique, we compute the unique w ∈ {0, 1} n such that u ∈ sw + {0, 1, . . . , 2s − 1} m and then enforce that x w,i,u i is true for i ∈ [n].
We now consider n = 7. In a previous section, we showed that if a clique T on 128 vertices exists in the modified Keller graph, then without loss of generality, we may assume that (s − 1,
In addition for s = 3 (respectively s = 4), there exists a set of cubes T ⊂ {0, 1, . . . , 2s − 2} 3 from our list of 67 (respectively 88) tilings such that for every (x 5 , x 6 , x 7 ) ∈ T , there exist (x 3 , x 4 ) ∈ {0, 1, . . . , s−1} 2 such that (5, 0, x 3 , x 4 , x 5 , x 6 , x 7 ) ∈ T .
As an example, for s = 3, consider the first tiling (index "0") in Table 1 . In this case, we see that T has the cubes as displayed in Table 3 . Here we use * to mean an unspecified value in {0, 1, 2}. Also depicted in Table 3 are the variables that we can deduce to be true. Note that we cannot make any immediate deductions about coordinates where there is a * .
We break the tilings into further cases by enumerating over choices for the * 's. Note that every tiling in Table 1 and Table 2 has at least 4 cubes. For the first four such cubes 4 , there are s 8 ways to insert the 8 * 's. Up to this point, our description of the partial tilling is invariant under the permutations of {0, 1, . . . , s − 2} in the 3rd and 4th coordinates as well as swapping the 3rd and 4th coordinates. With respect to these automorphisms, for s = 3 there are only 861 equivalence classes for how to fill in the * 's and for s = 4 there are 1326 such equivalence classes. This gives a total of 67 × 861 = 57 687 cases to check for s = 3 and 88 × 1326 = 116 688 cases to check for s = 4.
Experiments
We use the CaDiCaL 5 SAT solver due to Armin Biere [1] . We ran the simulations at the Texas Advanced Computing Center (TACC). We use DRAT-trim [19] to verify the proofs generated by the SAT-solver. All of the code we used is publicly available on Github. 6 We also have made the logs of the computation publicly available on Github. For the experiment with s = 3, the total solving was 103.47 CPU hours while the average runtime to solve a subformula was 6.46 seconds. There were only 39 instances (less than 1%) that required more than 900 seconds to solve. The hardest instance required slightly more than 4.6 CPU hours. The cubes of this instance are shown in Figure 4 (left) .
For the experiment with s = 4, the total solving was 232.66 CPU hours while the average runtime to solve a subformula was 7.17 seconds. There were only 72 instances (also less than 1%) that required more than 900 seconds to solve. The hardest instance required slightly more than 4.6 CPU hours. The cubes of this instance are shown in Figure 4 (right). The wallclock time of both experiments (solving + verification) was roughly 7 hours. We ran each experiment simultaneously on 25 nodes of the Lonestar 5 cluster and computing on 24 CPUs in parallel.
All instances were reported unsatisfiable. This proves Theorem 1.1.
Confirming Keller's conjecture is false in dimension 8.
To check the accuracy of the CNF encoding, we verified that the generated formulas for G 8,2 , G 8,3 and G 8,4 are satisfiable. These instances, by themselves, have too many degrees of freedom for the solver to finish. Instead, we added to the CNF the existence of 28 cubes from Mackey's construction [14] (as suitably embedded for these larger graphs). Specification of the cubes was per the method in Section 3. These experiments were run on laptop computer and took only a couple of minutes to identify faceshare-free maximal cliques in G 8,2 , G 8,3 and G 8,4 . Figure 4 : Cubes for the hardest instance for s = 3 (left) and hardest instance for s = 4 (right). Observe the similarities: the right one can be obtained by replacing 2, 3, and 5 in the left one by 3, 4, and 7, respectively.
Conclusions and Future Work
In this paper, we analyzed maximal cliques in the graphs G 7,3 and G 7,4 . By applying a geometric argument similar to that of Perron, we were able to break both problems up into roughly 10 5 cases up to isomorphism. We used a SAT solver to check that each case cannot be extended to a faceshare-free maximal clique and verified the resulting proofs of unsatisfiability. As a result, we proved Theorem 1.1, which resolves Keller's Conjecture in dimension 7.
In the future, we hope to perform more formal proof-checking beyond certifying individual cases. More specifically, we want to incorporate the case splitting and symmetry breaking into a single proof of unsatisfiability. We plan an approach similar to other recent mathematical proofs obtained with SAT solving, such as the computation of the fifth Schur number [5] . Such an approach requires that the symmetries that are broken are present on the CNF level.
Furthermore, we would like to extend the analysis to G 7,s for larger values of s. Such an analysis could perhaps lead to an entirely formally verified proof of Keller's conjecture in dimension 7.
Another direction to consider is to study the maximal faceshare-free cliques in G 8,s and perhaps have some sort of a classification of all maximal faceshare-free cliques.
