The mean shift algorithm is a nonparametric clustering technique that does not make assumptions on the number of clusters and on their shapes. It achieves this goal by performing kernel density estimation, and iteratively locating the local maxima of the kernel mixture. The set of points that converge to the same mode defines a cluster. While appealing, the performance of the mean shift algorithm significantly deteriorates with high dimensional data due to the sparsity of the input space. In addition, noisy features can create challenges for the mean shift procedure.
Introduction.
Clustering is the key step for many tasks in data mining. The clustering problem concerns the discovery of homogeneous groups of data according to a certain similarity measure. Traditional clustering algorithms (i.e., k-means) have two inherent disadvantages: the number of clusters must be fixed a-priori, and the generated clusters are restricted to have a spherical or elliptical shape [15] .
In contrast, the mean shift procedure, a nonparametric clustering technique, can overcome these two drawbacks. It achieves this goal by performing kernel density estimation, and iteratively locating the local maxima of the kernel mixture. The set of points that converge to the same mode defines a cluster [7, 15] . The key parameter of mean shift is the bandwidth. The original mean shift procedure uses a fixed bandwidth, while the adaptive mean shift [8] sets a different bandwidth value for each point.
While appealing, the performance of the mean shift algorithm significantly deteriorates with high dimensional data due to the sparsity of the input space. Noisy features can also challenge the search of dense regions in the full space. An example is given in Fig. 1 . The three classes are generated by two-dimensional Gaussians embedded in a three-dimensional space. As we show in Section 4, the mean shift algorithm does not perform well in this scenario.
Local-sensitive hashing (LSH) has been used to reduce the computational complexity of adaptive mean shift, which is quadratic in the number of points [15] . Freedman et al. [13] proposed a fast mean shift procedure based on random sampling. However, these techniques still compute distances between points, and performs mean shift, in the full space.
As Fig. 1 shows, clusters may exist in different subspaces, comprised of different combinations of features. This is often the case with high-dimensional data. Subspace clustering techniques have been developed to detect clusters of data, as well as the subspaces where the clusters exist [19, 20, 24] . In this work we leverage ideas from the subspace clustering literature to address the aforementioned limitations of the mean shift procedure. In particular, we develop a technique to estimate the relevant subspace for each point, and then embed such information within the mean shift search process. This results in a methodology that effectively handles high dimensional data and noisy features, while preserving a nonparametric nature. Our approach can also be combined with random sampling to speedup the clustering process with large scale data, without sacrificing accuracy. The main contributions of this paper are summarized as follows:
• To the best of our knowledge, this is the first time that subspace clustering is embedded in the mean shift technique. The proposed method has the ability to deal with high-dimensional and large scale data.
• We provide the necessary theoretical analysis.
• Extensive experiments on both simulated and realworld data demonstrate the effectiveness of the proposed method.
The rest of this paper is organized as follows. In Section 2, we review related work on adaptive mean shift and subspace clustering. In Section 3, we introduce our methodology. Section 4 presents the empirical evaluation and analysis. Conclusions and future work are provided in Section 5.
Related Work.
Traditional mean shift methods [7, 8, 13, 15] estimate the density of the data and compute the mean shift vector in the full feature space. As a consequence, high-dimensional spaces present a challenge to the mean shift procedure due to the curse of dimensionality. In general, the presence of noisy features can hinder the density estimation process.
To address the issue posed by high-dimensional data, and by the presence of noisy features in general, subspace clustering techniques have been widely studied [19, 20, 24] . Subspace clustering methods assume that each cluster is embedded in a subspace. Two major search strategies have been developed to explore such subspaces: top-down and bottom-up [24] .
Top-down algorithms first find an initial clustering in the full feature space, and then iteratively improve the clustering results by evaluating the subspaces of each cluster [24] . Representative methods are PRO-CLUS [1] , ORCLUS [2] , FINDIT [27] , and δ-Clusters [28] . Bottom-up approaches initially find dense regions in a low dimensional feature space. Such regions are then combined to form clusters in spaces with higher dimensionality. Examples of methods that belong to this category are CLIQUE [3] , ENCLUS [6] , MAFIA [16] , CBF [5] , CLTree [22] , and DOC [25] .
Typically, in subspace clustering a subspace is defined as a collection of features, and each feature of a subspace participates with equal strength. In contrast, some approaches estimate the relevance of features, and assign weights to features that reflect their importance. The resulting techniques are often called soft subspace clustering. LAC [11] and COSA [14] are two representative algorithms of this kind.
LAC is a k-means-like algorithm. It iteratively adjusts weights assigned to features within each cluster, and generates new clusters until convergence. Unlike LAC, COSA specifies a weight vector for each point, rather than for each cluster. COSA iteratively explores the neighborhood of a point to estimate the local relevance of each feature. Such relevance is eventually embedded in a pairwise weighted distance measure, used in combination with hierarchical clustering [18] .
Recently, Halite [9] , a fast and scalable subspace clustering algorithm has been proposed. It has been shown that Halite achieves accuracy values which are competitive against state-of-the-art techniques. Halite's strength is its linearity or quasi-linearity in time and space w.r.t. data size and dimensionality.
Methodology.
Let X = {x 1 , x 2 , . . . , x n } denote the data set, where n is the number of points and d is the dimensionality of each point
In the following, we first give a brief review of Adaptive Mean Shift [8] .
Adaptive Mean Shift (AMS).
To perform kernel density estimation, AMS sets a different bandwidth h i = h(x i ) 1 for each data point x i . The density estimator for x is then defined as
where K is a spherically symmetric kernel. In this paper, we use a Gaussian kernel. The profile of a kernel K is defined as a function κ : [0, +∞) → R such that
. Then, the sample point estimator (3.1) becomes
By taking the gradient off K (x) we obtain
where g(x) = −κ (x), provided that the derivative of κ exists. The first part of Eq. (3.3) is a constant, and the factor in bracket is the mean shift vector, which always points towards the direction of the greatest increase in density. Using the mean shift vector, a sequence of estimation points {y t } t=1,2,... is computed
y 1 is chosen as one of the points x i . The point that {y t } t=1,2,... converges to is considered as the mode of y 1 . Points with the same mode are grouped in the same cluster.
3.2 Weighted Bandwidths. Eq. (3.4) shows that y t+1 is computed using the Euclidean distance between y t and each point in X , provided that g(x) and all h i s are fixed. Points close to y t have a large influence in the computation of y t+1 , while points far from y t play a smaller role. But in real data, the Euclidean distance is strongly affected by noisy or irrelevant features, and it may become meaningless in high-dimensional spaces due to the curse of dimensionality.
To address this issue, we first estimate the relevance of features for each x i , and then compute the distance of x i to y t in the resulting subspace of relevant features. Specifically, we represent the relevance of features for a point x i ∈ X as a nonnegative weight vector w i = (w i1 , w i2 , . . . , w id )
T , where
The entry w il denotes the relevance of the l-th feature for x i . The larger the value w il is, the more relevant the lth feature is for point x i . Hence, w i defines a soft subspace to which point x i belongs. Using w i , each feature participates with the corresponding relevance in the computation of the distance of x i to a point x ∈ R d :
where s l is the average l-th attribute distance of all pairs of points in X ; it is a measurement of the "closeness" on this attribute 2 :
D ij represents the distance of x i to x j , within the subspace of x i , whereas D ji is the distance of x j to x i , within the subspace of x j . Given w i , the k-neighborhood of x i is defined as
where D i(k) is the k-th smallest value of the weighted distances {D ij } n j=1 . The optimal weight vector w i is the one that minimizes the following error function:
We seek to find a suitable w i that minimizes such dispersion.
By minimizing E 1 , the optimal w i vector will assign weight one to the attribute with the smallest G l value, and weight zero to all the other attributes. To avoid this trivial solution, we add the negative entropy of the weight distribution for x i in Eq. (3.8), and minimize
subject to d l=1 w il = 1. α ≥ 0 is a parameter of the procedure. We can solve this constrained optimization problem by introducing the Lagrange multiplier λ and minimizing the resulting error function:
By setting the partial derivatives of E(w i , λ) w.r.t. w il (l = 1, 2, . . . , d) and λ to zero, we obtain (3.11)
From Eq. (3.12):
Combing Eqs. (3.11) and (3.13):
It follows:
Substituting this expression in Eq. (3.13), we obtain
16) computes the optimal w i for a fixed S i . Intuitively, larger weights are assigned to features with a smaller G l value, which signifies a smaller dispersion along the l-th attribute within the k-neighborhood of x i . Once w i is updated, a new S i can be obtained using Eq. (3.7). As such, we can progressively improve the feature weight distribution and the neighborhood for each point. At convergence (proved below), we have the optimal w i and S i for each x i . We then set the bandwidth h i for x i to be equal to D i(k) . The algorithm is summarized in Algorithm 1.
Algorithm 1 Weighted Bandwidth Algorithm
Input:
X , k, α, max iter. Output: hi and wi, i = 1, 2, . . . , n.
1: for i : 1 → n do 2:
Compute D i(k) and Si using Eq. (3.7)
6:
Update wi using Eq. (3.16)
until convergence or t = max iter
hi ← D i(k) 10: end for 11: return hi and wi, i = 1, 2, . . . , n. Proof. Suppose w (t) i is the weight vector for x i at the t-th iteration. The corresponding S (t) i is obtained using Eq. (3.7). Let E 2 (w
i . Then the following inequality holds:
is the optimal solution to problem (3.9) when S (t) i is fixed. Once we have w
can be obtained using Eq. (3.7). It is easy to see from Eq. (3.8) that
consists of the k closest nearest neighbors of x i according to w
(αw il log w il ), and the latter term is a constant when w i is fixed, it follows from Eq. (3.18)
i ) From (3.17) and (3.19), we obtain
(w il log w il ) achieves the minimum when equal weights are assigned to all features. Thus, E 2 (w i ) is lower bounded. As a consequence, the sequence of E 2 (w i ) values is monotonically decreasing and converges to a local minimum.
Weighted Adaptive Mean Shift (WAMS).
Algorithm 1 provides the bandwidth h i and the weight vector w i for each point x i . Using w i , we can compute the weighted distance D wi (x i , y t ) between x i and y t , which replaces the Euclidean distance in Eq. (3.4) . This gives the following sequence of estimation points {y t } t=1,2,...
The corresponding mean shift vector is
We call m(y t ) the weighted mean shift vector . If an estimation point y t is located in a sparse area of the full feature space, the density around y t is low, especially in high-dimensional data. This will compromise the finding of the proper mode for y t , when Eq. (3.4) is used. However, there may be points from the same cluster in a certain subspace surrounding y t . Hence, in this subspace, the area around y t is denser. Thus y t can converge to a mode in the corresponding subspace, and the negative influence of irrelevant or noisy features is reduced. The weighted distance in Eq. (3.21) serves this goal. We compute m(y t ) using the weighted distances to the points x i , each according to a given subspace. Thus, m(y t ) points towards the denser area in a certain subspace. The points that converge to the same mode are grouped in the same cluster. Algorithm 2 summarizes the WAMS algorithm. It has three phases: Phase A is the mean shift process and provides a mode for each point. Phase B groups together points with the same mode, and gives the clustering result C = {C 1 , C 2 , . . . , C k * }, where k * is the number of detected clusters. Phase C computes the average of the weight vectors of points in the same cluster. This average vector represents the soft subspace where each cluster exists.
Algorithm 2 WAMS

Input:
X , hi, wi (i = 1, 2, . . . , n), max iter. Output: clustering C, modes M , cluster weights W .
Phase
until convergence or t = max iter 8: 
//Cluster j weight vector 29: end for 30: return C, M, W .
Fast WAMS.
The computational complexity of both Algorithms 1 and 2 is quadratic in the number of points n. It is time consuming to perform the mean shift on every point when dealing with large scale data. To speedup the computation we apply a similar idea as in [13] . When n is large, we can randomly select a subset X = {x 1 , x 2 , . . . , x m } from X , with m n. Algorithms 1 and 2 are applied to X , and provide s l (l = 1, . . . , d), the clustering C = (C 1 , C 2 , . . . , C k * ) and corresponding weight vectors w 1 , w 2 , . . . , w m for the data points. Then, for each point x ∈ X \ X , we select the point x i ∈ X which minimizes the following weighted distance
That is, we find the closest x i to x in a certain subspace, thus avoiding computing distances in the full space. We add x to the cluster which x i belongs to.
4 Empirical Evaluation.
Data.
We conducted experiments on three simulated data sets and ten real data sets to evaluate the performance of the proposed methods. The details of the data used are shown in Table 1 . Toy example 1 (Toy1) is shown in Fig. 1 . All three classes were generated according to multivariate Gaussian distributions. Each class consists of 150 points. Class 1 (red) was generated on the xoy plane, with mean vector and the covariance matrix equal to (0, 0) and [0. Both toy examples 2 and 3 (Toy2 and Toy3) consist of 2 classes, each made of 150 points. The dimensionalities of Toy2 and Toy3 are 10 and 50, respectively. We first generated two classes using Gaussian distributions on the xoy plane (see Fig. 2 COIL contains 100 classes and we selected the first 5 classes, each containing 72 images. USPS is a handwritten digit database and the 2007 test images 
Evaluation Measures.
Various metrics to assess clustering results exist [4, 21] . We use Rand Index (RI) [17] , Adjusted Rand Index (ARI) [17] , and Normalized Mutual Information (NMI) [26] as clustering validity indices since the labels of data are known. The label information is only used to evaluate the clustering results, and is not utilized during the clustering process. Both RI and NMI range from 0 to 1, while ARI yields a value between -1 and +1. A larger value of RI/ARI/NMI indicates a better clustering result.
Experimental settings.
The maximum number of iterations max iter is set to 200 for both Algorithms 1 and 2. We need to specify two additional parameters for Algorithm 1: the number of neighbors k and the parameter α > 0. α can affect the weight distribution. When α → 0, Eq. (3.16) tends to assign weight 1 to the feature with the smallest G l , and weight 3 COIL and USPS can be downloaded at www.cad.zju.edu.cn/ home/dengcai 4 http://archive.ics.uci.edu/ml/index.html 0 to all other features. When α → +∞, all features are assigned equal weights. In all our experiments α = 0.2. We compared WAMS with AMS [8] . AMS sets the bandwidth for a given point equal to the Euclidean distance of that point to its k-th neareast neighbor. In the experiments, we use the same value of k for both WAMS and AMS. We also performed comparisons against several other clustering algorithms, including three classic algorithms, i.e. k-means [23] , EM (with a Gaussian mixture) [10] , and Sing-l (single-linkage clustering) [18] , and three subspace clustering algorithms, i.e. LAC [11] , COSA [14] , and the most recent Halite [9] . LAC has a parameter h (see [11] for details), similar to the α of WAMS. We set both to 0.2. COSA first outputs a weighted distance matrix, which is then used for singlelinkage clustering. Halite has two versions, one for soft clustering and one for hard clustering. We used the version for hard clustering made available by the authors. k-means, EM, and LAC have a random component. The reported results for these techniques are the average of 100 independent runs. One-sample t-test and pairedsamples t-test are used in our experiments to assess the statistical significance of the results. The significance level is 0.05. Note that for WAMS, AMS, and Halite we do not need to specify the number of clusters in advance; for all the other algorithms we set the number of clusters equal to the number of classes.
Results and Analysis.
4.4.1 Results on Simulated Data. To illustrate the effectiveness of WAMS, we first compared it against AMS [8] on the three toy data sets. We set k = 30, 50, 70, 90. Figs. 3 and 4 show the results. As expected, when k increases, fewer modes are found by AMS. When k ≥ 70, all points converge to the same mode and are grouped in one cluster. This shows the sensitivity of AMS to the choice of k (i.e. bandwidth). A small bandwidth might cause the finding of too many modes (or clusters), while a large one might cause the merging of distinct clusters. AMS finds four modes at k = 50. However, the result is still poor because of the noisy features. In contrast, WAMS is robust with respect to k. WAMS found four clusters when k = 30, Additional results are shown in Table 2 , w.r.t. three clustering evaluations-RI, ARI and NMI. The larger value obtained in each case is highlighted in boldface. We can see that WAMS outperforms AMS by a large margin in each case. In particular, the performance of AMS on Toy2 and Toy3 is extremely poor, due to the noisy features. Note that the zero values of ARI or NMI indicate that all points are grouped in only one cluster. This happens because the data sparsity causes larger distances, and therefore larger bandwidth values. In contrast, WAMS achieves a very good performance on Toy2 and Toy3, despite the large number of noisy features injected in the data.
To compare WAMS against other clustering algorithms, we average the results of WAMS under the four values of k being tested. The results are given in Table  3 . In each row, the significantly best value is highlighted in boldface. In general, a better RI value corresponds also to better ARI and NMI values. Hence, hereinafter, only RI values are reported due to space limit. COSA achieves a perfect score on Toy1, but it fails on Toy2 and Toy3, due to the noisy features. Additional experiments in Section 4.4.3 show that WAMS on Toy1 gives a perfect score for a wide range of k values. On Toy2 and Toy3, WAMS significantly outperforms all the competitive methods. 
where n is the number of points. Table 4 shows the results comparing WAMS and AMS. On Image and Pen, AMS gives the best result when k = k 1 , but its performance quickly deteriorates as k increases. A similar trend is observed for Steel, CTG, Letter, and Wave data sets. This shows again the sensitivity of AMS on the value of k. In particular, on COIL, Yeast and USPS, AMS fails to output a reasonable clustering result for all the k values. In contrast, WAMS has a stable behavior and outperforms AMS in most cases. Table 5 shows the results against the other clustering methods. For WAMS, we report the average RI of the results obtained with the four values of k being tested. In each row, we highlight the statistically significant best results. It is interesting to see that WAMS always achieves the best performance, except on Iris and COIL. It turns out that when k = k 1 and k = k 2 , WAMS still performs very well on both Iris and COIL. For Iris, k 3 = 24 and k 4 = 37, and each of the three classes contains only 50 points. For COIL, k 3 = 38 and Table 5 , LAC is the second best performer. A drawback of LAC is that it needs the number of clusters in input, while WAMS does not. Halite is faster than WAMS, but we found that its accuracy is quite poor across all data.
Sensitivity Analysis of Parameter k.
We tested the sensitivity of WAMS w.r.t. k on Toy1 and Letter. The tested ranges are [5, 100] and [10, 200] , respectively. Fig. 5 gives the results. On Toy1, the performance of both AMS and WAMS increases for larger k values, and reaches the peak at k = 35. Then, the performance of AMS drops sharply, and reaches the minimum when k ≥ 60, which indicates that AMS groups all points in one cluster. In contrast, WAMS is stable for k > 35. Similarly, for Letter the performance of AMS deteriorates when k > 40, while WAMS is stable throughout. This confirms the robustness of WAMS w.r.t. the parameter k. 
Evaluation of F-WAMS.
In this section, we evaluate the performance of F-WAMS on the four largest data sets: Letter, Image, Pen, and Wave. For each data set, we selected four random samples of sizes 40%, 20%, 10%, and 5% of the original data set (the balance between classes was preserved). We set k = √ n for WAMS and k = √ m for F-WAMS, where m is the number of points of the corresponding sample. For F-WAMS we report the average RI values of 20 independent runs. Table 6 shows the results. The reported time (seconds) of F-WAMS is also the average value of the 20 runs. Experiments were performed in Matlab R2010a on an Intel Core TM i7-4700MQ processor with 8 GB RAM using Windows 8.
The running time of F-WAMS reduces sharply as the size of the data decreases. On Letter and Wave, F-WAMS achieves a similar performance as WAMS. F-WAMS performs slightly worse as the size of the sample decreases on Image. On Pen, F-WAMS outperforms WAMS. This is mainly because sampling can reduce the influence of noisy data. Overall, F-WAMS reduces the time complexity without sacrificing accuracy, showing good potential to deal with large scale data in real-life tasks.
Conclusion and Future Work.
We have introduced WAMS, a nonparametric clustering algorithm that explores the existence of clusters in subspaces. The effectiveness of the proposed methods is demonstrated through extensive experiments. In summary, we have shown that (1) WAMS reduces the negative influence of noisy features, and can find meaningful clusters; (2) WAMS explores the subspace where each cluster exists; and (3) WAMS is robust to k (the neighborhood size). Like AMS, our approach can find clusters of irregular shapes, and does not require the a-priori specification of the number of clusters. Finally, F-WAMS has shown good potential to scale nicely with large data. We also observe that the mean shift procedure can largely benefit from a parallel implementation, a direction we plan to pursue.
