Abstract: Chicken Swarm Optimization (CSO) algorithm which is one of the most recently introduced optimization algorithms, simulates the intelligent foraging behaviour of chicken swarm. Data clustering is used in many disciplines and applications. It is an important tool and a descriptive task seeking to identify homogeneous groups of objects based on the values of their attributes. In this work, CSO is used for data clustering. The performance of the proposed CSO was assessed on several data sets and compared with well known and recent metaheuristic algorithm for clustering: Particle Swarm Optimization (PSO) algorithm , Cuckoo Search (CS) and Bee Colony Algorithm (BC). The simulation results indicate that CSO algorithm have much potential and can efficiently be used for data clustering.
Introduction
Data clustering is the process of grouping together similar multi-dimensional data vectors into a number of clusters or bins. Clustering algorithms have been applied to a wide range of problems, including data mining [6, 7] , exploratory data analysis, mathematical programming [4, 10] and image segmentation [12] . Clustering techniques have been used successfully to address the scalability problem of machine learning and data mining algorithms, where prior to, and during training, training data is clustered, and samples from these clusters are selected for training, thereby reducing the computational complexity of the training process, and even improving generalization performance [2, 8, 4, 1] .
Many clustering methods have been proposed. They are classified into several major algorithms: hierarchical clustering, partitioning cluseting, density based clustering and graph based clustering. K-means is one of the most popular partitioning algorithm because simple and efficien [6] . Unfortunately, it has disadvantages such as needs to define the number of clusters before starting, its performance depends strongly on the initial centroids and may get trapped in local optimal solutions. To avoid the inconvenience of K-means, several metaheuristic were developed. Most of them are evolutional and populatin based such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Bee Colony Algorithm (BCA) and Cuckoo search (CS). The previous metaheuristic algorithms are single swarm optimization algorithm. Their common essence is to simulate and reveal some natural phenomena and processes developed according to the system initializing a set of initial solution, the operation iterative rules specific for a group of solutions combined with the search mechanism itself are iterative, and finally get the optimal solution [10] . Algorithm to obtain better performance is still being developed. Therefore, in 2014 Xianbing Meng et.al. proposed multi swarm optimization algorithm called Chicken Swarm Optimization (CSO). CSO can achieve optimization results both accuracy and robustness optimization in terms compared to previous single swarm optimization algorithms. So that, to obtain the better performance of clustering, we propose in this paper to use CSO algorithm. The CSO mimicking the hierarchal order in the chicken swarm and the behaviors of the chicken swarm, including roosters, hens and chicks. CSO can efficiently extract the chickens' swarm intelligence to optimize problems. It is a population based and this algorithms overcomes the problem of local and global optimum. The remainder of this paper is organized as follows: Section 2 presents the related works. Section 3 provides the cluster analysis. In Section 4 the basics of CSO is presented. The proposed approach for data clustering is explained in Section 5. The detailed experimental results and comparisons are proved in Section 6. Finally, the conclusion of this study and the future work are drawn in Section 7.
Related Works
To overcome the disadvatage of K-means, several metaheuristic were developed. For instance the Genetic algorithm (GA) is evolutionary population optimization based; it uses natural genetics and evolution: selection, mutation and crossover [14] . It is still suffers from the difficulty of coding modelling and the operation of crossover and mutation are too expensive. More over it needs to much parameter to handle. Particle Swarm Optimization (PSO) incorporates swarming behaviours observed in flocks of bird and school of fish. Like GA, it needs much parameter to manipulate. The ant colony algorithm is one another metaheuristic inspired from the behaviour of the real ants to find the shortest path from the nest to the food sources [15] [16] . Artificial Bee Colony (ABC) algorithm mimicking the foraging behaviour of honey bee colony. In ABC algorithm, the position of a food source represents a possible solution to the optimization problem and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. The number of the employed bees or the onlooker bees is equal to the number of solutions in the population. ABC algorithm has many advantages but it has two major weaknesses: one is slower convergence speed; the other is getting trapped in local optimal value early [12] . Another algorithm for data clustering is based on Cuckoo Search (CS) optimization. Cuckoo is generic and robust for many optimization problems and it has attractionive features like easy implementation, stable convergence characteristic and good computational efficiency. All of the previous metaheuristic algorithms for clustering are single swarm optimization. In 2014 Xianbing Meng et.al. proposed multi swarm optimization algorithm called Chicken Swarm Optimization (CSO). CSO can achieve optimization results both accuracy and robustness optimization in terms compared to previous single swarm optimization algorithms. So that, to obtain the better performance of clustering, we propose in this paper to use CSO algorithm. In this metaheuristic no much parameters is used. We only need to define the group of rooster, hen and chick in the chicken swarm which does not really affect in the results of clustering. More over, the research of the optimal solution is done by mathematical function. In each generation we select the best solution and the next generation calculated by Chicken Swarm Optimization formula. Thereby, we always obtain the optimal solution.
Cluster Analysis
The main goal of the clustering process is to group the most similar objects in the same cluster or group. Each object is defined by a set of attributes or measurements. To determine the similar objects, we use the measure of similarity between them. In this paper we use the Euclidian distance to calculate the similarity between the objects. It is the most popular metric done by this formula:
where: is the number of attributes and is the value of the attribute number of the object number ( ).
Basic of CSO
Chicken Swarm Optimization (CSO) based on the chicken behavior was proposed by meng et al [13] . As in [13] , there are at least four rules in the chicken behavior, as follows (1) In the chicken swarm, there exist several groups. Each group comprises a dominant rooster, a couple of hens, and chicks. (2) How to divide the chicken swarm into several groups and determine the identity of the chickens (roosters, hens and chicks) all depend on the fitness values of the chickens themselves. The chickens with best several fitness values would be acted as roosters, each of which would be the head rooster in a group. The chickens with worst several fitness values would be designated as chicks. The others would be the hens. The hens randomly choose which group to live in. The mother-child relationship between the hens and the chicks is also randomly established. (3) The hierarchal order, dominance relationship and mother-child relationship in a group will remain unchanged. These status only update every several (G) steps. (4) Chickens follow their group-mate rooster to search for food, while they may prevent the ones from eating their own food. Assume chickens would randomly steal the good food already found by others. The chicks search for food around their mother (hen). The dominant individuals have advantage in competition for food.
Based on the four rules, the basic steps of the CSO can be summarized by the pseudo code as follows 
Clustering based on CSO
To solve data clustering problem, the basic CSO is adapted to reach the centroids of the clusters. For doing this, we suppose that we have objects and every objects is defined by attributes. In this study, the main goal of the CSO is to find centroids of clusters which minimize the Eq (2). The data set must be represented by a matrix ( , ), such as the row-corresponds to the object number. In the CSO mechanism, the solution are the chicken and each chicken is representated by a matrix with rows and colomns, where the matrix rows are the centroids of cluster. We propose a CSO algorithm for data clustering throught the following steps: 1.
Generate randomly Initialize a population of chickens 2.
Evaluate the chicken's fitness values 3.
Determine the relationship between the rooster, chicks and hens in a groups.
4.
Calculate the fitness value of the new solutions. 5.
Compare the new solutions with the old one, if the new solution is better than its previous one, replace the old solution by the new one. 6.
Find the best solution End While; 7.
Print the best solution.
Experimental result
In order to test the validity and the efficiency of the proposed approach, We elaborate the four approaches through the UCI benchmark datasets. The result of a clustering algorithms are be evaluated and validated by internal and external validity [22] .
The external is used to analyze the cluster in this study is Rand Measure. The adjusted Rand index [15] is the corrected-for-chance version of the Rand index that computes how similar the clusters (returned by the clustering algorithm) are to the benchmark classifications. The Adjusted Rand Index as follows
where represent the number of objects that are in predefined class and cluster , . indicates the number of objects in a priori class , . indicates the number of objects cluster , and is the total number of objects in the data set. Davies Bouldin index and Dunn index are used to assess the quality of clustering algorithms based on internal criterion. Davies Bouldin index attempts to minimize the average distance between each cluster and the one most similar to it [16] . It is defined as follows
where is the number of clusters, is the average distance of all elements in cluster and ( , ) is the distance between cluster and cluster . The clustering algorithm that produces a collection of clusters with the smallest Davies-Bouldin index is considered the best algorithm based on this criterion. Dunn's Validity Index [17] attempts to identify those cluster sets that are compact and well separated. The Dunn's validation index can be calculated with the following formula
where ( , ) represents the inter cluster distance between cluster and cluster . It may be any number of distance measure, such as the distance between the centroids of the cluster. ′ ( ) is called the intra cluster distance of cluster that may be measured in variety mays, such as the maximal distance between any pair of element in cluster .
Iris dataset
The iris dataset contains 150 objects and 4 attributes which are unscrewed into 3 classes of 50 instances representing a type of iris plant. Table1. shows that the proposed algorithm obtained better performance in terms of accuracy and Rand index. Based on internal validation CSO also has good performance in term of the Dunn's validity index and Davies Bouldin index. 
Ecoli Dataset
The Ecoli dataset contains 336 numbers of instances and 7 attributes condition, The data set is classified into 8 classes where each class represent the localization site. The evaluation result is summarized in Table 2 . The CSO Algorithm has better performance based on Davies Boulding index, and also still gives good results analyzed by other internal and external validity index. 
Ionospehere dataset
The Ionosphere dataset contains 351 number of instances and 34 predictor attributes. The data is classified into binary classes either "good" or "bad". The computation result shows that the CSO has better performance in term of internal validity and external validity. The summary of the experiment result is illustrated in table 3. . 
Cancer data set
The Cancer data set represent the Wisconsin breast cancer dataset. The data contains 683 instances with 9 features. Each instance has one of two possible classes beingn or malignant. The experiment results are summarized in the table 4 which is showing that the CSO give better performance. 
