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Abstract
A e+e− → pi+pi−pi0 visible cross section is measured with the radiative return method over
0.73 ≤ √s < 3.5 GeV, using 526.6 fb−1 of Υ(4S) data collected with the Belle detector at the
KEKB asymmetric-energy e+e− collider. This measurement provides an important check on
the newer SND and BABAR e+e− → pi+pi−pi0 cross section measurements that conflict with
the older ND and DM2 measurements. This measurement will contribute to the reduction
in error for the Standard Model calculations of the muon anomalous magnetic moment and
the running of α, while also contributing to the field of hadron spectroscopy.
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Chapter 1
Introduction
This analysis measures a e+e− → pi+pi−pi0 visible cross section by measuring events from the
related e+e− → pi+pi−pi0γISR leading-order (LO) initial-state radiation (ISR) process. The
reported cross section spans the energy range 0.73 ≤ √s < 3.5 GeV, and includes the ω,
φ, ω′, ω′′, and J/ψ resonances. The bare version of this cross section can be used in the
calculation of the hadronic vacuum polarization (HVP) contribution to the Standard Model
(SM) prediction of the muon anomalous magnetic moment (aµ), as well as the calculation
of the running of α (the fine-structure constant). Looking at the e+e− → pi+pi−pi0 inter-
mediate states (hadron spectroscopy) provides information on nonperturbative Quantum
Chromodynamics (QCD) interactions.
1.1 Motivation
The primary motivation for measuring the e+e− → pi+pi−pi0 cross section is its use in the
global fit calculation of the SM HVP contribution to aµ. The calculation of the HVP con-
tribution to aµ from exclusive hadronic final-state cross sections presents several challenges,
and it is best left to experts, e.g. [1], [2], [3], and [4]. A sample calculation of the HVP
contribution to aµ for a single exclusive hadronic final-state cross section is provided in Ap-
pendix B, where it uses the results of this analysis. This analysis reports cross section values
over an energy range of 0.73 ≤ √s < 3.5 GeV, but the goal of this analysis is to reduce the
cross section uncertainty in the 1.05 ≤ √s < 3 GeV energy range. The ω and φ resonances
are the largest features of the e+e− → pi+pi−pi0 cross section, and are found below 1.05 GeV.
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The e+e− → pi+pi−pi0 cross section below 1.05 GeV has already been measured in finer detail
and with greater precision [5], [6], [7], [8], [9], and [10] than is possible with the data set used
by this analysis. On the other hand, the calculation of aµ does not normally use measured
e+e− → pi+pi−pi0 cross sections above 3 GeV. This analysis reports the e+e− → pi+pi−pi0
cross section over the 0.73 ≤ √s < 3.5 GeV range for both the sake of completeness, as well
as to provide a cross check.
1.1.1 Muon Anomalous Magnetic Moment
The theory and experiment of the muon anomalous magnetic moment (aµ) is reviewed
in [1]. A magnetic dipole moment (magnetic moment) is often thought of as the magnetic
field produced by a current in a circular loop of wire, or by a charged particle traveling in a
circular path. The classical equation for the magnetic moment of a charged particle traveling
in a circular path is given by
~µL =
e
2m
~L, (1.1)
where e is the charge of the particle, m is the particle mass, and ~L = m~r × ~v is the or-
bital angular momentum for ~r as the particle position along with ~v as the particle velocity.
The electron, muon, and tau particles (charged leptons) have been found to posses intrinsic
angular momentum (spin), i.e., angular momentum independent of a moving mass distribu-
tion. Charged lepton spin leads to a magnetic moment. The relativistic quantum mechanics
(Dirac theory) description of charged lepton spin transforms Equation 1.1 into
~µS = gl
e
2m
~S, (1.2)
where gl is the lepton gyromagnetic ratio (g-factor), e is the lepton charge, m is the lepton
mass, and ~S = ~σ
2
is the spin operator that can be written in terms of the Pauli spin matrices
(~σ).
2
Dirac theory predicts that gl = 2 for Equation 1.2, but a full Quantum Field Theory
(QFT) description predicts that gl deviates from 2. This deviation is known as the anomalous
magnetic moment, and is defined as
al ≡ gl − 2
2
. (1.3)
Figure 1.1 shows the QFT diagram that leads to al. The size of the al depends on the helicity
flip transitions of massive virtual particles (quantum fluctuations), where as massless virtual
particles conserve helicity. The transition amplitudes are proportional to the real lepton mass
and inversely proportional to the virtual particles, resulting in the transition probabilities
being proportional to the square of the lepton mass and inversely proportional to the square
of the virtual particle masses. The result is that the helicity flip transition probabilities are
proportional to the change in al,
δal ∼
(ml
M
)2
, (1.4)
where ml is the real lepton mass and M is the virtual particle mass. The M can be in-
terpreted as the mass of a SM particle, the mass of a non-SM particle, or the energy scale
(ultraviolet cut-off) at which the SM no longer provides an adequate description. Equa-
tion 1.4 illustrates how al sensitivity to new physics scales quadratically with the lepton
mass, while it quadratically decouples from new physics as M →∞. The M behavior per-
manently casts new and increasingly precise measurements of al as searches for nearby new
physics.
For the same level of precision measurements, the muon anomalous magnetic moment
(aµ) provides considerably more sensitivity to new physics than the electron anomalous
magnetic moment (ae) due to (mµ/me)2 ∼ 40000. The tau anomalous magnetic moment
(aτ ) would, in principle, provide even greater sensitivity, but its very short lifetime limits its
use given the current experimental techniques. This has led to focusing on the aµ as a test
for new physics.
3
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for the case where the photon field is part of the dynamics but has an external classical component Aextµ (x): Aµ(x) !
Aµ(x) + Aextµ (x).We are thus dealing with QED exhibiting an additional external field insertion ‘‘vertex’’:
Gauge invariance requires that a gauge transformation of the external field Aextµ (x) ! Aextµ (x)  @µ↵(x), for an arbitrary
scalar classical field ↵(x), leaves physics invariant.
The motion of the lepton in the external field is described by a simultaneous expansion in the fine structure constant
↵ = e2/4⇡ and in the external field Aextµ (x) assuming the latter to be weak
In the following we will use the more customary graphic representation
of the external vertex, just as an amputated photon line at zero momentum.
The gyromagnetic ratio of the muon is defined by the ratio of the magnetic moment which couples to the magnetic field
in the Hamiltonian and the spin operator in units of µ0 = e/2mµ
Eµ = gµ e2mµEs; gµ = 2(1+ aµ) (16)
and as indicated has a tree level part, the Dirac moment g(0)µ = 2 [48], and a higher order part aµ the muon anomaly or
anomalous magnetic moment.
In QED aµ may be calculated in perturbation theory by considering the matrix element
M(x; p) = hµ (p2, r2)|jµem(x)|µ (p1, r1)i
of the electromagnetic current for the scattering of an incoming muon µ (p1, r1) of momentum p1 and 3rd component of
spin r1 to a muon µ (p2, r2) of momentum p2 and the 3rd component of spin r2, in the classical limit of zero momentum
transfer q2 = (p2   p1)2 ! 0. In momentum space we obtain
M˜(q; p) =
Z
d4xe iqxhµ (p2, r2)|jµem(x)|µ (p1, r1)i
= (2⇡)4 (4)(q  p2 + p1)hµ (p2, r2)|jµem(0)|µ (p1, r1)i,
proportional to the  -function of four-momentum conservation. The T -matrix element is then given by
hµ (p2)|jµem(0)|µ (p1)i = ( ie)u¯(p2)  µ(P, q) u(p1), (P = p1 + p2).
In QED it has a relativistically covariant decomposition of the form
(17)
where q = p2   p1 and u(p) denote the Dirac spinors. FE(q2) is the electric charge or Dirac form factor and FM(q2) is the
magnetic or Pauli form factor. Note that the matrix  µ⌫ = i2 [  µ,   ⌫] represents the spin 1/2 angular momentum tensor. In
the static (classical) limit we have
FE(0) = 1, FM(0) = aµ, (18)
where the first relation is the charge renormalization condition (in units of the physical positron charge e, which by definition
is taken out as a factor), while the second relation is the finite prediction for aµ, in terms of the form factor FM the calculation
ofwhichwill be described below. Instead of calculating the full vertex function µ(P, q) one can use the projection technique
described in [90] and expand the vertex function to linear order in the external photon momentum q:
 µ(P, q) '  µ(P, 0) + q⌫ @
@q⌫
 µ(P, q)
  
q=0 ⌘ Vµ(p) + q⌫T⌫µ(p), (19)
Figure 1.1: The quantum field theory (QFT) diagram that leads to the anomalous magnetic
moment (al) [1]: q = p2 − p1, u( ) are Dirac spinors, FE(q2) is the electric charge (D rac)
form factor, FM(q2) is the magnetic (Pauli) form factor, γ are the gamma matrices, and
σµν = i
2
[γµ, γν ] is the spin-1/2 angular momentum tensor. The al is obtained by considering
the classical (static) lim t: FE(0) = 1 and FM(0) = al. The FE(0) = 1 corresponds to charge
renormalization.
Recent work, which is still progressing, has been made at improving the precession on
bot the experimental a d SM theoretical values of aµ. Figure 1.2 shows the 2012 Particle
Data Group (PDG) summary of the deviation between experimental and SM theoretical
values of aµ. Approximately a 3.2 standard deviation difference between experiment and
theory exists [11], hinting at the possibility of new physics.
The SM calculation of aµ is broken down into the different kinds of contributions: Quan-
tum Electrodynamic (QED), Weak, and Hadronic (HAD). The QED and Weak contributions
are calculated with perturbation theory (i.e., from first principles), and they have small er-
rors. The HAD contribution corresponds to Quantum Chromodynamics (QCD), and so the
high-energy HAD components are calculated with perturbation theory, while the low-energy
HAD components must be calculated from experimental data and phenomenological models.
Figure 1.3 shows the lowest-order SM contributions to aµ.
Table 1.1 provides a breakdown of the value and error contributions for a Standard Model
(SM) theory prediction of the anomalous magnetic moment (aµ). Table 1.1 shows that the
QED provides the largest contribution to aµ, but contributes the smallest source of error.
The largest sources of error for the SM prediction of aµ come from the leading-order (LO)
HVP and the hadronic light-by-light (HLbL) contributions. The LO HVP and HLbL are
nonperturbative components of the HAD contribution. The LO HVP contribution can be
calculated from cross sections of electron-positron annihilation to exclusive hadronic final
4
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Figure 1.2: The deviation between theory (JN [1], DHMZ [2] and [3], and HLMNT [4]) and
experiment (average [12], [13], [14], and [15]) for the muon anomalous magnetic moment
(aµ) [11]. The e+e− theory predictions only use exclusive electron-positron cross sections
to calculate the leading-order (LO) hadronic vacuum polarization (HVP) contributions to
the muon anomalous magnetic moment (aµ). The τ -based theory prediction uses exclusive
electron-positron cross sections to calculate the isoscalar LO HVP contributions to (aµ),
while exclusive τ -decays are used to calculate the isovector LO HVP contributions to (aµ).
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Figure 1.3: Leading-order (LO) Feynman diagrams for the Standard Model (SM) prediction
of the muon anomalous magnetic moment (aµ) [1]: (a)Quantum Electrodynamics (QED),
(b)Hadronic (HAD), and (c)Weak. The diagram in (a) corresponds to the Schwinger term,
which is the largest single contribution to aµ. The cross section measured in this analysis
can be used in the calculation of LO hadronic vacuum polarization (HVP) term shown in
(b). The diagrams found in (c) correspond to the W boson [labeled a)], Z boson [labeled
b)], and Higgs boson [labeled c)] contributions.
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states via the optical theorem (derived from unitarity). The HLbL contribution cannot
currently be related to data, requiring that the HLbL contribution be derived from phe-
nomenological models.
Table 1.1: A breakdown of the value and error contributions to a Standard Model (SM)
theory prediction of the anomalous magnetic moment (aµ) [1]. The cross section measured
in this analysis can be used in the calculation of Leading hadronic vacuum polarization
contribution.
Contribution Value [×10−11] Error [×10−11]
QED incl. 4-loops + LO 5-loops 116584718.1 0.2
Leading hadronic vacuum polarization 6903.0 52.6
Subleading hadronic vacuum polarization -100.3 1.1
Hadronic light-by-light 116.0 39.0
Weak incl. 2-loops 153.2 1.8
Theory 116591790.0 64.6
Experiment 116592080.0 63.0
Exp. - The. 3.2 standard deviations 290.0 90.3
Figure 1.4 shows the sensitivity of past aµ measurements to the different SM contribu-
tions. Only the BNL 2004 and CERN III 1976 measurements (the two most recent) show
sensitivity to the LO HVP contribution, while only the most recent measurement shows
sensitivity to HLbL contribution.
Cross section measurements are related to the LO HVP contribution via the optical the-
orem. The optical theorem relates the imaginary part of the vacuum polarization amplitude
to the cross section of electron-positron annihilation to all hadronic final states. This relation
can be written as,
ImΠ′γ(s) =
s
4piα(s)
σ(e+e− → hadrons) ≡ α(s)
3
R(s), (1.5)
where ImΠ′γ(s) is the imaginary part of the vacuum polarization amplitude, α(s) is the
fine structure constant as a function of energy, σ(e+e− → hadrons) is the cross section of
electron-positron annihilation to all hadronic final states, and R(s) is known as the R-ratio.
7
10−1 1 10 102 103 104
aµ uncertainty [ppm]
BNL CERN III CERN II CERN I
2004 1976 1968 1961
4th
QED 6th
8th
hadronic VP
hadronic LBL
weak
New Physics
SM precision
???
Figure 1.4: The sensitivity of past muon anomalous magnetic moment (aµ) measurements
to the different Standard Model (SM) contributions [1]. The gray-blue band highlights
the change in precision between the last two measurements. The New Physics yellow bar
corresponds to the relative difference between theory and experiment.
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The R-ratio can be written as,
R(s) =
σ(e+e− → hadrons)
4piα2(s)
3s
≈ σ(e
+e− → hadrons)
σ(e+e− → γ∗ → µ+µ−) , (1.6)
where the approximation corresponds to s  4m2µ and the tree level (point) muon-pair
production cross section. Figure 1.5 illustrates the optical theorem for hadronic vacuum
polarization. Equation 1.10 is written in terms of σ(e+e− → hadrons), but this inclusive
cross section can be obtained by summing up the exclusive final-state cross sections. Given
current experimental technique, a more precise result is obtained by summing the contribu-
tions of the exclusive cross sections, rather than by attempting to measure the total inclusive
cross section.
γ γ
had ⇔
Π
′
had
γ
(q2)
γ
had
2
∼ σ
had
tot (q
2)
Figure 1.5: Feynman diagram illustrating the optical theorem (derived from unitarity) for
the hadronic vacuum polarization [1].
The O(α2) (LO) component of the HVP contribution to aµ is given by,
aLO HV Pµ =
(αmµ
3pi
)2(∫ spQCDcut
4m2pi
ds
Rexp(s)Kˆ(s)
s2
+
∫ ∞
spQCDcut
ds
RpQCD(s)Kˆ(s)
s2
)
, (1.7)
where α is the fine structure constant, mµ is the muon mass, mpi is the pion mass, s
pQCD
cut is
the square of the c.m. frame energy at which perturbative QCD can be applied, Rexp(s) is the
R-ratio obtained from data, RpQCD(s) is the R-ratio obtained from perturbative QCD, and
Kˆ(s) is a well known integral kernel. Both of the Rexp(s) and RpQCD(s) terms correspond to
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Equation 1.6, where Rexp(s) comes from low-energy data while RpQCD(s) comes from high
energy theory. The Kˆ(s) term can be obtained from [1], and Figure 1.6 shows a graph of
the function. The results of this analysis can be used in the calculation of the Rexp(s) term.
Kˆ(s)
1
0.63..
4m2
pi
s
Figure 1.6: A graph of the Kˆ(s) integral kernel function [1]. This kernel is used in the
calculation of the O(α2) (LO) component of the HVP contribution to the muon anomalous
magnetic moment (aµ), see Equation 1.7.
Figure 1.6 shows that the Kˆ(s) kernel increases in a logarithmic-like manner, while the
s−2 term in Equation 1.7 decreases in a quadratic manner. The end result is that the low-
energy cross sections are more heavily weighted in the calculation of aLO HV Pµ . Table 1.2
shows the ten largest exclusive cross section contributions to aLO HV Pµ . The e+e− → pi+pi−pi0
exclusive cross section is the second large component of aLO HV Pµ , as well as the second largest
source of error. The goal of this analysis is to reduce the measured cross section uncertainty
in the 1.05 ≤ √s < 3 GeV energy range. This energy range includes incompatible previous
measurements, and has only been measured completely and precisely by BABAR [16]. Ap-
pendix B provides a further discussion on the details of calculating aLO HV Pµ , and uses the
visible cross section values from this analysis to estimate aLO HV Pµ (e+e− → pi+pi−pi0).
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Table 1.2: The ten largest exclusive electron-positron annihilation to final-state hadrons
cross section contributions to the O(α2) (LO) component of the HVP contribution to muon
anomalous magnetic moment (aLO HV Pµ ) [2] and [3]. The Total Error is the individual errors
added in quadrature.
Exclusive e+e− process Contribution to a
LO HV P
µ [×10−10]
val.±sta.±process sys.±common sys.
Total Error
[×10−10]
pi+pi− 507.80± 1.22± 2.50± 0.56 2.88
pi+pi−pi0 46.00± 0.42± 1.03± 0.98 1.48
K+K− 21.63± 0.27± 0.58± 0.36 0.73
pi+pi−pi0pi0 18.01± 0.14± 0.17± 0.40 0.46
pi+pi−pi+pi− 13.35± 0.10± 0.43± 0.29 0.53
K0SK
0
L 12.96± 0.18± 0.25± 0.24 0.39
pi0γ 4.42± 0.08± 0.13± 0.12 0.19
KK¯pi (partly from isospin) 2.39± 0.07± 0.12± 0.08 0.16
KK¯pipi (partly from isospin) 1.35± 0.09± 0.38± 0.03 0.39
pi+pi−η 1.15± 0.06± 0.08± 0.03 0.10
aLO HV Pµ 692.3± 1.4± 3.1± 2.4± 0.2ψ ± 0.3QCD 4.18
1.1.2 The Running Of The Fine Structure Constant
The Fine Structure Constant (α) quantifies the strength of the electromagnetic interaction.
In the low momentum (classical) limit, it takes on the value of α(s = 0) = 1/(137.035999074±
0.000000044) [11]. The α is a function of energy due to the dielectric like properties of
the vacuum. The functional dependence (running) of α is discussed in [2], [3], [4], [17],
[18], [19], [20], [21], [22], [23], and [24]. For instance, at the energy scale of the Z-boson mass,
the fine-structure constant takes on the value of α(s =M2Z) = 1/(128.957± 0.020) [22].
The idea of charge screening is illustrated in Figure B.3a. A charged particle effectively
polarizes the vacuum through virtual particle pair production-annihilation. Figure B.3b
shows that the photon propagator allows for virtual fermion loops, which act like the electric
dipoles in a dielectric material. The farther in distance from a charged particle, the more
the vacuum polarization screens the particle’s electric charge. Since the length scale of
charged particle interactions depends on the energy of the system, then the charge screening
is energy dependent. Specifically, higher energies lead to smaller length scales, and smaller
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length scales lead to less charge screening. Charge screening reduces the strength of the
electromagnetic interaction. Given a decreasing charge screening with increasing energy, the
strength of the electromagnetic interaction decreases with increasing energy.
The running of α (i.e., α(s)) can be formally defined as
α(s) ≡ α
1−∆α(s) =
α
1−∆αLEP (s)−∆αHAD(s) , (1.8)
where α is the fine structure constant in the classical limit, ∆αLEP (s) is the running of α due
to QED (virtual lepton loops), and∆αHAD(s) is the running of α due to QCD (virtual hadron
loops). Equation 1.8 shows that the QED and HAD contributions to α(s) can be separately
calculated. Figure 1.8 shows graphs of ∆αLEP (s) and ∆αHAD(s). The running of alpha
is calculated for both space- and time-like momentum transfers. Both the QED and QCD
contributions are smooth for space-like momentum transfers, while non-smooth for time-
like momentum transfers due to resonances. The QED contribution can be calculated with
perturbation theory up to the desired level of precision, while the QCD contribution must be
split into a low-energy nonperturbative component and high-energy perturbative component.
As with the calculation of aµ, the nonperturbative component is calculated from the inclusive
cross section of electron-positron annihilation to hadron final states. The difference between
the aµ and ∆αHAD(s) calculations is the kernel used in the integration. There are several
methods for calculating ∆αHAD(s): the “standard” method and the Adler function method.
The details of the calculations are beyond the scope of this discussion, but they provide
similar results. For instance, the standard method leads to α(s =M2Z) = 1/(128.946±0.030),
while the Adler function method leads to α(s =M2Z) = 1/(128.957± 0.020) [22].
To illustrate the similarities between calculating aLO HV Pµ (Equation 1.7) and ∆αHAD(s),
the standard method ∆αHAD(s) is given by
∆α
(5)
HAD(s) = −
αs
3pi
(
P
∫ spQCDcut
4m2pi
ds′
Rexp(s
′)
s′(s′ − s) + P
∫ ∞
spQCDcut
ds′
RpQCD(s
′)
s′(s′ − s)
)
, (1.9)
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1Hadronic Vacuum Polarization Contribution to
g − 2 of the Leptons and α(MZ)
F. Jegerlehnera∗
aDESY-IfH Zeuthen, Platanenallee 6, D-15738 Zeuthen, Germany
We review and compare recent calculations of hadronic vacuum polarization effects. In particular, we consider
the anomalous magnetic moments g − 2 of the leptons and α(MZ) , the effective fine structure constant at the
Z–resonance.
1. VACUUM POLARIZATION AND
CHARGE SCREENING
Typically, charged particles in a collision of im-
pact energy E interact electromagnetically with
an effective charge which is the charge contained
in the sphere of radius r " 1/E around the par-
ticles. As illustrated in Fig. 1 for one of the par-
ticles, the effective charge, due to vacuum polar-
ization by virtual pair–creation, is larger than the
classical charge which is seen in a large sphere
(r → ∞). This charge screening is a particular
kind of charge renormalization.
Figure 1. Vacuum polarization by virtual pair
creation.
Commonly, Fig. 1 is represented by a Feyn-
man diagram like the one in Fig. 2 contributing
to muon scattering. Not surprising, the effective
fine structure “constant” α(E) appears in many
places in physics whenever the typical energy of
a process is not in the classical regime. The ma-
jor contribution to charge screening comes from
light charged particle–antiparticle pairs of mass
∗Report on work in collaboration with S. Eidelman [1].
m <∼E/2. While the lepton contributions can be
easily calculated in QED perturbation theory the
contribution of the strongly interacting quarks is
not so easy to obtain. This is the issue of our
discussion.
Figure 2. Feynman diagram describing the vac-
uum polarization in muon scattering.
1.1. Formal definition:
The effective QED coupling constant at scale√
s may be written as
α(s) =
α
1−∆α(s) (1)
with
∆α(s) = −4piαRe [Π′γ(s)−Π′γ(0)] (2)
where Π′γ(s) is the photon vacuum polarization
function
i
∫
d4x eiq·x〈0|Tjµem(x)jνem(0)|0〉
= −(q2gµν − qµqν)Π′γ(q2) (3)
and jµem(x) is the electromagnetic current.
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Figure 1.7: Vacuum polarization [22]: (a)conceptual diagram and (b)corresponding Feynman
diagrams. The (a) shows that a pair of charged particles polarize the vacuum (in a fashion
similar to an electric charge polarizing a dielectric material), which in turn partially screens
the electric charges. The (b) shows the type of Feynman diagrams that lead to the vacuum
polarization for muon scattering.
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where ∆α(5)HAD(s) is the running of α due to QCD for using 5 quarks (u, d, s, c, b) in the
calculation, α is the fine structure constant in the classical limit, mpi is the pion mass, s
pQCD
cut
is the square of the c.m. frame energy at which perturbative QCD can be applied, Rexp(s′)
is the R-ratio obtained from data, and RpQCD(s′) is the R-ratio obtained from perturbative
QCD. Both of the Rexp(s′) and RpQCD(s′) terms correspond to Equation 1.6. The results
of this analysis can be used in the calculation of the Rexp(s′) term. The P
∫
refers to taking
the Cauchy principal value of the integral, and it is a method of dealing with the poles
introduced into the integral from the particle resonances.
The running of α is important for SM calculations, as the SM is used to make predictions
over a large range of energies. The α(s) (as opposed to the fine structure constant in the
classical limit) is needed for the proper accounting of the electromagnetic interactions at the
different energy scales. The α(s = m2µ) needs to be precisely know for the SM prediction of aµ.
A precise knowledge of α(s =M2Z) is also needed for a SM description Electroweak physics.
As work has progressed in reducing the SM aLO HV Pµ error by improving the precision of
exclusive hadronic cross sections, the reduction of the SM α(s =M2Z) error naturally occurs
in parallel. Figure 1.9 shows an error breakdown for the different energy range contributions
to ∆α(5)had(M
2
Z). Even though a lot of the error comes from above 3 GeV (unlike the case
of aµ), the error below 3 GeV is still significant. Improving the precision of the low energy
cross sections will help in the reduction of error on α(s =M2Z).
1.1.3 Hadron Spectroscopy
Hadron spectroscopy is the study of low-energy QCD dynamics. Perturbative techniques
cannot be applied to QCD at low-energy, resulting in the need to develop models for the
production and decays of light hadrons. As these phenomenological hadron models are
not purely based on the fundamental principles of QCD, they must be updated when new
experimental information is obtained.
At its simplest, the low-energy exclusive hadron final-state cross sections, such as for
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(a)
(b)
Figure 1.8: The leptonic (∆αLEP (s)) and hadronic (∆αHAD(s)) contributions to the running
of α [22]: (a)for space-like momentum transfers and (b)for time-like momentum transfers.
The hadronic contribution is smooth for space-like momentum transfers, while non-smooth
for time-like momentum transfers due to particle resonances.
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5Table 2
Contributions and uncertainties for ∆α(5)had(−M20 )data × 104 (M0 = 2.5 GeV).
final state range (GeV) result (stat) (syst) [tot] rel abs
ρ (0.28, 0.81) 24.06 ( 0.09) ( 0.13)[ 0.16] 0.6% 2.1%
ω (0.42, 0.81) 2.65 ( 0.03) ( 0.07)[ 0.08] 3.0% 0.5%
φ (1.00, 1.04) 3.79 ( 0.05) ( 0.09)[ 0.10] 2.7% 0.9%
J/ψ 3.95 ( 0.19) ( 0.18)[ 0.26] 6.6% 5.9%
Υ 0.07 ( 0.00) ( 0.00)[ 0.00] 6.7% 0.0%
had (0.81, 1.40) 11.33 ( 0.03) ( 0.29)[ 0.29] 2.6% 7.3%
had (1.40, 2.00) 7.81 ( 0.05) ( 0.87)[ 0.87] 11.2% 65.8%
had (2.00, 3.10) 7.91 ( 0.05) ( 0.44)[ 0.44] 5.6% 16.7%
had (3.10, 3.60) 1.88 ( 0.04) ( 0.04)[ 0.05] 2.8% 0.2%
had (3.60, 9.46) 8.11 ( 0.02) ( 0.05)[ 0.05] 0.6% 0.2%
had (9.46,13.00) 0.89 ( 0.01) ( 0.06)[ 0.06] 6.6% 0.3%
pQCD (13.0,∞) 1.09 ( 0.00) ( 0.00)[ 0.00] 0.1% 0.0%
data (0.28,13.00) 72.45 ( 0.23) ( 1.05)[ 1.08] 1.5% 0.0%
total 73.54 ( 0.23) ( 1.05)[ 1.08] 1.5% 100.0%
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Figure 4. Present error profiles for ∆α(5)had(M
2
Z)
and ∆α(5)had(−M20 ).
6. POSSIBLE IMPROVEMENT BY
VEPP-2000 and DAFNE-2
Next generation precision physics experiments,
not only the ones possible at an ILC, in many
cases require a more precise determination of
α(E). A reasonable goal could be an improve-
ment by about a factor 10 in accuracy which
would match the precision of the Z mass. The
options are
• the standard approach by direct integration
of the e+e−–data: in this case 58% of the contri-
bution is obtained from the data and 42% from
pQCD. My analysis yields ∆α(5) datahad × 104 =
160.12±2.24 (1.4%) and thus increasing the over-
all accuracy to 1% would yield an uncertainty
±1.63. However, for independent measurements
in ranges as used in the Tab. 1 a 1% accuracy for
each region and errors including systematic ones
added in quadrature would yield ±0.85. The im-
provement on the data ([2.24] vs. [0.85]) thus
would yield an improvement factor of 2.6. The
pQCD part in this case is ∆α(5) pQCDhad × 104 =
115.71±0.06 (0.05%) and for the theory part this
means that no improvement would be needed.
• With the “Adler function approach” we get
26% of the contribution from data and 74% from
pQCD. Here ∆α(5) datahad × 104 = 72.35 ± 1.10
(1.5%) and a 1% overall accuracy would mean
an uncertainty ±0.74. Again, a subdivision of
ranges as used in Tab. 2 and assuming that a
1% accuracy can be reached for each region and
adding up errors in quadrature in this case would
lead to a precision of ±0.40. The improvement
Figure 1.9: A breakdown of the error contributions by energy for the hadronic contribution
to the running of α [22]. The (5) superscript in ∆α(5)had(M
2
Z) refers to the use of 5 quarks
(u, d, s, c, b) in the calculation.
e+e− → pi+pi−pi0, must be experimentally measured as they cannot be calculated in pertur-
bative QCD. The intermediate states must also be measured. The e+e− → pi+pi−pi0 can be
modeled as,
e+e− → ω, φ, ω′, ω′′, J/ψ, · · · → ρpi, ρ′pi, ρ′′pi · · · → pi+pi−pi0. (1.10)
The likelihood of a particular set of intermediate states will depend on the c.m. frame energy.
Table 1.3 provides a description of the particles relevant to the e+e− → pi+pi−pi0 process.
Figure 1.10 shows an example of comparing experiment to theory in this analysis. These
are the uncorrected pi+pi− mass distributions for the e+e− → pi+pi−pi0γISR process. The
signal MC is made with the PHOKHARA event generator (Section 3.1) that is designed to
produce realistic distributions. PHOKHARA uses measured cross section data to produce
the exclusive hadron final states, but modeling is still necessary when data is not available
or of sufficient quality. There is very good agreement between the data and signal MC pi+pi−
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Table 1.3: Properties of the particles relevant to the e+e− → pi+pi−pi0 process [11].
Particle Mass[MeV]
Full Width
[MeV]
Quantum Numbers
IG(JPC)
Dominant Branching Fraction
[%]
pi± 139.57018±0.00035 Negligible 1−(0−) µνµ : 99.98770± 0.00004
pi0 134.9766±0.0006 Negligible 1−(0−+) γγ : 98.823± 0.034
ρ⇔ ρ(770) 775.49±0.34 149.1±0.8 1+(1−−) pipi :∼ 100
ω ⇔ ω(782) 782.65±0.12 8.49±0.08 0−(1−−) pi+pi−pi0 : 89.2± 0.7
φ⇔ φ(1020) 1019.455±0.020 4.26±0.04 0−(1−−) K+K− : 48.9± 0.5
ω′ ⇔ ω(1420) 1400 - 1450 180 - 250 0−(1−−) ρpi : dominant
ρ′ ⇔ ρ(1450) 1465±25 400±60 1+(1−−) pipi, pipipipi, e+e− : seen
ω′′ ⇔ ω(1650) 1670±30 315±35 0−(1−−) ρpi, ωpipi, ωη, e+e− : seen
ρ′′ ⇔ ρ(1700) 1720±20 250±100 1+(1−−) ρpipi : dominant
mass distributions for the ω → pi+pi−pi0 (Figure 1.10a) and φ → pi+pi−pi0 (Figure 1.10b)
resonances. Figure 1.10c shows reasonable agreement between the data and signal MC pi+pi−
mass distributions for the ω′, ω′′ → pi+pi−pi0 resonances. PHOKHARA does not currently
include the actual J/ψ → pi+pi−pi0 resonance, but the intermediate ρ states are modeled in
the J/ψ energy region. Figure 1.10c shows poor agreement between the data and signal MC
pi+pi− mass distributions for the J/ψ → pi+pi−pi0 energy region. PHOKHARA includes a
large ρ′′ → pi+pi− contribution for this energy range, but the ρ′′ contribution is not seen in
the data.
1.2 Cross Section Measurements
The goal of this analysis is to measures an exclusive production cross section. A production
cross section relates the number of final-state events for some initial-state data set. An
exclusive cross section corresponds to a single final-state, as opposed to an inclusive cross
section that corresponds to some class of final states. The generic formula for a production
cross section is given by
Nf = σLi, (1.11)
where σ is the production cross section, Nf is the number of final-state events, and Li is the
integrated luminosity of the initial-state data set. The cross section has units of area, which
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Figure 1.10: The pi+pi− invariant mass distribution (m(pi+pi−)) for the e+e− → pi+pi−pi0γISR
process: the (a)ω resonance covering 0.6 ≤ m(pi+pi−pi0) < 0.9 GeV/c2, (b)φ resonance cov-
ering 0.9 ≤ m(pi+pi−pi0) < 1.05 GeV/c2, (c)ω′-ω′′ (excited ω) resonances covering 1.05 ≤
m(pi+pi−pi0) < 3 GeV/c2, and (d)J/ψ resonance covering 3 ≤ m(pi+pi−pi0) < 3.5 GeV/c2. All
the distributions include the 0.11 ≤ m(pi0) < 0.165 GeV/c2 cut. The distributions include
neither background subtraction, mass unfolding, nor application of the detector efficiency.
The data is shown in black and the signal MC is shown in red, where the signal MC is nor-
malized to the integral of the data. Both (a) and (b) illustrate good agreement between data
and signal MC, while (c) illustrates acceptable agreement and (d) illustrates disagreement.
The (d) case shows a poor modeling of the intermediate states in the PHOKHARA event
generator for this energy range.
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may seem unintuitive, but dates back to the use of a scattering cross section to describe
the scattering of alpha particles off of gold atoms by Ernest Rutherford. The alpha-gold
cross section represents the effective area of the gold nuclei as seen by the alpha particle.
The integrated luminosity has units of inverse-area, so as to make Nf dimensionless, and
it corresponds to the size of the initial-state data set. A production cross section is often
written as a function of the c.m. energy (
√
s) and polar angle (θ). This analysis obtains the
e+e− → pi+pi−pi0 cross section as a function of the √s, which is required for the dispersion
integrals used in the calculation the muon anomalous magnetic moment (Subsection 1.1.1)
and running of the fine structure constant (Subsection 1.1.2). This analysis is not interested
in reporting the angular dependence of the cross section. This cross section measurement
integrates out the polar angle dependence (i.e., the cross section over 0◦ ≤ θ ≤ 180◦). It
should be noted that this analysis is still concerned with the cross section angular depen-
dence in how it affects the detector efficiency calculation. Reducing the detector efficiency
systematic error motivates the use of the PHOKHARA event generator, which realistically
models physical processes (as opposed to a phase-space generator), see Section 3.1.
It is often desirable to consider the Born cross section, which corresponds to the leading-
order (LO) process for some initial- and final-states. The Born cross section excludes ra-
diative and vacuum polarization (VP) effects, and it corresponds to the tree level process.
The radiative effects arise from initial-state radiation (ISR) and final-state radiation (FSR).
The VP effects arise from the virtual creation and re-absorption of fermion pairs by a vir-
tual photon:γ∗ → e+e−, µ+µ−, τ+τ−, uu¯, dd¯, ..., hadrons → γ∗ [1]. Appendix B provides
a further discussion on VP and the procedure of removing it from a cross section. Fig-
ure 1.11 shows a leading-order (LO) Feynman diagram for electron-positron annihilation to
a hadronic final-state. Perturbative Quantum Chromodynamics (QCD) calculations cannot
be used at low-energies to describe the hadonization process, hence the need for experi-
mentally measuring such cross sections. A measurement has several options in what cross
section to report. The simplest option is to report the visible cross section, which includes
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the radiative and VP effects. Another option is to report the dressed cross section, which
removes the ISR radiative effects while leaving the FSR and VP effects. The final option is
to report the Born cross section, which removes the ISR, FSR, and VP effects.
+e
-e
*γ
q
q
hadrons
Figure 1.11: Leading-order (LO) Feynman (tree-level) diagram for electron-positron annihi-
lation to a hadronic final-state. The tree-level diagram corresponds to the Born cross section,
which excludes radiative and vacuum polarization (VP) effects.
There is a long history of cross section measurements for electron-positron annihilation
to an exclusive hadronic final-state, where these measurements are traditionally made via an
energy scan. The energy scan method begins with setting the electron-positron collider to a
desired
√
s, and then collecting the desired amount of data. This process is repeated for all
the desired
√
s values. Figure 1.12 shows a collection of recent CMD-2 and SND [25] cross
section measurements made via the energy scan technique. This measurement technique
views all ISR as part of the radiative effects that must be corrected for so as to obtain
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the dressed and Born cross sections. On the other hand, the radiative return measurement
technique makes use of ISR to obtain a cross section as a function of energy from a fixed
energy electron-positron collider. Energy scan measurements use cuts to suppress the ISR
effects (the fraction of energy carried by ISR photons), where the radiative effects are about
10% for slowly changing cross sections [26].
Figure 1.12: CMD-2 and SND measurements of exclusive cross sections for electron-positron
annihilation to hadrons [25]. This is a broad sample of recent low-energy exclusive cross
section measurements produced via the energy scan technique. A red line runs underneath
the |Fpi|2 (pi+pi−) and φ data, which then also extends to the right. This line gives the sum
of the cross sections found in this figure.
1.2.1 The Radiative Return Method
The radiative return method takes advantage of the emission of ISR photons to obtain cross
sections for electron-positron annihilation to an exclusive hadronic final-state. The radiative
return method is discussed in [26], [27] and [28]. The energy scan method requires an
electron-positron collider that is set to different
√
s values in the normal course of operation,
where as the φ- and B-factories are designed to run at a fixed
√
s value. The φ-factories are
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designed to operate near the φ (
√
s ≈ 1.02GeV [29]) and the B-factories primarily operate
near the Υ(4S) (
√
s ≈ 10.58 GeV [30] and [31]). The ISR photons lower the electron-positron
effective c.m. energy, thereby allowing for a cross section measurement as a function of the
√
s. The visible and dressed cross sections (Appendix B provides an explanation of the
different types of relevant cross sections) can be related by the approximation [26]
σdressed(
√
s) ≈ ∆Nsig
RLeff , (1.12)
where σdressed is the dressed cross section, ∆Nsig is the number of signal events in a final-
state hadron system mass-bin due to the visible cross section,  is the detector efficiency,
and Leff is the effective luminosity due to ISR. Equation 1.12 provides a method of relating
the dressed cross section to the experimentally measured differential signal yield due to the
visible cross section, and it provides the basis of the visible cross section formula used in
this analysis (Figure 4.1). A point of clarity is needed when considering the term “visible”.
The visible cross section used to obtain Equation 1.12 includes all orders of ISR, where as
the visible cross section reported in this analysis only includes higher-order (HO) ISR effects
that are measured by the detector and survive the analysis cuts. This analysis makes the
approximation R ≈ 1, and the result is that σdressed → σvis with respect to only including
some of the HO ISR effects. Appendix C provides a further discussion on the derivation of
Equation 1.12.
Radiative return measurements come in two types: not reconstructing any ISR photons
(untagged ISR measurements) and reconstructing an energetic (hard) ISR photon (tagged
ISR measurements). The hard ISR photons are primarily accounted for by considering LO
ISR effects, see Figure 1.13. From an experimental point of view, the ISR photons in tagged
measurements must be hard for several reasons. Hard ISR photons are distinguishable
from a soft photon background, as well as the decay photons from any hadronic final-state
neutral particles. Low-energy cross section measurements at B-factories also require hard
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ISR photons to lower the electron-positron effective c.m. energy from the Υ(4S) to below
3 GeV. Multiple ISR photon emission occurs due to the HO ISR effects, but the soft ISR
photons are ignored in event reconstruction, as they are mostly indistinguishable from the
soft photon background. Furthermore, relatively few events have multiple hard ISR photons
at a B-factory. Radiative corrections, applied after the event selection, can be used to to
account for the emission of multiple hard ISR photons. The advantage of an untagged ISR
measurement is the enhanced signal yield, as ISR photons are preferentially emitted along
the beam axis (thereby avoiding detection). The advantage of a tagged ISR measurement is
the decreased difficulty in subtracting background processes. The B-factory measurements
below 3 GeV tend to be tagged ISR measurements, while those above tend to be untagged
ISR measurements. This analysis uses the tagged ISR measurement technique.
Tagged ISR measurements make use of the LO ISR effect to lower the electron-positron
effective c.m. energy, but the HO ISR effects still must be dealt with. The dressed and
Born cross sections are obtained by removing these HO ISR radiative effects. At current
levels of experimental precisions, it is only necessary to consider the next-to-leading order
(NLO) ISR effects when removing the HO ISR radiative effects. Understanding the NLO
ISR effects in a tagged ISR measurement is equivalent to understanding LO ISR in an energy
scan measurement. The NLO ISR effects are reduced with suitable cuts, and the remaining
NLO ISR effects can be corrections post event selection. The NLO ISR effects at a φ-factory
can rise to about 15% for a radiative return measurement [26], while the NLO ISR effects
at a B-factory (with the highest-energy ISR photon having a c.m. polar angle in the range
20◦ ≤ θ ≤ 160◦ and the ISR photon plus final-state hadron system having an invariant mass
m ≥ 8 GeV/c2), can rise to about 2% for a radiative return measurement [26]. Two types of
NLO ISR Feynman diagrams exist: the emission of two real ISR photons (Figure 1.14), and
the one-loop corrections (Figure 1.15).
There is a third type of HO ISR contribution relevant to a radiative return measurement.
It is not specifically a NLO ISR contribution, but it is needed for the calculation of NLO ISR
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Figure 1.13: The leading-order (LO) initial-state radiation (ISR) Feynman diagrams for
electron-positron annihilation to a hadronic final-state. These diagrams correspond to the
emission of one real ISR photon.
24
+e
-e
)µ
1
(k
ISR
γ
)µ
2
(k
ISR
γ
*γ
q
q
hadrons
(a)
+e
-e
)µ
2
(k
ISR
γ
)µ
1
(k
ISR
γ
*γ
q
q
hadrons
(b)
+e
-e
)µ
2
(k
ISR
γ
)µ
1
(k
ISR
γ
*γ
q
q
hadrons
(c)
+e
-e
)µ
1
(k
ISR
γ
)µ
2
(k
ISR
γ
*γ
q
q
hadrons
(d)
+e
-e
)µ
1
(k
ISR
γ
)µ
2
(k
ISR
γ
*γ
q
q
hadrons
(e)
+e
-e
)µ
2
(k
ISR
γ
)µ
1
(k
ISR
γ
*γ
q
q
hadrons
(f)
Figure 1.14: Next-leading-order (NLO) initial-state radiation (ISR) Feynman diagrams for
electron-positron annihilation to a hadronic final-state [32], [33], and [34]. These diagrams
correspond to the emission of two real ISR photons. The kµ1 and k
µ
2 are the 4-momentum of
the real ISR photons.
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Figure 1.15: Next-leading-order (NLO) initial-state radiation (ISR) Feynman diagrams for
electron-positron annihilation to a hadronic final-state [32], [33], and [34]. These diagrams
correspond to the one-loop corrections.
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effects. This contribution comes from the infrared divergences found in perturbative QED
calculations. Infrared divergences are a general feature of perturbative quantum field theory
(QFT) calculations that contain massless vector bosons. Infrared divergences arise from
low-energy/long-distance effects. Infrared divergences are associated with soft and collinear
(with respect to the electron and positron) ISR photons, both real and virtual. Treatment of
the infrared divergences involves splitting the infrared component from the rest of the cross
section calculation. The infrared calculation includes all orders of perturbation theory, i.e.,
an arbitrary number of photons. It comprises real and virtual soft photon contributions.
Exponentiating the series of infrared contributions leads to logarithm terms in the cross
section. Soft photon contributions lead to logarithms depending on a soft photon cutoff
energy, and collinear photon contributions lead to logarithms depending on the ratio of the
electron-positron c.m. energy squared and the electron-mass squared (i.e., double-logarithm
contributions to the cross section). Some of the infrared divergences are canceled out by
the combination of the soft real and virtual photons contributions, but contributions remain
from the collinear photons and from the effects of hard photons. Logarithmic contributions
are discussed in [32].
1.2.2 Final-State Radiation
The final-state radiation (FSR) background is a concern when using the radiative return
method. FSR corresponds to radiative effects from the final-state hadron system. FSR
effects involve both real and virtual photons [35]. Figure 1.16 shows a Feynman diagram for
LO FSR.
The relative size of the FSR to ISR effects depends on the electron-positron c.m. energy.
The FSR effects at low electron-positron c.m. energy require suppression cuts, but at high-
energy the FSR effects are small enough to not require cuts. FSR cuts are needed for
measurements produced at a φ-factory. These FSR effects can be reduced by cutting on
both the radiated photon c.m. polar angle and the c.m. polar angles of the final-state
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Figure 1.16: The leading-order (LO) final-state radiation (FSR) Feynman diagram for
electron-positron annihilation to a hadronic final-state. This diagram correspond to the
emission of one real FSR photon.
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hadrons. The angular distribution of FSR and ISR photons is distinct. Figure 1.20 shows
that ISR dominates photon emission collinear to either the electron or positron, where as
FSR dominates photon emission collinear to individual final-state hadrons (not be confused
with back-to-back emission with respect to the final-state hadron system). Figure 1.18 shows
the reduction of FSR background from the c.m. polar angle cuts on the radiated photon
and final-state hadrons for a measurement at a φ-factory.
FSR cuts are not needed for cross section measurements at a B-factory. These mea-
surements require a hard ISR photon, due to the lowering the electron-positron effective
c.m. energy from the Υ(4S) to below 3 GeV. The emission of a hard ISR photon results
in the photon being emitted in the c.m. system back-to-back with respect to the individual
final-state hadrons. This suppresses the FSR effects, because FSR effects dominate photon
emission collinear to the individual final-state hadrons. Figure 1.19 shows the kinematic
suppression of FSR background at a B-factory.
The final concern with FSR background comes from ISR and FSR interference. It is often
implicitly assumed that the ISR effects can be factored out from the hadronic final-state, but
this is not really true. The interference term becomes important when the relative difference
in size between FSR and ISR effects becomes small. The interference becomes relatively
large when the kinematics favor FSR effects, when compared to ISR effects. Figure 1.20
shows that the interference effects become important at a φ-factory.
1.2.3 The Radiative Return Method At B-Factories
FSR and the ISR-FSR-interference effects do not need to be reduced with cuts for a mea-
surement at a B-factory. A cross section measurement can in principle be made from the
production threshold up to the Υ(4S). The energy range of a cross section measurement
will in practice be limited by the sizes of the cross section and the available data set.
One advantage of the radiative return method over the energy scan method is that it is
easy to systematically obtain a cross section measurement over a large energy range. The
29
1.02 GeVa
ISR
FSR 20
Q2 (0.39;0.4) GeV2
cos
d
(e
e
)
dc
os
(n
b)
10 500 51
0 08
0 07
0 06
0 05
0 04
0 03
0 02
0 01
(a)
1.02 GeVb
ISR
FSR 40
Q2 (0.58;0.59) GeV2
cos
d
(e
e
)
dc
os
(n
b)
10 500 51
0 7
0 6
0 5
0 4
0 3
0 2
0 1
0
(b)
1.02 GeVc
ISR
FSR 10
Q2 (0.84;0.85) GeV2
cos
d
(e
e
)
dc
os
(n
b)
10 500 51
0 25
0 2
0 15
0 1
0 05
0
(c)
Figure 1.17: The e+e− → pi+pi−γ differential cross section dependence on the photon c.m.
polar angle [35]. The photon may come from either ISR or FSR. The electron-positron
c.m. energy corresponds to 1.02 GeV (φ-factory conditions). The blue points correspond
to ISR events, and the black points correspond to FSR events. The FSR distributions are
rescaled. The Q is the pi+pi− system c.m. energy. The plots correspond to different Q2 and
photon c.m. energy (Eγ) ranges: (a) Q2 ∈ (0.39, 0.4) GeV2 and Eγ ∈ (0.314, 0.319) GeV,
(b) Q2 ∈ (0.58, 0.59) GeV2 and Eγ ∈ (0.221, 0.226) GeV, and (c) Q2 ∈ (0.84, 0.85) GeV2 and
Eγ ∈ ((0.093, 0.098) GeV.
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Figure 1.18: Initial-state radiation (ISR) and final-state radiation (FSR) contributions to the
e+e− → pi+pi−γ differential cross section [35]; the electron-positron c.m. energy is 1.02 GeV
(φ-factory conditions). The Q is the pi+pi− system c.m. energy. The (a) plot shows the
differential cross section with ISR, FSR, and no angular cuts in blue circles; with only ISR
and no angular cuts in red asterisks; and with ISR, FSR, and angular cuts in black squares.
The (b) shows the relative size of the FSR to ISR contributions for no angular cuts in red
squares and with angular cuts in blue asterisks (multipled by a factor of 10).
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Figure 1.19: Initial-state radiation (ISR) and final-state radiation (FSR) contributions to
the e+e− → pi+pi−γ differential cross section [35]; the electron-positron c.m. energy is
10.52 GeV (B-factory conditions). The Q corresponds to the pi+pi− system c.m. energy. The
differential cross section with ISR and FSR is shown in (a). The relative size of the FSR to
ISR contributions is shown in (b).
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Figure 1.20: The e+e− → pi+pi−γ differential cross section dependence on initial-state radi-
ation (ISR), final-state radiation (FSR), and ISR-FSR-interference effects [35]; the electron-
positron c.m. energy is to 1.02 GeV (φ-factory conditions). The red squares correspond to
the ISR contribution, the blue circles correspond to the FSR contribution, and the black
triangles correspond to the interference contribution. The Q corresponds to the pi+pi− sys-
tem c.m. energy. The plots correspond to different Q2 ranges: (a)Q2 ∈ (0.39, 0.4) GeV2,
(b)Q2 ∈ (0.58, 0.59) GeV2, and (c)Q2 ∈ (0.84, 0.85) GeV2. The FSR and interference dis-
tributions are rescaled: (a)multipled by a factor of 10, (b)multipled by a factor of 20, and
(c)multipled by a factor of 2.
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energy scan method requires the electron-positron collider be set to a different energy for
each point in the cross section measurement. The result is that these measurements tend
report results over a small energy range. The ISR effects produce a signal event distribution
over the full energy range below the running energy of the collider. This allows for a cross
section measurement over a large energy range with either uniform or nonuniform energy
binning.
Another advantage of the radiative return method is that the ISR effects enhance the
relative size of the signal event distribution for “large” energy. The cross section for electron-
positron annihilation to hadrons falls off (ignoring the local effect of resonances) for increasing
energy, see Figure 1.21. The consequence is that the signal event statistics fall off for in-
creasing energy. Figure 4.20 shows that this is partly canceled by the preferential production
of ISR events at energies approaching the running energy of the collider.
The BABAR experiment operates at a B-factory located at the SLAC National Accel-
erator Laboratory in Menlo Park, California [36]. BABAR has made extensive use of the
radiative return method to measure low-energy cross sections of electron-positron annihila-
tion to exclusive hadronic final states, see Figure 1.22. The e+e− → pi+pi−pi0 BABAR cross
section measurement is an important benchmark for this measurement, as it is the only
high-statistics B-factory radiative return measurement. The Belle experiment has produced
radiative return measurements, but these are almost always for high-energy cross sections
(final-states that include D-mesons and charmonium states).
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Figure 1.21: World cross section measurements for electron-positron annihilation to hadrons
and the corresponding R-ratio (R = σ(e+e− → hadrons)/σ(e+e− → µ+µ−)) [11]. The
dashed green line is a naive quark-parton model prediction. The off-resonance (but also in-
cluding the Z particle) solid red line is a 3-loop pQCD prediction, and the sharp on-resonance
solid red lines (J/ψ, ψ(2S), and Υ(nS), n = 1, 2, 3, 4) are Breit-Wigner parametrizations.
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Figure 1.22: BABAR low-energy cross section measurements of electron-positron annihila-
tion to an exclusive hadronic final-state obtained by the radiative return method for (a) [37]
example processes excluding final state η particles, and (b) [38] example processes that may
include a final state η particle.
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Chapter 2
Belle Detector
The Belle experiment began taking data in 1999 and stopped taking data in 2010 [39]. The
author decided to join the Belle collaboration in 2006. As a result, the author’s participation
in the Belle experiment has been limited to helping with taking data and doing analysis work.
The author has not participated in hardware development, installation, or maintenance.
The author primarily bases the following Belle detector discussion on published works.
The discussion of the Belle detector is complicated due to the hardware being upgraded on
a rolling basis during operation. The data collected by the Belle detector can be broadly
divided into an earlier and later period based on the silicon vertex detector (SVD). This
analysis only uses data from the later period (SVD2). An effort has been made to focus
the discussion on the most current versions of the hardware, because only the SVD2 data is
used,.
2.1 Belle Experiment
The Belle experiment is run by an international collaboration, and is located at the KEK
High Energy Accelerator Research Organization in Tsukuba, Japan [40] and [41]. The pri-
mary motivation of the Belle experiment is to study the origin of CP violation in B-physics.
The data is collected with a general purpose particle detector known as the Belle detector, see
Figure 2.1. The Belle experiment primarily operates at the Υ(4S) resonance, or 10.58 GeV
in the c.m. frame. The Belle detector operates at the KEK B-factory (KEKB). The KEKB
is an asymmetrical electron-positron collider that primarily operates at 11.5 GeV in the lab
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frame: using a 3.5 GeV positron-beam, an 8 GeV electron-beam, and a 22 mrad crossing
angle. The general purpose design of the Belle detector allows for the study of non-CP
violating B-physics, such as low energy cross section measurements by radiative return.
0 1 2 3 (m)
e- e+
8.0 GeV 3.5 GeV
SVD
CDC
CsI
KLM
TOF
PID
150°
17°
EFC
Belle
Figure 2.1: The Belle detector [42]. The PID sub-detector corresponds to the Aerogel
Cherenkov Counter (ACC).
The purpose of this analysis is to measure the e+e− → pi+pi−pi0 cross section by the
radiative return method. This requires the detection of e+e− → pi+pi−pi0γISR events, where
pi0 → γγ. A cartoon of a signal event is shown in Figure 2.2. Signal events are required
to have one hard photon (ISR photon), one positive charged particle (positive pion), one
negative charged particle (negative pion), and two additional photons (neutral pion). The
different Belle sub-detectors are required to fully reconstruct the signal events. The silicon
vertex detector (SVD) and central drift chamber (CDC) provide the charged particle (track)
momentum. The track energy is obtained by assigning a mass to the track, and then us-
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ing the measured momentum to calculate the relativistic energy. The CDC, time of flight
counter (TOF), KL and µ detector (KLM), and aerogel Cherenkov counter (ACC) provide
the charged particle identification (PID). The electromagnetic calorimeter (ECL) provides
the photon energy and direction. The ECL is also used to measure the integrated luminosity.
2.2 KEK B-Factory
The KEK B-Factory (KEKB) is described in [43], and a diagram of it is shown in Figure 2.3.
The construction of KEKB dates back to 1994. The KEKB is built upon the preexisting
TRISTAN infrastructure. The construction of KEKB was completed at the end of 1998.
Commissioning started that same year. The KEKB consists of two 3016m long rings, and
is designed to be an energy asymmetric electron-positron collider. When operating at the
Υ(4S) resonance, the high energy ring (HER) transports the 8 GeV electron beam, and the
low-energy ring (LER) transports the 3.5 GeV positron beam. The two rings are 11 m below
ground, and are installed in the same tunnel. The electrons and positrons collide at the
interaction point (IP). The Belle detector is built around the IP to measure the particles
produced from the electron-positron collisions. The electron and positron beams are injected
into the rings at their full energies from a linac-complex. The KEKB adopts a finite-angle IP
crossing. The electron and positron bunches collide at a total crossing angle of 22 mrad. This
design choice obviates the need for separation dipole magnets. It also makes the interaction
region (IR) simpler than afforded by a head-on collision design, and it allows for the bunches
to quickly separate after the collision.
2.3 Interaction Region
The interaction region (IR) is the volume that surrounds the interaction point (IP). The IR
is discussed in [42] and [45]. The IP is the location of the electron-positron annihilations.
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Figure 2.2: Diagram of a signal event. Inward pointing green arrows represent the initial-
state positron (e+) and electron (e−). The e+ and e− annihilate at the interaction point
(IP) producing the final-state hadrons: positive pion (pi+), negative pion (pi−), and neutral
pion (pi0). The e+ and e− also produce the initial-state-radiation (ISR) photon (γISR). The
outward pointing blue and purple arrows represent the observed particles: γISR, pi+, pi−,
and pi0 daughter photons (γpi0). The entire final-state hadron system is represented by an
outward pointing gray arrow. The final-state hadron system is back-to-back with respect
to the γISR in leading-order (LO) ISR; this is due to momentum conservation. The final-
state pi0 is represented by an outward pointing gray arrow, and it is reconstructed from its
daughter γpi0 ’s.
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Figure 2.3: A diagram [44] of the KEK B-Factory (KEKB) located at the KEK High En-
ergy Accelerator Research facility in Tsukuba, Japan. The diagram shows the low-energy
ring (LER) in red going counterclockwise, and the high-energy ring (HER) in green going
clockwise. The LER transports the positron beam, and the HER transports the electron
beam.
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Unlike the B-meson decay vertices that are displaced from the IP, the ISR event vertices are
located at the IP, see Figure 2.2. This analysis uses kinematic fitting that in part constrains
the position of the two candidate charged particles (tracks) to the IP.
The Belle IP is where the lab frame low-energy ring (LER) 3.5 GeV positron beam
intersects the high energy ring (HER) 8 GeV electron beam. The IR is the volume contained
within the beam-pipe that surrounds the IP, see Figure 2.4. The dimensions of the beam-pipe
are dictated by a compromise between B-meson decay vertex resolution and beam induced
backgrounds. The smaller the radius of the beam-pipe, the closer the silicon vertex detector
(SVD) can be placed to the IP, resulting in better vertex resolution. On the other hand, the
smaller the beam-pipe radius, the closer the beam-pipe walls get to the electron and positron
beams, resulting in more beam induced backgrounds. The beam-pipe radius is 1.5 cm, and
it is made of two beryllium layers. The beam-pipe is cooled by liquid circulating in the gap
between the two layers. The beam-pipe has massive tantalum vacuum chambers (covered by
tungsten masks) attached to the ends of the beryllium pipe. A synchrotron radiation mask
is also incorporated into the beam-pipe. The tantalum chambers and the masks provide
particle background shielding for the SVD. The inside and outside of the beryllium pipe
(aside from the outside center) are coated with gold to reduce the synchrotron radiation
background.
2.4 Silicon Vertex Detector
The silicon vertex detector (SVD) is used to determine vertex and momentum information.
The Belle SVD is discussed in [42], [46], [47], [48]. The SVD is composed of double-sided
silicon strip detectors (DSSDs) that are readout with VA1TA chips. Background information
on DSSDs can be found in [49]. A DSSD is a semiconductor chip detector, see Figure 2.5. It is
composed of heavily doped semiconductor strips with lightly doped bulk silicon sandwiched
in between the strips. Electron-hole pairs are produced when a track passes through the
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beampipe is shown in Fig. 1. The central section
consists of two layers of beryllium pipes. Their
thicknesses are 0.6mm for the inner-layer and
0.35mm for the outer-layer. There is 0.5mm space
between two layers for the circulation of the
cooling liquid [4]. The flow rate is approximately
1 l/min, and its temperature is kept at 14!C at the
inlet. The massive tantalum vacuum chambers are
joined on both sides of the beryllium pipe, and the
tungsten masks cover the tantalum chambers. The
cooling water tubes made of copper are brazed on
the tantalum chambers. The beryllium and the
tantalum chambers are connected via a stainless
steel ring by brazing. Due to the heavy masks on
both sides, the handling and transportation
required utmost cares. The inside of the beryllium
section is coated by the gold ð10mmÞ which was
vacuum evaporate in order to absorb the low
energy SR (o8 keV). The outside of beryllium
section is covered by the 300 mm thick gold except
for the central tracking region. The inner surface
of the tantalum chamber on the coming HER side
has a saw-tooth shape of cross-section such that it
blinds the beryllium section from the photons
reflected on the tantalum surface. A SR-mask with
its inner radius is 1.2 cm is placed at 9 cm from the
IP in order to shield the SR from the incoming
HER beam. The radiation dose of the silicon
tracker had been simulated assuming 1 nTorr of
CO inside of vacuum pipe throughout the ring,
1.1A for HER current and 1.6A for LER, and 100
days of operation per year. The heavy vacuum
chambers and masks on both sides reduce the
particle background down to 70280 krad/yr on
the innermost tracking layer. The expected dose on
the innermost tracking layer by the SR from the
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Fig. 1. Outside view of the beampipe.
R. Abe et al. / Nuclear Instruments and Methods in Physics Research A 535 (2004) 558–561560
Figure 2.4: Picture and diagram of the Belle detector interaction region (IR) [45]. The IR
is centered around the electron-positron interaction point (IP).
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bulk silicon. The electrons and holes are then detected by the doped semiconductor strips.
The two sets of doped semiconductor strips run perpendicular with respect to each other.
The perpendicular arrangement allows for two-dimensional position information.
The VA1TA readout chips have a fast shaper TA part used for the trigger, and a slow
shaper VA part used for track reconstruction. The track momentum is obtained by fitting
the SVD and CDC track trajectory, while taking into account that the track is traveling
through a 1.5 T magnetic field.
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The SVD surrounds the IR region. Multiple versions of the SVD have been used during
the operation of the Belle experiment; this analysis only uses Υ(4S) data collected with the
SVD2 (experiment number 31 to 63 data sets). The SVD provides 4 concentric detector
layers surrounding the IR. Each of the layers is composed of ladders, which each contain the
DSSDs, see Figure 2.6. The SVD provid s a lab frame polar angle coverage of 17◦ to 150◦
that matches the tracking volume of the central drift chamber (CDC).
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Abstract
A new silicon vertex detector for the Belle experiment has been in operation at the high-luminosity asymmetric energy
electron–positron collider KEKB since October 2003. It provides a larger polar angle acceptance, a better vertex resolution and a
higher radiation tolerance than the previous one. The obtained performances indicate that the SVD2 works reliably, in very good
agreement with expectations.
r 2006 Elsevier B.V. All rights reserved.
PACS: 87.66.Pm
Keywords: Belle; Silicon vertex detector
1. Introduction
The Belle spectrometer was designed to study CP
violation in the system of neutral B mesons. Parameters
of CP violation are determined from measured time
dependent decay rate asymmetries of B meson pairs,
produced at the KEKB asymmetric energy eþe" storage
ring [1]. The energies of eþ and e" are 3.5 and 8GeV,
respectively, with the center-of-mass energy corresponding
to the mass of the Uð4SÞ resonance. Due to the boost of the
center-of-mass system of bg ¼ 0:425, the average distance
between the two B meson decays is about 200mm. By
measuring this distance, the time difference between B
meson decays can be obtained. To study the time evolution
in the B meson system, a resolution of about 100mm is
required. The key component within the Belle spectrometer
[2], which measures the precise position of decay vertices, is
the Silicon Vertex Detector (SVD).
The first Belle SVD (SVD1) [3] was built as a three layer
structure equipped with double-sided silicon strip detectors
(DSSDs) read out by the VA chip [4]. While the mechanical
structure of the detector remained the same during its
operation, the electronics was upgraded several times to
increase its radiation tolerance. Many excellent results were
obtained by this detector, including the discovery of CP
violation in the B meson system in 2001, followed by
precision measurements of standard model parameters.
Although the operation of SVD1 was successful, it had
several limitations. The main limiting factor was a poor
radiation tolerance of readout electronics. Originally used
VA chips were produced in a 1:2mm CMOS process with a
radiation tolerance of 200 krad. After one year of operation
they were replaced with similar chips produced in a 0:8mm
CMOS process having a radiation tolerance of about
1Mrad. In 2003, the accumulated total radiation dose in
the innermost layer reached 900 krad, and the signal-to-
noise ratio decreased by about 30%. In addition, the
insulation layer of the decoupling capacitor broke in five
detector modules during operation (pin-hole effect),
resulting in a large current in the readout chip. A decrease
of bias voltage was needed to considerably reduce the
current leading to poor efficiency. To regain the efficiency,
these faulty modules had to be replaced. Another limita-
tion for the upcoming higher luminosity at KEKB was a
considerable dead time of 6.4% at a trigger rate of 500Hz
caused by serial readout of five VA chips (640 channels) at
a clock rate of 5MHz.
2. SVD2 design
In order to overcome the limitations of the SVD1, a new
detector—SVD2—was designed and installed during the
shutdown in the middle of 2003. The major improvements
of SVD2 with respect to SVD1 are: an improved radiation
tolerance, tolerance to the pin-hole effect, parallel readout
of front-end chips and trigger capability. In addition, the
use of four layers consisting of longer detector modules
(‘ladders’) with the innermost layer being closer to the
interaction point, led to an increase in the solid angle
coverage, improved charged particle tracking in the low
momentum region, and a higher vertex resolution.
The SVD2 has a four layer structure equipped with
DSSDs [3] with the innermost layer being 2 cm away from
the beam line (3 cm for SVD1). Fig. 1 shows the mechanical
structure of SVD2 and basic parameters are listed in Table
1. A major improvement with respect to SVD1 are almost
twice as long ladders. The use of such ladders with up to six
DSSDs became possible by employing kapton circuits (Fig.
2) with significantly lower capacitance compared to the
double metal layer as used for SVD1. This structure leads
to a larger coverage in the polar angle 17&oyo150&
(23&oyo139& for SVD1) which is now the same as the
tracking volume covered by the drift chamber.
The system is read out by the VA1TA chip [5] which
consists of two parts, the TA part equipped with a fast
shaper (75 or 300 ns shaping time) for trigger purposes, and
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the VA part with a slow shaper ð0:8msÞ for the analog
signals used for track reconstruction. The VA1TA chip is
produced in a 0:35mm CMOS process and was successfully
tested for radiation hardness up to 20Mrad (Fig. 3). Four
chips are mounted on a single readout hybrid, where every
chip reads out 128 channels. The parallel readout of the
chips at the clock speed of 5MHz reduces the dead time by
a factor of five with respect to SVD1. The signals are
transmitted to a repeater system installed in boxes at
the end-plate outside the main detector volume. To avoid
the pin-hole effect, the ground of the readout electronics is
at level of the detector bias voltage ð#40VÞ. The
decoupling from the ground potential of the rest of the
electronics takes place in the repeater system by means of
opto-couplers. Amplified signals are transmitted over 30m
long CATV cables to a fast analog-to-digital converter
(FADC) system in the electronics hut of the Belle
experiment. The FADC system digitizes the data and
provides information which is subsequently used by the
trigger system. The FADC system is read out via custom
PCI link boards to PCs where data sparsification and
partial event building is performed and the data are
transmitted to the Belle data acquisition system. Informa-
tion from the SVD2 can be used in L0, L1 and in newly
introduced L1.5 layers of the Belle trigger system [6].
3. SVD2 performance
The SVD2 data taking started in October 2003. The
typical trigger rate is below 400Hz and the average
occupancy is around 3%. Under these conditions, the data
acquisition system works stably, far from its limitations.
The detector is effectively shielded by the mechanical
structure and the most exposed part has accumulated 500
krad in almost two years of operation (Fig. 4). Since this is
small compared to 20Mrad, the maximum exposure dose
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Table 1
Basic parameters of SVD1 and SVD2
SVD2 SVD1
Layers 1–3 Layer 4 Layers 1–3
Size ðmm3Þ 79:2$ 28:4$ 0:3 76:4$ 34:9$ 0:3 57:5$ 33:5$ 0:3
Side nðr% fÞ pðzÞ nðr% fÞ pðzÞ pðr% fÞ nðzÞ
Strip pitch ðmmÞ 50 75 65 73 25 42
Readout pitch ðmmÞ 50 150a 65 146a 50a 84b
S=N1; ð2Þ; ½3' DSSDs 36, (24), [16] 36, (30), [21] [19] [21] 47 19
DSSD capacitance (pF) 10.5 3.8 10.2 4.6 7.3 21.8
aFloating strip.
bConnected strips.
Fig. 2. Half ladder with three DSSD modules: n-side (top) and p-side
(bottom). Kapton circuits are used on both sides to connect strips to
readout chips, as well as for the DSSD interconnection on the p-side.
Fig. 3. Noise level as a function of irradiation for VA1 chips with different
feature sizes.
H. Aihara et al. / Nucle r Instruments and Methods in Physics Research A 568 (2006) 269–273 271
(b)
Figure 2.6: The second version of the Belle silicon vertex tector (SVD2) [47]: (a)diagram
of the SVD2 detector nd (b)pictu e of a half ladd with three doubl -side silicon strip
detector (DSSD) modules. The DSSD n-side is the top image and the p-side is the bottom
image of (b).
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The oﬄine data analysis is able to provide approximately a 98% matching efficiency
whereby a track reconstructed in the CDC is extrapolated to SVD hits. The SVD is typically
able to achieve a hit detection efficiency above 90%. The KEKB kinematics produce pairs
of B-meson decay vertices with approximately a 200 µm average separation. This requires
the SVD to have approximately a 100 µm vertex resolution. Figure 2.7 shows the cosmic
ray impact parameter resolution as a function of pseudo-momentum.
2.5 Central Drift Chamber
The central drift chamber (CDC) is used to measure momentum, provide PID information,
and produce fast trigger signals. The Belle CDC is discussed in [42] and [50]. The CDC is
composed of axial drift cells, stereo drift cells, and the cathode image readout. Background
information on axial and stereo wires can be found in [51].
The drift cells use field wires, use anode (sense) wires, and are filled with a low-Z gas.
Figure 2.8b and Figure 2.8c show the layout of the field and sense wires. The high voltage
field wires provide an electric drift field. A track ionizes (electron avalanche) the low-Z gas
as it passes through a drift cell. The electron avalanche is then detected by the sense wires.
Low-Z gas is used to minimize the multiple Coulomb scattering that degrades momentum
resolution.
The CDC is divided into axial and stereo layers. The axial layers have wires that run
parallel to the positron-electron beam axis. The beams lie along the z-axis, and the direction
of the positron beam defines the positive z-direction. The axial layers provide ρ-φ-position
information. The stereo layers have wires concentric with the beam axis, but in a twisted
configuration. Figure 2.9a compares the orientation of axial and stereo wires. The stereo
wires provide z-position information. Figure 2.9b shows how twisting the wires creates a
wire position z-dependence.
The cathode image readout provides improved z-position information and fast trigger
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applied in the radiation tests (Fig. 3), no significant gain
change is observed due to radiation damage (Fig. 5).
The offline analysis shows good matching efficiency of
about 98% which is defined by the probability that the
tracks reconstructed in the drift chamber can be extra-
polated to the hits in the vertex detector. Fig. 6 shows the
achieved impact parameter resolution as a function of the
pseudo-momentum ~p. The pseudo-momentum is defined as
~p ¼ pbðsin yÞ5=2 for sz and ~p ¼ pbðsin yÞ3=2 for sr, where p
is the track momentum and y is its incident angle with
respect to the detector module. A significant improvement
in the impact parameter resolution is observed with respect
to SVD1 especially in the z direction where the strip pitch
was reduced from 84 to 75mm. For low momentum tracks,
the resolution is better in both directions due to the smaller
radius of the first detector layer.
While the present average occupancy in the SVD2
detector is around 3%, a considerably higher occupancy
of 10% is obtained in the first layer, drops to 3% in layer
2 and to 2% in the layers 3 and 4. The hit detection
efficiency is typically above 90% and is influenced by
occupancy as shown in Fig. 7. The intrinsic resolution of
the SVD detector as measured by muon tracks from di-
muon events is also affected by occupancy as can be seen in
Fig. 8. The observed deterioration is mainly caused by hits
composed of bad p-side or n-side clusters that can be
divided into three types:
$ background induced: both clusters are background hits;
$ wrong association: one of the clusters is a background
hit;
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Fig. 4. Maximum accumulated dose in each layer of the SVD2 detector as
a function of time.
Fig. 5. Relative gain vs. maximum accumulated dose for each layer of the
SVD2 detector. Stepwise changes in relative gain are due to the tuning of
operation parameters.
Fig. 6. Impact parameter resolution obtained by cosmic rays vs. pseudo-
momentum.
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2 and to 2% in the layers 3 and 4. The hit detection
efficiency is typically above 90% and is influenced by
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Figure 2.7: The cosmic ray impact parameter resolution for the first and second versions
of the Belle silicon vertex detector (SVD) [47]: (a)z-resolution and (b)ρ-resolution. The
pseudo momentum is defined as p˜ ≡ pβsin5/2θ in (a). The pseudo momentum is defined as
p˜ ≡ pβsin3/2θ in (b). The p is the charged particle momentum (in units of GeV/c), and the
θ is the dip-angle relative to the detector.
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signals. The Belle cathode image readout has 3 cathode strip layers. Figure 2.8c and
Figure 2.9d show how the cathode strips concentrically wrap around the beam axis in the
φ-direction. Figure 2.9c shows that the cathode strips detect the mirror charge from nearby
sense wires.
The track momentum is obtained by fitting the SVD and CDC track trajectory, while
taking into account that the track is traveling through a 1.5 T magnetic field. The track
PID information is obtained from measuring the energy loss (dE/dx) of the track through
the CDC low-Z gas.
The Belle CDC provides a lab frame polar angle coverage of 17◦ to 150◦ (matching the
coverage of the SVD). Figure 2.8a shows a diagram of the CDC system. The field wires
are aluminum and have a 126 µm diameter, while the sense wires are gold-plated tungsten
and have a 30 µm diameter. The low-Z gas is a 50% helium and 50% ethane mixture. The
ethane component provides a good dE/dx resolution. The PID from measuring the CDC
dE/dx is shown in Figure 2.10.
2.6 Electromagnetic Calorimeter
The electromagnetic calorimeter (ECL) is used to measure photon momentum, reconstruct
neutral particles from daughter photons, and provide information for the electron identi-
fication (e-ID). The Belle ECL is discussed in [42], [52], [53], [54], and [55]. The ECL is
composed of scintillating crystals that produce light when a track or photon enters the crys-
tal. The tracks and photons will create positron-electron showers that produce scintillation.
The resulting light is then readout. The more energy the particle has, the more light that is
produced.
Figure 2.11a shows the placement of the ECL system in the Belle detector. It has barrel
and end-cap components. The ECL provides a lab frame polar angle coverage of 17◦ to
150◦. The forward end-cap extends 12.4◦ to 31.4◦, the barrel extends 32.2◦ to 128.7◦, and
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(a) (b)
Fig. 1. An illustration of the principle of cathode image readout.
The CDC is located in a 1.5 T magnetic "eld near
the center of BELLE detector and measures the
trajectories of charged particles with a position
resolution in the r}! (i.e. bend) plane of better than
130 !m. These provide a momentum resolution of
!p/p(0.3%p (p in GeV/c). In addition, the CDC
provides dE/dx energy loss measurements that are
used for particle identi"cation and fast charged-
particle trajectory information that is used for trig-
gering.
Conventional cylindrical drift chambers provide
good positional resolution for coordinates in the
plane perpendicular to the wire (r}!), but are rather
poor at measuring coordinates parallel to the wire
direction (z). Three-dimensional tracking, i.e.
measurements of the r}! and z coordinate, are
essential for the accurate reconstruction of B-me-
son decays with a good signal to noise. In addition,
fast z-coordinate information at the trigger level is
very e!ective in reducing beam-gas related back-
grounds that are produced on the beam axis and,
thus, cannot be distinguished by r}! measure-
ments.
Measurements of z coordinates in wire chambers
are commonly done by charge division of signals at
both ends of the anode wires or the use of small-
angle stereo drift cells. However, in these cases the
z position resolution is typically of the order of
several mm, which is not well matched with, for
example, either the r}! resolution or the z position
accuracy of the adjacent silicon vertex detector
(SVD). Moreover, the inference of the z coordinate
from these measurements requires some analysis
and is not very well suited for the fast charged
particle tracking trigger. In BELLE, we have ad-
opted a cathode image readout system that is used
in conjunction with measurements with small-angle
stereo anode wires to improve CDC}SVD track
matching and for fast trigger information. Multi-
wire proportional chambers with cathode readout
that provide prompt z signals for triggering and
spatial resolutions of a few 100 !m have been used
in previous experiments [3].
Cathode image readout in wire chambers ex-
ploits the spatial localization of the mirror charges
that are produced on the cathode by the electron
avalanche at the anode wire. At normal incidence,
the width of the mirror charge distribution is about
the same as the anode cathode gap; this width
increases for inclined tracks. The coordinate of the
avalanche along the anode wire is determined from
the distribution of induced charges on the cathode
strips (Fig. 1). Typically, the cathode strips are
segmented perpendicular to the anode wires and
etched on a thin cylinder. The charges induced on
each strip are read out by charge-to-digital conver-
ter. The avalanche position along the anode wire
(i.e. the z coordinate) is determined from the center
of gravity (c.o.g.) of the charge distribution. With
a cathode strip pitch of about 1 cm, the center of
gravity measures the coordinate with a resolution
that can be as good as a few 100 !m.
In this paper, we describe the design and perfor-
mance of cathode image readout of the z-coordi-
nate in the BELLE CDC.
2. Design of the CDC with cathode readout
In BELLE, three cathode image readout layers
are located in the innermost part of the CDC. For
practical reasons, the BELLE CDC is mechanically
subdivided into three parts: the innermost `cath-
odea part; the `innera part; and the `maina part
(Fig. 2). The cathode part was constructed separate-
ly and inserted into the rest of the CDC structure
after the stringing of the inner and main parts and
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Fig. 2. The overall structure of the CDC.
Fig. 3. A schematic view of cathode part of the CDC. The wires
are not drawn.
the fabrication of the outer support cylinder were
completed. A detailed description of the CDC is
given elsewhere [4].
The main functions of the cathode part are:
! Measure the z-coordinate with high resolution at
the innermost radius in order to improve the
precision of the extrapolation of CDC tracks
into the SVD.
! Provide fast trigger signals with direct z informa-
tion in order to reject background events that
originate away from the interaction point.
In order to be able to reconstruct B-meson
decays into a variety of "nal states, we need to
measure the momentum of low energy particles
with high resolution. In addition, we need to ex-
trapolate CDC tracks into SVD with good accu-
racy. These tracking requirements as well as other
detetector requirements, most notably the need to
minimize deleterious e!ects on the measurements
of photon and electron energies in the BELLE CsI
calorimeter, impelled us to construct the CDC with
a minimal amount of material. We set our goal that
the total material in the CDC be kept below 1% of
a radiation length.
Because of the high-charge multiplicity and track
density in BBM events, an extrapolation resolution
for CDC tracks into the SVD of 500 !m in z is
required to insure e$cient CDC}SVD track
matching. Since the cathodes are located near the
SVD, the z resolution of the cathode part is about
the same as the extrapolation resolution. The
spread of the cathode charge distribution is deter-
mined by the anode}cathode gap and incident
angle of the particle's trajectory. This makes the
optimum cathode strip width about the same as the
cathode}anode gap distance. Prompt hit/no-hit
signals from the cathode strips give clear and useful
trigger-level information on the z-position of the
track. In the most common cases where one or two
strips exceed the threshold, this gives z-information
with a precision of&1 cm. Details of the applica-
tion of the cathode signals in the r}z trigger are
provided in Ref. [5].
The cell structure and the dimensions of the
cathode part are summarized in Figs. 3 and 4, and
for the whole CDC in Table 1. We have three
cathode layers, one (layer 0) on the outer surface of
the "rst cylinder and two (layers 1 and 2) on the
inner and outer surfaces of the second cylinder. The
"rst cylinder also serves as the innermost wall of the
CDC gas volume. The anode and the potential
wires are con"gured into 64 small rectangular cells
with 2" coverage in the azimuthal angle !. The cells
in adjacent radial layers are staggered to help
resolve the left}right ambiguity. The layer 0 (layers
1 and 2) cathodes are divided into 8 sectors in !
and 64 (80) elements in z. The ! segmentation
is a compromise between reducing the probability
of multiple hits in the same sector and maintaining
a manageable number of readout channels coming
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Figure 2.9: The Belle central drift chamber (CDC) relative orientation of wires and cathode
strips: (a)axial (straight) vs. stereo (twisted) wires [51], (b)z-dependence of stereo wire
position [51], (c)illustration of the cathode strips being readout [50], and (d)schematic view
of cathode strip layout (wires not drawn). [50]. The axial wires are used for the precise
determination of the transverse-component of a charged particle path. The stereo wires
and cathode strips are used for the precise determination of the z-component of a charged
particle path. The cathode strips detect the mirror charge from nearby anode (sense) wires.
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Figure 2.10: The Belle central drift chamber truncated mean of dE/dx as a function of the
log base 10 of momentum [42]. The truncated-mean technique discards the largest 20% of
dE/dx measurements for each charged particle (track), and the remaining measurements are
averaged. The expected truncated-mean dE/dx for the different particle species is shown as
the red lines.
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the backward endpapers extends 130.7◦ to 155.1◦. The ECL is composed cesium iodide
crystals doped with thallium [CsI(Tl)]. The light from a crystal is readout with two photo-
diodes glued to one end of the crystal, see Figure 2.11b. Except for the readout face, the
crystals are wrapped in a layer of Teflon. The crystals are further wrapped in a laminated
sheet of aluminum and Mylar.
Figure 2.12 shows the mass resolution for neutral pion and eta particles. The ECL is
used to reconstruct these neutral particles from their two daughter photons. This analysis
reconstructs neutral pions from two decay photons. The event reconstruction used by this
analysis differs from the one used to create Figure 2.12. This analysis produces a neutral
pion mass spectrum with a larger signal to background ratio, see Figure 4.10.
The energy deposited in the ECL can be used for PID. Figure 2.13 shows the different
ECL energy spectra for electrons and pions. This analysis suppresses electron background
by using an e-ID cut as a veto on the tracks. The ECL photon energy resolution is a function
of photon energy. With sufficient energy, the ECL is able to provide an energy resolution of
around 2%, see Figure 2.14.
2.7 Time Of Flight System
The time of flight (TOF) system is used for PID. It is discussed in [42], [56], and [57].
Background information on TOF systems can be found in [58]. At its simplest, a TOF system
provides a time stamp for the tracks. Figure 2.22 shows the design of a Belle TOF module.
When this timing information is combined with the track path length and momentum, it is
possible to calculate the mass of the track (i.e., PID). The particle relativistic 3-momentum
is given by
~p =
m~v√
1− β2 , (2.1)
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Figure 2.11: Diagram of the Belle electromagnetic calorimeter (ECL) [42]: (a)system con-
figuration and (b)module assembly.
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Figure 2.12: The Belle electromagnetic calorimeter (ECL) neutral particle mass resolu-
tion [42]: (a)neutral pion and (b)eta. Both (a) and (b) are for the case of the neutral
particle decaying to two photons. Each decay photon is required to have an energy greater
than 0.03 GeV in the barrel region. This analysis uses kinematic fitting, requires a hard ISR
photon, and requires the photons to have at least 0.1 GeV of energy when reconstructing
events. A result is that the neutral pion mass distribution from this analysis has a larger
signal to background ratio than (a).
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Figure 2.13: The Belle electromagnetic calorimeter (ECL) 25 crystal energy deposition for
tracks with a 1 GeV/c momentum [42]: electrons (the e− dotted histogram), positive pions
(the pi+ dashed histogram), and negative pions (pi− solid histogram). This information is
used for Belle electron identification (e-ID).
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Figure 2.14: The Belle electromagnetic calorimeter (ECL) energy resolution for Bhabha
events [42]: barrel and end-caps (upper left); barrel (upper right); forward end-cap (lower
left); and backward end-cap (lower right).
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where ~p is particle momentum, m is particle mass, ~v is particle velocity, and β = |~v|/c for c
as the speed of light. The particle flight time is given by
T =
L
cβ
, (2.2)
where T is the particle flight time and L is the particle path length. The particle mass is
obtained by combining Equation 2.1 and Equation 2.2, and is given by
m2c2 =
(
c2T 2
L2
− 1
)
|~p|2. (2.3)
The TOF system is able to provide pion and kaon separation for tracks with momentum
up to 1.2 GeV/c (90% of the particles produced from the Υ(4S) decays). The CDC provides
pion and kaon separation for tracks below 0.7 GeV/c, while the ACC provides separation
above 1.2 GeV/c. Figure 2.1 shows the placement of the TOF system in the Belle detector.
The TOF counters are plastic scintillation counters (Bicron BC408). The TOF counters
are wrapped in one layer of polyvinyl film (Tedlar), and readout with a fine-meshed PMT
on each end of the counter. Each TOF module has two TOF counters and one trigger
scintillation counter (TSC), see Figure 2.15. The TSC is used as a coincidence trigger for
the TOF counters, and allows for the TOF system to provide timing signals to other Belle
sub-detectors. The time measured by the TOF counters is taken relative to an RF clock
precisely synchronized with the beam collisions. Given a specific track momentum, particles
with different masses will have different flight times, see Figure 2.16a. The particle mass
is based on Equation 2.2, and uses a track path length and momentum from the CDC
(assuming a muon mass) along with a corrected track flight time from the TOF system, see
Figure 2.16b.
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a gate to the QTC, and the low level (LL) signal is
fed to a time stretcher (TS) for time measurement.
3. Simulation procedure
Fig. 4 shows the outline of the Belle TOF
simulation program. It consists of the GEANT
part, the main TOF simulation part including the
scintillator, the PMT and discriminator processes,
and the beam background merge.
GEANT provides the hit information for a
particle passing through the scintillator, including
the four vector, hit position, time, and energy loss.
Using the hit information from GEANT,
scintillation light is produced. The light is then
propagated in the TOF scintillator until it arrives
at a PMT and makes a signal pulse. Finally, a
pulse larger than the HL threshold makes a gate to
measure the charge and timing of the signal. The
main detector characteristics, such as the time
resolution, are simulated in this part.
In order to take into account the effect of beam
background, real data taken with random triggers,
which represent the beam background, are merged
into the MC output. The inefficiency due to the
dead time of the QTC is simulated here.
3.1. Geant simulation up to the TOF counters
The geometrical and material configuration of
the Belle detector is implemented in the Belle
GEANT full simulator [2]. Not only all sub-
detector components, but also materials for the
support, cooling structures, and readout cables are
included. These allow realistic simulation of a
primary particle that goes through the inner sub-
detector (and materials) up to the TOF scintillator
and of secondary particles that are produced in the
inner and outer materials.
The material of the TOF/TSC scintillator is
defined as a mixture of hydrogen and carbon. The
atomic ratio is assumed to be 1:1. The density of
this material is 1.032.
The GEANT hit information for a particle
traversing the scintillator volume is recorded at
discrete steps along the particle trajectory. For a
particle with a given energy, the step size is
automatically calculated by GEANT depending
Backward
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TSC 5tx120w
x 2630L
BC412
TOF 40t x 60w
x 2550L BC4
08
2" FM PMT
Fig. 2. TOF/TSC module.
Table 1
Characteristic parameters of the TOF scintillator and the FM-
PMT
TOF scintillator (BC408)
Base Polyvinyltoluene
Density 1.032
Refractive index 1:58
Rise time 0:9 ns
Decay time 2:1 ns
Pulse width B2:5 ns
Light attenuation length B300 cm
Wavelength of maximum emission 425 nm
FM PMT (R6680)
Effective photocathode diameter 39 mm
Transit time spread 320 ps (r.m.s)
Quantum efficiency B0:21
Electron collection factor 0:6
Rise time 3:5 ns
Fall time 4:5 ns
Pulse width 6 ns (FWHM)
J.W. Nam et al. / Nuclear Instruments and Methods in Physics Research A 491 (2002) 54–6856
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Figure 2.15: Diagrams of a Belle detector time of flight (TOF) module: (a)side view [57] and
(b)dimensions [42]. The trigger scintillation counter (TSC) provides a coincidence trigger
for the TOF counters. The TOF system provides the timing signals for generating ADC
gate and TDC stop signals. The TOF trigger signals must be kept below 70 kHz, and this
is achieved by requiring that the TOF counters and TSCs be in coincidence.
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(a)
(b)
Figure 2.16: Belle detector time of flight (TOF) particle identification (PID) [42]: (a)pion
and proton flight time separation for a momentum of 2.5 GeV/c and (b)mass distribution for
tacks with a momentum below 1.2 GeV/c. The points in (b) are data, and the histogram is
MC. The mass in (b) is based on Equation 2.3, and uses a track path length and momentum
from the CDC (assuming a muon mass) along with a corrected track flight time.
59
2.8 KL And µ Detector
As the name of the KL and µ (KLM) detector indicates, it is used for K-long and muon
PID. The KLM is discussed in [42], [59], [60], [61], and [62]. The muon identification (µ-
ID) heavily depends on the KLM. This analysis suppresses muon background by using a
µ-ID cut as a veto on the tracks. The KLM is made from iron plates (yoke) and resistive
plate counters (RPCs). The iron yoke provides a magnetic flux return path for the 1.5 T
magnetic field. The iron yoke also serves as an absorber material for the KLM. The muons
travel farther through the iron yoke with smaller transverse scattering than the pions and
kaons. The pions and kaons are hadrons, and therefore are more likely to interact with the
iron nuclei. The RPCs are planar spark counters, see Figure 2.17. An RPC consists of two
parallel high resistance plates (glass plates) held at a large potential difference. The gap
between the plates is filled with a suitable gas, such that a track passing between the plates
induces a spark (streamer) between the plates that is transmitted through the gas. The
streamer is quenched by using high resistance plates and the suitable gas. The presence of
the streamer is readout with sense wires (pickup strips.) The high resistance of the plates
localizes the plate charge depletion. Until the charge is replaced, there is a local dead zone
in the RPC.
The KLM is composed of barrel and end-cap components, see Figure 2.1. The shapes of
the barrel and end-cap RPCs differ, compare Figure 2.18a to Figure 2.18b. Furthermore, a
cutaway view of an end-cap RPC module is shown in Figure 2.18c. The KLM provides track
trajectory information, and not momentum information (provided by the CDC). The KLM
super-layers contain two RPCs. This is done to provide redundancy and increased detection
efficiency. When the hit rate and dark currents are ideally low, the detection efficiency can
achieve around 98% when both RPCs are operating in the super-layer, while the detection
efficiency is around 92% when only one is operating. The HV electrodes in a super layer,
see Figure 2.17, are transparent to the short lived streamers (20 ns). This allows the pickup
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Figure 2.17: A cutaway diagram of a Belle KLM detector layer (super-layer) [42]. A super-
layer contains two resistive plate counters (RPCs). A super-layer includes two sets of sense
wires (pickup strips) that lie parallel to the resistive plates, but perpendicular with respect
to each other. The pickup strips that are shown provide φ-θ positioning.
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strips to read either RPC in a supper-layer. The muons require a minimum momentum of
0.6 GeV/c to reach the KLM (crossing at least one KLM layer).
Gas output
220 cm
+HV
-HV
Internal spacers
Conducting Ink
Gas input
(a) (b)
(c)
Figure 2.18: Diagrams of the resistive plate counter (RPC) modules for the KL And µ
(KLM) detector [42]: (a)barrel RPC internal spacer arrangement, (b)end-cap RPC internal
spacer arrangement, and (c)end-cap cutaway. The conducting ink in (a) and the carbon
coating in (b) are used to obtain a uniform voltage across the high resistance glass plates.
There are internal spacers and end spacers that provide mechanical support for separating
the glass resistive plates.
2.9 Extreme Forward Calorimeter
The extreme forward calorimeter (EFC) extends the angular coverage of the ECL. The
EFC is discussed in [42] and [63]. The EFC provides lab frame angular coverage of 6.4◦ to
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11.5◦ (forward range) and 163.3◦ to 171.2◦ (backward range). The ECL lab frame angular
coverage is 17◦ to 150◦). The EFC calorimeter is made from BGO (Bi4Ge3O12) scintillating
crystals, where as the ECL is made from CsI(Tl) scintillating crystals. The BGO crystals
have a trapezoidal shape; are matt-treated to provide uniform light collection; and wrapped
in both a Teflon sheet and an aluminized Mylar sheet. The crystals are readout with two
photo-diodes, except for the two inner-most layers that are readout with one photo-diode.
Figure 2.19 diagrams the layout of the EFC BGO crystals. The construction of the EFC is
motivated by the desire to increase the Belle detector sensitivity to physics processes such
as tau production from B-meson decays. Data from the EFC would be particularly useful to
an ISR analysis that measures a tag ISR photon (ISR photons are preferentially produced
near the beam axis), but the EFC has only been calibrated for use as a luminosity monitor.
2.10 Aerogel Cherenkov Counter
The threshold Aerogel Cherenkov Counter (ACC) extends the momentum range of the PID.
The ACC is discussed in [42] and [64]. A threshold Cherenkov counter uses Cherenkov
radiation to detect tracks above a given velocity threshold. Cherenkov radiation occurs
when a track traverses a dielectric material faster than the phase velocity of light in that
material. The velocity threshold is determined by the index of refraction for the material.
Cherenkov radiation is produced in a cone, and the angle of the cone is directly related to
the speed of the charged particle. The momentum (measured by other detectors) combined
with the speed of the particle (measured by the Cherenkov counter) can in principle be
used to determine the mass of a charged particle (PID). Threshold Cherenkov counters do
not take advantage of the cone angle-speed relation, but instead collect all the Cherenkov
radiation, and use the resulting signal pulse height to determine the PID of a charged particle.
Figure 2.20 shows ACC pulse height distributions for several particle species under different
conditions. Comparing Figure 2.20b to Figure 2.20a shows how the Belle detector 1.5 T
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Figure 2.19: Diagram of the BGO (Bi4Ge3O12) scintillating crystal layout for the Belle
extreme forward calorimeter (EFC) [42].
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magnetic field smears the pulse height distributions. Figure 2.20c shows that there is good
agreement between MC and data for the ACC.
Figure 2.21 shows that the ACC is composed of barrel and end-cap components. Fig-
ure 2.22 shows the design of individual barrel and end-cap ACC modules. An ACC module’s
silica aerogel index of refraction depends on the polar angle location of the module. The
barrel ACC modules use aerogels with an index of refraction that ranges from 1.010 to 1.028,
while the end-cap modules use an aerogel with an index of refraction of 1.030. The barrel
ACC provides track momentum coverage of 1.2 to 3.5 GeV/c. An important goal of the
ACC is to extend pion and kaon PID separation up to tracks with 3.5 GeV/c. The ACC
is built to provide PID for the high momentum tracks from the B-meson two-body decays.
The PID for low momentum tracks from the cascade decays (b→ c→ s) is provided by the
CDC dE/dx and TOF measurements.
2.11 Level-1 Trigger
Triggers are used to decide if Belle detector event data is interesting and worth saving, or if
it is worth fully reconstructing an event in software. The Belle experiment uses a number of
triggers, both in hardware and software. Understanding the level-1 (L1) trigger is important
for this analysis. Special care must be taken when simulating the L1 trigger. The L1 trigger
simulation (TSIM) is not integrated into the Belle detector GEANT model (GSIM), and
must be added to the MC chain at the individual analysis level. The accuracy of TSIM
must also be cross checked with data. This analysis is a low multiplicity (only two good
tracks) ISR analysis that is atypical in the Belle collaboration, and so extra care must be
taken with using TSIM.
The L1 trigger is produced by the Global Decision Logic (GDL) that combines infor-
mation from the Belle sub-detectors. The L1 trigger is discussed in [65] and [66]. The L1
trigger uses signals from the CDC, TOF, ECL, EFC, and KLM sub-detectors. The signals
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Figure 2.20: Pulse height distributions from the Belle threshold Aerogel Cherenkov Counter
(ACC) [42]: (a)3.5 GeV/c pions and protons without a magnetic field; (b)3.5 GeV/c pions
and protons with a 1.5 T magnetic field; and (c) kaons, electrons, and positrons. The (a)
and (b) distributions are made from a single ACC module composed of silica aerogels having
an index of refraction n = 1.015. The pions are above threshold and the protons are below
threshold in the (a) and (b) distributions. The (c) distributions are obtained from the ACC
barrel.
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Figure 2.21: Diagram of the Belle threshold Aerogel Cherenkov Counter (ACC) [42].
from the SVD were also used by the L1 trigger previous to 2006. The GDL uses dedicated
hardware (that has evolved over time) to characterize the event type.
2.12 Data Acquisition
The data acquisition (DAQ) system is used to collate the data from the Belle sub-detectors:
SVD, CDC, ACC, TOF, ECL, KLM, and EFC. The DAQ system is discussed in [67] and [68].
The DAQ system is composed of five parts: a VME readout of the Belle sub-detectors
(layer 0), partial event reconstruction (layer 1), the level 2 (L2) trigger (layer 2), final
event reconstruction plus level 3 (L3) trigger (layer 3), and mass storage (layer 4). The
DAQ system is diagrammed in Figure 2.24. The DAQ system was originally structured to
have separate sub-detector readout systems, event builder, online computer farm, and mass
storage system. The 2001 upgrade turned the DAQ system into a switch-less event building
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Figure 2.22: Diagram of the Belle threshold Aerogel Cherenkov Counter (ACC) barrel (top
image) and end-cap (bottom image) modules [42].
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Fig. 1. A block diagram of the trigger system of the Belle experiment. Sub-
detector triggers are processed in the global decision logic located on the right
box. The SVD sub-triggers are not used from 2006.
provides up to 96 types of event trigger signals and is designed
to function in a pipelined manner with a 64 MHz clock in order
to avoid dead time losses with the allowed latency, 350 ns of the
GDL board itself. There are four hardware modules that func-
tion differently.
• Input Trigger Delay (ITD): adjusts the timing of input
trigger signals to meet the latency of 1.85 s, which is the
allowed latency down to ITD. The delay offsets can be
re-programmed at any time.
• Final Trigger Decision (FTD): performs the global trigger
logic by correlating input triggers from ITD.
• Pre-scale and Mask (PSNM): pre-scales the high rate input
triggers for calibration and monitoring purpose and masks
unused triggers from the FTD.
• Timing Decision (TMD): generates the final trigger signal
at 2.2 s latency based on the timing information from the
TSC and ECL sub-detectors. This latency, 2.2 s is the
entire level 1 trigger system latency after an event crossing.
The ITD, FTD, PSNM and TMD serve as the sub-compo-
nents of the GDL system and are designed as single width 6U
VME modules. These modules use FPGA for implementing
their functionalities and complex programmable logic device
(CPLD) in order to provide an interface to VME bus.
The present level 1 trigger system has shown excellent per-
formance against different beam conditions from the beginning
of the experiment till now. It was possible due to the flexibility
in the firmware and the redundancy in the design of the sub-de-
tector triggers. Recently, however those needs for an upgrade of
the level 1 trigger system are required. First of all, all the FPGA
hardwares are obsolete and no longer available in the market.
Therefore, replacements with spare modules became a serious
issue for a long term experiment. Also, the firmware develop-
ment software runs only on the obsolete operating system such
as Windows95 and the process of making firmware started to
crash recently, which is the most significant problem and it may
be unable to change the global decision logic at all for different
Fig. 2. A picture of the universal trigger board that may be used in the upgrade
of the Belle experiment. It has 14 high-density I/O panels, paired in rows at the
front panel (448 channels/board, and the picture shows only 7 of them) shown
in the left side and mounts one FPGA (center) and one CPLD (top right).
beam conditions in future. The present level 1 trigger system
has 48 input lines and little spare lines are left. Since we antici-
pate new track triggers in order to suppress the background from
higher luminosity, the expansion of input I/O is also required.
Based on recent demands on the level 1 trigger system, we de-
signed, fabricated, and developed the hardware and firmware
for the upgrade of the level 1 trigger system for the Belle exper-
iment and will be discussed in the next section.
B. Upgrade of the Level 1 Trigger System
The new level 1 trigger system consists of single universal
trigger board. It is a single width 9U VME board with a J0
connector that carries extra signals and a 3.3 V power line.
The PCB design has 10 layers due to the high density I/O bus
lines from the front end to the FPGA. The Xilinx [5] Spartan3
XC3S4000-4FG900CES is chosen as a core digital logic FPGA
and the Xilinx 2XC95288/FP PQ208 is used for the CPLD that
interfaces with the VME bus. In the front panel, there are 14
ports of high-density LVDS connections, grouped in two pairs
in rows, and each port has 32 channels, in total providing 448
channels per board. It also has 3 NIM level inputs and 3 NIM
outputs. Fig. 2 shows the picture of the universal trigger board
that was fabricated in KEK.
Two identical universal trigger boards are used to form our
new level 1 trigger system. The first one functions as the ITD
that was introduced above. One can in principle put all the
level 1 trigger logics into one FPGA but in order to monitor
input and output signals of the ITD with external FASTBUS
multi-hit TDC boards (Lecroy 1877S), we use two identical
universal boards. Second universal trigger board serves as a
chain of FTD PSNM TMD modules in one FPGA. This
configuration was possible due to the fact that there are as many
as 448 I/O signals per board, to be used for the trigger signal
transmission to downstream or for the monitoring purpose.
Again, signals in intermediate logical steps are monitored with
TDC boards as was done with the present GDL system so that
Figure 2.23: Diagram of the Belle detector level 1 (L1) trigger [66]. Sub-triggers from the
SVD are no longer used since 2006.
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farm by combining all the DAQ system components. The upgrade also included the addition
of the appendable L2 trigger.
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Fig. 2. Structure of event building farm.
Fig. 3. Deadtime vs. trigger rate under random trigger condition.
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Figure 2.24: Diagram of the Belle data acquisition (DAQ) system [68].
2.13 Luminosity
The calculation of a cross section requires the total integrated luminosity of the corre-
sponding data sample, see Equation 4.3. The ISR measurement technique uses the effective
integrated luminosity that is derived from the total integrated luminosity. The details of the
effective luminosity calculation are discussed in Section 4.4. The total integrated luminosity
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is obtained by integrating the luminosity over time.
The Belle detector uses three methods to measure luminosity [69] and [70]. One method
uses the zero-degree luminosity monitor (ZDLM), and it is primarily used to monitor the
relative bunch-to-bunch luminosities. The ZDLM measurement is too imprecise (due to
beam displacements) to be used for the official integrated luminosity values. The ZDLM
measures luminosity by counting photons from the e+e− → e+e−γ (single Bremsstrahlung)
process. The ZDLM is positioned approximately 10 m from the IP, and downstream of the
electron-beam direction. The ZDLM is composed of a water radiator (producing Cherenkov
light), focusing mirror, and photo-multiplier tube (PMT) readout.
Another method uses the EFC, and it is primarily used as a cross-check. The EFC
measurement is too imprecise (due to the uncertainty of the IP z-position) to be used for
the official integrated luminosity values. The EFC measures luminosity by counting the
e+e− → e+e− (Bhabha) events. The ECF is located between the ECL end-caps and the
beam pipes. There is a forward and backward EFC detector (composed of BGO crystals),
covering the lab frame angular regions of 6.2− 11.6◦ and 163.1− 171.5◦.
The final method uses the ECL, and it is used to obtain the official integrated luminosity
values. Only the barrel part of the ECL is used due to simulation accuracy. The ECL mea-
sures luminosity by counting the Bhabha and e+e− → γγ (electron-positron annihilation)
events in the c.m. frame angular range 46.7− 145.7◦. The ECL is composed of CsI crystals,
and resides within the superconducting coil. The official integrated luminosity values are
obtained oﬄine.
Simulation is used to calculate the visible cross sections (detector geometrical acceptance
and efficiency included) for the Bhabha and electron-positron annihilation processes (MC
corrections included). The total integrated luminosity is then obtained by dividing the
number of ECL barrel events from the run log files by the total visible cross section.
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2.14 Physics Skim
The Belle experiment processes the data into physics skims to expedite individual analyses.
The Belle detector is a general purpose detector, and so it can measure a wide range of
physical processes. A physics skim is the normal starting point for an analysis. A physics
skim is data that passes a set of general cuts pertinent to a particular type of physical
processes. The standard Belle physics skim is the HadronBJ skim. This skim includes B-
and charm-physics events. There are a number of physics skims that are subsets of the
HadronBJ skim [71] and [72]. The software framework exists to allow for user generated
physics skims.
There are also non-HadronBJ based skims. There are tau skims (low multiplicity skims)
and the low multiplicity skim. The tau skims are primarily used to study tau-physics. The
low multiplicity skim is used to study two photon physics. This analysis uses the tau_skimA,
which will be discussed in Section 4.2. The reason that a tau skim is used, as opposed to
the HadronBJ skim, is that it includes events with only two good tracks.
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Chapter 3
Monte Carlo Tools
Computer simulations provide the detector acceptance, detector efficiency, and mass unfold-
ing, all of which are all required for the calculation of the visible cross section. They are also
used to model the physics backgrounds. The simulations used in this analysis are carried
out with several computer programs.
The signal Monte Carlo (MC) production begins with the PHOKHARA event genera-
tor [27], which is dedicated to modeling ISR cross sections for exclusive final states. The
PHOKHARA output is used as input to the QQ98 event generator [73], which is used to
model the final-state hadron decays. The QQ98 output is then used as input to the Belle
detector GEANT simulation (GSIM) MC generator. The GSIM output is processed as if it
were real data; it is passed through the Belle analysis framework (BASF) kinematic fitting
module used by the analysis, as well as the full application of the analysis cuts. The trigger
simulation (TSIM) program is run along side and is accessed by the BASF kinematic fitting
module. It simulates the actions of the Belle detector hardware trigger.
The ISR background MC uses the same production chain as signal MC, except that
PHOKHARA is set to produce a different final-state. For example, the primary source of
ISR background for the pi+pi−pi0 final-state is the pi+pi−pi0pi0 final-state. There is also the
“uds” (continuum) background MC. This MC is pre-made by the Belle collaboration for use
in all analyses, and it is part of the so-called generic MC. This background is expected to
be small, given the requirement that a hard ISR photon is measured in each event.
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3.1 PHOKHARA Event Generator
The PHOKHARA event generator is designed to model ISR physics for electron-positron
annihilation. PHOKHARA has a number of authors, and has been iterated over a number
of versions [27]. PHOKHARA models ISR physics at leading-order (LO) or next-to-leading
order (NLO). It models electron-positron annihilation to either a muon pair or an exclusive
hadron system final-state. PHOKHARA comes with a set of exclusive hadron system final
states, but it is designed so as to make it easy to add user specified final states. It does
this by assuming that the initial and final states are factorizable. The ISR component is
purely quantum electrodynamic (QED) in nature, and is calculated from first principles.
The hadronic final states are obtained from previous exclusive cross section measurements.
PHOKHARA has limited support for the inclusion of final-state radiation (FSR) and
ISR-FSR interference. The FSR is model dependent, and so it is not calculated from first
principles. As of PHOKHARA version 7.0, the option of FSR is limited to muon, pion, and
kaon pair production. Irrespective of FSR inclusion, the PHOKHARA program will only
produce one or two photons (either one ISR photon, two ISR photons, or one ISR photon
along with one FSR photon).
The PHOKHARA program allows the user to include or exclude vacuum polarization
effects. The bare and Born cross sections exclude vacuum polarization, while the visible
cross section includes vacuum polarization.
Using previous measurements to predict the hadron final-state in an event generator
may cause some readers to question if this is a case of petitio principii. The motivation for
using PHOKHARA (as opposed to a phase-space generator) is to minimize the simulation
systematic error for the detector efficiency and acceptance.
PHOKHARA is designed to produce realistic particle distributions. The more realistic
the particle angular distributions, the more accurate the MC detector acceptance and effi-
ciency. The detector efficiency is only calculated as a function of c.m. frame energy. The
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angular dependence of the efficiency is not considered, but is assumed to be correct. The
detector acceptance is not explicitly considered, as it is convolved with the detector efficiency
and effective luminosity calculation.
The deficiencies in previous measurements that lead to inaccuracies in the final-state
hadron system mass spectrum do not lead to significant systematic errors. These inaccuracies
cancel out in the efficiency calculation: the PHOKHARA output forms the denominator and
the events that survive the full simulation chain plus analysis cuts form the numerator, see
Figure 4.17. Since PHOKHARA produces the input for the simulation chain, the final-state
mass spectrum inaccuracies will propagate to the end of the simulation chain.
This analysis uses PHOKHARA 6.2, an unofficial extension of PHOKHARA 6.0. This
version is provided by Henryk Czyż, a leader of the group that produces and maintains
PHOKHARA [74]. Version 6.2 includes the non-standard pi+pi−η final-state, whereas the
pi+pi−pi0 final-state is a standard included process. PHOKHARA 6.2 is used in this analysis
for convenience, as we are doing parallel work on the radiative return analysis of the pi+pi−η
final-state.
We modified PHOKHARA 6.2, to integrate with the BASF. It now directly outputs
events to the QQ98 event generator via an interface function. This allows PHOKHARA to
be run with QQ98 using a BASF script. The modified version of produces the number of
requested events, as required by QQ98. These modifications are based on the BASF port of
PHOKHARA provided by Ping Wang [75]. A copy of the modified PHOKHARA 6.2 can
be obtained at [76] and [77]. The porting process of PHOKHARA to the BASF is discussed
in [78], [79], [80], [81], and [82].
3.2 QQ98 Event Generator
The QQ98 event generator [73] is designed to model particle decays. It is based on the QQ
event generator, developed for the CLEO-II experiment by P. Avery et al. QQ was ported
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to the BASF by R. Itoh to create QQ98.
QQ98 allows the user to control the particle branching fractions with a decay file. This
analysis sets the branching to 1 for the decay of the neutral pion to two photons to increase
the efficiency of the MC production. The correct branching fraction is taken into account
when calculating the visible cross section, see Figure 4.1.
3.3 Belle Detector GEANT Simulation (GSIM)
The Belle detector GEANT simulation (GSIM) MC generator is based on GEANT3 [83].
GSIM is discussed in [84], [85], [86], [87], [88], and [89]. This analysis uses GSIM scripts
based on the scripts found in [86]. A copy of the GSIM scripts used in this analysis can be
obtained at [76] and [77].
There are two general types of Belle data and as a result two types of MC. This is
motivated by the Belle grand reprocessing of data [90] and [91]. The grand reprocessing
introduces several improvements in the event reconstruction procedure: a new CDC track
finder, a standalone SVD track finder, an updated V0 finder, a new polar angle dependent
ECL threshold, and bug fixes for the photon angle errors. The reprocessing is only applied to
SVD2 data (experiment number 31 and later). The reprocessed data is referred to as caseB
data, and the data processed with the original procedure is called caseA data. The SVD1
caseB data (experiment number 27 and earlier) is actually just caseA data. This analysis
only uses SVD2 caseB data, and as a result only produces caseB MC.
3.4 Belle Detector Trigger Simulation (TSIM)
The trigger simulation (TSIM) [92], [93], and [94] is used to model the detector level-1 (L1)
hardware trigger (Section 2.11). The TSIM removes events produced by GSIM: events that
will not cause a trigger and a given fraction of events for event types that are scaled down in
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real data. To preserve resources for the high priority events, only a fraction of lower priority
events are saved. For example, if an event is scaled down by a factor of 10 in hardware, then
only one out of 10 events passing the associated trigger conditions will be saved.
The TSIM is run after the MC is produced. It is run with the BASF user analysis
module, and the results are accessed in the user analysis module; this analysis runs TSIM
with this analysis’ BASF kinematic fitting module.
3.5 Belle Detector Generic MC
The size of the physics backgrounds are expected to be small. The non-ISR backgrounds
are suppressed by requiring that a hard ISR photon be measured. All of the physics back-
grounds are suppressed by the cut on the kinematic fit χ2. Since the physics backgrounds are
expected to be very small, this analysis treats these backgrounds as a systematic error in-
stead of applying subtraction corrections. The systematic error for the physics backgrounds
is estimated with the pi+pi−pi0pi0 ISR process (the background expected to contribute the
most), see Sub-subsection 4.2.1.3 and Chapter 5.
The publication of this result will require that the physics backgrounds be subtracted
from the signal yield. The ISR pi+pi−pi0pi0 background is expected to provide the largest
source of the physics background. The continuum background is expected to be smaller, but
it will also need to be checked. This will be accomplished by running the analysis chain over
the corresponding generic MC. The generic MC is produce by the collaboration for all the
analyses. The generic MC is discussed in [95], [96], and [97].
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Chapter 4
Analysis Strategies And Tools
This analysis must produce the quantities shown in the equation found in Figure 4.1. Each
of the terms represents a component of the analysis that must be determined. It is important
to remember that this analysis is reporting a visible cross section, and not the dressed, bare,
or Born cross section. A visible cross section includes photon emission from initial-state
radiation (ISR) and final-state radiation (FSR) (the radiative effects), as well as vacuum
polarization (VP) effects. The dressed cross section only includes FSR and VP effects, while
the bare cross section only includes the FSR effects. The Born cross section excludes all of
these effects, and corresponds to the tree-level process. The bare cross section is used for
the Standard Model (SM) calculation the muon anomalous magnetic moment (Appendix B)
and the running of α (Subsection 1.1.2).
σvisi =
Ncori
Leffi iBpi0→γγ
Figure 4.1: Formula used to calculate the visible cross section: i is the ith
√
s bin, σvis is
the visible cross section, N cor is the corrected signal yield, Leff is the effective integrated
luminosity,  is the detector efficiency, and Bpi0→γγ is the branching fraction for a neutral
pion decaying to 2 photons. The N cor is obtained by subtracting the backgrounds from the
measured signal yield, and then applying the mass unfolding. The Leff is obtained from the
total integrated luminosity of the data set and the initial-state radiation (ISR) differential
luminosity. This formula is an approximation of Equation C.15, where in this case the visible
cross section only includes higher-order (HO) ISR effects that are measured by the detector
and survive analysis cuts.
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4.1 Tools And Framework
This analysis begins by working in the Belle analysis framework (BASF). The BASF is used
to access the τ -skim data files, apply the topological pre-kinematic fitting cuts, and to carry
out the kinematic fitting. The MC production also takes place in the BASF. The kinematic
fitting module (a BASF user analysis model) saves the events to ROOT files after applying
the topological cuts and the fitting procedure. The rest of the analysis is performed outside
of the BASF with C++ programs based on the ROOT program library [98].
Obtaining the corrected signal yield (N corr) has three main steps. The determination
of the signal yield begins with event selection, which entails a selection of the appropri-
ate physics skim, initial topological pre-kinematic fitting cuts, kinematic fitting, and final
background suppressing post-kinematic fitting cuts. The resulting signal yield distribution
subsequently requires background subtraction. Finally, the background subtracted signal
yield distribution is mass unfolded to remove the detector smearing.
Figure 4.1 contains an explicit term for the branching fraction of neutral pion going to 2
photons (Bpi0→γγ). This term could be combined with the N corr, but is kept separate for the
sake of clarity. A Bpi0→γγ = (98.823±0.034)% is used for the visible cross section calculation
and is obtained from the Particle Data Group (PDG) [11].
The detector efficiency is obtained from simulation. It is based on the signal MC. The
production of the signal MC begins with producing the event generator data (PHOKHARA
and QQ98). The event generator data is then run through the Belle detector GEANT
simulation (GSIM). The output from GEANT must also run through the Belle detector
trigger simulation (TSIM). Finally, the signal MC is produced by processing the MC with
the same kinematic fitting and cuts as the data. The detector efficiency is obtained by
dividing the final-state hadron system invariant mass spectrum from the event generator
data that corresponds to the signal MC by the corresponding initial event generator data.
The effective integrated luminosity is based on the integrated luminosity of the data set
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used in the analysis. This analysis only uses Υ(4S) data taken at the c.m. frame energy of
10.58 GeV. From an operational point of view, the integrated luminosity only corresponds to
10.58 GeV. Since the radiative return method takes advantage of the ISR photon reducing
the effective c.m. frame energy of the initial electron-positron annihilation, then the effective
integrated luminosity (Leff ) is calculated as a function of the final-state c.m. frame energy.
This is done with a function known as the ISR differential luminosity along with the measured
integrated luminosity of the Υ(4S) data set.
4.2 N cor: Event Selection
The event selection cuts are divided into two broad categories: the pre-kinematic fitting
cuts and the post-kinematic fit cuts. The pre-kinematic fitting cuts are kept as simple as
possible (event topological cuts), so as to prevent biasing of the input to the kinematic fitter.
The goal is to make the kinematic fitting as independent (orthogonal) as possible from the
analysis cuts. This allows for the quick fine tuning of analysis cuts after doing the kinematic
fitting, rather than having to redo the kinematic fitting after making changes to the cuts.
4.2.0.1 Pre-Kinematic Fitting Cuts
This analysis uses Υ(4S) data taken at 10.58 GeV in the c.m. frame, corresponding to
11.5 GeV in the lab frame (3.5 GeV positron-beam and 8 GeV electron-beam with a 22 mr
crossing angle). This analysis only uses caseB data; the caseB data corresponds to a repro-
cessing of “old” SVD2 data along with the newer data. The caseB data uses new tracking,
SVD-self tracking, and the θ-dependent ECL threshold is turned on by default [91].
The Belle collaboration broadly divides the data by experiment number (only with odd
numbers), which corresponds to a time period of collection. This analysis uses data from
experiment 31 to 51, 55, 61, and 63 (the SVD2 caseB Υ(4S) data). Experiment 31 to 51 and
55 caseB data is processed with the b20090127_0910 Belle software library, while experiment
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61 and 63 caseB data is processed with the b20081107_1418 Belle software library [91]. This
measurement uses the former Belle library to analyzes data and MC, as well as to produce
signal MC.
This analysis begins by using the tau_skimA (τ -skim) physics-skim. The Belle collabora-
tion uses physics-skims to breakdown the entire Belle data set into more manageable subsets
for analysis. The physics-skims use a loose set of cuts to limit the data subset to a particular
type of physics process. The τ -skim was originally developed for studying τ -physics, but
has been modified to be more inclusive of ISR processes. The more inclusive ISR version of
the τ -skim is available for SVD2 data (experiment 31 and later). A list of cuts used by the
τ -skim can be found in Table 4.1.
Table 4.1: The tau_skimA (τ -skim) cuts [99].
Quantity Definition
Good track pt ≥ 0.1 GeV/c
|dρhelix| < 2 cm and |dzhelix| < 5 cm
Good ECL cluster E(ECL cluster) > 0.1 GeV
Good gamma E(ECL) > 0.1 GeV
Reconstructed c.m. frame energy Erec = Σp(gtrk) + ΣSumofE(γ)
Maximum transverse momentum pmaxt (gtrk)
Total c.m. frame energy Etot = Erec + |~p(missing)|
Barrel track 30◦ < θp(trk) < 130◦
ECL Track c.m. frame energy Etrk(ECL) = ΣE(ECL)− ΣE(γ)
Cut
1: Good track count 2 ≤ Ngtrk ≤ 8
2: Event charge |ΣQtrk| ≤ 2 e
3: Good track momentum pmaxt > 0.5 GeV/c
4: Event vertex |ρ| < 1 cm and |z| < 3 cm
5: Two good track event
5a: ECL energy ΣE(ECL) < 11 GeV
5b: Missing momentum 5◦ < θmissingp < 175◦
6: Energy and good track momentum Erec > 3 GeV or pmaxt > 1 GeV/c
7: Two to four good track event
7a: Energy and opening angle Etot < 9 GeV or θmaxopening < 175◦ or
2 GeV < ΣE(ECL) < 10 GeV
7b: Barrel count and ECL Track energy Ngtrk(barrel) ≥ 2 or Etrk(ECL) < 5.3 GeV
Table 4.2 shows the pre-kinematic fitting cuts used to select candidate low-multiplicity
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ISR events. These cuts are applied before the kinematic fitting procedure is carried out.
Background processes are suppressed by requiring the events to have only two good tracks
(one positive and the other negative), see Table 4.1 for the definition of a good track. The
events are required to have at least 3 photons. This analysis only considers leading-order
(LO) ISR in the data and only considers the pi0 → γγ decay process. Events are required
to have a photon with a c.m. frame E > 2.75 GeV, because the ISR photon must have
sufficient energy to lower the electron-positron c.m. frame energy from the Υ(4S) to below
3.5 GeV.
Table 4.2: Pre-kinematic fitting cuts.
Quantity Cut
Good positive track count Ntrk+ = 1
Good negative track count Ntrk− = 1
Good photon count Nγ ≥ 3
Good photon c.m. frame energy one γ with E > 2.75 GeV
4.2.0.2 Kinematic Fitting
Kinematic fitting is carried out on the events passing the pre-kinematic fitting cuts. The
kinematic fit contains an incoming electron-positron-beam 4-momentum constraint and an
interaction point (IP) vertex constraint, where the fit is carried out with the lab frame
quantities. The fitting is done for all permutations of three photons in an event. The tracks
in the event are assigned the charged pion mass. One photon is assumed to be the ISR
photon, while the other two photons are assumed to come from the decay of the neutral
pion. No distinction is made between the ISR photon and neutral pion daughter photons at
this stage of the analysis. The fit results with the best χ2kfit are saved for further analysis
(a very loose cut is placed on the best χ2kfit at this point, i.e., a much looser cut than the
post-kinematic fitting χ2kfit cut).
The two standard Belle kinematic fitting libraries, the kfitter library [100] and ExKFitter
library [101], do not include a 4-momentum constraint. Both libraries only support vertex
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and mass constraints by default. The ExKFitter library is designed to be extendable, and
so this library was modified to support a 4-momentum constraint.
The vertex constraint is added to ensure the consistency of the track momenta. The
τ -skim track momenta are obtained from helix fits [102]. A helix fit parametrizes a charged
particle path in a constant magnetic field. The parameters of the helix fit, the impact
parameters, correspond to the point of closest approach to the pivot point. The pivot point
is the origin used to calculate the helical path, but it is not necessarily the coordinate system
origin. The tracks in the τ -skim have a pivot point that is different from the IP. Before the
kinematic fit, the helix fit impact parameters are recalculated for the IP as the pivot point.
The track momentum is a function of the track position, because the tracks move through a
magnetic field. A vertex constraint ensures that the track momenta correspond to the best
estimate of the track momenta at the IP [103].
The kinematic fit degrees-of-freedom (dof) equal the number of kinematic constraints
minus the number of unknown kinematic parameters being solved for in the fit [104]. Each
kinematic constraint represents a goodness-of-fit test that increases the dof, while each un-
known kinematic parameter represents a constraint on the kinematic constraints that reduces
the dof. This measurement uses kinematic fits with 10 dof: 10 kinematic constraints and
0 unknown kinematic parameters. The 4-momentum constraint provides 4 constraints, 1
for each component of 4-momentum. The vertex constraint provides the remaining 6 con-
straints, 2 for each track [105]. The vertex fit includes 3 particles: the positive track, the
negative track, and the fictitious IP tube particle. The IP profile is determined from data,
and the IP tube constraint represents a “tube” along the beam axis [106]. The IP tube
constraint is added to the vertex component of the fit as if it is a particle.
4.2.0.3 Post-Kinematic Fitting Cuts
Apart from background background subtraction, the final set of cuts shown in Table 4.3 is
applied after the kinematic fitting. The cuts are subdivided into three categories. The first
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category is simply the maximum χ2kfit cut. Figure 4.2 shows the pre-background subtracted
χ2kfit distribution. Reasonably good agreement exists between the data and signal MC χ2kfit
distributions. A maximum cutoff at χ2kfit ≤ 40 is set, because it is empirically found to
maximize signal yield while minimizing background.
Table 4.3: The post-kinematic fitting cuts. There are 10 dof for the kinematic fits. The
muon-fit χ2 (χ2µ) is used to check the quality of the µ-identification (µ-ID).
Quantity Cut
Kinematic fit χ2 χ2kfit ≤ 40
Track PID
e-identification e-ID(pi+) ≤ 0.1 and e-ID(pi−) ≤ 0.1
µ-identification (χ2µ(pi+) ≤ 0 or µ-ID(pi+) < 0.1) and
(χ2µ(pi−) ≤ 0 or µ-ID(pi−) < 0.1)
pi-signal to e-background likelihood ratio Lpi/e(pi+) ≥ 0.1 and Lpi/e(pi−) ≥ 0.1
pi-signal to K-background likelihood ratio Lpi/K(pi+) ≥ 0.6 and Lpi/K(pi−) ≥ 0.6
pi-signal to p-background likelihood ratio Lpi/p(pi+) ≥ 0.4 and Lpi/p(pi−) ≥ 0.4
Photon Energy And Angle
Photon pre-kinematic fit lab frame energy E(γ) ≥ 0.1 GeV
Photon c.m. frame energy E(γISR) > E(γpi0)
Neutral particle mass |m(γpi0γpi0)−m(pi0)| < |m(γISRγpi0)−m(pi0)|
and 0 GeV/c2 ≤ m(γpi0γpi0) ≤ 0.3 GeV/c2
ISR photon c.m. frame polar angle 25◦ ≤ θ(γISR) ≤ 155◦
The particle identification (PID) cuts category is subdivided into the lepton-identification
(LID) and the signal-to-background likelihood ratios. The PID quantities are probability-like
values that are based on data from the Belle sub-detectors. The PID quantities have been
studied by the Belle collaboration, and there are recommended cut values. This analysis
only does a basic study of these quantities.
The LID is available for electron identification (e-ID) and muon identification (µ-ID). The
e-ID is a type of signal-to-background likelihood ratio, being an electron is the signal case
and being a hadron is the background [107] case. The e-ID cuts are used to reject events with
at least one of the tracks appearing to be an electron, see Figures 4.3a, 4.3b, 4.4a, and 4.4b.
A maximum cutoff at 0.1 is chosen for the e-ID, because it is the smallest recommended
e-ID cut value [107]. The µ-ID is obtained from KLM data [108], see Section 2.8. The
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Figure 4.2: Pre-background subtracted kinematic fit χ2 (χ2kfit) distribution. Data is shown
in black, and signal MC is shown in red. Signal MC is normalized to the integral of the
data. Background is suppressed by replacing the post-kinematic fitting 0 ≤ m(γpi0γpi0) ≤
0.3 GeV/c2 cut (Table 4.3) with the 0.11 ≤ m(γpi0γpi0) ≤ 0.16 GeV/c2 cut. Since the signal
MC does not include the J/ψ, there is the additional 0.6 ≤ m(pi+pi−pi0) ≤ 3 GeV/c2 cut.
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µ-ID cuts are used to reject events with at least one of the tracks appearing to be a muon,
see Figures 4.3c, 4.3d, 4.4c, and 4.4d. A maximum cutoff at 0.1 is chosen for the µ-ID,
because it is the smallest recommended µ-ID cut value [108]. The µ-ID is unusable when
the muon-fit χ2 (χ2µ) is 0, see Figures 4.3e, 4.3f, 4.4e, and 4.4f. When the χ2µ is 0, there is
only 1 KLM detector hit [108]. Without the µ-ID cuts, the J/ψ → µ+µ− process is visible
in the m(pi+pi−) distribution [109].
The signal-to-background likelihood ratios are available for the electron, muon, pion,
kaon, and proton cases [110]. The pi-signal to e-background likelihood ratio (Lpi/e) cuts are
used to select events with both tracks appearing to be pions as opposed to electrons, see
Figures 4.5a, 4.5b, 4.6a, and 4.6b. A minimum cutoff at 0.1 is chosen for the Lpi/e. Since the
e-ID cuts are used, the Lpi/e cuts are not needed in principle. In practice, a relative excess of
data in the Lpi/e distributions exists compared to the signal MC. This excess begins around
0.2, with most of it below 0.1 and it peaks at 0 [111].
The pi-signal to µ-background likelihood ratio (Lpi/µ) cuts are not used, because the Lpi/µ
provides poor resolution between pions and muons, see Figures 4.5c, 4.5d, 4.6c, and 4.6d.
The pi-signal to K-background likelihood ratio (Lpi/K) cuts are used to select events with
both tracks appearing to be pions as opposed to kaons, see Figures 4.5e, 4.5f, 4.6e, and 4.6f.
A minimum cutoff at 0.6 is chosen for the Lpi/K , as opposed to a tighter cut of 0.9 that is
motivated out of a concern for e+e− → K+K−pi0γISR background. This looser cut is chosen
for three reasons. Other Belle ISR measurements use this cutoff [112] and [113]. The Lpi/K
cut is individually applied to each track, i.e., each track appears to be a pion as opposed to
a kaon. Close agreement exists between data and MC.
The pi-signal to p-background likelihood ratio (Lpi/p) cuts are used to select events with
both tracks appearing to be pions as opposed to protons, see Figures 4.5g, 4.5h, 4.6g,
and 4.6h. A minimum cutoff of 0.4 is chosen for the Lpi/p. Since there is no expectation of
an appreciable proton background, the Lpi/p cuts are not needed in principle. In practice,
there is a relative excess of data in the Lpi/p distributions, as compared to the signal MC.
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Figure 4.3: Pre-background subtracted lepton-identification (LID) distributions: (a)pi+
electron-identification (e-ID), (b)pi− e-ID, (c)pi+ muon-identification (µ-ID), (d)pi− µ-ID,
(e)pi+ muon-fit χ2 (χ2µ), and (f)pi− χ2µ. Data is shown in blue, and signal MC is shown in
green. The χ2µ is used to check the quality of the µ-ID (Table 4.3). Signal MC is normalized
to the integral of the data. Background is suppressed by replacing the post-kinematic fitting
0 ≤ m(γpi0γpi0) ≤ 0.3 GeV/c2 cut (Table 4.3) with the 0.11 ≤ m(γpi0γpi0) ≤ 0.16 GeV/c2 cut.
Since the signal MC does not include the J/ψ, there is the additional 0.6 ≤ m(pi+pi−pi0) ≤
3 GeV/c2 cut. The left column is for the pi+, and the right column is for the pi−. There is
reasonable agreement between data and signal MC, as the largest differences are found in
the low statistics part of the distributions.
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Figure 4.4: Pre-background subtracted lepton-identification (LID) distributions: (a)data pi+
vs. pi− electron-identification (e-ID), (b)signal MC pi+ vs. pi− e-ID, (c)data pi+ vs. pi−
muon-identification (µ-ID), (d)signal MC pi+ vs. pi− µ-ID, (e)data pi+ vs. pi− muon-fit χ2
(χ2µ), and (f)signal MC pi+ vs. pi− χ2µ. The χ2µ is used to check the quality of the µ-ID
(Table 4.3). Signal MC is normalized to the integral of the data. Background is suppressed
by replacing the post-kinematic fitting 0 ≤ m(γpi0γpi0) ≤ 0.3 GeV/c2 cut (Table 4.3) with
the 0.11 ≤ m(γpi0γpi0) ≤ 0.16 GeV/c2 cut. Since the signal MC does not include the J/ψ,
there is the additional 0.6 ≤ m(pi+pi−pi0) ≤ 3 GeV/c2 cut. The left column is for the data,
and the right column is for signal MC. As desired, most events have both the pi+ and pi−
with low LID values.
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This excess begins around 0.5, with most of it below 0.4, and peaks at 0 [111]. The relative
number of events below 0.4 is small when compared to above 0.4. The Lpi/p cuts are used so
as to be conservative in background suppression.
The photon energy and angle cuts are the final category of post-kinematic fitting cuts.
All photons are required to have at least 0.1 GeV pre-kinematic fitting energy in the lab
frame. This cut is empirically chosen to balance the suppression of background with the
retention of signal. Since this cut uses pre-kinematic fitting lab frame energy, it represents
a cut at the hardware level. This cut also corresponds to the definition of a good photon
used by the τ -skim, see Table 4.1. The ISR photon is required to have the largest photon
c.m. frame energy.
The two neutral pion daughter photons are required to have an invariant mass that is
closest to the neutral pion mass, out of all three possible two photon combinations. These
last two photon cuts select events with an “ideal” photon energy configuration. The ISR
photon has to be hard, so as to lower the electron-positron c.m. frame energy from the
Υ(4S) to below 3.5 GeV.
The remaining hadron-system energy is divided between all the final-state hadrons, which
in turn must be further divided between the neutral pion daughter photons. Figure 4.7 shows
the c.m. frame energy for all the photons. Events are removed with an ISR photon consistent
with coming from the neutral pion, by requiring the neutral pion daughter photons to have
the two photon invariant mass closest to the neutral pion mass. The range cut on the neutral
pion daughter photon invariant mass is used to remove background. The cut is loose enough
to allow for a side-bin-subtraction low-side background range, signal-background range, and
high-side background range. The mass cut is tight enough to remove other neutral particles.
The ISR photon c.m. frame polar angle cut is a consequence of the effective-luminosity
calculation, see Equation 4.3. The range cut is chosen so as to include as much of the Belle
detector fiducial volume as possible, see Figure 4.8, while still satisfying the requirements of
the effective-luminosity calculation.
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Figure 4.5: Pre-background subtracted signal-to-background likelihood ratio distributions:
(a)pi+ pi-signal to e-background likelihood ratio (Lpi/e), (b)pi− Lpi/e, (c)pi+ pi-signal to µ-
background likelihood ratio (Lpi/µ), (d)pi− Lpi/µ, (e)pi+ pi-signal to K-background likelihood
ratio (Lpi/K), (f)pi− Lpi/K , and (g)pi+ pi-signal to p-background likelihood ratio (Lpi/p), and
(h)pi− Lpi/p. Data is shown in blue, and signal MC is shown in green. Signal MC is normalized
to the integral of the data. Background is suppressed by replacing the post-kinematic fitting
0 ≤ m(γpi0γpi0) ≤ 0.3 GeV/c2 cut (Table 4.3) with the 0.11 ≤ m(γpi0γpi0) ≤ 0.16 GeV/c2 cut.
Since the signal MC does not include the J/ψ, there is the additional 0.6 ≤ m(pi+pi−pi0) ≤
3 GeV/c2 cut. The left column is for the pi+, and the right column is for the pi−. Data and
signal MC agreement is good in (e) and (f); poor in (c) and (d) (not used in post-kinematic
fitting cuts); and reasonable in (a), (b), (g), and (h). Low-side cuts in (a), (b), (g), and (h)
are chosen to remove data and signal MC disagreement.
90
):Events []/0.005 []-pi(/epiL
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
):E
ve
nts
 []/
0.0
05
 []
+
pi(
/e
piL
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
4.0:cms≤/10dof2χ):-pi(
/epi
) vs. L+pi(
/epi
beamp2trk3gam:Data PID L
(a)
):Events []/0.005 []-pi(/epiL
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
):E
ve
nts
 []/
0.0
05
 []
+
pi(
/e
piL
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
2000
4000
6000
8000
10000
12000
4.0:cms≤/10dof2χ):-pi(
/epi
) vs. L+pi(
/epi
beamp2trk3gam:MC PID L
(b)
):Events []/0.005 []-pi(µ/piL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
):E
ve
nts
 []/
0.0
05
 []
+
pi( µ/
piL
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
2
4
6
8
10
12
14
16
18
20
22
4.0:cms≤/10dof2χ):-pi(
µ/pi
) vs. L+pi(
µ/pi
beamp2trk3gam:Data PID L
(c)
):Events []/0.005 []-pi(µ/piL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
):E
ve
nts
 []/
0.0
05
 []
+
pi( µ/
piL
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
2
4
6
8
10
12
14
16
18
4.0:cms≤/10dof2χ):-pi(
µ/pi
) vs. L+pi(
µ/pi
beamp2trk3gam:MC PID L
(d)
):Events []/0.005 []-pi(/KpiL
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
):E
ve
nts
 []/
0.0
05
 []
+
pi(
/K
piL
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
0
2000
4000
6000
8000
10000
12000
14000
16000
4.0:cms≤/10dof2χ):-pi(
/Kpi
) vs. L+pi(
/Kpi
beamp2trk3gam:Data PID L
(e)
):Events []/0.005 []-pi(/KpiL
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
):E
ve
nts
 []/
0.0
05
 []
+
pi(
/K
piL
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
4.0:cms≤/10dof2χ):-pi(
/Kpi
) vs. L+pi(
/Kpi
beamp2trk3gam:MC PID L
(f)
):Events []/0.005 []-pi(/ppiL
0.4 0.5 0.6 0.7 0.8 0.9 1
):E
ve
nts
 []/
0.0
05
 []
+
pi(
/p
piL
0.4
0.5
0.6
0.7
0.8
0.9
1
0
5000
10000
15000
20000
25000
30000
35000
40000
45000
4.0:cms≤/10dof2χ):-pi(
/ppi
) vs. L+pi(
/ppi
beamp2trk3gam:Data PID L
(g)
):Events []/0.005 []-pi(/ppiL
0.4 0.5 0.6 0.7 0.8 0.9 1
):E
ve
nts
 []/
0.0
05
 []
+
pi(
/p
piL
0.4
0.5
0.6
0.7
0.8
0.9
1
0
10000
20000
30000
40000
50000
4.0:cms≤/10dof2χ):-pi(
/ppi
) vs. L+pi(
/ppi
beamp2trk3gam:MC PID L
(h)
Figure 4.6: Pre-background subtracted signal-to-background likelihood ratio distributions:
(a)data pi+ vs. pi− pi-signal to e-background likelihood ratio (Lpi/e), (b)signal MC pi+ vs.
pi− Lpi/e, (c)data pi+ vs. pi− pi-signal to µ-background likelihood ratio (Lpi/µ), (d)signal MC
pi+ vs. pi− Lpi/µ, (e)data pi+ vs. pi− pi-signal to K-background likelihood ratio (Lpi/K),
(f)signal MC pi+ vs. pi− Lpi/K , (g)data pi+ vs. pi− pi-signal to p-background likelihood ratio
(Lpi/p), and (h)signal MC pi+ vs. pi− Lpi/p. Signal MC is normalized to the integral of the
data. Background is suppressed by replacing the post-kinematic fitting 0 ≤ m(γpi0γpi0) ≤
0.3 GeV/c2 cut (Table 4.3) with the 0.11 ≤ m(γpi0γpi0) ≤ 0.16 GeV/c2 cut. Since the signal
MC does not include the J/ψ, there is the additional 0.6 ≤ m(pi+pi−pi0) ≤ 3 GeV/c2 cut.
The left column is for the data, and the right column is for signal MC. Except for Lpi/µ,
most events have both the pi+ and pi− with high pi-to-background likelihood ratio values, as
desired. The Lpi/µ is not used for post-kinematic fitting cuts.
91
E [GeV]
4.4 4.6 4.8 5 5.2 5.4 5.6
Ev
en
ts
 []/
0.0
05
 [G
eV
]
-110
1
10
210
310
410
Data kfit (no bkg sub)
Data pre-kfit (no bkg sub)
MC kfit
MC pre-kfit
)
ISR
γMC phok (greater cm energy 
4.0:cms≤/10dof2χ):
ISR
γbeamp2trk3gam:E(
(a)
E [GeV]
0 0.5 1 1.5 2 2.5 3 3.5 4
Ev
en
ts
 []/
0.0
2 [
Ge
V]
0
200
400
600
800
1000
1200
Data kfit (no bkg sub)
Data pre-kfit (no bkg sub)
MC kfit
MC pre-kfit
MC phok
4.0:cms≤/10dof2χ):G
0pi
γbeamp2trk3gam:E(
(b)
E [GeV]
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Ev
en
ts
 []/
0.0
05
 [G
eV
]
0
200
400
600
800
1000
1200
Data kfit (no bkg sub)
Data pre-kfit (no bkg sub)
MC kfit
MC pre-kfit
MC phok
4.0:cms≤/10dof2χ):L0piγbeamp2trk3gam:E(
(c)
Figure 4.7: Pre-background subtracted photon c.m. frame energy distributions: (a)ISR
photon, (b)neutral pion daughter photon with the greater energy, and (c)neutral pion
daughter photon with the lesser energy. Kinematically fitted data is shown in black; pre-
kinematically fitted data is shown in blue; kinematically fitted signal MC is shown in red;
pre-kinematically fitted signal MC is shown in green; and event generator data correspond-
ing to signal MC is shown in magenta. Signal MC and event generator data are normalized
to the integral of the data. Background is suppressed by replacing the post-kinematic fitting
0 ≤ m(γpi0γpi0) ≤ 0.3 GeV/c2 cut (Table 4.3) with the 0.11 ≤ m(γpi0γpi0) ≤ 0.16 GeV/c2 cut.
Since the signal MC does not include the J/ψ, an additional 0.6 ≤ m(pi+pi−pi0) ≤ 3 GeV/c2
cut is made. Very good agreement is seen between data, signal MC, and event generator
data.
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Figure 4.8: Pre-background subtracted ISR photon c.m. frame polar angle distribution.
Kinematically fitted data is shown in black, pre-kinematically fitted data is shown in blue,
kinematically fitted signal MC is shown in red, pre-kinematically fitted signal MC is shown
in green, and event generator data corresponding to signal MC is shown in magenta. Signal
MC and event generator data are normalized to the integral of the data. Background is sup-
pressed by replacing the post-kinematic fitting 0 ≤ m(γpi0γpi0) ≤ 0.3 GeV/c2 cut (Table 4.3)
with the 0.11 ≤ m(γpi0γpi0) ≤ 0.16 GeV/c2 cut. Since the signal MC does not include the
J/ψ, there is the additional 0.6 ≤ m(pi+pi−pi0) ≤ 3 GeV/c2 cut. Good agreement is seen
between data, signal MC, and event generator data.
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4.2.1 Background
There are three kinds of background that this analysis deals with: combinatorial, beam, and
physics. Backgrounds must be accounted for when constructing the signal yield distribution.
Backgrounds not only increase the number of events (i.e., increase the cross section), but
also distort the shape of the signal yield distribution.
4.2.1.1 Combinatorial Background
The e+e− → pi+pi−pi0γISR initial-state radiation (ISR) process, where the neutral pion pro-
duces 2 photons, leads to the ideal signal event having two charged tracks and three neutral
photons. The measured signal events normally include background tracks and photons,
where these background particles have low momentum/energy or other detector reconstruc-
tion issues. This analysis requires that an event only have two good tracks (one positive and
the other negative), and then uses a kinematic fitting module to go through the different
permutations of photons to find the best five particle combination that meets the desired
signal event topology. The combinatorial background is due to incorrectly selecting the three
photons. Figure 4.9 shows the distributions of track and photon counts for events that pass
the post kinematic fit cuts; these events have a reliably reconstructed pi+pi−pi0γISR along
with other in-time background tracks and photons.
The track count distribution in Figure 4.9a has an exponential-like fall off from two
tracks. This is due to the pre-kinematic fitting requirement that the events only contain two
good tracks. These two good tracks are always used for the event reconstruction, and the
others are assumed to be poorly reconstructed (either the transverse momentum is too low
or the point of closest approach to the interaction point is too large, see Table 4.1), and are
not considered.
The photon count distribution in Figure 4.9b peaks around 8 or 9 photons. A large
photon count can be attributed to soft photon backgrounds from the beam and radiation
interacting with the detector. A procedure is developed to subtract the combinatorial photon
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background from the signal yield.
There are two basic ways to subtract the background: either by side-bin-subtraction or
by fitting. The former is used, because some final-state invariant mass bins lack sufficient
statistics for reliable fitting. The side-bin-subtraction technique is applied to the invariant
mass spectrum of the neutral pion, as it is the “cleanest” component of the final-state system.
The 2 photons should have an invariant mass close to the mass of the neutral pion, and the
distribution should be a narrow resonance, see Figure 4.10.
A neutral pion mass distribution is produced for each pi+pi−pi0 invariant mass bin, see
Figure 4.11. The neutral pion mass distributions are broken up into three ranges: low-
side background, signal-background, and high-side background. The arithmetic mean of
the number of events in the low-side background range and the high-side background range
provide the number of background events in a pi+pi−pi0 invariant mass bin.
A running average is taken over three adjacent final-state hadron system invariant mass
bins to reduce fluctuations in the background distribution. The running average is the
arithmetic mean of the number of events in the bin of interest, the adjacent bin below it,
and the adjacent bin above it. Figure 4.11 shows the data and MC running average for the
low-side background, high-side background, and background.
The number of signal events in a pi+pi−pi0 mass bin is obtained by subtracting the number
of background events from the number of signal-background events. A running average is not
taken for the signal-background event distribution (i.e., a 1 bin average). Figure 4.13 shows
the data and MC version of the signal-background and signal distributions. There is little
difference between the signal-background and signal distributions. This small difference is
due to the small size of the background, compare Figure 4.12e to Figure 4.13c and compare
Figure 4.12f to Figure 4.13d.
The side-bin-subtraction procedure assumes that the background has a constant or linear
distribution within the neutral pion range 0.02 ≤ m(pi0) < 0.255 GeV/c2. This is not the
actual case for this analysis, see Figure 4.10. The systematic error associated with this
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Figure 4.9: The number of (a)tracks and (b)photons in an event. These are events that pass
the post-kinematic fitting cuts, but before the background subtraction procedure.
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Figure 4.10: The neutral pion mass (m(pi0) or m(γγ)) distribution for events post-kinematic
fitting cuts, but pre-background subtraction. The black histogram (Data kfit) is data with
kinematic fitting, blue histogram (Data pre-kfit) is data without kinematic fitting, red his-
togram (MC kfit) is signal MC with kinematic fitting, green histogram (MC pre-kfit) is signal
MC without kinematic fitting, and the magenta histogram (MC phok) is event generator
data corresponding to the signal MC. The MC histograms are normalized to the integral
of the data. The side-bin-subtraction procedure uses three ranges: low-side background
(0.02 ≤ m(pi0) ≤ 0.075 GeV/c2), signal-background (0.11 ≤ m(pi0) ≤ 0.165 GeV/c2), and
high-side background range (0.2 ≤ m(pi0) ≤ 0.255 GeV/c2). The lines demarcating the
right-hand-side of the ranges are all 0.005 GeV/c2 too low.
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Figure 4.11: Sample neutral pion mass (m(pi0) or m(γγ)) distributions for the pi+pi−pi0
mass (m(pi+pi−pi0)) bins: (a)0.755 ≤ m(pi+pi−pi0) < 0.76 GeV/c2, (b)0.78 ≤ m(pi+pi−pi0) <
0.785 GeV/c2, (c)0.9 ≤ m(pi+pi−pi0) < 0.905 GeV/c2, (d)1.02 ≤ m(pi+pi−pi0) < 1.025 GeV/c2,
(e)1.4 ≤ m(pi+pi−pi0) < 1.405 GeV/c2, and (f)2 ≤ m(pi+pi−pi0) < 2.005 GeV/c2. Black his-
tograms are data, and red histograms are signal MC normalized to the integral of the corre-
sponding data. The side-bin-subtraction procedure uses three ranges: low-side background
(0.02 ≤ m(pi0) ≤ 0.075 GeV/c2), signal-background (0.11 ≤ m(pi0) ≤ 0.165 GeV/c2), and
high-side background range (0.2 ≤ m(pi0) ≤ 0.255 GeV/c2). The background is obtained
by taking the arithmetic mean of the low-side background and high-side background; the
signal is obtained by subtracting the background from the signal-background. The lines
demarcating the right-hand-side of the ranges are all 0.005 GeV/c2 too low.
98
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
0
2
4
6
8
10
12
14
16
18
20
22
24
) Low-side Background Range 3 Bin Avg.0pi-pi+piData: m(
(a)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
0
10
20
30
40
50
60
) Low-side Background Range 3 Bin Avg.0pi-pi+piMC: m(
(b)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
0
2
4
6
8
10
12
14
16
18
) High-side Background Range 3 Bin Avg.0pi-pi+piData: m(
(c)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
0
10
20
30
40
50
) High-side Background Range 3 Bin Avg.0pi-pi+piMC: m(
(d)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
0
2
4
6
8
10
12
14
) Background 3 Bin Avg.0pi-pi+piData: m(
(e)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
0
5
10
15
20
25
30
) Background 3 Bin Avg.0pi-pi+piMC: m(
(f)
Figure 4.12: A comparison between data and signal MC (MC) for the low-side background,
high-side background, and background: (a)data low-side background, (b)MC low-side back-
ground, (c)data high-side background, (d)MC high-side background, (e)data background,
and (f)MC background. The MC is not scaled with respect to the data. The left column
is for the data, and the right column is for MC. The background is obtained by taking the
arithmetic mean of the low-side background and high-side background. A running average
over three final-state hadron system invariant mass bins (3 Bin Avg.) is also taken for low-
side background, high-side background, and background. The 3 Bin Avg. is used to smooth
out the fluctuations.
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complication is negligible, due to the background being very small compared to the signal,
again compare Figure 4.12e to Figure 4.13c and compare Figure 4.12f to Figure 4.13d.
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
1
10
210
310
410
) Signal-Background Range 1 Bin Avg.0pi-pi+piData: m(
(a)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
1
10
210
310
410
510
) Signal-Background Range 1 Bin Avg.0pi-pi+piMC: m(
(b)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
1
10
210
310
410
) Signal 3 Bin Avg.0pi-pi+piData: m(
(c)
]2) [GeV/c0pi-pi+pim(
1 1.5 2 2.5 3 3.5
]2
Ev
en
ts
 []/
0.0
05
 [G
eV
/c
1
10
210
310
410
510
) Signal 3 Bin Avg.0pi-pi+piMC: m(
(d)
Figure 4.13: A comparison between data and signal MC (MC) for the signal-background
and signal: (a)data signal-background, (b)MC signal-background, (c)data signal, and (d)MC
signal. The MC is not scaled with respect to the data. The left column is for the data, and
the right column is for MC. The signal-background does not use a running average over the
final-state hadron system invariant mass bins (1 Bin Avg.) A three bin running average
(3 Bin Avg.) is applied to the background, where the 3 Bin Avg. is used to smooth out
the fluctuations. The signal is obtained by subtracting the background from the signal-
background.
4.2.1.2 Beam Background
The luminosity dependent beam background is not subtracted from the signal yield, but
the effects are included in the signal MC [86] and [88]. The beam background is randomly
triggered data. It is added to the MC by using real random-triggered data files.
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4.2.1.3 Physics Background
Other physics processes can be mistaken for signal events. The process that is expected
to contribute the largest background to the e+e− → pi+pi−pi0γISR process is the e+e− →
pi+pi−pi0pi0γISR process. The photons produced from the decay of one of the neutral pions
can be mistaken as background photons or missed by the detector. The “uds” (continuum)
processes are another potential source of background.
While the ISR backgrounds can be modeled with PHOKHARA (Section 3.1), GSIM
(Section 3.3), and TSIM (Section 3.4), the continuum background is pre-made by the Belle
collaboration and exists as a subset of the Belle Generic MC, see Section 3.5. These two
background types will need to be subtracted from the signal yield for the final publication
results. This will be done by producing or using pre-existing MC, and processing it as if
it is data (i.e., perform kinematic fitting and apply the analysis cuts). The surviving MC
background events are binned the same as the data, and then normalized to the size of the
data set. Finally, the normalized background bins are subtracted from the corresponding
signal yield bins.
For the purpose of this thesis, the physics background is being treated as a systematic
error for this result. This estimation is solely made with the e+e− → pi+pi−pi0pi0γISR ISR
process. This estimation is made by creating e+e− → pi+pi−pi0pi0γISR MC, and processing
it with pre-kinematic fitting cuts, kinematic fitting, and post-kinematic cuts. The total
e+e− → pi+pi−pi0pi0γISR detector efficiency is calculated as the surviving MC events divided
by the number of PHOKHARA events used to make the MC. The ISR polar angle cut is
not applied to the PHOKHARA events. The systematic error is obtained by combining
the full Belle detector efficiency for measuring the e+e− → pi+pi−pi0pi0γISR process as the
e+e− → pi+pi−pi0γISR process, the e+e− → pi+pi−pi0pi0 Born cross section, the full Belle
detector efficiency for the e+e− → pi+pi−pi0γISR process, and the e+e− → pi+pi−pi0 Born
cross section; the resulting systematic error is 2.8%, see Chapter 5. This value is well below
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the total 5% systematic error goal, and it is conservative because background subtraction
is not used. Many of the events are outside of the neutral pion signal-background range
(0.11 ≤ m(pi0) ≤ 0.165 GeV/c2), and are found in the low-side and high-side background
ranges.
4.2.2 Mass Unfolding
The goal of this analysis is to measure the e+e− → pi+pi−pi0 cross section that is produce by
nature, and not the cross section that is measured by the Belle detector. The Belle detector
does not perfectly reproduce (measure) the shape of the pi+pi−pi0 invariant mass distribution,
but actually smears the physical pi+pi−pi0 invariant mass distribution with the Belle detector
response function. The mass unfolding procedure removes the detector smearing from the
pi+pi−pi0 invariant mass distribution. After the signal yield (with the backgrounds removed)
is unfolded, it becomes the corrected signal yield (N cor). The N cor is used in the visible
cross section calculation.
4.2.2.1 Detector Response Function
At its simplest, one can consider a single bin from a histogram of the physical pi+pi−pi0
invariant mass distribution. Some of the masses in this bin will get “pushed out” into nearby
mass bins due to the imperfect response of a detector (the detector response function). When
the final state invariant mass distribution is relatively flat (all the bins have roughly the same
number of events), the smearing will have little-to-no affect on the shape of the distribution.
When a detector incorrectly assigns (i.e., measures) some masses from a physical mass bin
to the nearby bins, it will also incorrectly assign masses from the nearby bins to the bin
in question. The end result is that the mass distribution does not change (assuming an
adiabatically changing detector response function with respect to the final state invariant
mass).
A measurement distortion occurs in the final state invariant mass distribution when the
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physical mass distribution is rapidly changing. This rapid changing occurs at the omega,
phi, and J-psi (sharp) resonances in the pi+pi−pi0 invariant mass distribution. This distortion
occurs because there are more events at the center of the resonances that at the tails. The
detector smearing “pushes” events both up and down in invariant mass with respect to each
bin, but the number of events in a bin increases the closer the bin is to the mean value of
the resonance. The net result is that the measured resonance is flattened out with a lower
peak and a wider width. The effects of detector smearing on a resonance are illustrated in
Figure 4.14.
4.2.2.2 Mass Unfolding Procedure
This analysis uses a beta version of a mass unfolding program library being developed for
inclusion in the overall ROOT program library. The mass unfolding library used in this
analysis is RooUnfold version 1.1.1 [114]. This library is chosen because it is designed to
work with ROOT; this analysis exclusively relies on C++ programs based on ROOT for the
post-kinematic fit processing. This library is also designed for end user ease of use.
The idea of mass unfolding can be cast in the language of linear algebra. The physical
mass distribution forms a vector state (each mass bin value is an element in the vector),
where the measured mass distribution forms the other vector state. These two states can
be related by a smearing matrix. The inverse of the smearing matrix is the unsmearing or
“unfolding” matrix. If the detector is perfect (i.e., no smearing), then the smearing and
unfolding matrices are the identity matrix. Since real detectors are not perfect, there will
be off diagonal elements in the smearing and unfolding matrices.
The signal MC is used to obtain the mass unfolding matrix. The signal MC contains
the detector smearing effects (provided by GSIM, see Section 3.3), and it has the same
kinematic fitting and analysis cuts as the data. Since the signal MC is simulated data, the
true parameters of these events (provided by PHOKHARA, see Section 3.1, and QQ98, see
Section 3.2) are also available. The event generator data corresponding to signal MC (signal
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Detector Smearing
Figure 4.14: A cartoon of detector smearing. When a mass distribution rapidly changes,
detector smearing causes events from large event regions to get transferred to low event
regions. A detector response function will smear events both left and right along a resonance.
Since there are more events near the mean of the resonance than at the tails, then the
cumulative effect is that more events get transferred toward the tails than get transferred
back towards the mean. The result is that the measured resonance is shorter and wider than
the physical resonance.
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MC event generator data) provides the physical mass distribution. The accuracy of the
signal MC event generator data is not particularly important, since the mass unfolding is
only concerned with removing the detector response function from the data. A phase space
generator could have been used instead of PHOKHARA and QQ98. It is the accuracy of
GSIM that is relevant to the mass unfolding.
RooUnfold provides three C++ classes (algorithms) for generating the unfolding matrix:
RooUnfoldBayes, RooUnfoldSvd, and RooUnfoldTUnfold. This analysis uses the RooUn-
foldBayes algorithm with 4 iterations. The unfolding matrix is created from a preexist-
ing 2-dimensional histogram. The histogram is loaded into RooUnfold with the RooUn-
foldResponse::RooUnfoldResponse(const TH1* measured, const TH1* truth, const TH2*
response, const char* name = 0, const char* title = 0) function, see [115]. The measured
TH1 pointer is set to the NULL pointer, the truth TH1 pointer is set to the NULL pointer,
and the response TH2 pointer is set to the 2-dimensional histogram of the signal MC event
generator data and signal MC pi+pi−pi0 mass distribution.
An important technical aspect of using the RooUnfoldBayes algorithm concerns the issue
of negative value bins in the 2-dimensional histogram of the signal MC event generator data
and signal MC pi+pi−pi0 mass distribution. The detector efficiency, see Section 4.3, is obtained
by processing the MC signal the same as data. This includes the background subtraction
procedure, see Sub-subsection 4.2.1.1.
The background subtraction procedure should be included in the 2-dimensional histogram
of the signal MC event generator data and signal MC pi+pi−pi0 mass distribution. This is
done by applying the background subtraction procedure to the neutral pion invariant mass
spectrum for each 2-dimensional signal MC event generator data and signal MC pi+pi−pi0
mass bin. This is accomplished by working with a 3-dimensional histogram of the signal MC
neutral pion mass spectrum, the signal MC event generator data pi+pi−pi0 mass distribution,
and the signal MC pi+pi−pi0 mass distribution. Since some of these 3-dimensional histogram
bins have low statistics, it is possible to end up with negative value 2-dimensional histogram
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bins after applying the background subtraction procedure. Erroneous results are obtained
when a 2-dimensional histogram with negative value bins is used. As a result, the values and
errors are set to zero for the negative value bins (negative suppressed). Figure 4.15 shows
the resulting negative suppressed 2-dimensional histogram that is used for mass unfolding .
4.2.2.3 Results Of Mass Unfolding
The result of mass unfolding is shown in Figure 4.16, where the mass unfolded data is the
N cor used in the visible cross section calculation. As expected, the omega and phi resonances
are sharpened by the mass unfolding. The J-psi resonance is not so much sharpened, as it
is slightly shifted up in pi+pi−pi0 mass. The broad omega-prime resonance, broad omega-
double-prime resonance, and non-resonance parts are largely left unaffected.
An important check on the unfolding procedure is made by comparing the unfolded
signal MC with the signal MC event generator data. If the unfolding software is being used
correctly and working properly, then the unfolded signal MC should be the same as the
signal MC event generator data. This is seen in Figure 4.16.
There are several issues with the signal MC above 3 GeV/c2. The J-psi is not modeled in
PHOKHARA, but this should not impede the mass unfolding in this mass range. The other
issue is the low statistics in this mass range. The PHOKHARA distribution attempts to
accurately reproduce the pi+pi−pi0 mass distribution, resulting in most events being produced
below this mass range. This could impact the mass unfolding. More statistics will lower the
mass unfolding uncertainties for this mass range. This problem will be addressed for the
planned publication results. Figure 4.16a shows a deviation between unfolded signal MC
and the signal MC event generator data for the pi+pi−pi0 mass below 0.7 GeV/c2. This is
likely due to low statistics. This is not a concern, since the cross section corresponding to
this mass range is not included in the final results (there are other problems with this energy
range).
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Figure 4.15: The negative suppressed 2-dimensional histogram of event generator data cor-
responding to signal MC (signal MC event generator data) and signal MC pi+pi−pi0 mass
distribution: (a)full mass range and (b) low mass range close-up. The signal MC binning
runs along the x-axis, and the signal MC event generator data binning runs along the y-axis.
This 2-dimensional histogram is used for mass unfolding. The negative suppressed bins are
removed by setting the values and errors to zero.
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Figure 4.16: Mass unfolding for the pi+pi−pi0 mass distribution: (a)0.585 ≤ m(pi+pi−pi0) <
0.9 GeV/c2, (b)0.9 ≤ m(pi+pi−pi0) < 1.05 GeV/c2, (c)1.05 ≤ m(pi+pi−pi0) < 3 GeV/c2,
and (d)3 ≤ m(pi+pi−pi0) < 3.515 GeV/c2. The black histogram (Data) is data, the blue
histogram (Unf. Data) is mass unfolded data, the red histogram (MC) is signal MC, the
green histogram (Unf. MC) is mass unfolded signal MC, and the magenta histogram (PHOK)
is event generator data that corresponds to signal MC. The Unf. MC should be the same as
the PHOK, and this is seen over most of the distributions. The Unf. Data is the N cor used
in the visible cross section calculation.
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4.3 : The Detector Efficiency
The goal of this analysis is to measure the e+e− → pi+pi−pi0 cross section that is produce by
nature, and not the cross section that is measured by the Belle detector. The Belle detector
not only smears the pi+pi−pi0 mass distribution, but it also does not detect all of the events.
The detector efficiency is the fraction of events that a detector measures, while the “true”
number of signal events (N true) is obtained by combining the detector efficiency with the
number of measured events.
4.3.1 Bin-By-Bin Detector Efficiency
It is important to distinguish between detector efficiency and acceptance. The detector
efficiency is the fraction of events that a detector measures with respect to the events that
the detector has a possibility of measuring. General purpose high energy detectors are not
able to provide full solid-angle coverage, due to the necessity of the detector accommodating
the beam-pipes. The Belle detector approximately covers a lab frame polar-angle region of
17◦ ≤ θ ≤ 150◦ [42]. The detector acceptance is the fraction of events that the detector has
a possibility of measuring with respect to the total number of events.
This analysis is sensitive to the detector acceptance. An event must have a tagged ISR
photon, which is preferentially produced near the beam-axis. Most ISR events are therefore
not measured, since the Belle detector acceptance does not include the solid-angle near the
beam-axis. It is deemed preferential to have lower statistics and suppressed background,
rather than the opposite. The detector efficiency is discussed in this chapter, while the de-
tector acceptance is folded into the calculation of the effective luminosity, which is discussed
in Section 4.4.
Two quantities go into the bin-by-bin detector efficiency calculation, which is based on the
event generator data that corresponds to the signal MC (signal MC event generator data),
see Figure 4.17a. The signal MC event generator data is used (as opposed to signal MC),
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because mass unfolding is used. Since mass unfolding removes the detector smearing, see
Subsection 4.2.2, an unfolded mass distribution should be used for the efficiency calculation.
The unfolded signal MC could be used, but it is essentially the same distribution as the the
signal MC event generator data, see Figure 4.16. It is deemed preferable to use the event
generator data, since it avoids the errors associated with the mass unfolding procedure.
The efficiency calculation also uses the original event generator data that is the starting
point for the signal MC production (original event generator data), see Figure 4.17b. The
signal MC event generator data is essentially a subset of the original event generator data.
The c.m. frame polar angle cut 25◦ ≤ θ ≤ 155◦ is applied to the original event generator
data. This cut corresponds to the polar angle region used for the calculation of the effective
luminosity, see Section 4.4. This polar range is taken as the acceptance of the Belle detector.
It is chosen to be as large as possible, while satisfying the requirement that the polar range
be symmetrical with respect to 180◦, i.e., 25◦ ≤ θ ≤ 180◦ − 25◦ = 155◦.
The bin-by-bin detector efficiency is calculated by dividing the number of events in a
bin from the signal MC event generator data (Figure 4.17a) by the number of events in the
corresponding bin from the original event generator data that also includes the c.m. frame
polar angle cut 25◦ ≤ θ ≤ 155◦ (Figure 4.17b). The signal MC pi+pi−pi0 mass distribution
should be produced with the same analysis procedure as the data. This means that the effects
of the background subtraction procedure, see Sub-subsection 4.2.1.1, should be included in
the signal MC event generator data.
The effects of the background subtraction procedure are included by creating a back-
ground subtracted 2-dimensional histogram of the signal MC event generator data and signal
MC pi+pi−pi0 mass distribution. This is done by applying the background subtraction pro-
cedure to the neutral pion invariant mass spectrum for each 2-dimensional signal MC event
generator data and signal MC pi+pi−pi0 mass bin. This is accomplished by working with a
3-dimensional histogram of the signal MC neutral pion mass spectrum, the signal MC event
generator data pi+pi−pi0 mass distribution, and the signal MC pi+pi−pi0 mass distribution.
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Figure 4.17: The signal event distributions used to calculate the bin-by-bin detector effi-
ciency: (a)event generator data corresponding to signal MC (signal MC event generator
data) and (b)original event generator data that is the starting point for the signal MC pro-
duction (original event generator data) that also includes the c.m. frame polar angle cut
25◦ ≤ θ ≤ 155◦. The bin-by-bin detector efficiency is calculated by dividing the number of
events in a bin from (a) by the number of events in the corresponding bin from (b).
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Some of the 3-dimensional histogram bins have low statistics, and so it is possible to
end up with 2-dimensional histogram negative value bins after applying the background
subtraction procedure. These negative value bins are removed by setting the values and
errors to zero (negative suppressed) for the mass unfolding step (Sub-subsection 4.2.2.2), but
are included in the detector efficiency calculation procedure. The 1-dimensional histogram
of the signal MC event generator data is obtained by projecting the 2-dimensional histogram
onto the axis of the signal MC event generator data.
4.3.2 Detector Efficiency Fit Function
There are several options for reducing the detector efficiency errors, either by creating a
large signal MC sample, or by creating a “running average” from fitting the bin-by-bin
detector efficiency. The latter option is chosen for this this analysis, but additional signal
MC production is planned for the publication results. The bin-by-bin detector efficiency is
fitted with a quadratic polynomial, with the resulting fit function
fit(m; p0, p1, p2) =
[
(189.5± 7.3) +
(
504.3± 11.5 c2GeV
)
m+
(
−80.61± 3.74 c4GeV2
)
m2
]
× 10−4 , (4.1)
where m is the mass of the hadron final-state (in units of GeV/c2), p0 is the constant term,
p1 is the linear term, and p2 is the quadratic term. The resulting fit covariance matrix is
COV =
p0 p1 p2

p0 5.3913 −8.286 c2GeV 2.5231 c
4
GeV2
p1 −8.286 c2GeV 13.161 c
4
GeV2 −4.1479 c
6
GeV3
p2 2.5231 c
4
GeV2 −4.1479 c
6
GeV3 1.3964
c8
GeV4
× 10−7. (4.2)
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Equation 4.1 provides the detector efficiency polynomial fit function values found in Ap-
pendix A.
The bin-by-bin detector efficiency and resulting quadratic polynomial fit are shown in
Figure 4.18a. The detector efficiency is around 4.5% at low pi+pi−pi0 mass, and slowly rises
to around 9% at high mass. The quadratic polynomial fit reasonably models the bin-by-bin
detector efficiency with χ2/ndf = 721.3/580 = 1.244. The detector efficiency excludes the
detector acceptance, as the acceptance is included in the effective luminosity calculation
(Section 4.4).
There are large bin-by-bin detector efficiency errors below 0.7GeV/c2 and above 1.8GeV/c2.
This is due to PHOKHARA producing few events in the mass ranges that correspond to
small cross section values. The low statistics problem above 3 GeV/c2 is exacerbated by
PHOKHARA not modeling the J/ψ resonance. The visible cross section low energy cut off
is 0.73 GeV in this analysis, and so the large errors for low pi+pi−pi0 mass do not present a
problem. The large errors above 2.5 GeV/c2 do present a problem, and are the motivation
for the quadratic polynomial fit.
As a quality control check, the bin-by-bin detector efficiency is calculated for the negative
suppressed background subtracted 2-dimensional histogram of the signal MC event generator
data and signal MC pi+pi−pi0 mass distribution (the 2-dimensional histogram used for the
mass unfolding). The 1-dimensional histogram of the negative suppressed signal MC event
generator data is obtained by projecting the negative suppressed 2-dimensional histogram
onto the axis of the signal MC event generator data. The resulting negative suppressed
detector efficiency is shown in Figure 4.18b. There is a negligible difference between the
detector efficiency and negative suppressed detector efficiency, compare Figure 4.18a and
Figure 4.18b.
The resulting detector efficiency fit function is used to calculate the N true. The N true is
used in the cross section calculation, see Section 4.5. The error for the N true is based on
standard error propagation of the error for the corrected signal yield (N cor) and the errors
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Figure 4.18: The detector efficiency: (a)bin-by-bin calculation and (b)negative suppressed
bin-by-bin calculation. The red quadratic polynomial fit function shown in (a) is used to
calculate the “true” number of signal events (N true), which in turn is used in the cross
section calculation. The p0 is the constant term, the p1 is the linear term, and the p2 is the
quadratic term for the quadratic polynomial fit function in (a). Background subtraction can
create negative value bins in the 2-dimensional histogram of the signal MC event generator
data and signal MC pi+pi−pi0 mass distribution. These negative value bins are included in
the production of (a), but are removed in in the production of (b). As desired, there is little
difference between the histograms in (a) and (b).
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from the detector efficiency polynomial fit function parameters. All the errors are assumed
to be uncorrelated, see Subsection4.3.2. The N true is shown in Figure 4.19.
As a quality control check, the N true is also calculated by using the bin-by-bin detector
efficiency. The result is shown in Figure 4.19. There is good agreement between the two
methods. The possible exception is for the 1.05 ≤ m(pi+pi−pi0) < 3 GeV/c2) pi+pi−pi0 mass
range. When considering the errors, the two methods are compatible in this pi+pi−pi0 mass
range.
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Figure 4.19: The “true” number of signal events (N true): (a)0.585 ≤ m(pi+pi−pi0) <
0.9 GeV/c2), (b)0.9 ≤ m(pi+pi−pi0) < 1.05 GeV/c2), (c)1.05 ≤ m(pi+pi−pi0) < 3 GeV/c2),
and (d)3 ≤ m(pi+pi−pi0) < 3.515 GeV/c2). The black histogram (Unf. Data/bin) corre-
sponds to using the bin-by-bin detector efficiency, and the blue histogram (Unf. Data/fit)
corresponds to using the quadratic polynomial fit function detector efficiency. The blue
histogram values are used to calculate the visible cross section.
The N true is calculated before calculating the visible cross section (Subsection 4.3.2).
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The e+e− → pi+pi−pi0 cross section is obtained in practice by combining the N true with the
Leff , Bpi0→γγ, and PID detector efficiency correction (Subsection 4.3.3).
4.3.3 PID Detector Efficiency Correction
The PID detector efficiency correction uses real data to correct the MC derived detector
efficiency. This correction directly depends on the pi-signal to K-background likelihood ratio
(Lpi/K) cuts used in an analysis. It indirectly depends on all the pre- and post-kinematic
fitting cuts, as the tracks from the signal MC are used to calculate the correction. This cor-
rection is based on the work found in [116], and it is calculated with the C++ kid_eff_06s.h
class along with the caseB 2010 efficiency tables [117]. It is calculated after applying the
post-kinematic fitting cuts, and is carried out with the same ROOT program that applies
the post-kinematic fitting cuts. It is an energy independent number that is used to rescale
the energy dependent detector efficiency.
The procedure for calculating the PID detector efficiency correction is discussed in [118],
[119], and [120]. A correction term is calculated for each track in the event topology using
the kid_eff_06s.h class, and afterwards the individual track correction terms are combined
into a single correction factor used in the cross section calculation. The signal MC produces
a positive pion correction term of Rpi+ ± δRpi+ = 0.9656 ± 0.0092, and a negative pion
correction term of Rpi− ± δRpi− = 0.9607 ± 0.0093. The error for each pion correction term
includes a contribution from the difference between the correction term and a corresponding
reference ratio. The total correction factor is calculated as RPID = [Rpi+ ∗ Rpi− ] ± [(Rpi− ∗
δRpi+) + (Rpi+ ∗ δRpi−)], resulting in a value of 0.928 ± 0.018. Since this correction factor
is a constant, it is not directly combined with detector efficiency fit function. It is instead
included as a term in the denominator of the visible cross section calculation.
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4.4 Leff : Effective Luminosity Calculation
There is a single total integrated luminosity value for the experiment 31 to 63 Υ(4S) data
set, while an effective integrated luminosity value is needed for each hadron final-state mass
bin in the cross section calculation. The ISR effects cause a reduction in the effective energy
of the initial-state electron-positron annihilation. The result is that the effective integrated
luminosity depends on the likelihood that an ISR photon is radiated at some given energy
(the radiator function). The effective integrated luminosity can be obtained up to NLO with
PHOKHARA, or it can be obtained by a LO QED equation. The latter method is chosen,
since this analysis suppresses the higher-order ISR effects with cuts and kinematic fitting.
This analysis has a 5 % systematic error goal, and the NLO precision is not needed.
The LO ISR effective integrated luminosity calculation begins with the LO ISR differen-
tial luminosity(see [16], [121], and Equation C.8) that is given by
dLeff
dm
=
α
pix
[(
2− 2x+ x2) loge(1 + C1− C
)
− Cx2
]
2m
s
L, (4.3)
where Leff is the effective luminosity due to ISR, m is the mass of the hadron final-state, α
is the fine structure constant, s is the square of the initial-state electron-positron c.m. frame
energy, x = 1− m2
s
, L is the total integrated luminosity of the data set, and C = cos θ0. The
θ0 parametrizes the LO ISR photon c.m. frame polar angle range: θ0 < θ < 180◦ − θ0.
The fine structure constant is taken as 1/137.03599911, and is obtained from the first copy
of PHOKHARA used in this analysis [75]. The initial-state electron-positron c.m. frame
energy is taken as 10.58 GeV. The total integrated luminosity of the caseB experiment 31
to 63 Υ(4S) data set is found to be 526.61805 fb−1. The total integrated luminosity value
includes the official Belle values for experiment numbers 31 to 55, and the unofficial values
for experiment numbers 61 and 63 found at [122]. Using unofficial values for these two
experiment numbers have little affect on the total integrated luminosity value. The effect is
estimated as a systematic error, see Chapter 5. A θ0 = 25◦ cut is used for the visible cross
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section calculation.
The LO effective luminosity (see Equation C.9) is then approximated in terms of Equa-
tion 4.3 as
Leff ≈ dL
eff
dm
δm, (4.4)
where dL
eff
dm
is the ISR differential luminosity, m is the mass of the hadron final-state, and δm
is the mass bin width. A δm = 5 MeV/c2 binning is used for the cross section calculation.
Figure 4.20 shows the effective luminosity over most of the allowed final-state mass range
for the initial-state electron-positron c.m. frame energy of 10.58 GeV. The energy range of
the reported cross section is also shown in Figure 4.20, and it only covers a small fraction
of the full range. The cross section becomes too small to reliably measure above and below
this energy range.
A statistical error is not assigned to the effective luminosity, but a systematic error is
assigned, see Chapter 5. Equation 4.3 provides the effective luminosity values found in
Appendix A.
4.5 σvis: The Visible Cross Section
The visible cross section calculation is based on the equation found in Figure 4.1. A visible
cross section includes the radiative effects from initial-state-radiation (ISR) and final-state-
radiation (FSR). This analysis provides a visible cross section, while reporting the dressed
or Born cross section is planned for the publication results.
The visible cross section calculation requires four pieces of information: corrected sig-
nal yield (N cor), effective luminosity, detector efficiency, and the branching fraction for a
neutral pion decaying to 2 photons (Bpi0→γγ). The N cor is obtained by subtracting the
backgrounds (Subsection 4.2.1) from the measured signal yield, and then applying the mass
unfolding (Subsection 4.2.2). The physics backgrounds are small, resulting in them being
treated as a systematic error instead of subtracting them from the measured signal yield, see
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Chapter 5. The detector efficiency is obtained by fitting the bin-by-bin detector efficiency
(Subsection 4.3.2) and the effective luminosity is calculated with a LO ISR QED equation
(Section 4.4). A Bpi0→γγ = 0.98823± 0.00034 is used for the cross section calculation, and is
obtained from the Particle Data Group (PDG) [11].
The visible cross section is actually calculated in a manner that slightly differs from the
equation in Figure 4.1. The “true” number of signal events is first calculated from dividing
the corrected signal yield by the quadratic polynomial fit function detector efficiency, see
Figure 4.19. This detector efficiency (Subsection 4.3.2) does not include the PID detector
efficiency correction (Subsection 4.3.3); the PID detector efficiency correction is a constant
term that is kept as a separate factor in the cross section calculation. The cross section
is in practice obtained from dividing the “true” number of signal events by the product of
the effective luminosity (Section 4.4), branching fraction for a neutral pion decaying to 2
photons, and PID detector efficiency correction.
Appendix A provides the bin-by-bin visible cross section values and the corresponding
terms used to calculate it. Figure 4.21 shows the full-range logarithmic-plot of the visible
cross section. The range being reported covers 0.73 ≤ √s < 3.5 GeV, beginning near the
production threshold and extending a little beyond the J/ψ resonance. The reported visible
cross section spans around 4.5 orders of magnitude as it peaks at ω resonance and bottoms
out just beyond the J/ψ resonance.
The cross section statistical errors are formally given by
σ2σvis = σ
2
Ncor
(
∂N true
∂N cor
)2
+
+
2∑
i=0
σ2pi
(
∂N true
∂pi
)2
+
2∑
i=0
∑
j 6=i
COVi,j
(
∂N true
∂pi
)(
∂N true
∂pj
)
,
(4.5)
where σNcor is the N cor error, σpi are the detector efficiency fit function parameter errors,
and COVi,j are the detector efficiency fit function parameter covariance matrix elements.
Error terms corresponding to the Leff and Bpi0→γγ are not included in Equation 4.5, as they
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Figure 4.21: A logarithmic-plot of the e+e− → pi+pi−pi0 visible cross section over the full
range being reported (0.73 ≤ √s < 3.5 GeV).
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are treated as systematic errors, see Chapter 5. The size of the cross section statistical errors
is driven by the N cor errors.
Since the size of visible cross section spans a wide range of values, Figure 4.22 shows
linear-plots of the cross section broken down into energy sub-ranges. Figure 4.22a shows
the ω resonance covering 0.73 ≤ √s < 0.9 GeV. Figure 4.22b shows the φ resonance
covering 0.9 ≤ √s < 1.05 GeV. Figure 4.22c shows the ω′-ω′′ (excited ω) resonances covering
1.05 ≤ √s < 3 GeV. Figure 4.22d shows the J/ψ resonance covering 3 ≤ √s < 3.5 GeV.
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Figure 4.22: A linear-plot of the e+e− → pi+pi−pi0 visible cross section: (a)ω resonance
covering 0.73 ≤ √s < 0.9 GeV, (b)φ resonance covering 0.9 ≤ √s < 1.05 GeV, (c)ω′-
ω′′ (excited ω) resonances covering 1.05 ≤ √s < 3 GeV, and (d)J/ψ resonance covering
3 ≤ √s < 3.5 GeV.
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Chapter 5
Systematics
The visible cross section systematic errors are compiled in Table 5.1. The preliminary
systematic uncertainties will be updated for the publication results. The trigger efficiency
error has yet to be determined, and depends on the work of others outside the scope of this
analysis. Table 5.1 is organized as follows. The as yet to be determined trigger efficiency
error is the first entry. This is followed by the other systematic errors descending in order
from largest to smallest. Only errors that are at least 0.1% are deemed material, and are
included in the minimum total entry. The material errors are located above the minimum
total entry. The minimum total entry is obtained by adding the material errors in quadrature
(it is a minimum due to the unknown trigger efficiency error). The errors located bellow the
minimum total entry are the non-material ones, and are included for completeness.
There are two types of systematic errors in the analysis. There are the “standard” Belle
systematic errors and the systematic errors due to analysis cuts. The Belle collaboration has
developed procedures for determining the former set of errors, while the latter set of errors
is determined by varying the analysis cuts. All of the errors are estimated as energy inde-
pendent. The Belle systematic errors are normally estimated as being energy independent.
Part of finalizing the systematic errors due to analysis cuts will be determining which errors
should be estimated as a function of the c.m. energy.
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5.1 “Standard” Belle Systematic Errors
The Belle systematic errors in Table 5.1 are the trigger efficiency, PID efficiency, total in-
tegrated luminosity, track finding efficiency, experiment (exp) 61 & 63 unofficial integrated
luminosity, and branching fraction for a neutral pion decaying to 2 photons (Bpi0→γγ).
The trigger efficiency error is obtained by comparing the trigger bits for real data and
signal MC. The different physics skims rely on different event reconstruction trigger bits, see
Section 2.11. This analysis uses the tau-skim (Sub-subsection 4.2.0.1), and only events with
two good tracks are used (the tau-skim minimum number of good tracks). The result of this
track cut is that the trigger bits must be specifically checked for this analysis, and cannot
rely on the work of other analyses. Information on accessing the trigger bit information can
be found at [92], [93], and [94], and the study of this systematic error is being carried out
by Jaromir Kaspar.
The PID detector efficiency correction is a procedure that corrects the MC derived de-
tector efficiency based on the use of real data, see Subsection 4.3.3. This correction directly
depends on the pi-signal to K-background likelihood ratio (Lpi/K) cuts, and the uncertainty
associated with this correction is taken as the PID efficiency systematic error. The detec-
tor efficiency correction factor used in the visible cross section calculation is 0.928 ± 0.018,
resulting in the relative systematic error of 1.9%.
The total integrated luminosity error is estimated by the Belle collaboration [122], and is
determined by the accuracy of the Bhabha event generator. The total integrated luminosity
error is taken as 1.4%.
The track finding efficiency error is estimated by the Belle collaboration. The error is
0.35% per track in the given event topology for the caseB data. All the individual track
errors are added linearly to obtain the total track finding efficiency error. The signal events
in this analysis have two tracks (the positive and negative pions), and so the total track
finding efficiency error is taken as 0.7%.
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The exp 61 & 63 unofficial integrated luminosity error arises from not using the official
integrated luminosity values for these two experiment numbers. The unofficial integrated
luminosity values are found at [122], and these values are close to the official values. The
individual experiment number Υ(4S) unofficial integrated luminosity values are summed for
exp 31 to 51 and 55 to obtain the unofficial exp 31 to 55 luminosity value (Lunoffexp31−55). The
individual experiment number Υ(4S) unofficial integrated luminosity values are summed for
exp 61 and 63 to obtain the unofficial exp 61 and 63 luminosity value (Lunoffexp61−63). The official
integrated luminosity value for exp 31 to 55 (Loffexp31−55) is added to the unofficial exp 61 and
63 luminosity value to obtain the total integrated luminosity value for exp 31 to 63 (Ltotexp31−63)
used in this analysis to calculate the cross section. The exp 61 & 63 unofficial integrated
luminosity error is obtained by taking the relative difference between the official and unofficial
integrated luminosity values for exp 31 to 55, and then multiplying this by the ratio of the
exp 61 and 63 unofficial integrated luminosity value and the total integrated luminosity value
for exp 31 to 63:
[(
Lunoffexp31−55 − Loffexp31−55
)
/Loffexp31−55
]
∗
(
Lunoffexp61−63/Ltotexp31−63
)
. The result is
0.061%, which is deemed too small for inclusion in the total systematic error.
The Bpi0→γγ error is obtained from the Particle Data Group (PDG) [11]. The PDG
branching fraction is 0.98823± 0.00034, resulting in a relative error of 0.034%. This error is
deemed too small for inclusion in the total systematic error.
5.2 Systematic Errors Due To Analysis Cuts
The systematic errors due to analysis cuts in Table 5.1 are the ISR photon c.m. frame
angle (θISR) cut, physics backgrounds (uds, pi+pi−2pi0, · · · ), pre-kinematic fitting lab frame
photon energy (pre-kfit lab E(γ)) cut, track PID cuts, neutral pion mass (m(pi0)) ranges,
pre-kinematic fitting total event 4-momentum (pre-kfit pµtot) cuts, kinematic fitting chi-square
(kfit χ2) cut, detector efficiency fit function, and background subtraction. With exception
to the case of the physics backgrounds (uds, pi+pi−2pi0, · · · ) error, an outline of the procedure
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used to calculate the systematic errors due to the analysis cuts is as follows. A modification
is made to the analysis procedure: varying an analysis cut, adding additional cuts, or some
other change to a step in the analysis procedure. The cross section is recalculated after
making this change. The bin-by-bin cross section values are then summed over 0.73 ≤ √s <
3.5 GeV, producing the total systematic cross section (σtotsys). The standard bin-by-bin cross
section values (Appendix A) are also summed over 0.73 ≤ √s < 3.5 GeV, producing the
total standard cross section (σtotstd). The systematic error is then taken as the absolute value
of the relative difference between the total systematic cross section and the total standard
cross section: |(σtotsys − σtotstd)/σtotstd|.
A caveat should be mentioned. The PID efficiency correction is not updated for the
total systematic cross sections (the PID efficiency correction from the analysis is used). This
should have little to no effect on the total systematic cross section values, except for possibly
the case of the PID cuts. The inclusion of the PID efficiency correction will probably cause
this total systematic cross section to better agree with the total standard cross section (i.e.,
make the systematic error smaller), as one expects the PID efficiency correction to change
in accordance with the change in the PID cuts.
The θISR cut error is obtained by changing the analysis cut from 25◦ ≤ θ(γISR) ≤ 155◦
(Table 4.3) to 47◦ ≤ θ(γISR) ≤ 133◦. This systematic cut is chosen so as to remove the ECL
end-caps (i.e., only use the ECL barrel). This leads to an error of 3.8%, which is the largest
systematic error. Future work will be carried out to better understand and reduce this error.
Figure 4.8 shows the distribution of ISR photon c.m. frame angle. One can see that there is
some disagreement between signal MC and data in the ECL barrel near the gaps between the
ECL barrel and end-caps. This problem can either be dealt with by adjusting the analysis
cuts, or by using the data to correct the MC derived detector efficiency.
The procedure for obtaining the physics backgrounds (uds, pi+pi−2pi0, · · · ) error is dif-
ferent from that of obtaining the other systematic errors due to analysis cuts. This er-
ror is produced by estimating the size of the e+e− → pi+pi−pi0pi0γISR(γISR) background.
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The pi+pi−pi0pi0 ISR background process is expected to produce the largest physics back-
ground, due to the possibility of misidentifying the daughter photons from one of the
neutral pions as background photons. The daughter photons from the detected neutral
pion will then allow these background events to survive the background subtraction pro-
cedure. The full energy range detector efficiency (not the bin-by-bin or the fit detec-
tor efficiency) is calculated for the pi+pi−pi0 process using the signal MC (full(pi+pi−pi0)).
The full energy range detector efficiency is also calculated for the pi+pi−pi0pi0 process being
detected as the pi+pi−pi0 process using MC based on PHOKHARA 6.2 (full(pi+pi−2pi0 →
pi+pi−pi0)). The relative size of the pi+pi−pi0pi0 contamination is estimated by using these de-
tector efficiencies and the Born cross sections for the pi+pi−pi0 process (σBorn(pi+pi−pi0)) and
the pi+pi−pi0pi0 process (σBorn(pi+pi−2pi0)): {[σBorn(pi+pi−2pi0)full(pi+pi−2pi0 → pi+pi−pi0)]/
[σBorn(pi
+pi−pi0)full(pi+pi−pi0)]}. This error estimation is conservative in that it does not use
background subtraction for the pi+pi−pi0pi0 process. This process has a relatively large high-
side background, see Figure 5.1a. Future work will be carried out to turn this systematic
error into a correction. Other backgrounds will also be included in this correction as needed,
such as continuum (uds) and B-physics backgrounds. The size of these physics backgrounds
may also be limited with new or adjusted analysis cuts. For instance, Figure 5.1b shows
that the pi+pi−pi0pi0 process has a kinematic fitting chi-square distribution that favors large
χ2 values. A tighter chi-square cut will suppress this background. The resulting error is
2.8%, which is the second largest systematic error. Since this error will be turned into a
correction, it will either be eliminated or greatly reduced.
The pre-kfit lab E(γ) cut error is obtained by changing the analysis cut from pre-kfit lab
E(γ) ≥ 0.1 GeV (Table 4.3) to pre-kfit lab E(γ) ≥ 0.135 GeV. This cut has no effect on
the ISR photon, and it predominantly affects the neutral pion daughter photon with lesser
energy. Since this cut uses pre-kinematic fitting lab frame energy, it represents a cut at the
hardware level. The resulting systematic error is 1.2%.
The PID cuts error is obtained by changing the signal-to-background likelihood ratio
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Figure 5.1: The pre-background subtracted MC (a)neutral pion mass (m(pi0) or m(γγ)) and
(b) kinematic fitting chi-square distributions for the pi+pi−pi0pi0 ISR background process.
The pi+pi−pi0pi0 process is used to estimate the physics background systematic error. These
pi+pi−pi0pi0 ISR events pass the pre-kinematic fitting cuts, the kinematic fitting, and the post-
kinematic fitting cuts used for the pi+pi−pi0 ISR signal process. The (a) distribution should
be compared to Figure 4.10, and the (b) distribution should be compared to Figure 4.2.
Neither of the MC distributions has been scaled to the real data.
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cuts, while keeping the lepton-identification cuts the same. The Lpi/e ≥ 0.1 is changed to
Lpi/e ≥ 0.4, Lpi/K ≥ 0.6 is changed to Lpi/K ≥ 0.9, and Lpi/p ≥ 0.4 is changed to Lpi/p ≥ 0.6.
As with the analysis PID cuts (Table 4.3), these systematic error PID cuts are applied
individually to the positive and negative pions. The resulting systematic error is 0.94%.
The m(pi0) ranges error is obtained by reducing the size of the low-side background,
signal-background, and high-side background neutral pion mass ranges (Sub-subsection
4.2.1.1). The size of these ranges is changed from 0.055 GeV/c2 to 0.035 GeV/c2: low-side
background from 0.02 ≤ m(pi0) ≤ 0.075 GeV/c2 to 0.02 ≤ m(pi0) ≤ 0.055 GeV/c2, signal-
background from 0.11 ≤ m(pi0) ≤ 0.165 GeV/c2 to 0.12 ≤ m(pi0) ≤ 0.155 GeV/c2, and high-
side background range from 0.2 ≤ m(pi0) ≤ 0.255 GeV/c2 to 0.22 ≤ m(pi0) ≤ 0.255 GeV/c2.
The resulting systematic error is 0.76%.
The pre-kfit pµtot cuts error is obtained by introducing cuts on the pre-kinematic fitting
total event 4-momentum. The total event 4-momentum is obtained by summing the 4-
momenta of the two tracks and three photons that make up an event. Since this is done
in the c.m. frame, an ideal event has zero total 3-momentum and 10.58 GeV total energy.
The systematic error cuts are applied to the individual components of the total event 4-
momentum: −0.2 ≤ pxtot ≤ 0.2 GeV/c, −0.2 ≤ pytot ≤ 0.2 GeV/c, −0.2 ≤ pztot ≤ 0.2 GeV/c,
and 10.3 ≤ Etot ≤ 10.7 GeV. These systematic error cuts provide a reliability test of the
ability of the kinematic fitting procedure to reconstruct an event. The resulting systematic
error is 0.58%.
The kfit χ2 cut error is obtained by changing the analysis cut from kfit χ2 ≤ 40 (Table 4.3)
to kfit χ2 ≤ 30. The result is 0.049%, which is deemed too small for inclusion in the total
systematic error.
The detector efficiency fit function error is obtained by changing the degree of the poly-
nomial function used to fit the bin-by-bin detector efficiency (Subsection 4.3.2). A cubic
and quartic polynomial are fitted to the bin-by-bin detector efficiency (the analysis uses a
quadratic polynomial), and the largest error for the two cases is taken as the detector ef-
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ficiency fit function error. The resulting systematic error is 0.012%, which is too small for
inclusion in the total systematic error.
The background subtraction error is obtained by changing the number of bins in the
running average used to smooth the background for the background subtraction procedure
(Sub-subsection 4.2.1.1). One bin (i.e., no running average), five adjacent bins, and seven
adjacent bins are used for the running average (the analysis uses three adjacent bins), and
the largest error for the three cases is taken as the background subtraction error. The
resulting systematic error is 0.0023%. This error is deemed too small for inclusion in the
total systematic error.
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Table 5.1: The e+e− → pi+pi−pi0 visible cross section systematic error table. Errors that are
less than 0.1% are not included in the total, as they are deemed too small to be material.
These small errors are included in the table for completeness.
Systematic
Uncertainty
Relative
Error [%] Status Basis
Trigger Efficiency To BeDetermined
In Progress:Need Trigger
Bits For Data Ask Expert:Inspect Individual Bit Masks
θ(γISR) Cut 3.75
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
θ0 = 47
◦
Physics Backgrounds
(uds, pi+pi−2pi0, · · · ) 2.8
Preliminary:
Turn Into A Correction
[σBorn(pi
+pi−2pi0)full(pi+pi−2pi0 → pi+pi−pi0)]/
[σBorn(pi
+pi−pi0)full(pi+pi−pi0)]
PID Efficiency 1.92 Done kid_eff_06s.h Class [117]
Total Integrated
Luminosity 1.4 Done Bhabha Generator Accuracy [122]
Pre-KFit lab E(γ) Cut 1.17
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
Pre-KFit lab E(γ) ≥ 0.135 GeV
PID Cuts 0.943
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
e-ID ≤ 0.1, µ-ID < 0.1, Lpi/e ≥ 0.4,
Lpi/K ≥ 0.9, and Lpi/p ≥ 0.6
m(pi0) Ranges 0.759
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
0.035 GeV/c2 m(pi0) Ranges
Track Finding
Efficiency 0.7 Preliminary
0.35% For Each Track Added
Linearly:Verify with Ozaki-san
Pre-KFit pµtot Cuts 0.583
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
Pre-KFit −0.2 ≤ pxtot, pytot, pztot ≤ 0.2 GeV/c
and 10.3 ≤ Etot ≤ 10.7 GeV
Minimum Total >5.6 In Progress Only Add Errors > 0.1%In Quadrature
Exp 61 & 63 Unofficial
Integrated Luminosity [122] 0.0613
Preliminary:
Use Official Values
[(
Lunoffexp31−55 − Loffexp31−55
)
/Loffexp31−55
]
∗
(
Lunoffexp61−63/Ltotexp31−63
)
KFit χ2 Cut 0.0488
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
KFit χ2 ≤ 30
Bpi0→γγ 0.0344 Done PDG [11]
Detector Efficiency
Fit Function 0.0124
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
Cubic and Quartic Fit Polynomials
Background
Subtraction 0.00229
Preliminary:
σ(0.73 ≤ √s < 3.5 GeV)
Relative Change
1, 5, And 7 Bin Averages
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Chapter 6
Results
This analysis reports the e+e− → pi+pi−pi0 visible cross section over the 0.73 ≤ √s < 3.5 GeV
energy range. Figure 4.21 and Figure 4.22 show that this energy range includes the ω, φ, ω′,
ω′′, and J/ψ resonances, where the cross section values span around 4.5 orders of magnitude.
Figure 4.1 provides the formula used to calculate the visible cross section, which depends on
the corrected signal yield (Section 4.2), effective luminosity (Section 4.4), detector efficiency
(Section 4.3), and branching fraction for a neutral pion decaying to 2 photons (particle
data group (PDG) [11]). This cross section measurement makes use of the radiative return
method, by which a leading-order (LO) initial-state-radiation (ISR) photon is used to lower
the effective energy of the initial-state electron-positron annihilation. The radiative return
method allows for a cross section measurement over a range of energies at a fixed-energy
KEKB machine. The primary motivation for measuring this cross section is that it can be
used in the calculation of the hadronic vacuum polarization (HVP) contribution to the muon
anomalous magnetic moment (aµ). This cross section can also be used in the calculation of
the running of alpha (α(s)), and it is also valuable to hadron spectroscopy.
6.1 Previous Measurements
The e+e− → pi+pi−pi0 cross section has been measured several times over a number of years.
The largest single difference between this result and the previous measurements is the size
of the covered energy range, see Figure 6.1. The previous measurements cover “small” en-
ergy ranges, while this measurement covers all of these energy ranges (except for a small
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range below 0.73 GeV) and extends above previous measurements to include the J/ψ reso-
nance. Another important difference, aside from the 2004 BABAR measurement, is that the
previous measurements use energy scan machines. The energy scan measurements almost al-
ways report cross section values at energy “points”, while the radiative return measurements
(BABAR and this analysis) report cross section values for energy bins. Figure 6.2 shows
linear-plots of the cross section broken down into energy sub-ranges. Given the disparity
between cross section values for points and bins, it is hard to make a direct comparison be-
tween the energy scan and radiative return methods. This disparity is particularly apparent
in Figure 6.2b. There is at least good qualitative agreement between the two methodolo-
gies, despite the previous measurements being the dressed or Born cross section and this
measurement being a visible cross section. Figure 6.2c shows that there is very good agree-
ment between this analysis and the BABAR measurement; this analysis agrees with BABAR
concerning the discrepancy between BABAR and DM2 at the ω′′ (around 1.6 GeV).
6.2 Radiative Corrections
This analysis reports a visible cross section, while the publication of this work will also report
the dressed or Born cross section. A visible cross section includes radiative effects from ISR
and final-state-radiation (FSR), the dressed cross section removes all of the ISR effects, and
the Born cross section excludes all of the radiative effects. The radiative effects are primarily
important at the resonances, but the absolute size of the effect is expected to be small. The
dressed cross section calculation is similar to the visible cross section calculation. Figure 6.3
shows the dressed cross section formula, and it only differs from the visible cross section
formula in Figure 4.1 by the radiative correction (R) term.
The ISR-exclusive cross section can theoretically be obtained by running PHOKHARA
in LO mode (with VP turned on), and then dividing the resulting event generator signal
yield by the effective luminosity. The LO ISR is used to obtain the energy dependent signal
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Figure 6.1: A logarithmic-plot of the e+e− → pi+pi−pi0 cross section. DM1 [123] results are
shown as yellow down arrows, ND [124] results are shown as cyan stars, DM2 [125] results
are shown as magenta crosses, SND [5], [6], and [7] results are shown as red up arrows,
CMD2 [8], [9], and [10] results are shown as green diamonds, BABAR [16] results are shown
as blue squares, and BELLE results are shown as black circles. BELLE reports the visible
cross section, while the others report the dressed or Born cross section.
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Figure 6.2: A linear-plot of the e+e− → pi+pi−pi0 cross section: (a)ω resonance, (b)φ reso-
nance, (c)ω′-ω′′ (excited ω) resonances, and (d)J/ψ resonance. DM1 [123] results are shown
as yellow down arrows, ND [124] results are shown as cyan stars, DM2 [125] results are shown
as magenta crosses, SND [5], [6], and [7] results are shown as red up arrows, CMD2 [8], [9],
and [10] results are shown as green diamonds, BABAR [16] results are shown as blue squares,
and BELLE results are shown as black circles. BELLE reports the visible cross section, while
the others report the dressed or Born cross section.
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yield, while the NLO ISR provides the first-order ISR radiative effects. PHOKHARA is run
in NLO mode (with VP turned on) for signal MC production, since this more accurately
models the physical signal. The ISR component of the R term can be obtained by running
PHOKHARA (Section 3.1) in LO and next-to-leading (NLO) modes, then dividing the LO
event generator signal yield by the NLO event generator signal yield.
The FSR radiative effects can be provided by the PHOTOS program [126] and [127]. The
QQ98 (Section 3.2) program can be replaced with the EvtGen program [128] and [129], with
PHOTOS integrated into EvtGen. This will then allow for the production of the dressed
cross section.
σdressedi =
Ncori
RiLeffi iBpi0→γγ
Figure 6.3: Formula used to calculate the dressed cross section: i is the ith
√
s bin, σvis is the
visible cross section, N cor is the corrected signal yield, R is the radiative corrections, Leff is
the effective integrated luminosity,  is the detector efficiency, and Bpi0→γγ is the branching
fraction for a neutral pion decaying to 2 photons. The N cor is obtained by subtracting the
backgrounds from the measured signal yield, and then applying the mass unfolding. The
Leff is obtained from the total integrated luminosity of the data set and the ISR differential
luminosity. This formula is the same as the visible cross section formula (Figure 4.1) except
for the R term. This formula corresponds to Equation C.15.
6.3 Fitting Data
A fit to the cross section data is often made when publishing a cross section measurement.
In keeping with convention, a future publication will likely include a fit to the cross section
values. Fitting the cross section values will require a theoretical model, and a suitable one
has yet to be determined.
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Appendix A
Bin-By-Bin Results
The following tables list the bin-by-bin values for the detector efficiency (), corrected signal
yield (N cor), “true” signal yield (N true = N cor/), effective luminosity (Leff ), and visible
cross section (σvis). The σvis values are obtained by combining the other table quantities
via the equation found in Figure 4.1. See Section 4.5 for more details on the σvis.
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Table A.1: The visible cross section calculation components and results: c.m. frame energy
(
√
s), detector efficiency (), corrected signal yield (N cor), true signal yield (N true = N cor/),
effective luminosity (Leff ), and visible cross section (σvis). A Bpi0→γγ = 0.98823±0.00034 [11]
is used for the σvis calculation. The PID detector efficiency correction is not included in the
, but is instead included as a separate factor in the denominator of the σvis calculation.
The value of the PID detector efficiency correction is 0.928 ± 0.018, see Subsection 4.3.3.
The
√
s entries are the central value of the corresponding 0.005 GeV bin. All the errors in
the table are statistical, while the Bpi0→γγ and PID detector efficiency correction errors are
considered systematic.
√
s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb] √s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb]
0.7325 0.0516±0.0011 55.1±6.1 1070±120 170.2 6.85±0.77 0.9825 0.0607±0.0014 202±11 3330±200 229.9 15.82±0.93
0.7375 0.0518±0.0011 77.9±8.4 1500±170 171.3 9.6±1.1 0.9875 0.0609±0.0014 243±12 3990±210 231.1 18.8±1
0.7425 0.0519±0.0011 100.5±7.7 1940±150 172.5 12.24±0.98 0.9925 0.0611±0.0014 281±13 4610±240 232.3 21.6±1.1
0.7475 0.0521±0.0011 144.2±9.5 2770±190 173.7 17.4±1.2 0.9975 0.0612±0.0014 358±14 5850±270 233.5 27.3±1.3
0.7525 0.0523±0.0012 225±12 4300±250 174.9 26.8±1.5 1.0025 0.0614±0.0014 464±16 7550±310 234.7 35.1±1.4
0.7575 0.0525±0.0012 359±15 6840±330 176.1 42.4±2 1.0075 0.0616±0.0014 692±18 11230±390 235.9 51.9±1.8
0.7625 0.0527±0.0012 570±19 10820±430 177.3 66.6±2.6 1.0125 0.0617±0.0014 1437±26 23270±680 237.1 107.1±3.1
0.7675 0.0529±0.0012 1001±24 18930±620 178.5 115.7±3.8 1.0175 0.0619±0.0014 5875±65 94900±2400 238.3 434±11
0.7725 0.0531±0.0012 2164±35 40800±1100 179.6 247.5±6.8 1.0225 0.0621±0.0014 2535±40 40800±1100 239.6 185.9±5.2
0.7775 0.0533±0.0012 6135±63 115100±2800 180.8 695±17 1.0275 0.0623±0.0014 260.3±8.7 4180±170 240.8 18.95±0.77
0.7825 0.0535±0.0012 12728±96 238000±5600 182 1427±33 1.0325 0.0624±0.0014 45.5±2.9 729±49 242 3.29±0.22
0.7875 0.0537±0.0012 6786±65 126500±3000 183.2 753±18 1.0375 0.0626±0.0015 12.3±1.2 196±19 243.2 0.881±0.087
0.7925 0.0538±0.0012 2656±39 49300±1300 184.4 291.9±7.8 1.0425 0.0628±0.0015 8.2±1.2 131±19 244.4 0.585±0.085
0.7975 0.054±0.0012 1390±28 25730±770 185.6 151.2±4.5 1.0475 0.0629±0.0015 15.2±2.4 241±38 245.6 1.07±0.17
0.8025 0.0542±0.0012 873±23 16090±560 186.7 94±3.3 1.0525 0.0631±0.0015 17.3±3.1 274±49 246.9 1.21±0.22
0.8075 0.0544±0.0012 603±19 11080±430 187.9 64.3±2.5 1.0575 0.0633±0.0015 27.8±4.5 440±72 248.1 1.94±0.32
0.8125 0.0546±0.0012 457±17 8380±360 189.1 48.3±2.1 1.0625 0.0634±0.0015 36.3±5.4 572±86 249.3 2.5±0.37
0.8175 0.0548±0.0012 367±15 6700±310 190.3 38.4±1.8 1.0675 0.0636±0.0015 40.1±4.9 630±79 250.5 2.74±0.34
0.8225 0.055±0.0012 319±14 5800±290 191.5 33±1.7 1.0725 0.0638±0.0015 40.3±4.9 632±78 251.7 2.74±0.34
0.8275 0.0552±0.0012 262±13 4740±250 192.7 26.8±1.4 1.0775 0.0639±0.0015 42.8±5.6 670±89 252.9 2.89±0.38
0.8325 0.0553±0.0012 231±12 4170±240 193.9 23.4±1.3 1.0825 0.0641±0.0015 44.7±5.1 698±82 254.2 3±0.35
0.8375 0.0555±0.0012 192±11 3450±220 195.1 19.3±1.2 1.0875 0.0643±0.0015 53.9±6.1 840±96 255.4 3.59±0.41
0.8425 0.0557±0.0012 176±11 3170±210 196.3 17.6±1.1 1.0925 0.0644±0.0015 73±7.5 1130±120 256.6 4.82±0.51
0.8475 0.0559±0.0012 170±11 3030±200 197.5 16.8±1.1 1.0975 0.0646±0.0015 72.7±6.7 1130±110 257.8 4.76±0.45
0.8525 0.0561±0.0013 145±10 2590±190 198.7 14.2±1 1.1025 0.0647±0.0015 77±6.6 1190±110 259 5.01±0.45
0.8575 0.0563±0.0013 157.5±9.8 2800±190 199.9 15.3±1 1.1075 0.0649±0.0015 76.9±7.6 1180±120 260.2 4.97±0.5
0.8625 0.0564±0.0013 141.5±9.6 2510±180 201.1 13.6±0.97 1.1125 0.0651±0.0015 74.9±6.8 1150±110 261.5 4.8±0.45
0.8675 0.0566±0.0013 143.1±9.4 2530±180 202.3 13.63±0.94 1.1175 0.0652±0.0015 85.8±7.2 1320±110 262.7 5.46±0.48
0.8725 0.0568±0.0013 129.4±9.1 2280±170 203.4 12.21±0.9 1.1225 0.0654±0.0016 84.6±7 1290±110 263.9 5.35±0.46
0.8775 0.057±0.0013 136.3±9.5 2390±180 204.6 12.75±0.93 1.1275 0.0656±0.0016 82.2±6.5 1250±100 265.2 5.16±0.43
0.8825 0.0572±0.0013 124.3±8.3 2170±150 205.8 11.52±0.81 1.1325 0.0657±0.0016 100.4±7.5 1530±120 266.4 6.25±0.49
0.8875 0.0574±0.0013 139±9.6 2420±180 207 12.77±0.93 1.1375 0.0659±0.0016 101.4±8 1540±130 267.6 6.28±0.52
0.8925 0.0575±0.0013 143.9±9.8 2500±180 208.2 13.11±0.94 1.1425 0.066±0.0016 94.4±7.1 1430±110 268.9 5.8±0.46
0.8975 0.0577±0.0013 139.6±9.7 2420±180 209.4 12.6±0.92 1.1475 0.0662±0.0016 83.3±6.9 1260±110 270.1 5.08±0.44
0.9025 0.0579±0.0013 123.1±8.8 2130±160 210.6 11.01±0.83 1.1525 0.0664±0.0016 86.6±7.4 1310±120 271.3 5.25±0.47
0.9075 0.0581±0.0013 129.5±8.9 2230±160 211.8 11.49±0.83 1.1575 0.0665±0.0016 98.3±7.8 1480±120 272.5 5.92±0.49
0.9125 0.0583±0.0013 134.2±9.6 2300±170 213 11.79±0.88 1.1625 0.0667±0.0016 99.7±7.8 1500±120 273.8 5.96±0.49
0.9175 0.0584±0.0013 124.4±8.5 2130±150 214.2 10.84±0.78 1.1675 0.0668±0.0016 91.1±7.1 1360±110 275 5.41±0.44
0.9225 0.0586±0.0013 117±8.1 2000±150 215.4 10.11±0.73 1.1725 0.067±0.0016 88.8±7 1330±110 276.2 5.24±0.43
0.9275 0.0588±0.0013 120.8±8.8 2060±160 216.6 10.35±0.79 1.1775 0.0671±0.0016 96.8±8.1 1440±130 277.5 5.67±0.49
0.9325 0.059±0.0013 140.3±9.4 2380±170 217.8 11.92±0.84 1.1825 0.0673±0.0016 106.2±7.9 1580±120 278.7 6.17±0.49
0.9375 0.0591±0.0013 144.6±9.7 2440±170 219 12.17±0.86 1.1875 0.0675±0.0016 111.7±8.7 1660±130 279.9 6.45±0.52
0.9425 0.0593±0.0013 141.4±9.4 2380±170 220.2 11.81±0.83 1.1925 0.0676±0.0016 109±8.1 1610±130 281.2 6.25±0.49
0.9475 0.0595±0.0014 153.2±10 2580±180 221.4 12.69±0.88 1.1975 0.0678±0.0016 104.2±8 1540±120 282.4 5.94±0.48
0.9525 0.0597±0.0014 163±10 2730±180 222.7 13.38±0.89 1.2025 0.0679±0.0017 102.7±7.5 1510±120 283.6 5.81±0.45
0.9575 0.0598±0.0014 172±11 2880±190 223.9 14.04±0.93 1.2075 0.0681±0.0017 92±7.6 1350±120 284.9 5.18±0.44
0.9625 0.06±0.0014 162.2±9.8 2700±170 225.1 13.1±0.85 1.2125 0.0682±0.0017 90.8±7.2 1330±110 286.1 5.07±0.42
0.9675 0.0602±0.0014 188±11 3120±190 226.3 15.05±0.93 1.2175 0.0684±0.0017 100.4±8 1470±120 287.3 5.58±0.46
0.9725 0.0604±0.0014 207±11 3420±210 227.5 16.43±0.99 1.2225 0.0685±0.0017 108.2±8.3 1580±130 288.6 5.97±0.48
0.9775 0.0605±0.0014 196±11 3230±190 228.7 15.41±0.9 1.2275 0.0687±0.0017 109.6±8 1600±120 289.8 6±0.46
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Table A.2: The visible cross section calculation components and results: c.m. frame energy
(
√
s), detector efficiency (), corrected signal yield (N cor), true signal yield (N true = N cor/),
effective luminosity (Leff ), and visible cross section (σvis). A Bpi0→γγ = 0.98823±0.00034 [11]
is used for the σvis calculation. The PID detector efficiency correction is not included in the
, but is instead included as a separate factor in the denominator of the σvis calculation.
The value of the PID detector efficiency correction is 0.928 ± 0.018, see Subsection 4.3.3.
The
√
s entries are the central value of the corresponding 0.005 GeV bin. All the errors in
the table are statistical, while the Bpi0→γγ and PID detector efficiency correction errors are
considered systematic.
√
s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb] √s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb]
1.2325 0.0689±0.0017 115.4±7.8 1680±120 291.1 6.28±0.45 1.4825 0.076±0.002 114.3±7.9 1500±110 354.2 4.64±0.34
1.2375 0.069±0.0017 121±8.4 1750±130 292.3 6.54±0.48 1.4875 0.0761±0.002 115.3±7.7 1510±110 355.4 4.65±0.33
1.2425 0.0692±0.0017 110.2±7.7 1590±120 293.6 5.92±0.44 1.4925 0.0763±0.002 115.6±8 1520±110 356.7 4.64±0.34
1.2475 0.0693±0.0017 133.2±9.2 1920±140 294.8 7.11±0.52 1.4975 0.0764±0.002 107.8±7.8 1410±110 358 4.3±0.33
1.2525 0.0695±0.0017 118.6±8.7 1710±130 296.1 6.29±0.49 1.5025 0.0765±0.0021 117.6±8.4 1540±120 359.3 4.66±0.35
1.2575 0.0696±0.0017 102.4±7 1470±110 297.3 5.4±0.39 1.5075 0.0766±0.0021 111.1±7.8 1450±110 360.6 4.38±0.33
1.2625 0.0698±0.0017 115.9±8.4 1660±130 298.5 6.07±0.47 1.5125 0.0768±0.0021 110.1±7.6 1430±110 361.9 4.32±0.32
1.2675 0.0699±0.0017 115.8±8 1660±120 299.8 6.03±0.44 1.5175 0.0769±0.0021 115.2±7.6 1500±110 363.2 4.5±0.32
1.2725 0.0701±0.0017 114.1±8.1 1630±120 301 5.9±0.44 1.5225 0.077±0.0021 106.5±7.9 1380±110 364.5 4.14±0.33
1.2775 0.0702±0.0017 116.9±8.3 1670±120 302.3 6.01±0.45 1.5275 0.0772±0.0021 115.2±8.1 1490±110 365.8 4.45±0.33
1.2825 0.0704±0.0018 121.3±8.5 1720±130 303.5 6.2±0.46 1.5325 0.0773±0.0021 105.7±7.4 1370±100 367.1 4.06±0.31
1.2875 0.0705±0.0018 106.1±7.9 1500±120 304.8 5.39±0.42 1.5375 0.0774±0.0021 115.5±7.4 1490±100 368.4 4.42±0.31
1.2925 0.0707±0.0018 99.4±7.6 1410±110 306 5.02±0.4 1.5425 0.0776±0.0021 130.7±8.5 1690±120 369.7 4.97±0.35
1.2975 0.0708±0.0018 107±7.5 1510±110 307.3 5.37±0.4 1.5475 0.0777±0.0021 137.5±8.3 1770±120 371 5.21±0.34
1.3025 0.071±0.0018 119.8±8.4 1690±130 308.5 5.97±0.45 1.5525 0.0778±0.0021 156.3±9.6 2010±140 372.3 5.89±0.4
1.3075 0.0711±0.0018 114.2±7.7 1610±120 309.8 5.66±0.41 1.5575 0.0779±0.0021 162.9±9.4 2090±130 373.5 6.1±0.39
1.3125 0.0712±0.0018 106.4±7.3 1490±110 311 5.24±0.38 1.5625 0.0781±0.0021 151.7±9.4 1940±130 374.8 5.66±0.38
1.3175 0.0714±0.0018 103.7±7.7 1450±110 312.3 5.07±0.4 1.5675 0.0782±0.0021 132±8.2 1690±110 376.1 4.9±0.33
1.3225 0.0715±0.0018 101.5±7.5 1420±110 313.5 4.94±0.38 1.5725 0.0783±0.0022 122.6±8.2 1560±110 377.4 4.52±0.33
1.3275 0.0717±0.0018 100.4±7.7 1400±110 314.8 4.85±0.39 1.5775 0.0784±0.0022 122.6±8.3 1560±110 378.7 4.5±0.33
1.3325 0.0718±0.0018 95.2±7.3 1330±110 316.1 4.57±0.37 1.5825 0.0786±0.0022 111±7.7 1410±110 380 4.06±0.3
1.3375 0.072±0.0018 108.9±8 1510±120 317.3 5.2±0.4 1.5875 0.0787±0.0022 125.1±7.9 1590±110 381.3 4.55±0.31
1.3425 0.0721±0.0018 124.4±8.4 1720±120 318.6 5.91±0.43 1.5925 0.0788±0.0022 150.2±8.9 1910±130 382.6 5.43±0.36
1.3475 0.0723±0.0018 127.7±8.6 1770±130 319.8 6.03±0.43 1.5975 0.0789±0.0022 164±10 2080±140 383.9 5.91±0.41
1.3525 0.0724±0.0018 120.2±8.3 1660±120 321.1 5.64±0.41 1.6025 0.0791±0.0022 159.5±9.2 2020±130 385.2 5.71±0.37
1.3575 0.0725±0.0019 110.4±7.6 1520±110 322.4 5.15±0.38 1.6075 0.0792±0.0022 148.1±8.9 1870±120 386.5 5.28±0.35
1.3625 0.0727±0.0019 98±7.5 1350±110 323.6 4.55±0.37 1.6125 0.0793±0.0022 144.4±7.7 1820±110 387.8 5.12±0.31
1.3675 0.0728±0.0019 99.5±7.2 1370±110 324.9 4.59±0.35 1.6175 0.0794±0.0022 161.9±9.9 2040±140 389.2 5.72±0.38
1.3725 0.073±0.0019 105.2±7.9 1440±110 326.2 4.82±0.38 1.6225 0.0795±0.0022 160.5±9.1 2020±130 390.5 5.64±0.36
1.3775 0.0731±0.0019 106.6±7.4 1460±110 327.4 4.86±0.36 1.6275 0.0797±0.0022 158.5±9.4 1990±130 391.8 5.54±0.36
1.3825 0.0733±0.0019 114±8.2 1560±120 328.7 5.17±0.39 1.6325 0.0798±0.0022 148.7±8.8 1860±120 393.1 5.17±0.34
1.3875 0.0734±0.0019 114.8±8.2 1560±120 329.9 5.17±0.39 1.6375 0.0799±0.0023 145.6±8.8 1820±120 394.4 5.04±0.33
1.3925 0.0735±0.0019 114.9±8.4 1560±120 331.2 5.15±0.4 1.6425 0.08±0.0023 158.3±9.2 1980±130 395.8 5.45±0.35
1.3975 0.0737±0.0019 102.6±7.7 1390±110 332.5 4.57±0.36 1.6475 0.0801±0.0023 153.4±8.9 1910±120 397.1 5.26±0.34
1.4025 0.0738±0.0019 95.5±6.8 1293±98 333.7 4.23±0.32 1.6525 0.0803±0.0023 153.5±9.1 1910±130 398.4 5.24±0.34
1.4075 0.074±0.0019 99.7±8.1 1350±110 335 4.39±0.37 1.6575 0.0804±0.0023 132.7±8.3 1650±110 399.7 4.51±0.31
1.4125 0.0741±0.0019 96.9±7.2 1310±100 336.3 4.24±0.33 1.6625 0.0805±0.0023 138±8.7 1710±120 401 4.66±0.32
1.4175 0.0742±0.0019 87.8±7.3 1180±100 337.5 3.82±0.33 1.6675 0.0806±0.0023 120±8.3 1490±110 402.4 4.04±0.3
1.4225 0.0744±0.0019 93.3±6.7 1255±96 338.8 4.04±0.31 1.6725 0.0807±0.0023 116±8.2 1440±110 403.7 3.88±0.3
1.4275 0.0745±0.0019 117.8±9 1580±130 340.1 5.07±0.41 1.6775 0.0809±0.0023 107.8±8.2 1330±110 405 3.59±0.29
1.4325 0.0746±0.002 123.6±8.2 1660±120 341.4 5.29±0.38 1.6825 0.081±0.0023 101±7.2 1247±96 406.3 3.35±0.26
1.4375 0.0748±0.002 114.7±8.4 1530±120 342.7 4.88±0.38 1.6875 0.0811±0.0023 92.1±7.7 1140±100 407.6 3.04±0.27
1.4425 0.0749±0.002 101.4±7.4 1350±110 343.9 4.29±0.33 1.6925 0.0812±0.0023 88.9±6.7 1095±88 409 2.92±0.23
1.4475 0.075±0.002 93±7.1 1240±100 345.2 3.92±0.32 1.6975 0.0813±0.0023 85.1±7.6 1047±98 410.3 2.78±0.26
1.4525 0.0752±0.002 90.1±6.8 1199±95 346.5 3.77±0.3 1.7025 0.0814±0.0024 79±6.5 971±85 411.6 2.57±0.22
1.4575 0.0753±0.002 90.7±6.7 1204±94 347.8 3.78±0.29 1.7075 0.0815±0.0024 74.3±6 912±78 412.9 2.41±0.21
1.4625 0.0755±0.002 104.1±7.3 1380±100 349.1 4.31±0.32 1.7125 0.0817±0.0024 70.1±6.4 859±82 414.3 2.26±0.22
1.4675 0.0756±0.002 107.5±7.4 1420±100 350.3 4.43±0.33 1.7175 0.0818±0.0024 60±6.1 733±77 415.6 1.93±0.2
1.4725 0.0757±0.002 112.3±8 1480±110 351.6 4.6±0.35 1.7225 0.0819±0.0024 52.6±4.8 643±62 416.9 1.68±0.16
1.4775 0.0759±0.002 102.9±7 1357±100 352.9 4.2±0.31 1.7275 0.082±0.0024 63.3±6.2 772±79 418.3 2.01±0.21
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Table A.3: The visible cross section calculation components and results: c.m. frame energy
(
√
s), detector efficiency (), corrected signal yield (N cor), true signal yield (N true = N cor/),
effective luminosity (Leff ), and visible cross section (σvis). A Bpi0→γγ = 0.98823±0.00034 [11]
is used for the σvis calculation. The PID detector efficiency correction is not included in the
, but is instead included as a separate factor in the denominator of the σvis calculation.
The value of the PID detector efficiency correction is 0.928 ± 0.018, see Subsection 4.3.3.
The
√
s entries are the central value of the corresponding 0.005 GeV bin. All the errors in
the table are statistical, while the Bpi0→γγ and PID detector efficiency correction errors are
considered systematic.
√
s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb] √s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb]
1.7325 0.0821±0.0024 59.9±5.7 729±73 419.6 1.9±0.19 1.9825 0.0872±0.0028 12.9±3.3 148±38 487.9 0.332±0.086
1.7375 0.0822±0.0024 81.5±7.9 990±100 421 2.57±0.26 1.9875 0.0873±0.0028 15.2±2.3 174±27 489.3 0.387±0.061
1.7425 0.0823±0.0024 67.5±5.9 820±75 422.3 2.12±0.19 1.9925 0.0874±0.0028 10.7±2.3 123±27 490.7 0.273±0.059
1.7475 0.0825±0.0024 64.2±5.9 779±75 423.6 2.01±0.19 1.9975 0.0875±0.0028 15.4±3.1 176±35 492.1 0.389±0.078
1.7525 0.0826±0.0024 63.1±5.5 765±70 425 1.96±0.18 2.0025 0.0876±0.0028 21.6±3.8 246±44 493.5 0.544±0.097
1.7575 0.0827±0.0024 57.1±5.5 691±69 426.3 1.77±0.18 2.0075 0.0877±0.0028 22.2±3.5 253±41 494.9 0.557±0.091
1.7625 0.0828±0.0024 55.8±5.6 674±71 427.7 1.72±0.18 2.0125 0.0878±0.0029 23.1±4.1 264±47 496.3 0.58±0.1
1.7675 0.0829±0.0025 57.7±6.2 696±77 429 1.77±0.2 2.0175 0.0879±0.0029 20.9±3.3 238±38 497.7 0.522±0.083
1.7725 0.083±0.0025 43.3±4.6 522±57 430.4 1.32±0.15 2.0225 0.088±0.0029 20.6±3.4 234±40 499.1 0.511±0.087
1.7775 0.0831±0.0025 55.7±5.3 670±67 431.7 1.69±0.17 2.0275 0.088±0.0029 29.3±4.3 332±50 500.5 0.72±0.11
1.7825 0.0832±0.0025 57.5±6.2 691±77 433 1.74±0.19 2.0325 0.0881±0.0029 28.7±4.2 325±49 502 0.71±0.11
1.7875 0.0833±0.0025 53.1±5.5 637±68 434.4 1.6±0.17 2.0375 0.0882±0.0029 24.1±4.2 274±48 503.4 0.59±0.1
1.7925 0.0834±0.0025 44.6±5.2 535±64 435.7 1.34±0.16 2.0425 0.0883±0.0029 19.7±2.8 223±33 504.8 0.481±0.071
1.7975 0.0835±0.0025 48.4±4.8 579±60 437.1 1.45±0.15 2.0475 0.0884±0.0029 18.8±3.2 213±37 506.2 0.458±0.079
1.8025 0.0837±0.0025 47.6±4.9 570±61 438.4 1.42±0.15 2.0525 0.0885±0.0029 20.6±3.7 232±43 507.6 0.5±0.092
1.8075 0.0838±0.0025 50.5±5.8 603±71 439.7 1.5±0.18 2.0575 0.0886±0.0029 22.9±4.4 258±51 509.1 0.55±0.11
1.8125 0.0839±0.0025 47±4.6 561±58 441.1 1.39±0.14 2.0625 0.0887±0.0029 22.8±3.5 257±41 510.5 0.549±0.087
1.8175 0.084±0.0025 58.3±6.5 694±80 442.5 1.71±0.2 2.0675 0.0887±0.003 24.8±4.4 279±51 511.9 0.59±0.11
1.8225 0.0841±0.0025 45.1±5.1 536±63 443.8 1.32±0.16 2.0725 0.0888±0.003 24.3±4.2 274±48 513.3 0.58±0.1
1.8275 0.0842±0.0025 47±5.1 559±62 445.2 1.37±0.15 2.0775 0.0889±0.003 17.9±2.8 201±33 514.7 0.427±0.069
1.8325 0.0843±0.0026 49.6±5.3 588±65 446.6 1.44±0.16 2.0825 0.089±0.003 23±4 259±45 516.2 0.547±0.096
1.8375 0.0844±0.0026 40.7±5.1 482±62 447.9 1.17±0.15 2.0875 0.0891±0.003 14.4±2.7 162±31 517.6 0.341±0.066
1.8425 0.0845±0.0026 41±5.1 486±62 449.3 1.18±0.15 2.0925 0.0892±0.003 14.5±2.9 163±33 519 0.342±0.07
1.8475 0.0846±0.0026 48.3±5.2 570±64 450.7 1.38±0.15 2.0975 0.0893±0.003 15.4±3.1 173±36 520.4 0.362±0.075
1.8525 0.0847±0.0026 44±4.5 519±56 452 1.25±0.14 2.1025 0.0893±0.003 21.7±3.3 243±38 521.8 0.507±0.08
1.8575 0.0848±0.0026 42±4.3 495±53 453.4 1.19±0.13 2.1075 0.0894±0.003 24.4±4.2 273±48 523.3 0.569±0.099
1.8625 0.0849±0.0026 46.3±5.2 545±63 454.8 1.31±0.15 2.1125 0.0895±0.003 26.9±3.9 300±44 524.7 0.624±0.092
1.8675 0.085±0.0026 39±4.3 458±52 456.1 1.1±0.13 2.1175 0.0896±0.003 23.5±3.4 262±39 526.1 0.543±0.081
1.8725 0.0851±0.0026 31±3.5 365±43 457.5 0.87±0.1 2.1225 0.0897±0.003 25.9±4.4 289±50 527.6 0.6±0.1
1.8775 0.0852±0.0026 35±4.9 410±59 458.9 0.98±0.14 2.1275 0.0897±0.0031 31.4±4.3 349±50 529 0.72±0.1
1.8825 0.0853±0.0026 37.1±4.3 435±52 460.2 1.03±0.12 2.1325 0.0898±0.0031 30.4±5.1 338±58 530.5 0.7±0.12
1.8875 0.0854±0.0026 43.1±4.9 504±60 461.6 1.19±0.14 2.1375 0.0899±0.0031 22±3.2 245±36 531.9 0.502±0.074
1.8925 0.0855±0.0027 48.9±5.7 572±69 463 1.35±0.16 2.1425 0.09±0.0031 23.5±3.3 261±38 533.4 0.534±0.078
1.8975 0.0856±0.0027 45.5±4.7 531±58 464.3 1.25±0.14 2.1475 0.0901±0.0031 29.3±4.4 325±50 534.8 0.66±0.1
1.9025 0.0857±0.0027 45.4±5.2 530±62 465.7 1.24±0.15 2.1525 0.0901±0.0031 22.9±3.7 254±42 536.3 0.517±0.085
1.9075 0.0858±0.0027 34.3±5.4 399±64 467.1 0.93±0.15 2.1575 0.0902±0.0031 17.9±3.7 198±42 537.7 0.402±0.085
1.9125 0.0859±0.0027 33.8±4.7 393±56 468.4 0.92±0.13 2.1625 0.0903±0.0031 19.5±3.4 216±38 539.2 0.436±0.078
1.9175 0.086±0.0027 29.4±3.2 342±39 469.8 0.794±0.089 2.1675 0.0904±0.0031 20.5±3.5 227±40 540.6 0.458±0.08
1.9225 0.0861±0.0027 37.9±5 441±59 471.2 1.02±0.14 2.1725 0.0905±0.0031 21.3±3.6 235±41 542.1 0.474±0.083
1.9275 0.0862±0.0027 39.4±4.8 457±58 472.6 1.06±0.13 2.1775 0.0905±0.0031 20.2±3.1 224±35 543.5 0.449±0.071
1.9325 0.0863±0.0027 29±3.8 336±45 474 0.77±0.1 2.1825 0.0906±0.0032 22.4±3.9 247±44 545 0.494±0.088
1.9375 0.0864±0.0027 23.9±4 276±47 475.4 0.63±0.11 2.1875 0.0907±0.0032 20.8±3.6 230±40 546.4 0.459±0.081
1.9425 0.0865±0.0027 27.3±4.2 315±50 476.8 0.72±0.11 2.1925 0.0908±0.0032 26.2±3.6 288±41 547.9 0.574±0.082
1.9475 0.0866±0.0027 27.8±3.5 321±42 478.2 0.732±0.096 2.1975 0.0908±0.0032 26.4±4 291±46 549.3 0.578±0.091
1.9525 0.0867±0.0028 31.3±4.6 361±55 479.6 0.82±0.12 2.2025 0.0909±0.0032 31.9±5.3 350±59 550.8 0.69±0.12
1.9575 0.0868±0.0028 35.1±4.8 404±57 481 0.92±0.13 2.2075 0.091±0.0032 32.9±5.6 362±63 552.2 0.72±0.12
1.9625 0.0869±0.0028 30.3±4.3 349±51 482.4 0.79±0.12 2.2125 0.0911±0.0032 16.7±2.8 183±31 553.7 0.361±0.061
1.9675 0.087±0.0028 26.3±4.2 302±50 483.7 0.68±0.11 2.2175 0.0911±0.0032 17.3±3.5 190±39 555.2 0.373±0.076
1.9725 0.087±0.0028 22.5±4.2 258±49 485.1 0.58±0.11 2.2225 0.0912±0.0032 16.6±2.7 181±30 556.7 0.356±0.059
1.9775 0.0871±0.0028 16.9±3.2 195±38 486.5 0.436±0.084 2.2275 0.0913±0.0032 20.9±4.4 229±49 558.1 0.447±0.096
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Table A.4: The visible cross section calculation components and results: c.m. frame energy
(
√
s), detector efficiency (), corrected signal yield (N cor), true signal yield (N true = N cor/),
effective luminosity (Leff ), and visible cross section (σvis). A Bpi0→γγ = 0.98823±0.00034 [11]
is used for the σvis calculation. The PID detector efficiency correction is not included in the
, but is instead included as a separate factor in the denominator of the σvis calculation.
The value of the PID detector efficiency correction is 0.928 ± 0.018, see Subsection 4.3.3.
The
√
s entries are the central value of the corresponding 0.005 GeV bin. All the errors in
the table are statistical, while the Bpi0→γγ and PID detector efficiency correction errors are
considered systematic.
√
s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb] √s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb]
2.2325 0.0913±0.0033 19.5±3.6 214±40 559.6 0.417±0.078 2.4825 0.0945±0.0037 10±2.9 106±31 635.4 0.181±0.053
2.2375 0.0914±0.0033 19.9±3.3 218±37 561.1 0.423±0.073 2.4875 0.0945±0.0037 15.4±3.2 163±34 636.9 0.28±0.059
2.2425 0.0915±0.0033 18.2±3.2 199±35 562.6 0.386±0.069 2.4925 0.0946±0.0038 5.5±1.6 58±18 638.5 0.099±0.03
2.2475 0.0916±0.0033 23.1±3.4 252±38 564.1 0.487±0.073 2.4975 0.0946±0.0038 10.3±2.4 109±26 640 0.185±0.044
2.2525 0.0916±0.0033 23.5±3.7 257±41 565.5 0.495±0.079 2.5025 0.0947±0.0038 12.5±2.7 132±29 641.6 0.224±0.049
2.2575 0.0917±0.0033 19.9±3.4 217±38 567 0.417±0.073 2.5075 0.0947±0.0038 18.8±4 198±43 643.1 0.336±0.072
2.2625 0.0918±0.0033 21.6±3.6 235±40 568.5 0.452±0.077 2.5125 0.0948±0.0038 12.4±2.6 130±28 644.7 0.221±0.048
2.2675 0.0918±0.0033 19.6±3.6 214±40 570 0.409±0.077 2.5175 0.0948±0.0038 15.7±3.3 166±36 646.3 0.28±0.06
2.2725 0.0919±0.0033 24.8±4.2 270±46 571.5 0.516±0.089 2.5225 0.0949±0.0038 14.5±2.6 153±28 647.8 0.258±0.047
2.2775 0.092±0.0033 16.4±3 178±33 573 0.339±0.062 2.5275 0.0949±0.0038 13.9±2.9 146±31 649.4 0.246±0.052
2.2825 0.092±0.0033 20.7±4.2 225±46 574.4 0.427±0.088 2.5325 0.0949±0.0038 17.1±3.7 180±40 651 0.302±0.067
2.2875 0.0921±0.0034 14.5±2.8 157±31 575.9 0.298±0.059 2.5375 0.095±0.0038 10.2±2.5 107±27 652.6 0.179±0.044
2.2925 0.0922±0.0034 15.7±2.9 170±32 577.4 0.322±0.06 2.5425 0.095±0.0039 13.2±3 139±32 654.2 0.232±0.053
2.2975 0.0922±0.0034 18.2±2.9 197±32 578.9 0.371±0.061 2.5475 0.0951±0.0039 15.3±3.7 160±40 655.8 0.267±0.066
2.3025 0.0923±0.0034 23.2±4.2 251±46 580.4 0.472±0.087 2.5525 0.0951±0.0039 13±2.2 136±24 657.4 0.226±0.039
2.3075 0.0924±0.0034 19.3±3.1 208±35 581.8 0.391±0.065 2.5575 0.0952±0.0039 11.2±2.2 117±24 659 0.194±0.039
2.3125 0.0924±0.0034 19.7±4.1 213±45 583.3 0.398±0.085 2.5625 0.0952±0.0039 9.6±2.5 101±27 660.6 0.167±0.045
2.3175 0.0925±0.0034 14.6±2.4 157±27 584.8 0.293±0.05 2.5675 0.0953±0.0039 12.4±2.3 130±25 662.1 0.215±0.041
2.3225 0.0926±0.0034 15.6±3.5 169±39 586.4 0.314±0.072 2.5725 0.0953±0.0039 15.6±3.4 164±37 663.7 0.269±0.06
2.3275 0.0926±0.0034 11.1±2.4 120±27 587.9 0.223±0.049 2.5775 0.0954±0.0039 14.7±3.7 154±39 665.3 0.252±0.065
2.3325 0.0927±0.0034 15.3±3.3 165±36 589.4 0.305±0.067 2.5825 0.0954±0.0039 12.5±2.6 131±28 666.9 0.214±0.046
2.3375 0.0928±0.0034 14.7±2.9 158±31 590.9 0.292±0.058 2.5875 0.0955±0.004 5.9±1.6 62±17 668.5 0.101±0.028
2.3425 0.0928±0.0035 13.7±2.6 147±28 592.4 0.271±0.052 2.5925 0.0955±0.004 9.8±2.5 103±26 670.1 0.167±0.043
2.3475 0.0929±0.0035 9.6±2.3 103±25 593.9 0.189±0.046 2.5975 0.0955±0.004 6.4±1.8 67±19 671.7 0.109±0.031
2.3525 0.093±0.0035 12.8±3 138±32 595.4 0.253±0.059 2.6025 0.0956±0.004 12±2.9 125±31 673.3 0.203±0.051
2.3575 0.093±0.0035 11.2±2.3 121±25 597 0.221±0.047 2.6075 0.0956±0.004 9±2.4 94±25 674.9 0.151±0.04
2.3625 0.0931±0.0035 14.6±3.8 157±41 598.5 0.286±0.076 2.6125 0.0957±0.004 10.5±2.3 109±25 676.5 0.176±0.04
2.3675 0.0931±0.0035 13.4±2.8 144±31 600 0.262±0.056 2.6175 0.0957±0.004 13.8±3 145±32 678.1 0.233±0.052
2.3725 0.0932±0.0035 14.8±3.2 159±35 601.5 0.288±0.063 2.6225 0.0957±0.004 10.6±2.4 111±25 679.7 0.178±0.04
2.3775 0.0933±0.0035 19±4 204±44 603 0.369±0.08 2.6275 0.0958±0.004 11.8±2.1 123±22 681.3 0.198±0.035
2.3825 0.0933±0.0035 13±2.5 139±27 604.5 0.252±0.049 2.6325 0.0958±0.004 10.7±2.9 112±31 683 0.179±0.049
2.3875 0.0934±0.0035 17.5±3.2 188±35 606.1 0.338±0.063 2.6375 0.0959±0.0041 14.2±3.4 148±36 684.6 0.236±0.057
2.3925 0.0934±0.0036 14.3±3 153±32 607.6 0.275±0.058 2.6425 0.0959±0.0041 10.7±2.6 112±27 686.2 0.177±0.044
2.3975 0.0935±0.0036 13.9±2.8 149±31 609.1 0.267±0.055 2.6475 0.0959±0.0041 7.5±2.3 78±24 687.9 0.124±0.038
2.4025 0.0936±0.0036 12.6±3.7 135±40 610.6 0.241±0.071 2.6525 0.096±0.0041 4.7±1.9 49±20 689.5 0.077±0.032
2.4075 0.0936±0.0036 5.7±1.8 61±20 612.1 0.109±0.035 2.6575 0.096±0.0041 5.7±1.9 59±20 691.1 0.093±0.031
2.4125 0.0937±0.0036 8±2.2 85±24 613.6 0.151±0.043 2.6625 0.0961±0.0041 3.8±1.6 40±17 692.8 0.063±0.027
2.4175 0.0937±0.0036 9.9±2.4 105±26 615.2 0.187±0.045 2.6675 0.0961±0.0041 6.8±2.1 71±22 694.4 0.111±0.034
2.4225 0.0938±0.0036 12.8±2.9 137±31 616.7 0.242±0.055 2.6725 0.0961±0.0041 8.7±2.3 91±24 696 0.143±0.037
2.4275 0.0939±0.0036 13.3±2.5 141±27 618.3 0.25±0.047 2.6775 0.0962±0.0041 11.5±3.2 120±33 697.7 0.187±0.052
2.4325 0.0939±0.0036 10.6±2.5 113±27 619.8 0.199±0.048 2.6825 0.0962±0.0042 10.2±2 106±21 699.3 0.166±0.033
2.4375 0.094±0.0036 15.6±2.8 166±30 621.4 0.291±0.053 2.6875 0.0962±0.0042 14±3.1 145±33 700.9 0.226±0.052
2.4425 0.094±0.0037 14±2.9 149±32 622.9 0.26±0.055 2.6925 0.0963±0.0042 12.6±2.7 131±29 702.5 0.203±0.045
2.4475 0.0941±0.0037 13.3±3.1 142±33 624.5 0.248±0.058 2.6975 0.0963±0.0042 10±2.4 103±26 704.2 0.16±0.04
2.4525 0.0941±0.0037 18.9±4 201±43 626 0.35±0.075 2.7025 0.0963±0.0042 12.6±3.5 131±36 705.8 0.202±0.056
2.4575 0.0942±0.0037 13.1±2.9 140±31 627.6 0.243±0.055 2.7075 0.0964±0.0042 9.4±2.1 98±22 707.4 0.151±0.034
2.4625 0.0942±0.0037 10.1±2.3 107±25 629.1 0.186±0.043 2.7125 0.0964±0.0042 9.9±2.4 103±25 709.1 0.158±0.039
2.4675 0.0943±0.0037 10±2.8 106±30 630.7 0.183±0.052 2.7175 0.0964±0.0042 11.8±2.9 122±30 710.7 0.187±0.046
2.4725 0.0943±0.0037 13.9±3.7 147±40 632.3 0.254±0.069 2.7225 0.0965±0.0042 9.2±2.2 95±23 712.4 0.146±0.035
2.4775 0.0944±0.0037 11.5±2.3 122±25 633.8 0.21±0.043 2.7275 0.0965±0.0042 9.5±2.4 99±25 714.1 0.151±0.038
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Table A.5: The visible cross section calculation components and results: c.m. frame energy
(
√
s), detector efficiency (), corrected signal yield (N cor), true signal yield (N true = N cor/),
effective luminosity (Leff ), and visible cross section (σvis). A Bpi0→γγ = 0.98823±0.00034 [11]
is used for the σvis calculation. The PID detector efficiency correction is not included in the
, but is instead included as a separate factor in the denominator of the σvis calculation.
The value of the PID detector efficiency correction is 0.928 ± 0.018, see Subsection 4.3.3.
The
√
s entries are the central value of the corresponding 0.005 GeV bin. All the errors in
the table are statistical, while the Bpi0→γγ and PID detector efficiency correction errors are
considered systematic.
√
s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb] √s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb]
2.7325 0.0965±0.0043 8.9±2.3 92±24 715.8 0.141±0.037 2.9825 0.0976±0.0048 11±2.6 113±27 801.7 0.154±0.036
2.7375 0.0966±0.0043 8.5±2.1 89±22 717.4 0.135±0.034 2.9875 0.0976±0.0048 8.3±2.6 85±27 803.5 0.116±0.037
2.7425 0.0966±0.0043 11.3±3 117±31 719.1 0.177±0.047 2.9925 0.0977±0.0049 8±2 82±21 805.2 0.111±0.029
2.7475 0.0966±0.0043 7.8±2.3 80±24 720.8 0.122±0.036 2.9975 0.0977±0.0049 5.5±1.6 56±17 807 0.076±0.022
2.7525 0.0967±0.0043 9.5±2.5 98±26 722.5 0.149±0.039 3.0025 0.0977±0.0049 7.6±2.1 78±22 808.8 0.105±0.029
2.7575 0.0967±0.0043 7.9±2.3 81±24 724.1 0.123±0.036 3.0075 0.0977±0.0049 6.6±2.2 68±23 810.5 0.091±0.031
2.7625 0.0967±0.0043 6.8±1.9 70±20 725.8 0.106±0.03 3.0125 0.0977±0.0049 8.7±1.9 89±20 812.3 0.12±0.027
2.7675 0.0968±0.0043 8.7±2.5 90±26 727.5 0.134±0.039 3.0175 0.0977±0.0049 11.1±2.2 114±24 814.1 0.153±0.032
2.7725 0.0968±0.0043 8.4±2.8 87±29 729.2 0.13±0.044 3.0225 0.0977±0.0049 12.6±3.5 129±36 815.9 0.173±0.048
2.7775 0.0968±0.0044 7.2±2 75±21 730.8 0.112±0.032 3.0275 0.0977±0.0049 14.9±3.6 153±38 817.7 0.204±0.05
2.7825 0.0968±0.0044 9.8±2.8 102±29 732.5 0.151±0.043 3.0325 0.0977±0.0049 10.3±2.4 105±26 819.6 0.14±0.034
2.7875 0.0969±0.0044 8.2±2.5 85±26 734.2 0.126±0.039 3.0375 0.0977±0.005 10.7±2.7 110±28 821.4 0.145±0.037
2.7925 0.0969±0.0044 8.4±2.3 86±24 735.8 0.128±0.036 3.0425 0.0977±0.005 31.7±4.7 324±51 823.2 0.43±0.067
2.7975 0.0969±0.0044 10.5±2.8 109±29 737.5 0.161±0.043 3.0475 0.0978±0.005 9.8±2 100±22 825 0.132±0.028
2.8025 0.097±0.0044 8±2.3 83±24 739.2 0.122±0.036 3.0525 0.0978±0.005 13.6±2.2 139±23 826.9 0.183±0.031
2.8075 0.097±0.0044 9.8±2.5 101±26 740.9 0.148±0.039 3.0575 0.0978±0.005 26.9±3.9 275±42 828.7 0.362±0.055
2.8125 0.097±0.0044 5.4±1.9 55±19 742.5 0.081±0.029 3.0625 0.0978±0.005 16.2±2.2 165±24 830.5 0.217±0.031
2.8175 0.097±0.0044 6.4±2 66±21 744.2 0.097±0.031 3.0675 0.0978±0.005 21.8±2.6 223±29 832.3 0.292±0.038
2.8225 0.0971±0.0045 6.8±2 70±21 746 0.103±0.031 3.0725 0.0978±0.005 25.5±2.9 261±33 834.1 0.341±0.043
2.8275 0.0971±0.0045 7±2 73±21 747.7 0.106±0.031 3.0775 0.0978±0.0051 131.2±8.1 1340±110 836 1.75±0.14
2.8325 0.0971±0.0045 8.8±2.6 91±27 749.4 0.132±0.039 3.0825 0.0978±0.0051 456±18 4670±300 837.8 6.08±0.4
2.8375 0.0971±0.0045 6.1±1.9 63±20 751.1 0.091±0.029 3.0875 0.0978±0.0051 625±19 6390±390 839.6 8.3±0.5
2.8425 0.0971±0.0045 4.5±1.8 46±18 752.9 0.067±0.027 3.0925 0.0978±0.0051 804±21 8220±480 841.4 10.66±0.62
2.8475 0.0972±0.0045 6.1±1.9 63±19 754.6 0.091±0.028 3.0975 0.0978±0.0051 599±19 6130±370 843.3 7.93±0.48
2.8525 0.0972±0.0045 6±2.1 62±21 756.3 0.089±0.031 3.1025 0.0978±0.0051 731±21 7470±440 845.1 9.64±0.57
2.8575 0.0972±0.0045 5.7±2 59±20 758 0.085±0.029 3.1075 0.0978±0.0051 413±16 4220±280 846.9 5.44±0.36
2.8625 0.0972±0.0045 5.6±1.9 57±19 759.7 0.082±0.028 3.1125 0.0978±0.0051 139.4±9.3 1420±120 848.7 1.83±0.16
2.8675 0.0973±0.0046 9±2.5 92±26 761.5 0.132±0.037 3.1175 0.0978±0.0051 107.5±7.2 1099±94 850.6 1.41±0.12
2.8725 0.0973±0.0046 5.3±1.7 55±17 763.2 0.078±0.025 3.1225 0.0978±0.0052 49.7±4.3 508±52 852.4 0.65±0.066
2.8775 0.0973±0.0046 7.3±2.2 75±23 764.9 0.107±0.033 3.1275 0.0978±0.0052 16.9±2.6 173±28 854.3 0.221±0.035
2.8825 0.0973±0.0046 3.9±1.9 40±20 766.6 0.057±0.028 3.1325 0.0978±0.0052 23.7±2.9 242±32 856.2 0.309±0.041
2.8875 0.0973±0.0046 3.7±1.4 38±14 768.3 0.054±0.02 3.1375 0.0978±0.0052 12.1±1.7 123±18 858.1 0.157±0.023
2.8925 0.0974±0.0046 3.3±1.2 34±13 770.1 0.048±0.018 3.1425 0.0978±0.0052 13.8±3 141±32 859.9 0.179±0.04
2.8975 0.0974±0.0046 4.8±2.5 49±25 771.8 0.069±0.036 3.1475 0.0978±0.0052 15.7±2.5 160±27 861.8 0.203±0.034
2.9025 0.0974±0.0046 5.1±1.7 52±18 773.5 0.073±0.025 3.1525 0.0978±0.0052 9.6±2 98±21 863.7 0.123±0.026
2.9075 0.0974±0.0047 9.2±2.7 94±28 775.2 0.133±0.039 3.1575 0.0978±0.0052 14.2±2.3 145±24 865.6 0.183±0.031
2.9125 0.0974±0.0047 10.1±2.8 103±30 776.9 0.145±0.042 3.1625 0.0978±0.0053 5.8±1.8 59±19 867.5 0.074±0.024
2.9175 0.0974±0.0047 8.5±2.6 88±27 778.7 0.123±0.037 3.1675 0.0978±0.0053 10.2±2.4 104±25 869.3 0.13±0.031
2.9225 0.0975±0.0047 6.9±2.1 71±22 780.5 0.099±0.031 3.1725 0.0978±0.0053 8.6±2.3 88±24 871.2 0.111±0.03
2.9275 0.0975±0.0047 6.8±1.8 70±19 782.2 0.098±0.026 3.1775 0.0978±0.0053 9.7±2.9 99±30 873.1 0.124±0.037
2.9325 0.0975±0.0047 9.8±2.5 101±26 784 0.14±0.037 3.1825 0.0978±0.0053 4.9±1.7 50±18 875 0.063±0.022
2.9375 0.0975±0.0047 10.5±2.9 108±30 785.8 0.15±0.041 3.1875 0.0978±0.0053 15.1±3.3 154±35 876.8 0.192±0.044
2.9425 0.0975±0.0047 7.6±2.7 78±28 787.5 0.108±0.038 3.1925 0.0978±0.0053 6.2±1.8 63±19 878.7 0.078±0.024
2.9475 0.0975±0.0047 5.5±1.8 56±18 789.3 0.078±0.025 3.1975 0.0978±0.0053 7.9±2.5 80±26 880.6 0.1±0.033
2.9525 0.0976±0.0048 8.4±2.5 86±26 791.1 0.119±0.036 3.2025 0.0978±0.0054 2.65±0.93 27.1±9.6 882.5 0.033±0.012
2.9575 0.0976±0.0048 6.4±2.3 66±24 792.8 0.09±0.033 3.2075 0.0978±0.0054 7.3±2.3 75±24 884.3 0.092±0.029
2.9625 0.0976±0.0048 5.1±1.3 52±13 794.6 0.071±0.018 3.2125 0.0977±0.0054 6.6±2.1 68±21 886.2 0.083±0.026
2.9675 0.0976±0.0048 6.8±2 70±21 796.4 0.095±0.028 3.2175 0.0977±0.0054 6.4±1.8 66±19 888.1 0.081±0.023
2.9725 0.0976±0.0048 7.9±2.5 81±26 798.2 0.111±0.035 3.2225 0.0977±0.0054 8.2±2.5 84±26 890.1 0.102±0.031
2.9775 0.0976±0.0048 9.9±2.6 101±27 799.9 0.138±0.037 3.2275 0.0977±0.0054 5.2±2.1 53±21 892 0.065±0.026
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Table A.6: The visible cross section calculation components and results: c.m. frame energy
(
√
s), detector efficiency (), corrected signal yield (N cor), true signal yield (N true = N cor/),
effective luminosity (Leff ), and visible cross section (σvis). A Bpi0→γγ = 0.98823±0.00034 [11]
is used for the σvis calculation. The PID detector efficiency correction is not included in the
, but is instead included as a separate factor in the denominator of the σvis calculation.
The value of the PID detector efficiency correction is 0.928 ± 0.018, see Subsection 4.3.3.
The
√
s entries are the central value of the corresponding 0.005 GeV bin. All the errors in
the table are statistical, while the Bpi0→γγ and PID detector efficiency correction errors are
considered systematic.
√
s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb] √s [GeV]  [] N cor [] N true [] Leff [nb−1] σvis [nb]
3.2325 0.0977±0.0054 3.4±1.4 35±14 893.9 0.042±0.017 3.3675 0.0973±0.0058 2.6±1 27±11 946.8 0.031±0.012
3.2375 0.0977±0.0054 4.2±1.4 43±15 895.9 0.052±0.018 3.3725 0.0973±0.0058 3.5±1.9 36±19 948.8 0.041±0.022
3.2425 0.0977±0.0055 4.8±1.9 49±20 897.8 0.059±0.024 3.3775 0.0973±0.0058 2.2±1.3 23±13 950.8 0.026±0.015
3.2475 0.0977±0.0055 8.2±2.5 84±26 899.7 0.101±0.031 3.3825 0.0973±0.0058 2.4±1.2 25±13 952.8 0.028±0.015
3.2525 0.0977±0.0055 15.3±4.1 157±43 901.7 0.19±0.052 3.3875 0.0973±0.0058 3.2±1.5 33±15 954.8 0.038±0.018
3.2575 0.0977±0.0055 7.4±2.4 76±25 903.6 0.092±0.03 3.3925 0.0972±0.0058 3.5±1.2 36±13 956.8 0.041±0.014
3.2625 0.0977±0.0055 6.2±1.8 63±19 905.5 0.076±0.023 3.3975 0.0972±0.0059 7.2±2.5 74±26 958.8 0.084±0.03
3.2675 0.0976±0.0055 3.5±1.2 35±13 907.5 0.043±0.015 3.4025 0.0972±0.0059 5.2±1.7 53±18 960.8 0.061±0.02
3.2725 0.0976±0.0055 4.3±1.5 44±16 909.4 0.053±0.019 3.4075 0.0972±0.0059 9.4±3.4 97±35 962.8 0.11±0.04
3.2775 0.0976±0.0055 2.9±1.7 30±18 911.3 0.036±0.021 3.4125 0.0972±0.0059 4.1±1.6 43±17 964.8 0.048±0.019
3.2825 0.0976±0.0056 4.4±1.9 45±20 913.3 0.054±0.024 3.4175 0.0971±0.0059 4.3±2.1 44±22 966.8 0.05±0.024
3.2875 0.0976±0.0056 3.5±1.4 36±14 915.2 0.042±0.017 3.4225 0.0971±0.0059 3.6±2.5 37±25 968.9 0.042±0.029
3.2925 0.0976±0.0056 4.2±1.4 43±15 917.2 0.051±0.018 3.4275 0.0971±0.0059 3.7±1.8 38±18 970.9 0.042±0.021
3.2975 0.0976±0.0056 6.6±2.3 68±24 919.1 0.081±0.029 3.4325 0.0971±0.006 3.4±1.8 35±18 973 0.04±0.021
3.3025 0.0976±0.0056 6.6±2.1 68±22 921 0.08±0.026 3.4375 0.097±0.006 3.9±1.5 40±15 975.1 0.045±0.017
3.3075 0.0975±0.0056 7.6±2.7 78±28 923 0.093±0.033 3.4425 0.097±0.006 7±2.1 72±22 977.1 0.08±0.025
3.3125 0.0975±0.0056 6.4±2.6 65±27 924.9 0.077±0.032 3.4475 0.097±0.006 5.6±2.2 57±23 979.2 0.064±0.026
3.3175 0.0975±0.0057 6.7±1.6 69±16 926.8 0.081±0.019 3.4525 0.097±0.006 6.5±2.1 67±22 981.3 0.074±0.024
3.3225 0.0975±0.0057 7.8±2.8 80±29 928.8 0.094±0.034 3.4575 0.0969±0.006 5.5±1.8 57±19 983.3 0.063±0.021
3.3275 0.0975±0.0057 3.7±1.6 38±17 930.8 0.045±0.02 3.4625 0.0969±0.006 3.1±1.4 32±15 985.4 0.036±0.016
3.3325 0.0975±0.0057 11.8±3.1 121±33 932.8 0.142±0.038 3.4675 0.0969±0.006 4.5±1.6 46±16 987.5 0.051±0.018
3.3375 0.0974±0.0057 5.4±1.6 55±17 934.8 0.064±0.02 3.4725 0.0968±0.0061 4.6±2.3 48±24 989.5 0.053±0.026
3.3425 0.0974±0.0057 7.9±2.2 81±23 936.8 0.094±0.027 3.4775 0.0968±0.0061 6.5±1.9 67±20 991.6 0.074±0.023
3.3475 0.0974±0.0057 4±1.4 41±14 938.8 0.047±0.017 3.4825 0.0968±0.0061 3.5±1.5 36±16 993.6 0.039±0.018
3.3525 0.0974±0.0057 5.4±2 56±21 940.8 0.065±0.024 3.4875 0.0968±0.0061 4.8±1.8 50±19 995.7 0.055±0.021
3.3575 0.0974±0.0058 6±2.1 61±22 942.8 0.071±0.025 3.4925 0.0967±0.0061 2.2±1.1 23±11 997.8 0.025±0.012
3.3625 0.0974±0.0058 6.3±2 64±21 944.8 0.074±0.025 3.4975 0.0967±0.0061 6±2.2 62±23 999.8 0.067±0.025
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Appendix B
Calculation Of aLO HV Pµ From The
Cross Section
The following is a calculation of the leading-order (LO) hadronic vacuum polarization (HVP)
contribution to the muon anomalous magnetic moment (aLO HV Pµ ) for the e+e− → pi+pi−pi0
process using this cross section measurement (Appendix A). There are several types of cross
sections that need to be defined before outlining the calculation procedure. The Born cross
section (σBorn) is the “simplest” (i.e., the least physical) in that it only considers the tree
level Feynman diagram for some given initial- and final-state, where the internal fermion
loops (vacuum polarization) and external radiative diagrams are ignored. The bare cross
section (σbare) is slightly more physical in that it includes the final-state radiation (FSR)
effects. The dressed cross section (σdressed) is even more physical in that it includes the FSR
and vacuum polarization (VP) effects. The visible cross section (σvis) is the most physical
in that it includes the FSR, VP, and initial-state radiation (ISR) effects. The different
cross sections are summarized in Table B.1. The need to considering the different types of
cross sections arises from the aLO HV Pµ calculation using the σbare, while measurements may
report the σBorn or σdressed, and the σvis is the quantity that is “directly” measured in an
experiment.
Table B.1: Cross section types [28], [130], [131], [132], and [133] that arise from final-state
radiation (FSR), vacuum polarization (VP), and initial-state radiation (ISR) effects.
Cross Section Included Effects Comment
σBorn Nothing (tree level Feynman Diagram) Measurements may report.
σbare FSR Used to calculate aLO HV Pµ .
σdressed FSR and VP Measurements may report.
σvis FSR, VP, and ISR “Directly” measured cross section.
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The theory oriented literature often presents the aLO HV Pµ calculation in terms of the
dispersion integral found in Equation 1.7, with the R-ratio as given in Equation 1.6. The
R-ratio specifically corresponds to the ratio of the σbare for electron-positron annihilation to
hadron final states and the σBorn for electron-positron annihilation to muon pair production.
A standard procedure in calculating aLO HV Pµ is to make the approximation α(s) ≈ α when
deriving the R-ratio [134] and [135]:
R(s) =
σbare(e+e− → hadrons)
σBorn(e+e− → µ+µ−) =
σbare(e+e− → hadrons)
4piα2(s)(h¯c)2
3s
≈ σ
bare(e+e− → hadrons)
4piα2(h¯c)2
3s
,
(B.1)
where this discussion uses the convention α ≡ α(s = 0). It should be noted that the
approximation α(s) ≈ α is not used when relating the σdressed and σbare. Most discussions
omit the (h¯c)2 factor in the σBorn for muon pair production, as units with h¯ = c = 1 are
used. The inclusion of this factor is necessary for a numerical calculation, as the cross section
units are traditionally not measured in units with h¯ = c = 1. A theoretical motivation
for calculating aLO HV Pµ in terms of the R-ratio is that it conveniently negates the need
for considering vacuum polarization corrections to the exclusive cross sections of electron-
positron annihilation to hadron final states.
Exclusive cross section measurements are often produced in practice, instead of the cor-
responding R-ratios. The aLO HV Pµ calculation can be obtained by a dispersion integral over
the σbare by combining Equation 1.7 and Equation B.1:
aLO HV Pµ =
1
4pi3 (h¯c)2
∫ smax
smin
dsσbare(s)K(s)
=
1
2pi3 (h¯c)2
∫ √smax
√
smin
d
√
s
√
sσbare(
√
s)K(s),
(B.2)
where
√
smin is the minimum c.m. frame energy of the integral range,
√
smax is the maximum
c.m. frame energy of the integral range, and Kˆ(s) = 3s
m2µ
K(s) formµ as the mass of the muon.
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Equation B.2 is written as an explicit integral over
√
s, since the measured cross section is
often obtained as a function of
√
s and not s. The integral change of variables is accomplished
by letting s→ √s and ds→ d√s 2√s.
For s > 4m2µ and 0 ≤ x ≤ 1, the K(s) integral kernel [1] in Equation B.2 is given by
K(s) =
x2
2
(
2− x2)+ (1 + x2) (1 + x)2
x2
(
ln (1 + x)− x+ x
2
2
)
+
(1 + x)
(1− x)x
2 ln (x) , (B.3)
where x = 1−βµ
1+βµ
and βµ =
√
1− 4m2µ/s, and Figure B.1 shows a plot of the K(s) function.
It should be noted that some discussions call the Kˆ(s) function the K(s) function.
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Figure B.1: The K(s) kernel function (Equation B.3) that is used with Equation B.9.
The procedure for obtaining the VP is discussed in [28], [130], [131], [132], and [133], which
requires care as it is an iterative procedure due to the HVP. The VP calculation (i.e., α(s))
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requires the low energy exclusive cross sections for electron-positron annihilation to hadron
final states for calculating the HVP component of α(s), and in turn α(s) is required for
calculating the HVP. There are several recent analyses that provide the VP [28]: Burkhardt
and Pietrzyk, Jegerlehner, CMD-2, and Hagiwara et al. The VP results are provided through
software packages. The main webpage for Burkhardt and Pietrzyk result is available, but
the link for the software is dead. The Jegerlehner software is obtainable via the Internet,
but is written as a standalone FORTRAN software package. The CMD-2 code is obtainable
via the Internet, and it is conveniently composed of a data file and C++ library designed for
use with the ROOT library. The Hagiwara et al results can be made available upon request
to the authors. The CMD-2 result is chosen for use in this calculation due to its convenient
access and compatibility with ROOT (a ROOT macro is used to calculate aLO HV Pµ ).
The vacuum can be thought of as a dielectric material that partially screens the electric
charge of a particle. The vacuum “dipoles” correspond to virtual fermion loops, where there
are leptonic and hadronic loop contributions. Figure 1.7 shows a visualization of the VP. The
electric charge screening is encoded in the energy dependent strength of the electromagnetic
coupling constant, i.e., α(s) (the running of α). The difference between the σdressed and σbare
is the inclusion of the VP effects in the σdressed:
σdressed(s) = σbare(s)
(
α(s)
α
)2
. (B.4)
There are several ways of obtaining
(
α(s)
α
)2
. The standard way is to use the formal definition
of α(s) that is given in Equation 1.8. The ∆α(s) in Equation 1.8 is then approximated by
the real-part of the photon polarization function:
α(s) ≡ α
1−∆α(s) ≈
α
1− Re(P (s)) , (B.5)
where P (s) is the photon polarization function. The P (s) corresponds to one fermion loop
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in the photon propagator, P 2(s) corresponds to two fermion loops in the photon propagator,
P 3(s) corresponds to three fermion loops in the photon propagator, and so on. The geometric
series of the P (s), excluding the 1 term, provides the photon self-energy function:
Π(s) = P (s) + P 2(s) + P 3(s) + · · · , (B.6)
where Π(s) is the photon self-energy function. Care must be taken when reviewing the
literature on the photon polarization and self energy functions, as the photon polarization
function may be written as P (s), P(s), or Π(s). Figure B.2 provides a summary of relating
the P (s) and Π(s). A more accurate description of the VP includes the imaginary-part of
the photon polarization function, whereby the ∆α(s) is allowed to complex in Equation B.5:
(
α(s)
α
)2
=
1
|1−∆α(s)|2 =
1
|1− P (s)|2 = |1 + P (s) + P
2(s) + P 3(s) + · · · |2
= |1 + Π(s)|2,
(B.7)
where the geometric series summation formula (
∑∞
n=0 x
n = 1
1−x) and Equation B.6 are used.
Figure B.3 shows the CMD-2 VP results.
Equation B.2 can be rewritten so that aLO HV Pµ is calculated in terms of the σdressed and
P (
√
s) via Equation B.4 and Equation B.7:
aLO HV Pµ =
1
2pi3 (h¯c)2
∫ √smax
√
smin
d
√
s
√
sσdressed(
√
s)|1− P (√s)|2K(s). (B.8)
A fit to the cross section data is not being made, resulting in the use of the rectangle method
to approximate the integral. Discretization of the integral (Equation B.8) is the last step in
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Figure B.2: A summary of the photon polarization (P (s)) and photon self-energy (Π(s))
functions.
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Figure B.3: The CMD-2 result for the vacuum polarization (VP) [28] and [132]: (a)−15 ≤√
s ≤ 15 GeV and (b)−2 ≤ √s ≤ 2 GeV. The √s < 0 GeV region corresponds to space-
like momentum transfers, and the
√
s > 0 GeV region corresponds to time-like momentum
transfers. The red dotted lines represent the leptonic contribution to the VP, and the black
solid lines represent the leptonic plus hadronic contributions to the VP. The VP may also
be written as |1 + Π(s)|2 = 1|1−P (s)|2 =
(
α(s)
α
)2
, see Equation B.7.
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obtaining an algorithm suitable for turning into a ROOT macro:
aLO HV Pµ ≈
1
2pi3 (h¯c)2
N∑
i=1
∆
√
si
√
siσ
dressed(
√
si)|1− P (√si)|2K(si)
≈ 1
2pi3 (h¯c)2
N∑
i=1
∆
√
si
√
siσ
vis(
√
si)|1− P (√si)|2K(si),
(B.9)
where (h¯c)2 = 0.389379338 × 106 GeV2nb [11], |1 − P (√si)|2 is obtained from the CMD-
2 VP results, and K(si) is obtained by writing a C++ function for Equation B.3 that
is compatible with ROOT. The integral discretization occurs by letting
∫ √smax√
smin
→ ∑Ni=1,
d
√
s → ∆√si, and
√
s → √si for N as the number of bins in the integral, ∆√si as the
width of the ith bin, and
√
si as the center of the ith bin. The final approximation is that
σdressed(
√
si) ≈ σvis(√si), which is not unreasonable due to the expectation that the ISR
and FSR radiative corrections are small. Figure B.4 shows the |1 − P (√s)|2 function used
with Equation B.9, via combination with the σvis from this analysis. Figure B.5 shows a
comparison between the σvis and σvis|1− P (√s)|2.
There are several standing issues that should be addressed in future work on calculating
aLO HV Pµ from these results. This calculation approximates the integral by using the rectangle
method. If aLO HV Pµ is to be calculated solely from this cross section measurement (as
opposed to averaging it with other measurements), then a fit to the data should probably
be used. This measurement uses the radiative return method, which requires the binning
of the signal yield. The result is that the cross section is not calculated at energy points,
but over a small energy ranges. Properly fitting the cross section data, which includes
taking the binning into account, can be used to remove this binning effect. Even if it is
desirable to use the rectangle method approximation (a model independent calculation of
aLO HV Pµ ), Figure 6.2a and Figure 6.2b show that binning finer than 5 MeV is needed at
the ω- and φ-resonances. These resonances provide the largest contributions to the aLO HV Pµ
for the e+e− → pi+pi−pi0 process, and the issue is further complicated by the VP rapidly
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Figure B.4: The CMD-2 |1 − P (√s)|2 result (the reciprocal value of the vacuum polariza-
tion) [28] and [132] that is combined with the σvis from this analysis: (a)0.6 ≤ √s ≤ 3 GeV
and (b)3 ≤ √s ≤ 3.6 GeV. This |1 − P (√s)|2 function is used with Equation B.9, and it
goes off scale in (b) for the J/ψ resonance.
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Figure B.5: A comparison between the visible cross section (σvis) and the approximate bare
cross section (σvis|1 − P (√s)|2): (a)0.73 ≤ √s < 0.9 GeV (ω-resonance), (b)0.9 ≤ √s <
1.05 GeV (φ-resonance), (c)1.05 ≤ √s < 3 GeV (ω′- and ω′′-resonances), and (d)3 ≤ √s <
3.5 GeV (J/ψ-resonance). The black histograms correspond to σvis, and the blue histograms
correspond to σvis|1− P (√s)|2. The σvis|1− P (√s)|2 values are used with Equation B.9.
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changing at the ω- and φ-resonances. The other issue concerns the full accounting of the VP.
Further modifications to the VP (i.e.,
(
α(s)
α
)2
) may be needed, depending on the specifics
of the radiative and VP corrections made to the cross section along with the specifics of
the luminosity measurement used for the cross section calculation (muon pair production
vs. Bhabha scattering and inclusion vs. exclusion of VP corrections to the luminosity).
See [135] for a further description of these VP corrections. Further research on the specifics
of the Belle luminosity measurement is required to resolve this VP issue.
Figure B.6 shows aLO HV Pµ (0.73 ≤
√
s <
√
si GeV) for the e+e− → pi+pi−pi0 cross section,
where Equation B.9 and the σvis values found in Appendix A are used to obtain these results.
This figure shows the energy dependence of aLO HV Pµ for the e+e− → pi+pi−pi0 cross section
when starting the energy range near threshold. The ω- and φ-resonances contribute the ma-
jority of the aLO HV Pµ value. The J/ψ-resonance contribution is also visible, but small due
to the smaller cross section and energy weighting of the dispersion integral. This aLO HV Pµ
e+e− → pi+pi−pi0 cross section calculation only includes statistical errors. The error from the
VP is calculated in terms of the P (
√
s) real and imaginary parts, where they are assumed to
be uncorrelated and are combined with the corresponding partial derivatives using standard
error propagation. The error from the VP is then combined with the σvis error by standard
error propagation for the product of two quantities, again assuming uncorrelated errors. It is
possible to compare this calculation to several recent aLO HV Pµ e+e− → pi+pi−pi0 cross section
calculations. For the e+e− → pi+pi−pi0 cross section, the Davier et al analysis [2] and [3]
([DHMZ]) found aLO HV Pµ (∼ 0.65 ≤
√
s <∼ 2.5 GeV) = 46.00± 0.42± 1.03± 0.98, and the
Hagiwara et al analysis [4] ([HLMNT]) found aLO HV Pµ (0.305 ≤
√
s < 1.8GeV) = 47.38±0.99
along with aLO HV Pµ (1.43 ≤
√
s < 2 GeV) = 1.25 ± 0.07. The corresponding values from
this calculation are aLO HV Pµ (0.73 ≤
√
s < 2.5 GeV) = 47.89 ± 0.38, aLO HV Pµ (0.73 ≤
√
s <
1.8 GeV) = 47.60 ± 0.38, and aLO HV Pµ (1.43 ≤
√
s < 2 GeV) = 1.442 ± 0.012. All the
aLO HV Pµ values are in units of 10−10. Despite the use of the σdressed ≈ σvis approxima-
tion and the above two mentioned standing issues, the aLO HV Pµ values obtained in this
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calculation are consistent with the recently published results. The difference between the
aLO HV Pµ (1.43 ≤
√
s < 2 GeV) is due to the DM2 e+e− → pi+pi−pi0 cross section, compare
the DM2, BABAR and BELLE cross sections in Figure 6.2c. Table B.2 provides a summary
of the aLO HV Pµ (e+e− → pi+pi−pi0) values.
Table B.2: Comparing this aLO HV Pµ (e+e− → pi+pi−pi0) calculation to recent published re-
sults. The recent published results are [DHMZ] [2] and [3] and [HLMNT] [4]. The aLO HV Pµ
values from this calculation only include statistical errors.
Published Result [×10−10] This Calculation [×10−10] Comment
[DHMZ]: a
LO HV P
µ (∼ 0.65 ≤
√
s <∼ 2.5 GeV) =
46.00± 0.42± 1.03± 0.98
aLO HV Pµ (0.73 ≤
√
s < 2.5 GeV) =
47.89± 0.38 -
[HLMNT]: a
LO HV P
µ (0.305 ≤
√
s < 1.8 GeV) =
47.38± 0.99
aLO HV Pµ (0.73 ≤
√
s < 1.8 GeV) =
47.60± 0.38
√
s ≤ 0.66 GeV from ChPT
in [HLMNT].
[HLMNT]: a
LO HV P
µ (1.43 ≤
√
s < 2 GeV) =
1.25± 0.07
aLO HV Pµ (1.43 ≤
√
s < 2 GeV) =
1.442± 0.012
Difference due to DM2,
see Fig. 13 in [HLMNT].
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Figure B.6: The running sum of the leading-order (LO) hadronic vacuum polarization (HVP)
contribution to the muon anomalous magnetic moment (aLO HV Pµ ) for the e+e− → pi+pi−pi0
cross section obtained in this analysis: (a)0.73 ≤ √s < 3.5 GeV and (b)1 ≤ √s < 3.5 GeV.
Each value in the figure corresponds to the aLOHV Pµ for
√
s ranging from 0.73 GeV to the
upper edge of the bin corresponding to the value. This figure is the result of using Equa-
tion B.9.
156
Appendix C
Derivation Of The Dressed Cross
Section
The following is an outline for the derivation of the dressed cross section σdressed in terms of
the differential signal yield due to the initial-state radiation (ISR) effects in the visible cross
section (σvis). This derivation is based on [26] and [28], where care is needed in reviewing
these sources, as they use different mathematical notations and definitions of quantities.
The literature may relate the visible cross section to the Born cross section via ISR, as this
is theoretically clean. The Born cross section corresponds to the tree-level process, and so
only the ISR effects need be dealt with in such a discussion. This is backwards with respect
to the experimental point of view, as an experiment measures a visible cross (which includes
all physical effects, as well as effects from the detector and analysis cuts), and then applies
corrections to get the Born cross section. Appendix B provides a description of the different
cross sections relevant to this analysis. The σvis in this derivation includes ISR, final-state
radiation (FSR), and vacuum polarization (VP) effects. The result is that the σdressed (not
the Born cross section) is being calculated from the σvis. The σdressed includes FSR and VP
effects, and so the point of this calculation is to use ISR effects to obtain a cross section. By
assuming that the ISR effects are independent of other effects (there is ISR-FSR interference,
but it is small under B-factory conditions), it is reasonable to replace the Born cross section
with the σdressed.
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The σdressed can be written in terms of the differential σvis [28]:
s
dσvis(s,m2)
dm2
= σdressed(m2)W (s,m2)⇒
s
dσvis(s,m)
dm
dm
dm2
= σdressed(m)W (s,m)⇒
s
dσvis(s,m)
dm
1
2m
= σdressed(m)W (s,m)⇒
dσvis(s,m)
dm
=
2m
s
σdressed(m)W (s,m),
(C.1)
where s is the square of the c.m. energy for the initial e+e− system, m is the mass of
the final-state hadron system, and W is the radiator function. This discussion uses the
convention of calling the initial e+e− c.m. system the “c.m. system”. Thus, c.m. quantities
correspond to the initial e+e− c.m. system. The W essentially provides the probability for
the emission of ISR, and it is valid for ISR effects at all orders.
The W can formally be written as a product of the leading-order (LO) ISR contribution
and the higher-order (HO) ISR contribution:
W (s,m) = RHO ISR W0(s,m), (C.2)
where RHO ISR is the HO ISR component and W0(s,m) is the LO ISR component. The
W0(s,m) component can “easily” be calculated in QED, while the RHO ISR component can
be modeled with a suitable event generator and MC simulation. Figure 1.13 shows the
Feynman diagrams for LO ISR, where Figure 1.14 and Figure 1.15 show the next-to-leading
order (NLO) ISR Feynman diagrams. Equation C.2 can be substituted into the result of
Equation C.1:
dσvis(s,m)
dm
=
2m
s
σdressed(m)RHO ISR W0(s,m). (C.3)
The W0(s,m) has not been written as an explicit function of the LO ISR photon c.m.
polar angle (θ), but such a dependence implicitly exists. There is only one ISR photon at LO
ISR (Figure 1.13), and so there is no ambiguity in what LO ISR photon corresponds to θ. A
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natural consequence of an implicit W0(s,m) dependence on θ is that σvis(s,m) also has an
implicit θ dependence. It is then possible to take the derivative of W0(s,m) and σvis(s,m)
with respect to θ:
d
d cos θ
[
dσvis(s,m)
dm
]
=
d
d cos θ
[
2m
s
σdressed(m)RHO ISR W0(s,m)
]
⇒
d2σvis(s,m, cos θ)
dm d cos θ
=
2m
s
σdressed(m)RHO ISR
dW0(s,m, cos θ)
d cos θ
,
(C.4)
where σdressed(m) (it does not include the ISR effects) and RHO ISR (it is assumed that LO
ISR effects are factorizable from the HO ISR effects) have no θ dependence.
The next step is to integrate the result of Equation C.4 with respect to θ over the fiducial
volume of the detector. One makes the ideal assumption that the detector has no detection
gaps within the fiducial volume, so that only a single integral is needed. One makes the
further assumption that the fiducial volume of the detector for θ is symmetrical about 90◦.
The detector fiducial volume may be parametrized by the θ0 term, which then corresponds
to an angular range of θ0 ≤ θ ≤ 180◦ − θ0. The result of the detector fiducial volume polar
angle integration of Equation C.4 is
∫ 180◦−θ0
θ0
dθ sin θ
[
d2σvis(s,m, cos θ)
dm d cos θ
]
=
∫ 180◦−θ0
θ0
dθ sin θ
[
2m
s
σdressed(m)RHO ISR
dW0(s,m, cos θ)
d cos θ
]
⇒∫ 180◦−θ0
θ0
dθ sin θ
d2σvis(s,m, cos θ)
dm d cos θ
=
2m
s
σdressed(m)RHO ISR
∫ 180◦−θ0
θ0
dθ sin θ
dW0(s,m, cos θ)
d cos θ
⇒∫ cos θ0
cos(180◦−θ0)
d cos θ
d2σvis(s,m, cos θ)
dm d cos θ
=
2m
s
σdressed(m)RHO ISR
∫ cos θ0
cos(180◦−θ0)
d cos θ
dW0(s,m, cos θ)
d cos θ
⇒
dσvis(s,m, cos θ0)
dm
=
2m
s
σdressed(m)RHO ISR W0(s,m, cos θ0),
(C.5)
where the functional notation of f(a, b) ≡ ∫ b
a
dxdf(x)
dx
= f(b) − f(a) has been used with
respect to σvis(s,m, cos θ0) and W0(s,m, cos θ0).
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The polar angle derivative of W0(s,m, cos θ) is given by [26]
dW0(s,x,cos θ)
d cos θ
= α
pix

“
1−x+x2
2
”
sin2 θ−x2
2
sin4 θ− 4m
2
e
s [(1−2x) sin2 θ−x2 cos4 θ]„
sin2 θ+
4m2e
s
cos2 θ
«2
 , (C.6)
where x = 1− m2
s
, α is the fine structure constant, and me is the electron mass. There are
two cases [26] for integrating Equation (C.6):
W0(s, x, cos θ0) ≡
∫ cos θ0
cos(180◦−θ0)
d cos θ
dW0(s, x, cos θ)
d cos θ
=
∫ 180◦−θ0
θ0
dθ sin θ
dW0(s, x, cos θ)
d cos θ
≈

α
pix
[
(2− 2x+ x2) ln 1+cos θ0
1−cos θ0 − x2 cos θ0
]
θ0 6= 0◦ and θ0  me/
√
s : θ0 < θ < 180
◦ − θ0
α
pix
(
ln s
m2e
− 1
)
(2− 2x+ x2) θ0 = 0◦ : 0◦ < θ < 180◦.
(C.7)
The reader should note that θ0  me/
√
s corresponds to the use of radian angular units,
where as this discussion normally uses degree angular units. The θ0 6= 0◦ case corresponds
to tagged ISR photon measurements, while the θ0 = 0◦ case corresponds to untagged ISR
photon measurements.
The quantity x = 1 − m2
s
deserves further discussion. The W essentially represents the
probability that the fraction x of the beam energy, xE0 = x12
√
s, will be radiated away
by ISR photons. The fraction of beam energy carried by the ISR photons can appear to
differ by a factor of 2 depending on the source. Some discussions assume a symmetrical
e+e− collider, for example [26], and use x ≡ EISR/E0 for EISR as the energy of the ISR
photons and E0 as the energy of a beam. Other discussions assume an asymmetrical e+e−
collider, for example [121], and use x ≡ 2EISR/
√
s = EISR/
1
2
√
s for
√
s as the c.m. energy
of the collider. The definitions are consistent, because 1
2
√
s is the c.m. energy of a beam.
The symmetrical colliders are just a special case of asymmetrical colliders, mainly, the beam
energies are equal. The c.m. energy of symmetrical colliders is just
√
s = 2E0.
The differential ISR luminosity is defined in terms of W0 and the total integrated lumi-
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nosity:
dLISR
dm
≡ 2m
s
W0(s,m, cosθ0)L, (C.8)
where L is the total integrated luminosity (the physically measured total integrated lumi-
nosity of the fixed energy experiment). The effective luminosity is in turn defined from the
differential luminosity:
Leff ≡
∫ mmax
mmin
dm
dLISR
dm
≈ dLISR
dm
∆m, (C.9)
where mmin is the minimum final-state hadron system mass, mmax is the maximum final-
state hadron system mass, and ∆m = mmax−mmin is the bin-width of the final-state hadron
system mass bin.
The visible cross section can be written as
σvis =
N truesig
L , (C.10)
where N truesig is the true signal event yield. The term “true” refers to the physical number of
signal events, and not the number of signal events as measured by the detector. The N truesig
in Equation C.10 has not been written as an explicit function of m, but such a dependence
implicitly exists. Thus, it is possible to take the derivative of N truesig with respect to m:
d
dm
[
σvis
]
=
d
dm
[
N truesig
L
]
⇒
dσvis(m)
dm
=
1
L
dN truesig (m)
dm
,
(C.11)
where L has no m dependence. One might naturally argue that L has an implicit m de-
pendence, but the size of L is determined by the experimenter, and not physics. As has
been already written above, σvis(m) has an implicit dependence on s and cos θ0 due to the
implicit dependence of N truesig (m) on s and cos θ0. The N truesig (m) must obviously change as
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the operating c.m. energy of the e+e− collider is changed, or if the fiducial volume of the
detector is changed. Again, the L has neither s nor cos θ0 dependence, as the experimenter
decides the size of L. Thus, the result of Equation C.11 can be written as
dσvis(m)
dm
=
1
L
dN truesig (m)
dm
⇒
dσvis(s,m, cos θ0)
dm
=
1
L
dN truesig (s,m, cos θ0)
dm
.
(C.12)
By combining Equation C.8, the result of Equation C.9, and the result of Equation C.12
with the result of Equation C.5, the σdressed can be written as
dσvis(s,m, cos θ0)
dm
=
2m
s
σdressed(m)RHO ISR W0(s,m, cos θ0)⇒
1
L
dN truesig (s,m, cos θ0)
dm
= σdressed(m)RHO ISR
1
L
dLISR
dm
⇒
dN truesig (s,m, cos θ0)
dm
= σdressed(m)RHO ISR
Leff
∆m
⇒
σdressed(m) =
∆m
RHO ISR Leff
dN truesig (s,m, cos θ0)
dm
.
(C.13)
Finally, the differential signal yield can be approximated by
dN truesig (s,m, cos θ0)
dm
≈ ∆N
true
sig (s,m, cos θ0)
∆m
=
∆Ndetsig (s,m, cos θ0)
det(s,m, cos θ0)∆m
, (C.14)
where ∆N truesig =
∆Ndetsig (s,m,cos θ0)
det(s,m,cos θ0)
is the true signal event count in the final-state hadron system
mass-bin, ∆Ndetsig (s,m, cos θ0) is the measured signal event count in the final-state hadron
system mass-bin, and det(s,m, cos θ0) is the detector efficiency in the final-state hadron
system mass-bin. By combining the result of Equation C.13 and the result of Equation C.14,
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the σdressed can be approximated as
σdressed(m) =
∆m
RHO ISR Leff
dN truesig (s,m, cos θ0)
dm
⇒
σdressed(m) ≈ ∆m
RHO ISR Leff
∆Ndetsig (s,m, cos θ0)
det(s,m, cos θ0)∆m
⇒
σdressed(m) ≈ ∆N
det
sig (s,m, cos θ0)
det(s,m, cos θ0)RHO ISR Leff .
(C.15)
Equation (C.15) is the formula used to calculate the σdressed.
This analysis does not report the σdressed, but instead reports a σvis (Figure 4.1). The
equation found in Figure 4.1 is obtained by making the further approximation RHO ISR ≈ 1
to Equation (C.15), where this approximation leaves the HO ISR effects in the cross section.
It is important to remember that the σvis in this derivation of the σdressed includes all orders
of ISR effects, where as the σvis values reported by this analysis (Section 4.5 and Appendix A)
only include the HO ISR effects that are measured by the detector and survive analysis cuts.
163
References
[1] F. Jegerlehner and A. Nyffeler, “The Muon g-2,” Phys.Rept. 477 (2009) 1–110,
arXiv:0902.3360 [hep-ph].
[2] M. Davier, A. Hoecker, B. Malaescu, and Z. Zhang, “Reevaluation of the Hadronic
Contributions to the Muon g − 2 and to α(M2Z),” Eur.Phys.J. C71 (2011) 1515,
arXiv:1010.4180 [hep-ph].
[3] M. Davier, A. Hoecker, B. Malaescu, and Z. Zhang, “Erratum to: Reevaluation of
the hadronic contributions to the muon g − 2 and to α(M2Z),” The European Physical
Journal C 72 (2012) 1–2. http://dx.doi.org/10.1140/epjc/s10052-012-1874-8.
[4] K. Hagiwara, R. Liao, A. D. Martin, D. Nomura, and T. Teubner, “(g − 2)µ and
α(M2Z) re-evaluated using new precise data,” J.Phys. G38 (2011) 085003,
arXiv:1105.3149 [hep-ph].
[5] M. Achasov, K. Beloborodov, A. Berdyugin, A. Bogdanchikov, A. Bozhenok, et al.,
“Measurements of the parameters of the φ(1020) resonance through studies of the
processes e+e− → K+K−, KSKL, and pi+pi−pi0,” Phys.Rev. D63 (2001) 072002,
arXiv:hep-ex/0009036 [hep-ex].
[6] M. Achasov, V. Aulchenko, K. Beloborodov, A. Berdyugin, A. Bogdanchikov, et al.,
“Study of the process e+e− → pi+pi−pi0 in the energy region √s from 0.98 to 1.38
GeV,” Phys.Rev. D66 (2002) 032001, arXiv:hep-ex/0201040 [hep-ex].
[7] M. Achasov, K. Beloborodov, A. Berdyugin, A. Bogdanchikov, A. Bozhenok, et al.,
“Study of the process e+e− → pi+pi−pi0 in the energy region √s below 0.98 GeV,”
Phys.Rev. D68 (2003) 052006, arXiv:hep-ex/0305049 [hep-ex].
[8] CMD-2 Collaboration, R. Akhmetshin et al., “Measurement of ω meson parameters
in pi+pi−pi0 decay mode with CMD-2,” Phys.Lett. B476 (2000) 33–39,
arXiv:hep-ex/0002017 [hep-ex].
[9] CMD-2 Collaboration, R. Akhmetshin et al., “Update: A reanalysis of hadronic
cross section measurements at CMD-2,” Phys.Lett. B578 (2004) 285–289,
arXiv:hep-ex/0308008 [hep-ex].
[10] R. Akhmetshin, V. Aulchenko, V. S. Banzarov, L. Barkov, N. Bashtovoy, et al.,
“Study of φ→ pi+pi−pi0 with CMD-2 detector,” Phys.Lett. B642 (2006) 203–209.
164
[11] Particle Data Group Collaboration, J. Beringer et al., “Review of Particle Physics
(RPP),” Phys.Rev. D86 (2012) 010001.
[12] Muon g-2 Collaboration, G. Bennett et al., “Measurement of the positive muon
anomalous magnetic moment to 0.7 ppm,” Phys.Rev.Lett. 89 (2002) 101804,
arXiv:hep-ex/0208001 [hep-ex].
[13] Muon (g-2) Collaboration, G. W. Bennett, B. Bousquet, H. N. Brown, G. Bunce,
R. M. Carey, P. Cushman, G. T. Danby, P. T. Debevec, M. Deile, H. Deng,
W. Deninger, S. K. Dhawan, V. P. Druzhinin, L. Duong, E. Efstathiadis, F. J. M.
Farley, G. V. Fedotovich, S. Giron, F. E. Gray, D. Grigoriev, M. Grosse-Perdekamp,
A. Grossmann, M. F. Hare, D. W. Hertzog, X. Huang, V. W. Hughes, M. Iwasaki,
K. Jungmann, D. Kawall, B. I. Khazin, J. Kindem, F. Krienen, I. Kronkvist, A. Lam,
R. Larsen, Y. Y. Lee, I. Logashenko, R. McNabb, W. Meng, J. Mi, J. P. Miller,
W. M. Morse, D. Nikas, C. J. G. Onderwater, Y. Orlov, C. S. Özben, J. M. Paley,
Q. Peng, C. C. Polly, J. Pretz, R. Prigl, G. zu Putlitz, T. Qian, S. I. Redin, O. Rind,
B. L. Roberts, N. Ryskulov, P. Shagin, Y. K. Semertzidis, Y. M. Shatunov, E. P.
Sichtermann, E. Solodov, M. Sossing, A. Steinmetz, L. R. Sulak, A. Trofimov,
D. Urner, P. von Walter, D. Warburton, and A. Yamamoto, “Publisher’s Note:
Measurement of the Positive Muon Anomalous Magnetic Moment to 0.7 ppm [Phys.
Rev. Lett. 89, 101804 (2002)],” Phys. Rev. Lett. 89 (Sep, 2002) 129903.
http://link.aps.org/doi/10.1103/PhysRevLett.89.129903.
[14] Muon g-2 Collaboration, G. Bennett et al., “Measurement of the negative muon
anomalous magnetic moment to 0.7 ppm,” Phys.Rev.Lett. 92 (2004) 161802,
arXiv:hep-ex/0401008 [hep-ex].
[15] Muon G-2 Collaboration, G. Bennett et al., “Final Report of the Muon E821
Anomalous Magnetic Moment Measurement at BNL,” Phys.Rev. D73 (2006) 072003,
arXiv:hep-ex/0602035 [hep-ex].
[16] BABAR Collaboration, B. Aubert et al., “Study of the e+e− → pi+pi−pi0 process
using initial state radiation with BABAR,” Phys.Rev. D70 (2004) 072004,
arXiv:hep-ex/0408078 [hep-ex].
[17] S. Eidelman and F. Jegerlehner, “Hadronic contributions to (g − 2) of the leptons
and to the effective fine structure constant α(M2Z),” Z.Phys. C67 (1995) 585–602,
arXiv:hep-ph/9502298 [hep-ph].
[18] F. Jegerlehner, “Hadronic vacuum polarization contribution to g − 2 of the leptons
and α(MZ),” Nucl.Phys.Proc.Suppl. 51C (1996) 131–141, arXiv:hep-ph/9606484
[hep-ph].
[19] S. Eidelman, F. Jegerlehner, A. Kataev, and O. Veretin, “Testing nonperturbative
strong interaction effects via the Adler function,” Phys.Lett. B454 (1999) 369–380,
arXiv:hep-ph/9812521 [hep-ph].
165
[20] S. Narison, “New evaluation of the QED running coupling and of the muonium
hyperfine splitting,” arXiv:hep-ph/0108065 [hep-ph].
[21] F. Jegerlehner, “Precision measurements of σhadronic for αeff(E) at ILC energies and
(g − 2)µ,” Nucl.Phys.Proc.Suppl. 162 (2006) 22–32, arXiv:hep-ph/0608329
[hep-ph].
[22] F. Jegerlehner, “The Running fine structure constant α(E) via the Adler function,”
Nucl.Phys.Proc.Suppl. 181-182 (2008) 135–140, arXiv:0807.4206 [hep-ph].
[23] F. Jegerlehner, “Electroweak effective couplings for future precision experiments,”
Nuovo Cim. C034S1 (2011) 31–40, arXiv:1107.4683 [hep-ph].
[24] S. Bodenstein, C. Dominguez, K. Schilcher, and H. Spiesberger, “Hadronic
contribution to the QED running coupling α(M2Z),” Phys.Rev. D86 (2012) 093013,
arXiv:1209.4802 [hep-ph].
[25] CMD and BaBar Collaboration, E. Solodov, “Results on e+e− → hadrons cross
sections from VEPP-2M and BaBar,” Nucl.Phys.Proc.Suppl. 186 (2009) 197–202.
[26] V. Druzhinin, S. Eidelman, S. Serednyakov, and E. Solodov, “Hadron production via
e+e− collisions with initial state radiation,” Rev.Mod.Phys. 83 (2011) 1545,
arXiv:1105.4975 [hep-ex].
[27] G. Rodrigo, PHOKHARA: radiative return at flavour factories, September, 2010.
http://ific.uv.es/~rodrigo/phokhara/. PHOKHARA Public Web Page.
[28] Working Group on Radiative Corrections and Monte Carlo Generators for
Low Energies Collaboration, S. Actis et al., “Quest for precision in hadronic cross
sections at low energy: Monte Carlo tools vs. experimental data,” Eur.Phys.J. C66
(2010) 585–686, arXiv:0912.0749 [hep-ph].
[29] KLOE Collaboration, F. Ambrosino et al., “Measurement of σ(e+e− → pi+pi−) from
threshold to 0.85 GeV2 using Initial State Radiation with the KLOE detector,”
Phys.Lett. B700 (2011) 102–110, arXiv:1006.5313 [hep-ex].
[30] BABAR Collaboration, B. Aubert et al., “The e+e− → 2(pi+pi−)pi0, 2(pi+pi−)η,
K+K−pi+pi−pi0 and K+K−pi+pi−η Cross Sections Measured with Initial-State
Radiation,” Phys.Rev. D76 (2007) 092005, arXiv:0708.2461 [hep-ex].
[31] BABAR Collaboration, B. Aubert et al., “Erratum: The e+e− → 2(pi+pi−)pi0,
2(pi+pi−)η, K+K−pi+pi−pi0 and K+K−pi+pi−η cross sections measured with
initial-state radiation [Phys. Rev. D 76, 092005 (2007)],” Phys. Rev. D 77 (Jun,
2008) 119902. http://link.aps.org/doi/10.1103/PhysRevD.77.119902.
[32] G. Rodrigo, A. Gehrmann-De Ridder, M. Guilleaume, and J. H. Kuhn, “NLO QED
corrections to ISR in e+e− annihilation and the measurement of σ(e+e− → hadrons)
using tagged photons,” Eur.Phys.J. C22 (2001) 81–88, arXiv:hep-ph/0106132
[hep-ph].
166
[33] G. Rodrigo, H. Czyz, J. H. Kuhn, and M. Szopa, “Radiative return at NLO and the
measurement of the hadronic cross-section in electron-positron annihilation,”
Eur.Phys.J. C24 (2002) 71–82, arXiv:hep-ph/0112184 [hep-ph].
[34] J. H. Kuhn and G. Rodrigo, “The radiative return at small angles: virtual
corrections,” Eur.Phys.J. C25 (2002) 215–222, arXiv:hep-ph/0204283 [hep-ph].
[35] H. Czyz, A. Grzelinska, J. H. Kuhn, and G. Rodrigo, “The Radiative return at Φ-
and B-factories: FSR at next-to-leading order,” Eur.Phys.J. C33 (2004) 333–347,
arXiv:hep-ph/0308312 [hep-ph].
[36] BABAR Collaboration, SLAC National Accelerator Laboratory, Menlo Park, CA,
BABAR: SLAC NATIONAL ACCELERATOR LABORATORY, March, 2013.
http://www-public.slac.stanford.edu/babar/. BABAR Public Web Page.
[37] BaBar Collaboration, A. Hafner, “Exclusive hadronic cross sections measured via
ISR from BaBar,” Nucl.Phys.Proc.Suppl. 207-208 (2010) 133–136.
[38] BABAR Collaboration, B. Malaescu, “Measurement of the e+e− → hadrons
cross-section at low energy with ISR events at BABAR,” Nucl.Phys.Proc.Suppl. 218
(2011) 213–218, arXiv:1012.3689 [hep-ex].
[39] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Belle Run Information, May, 2010.
http://belle.kek.jp/secured/runinfo/. Belle Internal Web Page.
[40] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Belle Collaboration, March, 2013.
http://belle.kek.jp/. Belle Public Web Page.
[41] KEK High Energy Accelerator Research Organization, HIGH ENERGY
ACCELERATOR RESEARCH ORGANIZATION, KEK 1-1 Oho, Tsukuba, Ibaraki
305-0801 Japan, KEK: HIGH ENERGY ACCELERATOR REASERCH
ORGANIZATION, March, 2013. http://www.kek.jp/. KEK Public Web Page.
[42] A. Abashian, K. Gotow, N. Morgan, L. Piilonen, S. Schrenk, et al., “The Belle
Detector,” Nucl.Instrum.Meth. A479 (2002) 117–232.
[43] S. Kurokawa, “Overview of the KEKB accelerators,” Nucl.Instrum.Meth. A499
(2003) 1–7.
[44] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Belle Generic Slides, November, 2004.
http://belle.kek.jp/belle/slides/KEKB/Bellering4.gif
http://belle.kek.jp/belle/slides/slide_index.html. Belle Public Web Pages.
[45] R. Abe, T. Abe, H. Aihara, Y. Asano, T. Aso, et al., “The new beampipe for the
Belle experiment,” Nucl.Instrum.Meth. A535 (2004) 558–561.
167
[46] Z. Natkaniec, H. Aihara, Y. Asano, T. Aso, A. Bakich, et al., “Status of the Belle
silicon vertex detector,” Nucl.Instrum.Meth. A560 (2006) 1–4.
[47] H. Aihara, Y. Asano, T. Aso, A. Bakich, M. Barbero, et al., “Belle SVD2 vertex
detector,” Nucl.Instrum.Meth. A568 (2006) 269–273.
[48] H. Aihara, T. Arakawa, Y. Asano, T. Aso, A. Bakich, et al., “Status and upgrade
plans of the Belle silicon vertex detector,” Nucl.Instrum.Meth. A582 (2007) 709–713.
[49] P. Holl, J. Kemmer, U. Prechtel, T. Ziemann, D. Hauff, et al., “A DOUBLE SIDED
SILICON STRIP DETECTOR WITH CAPACITIVE READOUT AND A NEW
METHOD OF INTEGRATED BIAS COUPLING,” IEEE Trans.Nucl.Sci. 36 (1989)
251–255.
[50] M. Akatsu, K. Fujimoto, Y. Fujita, H. Hirano, M. Hirose, et al., “Cathode image
readout in the BELLE central drift chamber,” Nucl.Instrum.Meth. A454 (2000)
322–333.
[51] K. Hoshina, K. Fujii, and O. Nitoh, “Development of a Geant4 solid for stereo
minĳet cells in a cylindrical drift chamber,” Comput.Phys.Commun. 153 (2003)
373–391, arXiv:hep-ex/0303014 [hep-ex].
[52] H. Sagawa, “The BELLE CsI calorimeter,” Nucl.Instrum.Meth. A453 (2000)
259–261.
[53] K. Miyabayashi, “Belle electromagnetic calorimeter,” Nucl.Instrum.Meth. A494
(2002) 298–302.
[54] B. Cheon, H. Kim, S. Lee, E. Won, I. Park, et al., “Electromagnetic calorimeter
trigger at Belle,” Nucl.Instrum.Meth. A494 (2002) 548–554.
[55] B. Shwartz, “Belle calorimeter upgrade,” Nucl.Instrum.Meth. A598 (2009) 220–223.
[56] H. Kichimi, Y. Yoshimura, T. Browder, B. Casey, M. Jones, et al., “The BELLE
TOF system,” Nucl.Instrum.Meth. A453 (2000) 315–320.
[57] Belle Collaboration, J. Nam et al., “A Detailed Monte Carlo simulation for the
BELLE TOF system,” Nucl.Instrum.Meth. A491 (2002) 54–68,
arXiv:hep-ex/0204030 [hep-ex].
[58] R. Stroynowski, “Time-of-flight technique,” In *Stanford 1989, Proceedings, Study of
tau, charm and J/psi physics* 956-962. (1989) .
https://www.slac.stanford.edu/pubs/confproc/tau89/tau89-071.html.
[59] BELLE Collaboration, A. Bondar, “The BELLE detector,” Nucl.Instrum.Meth.
A408 (1998) 64–76.
[60] BELLE Collaboration, H. Tajima, “Instrumentation for the BELLE detector,”
Nucl.Phys.Proc.Suppl. 78 (1999) 14–19.
168
[61] A. Abashian, K. Abe, K. Abe, P. Behera, F. Handa, et al., “Muon identification in
the Belle experiment at KEKB,” Nucl.Instrum.Meth. A491 (2002) 69–82.
[62] J. Wang, “RPC performance at KLM / BELLE,” Nucl.Instrum.Meth. A508 (2003)
133–136.
[63] Belle Collaboration, R. Akhmetshin et al., “Survey of the properties of BGO
crystals for the extreme forward calorimeter at BELLE,” Nucl.Instrum.Meth. A455
(2000) 324–328.
[64] T. Iĳima, I. Adachi, R. Enomoto, R. Suda, T. Sumiyoshi, et al., “Aerogel Cherenkov
counter for the BELLE detector,” Nucl.Instrum.Meth. A453 (2000) 321–325.
[65] E. Won, H. Ha, and Y. Iwasaki, “Upgrade of the Level 1 Global Trigger System in
the Belle Experiment,” in Real-Time Conference, 2007 15th IEEE-NPSS, pp. 1–4. 29
2007-May 4.
[66] E. Won, “Upgrade of the level 1 global trigger in the Belle experiment,” IEEE
Trans.Nucl.Sci. 55 (2008) 122–125.
[67] S. Suzuki, M. Yamauchi, M. Nakao, R. Itoh, and H. Fujii, “The BELLE DAQ
system,” Nucl.Instrum.Meth. A453 (2000) 440–444.
[68] S. Suzuki, R. Itoh, H. Kim, H. Kim, H. Kim, et al., “Belle DAQ system upgrade at
2001,” Nucl.Instrum.Meth. A494 (2002) 535–540.
[69] T. Hirai, S. Uehara, and Y. Watanabe, “Real-time luminosity monitor for a
B-factory experiment,” Nucl.Instrum.Meth. A458 (2001) 670–676.
[70] V. Zhilich, “The luminosity measurement at the Belle detector,” Nucl.Instrum.Meth.
A494 (2002) 63–67.
[71] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Event Classification, March, 2013. http:
//belle.kek.jp/secured/wiki/doku.php?id=software:event_classification.
Belle Internal Web Page.
[72] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Skim Quickview, August, 2012.
http://belle.kek.jp/secured/wiki/doku.php?id=software:skim. Belle Internal
Web Page.
[73] P. C. Kim and eddited by Ryosuke Itoh for the Belle Collaboration, QQ Quick
Reference for BELLE: How to use CLEO’s QQ event generator for BELLE. Belle
Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki,
305-0801, JAPAN, July, 1997.
http://belle.kek.jp/group/software/qq/html/belle_qq.html
http://belle.kek.jp/group/software/qq/belle_qq_compact.ps.gz. Belle
Internal Web Pages.
169
[74] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 48, PHOKHARA 6.2
archive. Center for Experimental Nuclear Physics and Astrophysics (CENPA), Box
354290 University of Washington Seattle, WA 98195 USA, October, 2012.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/48. CENPA
UW Internal Web Page.
[75] J. Crnkovic, Elog Entry belle PiPlusPiMinusEta Message ID: 37, Getting
PHOKHARA to work. Center for Experimental Nuclear Physics and Astrophysics
(CENPA), Box 354290 University of Washington Seattle, WA 98195 USA, October,
2007. https://muon.npl.washington.edu/elog/belle/PiPlusPiMinusEta/37.
CENPA UW Internal Web Page.
[76] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 44, BASF code
BackUp: 2012-02-03 (includes L4 & tsim). Center for Experimental Nuclear Physics
and Astrophysics (CENPA), Box 354290 University of Washington Seattle, WA
98195 USA, February, 2012.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/44. CENPA
UW Internal Web Page.
[77] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 46, BASF code
BackUp: 2012-02-22 (includes evtgen pi+pi-pi0pi0 option). Center for Experimental
Nuclear Physics and Astrophysics (CENPA), Box 354290 University of Washington
Seattle, WA 98195 USA, March, 2012.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/46. CENPA
UW Internal Web Page.
[78] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 20, PHOKHARA:
USER_TABLE vs. DECAY_TABLE. Center for Experimental Nuclear Physics and
Astrophysics (CENPA), Box 354290 University of Washington Seattle, WA 98195
USA, February, 2008.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/20. CENPA
UW Internal Web Page.
[79] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 23, Random Number
Generator Seeds for gsim & PHOKHARA. Center for Experimental Nuclear Physics
and Astrophysics (CENPA), Box 354290 University of Washington Seattle, WA
98195 USA, March, 2008.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/23. CENPA
UW Internal Web Page.
[80] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 32, Output from the
initial port of PHOKHARA to BASF. Center for Experimental Nuclear Physics and
Astrophysics (CENPA), Box 354290 University of Washington Seattle, WA 98195
USA, December, 2010.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/32. CENPA
UW Internal Web Page.
170
[81] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 33, Porting
PHOKHARA to BASF: Getting seed_prod.exe to produce random seeds. Center for
Experimental Nuclear Physics and Astrophysics (CENPA), Box 354290 University of
Washington Seattle, WA 98195 USA, February, 2011.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/33. CENPA
UW Internal Web Page.
[82] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 39,
qq98+PHOKHARA and sqrts. Center for Experimental Nuclear Physics and
Astrophysics (CENPA), Box 354290 University of Washington Seattle, WA 98195
USA, January, 2012.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/39. CENPA
UW Internal Web Page.
[83] J. Wicht, Monte Carlo. Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS,
KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, September, 2010.
http://kds.kek.jp/getFile.py/access?contribId=7&resId=0&materialId=
slides&confId=5719. Belle Analysis School (22-24, September 2010) BAS10.2
Internal Talk.
[84] J. Apostolakis, GEANT - Detector Description and Simulation Tool. GEANT, May,
2003. http://wwwasd.web.cern.ch/wwwasd/geant/index.html. CERN Public
Web Page.
[85] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, gsim, March, 2010.
http://belle.kek.jp/secured/wiki/doku.php?id=software:gsim. Belle Internal
Web Page.
[86] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, gsim (CaseB), May, 2010.
http://belle.kek.jp/group/software/gsim/GsimCaseB/gsimcaseb.html. Belle
Internal Web Page.
[87] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, bpsmear: What is bpsmear, March, 2010.
http://belle.kek.jp/secured/wiki/doku.php?id=software:bpsmear. Belle
Internal Web Page.
[88] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, addbg (beam BG overlay module): What is addbg, March,
2010. http://belle.kek.jp/secured/wiki/doku.php?id=software:addbg. Belle
Internal Web Page.
[89] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, How to generate a single track in gsim, December, 2011.
171
http://belle.kek.jp/secured/wiki/doku.php?id=software:gensingle. Belle
Internal Web Page.
[90] H. Ozaki, Reprocessing Plans. Belle Collaboration, Rm 215, Bldg 3, Belle Group,
IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, March, 2008.
http://kds.kek.jp/getFile.py/access?contribId=12&resId=0&materialId=
slides&confId=1006. 46th Belle Genaral Meeting Internal Talk.
[91] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, case B data were released !, July, 2010.
http://belle.kek.jp/group/software/newdst/How2UseNewData.html. Belle
Internal Web Page.
[92] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, TrgBit Class, January, 2004.
http://belle.kek.jp/group/trg/private/software/trgbit.html. Belle Internal
Web Page.
[93] K. Inami, Tsim, How to. Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS,
KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, April, 2008.
http://belle.kek.jp/secured/tautp/tauphys/tsim/tsim.html. Belle Internal
Web Page.
[94] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Tsim (Trigger Simulation) Introduction, March, 2011.
http://belle.kek.jp/secured/wiki/doku.php?id=software:tsim. Belle Internal
Web Page.
[95] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Belle Monte Carlo, June, 2009.
http://belle.kek.jp/group/software/MC/. Belle Internal Web Page.
[96] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, How to find Data ?: Data Search, January, 2013.
http://belle.kek.jp/secured/wiki/doku.php?id=software:data_search. Belle
Internal Web Page.
[97] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Belle File Search Engine Ver. 4.0: MC Data, March,
2013. http://bweb3.cc.kek.jp/index_m.php. Belle Internal Web Page.
[98] The ROOT Team, ROOT, March, 2013. http://root.cern.ch/drupal/. ROOT
Public Web Page.
[99] K. Inami, Tau skim at evtcls. Belle Collaboration, Rm 215, Bldg 3, Belle Group,
IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, June, 2011.
http://belle.kek.jp/secured/tautp/tauphys/evtcls/tauskim.html. Belle
Internal Web Page.
172
[100] J. Tanaka, Kinematic Fitter. Belle Collaboration, Rm 215, Bldg 3, Belle Group,
IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, February, 2011.
http://belle.kek.jp/group/software/KFitter/. Belle Internal Web Page.
[101] K. Chen, The ExKFitter Homepage. Belle Collaboration, Rm 215, Bldg 3, Belle
Group, IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, July, 2004.
http://belle.kek.jp/~kfchen/private/ExKFitter/. Belle Internal Web Page.
[102] Y. Ohnishi, Track Parametrization. Belle Collaboration, Rm 215, Bldg 3, Belle
Group, IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, June, 1997.
http://belle.kek.jp/secured/belle_note/gn148/track_par.ps.gz. Belle Note
148 Internal Document.
[103] J. Crnkovic, Elog Entry belle PiPlusPiMinusEta Message ID: 120, Weekly Report.
Center for Experimental Nuclear Physics and Astrophysics (CENPA), Box 354290
University of Washington Seattle, WA 98195 USA, September, 2008.
https://muon.npl.washington.edu/elog/belle/PiPlusPiMinusEta/120. CENPA
UW Internal Web Page.
[104] P. Avery, “Applied Fitting Theory I: General Least Squares Theory,” CLEO Note
CBX 91-72 (October, 1991) 1–23.
http://www.phys.ufl.edu/~avery/fitting/fitting1.ps.gz
http://www.phys.ufl.edu/~avery/fitting/fitting1.pdf.
[105] P. Avery, Data Analysis and Kinematic Fitting With the KWFIT Library. University
of Florida, Department of Physics, P.O. Box 118440, Gainesville, FL 32611-8440,
June, 1998. http://www.phys.ufl.edu/~avery/kwfit/. Physics UF Public Web
Page.
[106] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, To get more precise vertex position (w/ IP tube),
December, 2007. http:
//belle.kek.jp/group/software/slides/KFitter/soft_KFitter+IPTube.html.
Belle Internal Web Page.
[107] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, eid Quickview: What is "eid" ?, October, 2012.
http://belle.kek.jp/secured/wiki/doku.php?id=software:eid. Belle Internal
Web Page.
[108] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, Muid_mdst Quickview: What is "Muid_mdst" ?, March,
2010. http://belle.kek.jp/secured/wiki/doku.php?id=software:muid. Belle
Internal Web Page.
[109] J. Crnkovic, Elog Entry belle PiPlusPiMinusEta Message ID: 148, Testing e+e- ->
pi+pi-pi0 PID cuts. Center for Experimental Nuclear Physics and Astrophysics
173
(CENPA), Box 354290 University of Washington Seattle, WA 98195 USA, October,
2010. https://muon.npl.washington.edu/elog/belle/PiPlusPiMinusEta/148.
CENPA UW Internal Web Page.
[110] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, atc_pid Quickview: What is "atc_pid" ?, March, 2010.
http://belle.kek.jp/secured/wiki/doku.php?id=software:atc_pid. Belle
Internal Web Page.
[111] J. Crnkovic, Elog Entry belle PiPlusPiMinusEta Message ID: 221, Diagnostic plots
for various cuts (no bkg subt). Center for Experimental Nuclear Physics and
Astrophysics (CENPA), Box 354290 University of Washington Seattle, WA 98195
USA, May, 2012.
https://muon.npl.washington.edu/elog/belle/PiPlusPiMinusEta/221. CENPA
UW Internal Web Page.
[112] Belle Collaboration, X. Wang et al., “Observation of Two Resonant Structures in
e+e− → pi+pi−ψ(2S) via Initial-State Radiation at Belle,” Phys.Rev.Lett. 99 (2007)
142002, arXiv:0707.3699 [hep-ex].
[113] Belle Collaboration, C. Yuan et al., “Measurement of the e+e− → pi+pi−J/ψ Cross
Section Via Initial-State Radiation at Belle,” Phys.Rev.Lett. 99 (2007) 182004,
arXiv:0707.2541 [hep-ex].
[114] T. Adye, RooUnfold: ROOT Unfolding Framework, October, 2012.
http://hepunx.rl.ac.uk/~adye/software/unfold/RooUnfold.html. Tim Adye
Public Web Page.
[115] T. Adye, class RooUnfoldResponse: public TNamed, October, 2011. http:
//hepunx.rl.ac.uk/~adye/software/unfold/htmldoc/RooUnfoldResponse.html.
Tim Adye Public Web Page.
[116] S. Nishida, Study of Kaon and Pion Identification Using Inclusive D∗ Sample. Belle
Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki,
305-0801, JAPAN, January, 2005.
http://belle.kek.jp/secured/belle_note/gn779/bn779.ps.gz. Belle Note 779
Internal Document.
[117] S. Nishida, News from PID Joint Group. Belle Collaboration, Rm 215, Bldg 3, Belle
Group, IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, June, 2009.
http://belle.kek.jp/group/pid_joint/
http://belle.kek.jp/group/pid_joint/kid/files-2006/kid_eff_06s.h
http://belle.kek.jp/group/pid_joint/kid/files-2006/cal_pid_eff_06.cc
http://belle.kek.jp/group/pid_joint/kid/files-2010/kidtables/
kideff-2010.dat http://belle.kek.jp/group/pid_joint/kid/files-2010/
kidtables/kideff-2010-posi.dat http://belle.kek.jp/group/pid_joint/kid/
files-2010/kidtables/kideff-2010-nega.dat. Belle Internal Web Pages.
174
[118] S. Nishida, PID Systematic Study. Belle Collaboration, Rm 215, Bldg 3, Belle Group,
IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, October, 2009.
http://kds.kek.jp/getFile.py/access?contribId=5&resId=0&materialId=
slides&confId=3808. Belle Analysis School (1-2, October 2009) BAS09 Internal
Talk.
[119] S. Nishida, How to use PID Packages. Belle Collaboration, Rm 215, Bldg 3, Belle
Group, IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, February, 2010.
http://kds.kek.jp/getFile.py/access?contribId=27&resId=0&materialId=
slides&confId=4244. Belle Analysis School (11-13, February 2010) BAS10 Internal
Talk.
[120] J. Crnkovic, Elog Entry belle BasfAndComputing Message ID: 37, K/pi PID
efficiency correction/fake rate. Center for Experimental Nuclear Physics and
Astrophysics (CENPA), Box 354290 University of Washington Seattle, WA 98195
USA, September, 2011.
https://muon.npl.washington.edu/elog/belle/BasfAndComputing/37. CENPA
UW Internal Web Page.
[121] BABAR Collaboration, B. Aubert et al., “A Study of e+e− → pp¯ using initial state
radiation with BABAR,” Phys.Rev. D73 (2006) 012005, arXiv:hep-ex/0512023
[hep-ex].
[122] V. Zhilich, Integrated Luminosity for Hadron B(J) skim for reprocessed data
(CaseB). Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho,
Tsukuba, Ibaraki, 305-0801, JAPAN, September, 2012.
http://belle.kek.jp/group/ecl/private/lum/lum6new.html. Belle Internal Web
Page.
[123] A. Cordier, B. Delcourt, P. Eschstruth, F. Fulda, G. Grosdidier, et al., “CROSS
SECTION OF THE REACTION e+e− → pi+pi−pi0 FOR C.M. ENERGIES FROM
750 TO 1100 MeV,” Nucl.Phys. B172 (1980) 13.
[124] S. Dolinsky, V. Druzhinin, M. Dubrovin, V. Golubev, V. Ivanchenko, et al.,
“SUMMARY OF EXPERIMENTS WITH THE NEUTRAL DETECTOR AT THE
e+e− STORAGE RING VEPP-2M,” Phys.Rept. 202 (1991) 99–170.
[125] DM2 Collaboration, A. Antonelli et al., “Measurement of the e+e− → pi+pi−pi0 and
e+e− → ωpi+pi− reactions in the energy interval 1350-2400 MeV,” Z.Phys. C56
(1992) 15–19.
[126] G. Nanava and Z. Was, “Scalar QED, NLO and PHOTOS Monte Carlo,”
Eur.Phys.J. C51 (2007) 569–583, arXiv:hep-ph/0607019 [hep-ph].
[127] N. Davidson, T. Przedzinski, and Z. Was, “PHOTOS Interface in C++: Technical
and Physics Documentation,” arXiv:1011.0937 [hep-ph].
175
[128] Belle Collaboration, Rm 215, Bldg 3, Belle Group, IPNS, KEK 1-1 Oho, Tsukuba,
Ibaraki, 305-0801, JAPAN, EvtGen, June, 2011.
http://belle.kek.jp/secured/wiki/doku.php?id=software:evtgen. Belle
Internal Web Page.
[129] P. Krokovny, Generator Task Force Page. Belle Collaboration, Rm 215, Bldg 3, Belle
Group, IPNS, KEK 1-1 Oho, Tsukuba, Ibaraki, 305-0801, JAPAN, February, 2008.
http://belle.kek.jp/secured/generator/. Belle Internal Web Page.
[130] F. Ignatov, Calculation of the Vacuum Polarization, October, 2008. http:
//www.lnf.infn.it/wg/sighad/beijing08/Sighadmeeting/sighad08_vpol.pdf
http://cmd.inp.nsk.su/~ignatov/vpl/sighad08_vpol.pdf. 4th meeting of the
Working Group on Radiative Corrections and Monte Carlo Generators for Low
Energies (Beĳing 2008) Public Talk.
[131] F. Ignatov, Chapter 4 of Ph.D. thesis (in Russian). PhD thesis.
http://cmd.inp.nsk.su/~ignatov/vpl/thesisIgnatov.pdf.
[132] F. Ignatov, Vacuum Polarization. CMD-3 Collaboration, November, 2012.
http://cmd.inp.nsk.su/~ignatov/vpl/. CMD-3 Public Web Page.
[133] J. Crnkovic, Elog Entry belle HVPTools Message ID: 12, Obtaining \alpha(s). Center
for Experimental Nuclear Physics and Astrophysics (CENPA), Box 354290
University of Washington Seattle, WA 98195 USA, February, 2013.
https://muon.npl.washington.edu/elog/belle/HVPTools/12. CENPA UW
Internal Web Page.
[134] V. Ezhela, S. Lugovsky, and O. Zenin, “Hadronic Part of the Muon g − 2 Estimated
on the σ2003total(e+e− → hadrons) Evaluated Data Compilation,” e-print (2003) ,
arXiv:hep-ph/0312114 [hep-ph].
[135] K. Hagiwara, A. Martin, D. Nomura, and T. Teubner, “Predictions for g − 2 of the
muon and αQED(M2Z),” Phys.Rev. D69 (2004) 093003, arXiv:hep-ph/0312250
[hep-ph].
176
