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1 
1. Introduction 
In the following we will study the time-dependent behaviour of the number of 
jobs in a network with a Poisson arrival stream, infinitely many servers at each 
·node, general service time distributions and a homogeneous transition matrix, 
i.e., K an [M/G/oo] network. Although such networks are of independent interest in 
the modeling of, e.g., migration and illness processes, cf. [3],[6], the main 
purpose of our investigations is to obtain some general insights into the tran-
sient behaviour of Jackson (queueing) networks, cf. [5], which are frequently 
used to model computer-communication systems, cf. [7]. The advantage of networks 
with infinite server nodes is that their transient analysis and the resulting 
formulas are much simpler than those of networks with finitely mary servers at 
the nodes. This becomes already obvious when one compares the time-dependent 
state probabilities for the M/M/00 system with those for the M/M/1 system, cf.[9]. 
Therefore, we will proceed as follows. We shall derive formulas for the time-
dependent state probabilities and mean number of jobs in a network with infinite 
server nodes. Then we will be concerned with questions like: if a system starts 
(resumes) working at time 0 with a given number of jobs at each of the service 
centers,. after what amount of time T is (and stays) the average number of jobs 
£ 
in the network within£% of its limiting value (0 <£ <100); and how does this 
initial transient period T depend on the system parameters? The answer to these £ 
questions is important when it has to be decided whether a steady-state approxi-
mation is justified or not for describing a network in a given situation. It may 
also be helpful by determining the length of the initial part of a simulation 
run which should be ignored when estimating the steady-state distributions of a 
network. Finally, we shall formulate some conjectures on the time-dependent beha-
viour of the number of jobs in a queueing network with {exponential) single ser-
ver nodes. For this purpose we shall express the initial transient periods T in 
£ 
terms of the relaxation time T of the network, cf. [2]. Let N (t) be the total 
s 
number of jobs in the network at time t, t ~O. Then the relaxation time of N5 (t) 
is defined to be the smallest value T for.which holds 
2 
where 
g(t) at o(e ), 
g( t) -t/T e 
t + oo, for all o > 0. 
( 1.1} 
( 1.2) 
·The relaxation time T is a rather robust measure for the transient characteristics 
of a system, because the same value T determines the asymptotic behaviour of many 
quantities related to a system, and because it is independent of the initial state 
of a system, cf. [4, §III.7.3], [2], and section 2. Recently, the asymptotic beha-
viour of Jackson networks with two single server nodes was studied ([1],[2]). 
These results, together with those of the present paper, will be used to formulate 
conjectures on the asymptotic behaviour of Jackson networks with an arbitrary 
number of single server nodes. In particular, we will give an upper bound for the 
initial transient period T which depends on the system parameters only through 
£ 
the number of nodes K and the relaxation time T of the network. For the latter a 
conjecture was formulated in [2,§4.3]. 
This introduction is concluded with some definitions. A Jackson network with 
infinitely many servers at each node is determined by the following data: 
K 
R 
c. ],S 
the number of service centers; 
the number of job classes; 
the mean interarrival time for jobs entering the network; 
the probability that a job enters the network at center j as job of 
class s (j =1, .. ,K, s =1, .. ,R); 
qkj,rs the probability that a job of class r of which the service is completed 
at center k goes to center j as job of class s (j,k=1, •. ,K, s,r=1, .• ,R); 
B. (x) the service time distribution at center j for jobs of class s (j =1, •• ,K, 
]1S 
s=l, .. ,R). 
Let further for j,k =1, .. ,K, s,r =1, •. ,R, 
~,r the probability that a job of class r leaves the network when a service 
of this job at center k has been completed, u. = 1 - L. qk. ; 
k,r J,S J,rs 
sj,s mean service time for jobs of class s at center j; 
S~ (8) Laplace-Stieltjes (L.S.) transform of B. (x), Re 8 ~ 0; J,S ],S 
S(x)· sojourn time distribution for jobs in the network; 
·a*(e) L.S. transform of S(x), Ree~ O; 
A. arrival rate (external and internal) of jobs of class s at center j; 
J ,s 
The traffic intensity at service center j is defined to be 
p ·= j . 
R 
E 
s=l 
A. . S ],S j,s' j =1, •• ,K, ( 1. 3) 
K 
and we let p:=:L. 1 p .• If the network is stable, then A. is determined by the J= J ],S 
following set of linear equations, cf. [5], 
A. ],S c. /a+ J,S 
K R 
E E qkJ',rs Ak,r' 
k=l r=l 
j = 1, •. , K, s=l, .. ,R. 
2. Transient behaviour of the number of jobs in an initially empty network 
( 1. 4) 
In this section the time-dependent behaviour of the total number of jobs in a 
network with infinitely many servers at each node is studied for the case that 
the system starts working at time 0 with no jobs present in the network. Because 
jobs do not have to wait in the networks which we are investigating, they move 
independently of each other through the networks. Therefore, as long as we only 
consider the total number N8 (t) of jobs in such a network, this network is prob-
abilistically equivalent to a single M/G/00 system with mean interarrival time a 
and service time distribution S(x), the sojourn time distribution in the origi-
nal network. In [9, p.160] it was shown that for the M/G/oo system 
with 
hence 
Pr{N
8
(t) =n I N
8 
(O) =O} 
<I> ( t) 
1 t 
:= - f (1-S(x)] dx 
a 0 
cj> ( t) 
n=0,1, .• , 
00 
p - .!._ f (1 -S(x)] dx; 
a t 
1 t 
f [1 -S(x)] dx. 
a 0 
( 2. 1) 
(2.2) 
( 2. 3) 
From these relations it follows that the asymptotic behaviour of N8 (t) as t+ 
00 
3 
4 
is determined by the tail of the .distribution S(x). For instance, if 1 -S(x) = 
-o -o 1-0 1-0 
=ex +o(x ) , x-+ 00 , o > 1, then <j>(t) =p -c/a t /(o-1) +o(t ) , t-+ 00 • In this 
case_ the relaxation time of N8 (t) is infinite, cf. (1.1),(1.2). On the other hand, 
~f S(x) has a finite support, then <j>(t) =p for t large enough and the relaxation 
time of N8 (x) is equal to zero. We will further concentrate on distributions with 
exponential tails. If 
-r;x [ o o ] 1-S(x) =Ce x +o(x), x -+ oo, (2.4) 
then 
<P ( t) -r;t 0 0 p - C/(a.1:;) e [t +o(t ) ], t -+ oo, ( 2. 5) 
and the relaxation time of N8 (t) is equal to 1/1:;. If o is here a non-negative in-
* teger, then cr (8) is regular for Re 8 > -1:; and it posseses a pole of order o+l at 
8 =-r;. Note that for <j>(t) as;in (2.5), cf. (2.1), for n =0,1, .. , as t-+ oo, 
It is seen that in general these probabilities have the same relaxation time as 
<j>(t) (apart from exceptional cases such as n =p and 1-S(x) =Ce-r;x +o(e-(r;+~)x), 
x -+ 00 , for some ~ > 0) . Therefore we shall restrict the discussion to the aver-
age total number of jobs in the network. 
We continue this section by showing that the determination of the distribution 
S(x) in (2.3) can be reduced to the solution of a set of linear equations. For 
* this purpose we introduce for j =1, •. ,K, s =1, .• ,R, the L.S. transform n. (8) of J,S 
the distribution of the residual sojourn time in the network of a job at the in-
stant that it enters center j as job of class s. It is clear that 
* cr ( 8) 
K R 
I: I: 
j=l s=l 
* c. n. (8), 
] 1 S ] 1 S 
Re 8 2': o. (2.6) 
Because the successive service times of a job and its routing through the network 
* are all i~dependent, the transforms nk (8) satify the set of linear equations: 
,r 
for k = 1 , .. , K, r = 1 , •• , R, 
* nk c 8) 
,r 
K R 
sk* (8) [u. + I: I: qk. n~ (8)], 
,r K,r J,rs J,S j=l s=l 
Re 8 2': o. ( 2. 7) 
* The L.S. transform a (6) is determined by (2.6) and (2.7). From (2.3) we have 
00 
f e-6t E{Ns(t) INs(O) =O} dt 
0 
* 2 [ 1 - a ( 6) ] I ( a.6 ) , Re 6 > 0. (2.8) 
This implies that the relaxation time of N8 (t) is determined by the abscissa of 
* * convergence of a (6). If the transforms Sk (6) are all rational or entire, then 
,r 
* the only singularities of a (6) are poles due to zeros of the determinant of the 
* set of equations (2.7); if one or more of the transforms sk (6) possess other 
,r 
* singularities, e.g. branch points, then a (6) will possess similar singularities 
* at the same positions as those of sk (6). 
,r 
Example. Consider a network with two service centers, one job class, q 12111 =n1 , 
q 21 , 11 =n2 , qll,ll =q22 , 11 =O. Then from (2.6), (2.7), it follows for Re 6 ~ O, 
* 
.In the case that S. 1 (6) =exp{-S. 16}, j =1,2, i.e., constant service times at JI JI 
both centers, the relaxation time of N (t) is equal to 
s 
T 
3. Transient behaviour of the number of jobs in an initially non-empty network 
If a network contains jobs at time 0, then the following quantities must be 
specified in order to be able to describe the number of jobs in the network for 
t > 0: the number of jobs of each class at each center and for each job the dis-
tribution of its residual service time. To avoid too intricate notations we will 
assume that jobs of the same class at the same center have the same residual ser-
vice time distributions. Hence, we let fork= 1, .• ,K, r = 1, •. ,R, Re 6 ~ 0, 
Il\,r the 'number of jobs of class r at center k at time O; 
* yk (6) the L.S. transform of the residual service time at time 0 for jobs of 
,r 
class r at center k. 
5 
6 
The set of these data will be indicated by the symbol M. Because the jobs move in-
dependently through the network, the distribution of the number of jobs in the net-
work at time t > 0 given M is the convolution of the distribution of the number of 
jobs which arrived after time 0 and are present at time t (this distribution was 
determined in section 2) and the distribution of the number of jobs which were 
present at time 0 and are still present at time t (a death process). Let Sk (x) 
,r 
be the distribution of the sojourn time for jobs of class r which are present at 
time 0 at center k (k =1, .• ,K, r =1, •. ,R), then the above implies that fort> O, 
l t K R 
E{N8 (t) IM}= - f [1-S(x)] dx + L L m. [1 - sk (t)]. a 0 k=1 r=1 .K,r ,r 
( 3. 1) 
* The L.S. transforms ok (8) of sk. (x) are given by, cf. (2.7), fork =1, .• ,K, 
,r ,r 
r=1, •. ,R, 
K R 
* Ok ( 8) 
,r 
* * yk (8) [u. + L L qk, n. (8)], 
,r .K,r J,rs J,S j=1 s=1 
Re 8 ~ o. ( 3. 2) 
With (2. 7) this can be reduced to: for k = 1, .• ,K, r = 1, •. ,R, 
* Ok ( 8) 
,r 
* * * Yk < 8 > nk < 8 > I Bk < 8 > , 
,r ,r ,r 
Re 8 ~ 0. ( 3. 3) 
From (3.1) it follows that for Re 8 > 0, 
oo -et K R 
f e E{N8 (t) iM} dt = [1-0*(8) ]/(a8
2 ) + L L m. [1-ok* (8) ]/8. 
0 k=1 r=1 .K,r ,r (3.4) 
The relaxation time of N8 (t) is determined by the largest of the abscissas of 
con-
vergence of o*(8), cf. section 2, and of yk* (8), k=1, •. ,K, r=1, .. ,R, cf. (3.2). 
,r 
4. On the joint distribution of the number of jobs at the various centers 
The results of the preceding sections, cf. (2.8),(3.4), are suitable for the 
determination of the relaxation time T of N8 (t), but not so much for the calcula-
tion of the instants T which are defined to be the smallest values with the prop-
£ 
erty that for t > TE:, 
( 4. 1) 
The latter would require the inversion of the L.S. transform cr*Ce). This section is 
concerned with a different approach, which makes use of properties of phase-type 
distributions, cf. [8, Ch.2]. The joint distribution of the number of jobs at the 
various service centers will be determined in a torm which allows for the calcula-
tion of the instants T • First we approximate each service time distribution by a 
£ 
phase-type distribution (phase-type distributions are dense in the set of all dis-
tributions with support (0, 00), cf. [8, Ch.2]). A phase-type distribution can be re-
presented by a network with negative exponentially distributed holding times at 
each node. Because jobs move independently through the original network, this im-
plies that every network with different job classes and phase-type service time 
distributions is probabilistically equivalent to a (larger) network with a single 
job class and exponential service times. To construct the latter network duplicate 
each center for each job class, and then replace each center by a subnetwork re-
presenting the phase-type service time distribution. Therefore, in the following 
discussion we consider only networks with a single job class and exponential ser-
vice times. We will use the notation of section 1, deleting the indices which refer 
to job classes. Results for the original networks can be obtained by aggregation of 
the appropriate nodes. 
Let G(z 1, •. ,zK;t) be the generating function of the joint distribution of the 
number of jobs at the various centers. This function satisfies the following partial 
differential equation, cf. [3, Ch.8]: 
a 
-G + at 
K 1 
L B [zk -~ 
k=1 k 
K a ' 1 
L qk . z . ] -a - G = 
j=l J J 2 k a. 
K 
L 
j=1 
c.z. -1] G. 
J J 
( 4. 2) 
By standard methods, cf. [3, Ch.8], it follows that if the system is empty at time 
0 then the solution of (4.2) reads: 
K -(1-z.)cp.(t) 
n e J J ( 4. 3) 
j=l 
where the functions cp.(t), j=l, .. ,K, are the solution of the following set of lin-
J 
ear differential equations: for j =1, •. ,K, 
1 
-[- cp. ( t) 
sj J (4.4) 
7 
8 
with ~.(O) =O. Hence, if the system is empty at time 0, the joint distribution of 
J 
the number of jobs at the various centers is the product of K marginal Poisson dis-
tributions with parameters ~.(t), for every t > 0, cf. (4.3). Further, 
J 
K 
I: 
j=l 
~ . ( t) . 
J 
(4.5) 
If the network is not empty at time 0, then the solution of (4.2) is the product 
of G0 as in (4.3) and the generating function GM of the distribution of the number 
of jobs at the various centers which were present at time 0 and are still present 
at time t > 0. GM is the solution of (4.2) with the right hand side replaced by 
zero, satisfying 
K 
n 
j=l 
m. 
J z. 
J 
(4.6) 
m. being the number of jobs at center j at time 0, j=l, •. ,K. Note that we do not 
J 
have to specify residual service times at time 0 as in section 3, because all ser-
vice times are negative exponentially distributed. We put the general solution of 
(4.2) obtained in [3, Ch.8] in the following form: for t ~ 0, 
K 
G(z 1 , .• ,zK;t) = n j=l 
K m. 
[1 +I: xhj(t) (zh-1)] J 
h=l 
-(1-z.)~.(t) 
e J J ( 4. 7) 
here the set of functions xhj(t) is the solution of the set of linear differential 
equations: for every j = 1, .• ,K, for h = 1, .. ,K, 
1 
-[- x . (t) -
sh hJ 
with initial conditions, cf. (4.6), 
x .. ( 0) ]] 1; Xhj(O) = 0, 
( 4 .8) 
if h f= j. (4.9) 
From (4.7) it is seen that in the general case the numbers of jobs at the various 
centers are not independent. For the average total number of jobs in the network 
it is obtained from (4. 7): 
K K K 
E{N
8 
( t) IM} I: ~ . ( t) + I: m. I: XhJ' ( t) . 
j=l J j=l J h=l 
(4.10) 
From (4.10) it follows with (4.4) and (4.8) that the relaxation time T of N8 (t) is 
equal to 1/s·, where s is the smallest eigenvalue of the matrix (because 6 =-s 
m m m 
* is ~e pole with the largest real part of a (6), cf. (4.10) ,(3.1) ,(3.4), s must 
m 
be real): 
( 1-qll)/131 
-q121131 
-q211132 
(l-q22> 1132 
(4.11) 
In the next section we shall discuss as an example a network with two service cen-
ters. For completeness this section is concluded with the remark that, cf. (4.4), 
(1.4),(1.3), and (4.8), for h,j =1, •. ,K, 
lim <P. ( t) = pj, lim xhj <t> 0. (4 .12) 
t-+<» J t-+<» 
This implies with (4.10) that 
K 
lim E{N8 ( t) iM} 2: pj p. (4.13) t-+<» j=l 
5. An exponential network with two service centers 
As an example we shall work out the results of the preceding section for the 
case of two service centers (K=2). For simplicity we shall take q 11=q22=o, because 
feedback at the centers themselves is equivalent with rescaling the parameters 13 1 , 
13 2 , q 12 , q 21 • The eigenvalues of the matrix 
( 5. 1) 
are 
s1,2 (5.2) 
This implies that the relaxation time of the network is equal to 
T (5.3) 
9 
10 
Note that the eigenvalues s 1 and s2 coincide if and only if f3 1 = f3 2 
and q 12q 21 = O, 
and then s 1=s2=1/f31 • If s 1 "/: s 2 , then the solution 
of (4.4) in the case K =2 is: 
(1/f31-s2> P 1 -q21P2IB2 
<P 1 ( t) = pl -
s1 - s2 
( l/f32-s2>P2 -q12P/f31 
<P ( t) = p -
s1 - s2 2 2 
with, cf. ( 1.3) I 
p := 
1 81/a [cl+c2q21]/[l-q12q21], 
and the solution of (4.8) is: 
x .. ( t) 
JJ 
e 
e 
-s t 1 ( l/f31-sl)P1 -q21P/B2 -s t 2 
s2 - s1 
e 
-s t ( 1/f32-s1) P2 -q12P/f31 -s t 1 2 (5.4) 
s2 - s1 
e 
P2 82/a [clq12+c2]/[l-q12q21]; (5. 5) 
j =1,2, 
(5.6) 
With (4.10) it follows after some rearrangements that in the case K =2, sl f s 2 , 
E{N8 (t) IM} 
-s t 1 
e 
1/a - Cp 1+p 2>s 1 
s2 - s1 
-s1t -s2t 
+ml [{(1-q12)/f31 -s2}e - {(1-q12)/f31 -sl}e ]/(s1-s2) + 
-s 1t -s2t 
+ m2 [{(1-q21)/f32 -s2}e - {(1-q21)/f32 -sl}e ]/(s1-s2). (5.7) 
In the case s 1 =s2 , i.e. two service 
centers with the same service time distribu-
tion in series, we have (choosing q 21 =O): 
-t/S 
E{Ns(t) jM} = (pl+p2)[1 -{1 +t/f31 clq12/(1+clq12) }e 1] + 
-t/f31 
+ml {1+q12t/f31}e 
-t/f31 
+ m2 e 
( 5. 8) 
Next cons~der the function ~0 (t) defined in (4.1) for the case K =2, sl < s 2 . From 
(5. 7) we obtain (m1 =m2 =O): 
= e 
-s t 1 (5.9) 
This expression may be used to calculate the instants T for any s, cf. section 4. 
£ 
-x By using the. inequalities 0 < 1-e < x, x > O, it follows from (5.9) that 
-r..; t 1 
e 
-r..; t 1 
e (5.10) 
With the aid of (5.2) and (5.5) it is straight forward to prove that if r..; 1 < r..; 2 , 
From (5.10) and (5.11) it follows that in general, if K =2, r..; 1 ~ r..; 2 , 
t ~ 0. ( 5. 12) 
The right hand side of this inequality is equal to the function l/J 0 (t) for the net-
that of all networks with two centers which have relaxation time T = 1/r..; 1 the just 
mentioned tandem system reaches stochastic equilibrium the most slowly. Or, to put 
it in another way, of all M/G/00 systems for which the L.S. transform of the ser-
vice time distribution is rational with a denominator of degree two and with -r..; 1 
as the pole closest to the imaginary axis, the M/E 2/
00 system with mean service 
time 2/r..; 1 reach
es steady-state in the slowest way. Note that we consider here Ts 
for systems with the same relaxation time T. If on the other hand we consider the 
above class of M/G/ro systems but with the same mean service time, then the relaxa-
tion time of the M/E2/
00 system is minimal. 
It is not difficult to see that similar statements hold for exponential networks 
with K centers and for M/G/00 systems for which the L.S. transform of the service 
time distribution is rational with a denominator of degree K, K > 2. In the next 
section these properties will be used to derive an upper bound for the instants 
Ts which d~ends only on the number of nodes K and on the relaxation time T. 
From (5.7) it follows further that for m1 ,m2=0,1,2, .. , r..; 1 < r..; 2 , 
11 
12 
+ {l _ e-(?.;2-i';;l)t} l.;l(pl+p2-ml-m2) -l/a. +m1(1-q12)/f31 +m2(1-q21)/f32]. 
c s2 - r;; 1) c P 1 + P 2) 
(5.13) 
Because ljJM(t) has not a fixed sign, it is difficult to give a good general bound for 
this function. By using the equality, cf. (5.5), 
1/a. (5.14) 
the following inequality can be obtained from (5.13): 
This bound may be useful for m1 and m2 large with respect to p 1 and p2 . Because it
 
lacks an interpretation like the bound (5.12) for lji0 (t) it is not clear how (5.15) 
can be generalized to the case of more than two service centers. 
6. An upper bound for the instants T when the network is initially empty 
£ 
Because the tandem system in which all jobs visit subsequently the centers 1 un-
til K and in which all mean service times are equal reaches its equilibrium the 
most slowly of all exponential networks with K service centers and fixed relaxation 
time T, cf. section 5, we will determine the instants T =T (K,S) for such tandem £ E: 
systems and use them as an upper bound for the instants T for general networks. 
£ 
For c 1 =1, Sj =$ (j=l, •. ,K), qk,k+l =1 (k=l, •. ,K-1), uK=l, the differential equa-
tions (4.4) become 
d 1 1 qi 1 (O) dt <1>1 (t) = -- <j> (t) +- O, s 1 CJ. I 
d 1 1 <j> . ( 0) ( 6. 1) dt <j>j (t) = -8 <j>j(t) + 8 <j>j-1 (t) I = 0, j =2, .• ,!{. J 
By induction it can be proved that the solution of this set of differential equa-
tions is given by: for j = 1, •• ,K, fort~ O, 
here p 
<j>. ( t) 
J 
(p/K)[l - e-t/S j~l (t/S)k/k!], 
k=O 
KS/a., cf. section 1. This implies that, cf. (4.1),(4.5), fort~ 0, 
( 6. 2) 
K-1 
$
0
Ct) = e-t/S L (1~j/K) (t/S)j/j! 
j=O 
1 - t 
KS 
e 
-t/s 00 L 
j=K 
(1-j/K) (t/S)j/j!. 
Note that $0 (t) is strictly decreasing for t > 0 for every K ~ 1, because 
-1 -t/S K-l $0(t) = ~ e L (t/S)j/j! < O. KS j=O 
-t/S For K =1 we have $0 (t) = e , so that, cf. (4.1), 
t (1,S) 
£ 
S ln(100/£). 
From (6.3) it is seen that for every t > 0 as K + 00 , 
so that 
1 1 
1 - K t/S + o(K), 
T (K, S) "' (1 - £/100) KS I 
£ 
K + oo. 
( 6. 3) 
( 6 .4) 
( 6 .5) 
(6.6) 
( 6. 7) 
In table 6.1 the values oft (K,S) are listed as function of K for S =1, £ =1, .• ,5. 
£ 
These values are obtained by numerically solving the equations $0 (t) = £/100, cf. 
(6.3), (4.1). 
Let T = T (K,T) be the instants defined by (4.1) for an exponential network with 
£ £ 
K service centers and relaxation time T, then, cf. section 5, 
T (K,T) ::;; T (K,T) = T (K, 1) T. £ £ £ (6.8) 
From (6.7) it is seen that the upper bound t (K,1) increases approximately linear-
£ 
ly with K. There are, however, networks which reach their steady-state much faster 
(with respect to their relaxation time). As an example consider the symmetric net-
work with c. =1/K, S. =S, qk. =q/(K-1), kfj, q < 1, q .. =O (k,j =1, •. ,K). For 
J J J JJ 
this network it follows from (4.4) that (here p S/ [a( 1-q) ] ) 
<j>.(t) = (p/K) [1 - e-(1-q)t/S], 
J 
j =1, .. ,K, 
so that, independent of K, 
-t/T $0 (t) = e , T (K,T) = T ln(100/£), £ T 
(6.9) 
S/ C 1-q) . (6.10) 
In this case the upper bound t (K,1)T, cf. (6.8), is very rude. But it seems to be 
£ 
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TABLE 6.1. The instants T (K,1) after which the mean number of jobs in an 
£ 
initially empty system with K M/M/oo service centers in series 
stays within e% of its limiting value 
K t 1 (K,1) t 2 (K,1) t 3 (K,1) t 4 (K,1) t 5 (K,1) 
1 4.61 3.91 3.51 3.22 3.00 
2 5.99 5 .19 4. 72 4.38 4.11 
3 7.30 6.41 5.87 5.49 5.19 
4 8.55 7.58 7.00 6.57 6.23 
5 9. 77 8.73 8.09 7 .63 7.26 
10 15.6 14.2 13.4 12.8 12.3 
25 32.0 29.9 28.6 27.6 26.8 
50 58 .3 55.3 53.4 51.9 50.7 
100 109 105 102 100 98 .1 
150 160 155 151 148 145 
200 210 204 199 196 193 
250 260 253 248 244 240 
300 310 302 296 291 287 
difficult to find a better upper bound without getting involved into a detailed 
analysis of the networks. For instance, in the case K =2, cf. (5.10),the condi-
clear how this condition should be generalized to obtain lower upper bounds for 
specific networks with more than two service centers. An exception forms the 
class of feedforward networks in which jobs visit each center at most once. In 
such networks there are only a finite number of possible routes for the jobs and 
the length of each route is smaller than or equal to the size K of the network. 
Because the matrix (4.11) is triangular (possibly after renumbering the nodes), 
it follows readily that the relaxation time of a feedforward network is equal to 
(6.11) 
Further,'the above implies the following upper bound for feedforward networks, 
where K ~ K is the maximum number of service centers visited by any job: 
T (K,T) ~ T (K,l)T. 
£ £ (6.12) 
7. On networks with single server centers 
In this section some analogies between networks with infinitely many servers 
and those with a single server at each center will be indicated. The notation of 
section 1 will be used, with deletion of indices referring to job classes (only 
the case of one job class will be considered) • The discussion will be restricted 
to stable networks, which implies that for networks with single server centers it 
will be assumed, cf. [5], that p. < 1, for j =1, .. ,K, cf. (1.3). 
J 
For the M/M/1 queueing system it was shown in [4, §II.2.1] that as t + oo, 
1 -~ -\ 
2 1f p (l+fP) (t/T)-3/
2 e-t/T (1 +O(.!_)], 
t 
where the relaxation time T is given by 
T 
I -2 S [1 - vp] • 
( 7. 1) 
( 7. 2) 
By numerical s·olution of the Kolmogorov differential equations for the state prob-
abilities it can be found that T /T for the M/M/1 system is smaller than T (1,1) 
£ £ 
for the M/M/oo system; for instance •/T =3.1 for p =0.1 and •/T =2.1 for p =0.9, 
while f 1 (1,1) =4.61, cf. table 6.1. This can be explained by the factor (t/T)-
3/ 2 
-t/T in (7.1), whereas for the M/M/oo system we have $0 (t) =e , cf. (6.3). 
Recently, it was found in [1] that for two M/M/1 systems in series the function 
( 7. 3) 
possesses the following asymptotic expansions as t + 00 : 
-1 (t/Tl)-3/2 
-t/T 
[1 +o<t>], IT0 ( t) C(p1,p2) 
1 (p1-p2) e 
-1 -3/2 -t/T [1 +o<t>L IT0 ( t) C(p2,p1) 
2 ( p 2 -p 1 ) ( t/T 2) e 
1 -~ \ £" -2 (t/Tl)-1/2 
-t/T 1 1 [1 IT0 ( t) 2 1f P1 (1+ pl) e +O(t)], p2, 
( 7. 4) 
here C(p 1 ,p2 ) is a bounded, non-vanishing constant, and 
T. 
J 
j =1,2. ( 7. 5) 
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Hence, the relaxation time for this tandem system is equal to 
T = max{T.; j =1,2} =max{S.[1-/P-:-]-2 ; j =1,2}. 
J J J 
(7.6) 
The function $0 (t) has an asymptotic expansion similar to (7.4). Note that in the 
-3/2 
case p 1 ~ p 2 a factor ( t/T) occurs as in ( 7 .1), but that in the case p 1 = p 2 an 
additional factor t/T appears. Numerical evaluation of the instants T for this 
E 
tandem system shows that the quotient T /T is larger than that for the ordinary 
E 
M/M/1 system, but smaller than T (2.1) for the tandem system with infinitely many 
E 
servers at the two nodes. In view of the present data for small networks it seems 
likely that in the worst case the function $0 (t) for a Jackson network with K sin-
gle server centers will have an asymptotic expansion of the form 
$
0
(t) = C (t/T)K-l (t/T)-3/ 2 e-t/T (1 + O(t)], t + oo, (7.7) 
and that the instants • =• (K,T) for such a network are bounded by (see section 6 E E 
for the definition oft (K,1), see also table 6.1): 
E 
T (K,T) ~ H T t (K,1) ~ T 'E (K,1); 
E E E 
(7.8) 
here H is some constant between zero and one which takes into account the factor 
(t/T)-3/ 2 for the queueing systems. In future research we hope to obtain general 
insights concerning the constant H as function of the parameters of the network. 
As in (6.8), cf. (6.12), 'E (K,1) may possibly be replaced by 'E (K,1) in (7.8) in 
E E 
the case of feedforward networks, where K is the maximum number of nodes visited 
by any job, K ~ K. 
We remark that in [2, §4.3] we discussed a conjecture on the relaxation time for 
Jackson networks with K single server centers, namely 
T j =1, •. ,K}, (7.9) 
where I is the K x K identity matrix, Q =(qk.)l<k '<K' jI-Qj is the determinant J - 1]-
of I-Q, and jI-QI .. is the determinant of the submatrix of I-Q obtained by de-
JJ 
1 t . th . th d h . th e ing e J row an t e J column. 
In the near future we intend to check the validity of the inequality (7.8) and 
of the conjecture (7.9) by determining the function w0 (t) numerically for small 
values of K·. If (7.8) holds for networks with single server centers, then it will 
probably also hold for networks with an arbitrary number of servers at the various 
nodes, with a value of H closer to one, since their behaviour will be in between 
that of single server networks and that of infinite server networks. 
Conclusion 
An upper bound has been derived for the instants after which the mean number 
of jobs in an initially empty network with infinitely many servers at each node 
stays within £% of its steady-state value. This upper bound is asymptotically a 
linear function of the size of the network. From small networks there is evidence 
that the same upper bound applies to networks with arbitrary (finite) numbers of 
servers at the various nodes. The results are useful for deciding when a network 
may be considered to be in equilibrium. 
17 
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