Abstract: This paper proposes a self-position estimate algorithm for the multiple mobile robots; each robot uses two omnidirectional cameras and an accelerometer. In recent years, the Great East Japan Earthquake and large-scale disasters have occurred frequently in Japan. From this, development of the searching robot which supports the rescue team to perform a relief activity at a large-scale disaster is indispensable. Then, this research has developed the searching robot group system with two or more mobile robots. In this research, the searching robot equips with two omnidirectional cameras and an accelerometer. In order to perform distance measurement using two omnidirectional cameras, each parameter of an omnidirectional camera and the position and posture between two omnidirectional cameras have to be calibrated in advance. If there are few mobile robots, the calibration time of each omnidirectional camera does not pose a problem. However, if the calibration is separately performed when using two or more robots in a disaster site, etc., it will take huge calibration time. Then, this paper proposed the algorithm which estimates a mobile robot's position and the parameter of the position and posture between two omnidirectional cameras simultaneously. The algorithm proposed in this paper extended Nonlinear Transformation (NLT) Method. This paper conducted the simulation experiment to check the validity of the proposed algorithm. In some simulation experiments, one mobile robot moves and observes the circumference of another mobile robot which has stopped at a certain place. This paper verified whether the mobile robot can estimate position using the measurement value when the number of observation times becomes 10 times in π/18 of observation intervals. The result of the simulation shows the effectiveness of the algorithm.
Introduction


In recent years, the Great East Japan Earthquake and large-scale disasters have occurred frequently in Japan. From this, development of the searching robot which supports the rescue team to perform a relief activity at a large-scale disaster is indispensable.
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developed [1] [2] [3] . This research is developing the system which searches the wide area by two or more robots in a disaster relief task. When searching the wide area using a searching robot, it becomes important to know a robot's position correctly. Then, this paper proposes the position estimate algorithm for a mobile robot group. Each robot is equipped with two omnidirectional cameras and an accelerometer.
In this research, each mobile robot uses two omnidirectional cameras to observe the surrounding mobile robot and get the relative position between mobile robots. A mobile robot presumes its own position using this relative position and the three-dimensional coordinate acquired from an accelerometer.
Here, it becomes important that each mobile robot gets correctly the distance between the mobile robots obtained from two omnidirectional cameras. In order for a mobile robot to know correctly the distance between the mobile robots obtained from two omnidirectional cameras, each parameter of the omnidirectional camera and the position and posture between two omnidirectional cameras have to be calibrated in advance. If there are few mobile robots, the calibration time of each omnidirectional camera does not pose a problem. However, if the calibration is separately performed when using two or more robots in a disaster site etc., it will take huge calibration time. Then, this paper proposes an algorithm for each mobile robot to perform position estimate simultaneously with presumption of the position and posture between two omnidirectional cameras.
Until now, the position estimate technique of the mobile robot using two omnidirectional cameras performs the mobile robot's position estimate by acquiring the three-dimensional information on observation space using the azimuth difference of the picture obtained from two cameras [4] . A mobile robot makes obstacle avoidance, etc. possible using this three-dimensional information.
However, in this research, a mobile robot observes the surrounding mobile robot with two omnidirectional cameras, and gets the distance between mobile robots. A mobile robot performs position estimate using the information from this distance and an accelerometer. The algorithm proposed by this research is an extension of Nonlinear Transformation (NLT) Method. NLT Method is the calibration technique which presumes the position and posture between the fixed cameras used for motion capture, etc. In NLT Method, it is known that there is no restriction in calibration pattern form [5] . This research assumes that two or more mobile robots operate simultaneously. When treating two or more mobile robots simultaneously, the surrounding mobile robot is observed as a calibration pattern, and a mobile robot presumes the position and posture between two omnidirectional cameras and distance to the circumference mobile robot simultaneously, using the information observed on the circumference and obtained from the sensor. This paper conducted the simulation experiment of the proposed position estimate algorithm.
In a simulation experiment, a mobile robot moves on a plane and alone the concentric circle centered by other mobile robots counterclockwise. The mobile robot observes the mobile robot which is present in a center. Moreover, this simulation experiment uses the parameter of the actually manufactured omnidirectional mirror attachment and the focal length of commercial PC camera. On this condition, this paper verified whether the mobile robot can estimate position.
The result shows that position estimate was possible using the measurement value when the number of observation times becomes 10 times in π/18 of observation intervals.
The paper is organized as follows: Section 2 describes formulation of the problem in this research; section 3 describes the self-position estimation algorithm which used two omnidirectional cameras; section 4 describes simulation experiment; section 5 describes discussion; and section 6 is conclusions.
Problem Formulization
The subject of this research is to estimate the position and posture of two omnidirectional cameras equipped in the mobile robot and position of a mobile robot simultaneously. In this research, a mobile robot equips as shown in Fig. 1 the two omnidirectional cameras up and down. A mobile robot observes the marker equipped on the surrounding mobile robots by this omnidirectional camera. The robot estimates the position between the lower omnidirectional camera and the markers of other mobile robots using the information acquired at this time. In Fig. 2 , the relation between the absolute coordinate of the marker with which the mobile robot Rj was equipped, and the picture coordinates of the up-and-down omnidirectional camera with which the mobile robot Ri was equipped as Eqs. (1)- (2) and (4)- (5). 
where 
In Eqs. (1)- (2) and (4)- (5) 
Vector i2 d 2j of Eqs. (3)- (4) and (7) performs coordinate conversion as follows using coordinate conversion procession i1 T i2 :
Using above Eqs. (7) and (8), Eqs. (1)- (2) and (4)- (5) (10) and (12) 
Position Estimation Algorithm
The flow chart of the algorithm proposed by this research is shown in Fig. 3 , where the mobile robot Ri observes mobile robot Rj. At this time, a mobile robot acts according to a certain action plan, and assumes that the mutual position is transmitted.
Firstly, mobile robot Ri observes the marker of robot Rj which exists in a range of observations, and the mobile robot Ri gets picture coordinates of an up-and-down omnidirectional camera i1 u 1j,t , i2 u 2j,t .
The lower right subscript 1j means that the lower omnidirectional camera equipped on the mobile robot Ri observed the mobile robot Rj. 2j means that the upper omnidirectional camera equipped on the mobile robot Ri observed the mobile robot Rj. t expresses the number of times of observing the mobile robot Rj. The mobile robot Ri calculates unit direction cosine vector i1 du 1j,t , and i2 du 2j,t to the marker which is on the surrounding mobile robot using picture coordinates i1 u 1j,t and i2 u 2j,t . The mobile robot Ri calculates this unit direction cosine vector, while moving alone the mobile robot's Rj circumference. And the mobile robot Ri holds this unit direction cosine vector until a certain number of times. In the case of Fig. 3 The robot group repeats the above algorithm during movement.
Simulation Experiment
This paper conducted the simulation experiment, in order to verify the validity of the position estimate algorithm of the mobile robot group which equips two omnidirectional cameras and an accelerometer described in the third chapter. In this simulation experiment, when mobile robot Ri observed mobile robot Rj, it was verified whether the mobile robot Ri can estimate position. This paper shows an example of a simulation experiment.
The initial positions of mobile robot Ri is (0.0, 1.0,1.0). The initial positions of mobile robot Rjis (0.0, 0.0,1.0). Before mobile robot Ri observes mobile robot Rj, the space coordinates at that time of mobile robot Ri are transmitted the position of mobile robot Rj. And, the image coordinates i1 u 1j and i2 u 2j obtained using these space coordinates when mobile robot Ri observes mobile robot Rj are calculated using a general omnidirectional camera model. On this condition, when mobile robot Ri observed the surroundings of mobile robot Rj 10 times at π/18 of intervals concentrically, it was verified whether mobile robot Ri could presume an own position. At this time, mobile robot Ri moves only a plane. The mobile robot Rj dose not move.
The omnidirectional camera parameter used by the simulation experiment is shown in Table 1. a 1 , b 1 , a 2 , and b 2 of Table 1 are the Miller shape parameter of an omnidirectional camera. Each value of a 1 , b 1 , a 2 , and b 2 is determined when designing an omnidirectional camera. The value of Table 1 is the parameter of the omnidirectional camera manufactured in order to use it by this research. Next, f 1 and f 2 are focal lengths, and each value used the focal length of commercial PC camera.
In this research, parameter In Figs. 4-5, the place A, B and E which performed each position estimate, the mobile robot Ri can check that estimate is possible. In Figs. 6-7, the places A and B which performed each position estimate, the mobile robot Ri can check that estimate is possible. Tables 4-5 show the result is the mobile robot's omnidirectional camera parameter d 12 of simulation The rotation angle of the circumference of the x-axis between up-and-down omnidirectional cameras 2.0 θ 12 The rotation angle of the circumference of the y-axis between up-and-down omnidirectional cameras 5.0 κ 12 The rotation angle of the circumference of the z-axis between up-and-down omnidirectional cameras 3.0 The rotation angle of the circumference of the x-axis between up-and-down omnidirectional cameras 5.0 θ 12 The rotation angle of the circumference of the y-axis between up-and-down omnidirectional cameras 3.0 κ 12 The rotation angle of the circumference of the z-axis between up-and-down omnidirectional cameras 1.0 From this, the mobile robot can estimate position by the proposed position estimate algorithm in this paper.
Discussion
And when the mobile robot cannot estimate self-position and omnidirectional camera parameter d 12 , it has to consider optimization method.
Conclusions
This paper proposed the position estimate algorithm of the mobile robot group which equips two omnidirectional cameras and an accelerometer. The position estimate algorithm extends NLT Method. This paper performed simulation verification, in order to verify the validity of the position estimate algorithm of the proposed mobile robot group. In simulation verification, one mobile robot observes at π/18 of intervals, while moving a concentric form around one mobile robot stopping on that occasion. The mobile robot performed position estimate using the measurement value between the mobile robots obtained from two omnidirectional cameras, when the number of times of observation became 10 times.
The mirror geometry parameter of the omnidirectional camera and the focal length of the camera used by simulation verification used the focal length of the mirror geometry parameter of the omnidirectional mirror attachment which actually manufactured, and commercial PC camera by this research.
As a result, one mobile robot which observed the mobile robot stopped at the spot can estimate position.
From now on, it verifies whether position estimate is possible, increase the number of mobile robots and changes a mobile robot's action pattern. And the physical experiment is also due to do.
