Abstract: Let {Zn : n ≥ 0} denote a single type supercritical branching process initiated by a single ancestor. This paper studies the asymptotic behavior of the history of generation sizes conditioned on different notions of information about the "current" population size. A "suppression property" under the large deviation conditioning, namely that Rn ≡ Z n+1 Zn > a, is observed. Furthermore, under a more refined conditioning, the asymptotic aposteriori distribution of the original offspring distribution is developed. Implications of our results to conditional consistency property of age is discussed.
Introduction
The purpose of this note is to provide information on the history of the generation sizes given some "present" information concerning the branching process. We begin with a description of the process. Let {Z n : n ≥ 1} denote a single type branching process initiated by a single ancestor. Let {p j : j ≥ 1} denote the offspring distribution, that is P (Z 1 = j) = p j . For 0 ≤ s ≤ 1, let f(s) = E(s Z1 |Z 0 = 1) denote the probability generating function. Let m = E(Z 1 ) = f (1), where f (.) denotes the derivative of f(.). We denote by q the probability of extinction; then it is well-known that q satisfies the fixed point equation f(s) = s. It is well-known that the process {Z n : n ≥ 1} can be defined recursively, using a collection {ξ k,j , k ≥ 1, j ≥ 1} of independent and identically distributed (i.i.d) non-negative integer valued random variables defined on a probability space (Ω, F, P ) as follows: Z 0 = 1 and for n ≥ 0
ξ n,j , (1.0.1) where ξ n,j is interpreted as the number of children produced by the j th parent in the n th generation; and P (ξ 0,1 = j) = p j . This implies that the generating function of the n th generation population size is given by the n-fold iteration of f(.); i.e. E(s Zn ) = f n (s) = f(f(f...(s))) , 0 ≤ s ≤ 1. Let S denote the survival set of the process; i.e. S = {ω : Z n (ω) → ∞}. Then P (S) = 1 − q. We will assume in this paper that the process is supercritical; that is m > 1 and for the sake of exposition, that p 0 = 0. This implies that P (S) = 1.
Let W n = Zn m n . Let G n denote the sigma field generated by the first n generation sizes, namely, {Z 0 , Z 1 , · · · Z n }. Then it is well-known that {(W n , G n ) : n ≥ 1} is a non-negative martingale sequence and hence converges with probability one to a random variable W . By the Kesten-Stigum theorem (see [3] ), a necessary and sufficient condition for W to be non-trivial is that E(Z 1 log Z 1 ) < ∞. Furthermore, W has density w(.) and w(x) > 0 for x > 0.
Let R n =
Zn+1
Zn . The quantity R n is called the Nagaev estimator of the mean of the branching process and is its maximum likelihood estimator when (Z n , Z n+1 ) are observed. Large deviations of R n (which will be relevant) have been studied in [1] , [4] , [12] , [13] , [9] . It is known from these papers that the large deviation behavior of R n is different depending on whether p 1 + p 0 > 0 or p 1 + p 0 = 0. The case when p 1 + p 0 > 0 is called the Schröder case while p 1 + p 0 = 0 is called the Böttcher case.
Recent work in the area of evolutionary biology is concerned with statistically estimating the age of the last common ancestor using the fossil record ( [11] and [15] ). Such data are modeled using either discrete or continuous time branching processes or variants thereof. In these problems, an important difference between the age and the divergence time (to be defined below) have been observed. Furthermore, in the context of branching processes, an interesting recent work of [10] attempted to recreate the past based on the "present" observed generation size in order to determine the age of a population. One of the motivations for our study was to understand both these phenomena from the perspective of the conditional limit distributions. It turns out that, when viewed from the viewpoint of conditional limits, the difference between the age and the divergence time occurs if the population size is "smaller than expected" ( see Remark 5 in Section 2). Now, "smaller than expected growth" is caused due to small values of Z k for various values of k. This phenomenon is peculiar to the Schröder case. For this reason, we deal with the Schröder case in this paper and treat the Böttcher case in a different publication.
Gibbs conditioning principle in the context of i.i.d. random variables {X n : n ≥ 1} defined on R is concerned with the asymptotic behavior of
or more generally, of
where A is a Borel subset of R, S n = n i=1 X i , and k n → ∞. In the context of branching processes, one approach is to replace Sn n by R n ; or by the joint event {R n ∈ (·), Z n ∈ (·)}. Now, unlike the i.i.d. case, two situations arise; namely the large n behavior of P (Z 1 ∈ (·)|R n > a > m) and that of P (ξ n,1 ∈ (·)|R n > a > m). We call the former case, a "global" conditional limit law while the latter a "local" conditional limit law. This paper is concerned with the global conditional limit laws.
The main technical tools needed in this paper are a uniform local limit theorem in the range of Z n ∼ xm n where x belongs to a bounded interval, and rates of convergence of generating functions. To facilitate our discussions in the next sections, we introduce more notation concerning the rate of decay of generating functions. Let, for 0 ≤ s < 1
where γ = f (0). It is known that (see [3] ) lim n→∞ Q n (s) = Q(s) exists, with 
When p 0 = 0, γ reduces to p 1 . It follows from (1.0.5) that (see [3] )
The quantities ν k will show up at several places in the future sections.
The rest of the paper is organized as follows: Section 2 contains statements and discussion of the main results while Section 3 contains proofs. Section 4 deals with the limit laws concerning the age of a branching process.
Statement and Discussion of Results
We begin with the uniform local limit theorem which will be needed in the proof of Theorem 2 below. This is a uniform version of Theorem 4.1, Chapter II of [3] . Before we state the theorem, we need a definition. A sequence y n of real numbers is said to be regular if y n m n is an integer for all n ≥ 1. In the following let 0 < c < d < ∞ and P k (.) = P (.|Z 0 = k).
xy n is an integer}. Then the following hold:
Turning to conditional limits, we have
This suggests that the main contribution to P (R n > a) comes from "small" values of Z n , which implies that the usual large deviation estimates and Cramertype rate functions do not come into the calculation of (2.0.4). We refer to this as the suppression property, and it will manifest itself more subtly in future results. This leads at once to a "degeneracy" property on the early history, namely Proposition 2.2. Assume that E(exp(θZ 1 )) < ∞ for some θ > 0 and that p 1 > 0. Then, 
Proposition 2.3. Assume that E(Z
Remark 2.2. Specializing when k = 1 we get from the above proposition that, for any c > 0, The more subtle and interesting result comes from the combined conditioning, 
Proofs
In this section we provide the proofs of our results in Section 2. Proof of Proposition 1.
with distribution Z 1 . Then, using Theorem 1 of [4] , and (1.0.5) it follows that
where ν k is as in (1.0.6), and
Thus, k≥1 a k = 1. 
Proof of Proposition 2. Let k(n) = o(n).
Then using Theorem 1 of [4] , it follows that 
Proof of Proposition 3. Let
To complete the proof of Proposition 3, we need to establish that l≥1 π l (c, d)P (Z k = l) = 1. This follows from Lemma 1 below. [3] .
Proof. Let φ(θ) = E(e iθW ). Then, by the inversion theorem ([7])
Now, integrating the LHS of (3.0.1) between am k and bm k we get
where the RHS of the above equation follows from the substitution x = ym k . Now,
where the last identity follows upon setting θm k = η. Thus,
where we used the identity (which is a consequence of the branching property)
This completes the proof of the lemma. Proof of Theorem 1. By Theorem 4.2 in Chapter II of [3] , it is sufficient to establish (ii) and (iii). We will establish (ii) as the proof of (iii) is similar. Let us set j n (x) = m n y n (1 + xm −n ) and recall that, C n = {x ∈ [c, d] : xy n is an integer}. Then, it follows from the assumptions of the theorem that
Since j n (x) is an integer for all n and some x ∈ [c, d], P k (Z n = j n (x)) is not identically zero for all x ∈ [c, d]. Now, by the inversion theorem ( [7] )
Now, integrating by parts the RHS of (3.0.3) and using f
for all integers k and l, it follows that
Next, making a change of variable θ = tm −n and setting ψ n (t) = E(e itWn ), (3.0.5) reduces to
We will now show that sup x∈Cn |T n (2, x)| → 0 as n → ∞. To this end, note that We now establish that J(n, 2)(x) converges uniformly to zero. Similar arguments yield that J(n, 1)(x) converges uniformly to zero, thus establishing that sup x∈Cn |T n (2, x)| converges to 0.
Returning to J(n, 2)(x), we express it as
where Now, let 1 ≤ r ≤ n. Then for t ∈ (πm (r−1) , πm r ),
which implies that f n−r (e itm −n ) ∈ S, where Then, for t ∈ (πm (r−1) , πm r ), it follows from(3.0.18) that 
This proves the uniform convergence of |J n (2, x)| to 0 as n → ∞. Similar arguments yield uniform convergence of |J n (1, x)| to 0 as n → ∞. Combining these two we get sup x∈Cn |T n (2, x)| → 0 as n → ∞. To complete the proof of the theorem, we need to establish the uniform convergence of |T (n, 1, x)| to 0 and the convergence of |T n (3)| to 0 as n → ∞. However, it also follows from the calculations (3.0.5)-(3.0.24) that
where C is a positive constant. Thus, it follows from (3.0.2) that sup x∈Cn |T (n, 1, x)| → 0 as n → ∞. Finally, convergence of |T n (3)| to zero follows from Theorem 2 on page 81 of [3] . This completes the proof of (2). In fact, we have proved that
This then also implies, with some further analysis, that inf 
Since a is fixed, we will suppress the dependence on a and write B (l) for B(l, a) . Now, by definition of conditional probability,
where l n,1 = cm n + 1 and l n,2 = dm n . Let us set η(n, k, l)
, and d n = l n,2 −l n,1 . Hence, we can express I n = I n,1 +I n,2 , where 
Thus the conditional probability in question becomes
We will now establish the following:
These facts will imply the theorem. We start with the proof of (3). Consider,
By the local limit theorem (see Chapter 2, Section 4.
Using this we get that . In a similar manner, one can show that
Finally,
Turning to the proof of (1), note that
. Now, using sup 1≤t≤dn |B(t + l n,1 )| → 0 as n → ∞ we have that
Finally, turning to (2), by Theorem 1,
where C is a constant. This completes the proof of Theorem 2.
Age of a Branching Process
As explained in the introduction, statistical estimation of the age of a simple branching process is an important problem arising in several scientific contexts. It was first studied by Stigler ([14] ) who estimated the age using maximum likelihood methods, i.e. by maximizing P (Z t = N (t)|Z t > 0) with respect to t. In this context, the population age t is treated as an unknown parameter and is estimated using the current population size N (t). Stigler derived the estimator T 1 (N ) in (4.0.1) for offspring distributions with fractional linear generating functions, and suggested this as an estimator of the age for general offspring distributions. Stigler's estimate is given by
Stigler established that T 1 (N (t)) is β−consistent for t in the sense that
→ 0 a.s. for every β > 0 as t → ∞. More recently, [10] studied age by constructing a backward process X j and defined the estimate of age as 
Concluding Remarks
In this paper, we studied the evolutionary structure of a branching process through the behavior of conditional limits under various notions of "information" about the current population size. We observed a "suppression property" which is a consequence of the assumption p 0 + p 1 > 0. This implies that conditionally on the large deviation type information, the bias in the estimate of the age diverges to infinity; or in other words, the estimator is conditionally inconsistent. A natural next question concerns the conditional consistency of the estimator of age under other notions of "information." These and other related issues are studied in a subsequent paper.
