We give a new characterization of maximal repetitions (or runs) in strings, using a tree defined on recursive standard factorizations of Lyndon words, called the Lyndon tree. The characterization leads to a remarkably simple novel proof of the linearity of the maximum number of runs ρ(n) in a string of length n. Furthermore, we show an upper bound of ρ(n) < 1.5n, which improves on the best upper bound 1.6n (Crochemore & Ilie 2008) that does not rely on computational verification. The proof also gives rise to a new, conceptually simple linear-time algorithm for computing all the runs in a string. A notable characteristic of our algorithm is that, unlike all existing linear-time algorithms, it does not utilize the Lempel-Ziv factorization of the string.
Introduction
Repetitions in strings are one of the most basic and well studied characteristics of strings, with various theoretical and practical applications (See [42, 11, 43] for surveys). In this paper, we focus on maximal repetitions, or runs. A run is a maximal periodic sub-interval of a string, that is at least as long as twice its smallest period. The most remarkable non-trivial property of runs, first proved by Kolpakov and Kucherov [29] , is that the maximum number of runs ρ(n) in a string of length n, is in fact linear in n. Although their proof did not give a specific constant factor, it was conjectured that ρ(n) < n. In order to further understand the combinatorial structure of runs in strings, this "runs conjecture" has, since then, become the focus of many investigations. The first explicit constant was given by Rytter [40] , where he showed ρ(n) < 5n. This was subsequently improved to ρ(n) < 3.48n. by Puglisi et al. [38] with a more detailed analysis using the same approach. Crochemore and Ilie [10] further reduced the bound to ρ(n) < 1.6n, and showed how better bounds could be obtained by computer verification. Based on this approach, Giraud proved ρ(n) < 1.52n [22] and later ρ(n) < 1.29n [23] , but only for binary strings. The best known upper bound is ρ(n) < 1.029n obtained by intense computer verification (almost 3 CPU years) [12] , based on [10] . On the other hand, a lower bound of ρ(n) ≥ 0.927n was shown by Franek et al. [20] . Although it was first conjectured to be optimal, the bound was later improved by Matsubara et al. [36] to ρ(n) ≥ 0.944565n. The best known lower bound is ρ(n) ≥ 0.944575712n by Simpson [41] . While the conjecture is very close to being proved, all of the previous linear upper bound proofs are based on heavy application of the periodicity lemma by Fine and Wilf [18] , and are known to be very technical, which seems to indicate that we still do not yet have a good understanding of how runs can be contained in strings. For example, the proof for ρ(n) < 1.6n by Crochemore and Ilie [10] required consideration of at least 61 cases (Table 2 of [10] ) in order to bound the number of runs with period at most 9 by n.
In this paper, we give new insights into this difficult problem, significantly improving our understanding of the structure of runs in strings. Our study of runs is based on combinatorics of Lyndon words [33] . A Lyndon word is a string that is lexicographically smaller than all of its proper suffixes. Despite the simplicity of its definition, Lyndon words have many deep and interesting combinatorial properties [32] and have been applied to a wide range of problems [32, 39, 31, 15, 6, 17, 30, 5, 24, 37, 16] . Lyndon words have recently been considered in the context of runs [13, 14] , since any run with period p must contain a length-p substring that is a Lyndon word, called an L-root of the run. Concerning the number of cubic runs (runs with exponent at least 3), Crochemore et al. [13] gave a very simple proof that it can be no more than 0.5n. The key observation is that, for any given lexicographic order, a cubic run must contain at least two consecutive occurrences of its L-root, and that the boundary position cannot be shared by consecutive L-roots of a different cubic run. However, this idea does not work for general runs, since, unlike cubic runs, only one occurrence of an L-root for a given lexicographic order is guaranteed, and the question of how to effectively apply Lyndon arguments to the analysis of the number of general runs has so far not been answered.
The contributions of this paper are summarized below:
Very simple proof of ρ(n) < 1.5n We discover and establish a connection between the Lroots of runs and nodes of a tree defined on recursive standard factorizations of a Lyndon word, called the Lyndon tree [1] (also known as the Lyndon bracketing [32] ). This leads to a remarkably simple proof for the linearity of ρ(n). Furthermore, we show ρ(n) < 1.5n, achieving the best upper bound to date that does not rely on the periodicity lemma nor computer verification.
Linear-time computation of all runs without Lempel-Ziv parsing We give a novel, conceptually simple linear-time algorithm for computing all runs contained in a string, based on the new proof of linearity. The first linear-time algorithm for computing all runs, proposed by Kolpakov and Kucherov [29] , relies on the computation of the Lempel-Ziv parsing [45] of the string. All other existing linear-time algorithms basically mimic their algorithm, but focus on more efficient computation of the parsing, which is the bottleneck [7, 9] . Our algorithm is the first linear-time algorithm which does not rely on the LempelZiv parsing of the string, and thus may help pave the way to more efficient algorithms for computing all runs in the string.
The rest of the paper is organized as follows. In Section 2 we give basic definitions. In Section 3, we show the connection between L-roots of runs and nodes of the Lyndon tree, as well as a proof of ρ(n) < 1.5n. The new linear-time algorithm for computing all runs in a string is described in Section 4. Finally, Section 5 concludes the paper.
Preliminaries

Strings and Runs
Let Σ be an ordered finite alphabet. An element of Σ * is called a string. The length of a string s is denoted by |s|. The empty string ε is a string of length 0. Let Σ + be the set of non-empty strings, i.e., Σ + = Σ * − {ε}. For a string s = xyz, x, y and z are called a prefix, substring, and suffix of s, respectively. A prefix (resp. suffix) x of s is called a proper prefix (resp. suffix) of s if x = s. An integer p ≥ 1 is said to be a period of a string s if
If p is a period of a string s with p < |s|, then |s| − p is said to be a border of s. If s has no borders, then s is said to be border-free. If s is not border-free, then s must have a period p ≥ |s|/2, and hence a border shorter than |s|/2, since if p < |s|/2, then s = u k u ′ for some u, integer k ≥ 2, and possibly empty proper prefix u ′ of u, indicating that |u k | > |s|/2 is also a period of s. 
Lyndon Words, Standard Factorizations and Trees
Let ≺ denote some total order on Σ, as well as the lexicographic order induced on Σ * . For any strings x, y, let lcp(x, y) be the longest common prefix of x and y. Then, x ≺ y if and only if either x is a proper prefix of y or x[|lcp(x, y)| + 1] ≺ y[|lcp(x, y)| + 1]. When we want to clarify that the latter condition holds for some x ≺ y, we denote x ⊳ y. Naturally, if x ⊳ y then x ≺ y, and if x ≺ y and |x| ≥ |y| then x ⊳ y. For any strings x, y ∈ Σ * and z ∈ Σ + , x y implies x ≺ yz. Also, x ≺ y implies x y[1.. min{|x|, |y|}].
Definition 2 (Lyndon Word [33] ). A non-empty string w ∈ Σ + is said to be a Lyndon word, if w is lexicographically smaller than any proper suffix of w.
Notice that any Lyndon word w is border-free; if not, then it holds that w = xyx for some strings x ∈ Σ + , y ∈ Σ * . This implies xyx = w ≺ x, a contradiction. The following is also an important characterization of Lyndon words. Note that since a single character is a Lyndon word, the factor v in Lemma 3 will always exist for a given Lyndon word w, allowing for the notion of a standard factorization.
Definition 4 (Standard Factorization [8, 32] ). The standard factorization of a Lyndon word w with |w| ≥ 2 is an ordered pair (u, v) of Lyndon words u, v such that w = uv and v is the longest proper suffix of w that is a Lyndon word.
The standard factorization (u, v) of a Lyndon word w with |w| ≥ 2 can also be characterized as follows:
Lemma 5 (mentioned without proof, e.g., in [2, 3] ). For any Lyndon word w with |w| ≥ 2, (u, v) is the standard factorization of w if and only if w = uv and v is the lexicographically smallest proper suffix of w.
Proof. Suppose (u, v) is the standard factorization of w, and let y be the lexicographically smallest proper suffix of w. Note that y is a Lyndon word since it is lexicographically smaller than all of its proper suffixes. By definition of v, |y| ≤ |v|, but if |y| < |v| then this contradicts that v is a Lyndon word since by definition of y, y ≺ v and y is a suffix of v. Therefore, |y| = |v| and thus y = v.
Definition 6 (Lyndon Tree [1] ). The Lyndon tree of a Lyndon word w, denoted LTree(w), is an ordered full binary tree defined recursively as follows:
• if |w| = 1, then LTree(w) consists of a single node labeled by w;
• if |w| ≥ 2, then the root of LTree(w), labeled by w, has left child LTree(u) and right child LTree(v), where (u, v) is the standard factorization of w.
Note that each node α in LTree(w) can be represented by an interval [i. Figure 1 shows an example of a Lyndon tree for the Lyndon word aababaababb.
Runs and Lyndon Tree
We first show a simple yet powerful lemma characterizing Lyndon substrings of a Lyndon word, in terms of the Lyndon tree. 
Proof. If i = j, then α is a leaf node and corresponds to [i..i]. If i < j, α is an internal node. Let β and γ respectively be the left and right children of α. By definition of lca, for some strings u, v ∈ Σ * and x, y ∈ Σ + , we have that w[i..j] = xy, w β = ux, w γ = yv, and (ux, yv) is the standard factorization of w α = uxyv. Since xy is a Lyndon word, xy ⊳ y, and therefore xyv ⊳ yv. However, if u = ε, this contradicts that yv is the smallest proper suffix of uxyv (Lemma 5). Thus, u must be empty, and i α = i.
Until now, we have defined Lyndon words, Lyndon trees with respect to some lexicographic ordering ≺=≺ 0 . We now also consider the reverse lexicographic order on strings over Σ, where the order of characters in Σ are reversed, and denote it by ≺ 1 . ⊳ 0 and ⊳ 1 are defined analogously. For ℓ ∈ {0, 1}, let ℓ = 1 − ℓ. For any strings x, y and ℓ ∈ {0, 1}, we have x ⊳ ℓ y ⇐⇒ y ⊳ ℓ x. Let w be an arbitrary string of length n and let w 0 = # 0 w and w 1 = # 1 w where # 0 and # 1 are special characters that are respectively lexicographically smaller than any other character in w, with respect to ≺ 0 and ≺ 1 . For technical reasons, we assume that positions in w 0 and w 1 will start from 0 rather than 1, in order to keep in sync with positions in w, i.e., so that for any
Note that w ℓ (ℓ ∈ {0, 1}) is a Lyndon word with respect to ≺ ℓ , and let LTree ℓ (w) denote the Lyndon tree of w ℓ , with respect to
Next, we identify runs with Lyndon words.
Lyndon word with respect to ≺ ℓ .
It is easy to see that different runs cannot share the same L-root, since then the runs would coincide. Let Λ r = (λ 1 , . . . , λ |Λr| ) denote the list of all L-roots of run r with respect to either ≺ 0 or ≺ 1 , in increasing order of their positions. Note that |Λ r | ≥ 2, i.e., any run contains at least two L-roots; simply consecutive length 1 intervals if p = 1, or, one of each lexicographic order if p ≥ 2. λ 1 and λ 2 will respectively be called the primary and secondary L-roots of r. For any run r with period p ≥ 2 and any L-root λ ∈ Λ r , let ℓ λ ∈ {0, 1} be such that λ is an L-root with respect to ≺ ℓ λ . Then, for 1 ≤ k < |Λ|, we have ℓ λ k+1 = ℓ λ k , and i λ k+1 ≤ j λ k , while for 1 ≤ k < |Λ| − 1, we have ℓ λ k+2 = ℓ λ k and i λ k+2 = j λ k + 1.
Below, we give the key lemma of our proof, which establishes a connection between all but one (the last) L-root of run r and nodes in their respective Lyndon tree.
Lemma 9. For any run r = (i, j, p) in string w, let Λ r = (λ 1 , . . . , λ |Λr| ) denote the list of all L-roots of run r with respect to either ≺ 0 or ≺ 1 , in increasing order of their positions. Then, for any 1 ≤ k < |Λ r | − 1, the L-root λ k ∈ Λ r corresponds to a node in LTree ℓ (w), where ℓ = ℓ λ k .
Proof. If p = 1, then λ k corresponds to a leaf node. Let p ≥ 2 and suppose λ k = [i k ..j k ] does not correspond to a node in LTree ℓ (w). By definition, the string
. Let x and y respectively be the strings at the left and right children of β. By definition, we have x ≺ ℓ y, and also that x is a proper suffix of u k . Let t = w[j k + 1..j] be the remainder of the run starting after λ k . By the definition of a run, we also have t = w[i k ..i k + |t| − 1], and thus t is also a prefix of u k or vice versa, depending on its length. If |y| ≤ |t|, then y is a prefix of t, and therefore x ≺ ℓ y ≺ ℓ t. We have x ℓ t[1.. min{|t|, |x|}] = u k [1.. min{|t|, |x|}] ≺ ℓ u k contradicting that u k is a Lyndon word. Therefore, |y| > |t| and t is a proper prefix of y. If |x| ≤ |t| < |y|, since t[1..|x|] ≺ ℓ x implies y ≺ ℓ x, we have
.|x|] ≺ ℓ u k again contradicting that u k is a Lyndon word. Therefore, |x| > |t|, and thus t is a proper prefix of both y and u k . Since x ≺ ℓ t again implies x ≺ ℓ u k , we have t ≺ ℓ x. However, since t ⊳ ℓ x implies y ≺ ℓ x, t must also be a proper prefix of x. 
be the remainder of the run starting after λ k up to the end of λ k+1 . By definition, u k z = zu k+1 and z is a prefix of t as well as of x. Let x = zx ′ and u k = zu ′ . Since u k is a Lyndon word with respect to ≺ ℓ and x is a suffix of u k , zu ′ = u k ⊳ ℓ x = zx ′ , which implies u ′ ⊳ ℓ x ′ , and thus u ′ z = u k+1 ⊳ ℓ x ′ z. Therefore we have x ′ z ⊳ ℓ u k+1 . However, noticing that x ′ z is a suffix of u k+1 , this contradicts that u k+1 is a Lyndon word with respect to ≺ ℓ .
The above lemma immediately implies the linearity of ρ(n), because it states that the primary L-root of any run must correspond to a distinct node in its respective Lyndon tree. (See first paragraph of the proof of Theorem 12.)
We introduce two other properties of L-roots of runs in Lyndon trees, in order to obtain our final result of ρ(n) < 1.5n. The following lemma gives a characterization of the second to last L-root, when the last L-root does not correspond to a node in its respective Lyndon tree.
Lemma 10. For any run r = (i, j, p) in string w, let Λ r = (λ 1 , . . . , λ |Λr| ) denote the list of all L-roots of run r with respect to either ≺ 0 or ≺ 1 , in increasing order of their positions. If λ |Λr| does not correspond to a node in LTree ℓ (w), then λ |Λr|−1 must correspond to the right child of its parent in LTree ℓ (w), where ℓ = ℓ λ |Λr | .
Proof. Let k = |Λ r | ≥ 2. From Lemma 9, we have that λ k−1 corresponds to a node in LTree ℓ (w). Suppose that λ k does not correspond to a node in LTree ℓ (w). The same arguments as the first two paragraphs of Lemma 9 hold for λ k . Defining x, y, and t as in Lemma 9, we have that t = w[j k + 1..j] = w[i k ..i k + |t| − 1] must be a proper prefix of u k and y (and also x).
be the second to last L-root of r, and
e., the remainder of the run starting after λ k−1 up to the end of λ k . Notice that |z ′ t| < |u k | = p, since otherwise, [j k−1 + 1..j k−1 + p] would be another L-root of r, contradicting that k = |Λ r |. Thus, we can write u k = tcv ′ , for some c ∈ Σ and v ′ ∈ Σ * , and c ′ = w[j + 1] = c. We can also write u k−1 = z ′ tcu ′ for some u ′ ∈ Σ * . Since w[i λ k ..j λ k ] is a Lyndon word with respect to ≺ ℓ , it must be that c ≺ ℓ c ′ . Suppose to the contrary that λ k−1 is the left child of its parent γ ′ . Let γ be the sibling of λ k−1 and s = w γ . Then, |s| > |z ′ t|, since otherwise, the string w γ ′ = u k−1 s would have a border contradicting that it is a Lyndon word. Thus, we can write s = z ′ tc ′ s ′ for some string s ′ ∈ Σ * . This implies The following lemma makes a connection between primary L-roots of runs with period 1, and internal nodes of the Lyndon tree which do not correspond to the primary L-root of any run.
Lemma 11. Let w be any string and ℓ ∈ {0, 1}. For each run of w with period 1, there exists a distinct internal node in LTree ℓ (w) that does not correspond to a primary L-root of any run . Finally, we show that the two nodes (1) either β 1 or β 2 , and (2) β 3 found above are distinct for all runs of period 1. Clearly, β 1 (resp. β 2 , β 3 ) of different runs cannot coincide since they are uniquely determined for each run. It is also easy to see that β 1 and β 2 of different runs cannot coincide since β 1 must be preceded by the same character as its first character, while β 2 must be preceded by a character different from its first character. Consider the case where β 1 and β 3 for different runs are the same node β = [i β ..j β ]. β is the right child of its parent α, and is also the parent of its right child λ = [j β .. Proof. For any string w of length n, consider the two Lyndon trees LTree 0 (w) and LTree 1 (w). Since the Lyndon trees are built for Lyndon words w 0 and w 1 of length n + 1, there are a total of 2n internal nodes in the two trees. From Lemma 9, we have that for each run r, at least the primary L-root of r must correspond to a node in its respective Lyndon tree. Since the same node cannot correspond to the primary L-root of a different run, this implies that there can be at most 2n runs with period at least 2. For runs with period 1, it is easy to see that there can be at most 0.5n of them, thus giving a bound of 2.5n.
We improve the bound as follows. We count runs of w by the following 3 types:
(A) runs of period 1.
(B) runs where both the primary and secondary L-roots correspond to nodes of their respective Lyndon tree.
(C) runs where only the primary L-root corresponds to a node in its respective Lyndon tree, and the secondary L-root does not.
For type (A) runs, we have from Lemma 11 that each run can be assigned two distinct internal nodes in the two trees, which are not primary L-roots of any run. For type (B) runs, each run can be assigned two distinct internal nodes corresponding to the primary and secondary L-roots of the run. For type (C) runs, each run can be assigned one distinct internal node corresponding to the primary L-root of the run. Let a, b, and c respectively denote the total number of nodes that are assigned to runs of each type. Since all these nodes are distinct for all runs, and also since the root node of either Lyndon tree is not assigned to any of the runs above, a + b + c ≤ 2n − 2 < 2n. Also, from Lemma 10, we have that c ≤ n. The total number of runs in w is thus (a + b)/2 + c < (2n − c)/2 + c = n + c/2 ≤ 1.5n. a # a b a b b a a b a b Figure 6 : Example of assignments of nodes of the Lyndon tree to runs. The tree for # ≺ a ≺ b is drawn right-side up, while the tree for # ≺ b ≺ a is drawn up-side down. There are 7 runs in the string, 3 of type (A), 3 of type (B), and 1 of type (C), and a total of 3·2+ 3·2+ 1 = 13 nodes assigned to runs. The square nodes represent nodes that are assigned to type (A) runs. The circle nodes represent nodes that are assigned to type (B) runs. The white circle is a primary L-root, while the black circle is a secondary L-root. The star node represent nodes that are assigned to type (C) runs, and is the primary L-root of the run, while the secondary L-root does not correspond to a node in the tree.
New Linear-Time Algorithm for Computing All Runs
In this section, we describe our new linear-time algorithm for computing all runs in a given string w of length n. As there is a lower bound of Ω(n log n) time for any algorithm that is based on character comparisons [34] , we assume an integer alphabet, i.e. Σ = {1, ..., n c } for some constant c. From Lemma 9, we know that the leaves and internal nodes of LTree 0 (w) and LTree 1 (w) are the only candidates for the primary L-root of runs in w. Our new algorithm (1) computes the two Lyndon tree in linear time, and then (2) checks whether each node is an L-root of a run, and if so determine the run, in constant time per node, therefore achieving linear time. Below are the algorithmic tools used in our algorithm. [27, 28, 26] ). The suffix array and inverse suffix array of a string over an integer alphabet can be computed in linear time.
Theorem 15 (Range Minimum Query [4] ). An array A[1..n] of integers can be preprocessed in linear time so that for any 1 ≤ i ≤ j ≤ n, rmq A (i, j) = arg min i≤k≤j {A[k]} can be computed in linear time.
Theorem 16 (Longest Common Extension Query (e.g., [19] )). A string w over an integer alphabet can be preprocessed in linear time, so that for any 1 ≤ i ≤ j ≤ |w|, |lcp(w[i..|w|], w[j..|w|])| can be answered in constant time.
Linear-Time Construction of Lyndon Trees
Hohlweg and Reutenauer [25] claimed that Lyndon trees can be constructed in O(n log n) time, by showing that for any string w, the Cartesian tree [44, 21] of the subarray ISA [2. .n] of the inverse suffix array coincides with the internal nodes of the Lyndon tree. Since the Cartesian tree can be constructed in linear time given any permutation, the O(n log n) time is for obtaining ISA. When assuming an integer alphabet, linear-time construction of Lyndon trees follows from Theorem 14. For completeness, we give a pseudo-code of a linear-time algorithm that constructs the Lyndon tree in a bottom-up, left-to-right manner, in Algorithm 1.
Algorithm 1: A Bottom-Up Linear-Time Construction of LTree(w).
Input: Lyndon word w of length n 1 S ← new empty stack; 2 for k = n downto 1 do A minor detail is that we may output the same run multiple times if L-roots other than the primary L-root correspond to nodes of the Lyndon tree (type (B) runs). This can be avoided by simply sorting the runs found by their beginning and end positions so that duplicates will occur consecutively, and can be done in linear time by radix sort. Alternatively, we can determine whether an L-root is primary or not in constant time with linear-time pre-processing, by using range minimum (or maximum) queries (Theorem 15) on the inverse suffix array. 
Conclusion
We discovered an elegant connection between the Lyndon tree and the L-root of runs, significantly improving our understanding of how runs can occur in strings. Based on this observation, we obtained a surprisingly simple and straightforward proof of ρ(n) < 1.5n, improving on the best bound that does not depend on computer verification. We also obtain a new conceptually simple linear-time algorithm for computing all the runs in a string.
There may be other relationship between runs and the Lyndon tree. Although we do not yet know whether it will help in improving the upperbound, we given an example below. Although the runs conjecture is still open, we believe that the observations made in this paper will play a key role in giving a concise proof. If, for each type (C) run, we are able to prove the existence of a distinct node that is not assigned to any other run, the conjecture would be proved. Such nodes seem to always exist in the vicinity of the type (C) run, but we have not yet been able to characterize them.
