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ABSTRAK 
Backpropagation adalah salah satu algoritma supervised learning yang digunakan dalam artificial 
neural networks. Backpropagation akan mencari nilai bobot terbaik agar dapat meminimalkan 
kesalahan output agar dapat menjadi solusi yang dianggap benar. Kelebihan metode ini adalah 
mampu memformulasikan pengalaman dan pengetahuan peramal, serta sangat fleksibel dalam 
perubahan aturan prakiraan.. Balai Benih Ikan (BBI) Teso adalah BBI yang berada dibawah naungan 
Dinas Perikanan dan Ketahanan Pangan Kuantan Singingi yang memiliki salah satu tugas pokok 
untuk memproduksi hasil tangkapan ikan dan mendistribusikannya ke suplier (masyarakat kuansing) 
untuk dipasarkan.. Pada penelitian ini dilakukan analisa dan perbandingan tingkat keberhasilan 
metode Backpropagation Neural Network dan Regressi Linear sebagai algoritma untuk estimasi 
produksi ikan pada BBI Teso. Hasil dari perhitungan metode Backpropagation dengan masukan 36 
data tahun 2016-2018 disimpulkan tidak layak digunakan terhadap dataset seperti dataset jumlah 
produksi ikan pada Dinas Perikanan dan Ketahanan Pangan Kabupaten Kuantan Singingi dengan 
melihat pada hasil error yang dihasilkan  melebihi 50% pada proses testing yaitu 53%.  
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ABSTRACT 
Backpropagation is one of the supervised learning algorithms used in artificial neural networks. 
Backpropagation will look for the best weight value in order to minimize output errors so that it can 
be a solution that is considered correct. The advantage of this method is that it is able to formulate 
experience and knowledge of forecasters, and is very flexible in changing the rules of forecasting. 
The Fish Seed Center (BBI) Teso is a BBI which is under the auspices of the Kuantan Singingi 
Fisheries and Food Security Service which has one of the main tasks of producing catches. fish and 
distribute them to suppliers (kuansing community) to be marketed. In this study, the analysis and 
comparison of the success rate of the Backpropagation Neural Network and Linear Regression 
methods were conducted as an algorithm for estimating fish production at BBI Teso. The results of 
the calculation of the Backpropagation method with input 36 data for 2016-2018 concluded that it 
is not suitable for use on datasets such as the dataset of fish production at the Department of 
Fisheries and Food Security in Kuantan Singingi Regency by looking at the resulting error results 
exceeding 50% in the testing process, namely 53%..  
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1.1 LATAR BELAKANG 
Backpropagation adalah salah satu algoritma supervised learning yang 
digunakan dalam artificial neural networks. Backpropagation melatih 
jaringan untuk mendapatkan keseimbangan antara kemampuan jaringan 
untuk mengenali pola yang digunakan selama pelatihan serta kemampuan 
jaringan untuk memberikan respon yang benar terhadap pola masukan yang 
serupa (tapi tidak sama) dengan pola yang dipakai selama pelatihan (Jong, 
2006).  Kelebihan metode ini adalah mampu memformulasikan pengalaman 
dan pengetahuan peramal, serta sangat fleksibel dalam perubahan aturan 
perikiraan (Kusuma dalam Exsanudin, 2014). Antwi, et al, 2017 
mengatakan algoritma backpropagation yang terbaik di antara sebelas 
algoritma pelatihan dengan akurasi dari BPNN mencapai 98,72% dan 
97,93% sedangkan model MnLR (Multiple non Linier Regretion) mencapai 
93,9% dan 91,08% untuk hasil biogas dan metana. Penelitian mengenai 
peramalan ikan telah dilakukan sebelumnya oleh banyak peneliti dengan 
berbagai macam metode, seperti Azhar Razaq dan Riksakomara melakukan 
peramalan produksi ikan menggunakan Backpropagation dengan error yang 
dihasilkan berkisar 20% dengan menggunakan data produksi ikan Dinas 
Perikanan dan Kelautan Kalimantan Selatan dan Suhu Udara periode 
(Januari 1998 – Agustus 2016). Suleman dan Pakaya melakukan penelitian 
tentang prediksi ikan tuna menggunakan Algoritma Neural Network 
berbasis Forward Selection dan menghasilkan Root  Mean  Square  Error 
(RMSE) menggunakan  Neural  Network  yaitu  0,096, sedangkan dengan 
menggunakan metode Neural Network berbasis Forward Selection 
didapatkan hasil Root Mean Square Error (RMSE) yaitu 0,080, dengan 
menggunakan data  hasil produksi  ikan  tuna yang dimulai  dari  tahun  
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2014-2017 secara  per-minggu  dalam  satuan  Kilogram (Kg). Mira (2013) 
dalam penelitiannya menggunakan Backpropagation untuk meramalkan 
jumlah permintaan produk  v-belt AJGG B-65 dengan faktor terkait yaitu 
hasil penjualan, harga dan stok barang, menghasilkan struktur neuron 20-1 
dengan 1 (satu) hidden layer, learning rate (lr) yang digunakan 0,1 dan 
momentum constant (mc) 0,2. Nilai Mean Square Error (MSE) pelatihan 
jaringan sebesar 0,001 Menghasilkan nilai MAPE pengujian data sebesar 
5,7134%. Dibawah ini menampilkan grafik hasil dari tiga penelitian yang 
disebutkan diatas yang menunjukan hasil MAPE dan RMSE. 
 
Grafik 1.1 Hasil Penelitian yang Menunjukan Hasil MAPE dan RMSE 
dari Tiga Penelitian 
Tujuan dari melakukan prediksi data adalah untuk mengurangi 
ketidakpastian dan  membuat perkiraan lebih baik dari apa yang akan terjadi 
di masa depan (Katemba, 2017). Beberapa penelitian terdahulu juga telah 
menjelaskan bahwa peramalan sangat penting dalam sebuah proses bisnis. 
Crown Paints Kenya Limited: Supply Chain Value Analysis in 
Manufacturing Firms merupakan jurnal yang ditulis oleh Dr. Emmamuel 
Otieno Awuor dari Management University of Africa. Jurnal tersebut 
menjelaskan bahwa perubahan forecasting and planning yang tepat telah 
membawa keuntungan lebih besar kepada perusahaan (Zakina, 2016).   
Kabupaten Kuansing, Provinsi Riau yang memiliki potensi lahan budidaya 
pembesaran ikan air tawar yang diperkiraan tidak kurang dari 2.000 Ha, 
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sementara yang baru dimanfaatkan lebih kurang 11,63% dari potensi 
tersebut yaitu 232,69 Ha (Dinas Perikanan Kabupaten Kuansing, 2017).  
Balai Benih Ikan (BBI) Teso adalah BBI yang berada dibawah naungan 
Dinas Perikanan dan Ketahanan Pangan Kuantan Singingi yang memiliki 
salah satu tugas pokok untuk memproduksi hasil tangkapan ikan dan 
mendistribusikannya ke suplier (masyarakat kuansing) untuk dipasarkan. 
Hasil pemasaran dari distribusi dan produksi ikan ini akan digunakan 
sebagai hasil pemasukan daerah (PAD). 
Mengetahui jumlah produksi perikanan budidaya dimasa mendatang sangat 
diperlukan guna untuk membangun strategi perkembangan produksi 
perikanan budidaya menjadi lebih baik dan juga untuk menentukan 
kebijakan - kebijakan yang sifatnya membangun dan meningkatkan 
kesejahtraan masyarakat, untuk melihat peramalan produksi perikanan 
budidaya seiring dengan visi misi Dinas Perikanan Dan Perternakan 
Kabupaten Kuantan Singingi. Faktor-faktor produksi budidaya ikan nila 
sangat berperan dalam menentukan hasil produksi. Hal ini terlihat dari 
besarnya koefisien determinasi (R2) untuk produksi budidaya ikan nila 
sebesar 0,903 artinya 90,3% variasi perubahan produksi budidaya ikan nila 
di Kecamatan Singingi ditentukan oleh variabel bebas (jumlah benih, 
jumlah pakan, luas lahan, obat-obatan dan tenaga kerja) sedangkan sisanya 
sebesar 9,7% dipengaruhi oleh faktor-faktor lain yang tidak dibahas dalam 
penelitian ini (Weri Putra, 2014). Dengan signifikansi terkecil diperoleh dari 
jemlah induk yakni 0,023 dan pakan 0,000.  
Hasil produksi ikan tidak menentu setiap bulannya. Hal ini dikarenakan oleh 
berbagai macam faktor seperti cuaca,kualitas air, bahan baku yang ada 
sering kali tidak bisa mendukung kelancaran proses produksi, kapasitas 
produksi, output yang dihasilkan tidak bisa memenuhi permintaan supplier 
yang bersifat naik turun dan sebagainya. Ketika produksi ikan berlebih 
maka akan berdampak pada kebutuhan produksi seperti pakan, obat-obatan, 
pupuk dan lainnya akan kekurangan, karena hal-hal tersebut sudah 
ditetapkan anggaran perbulan nya oleh dinas. Hal tersebut akan 
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mengakibatkan produksi ikan tidak berjalan dengan sempurna karena pakan, 
obat-obatan, pupuk dsb yang diberikan ke ikan tidak sesuai dengan 
seharusnya. Namun ketika produksi ikan kurang dinas akan mendapat 
kerugian karena tidak dapat memproduksi benih ikan sesuai yang 
ditargetkan.  
Jumlah produksi ikan ini belum pernah diramalkan sebelumnya, maka 
dalam penelitian ini penulis menggunakan metode Bacpropagation Neural 
Network dan Linear Regression untuk mengestimasi produksi ikan. Data 
yang digunakan berbeda dengan peneliti sebelumnya dimana peneliti 
menggunakan data produksi ikan air tawar dengan jumlah data 36 dan 
menggunakan 3 variabel pendukung, sedangkan peneliti sebelumnya 
memprediksi ikan laut dengan jumlah data berkisar ratusan sampai ribuan 
data, dengan 1 variable pendukung dan tanpa variable pendukung untuk 
Backpropagation. Maka penulis tertarik untuk membuat penelitian terkait 
Penerapan Algoritma Backpropagation Neural Network untuk Estimasi 
Jumlah Produksi Ikan pada Dinas Perikanan dan Ketahanan Pangan 
Kabupaten Kuantan Singingi. Hasil analisis ini nantinya dapat digunakan 
Dinas Perikanan dan Ketahanan Pangan Kuansing sebagai salah satu bahan 
acuan yang berhubungan dengan kegiatan ini. 
1.2 RUMUSAN MASALAH 
Rumusan masalah penelitian ini adalah bagaimana membuat model estimasi 
jumlah produksi ikan nila menggunakan metode Bacpropagation Neural 
Network. 
1.3 BATASAN MASALAH 
Batasan masalah penelitian ini adalah: 
1) Metode estimasi yang digunakan adalah Bacpropagation Neural 
Network  
2) Variabel yang digunakan adalah jumlah induk,curah hujan dan pakan 
3) Data yang digunakan diambil dari tahun 2016-2018. 
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1.4 TUJUAN PENELITIAN 
Tujuan penelitian ini adalah menerapkan metode Bacpropagation Neuraal 
Network (BPNN) untuk estimasi produksi pada Dinias Perikanan dan 
Ketahanan Pangan Kabupaten Kauntan Singingi 
1.5 MANFAAT PENELITIAN 
Manfaat penelitian ini adalah untuk mengetahui penerapan metode 
Backpropagation neural network untuk estimasi produksi ikan pada Dinas 
Perikanan dan Ketahanan Pangan Kabupaten Kuantan Singingi 
1.6 SISTEMATIKA PENULISANS 
Untuk memberikan gambaran yang menyeluruh terhadap penelitian yang 
dilakukan penulis, maka penulisan akan dibagi menjadi VI bab yang tiap-
tiap bab akan dibagi dalam beberapa subbab pembahasan. 
BAB I   PENDAHULUAN 
Bab ini berisikan masalah-masalah yang muncul dan 
menjadi latar belakang penelitian, rumusan masalah, 
batasan masalah, tujuan penelitian, manfaat penelitian, dan 
sistematika penulisan. 
BAB II  LANDASAN TEORI 
Bab ini berisi teori penunjang yang berhubungan dengan 
penelitian. Teori yang berhubungan dengan data mining, 
produksi ikan, estimasi dan materi pendukung lain nya 
yang akan dibahas dalam bab ini. 
BAB III  METODOLOGI PENELITIAN 
Bab ini berisi objek kajian, lokasi penelitian, teknik 
pengumpulan data, pengolahan data dan teknik 
pembangunan perancangan aplikasi. 
BAB IV  ANALISA DAN PERANCANGAN 
Berisi tentang analisa data-data dan perancangan Aplikasi 
Estimasi Produksi Ikan Menggunakan Metode Regresi 
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Linear pada Dinas Perikanan dan Ketahanan Pangan 
Kabupaten Kuantan Singingi. 
BAB V  IMPLEMENTASI SISTEM 
Bab ini berisikan tentang penjelasan mengenai batasan 
implementasi, lingkungan implementasi dan hasil dari 
implementasi. 
BAB VI  KESIMPULAN DAN SARAN 
Merupakan bab terakhir yang berisiskan kesimpulan dan 
saran dari penelitian yang dilakukan penulis yang berkaitan 
dengan permasalahan yang ada dalam penelitian ini. 
DAFTAR PUSTAKA 
Berisi tentang daftar jurnal, paper, buku atau alamat 







1.7 DINAS PERIKANAN DAN KETAHANAN PANGAN KABUPATEN 
KUANTAN SINGINGI 
Indonesia memiliki lahan yang cukup luas untuk kegiatan perikanan 
budidaya (Haris & Anwar, Syaeful, 2017). Salah satunya yaitu Kabupaten 
Kuansing, Provinsi Riau yang memiliki potensi lahan budidaya pembesaran 
ikan air tawar yang diperkiraan tidak kurang dari 2.000 Ha, sementara yang 
baru dimanfaatkan lebih kurang 11,63% dari potensi tersebut yaitu 232,69 
Ha (Dinas Perikanan Kabupaten Kuansing, 2017). Balai Benih Ikan (BBI) 
Teso adalah BBI yang berada dibawah naungan Dinas Perikanan dan 
Ketahanan Pangan Kuantan Singingi yang memiliki salah satu tugas pokok 
untuk memproduksi hasil tangkapan ikan dan mendistribusikannya ke 
suplier (masyarakat kuansing) untuk dipasarkan. Dinas Perikanan dan 
Ketahanan Pangan mempunya dua BBI (Balai Benih Ikan) yang berada 
dibawah naungan nya yakni BBI Teso yang terletak di desa Marsawa dan 
BBI Hachery yang terletak di Sungai Jering. BBI Teso mempunyai luas 
sebesar 3ha dengan luas kolam seluruhnya 47 terdiri dari : 12 kolam 
pembenihan, 13 kolam penedederan, 10 kolam pembesaran, 12 kolam 
induk.  
Hatchery & Stasiun Distribusi Benih (HSDB) Sei. Jering Teluk Kuantan 
merupakan Unit Pelaksana Teknis Dinas (UPTD) yang menangani 
perbenihan.  UPT Hatchery Mini dalam pertanggung jawaban kegiatannya 
berkoordinasi dan bertanggung jawab kepada Kepala Dinas melalui Kepala 
Bidang Perikanan Budidaya. Saat ini UPT hatchery mini masih merupakan 
UPT yang secara legalitas formal belum terakomodir dalam Peraturan 
Daerah, Namun peran dan fungsi UPT ini sangat besar karena sangat 




Singingi. Hatchery & Stasiun Distribusi Benih dibebani tugas 
pokok memproduksi larva, benih dan calon induk serta sebagai stasiun 
distribusi benih, pembina keterampilan teknis para pembenih ikan melalui 
penerapan teknologi yang lebih maju, merupakan sarana untuk memberikan 
pelayanan kepada petani pembenih ikan, baik berupa induk-induk ikan 
unggul maupun mentransformasikan teknik pembenih ikan. HSDB 
mempunyi 4 kolam pembenihan, 8 kolam pendederan dan 4 kolam induk. 
2.2 BUDIDAYA IKAN  
Ikan merupakan hewan yang hidup di air yang menjadi salah satu dari 
sekian banyak bahan makanan yang dibutuhkan manusia. Manusia telah 
memanfaatkan ikan sebagai bahan  pangan sejak beberapa abad yang lalu. 
Sebagai bahan pangan, ikan mengandung  gizi utama berupa 
protein,lemak,vitamin, dan mineral. Kandungan lemak tidak  jenuhnya 
dapat meningkatkan kecerdasan dan mencegah kolesterol. Ikan juga  
merupakan bahan makanan yang mengandung protein tinggi dan 
mengandung  asam amino esensial yang diperlukan oleh tubuh, di samping 
itu nilai biologisnya  mencapai 90% dengan jaringan pengikat sedikit 
sehingga mudah dicerna dan  harganya juga jauh lebih murah dibandingkan 
dengan sumber protein lain.  Disamping itu, ikan juga dijadikan sebagai 
bahan obat-obatan, pakan ternak, dan  lainnya (Adawyah, 2008). 
Berdasarkan data dari FAO diprediksikan bahwa konsumsi ikan dunia akan 
mencapai 22.5 kg/kapita per tahun, sedangkan konsumsi ikan di Indonesia 
sendiri lebih banyak dari itu. Rata – rata konsumsi ikan di Indonesia 
perkapita dalam 6 tahun terakhir adalah 45.99 kg. Hal ini menunjukkan 
bahwa konsumsi ikan di Indonesia sangat tinggi. Sedangkan target 
pemerintah pada tahun 2020 adalah 56.39 kg/kapita dan 62.5 kg/kapita pada 
tahun 2024 (Kementrian Kelautan dan Perikanan, 2020). 
Menurut UU RI nomor 45 tahun 2009 menyatakan bahwa perikanan adalah 
semua kegiatan yang berhubungan dengan pengelolaan dan pemanfaatan 




pengolahan sampai dengan pemasaran yang dilaksanakan dalam suatu 
sistem bisnis perikanan. Perikanan sebagai salah satu subsektor dari sektor 
pertanian memberikan peran yang cukup besar dalam memajukan kualitas 
kehidupan masyarakat perdesaan, memenuhi kebutuhan pangan dan gizi, 
menyediakan bahan baku industri, meningkatkan ekspor dan memperluas 
lapangan kerja serta kesempatan kerja produktif (Direktorat Jenderal 
Perikanan, 1995). 
2.3 PERAMALAN PRODUKSI 
Menurut Soekartawi (1995), fungsi produksi yaitu suatu fungsi yang 
menunjukkan hubungan antara hasil produksi fisik (output) dengan faktor 
faktor produksi (input).  Masukan seperti tanah, pupuk, tenaga kerja, modal, 
iklim, dan sebagainya itu mempengaruhi besar kecilnya produksi yang 
diperoleh.  Karena petani mengetahui berapa jumlah masukan yang dipakai, 
maka ia dapat menduga berapa faktor produksi yang dihasilkan. 
2.4 PENELITIAN TERDAHULU 
Penelitian mengenai peramalan ikan telah dilakukan sebelumnya oleh 
banyak peneliti dengan berbagai macam metode, seperti Azhar Razaq dan 
Riksakomara melakukan peramalan produksi ikan menggunakan 
Backpropagation dengan error yang dihasilkan berkisar 20% dengan 
menggunakan data produksi ikan Dinas Perikanan dan Kelautan Kalimantan 
Selatan dan Suhu Udara periode (Januari 1998 – Agustus 2016). Penelitian 
dilakukan dengan variable pendukung yaitu suhu udara dan tanpa variabel 
pendukung. Suhu udara dinilai kurang mempengaruhi terhadap hasil akhir 
peramalan, yaitu dilihat dari dekatnya hasil MAPE yang dihasilkan (<5%) 
oleh model yang menggunakan variabel pendukung maupun yang tidak 
menggunakan variabel pendukung. Razaq menyarankan untuk 
menggunakan nilai parameter learning rate 0.01 dan epoch 1000 dengan val. 
check 6 dan untuk penentuan rasio dataset gunakan rasio 70:30 untuk data 




Suleman dan Pakaya melakukan penelitian tentang prediksi ikan tuna 
menggunakan Algoritma Neural Network berbasis Forward Selection dan 
menghasilkan Root  Mean  Square  Error (RMSE) menggunakan  Neural  
Network  yaitu  0,096, sedangkan dengan menggunakan metode Neural 
Network berbasis Forward Selection didapatkan hasil Root Mean Square 
Error (RMSE) yaitu 0,080, dengan menggunakan data  hasil produksi  ikan  
tuna yang dimulai  dari  tahun  2014-2017 secara  per-minggu  dalam  
satuan  Kilogram (Kg). 
Mira (2013) dalam penelitiannya menggunakan Backpropagation untuk 
meramalkan jumlah permintaan produk  v-belt AJGG B-65 dengan faktor 
terkait yaitu hasil penjualan, harga dan stok barang. Dalam penelitian ini 
menggunakan 5 model arsitektur jaringan yaitu dengan 3 input X1, X2, dan 
X3, 5 model neuron yaitu, 5, 6, 7, 8, 9, 20 dan 1 variabel output Y. Struktur 
neuron 20-1 dengan 1 (satu) hidden layer, learning rate (lr) yang digunakan 
0,1 dan momentum constant (mc) 0,2. Nilai Mean Square Error (MSE) 
pelatihan jaringan sebesar 0,001 Menghasilkan nilai MAPE pengujian data 
sebesar 5,7134%. 
2.5 NORMALISASI DAN DENORMALISASI 
Sebelum menggunakan data dengan metode atau teknik yang akan 
diterapkan, kita harus melakukan praprosesing terhadap data. Hal ini 
dilakukan untuk mendapatkan hasil analisis yang lebih akurat dalam 
pemakaian teknik-teknik machine learning atau data mining. Dalam 
beberapa hal, praprosesing bisa membuat nilai data menjadi lebih kecil 
tanpa merubah informasi yang dikandungnya. Ada beberapa cara 
transformasi data yang dilakukan sebelum menerapkan suatu metode, antara 
lain adalah normalisasi atau scaling adalah prosedur mengubah data 
sehingga berada dalam skala tertentu (Santosa 2007). Skala ini bisa antara 
(0,1), (-1,1) atau skala lain yaang dikehendaki. Misalkan kita akan 
mentransformasi data produksi ikan, data tersebut akan dikonversi ke dalam 




bawah (BB) adalah 0 dan batas atas (BA) adalah 1. Jika nilai maksimum 
tiap kolom adalah Xmax dan nilai minimumnya adalah Xmin, untuk 
mengubah data ke skala baru, untuk setiap data bisa dilakukan rumus : 
 
Gambar 2.1 Rumus Transformasi data 
2.6 ARTIFFICIAL NEURAL NETWORK 
ANN merupakan model komputasi yang terinspirasi dalam jaringan syaraf 
biologis, yang terdiri dari seperangkat neuron buatan yang saling 
berhubungan. Beberapa neuron memiliki koneksi secara eksternal (koneksi 
input), sementara yang lain memiliki sinyal output yang dimaksudkan untuk 
dibaca sebagai hasil dari perhitungan jaringan (koneksi output). ANN biasa 
digunakan sebagai machine learning method dengan menggunakan 
perangkat seperti (pola masukan) untuk melatih jaringan secara berurutan 
(mengatur bobot koneksi antar neuron) untuk mengenali atau menghasilkan 
pola yang serupa. Artinya, neural networks membutuhkan badan yang sudah 
ada sebelumnya dalam komposisi (semuanya dalam kemiripan gaya, umum) 
sehingga mereka bisa meniru contoh gaya pelatihan. Aspek penting dalam 
desain ANN adalah modelisasi dalam komposisi yaitu pemetaan antara 
input dan output pada jaringan (Fernandes dan Vico, 2013). 
ANN juga mampu mengenali sinyal input yang agak berbeda dari yang 
pernah diterima sebelumnya dan mampu bekerja meskipun beberapa neuron 
tidak mampu bekerja dengan baik, karena neuron yang lain dapat dilatih dan 
menggantikan fungsi neuron yang rusak (Kusumawati dkk, 2015). ANN 
merupakan alat bantu yang dapat digunakan secara umum dan dapat 
diaplikasikan untuk memprediksi dan klasifikasi (Lestari dan Van FC, 
2017). ANN dibentuk sebagai generalisasi model matematika dari jaringan 




a. Pemrosesan informasi terjadi pada banyak elemen sederhana (neuron) 
b. Sinyal dikirimkan diantara neuron-neuron melalui penghubung-
penghubung 
c. Penghubung antar neuron memiliki bobot yang akan memperkuat atau 
memperlemah sinyal 
d. Untuk menentukan output, setiap neuron menggunakan fungsi aktivasi 
(biasanya bukan fungsi linier) yang dikenakan pada jumlahan input 
yang diterima. Besarnya output ini selanjutnya dibandingkan dengan 
suatu batas ambang. 
JST ditentukan oleh tiga hal : 
a. Pola hubungan antar neuron (disebut arsitektur jaringan) 
b. Metode untuk menentukan bobot penghubung (disebut metode 
training / learning / algoritma) 
c. Fungsi aktivasi 
Sebagai contoh, perhatikan neuron Y pada Gambar 2.1. 
 
Gambar 2.1. Model Sederhana Jaringan Syaraf Tiruan 
Y menerima input dari neuron x1, x2 dan x3 dengan bobot hubungan masing-
masing adalah w1, w2 dan w3. Ketiga impuls neuron yang ada dijumlahkan 
net = x1w1 + x2w2 + x3w3 
Besarnya impuls yang diterima oleh Y mengikuti fungsi aktivasi y = f(net). 
Apabila nilai fungsi aktivasi cukup kuat, maka sinyal akan diteruskan. Nilai 
fungsi aktivasi (keluaran model jaringan) juga dapat dipakai sebagai dasar 




2.6.1 Arsitektur Jaringan 
Beberapa arsitektur jaringan yang sering dipakai dalam jaringan syaraf 
tiruan antara lain : 
a. Jaringan Layar Tunggal (single layer network) 
JST  dengan layar tunggal pertamakali dirancang oleh Widrow dan 
Hoff pada tahun 1960. Walaupun JST layar tunggal ini sangat terbatas 
penggunaannya, namun konsep dan gagasannya banyak dipakai oleh 
beberapa pakar untuk membuat model JST layar jamak. 
Dalam jaringan ini, sekumpulan input neuron dihubungkan langsung 
dengan sekumpulan output. Dalam beberapa model (misal 
perceptron), hanya ada sebuah unit neuron output. 
 
Gambar 2.2. Jaringan Layar Tunggal 
Gambar 2.2. menunjukkan arsitektur jaringan dengan n unit input 
(x1,x2, ... , xn) dan m buah unit output (Y1, Y2, ... , Ym). Perhatikan 
bahwa dalam jaringan ini, semua unit input dihubungkan dengan 
semua unit output, meskipun dengan bobot yang berbeda-beda. Tidak 
ada unit input yang dihubungkan dengan unit input lainnya. Demikian 




Besarnya wji menyatakan bobot hubungan antara unit ke-i dalam input 
dengan unit ke-j dalam output. Bobot-bobot ini saling independen. 
Selama proses pelatihan, bobot-bobot tersebut akan dimodifikasi 
untuk meningkatkan keakuratan hasil. 
b. Jaringan Layar Jamak (multi layer network) 
Jaringan layar jamak merupakan perluasan dari layar tunggal. Dalam 
jaringan ini, selain unit input dan output, ada unit-unit lain (sering 
disebut layar tersembunyi). Dimungkinkan pula ada beberapa layar 
tersembunyi. Sama seperti pada unit input dan output, unit-unit dalam 
satu layar tidak saling berhubungan. 
 
Gambar 2.3. Jaringan Layar Jamak 
Gambar 2.3. adalah jaringan dengan n buah unit input (x1, x2, ... , xn), 
sebuah layar tersembunyi yang terdiri dari p buah unit (z1, ... , zp) dan 
m buah unit output (Y1, Y2, ... , Ym). Jaringan layar jamak dapat 
menyelesaikan masalah yang lebih kompleks dibandingkan dengan 
layar tunggal, meskipun kadangkala proses pelatihan lebih kompleks 
dan lama. 
c. Model JST dua lapisan dengan umpan balik 
Tokoh yang pertamakali mencetuskan ide tentang model jaringan 
syaraf tiruan dengan umpan balik adalah John Hopfield dari California 




kumpulan neuron tiruan dalam jumlah yang sangat besar dapat 
melakukan tugas-tugas tertentu. 
Hopfield juga membandingkan antara jumlah neuron pada binatang 
dengan jumlah neuron diperkirakan sekitar 1000 buah dan bila 
dibandingkan dengan manusia, jumlah neuron-nya mencapai 100 
trilyun buah. Sungguh jumlah yang sangat fantastis. 
Dengan jumlah neuron yang sangat besar, JST memiliki sifat yaitu 
fault tolerance. Sifat ini mengandung maksud kerusakan sedikit atau 
sebagian pada sel-sel dalam jaringan tidak akan mempengaruhi output 
yang akan dikeluarkan. 
Model JST dua lapisan ini mempunyai sifat umpan balik, sehingga 
output yang dihasilkan akan mempengaruhi input yang akan masuk 
lagi ke dalam jaringan syaraf tersebut. 
 
Gambar 2.4. Model JST Dua Lapisan Dengan Umpan Balik 
d. Model JST lapisan kompetitif 
Bentuk dari lapisan kompetitif merupakan bagian dari jumlah yang 
besar pada jaringan syaraf. Pada dasarnya, hubungan antara neuron 
satu dengan neuron yang lain pada lapisan kompetitif tidak 
ditunjukkan secara arsitektur pada beberapa jaringan syaraf. Contoh 
dari model atau arsitektur lapisan kompetitif dapat dilihat pada 





Gambar 2.5. Model JST Lapisan Kompetitif 
2.5.2 Fungsi Aktivasi 
Jaringan syaraf merupakan salah satu representasi buatan dari otak manusia 
yang selalu mencoba untuk mensimulasikan proses pembelajaran pada otak 
manusia tersebut. Istilah buatan disini digunakan karena jaringan syaraf ini 
diimplementasikan dengan menggunakan program komputer yang mampu 
menyelesaikan sejumlah proses perhitungan selama proses pembelajaran. 
Ada beberapa tipe jaringan syaraf, namun demikian, hampir semuanya 
memiliki komponen-komponen yang sama. Seperti halnya otak manusia, 
jaringan syaraf juga terdiri dari beberapa neuron, dan ada hubungan antara 
neuron-neuron tersebut. Neuron-neuron tersebut akan mentransformasikan 
informasi yang diterima melalui sambungan keluarnya menuju ke neuron-
neuron yang lain. Pada jaringan syaraf, hubungan ini dikenal dengan nama 
bobot. Informasi tersebut disimpan pada suatu nilai tertentu pada bobot 
tersebut. Gambar 2.6 menunjukkan struktur neuron pada jaringan syaraf. 
 





Jika dilihat, neuron buatan ini sebenarnya mirip dengan sel neuron biologis. 
Neuron-neuron buatan tersebut bekerja dengan cara yang sama pula dengan 
neuron-neuron biologis. Informasi (disebut dengan : input) akan dikirim ke 
neuron dengan bobot kedatangan tertentu. Input ini akan diproses oleh suatu 
fungsi perambatan yang akan menjumlahkan nilai-nilai semua bobot yang 
datang. Hasil penjumlahan ini kemudian akan dibandingkan dengan suatu 
nilai ambang (threshold) tertentu melalui fungsi aktivasi setiap neuron. 
Apabila input tersebut melewati suatu nilai ambang tertentu, maka neuron 
tersebut akan diaktifkan, tapi kalau tidak, maka neuron tersebut tidak akan 
diaktifkan. Apabila neuron tersebut diaktifkan, maka neuron tersebut akan 
mengirimkan output melalui bobot-bobot output nya ke semua neuron yang 
berhubungan dengannya. Demikian seterusnya. 
Pada jaringan syaraf, neuron-neuron akan dikumpulkan dalam lapisan-
lapisan (layer) yang disebut dengan lapisan neuron (neuron layers). 
Biasanya neuron-neuron pada satu lapisan akan dihubungkan dengan 
lapisan-lapisan sebelum dan sesudahnya (kecuali lapisan input dan lapisan 
output). Informasi yang diberikan pada jaringan syaraf akan dirambatkan 
lapisan ke lapisan, mulai dari lapisan input sampai ke lapisan output melalui 
lapisan yang lainnya, yang sering dikenal dengan nama lapisan tersembunyi 
(hidden layer). Tergantung pada algoritma pembelajarannya, bisa jadi 
informasi tersebut akan dirambatkan secara mundur pada jaringan. Gambar 
2.7 menunjukkan jaringan syaraf sederhana dengan fungsi aktivasi F. 
 





Pada Gambar 2.7. tersebut sebuah neuron akan mengolah N input (x1, x2, ... 
, xN) yang masing-masing memiliki bobot wl, w2, ... , wN dan bobot bias b, 
dengan rumus : 
 
kemudian fungsi aktivasi F akan mengaktivasi a menjadi output jaringan y. 
Ada beberapa fungsi aktivasi yang sering digunakan dalam jaringan syaraf 
tiruan. Fungsi Aktivasi yang digunakan pada Backpropagation antara lain : 
a. Fungsi sigmoid biner 
Dalam backpropagation, fungsi aktivasi yang dipakai harus 
memenuhi beberapa syarat yaitu : kontinu, terdiferensial dengan 
mudah dan merupakan fungsi yang tidak turun. Salah satu fungsi yang 
memenuhi ketiga syarat tersebut sehingga sering dipakai adalah fungsi 
sigmoid biner yang memiliki range (0,1). 
Fungsi ini digunakan untuk jaringan syaraf yang dilatih dengan 
menggunakan metode backpropagation. Fungsi sigmoid biner 
memiliki nilai pada range 0 sampai 1. Oleh karena itu, fungsi ini 
sering digunakan untuk jaringan syaraf yang membutuhkan nilai 
output yang terletak pada interval 0 sampai 1. Namun, fungsi ini bisa 
juga digunakan oleh jaringan syaraf yang nilai output nya 0 atau 1 
(Gambar 2.8). 








Gambar 2.8. Fungsi Aktivasi Sigmoid Biner 
b. Fungsi sigmoid bipolar 
  Fungsi sigmoid bipolar hampir sama dengan fungsi sigmoid biner, 
hanya saja output dari fungsi ini memiliki range antara 1 sampai -1 
(Gambar 2.9). 









Gambar 2.9. Fungsi Aktivasi Sigmoid Bipolar 
 
c. Fungsi linear (identitas) 
Fungsi linear memiliki nilai output yang sama dengan nilai input 
(Gambar 2.10). 
Fungsi linear dirumuskan sebagai : 
y = x 
 
 
Gambar 2.10. Fungsi Aktivasi Linear (Identitas) 
2.6 BACKPROPAGATION NEURAL NETWORK 
Backpropagation Neural Network (BPNN) adalah teknik popular neural 
network yang memiliki kemampuan tinggi untuk memecahkan masalah 
kompleks yang tidak dapat diselesaikan menggunakan teknik machine 




dengan diketahuinya dataset dalam sampel target input output yang dapat 
digunakan dalam prediksi dan klasifikasi. Pada BPNN terdapat lapisan 
input, satu atau lebih lapisan tersembunyi dan sebuah lapisan output. Layer 
terhubung berurutan yang dimulai dari lapisan input kemudian melalui 
lapisan tersembunyi dan menuju ke lapisan output. Pada tiap koneksi antar 
lapisan mengandung bobot dan setiap lapisan mencakup satu atau lebih 
neuron. Ide dasar BPNN yaitu untuk meminimalkan kesalahan output 
keseluruhan secara bertahap selama proses pembelajaran (Karlik, 2014).  
 
Gambar 2. Jaringan Backpropagation (Siang, 2009) 
Gambar 2. Adalah arsitektur backpropagation dengan n buah masukan 
(ditambah sebuah bias), sebuah layer tersembunyi yang tersiri dari p unit 
(ditambah sebuah bias), serta sebuah m keluaran. 
 merupakan bobot dari unit masukan  ke unit layar tersembunyi  (  
merupakanbobot garis yang menghubungkan bias di unit masukan ke unit 
layer tersembunyi ).  merupakan bobot dari unit masukan  ke unit 
keluaran  (  merupakanbobot dari bias di layar tersembunyike unit 





Neuron adalah unit pemroses informasi yang menjadi dasar dalam 
pengoperasian jaringan syaraf tiruan. Neuron terdiri dari tiga elemen 
pembentuk : 
a. Himpunan unit-unit yang dihubungkan dengan jalur koneksi. Jalur-
jalur tersebut memiliki bobot/kekuatan yang berbeda-beda. Bobot 
yang bernilai positif akan memperkuat sinyal dan yang bernilai negatif 
akan memperlemah sinyal yang dibawanya. Jumlah, struktur dan pola 
hubungan antar unit-unit tersebut akan menentukan arsitektur jaringan 
(dan juga model jaringan yang terbentuk). 
b. Suatu unit penjumlahan yang akan menjumlahkan input-input sinyal 
yang sudah dikalikan dengan bobotnya. Misalkan x1, x2, ... , xm adalah 
unit-unit input dan wj1, wj2, ... , wjm adalah bobot penghubung dari 
unit-unit tersebut ke unit keluaran Yj, maka unit penjumlah akan 
memberikan keluaran sebesar uj = x1wj1 + x2wj2 + ... + xmwjm 
c. Fungsi aktivasi yang akan menentukan apakah sinyal dari input 
neuron akan diteruskan ke neuron lain ataukah tidak. 
2.6.2. Threshold 
Threshold adalah suatu perubahan antara gray-level image dan bilevel 
image. Bilevel image terdiri dari banyak informasi yang penting dari sebuah 
image (contoh : angka, posisi dan bentuk objek), tetapi tidak dapat 
dibandingkan dengan informasi dari gray-level image. Kebanyakan dari 
time pixels dengan gray levels yang sama mempunyai objek yang sama 
juga. Selanjutnya, pengelompokan image oleh pixel gray-level dapat 
memperkecil dan memudahkan beberapa pengoperasian proses image 
seperti membentuk recognition dan classification. 
Beberapa operasi thresholding yang essential akan diseleksi oleh sebuah 
hasil tunggal threshold. Seluruh gray-levels menunjukkan hasil yang dapat 
diklasifikasikan menjadi black (0), dan disekelilingnya adalah white (1). 
Untuk waktu tertentu, bagian image tidak mungkin menjadi objek dan 




Pendekatan percobaan yang mudah harus menggunakan tujuan gray-level 
dalam image seperti threshold. Ini dapat disebabkan sebagian pixels menjadi 
white dan bagian lain menjadi black. 
2.6.3. Pelatihan Standar Backpropagation 
Proses BPNN terdapat 3 fase yaitu propagasi maju (forward propagation), 
propagasi mundur (backpropagation) dan modifikasi bobot .Fase pertama 
adalah fase maju. Pola masukan dihitung maju mulai dari layar masukan 
hingga layar keluaran menggunakan fungsi aktivasi yang ditentukan. Fase 
kedua adalah fase mundur. Selisih antara keluaran jaringan dengan target 
yang diinginkan merupakan kesalahan yang terjadi. Kesalahan tersebut 
dipropagasikan mundur, dimulai dari garis yang berhubungan langsung 
dengan unit-unit di layar keluaran. Fase ketiga adalah modifikasi bobot 
untuk menurunkan kesalahan yang terjadi. 
a. Fase I : Propagasi maju 
Selama propagasi maju, sinyal masukan (=xi) dipropagasikan ke layar 
tersembunyi menggunakan fungsi aktivasi yang ditentukan. Keluaran 
dari setiap unit layar tersembunyi (=zj) tersebut selanjutnya 
dipropagasikan maju lagi ke layar tersembunyi di atasnya 
menggunakan fungsi aktivasi yang ditentukan. Demikian seterusnya 
hingga menghasilkan keluaran jaringan (=yk). 
Berikutnya, keluaran jaringan (=yk) dibandingkan dengan target yang 
harus dicapai (=tk). Selisih tk - yk adalah kesalahan yang terjadi. Jika 
kesalahan ini lebih kecil dari batas toleransi yang ditentukan, maka 
iterasi dihentikan. Akan tetapi apabila kesalahan masih lebih besar 
dari batas toleransinya, maka bobot setiap garis dalam jaringan akan 
dimodifikasi untuk mengurangi kesalahan yang terjadi. 
b. Fase II : Propagasi mundur 
Berdasarkan kesalahan tk - yk, dihitung faktor δk (k = 1,2 , ... , m) yang 
dipakai untuk mendistribusikan kesalahan di unit yk ke semua unit 




untuk mengubah bobot garis yang berhubungan langsung dengan unit 
keluaran. 
Dengan cara yang sama, dihitung faktor δj di setiap unit di layar 
tersembunyi sebagai dasar perubahan bobot semua garis yang berasal 
dari unit tersembunyi di layar di bawahnya. Demikian seterusnya 
hingga semua faktor δ di unit tersembunyi yang berhubungan 
langsung dengan unit masukan dihitung. 
c. Fase III : Perubahan bobot 
Setelah semua faktor δ dihitung, bobot semua garis dimodifikasi 
bersamaan. Perubahan bobot suatu garis didasarkan atas faktor δ 
neuron di layar atasnya. Sebagai contoh, perubahan bobot garis yang 
menuju ke layar keluaran didasarkan atas δk yang ada di unit keluaran. 
Ketiga fase tersebut diulang-ulang terus hingga kondisi penghentian 
dipenuhi. Umumnya kondisi penghentian yang sering dipakai adalah 
jumlah iterasi atau kesalahan. Iterasi akan dihentikan jika jumlah 
iterasi yang dilakukan sudah melebihi jumlah maksimum iterasi yang 
ditetapkan, atau jika kesalahan yang terjadi sudah lebih kecil dari 
batas toleransi yang diijinkan. Flowchart rumus BPNN dapat dilihat 





Gambar 2.5 Flowchart Perhitungan BPNN 
Fase I : Propagasi Maju (forward propagation) 
1. Tiap unit input (Xi, i=1,2,3,…,n) menerima sinyal Xi dan meneruskan 




2. Tiap lapisan unit tersembunyi (Zi, i=1,2,3,….,p) menjumlahkan 
sinyal-sinyal input seperti pada Persamaan 2.12. 
   (2.12)  
Kemudian menerapkan fungsi aktivasi untuk menghitung sinyal 
outputnya seperti pada Persamaan 2.13. 
 
 (2.13) 
setelah itu kirim sinyal ke semua output. 
3. Setiap  unit output (Yki K= 1,2,3…., m) menjumlahkan bobot sinyal 
output seperti pada Persamaan 2.14. 
          (2.14)  
Kemudian terapkan fungsi aktivasi untuk menghitung sinyal 
outputnya seperti pada Persamaan 2.15. 
  (2.15) 
  
Fase II: Propagasi Mundur (backpropagation) 
1.  Tiap unit output (YK, k=1,2,3… , m) akan menerima target pola yang 
berhubungan dengan input pelatihan, kemudian lakukan hitung error 
seperti pada Persamaan 2.16. 
   (2.16) 
 merupakan turunan dari fungsi aktivasi, kemudian hitung koreksi 
bobot seperti pada Persamaan 2.17. 
  (2.17) 
Kemudian hitung koreksi bias seperti rumus pada Persamaan 2.18. 
  (2.18) 
Sekaligus mengirimkan  keunit yang berada di lapisan paling kanan. 
2. Tiap unit yang tersembunyi (Zi,i=1,2,3… , p) menjumlahkan delta 





  (2.19) 
Kemudian hitung informasi error dengan mengalikan nilai ini dengan 
turunan fungsi aktivasinya seperti pada Persamaan 2.20. 
  (2.20) 
Lalu hitung koreksi bobot seperti pada Persamaan 2.21. 
  (2.21) 
Dan hitung pula koreksi bias seperti pada Persamaan 2.22. 
  (2.22) 
  
Fase III: Perubahan Bobot Bias 
1. Setelah unit output (Yk, k = 1,2,3,… , m) dilakukan perubahan bobot 
output dan bias (zj j, = 1,2,3, … , p) seperti terlihat pada Persamaan 
2.23. 
   (2.23) 
Setiap unit tersembunyi (zj j, = 1,2,3, … , p) dilakukan perubahan 
bobot input dan bias (Zi, i=1,2,3,….,p) seperti terlihat pada Persamaan 
2.24. 
  (2.24) 
2. Pengujian kondisi berhenti. 
2.6.4. Optimalitas Arsitektur Backpropagation 
Masalah utama yang dihadapi dalam Backpropagation adalah lamanya 
iterasi yang harus dilakukan. Backpropagation tidak dapat memberikan 
kepastian tentang berapa epoch yang harus dilalui untuk mencapai kondisi 
yang diinginkan. Oleh karena itu orang berusaha meneliti bagaimana 
parameter-parameter jaringan dibuat sehingga menghasilkan jumlah iterasi 
yang relatif lebih sedikit. 
a. Inisialisasi bobot awal secara random 
Pemilihan bobot awal sangat mempengaruhi jaringan syaraf dalam 




nilai error, serta cepat tidaknya proses pelatihan menuju 
kekonvergenan. Apabila nilai bobot awal terlalu besar, maka input ke 
setiap lapisan tersembunyi atau lapisan output akan jatuh pada daerah 
dimana turunan fungsi sigmoidnya akan sangat kecil. Sebaiknya, 
apabila nilai bobot awal terlalu kecil, maka input ke setiap lapisan 
tersembunyi atau lapisan output akan sangat kecil, yang akan 
menyebabkan proses pelatihan akan berjalan sangat lambat. Biasanya 
bobot awal diinisialisasi secara random dengan nilai antara -0.5 
sampai 0.5 (atau -1 sampai 1, atau interval yang lainnya). 
b. Jumlah unit tersembunyi 
Hasil teoritis yang didapat menunjukkan bahwa jaringan dengan 
sebuah layar tersembunyi sudah cukup bagi Backpropagation untuk 
mengenali sembarang pola antara masukan dan target dengan tingkat 
ketelitian yang ditentukan. Akan tetapi penambahan jumlah layar 
tersembunyi kadangkala membuat pelatihan lebih mudah. 
Dalam propagasi maju, keluaran harus dihitung untuk tiap layar, 
dimulai dari layar tersembunyi paling bawah (terdekat dengan 
masukan). Sebaliknya, dalam propagasi mundur, faktor δ perlu 
dihitung untuk tiap layar tersembunyi, dimulai dari layar keluaran. 
c. Jumlah pola pelatihan 
Tidak ada kepastian tentang berapa banyak pola yang diperlukan agar 
jaringan dapat dilatih dengan sempurna. Jumlah pola yang dibutuhkan 
dipengaruhi oleh banyaknya bobot dalam jaringan serta tingkat 
akurasi yang diharapkan. Aturan kasarnya dapat ditentukan 
berdasarkan rumusan :  
Jumlah pola = Jumlah bobot / tingkat akurasi 
Untuk jaringan dengan 80 bobot dan tingkat akurasi 0.1, maka 800 







d. Lama iterasi 
Tujuan utama penggunaan Backpropagation adalah mendapatkan 
keseimbangan antara pengenalan pola pelatihan secara benar dan 
respon yang baik untuk pola lain yang sejenis (disebut data 
pengujian). Jaringan dapat dilatih terus menerus hingga semua pola 
pelatihan dikenali dengan benar. Akan tetapi hal itu tidak menjamin 
jaringan akan mampu mengenali pola pengujian dengan tepat. Jadi 
tidaklah bermanfaat untuk meneruskan iterasi hingga semua kesalahan 
pola pelatihan = 0. 
Umumnya data dibagi menjadi dua bagian, yaitu pola data yang 
dipakai sebagai pelatihan dan data yang dipakai untuk pengujian. 
Perubahan bobot dilakukan berdasarkan pola pelatihan. Akan tetapi 
selama pelatihan (misal setiap 10 epoch), kesalahan yang terjadi 
dihitung berdasarkan semua data (pelatihan dan pengujian). Selama 
kesalahan ini menurun, pelatihan terus dijalankan. Akan tetapi jika 
kesalahannya sudah meningkat, pelatihan tidak ada gunanya untuk 
diteruskan lagi. Jaringan sudah mulai mengambil sifat yang hanya 
dimiliki secara spesifik oleh data pelatihan (tapi tidak dimiliki oleh 
data pengujian) dan sudah mulai kehilangan kemampuan melakukan 
generalisasi. 
2.6.5. Variasi Backpropagation 
Disamping model standar Backpropagation, kini sudah berkembang 
berbagai variasinya. Variasi tersebut bisa berupa model Backpropagation 
yang digunakan untuk keperluan khusus, atau teknik modifikasi bobot untuk 
mempercepat pelatihan dalam kasus tertentu. 
a. Momentum 
Pada standar Backpropagation, perubahan bobot didasarkan atas 
gradien yang terjadi untuk pola yang dimasukkan saat itu. Modifikasi 
yang dapat dilakukan adalah melakukan perubahan bobot yang 




(disebut momentum) yang dimasukkan. Jadi tidak hanya pola 
masukan terakhir saja yang diperhitungkan. 
Penambahan momentum dimaksudkan untuk menghindari perubahan 
bobot yang mencolok akibat adanya data yang sangat bearbeda 
dengan yang lain (outlier). Apabila beberapa data terakhir yang 
diberikan ke jaringan memiliki pola serupa (berarti arah gradien sudah 
benar), maka perubahan bobot dilakukan secara cepat. Namun apabila 
data terakhir yang dimasukkan memiliki pola yang berbeda dengan 
pola sebelumnya, maka perubahan dilakukan secara lambat. 
Dengan penambahan momentum, bobot baru pada waktu ke (t+1) 
didasarkan atas bobot pada waktu t dan (t-1). Disini harus 
ditambahkan 2 variabel baru yang mencatat besarnya momentum 
untuk 2 iterasi terakhir. Jika μ adalah konstanta             (0 ≤ μ ≤ 1) 
yang menyatakan parameter momentum maka bobot baru dihitung 




b. Delta - Bar - Delta 
Dalam standar Backpropagation, laju pemahaman ( α ) merupakan 
suatu konstanta yang dipakai dalam seluruh iterasinya. Perubahan 
dapat dilakukan dengan memberikan laju pemahaman yang berbeda-
beda untuk setiap bobotnya (atau bahkan laju pemahaman yang 
berbeda-beda untuk tiap bobot dalam tiap iterasinya). Apabila 
perubahan bobot berada dalam arah yang sama dalam beberapa pola 
terakhir (dapat dilihat dari tanda suku δkzj yang selalu sama), maka 
laju pemahaman yang bersesuaian dengan bobot wkj ditambah. 




(ditandai dengan suku δkzj yang berselang-seling positip - negatif) 
maka laju pemahaman untuk bobot tersebut harus dikurangi. 
Perubahan bobot dalam aturan delta - bar - delta adalah sebagai 
berikut : 
 
2.7 MAPE (Mean Absolute Percentage Error) 
MAPE (Mean Absolute Percentage Error) yaitu menjumlahkan setiap 
kesalahan absolut pada setiap periode setelah mengurangkan nilai 
peramalan dan nilai aktual pada setiap periode tersebut dengan formula : 
 
Skala hasil error peramalan yang digunakan pada penelitian ini, dijelaskan 
pada Tabel 1 dan Tabel 2. 
Tabel 1. Skala Performa Peramalan 
MAPE Hasil peramalan 
<10% Sangat baik 
10 – 20% Baik 
20 – 50% Layak/cukup 
>50% Buruk 
 
Tabel 2. Skala Performa Variabel Peramalan 
Skala MAPE Performa Variabel Peramalan 
0.1% - 5% Kurang mempengaruhi 
5.1% - 5% Cukup mempengaruhi 
10.1% - 20% Mempengaruhi 
20.1% - 50% Sangat mempengaruhi 
>50% Amat sangat mempengaruhi 
 
Menurut I Putu Agus Aditya, pada penelitiannya mengenai peramalan 
jumlah kasus demam berdarah, dikatakan bahwa hasil performa error dibagi 
menjadi empat, yaitu <10% (skala sangat baik), 10-20% (skala baik), 20-
50% (skala layak), dan >50% (skala buruk). Berdasarkan pada Tabel 2, 




apabila menghasilkan perbedaan MAPE antara 0.1%-5%, cukup 
mempengaruhi apabila menghasilkan perbedaan MAPE sebesar 5.1%-10%, 
mempengaruhi apabila menghasilkan perbedaan MAPE sebesar 10.1%-
20%, dikatakan sangat mempengaruhi apabila menghasilkan perbedaan 
MAPE sebesar 20.1%-50%, dan dikatakan sangat mempengaruhi apabila 
menghasilkan perbedaan MAPE >50%. 
2.8.  MATLAB 
Matrix Laboratory (Matlab) adalah salah satu perangkat lunak yang dapat 
dimanfaatkan untuk meningkatkan kecepatan dan keakuratan dalam 
berbagai perhitungan dan dalam berbagai pembelajaran aljabar linear 
sehingga waktu yang diperlukan menjadi lebih efisien dan hasil yang 
diperoleh lebih akurat dibandingkan dengan perhitungan manual. Matlab 
merupakan suatu bahasa pemograman matematika lanjutan yang dibentuk 
dengan dasar pemikiran menggunakan sifat dan bentuk matriks.  
Matlab berisi fungsi tambahan untuk aplikasi khusus dan Matlab banyak 
digunakan pada matematika dan komputasi, pengembangan dan algoritma, 
pemrograman modelling, simulasi, pembuatan prototype, analisa data, 
eksplorasi, visualisasi, analisis numerik dan statistik, dan pengembangan 
aplikasi teknik (Cahyono B, 2013). 
2.8.1 Pelatihan Backpropagation dengan matlab 
Matlab menyediakan berbagai variasi pelatihan backpropagation. Dalam 
sub bab ini akan dibahas pelatihan standar yang digunakan untuk melatih 
jaringan. Pelatihan backpropagation menggunakan metode pencarian titik 
minimum untuk mencari bobot dengan error minimum. Dalam proses 
pencarian ini dikenal dua macam metode yaitu metode incremental dan 
metode kelompok (batch). 
Dalam metode incremental, bobot diubah setiap kali pola masukan 
diberikan ke jaringan. Sebaliknya, dalam metode kelompok, bobot diubah 
setelah semua pola masukan diberikan ke jaringan. Error (dan suku 




untuk menghasilkan bobot baru. Matlab menggunakan metode pelatihan 
kelompok dalam iterasinya. Perubahan bobot dilakukan per epoch. 
Untuk melatih jaringan digunakan perintah train yang formatnya adalah 
sebagai berikut: 
[net,tr,Y,E,Pf,Af] = train(net,P,T,Pi,Ai,VV,TV) 
Dengan 
net : jaringan yang didefinisikan dalam newff 
P   : masukan jaringan 
T   : target jaringan. Default = zeros 
Pi  : kondisi delay awal masukan. Default = zeros 
Ai  : kondisi delay awal layar. Default = zeros 
VV  : struktur validasi vektor. Default = [] 
TV  : struktur vektor uji. Default = [] 
Perintah train akan menghasilkan 
net : jaringan yang baru 
tr  : record pelatihan (epoch dan performa) 
Y   : keluaran jaringan 
E   : error jaringan 
Pf  : kondisi akhir delay masukan 
Af  : kondisi akhir delay layar 
Metode paling sederhana untuk merubah bobot adalah metode penurunan 
gradien (gradient descent). Bobot dan bias diubah pada arah dimana unjuk 




Jika wk adalah vektor bobot pada iterasi ke-k, gk adalah gradien dan αk 
adalah laju pemahaman, maka metode penurunan gradien memodifikasi 
bobot dan bias menurut persamaan wk+1 = wk - αk gk. 
Matlab menyediakan beberapa metode pencarian titik minimumnya. 
Pencarian titik minimum dengan metode penurunan gradien dilakukan 
dengan memberikan parameter ‘traingd’ dalam parameter setelah fungsi 
aktivasi pada perintah newff. 
Ada beberapa parameter pelatihan dapat diatur sebelum pelatihan dilakukan. 
Dengan memberi nilai yang diinginkan pada parameter-parameter tersebut 
dapat diperoleh hasil yang lebih optimal. 
a. Jumlah epoch yang akan ditunjukkan kemajuannya. 
Menunjukkan berapa jumlah epoch berselang yang akan ditunjukkan 
kemajuannya. Nilai default untuk jumlah epoch yang akan 
ditunjukkan adalah 25. 
Instruksi : net.trainParam.show = EpohShow 
b. Maksimum epoch 
Maksimum epoch adalah jumlah epoch maksimum yang boleh 
dilakukan selama proses pelatihan. Iterasi akan dihentikan apabila 
nilai epoch melebihi maksimum epoch. Nilai default untuk maksimum 
epoh adalah 10. 
Instruksi : net.trainParam.epochs = MaxEpoh 
c. Kinerja tujuan 
Kinerja tujuan adalah target nilai fungsi kinerja. Iterasi akan 
dihentikan apabila nilai fungsi kinerja kurang dari atau sama dengan 
kinerja tujuan. Nilai default untuk kinerja tujuan adalah 0. 
Instruksi : net.trainParam.goal = TargetError 
d. Learning rate 
Learning rate adalah laju pembelajaran. Semakin besar nilai learning 
rate akan berimplikasi pada semakin besarnya langkah pembelajaran. 
Jika learning rate diset terlalu besar, maka algoritma akan menjadi 




algoritma akan konvergen dalam jangka waktu yang sangat lama. 
Nilai default untuk learning rate adalah 0,01. 
Instruksi : net.trainParam.lr = LearningRate 
e. Waktu maksimum untuk pelatihan 
Menunjukkan waktu maksimum yang diijinkan untuk melakukan 
pelatihan. Iterasi akan dihentikan apabila waktu pelatihan melebihi 
waktu maksimum. Nilai default untuk waktu maksimum adalah tak 
terbatas (inf). 
Instruksi : net.trainParam.time = MaxTime 
2.8.2. Mempercepat Pelatihan Backpropagation 
Metode standar backpropagation seringkali terlalu lambat untuk keperluan 
praktis. Beberapa modifikasi dilakukan terhadap standar  backpropagation 
dengan cara mengganti fungsi pelatihannya. 
Secara umum, modifikasi dapat dikelompokkan dalam dua kategori. 
Kategori pertama adalah metode yang menggunakan teknik heuristik yang 
dikembangkan dari metode penurunan tercepat yang dipakai dalam standar 
backpropagation. Kategori kedua adalah menggunakan metode optimisasi 
numerik selain penurunan tercepat. Beberapa metode yang dipakai sebagai 
modifikasi adalah metode gradien conjugate, quasi Newton, dan lain-lain. 
Dalam sub bab berikut ini dibicarakan dahulu tentang beberapa modifikasi 
yang masuk dalam kategori pertama (backpropagation dengan momentum, 
variabel laju pemahaman, dan backpropagation resilient). Berikutnya 
barulah dibahas tentang beberapa metode yang masuk dalam kategori 
kedua. 
a. Metode Penurunan Gradien dengan Momentum (traingdm) 
Meskipun metodenya paling sederhana, tapi metode penurunan 
gradien sangat lambat dalam kecepatan proses iterasinya. Ini terjadi 
karena kadang-kadang arah penurunan tercepat bukanlah arah yang 
tepat untuk mencapai titik minimum globalnya. 
Modifikasi metode penurunan tercepat dilakukan dengan 




tidak henya didasarkan atas error yang terjadi pada epoch pada waktu 
itu. Perubahan bobot saat ini dilakukan dengan memperhitungkan juga 
perubahan bobot pada epoch sebelumnya. Dengan demikian 
kemungkinan terperangkap ke titik minimum lokal dapat dihindari. 
Besarnya efek perubahan bobot terdahulu (disebut faktor momentum) 
bisa diatur dengan suatu bilangan antara 0 dan 1. Faktor momentum = 
0 berarti perubahan bobot hanya dilakukan berdasarkan error saat ini 
(penurunan gradien murni). Dalam Matlab, pelatihan backpropagation 
dengan menggunakan metode penurunan gradien dengan momentum 
dilakukan dengan mendefinisikan fungsi pelatihan ‘traingdm’ dalam 
pembentukan jaringannya. Besarnya faktor momentum dilakukan 
dengan memberi nilai antara 0 – 1 pada net.trainParam.mc (default = 
0,9). Parameter lain yang dapat diatur dalam traingdm sama dengan 
traingd. 
b. Variabel Laju Pemahaman (traingda, traingdx) 
Dalam standar backpropagation, laju pemahaman berupa suatu 
konstanta yang nilainya tetap selama iterasi. Akibatnya, unjuk kerja 
algoritma sangat dipengaruhi oleh besarnya laju pemahaman yang 
dipakai. Secara praktis, sulit untuk menentukan besarnya laju 
pemahaman yang paling optimal sebelum pelatihan dilakukan. Laju 
pemahaman yang terlalu besar maupun terlalu kecil akan 
menyebabkan pelatihan menjadi lambat. 
Pelatihan akan lebih cepat apabila laju pemahaman dapat diubah ubah 
besarnya selama proses pelatihan. Jika error sekarang lebih besar 
dibandingkan error sebelumnya, maka laju pemahaman diturunkan. 
Jika sebaliknya, maka laju pemahaman diperbesar. Dengan demikian 
laju pemahaman dapat dibuat sebesar besarnya dengan tetap 
mempertahankan kestabilan proses. 
Dalam Matlab, penggunaan variabel laju pemahaman dilakukan 




Penggunaan laju pemahaman juga bisa dikombinasikan dengan 
menambahkan faktor momentum. Fungsi pelatihan yang dipakai di 
Matlab adalah ‘traingdx’. Fungsi pelatihan ini memiliki kecepatan 
pelatihan yang tinggi sehingga dipakai sebagai default dalam pelatihan 
backpropagation di Matlab. 
c. Resilient Backpropagation (trainrp) 
Jaringan backpropagation umumnya menggunakan fungsi aktivasi 
sigmoid. Fungsi sigmoid akan menerima masukan dari range tak 
berhingga menjadi keluaran pada range [0,1]. Semakin jauh titik dari 
x = 0, semakin kecil gradiennya. Pada titik yang cukup jauh dari x = 0, 
gradiennya mendekati 0. hal ini menimbulkan masalah pada waktu 
menggunakan metode penurunan tercepat (yang iterasinya didasarkan 
atas gradien). Gradien yang kecil menyebabkan perubahan bobot juga 
kecil, meskipun masih jauh dari titik optimal. Masalah ini diatasi 
dalam resilient backpropagation dengan cara membagi arah dan 
perubahan bobot menjadi dua bagian yang berbeda. Ketika 
menggunakan penurunan tercepat, yang diambil hanya arahnya saja. 
Besarnya perubahan bobot dilakukan dengan cara lain. 
Dalam Matlab resilient backpropagation dilakukan dengan 
menuliskan ‘trainrp’ pada fungsi pelatihannya. 
d. Algoritma Gradien Conjugate (traincgf, traincgp, traincgb) 
Dalam standar backpropagation, bobot dimodifikasi pada arah 
penurunan tercepat. Meskipun penurunan fungsi berjalan cepat, tapi 
tidak menjamin akan konvergen dengan cepat. Dalam algoritma 
gradien konjugate, pencarian dilakukan sepanjang arah conjugate. 
Dalam banyak kasus, pencarian ini lebih cepat. Ada berbagai metode 
pencarian yang dilakukan berdasarkan prinsip gradien conjugate, 
antara lain Fletcher-Reeves (‘traincgf’), Polak-Ribiere (‘traincgp’), Powel 








3.1 Proses Alur Penelitian 
Adapun tahapan yang dilakukan dalam melakukan penelitian Tugas Akhir 



























































dan analisa hasil 
 













Gambar 3.1 Metodologi Penelitian 
Berikut ini adalah penjelasan dari langkah-langkah pada metodologi tugas 
akhir seperti yang terlihat pada gambar 3.1 diatas. 
3.1.1 Tahap Perencanaan 
Tahap perencanaan adalah tahapan yang harus direncanakan ketika akan 
melakukan penelitian Tugas Akhir. Data yang direncanakan adalah : 
1. Identifikasi Permasalahan 
Kegiatan ini adalah penjelasan tentang latar belakang dan 
merumuskan tujuan yang akan dicapai pada penelitian ini, lalu diberi 
solusi dari permasalahan tersebut. Rumusan masalah yang ada pada 
penelitian ini adalah bagaimana mengimplementasikan metode 
Backpropagation Neural Network untuk peramalan produksi ikan 
pada Dinas Perikanan dan Ketahanan Pangan Kabupaten Kuantan 
Singingi. Teknik yang digunakan didalam pendefinisian masalah 
disini adalah Metode Kipling, dimana dalam perumusan masalah 
dilakukan pertanyaan menggunakan 5W + 1H untuk membantu 
memicu pemikiran dan mengatasi masalah. 
2. Menentukan Topik dan Judul 
Topik yang diangkat penelitian ini adalah adalah bagaimana 
mengimplementasikan metode Backpropagation Neural Network 
untuk peramalan produksi ikan pada Dinas Perikanan dan Ketahanan 
Pangan Kabupaten Kuantan Singingi dan memudahkan dalam 
menentukan perencanaan produksi untuk waktu yang akan datang. 
3. Menentukan Tujuan 
Untuk mendukung dalam mencapai sasaran Tugas Akhir, tahapan 
yang dilakukan selanjutnya adalah penentuan tujuan dari Tugas Akhir. 
Yang mana gunanya ialah agar tujuan dalam penulisan lebih terarah. 
4. Studi pustaka  
Studi pustaka bertujuan untuk mengetahui teori-teori yang berkaitan 




yang ada pada penelitian. Studi pustaka juga berguna untuk menjadi 
dasar referensi yang kuat bagi peneliti untuk menyelesaikan laporan 
tugas akhir. Pada penelitian ini, akan dilakukan studi pustaka dari 
jurnal maupun buku yang berkaitan dengan produksi dan budidaya 
ikan nila, Bacpropagation Neural Network, dan penelitian terdahulu. 
3.1.2 Tahap Pengumpulan Data 
Tahap pengumpulan data adalah tahapan yang dilakukan setelah 
perencanaan dengan proses sebagai berikut: 
1. Observasi 
Selanjutnya penulis melakukan observasi dengan melihat masalah 
yang terjadi pada proses produksi benih ikan dan melakukan 
pengambilan data produksi  pada Dinas Perikanan dan Ketahanan 
Pangan Kabupaten Kuantan Singingi. 
2. Wawancara 
Tahap ini merupakan pengumpulan data dengan cara wawancara, 
dimana wawancara dilakukan dengan pihak Dinas Perikanan dan 
Ketahanan Pangan Kabupaten Kuantan Singingi terkait penelitian 
Tugas Akhir. 
3. Pengambilan Data Sekunder 
Setelah melakukan wawancara, selanjutnya pengambilan data 
sekunder dari dinas perikanan yang pada hal ini melalui Kepala Seksi 
Pembenihan Bapak Arif Abdillah, S.Pi yang mana data tersebut 
didapatkan dari Balai Benih Ikan Teso Marsawa. 
3.1.3 Tahap Pengolahan Data 
Setelah semua sistem dianalisa, maka masuk tahap selanjutnya yaitu tahap 
perancangan sistem. Pada tahap ini penulis melakukan beberapa kegiatan 
terkait perancangan sistem, diantaranya: 
1. Pemodelan Backpropagation Neural Network 
Pada tahap ini, akan dijelaskan langkah-langkah yang dilakukan 
dalam pengolahan data dengan menggunakan algoritma BPNN yang 




algoritma BPNN secara umum yang digambarkan pada flowchart 
dibawah ini. 
 
Gambar 3.2 Flowchart Algoritma Backpropagation 
Model estimasi dibuat menggunakan metode neural network 
algoritma BPNN dengan tools yang digunakan yaitu Matlab R2017a. 
Input dari BPNN adalah faktor-faktor yang mempegaruhi produksi 
ikan yaitu (1) Jumlah pakan, (2) Jumlah induk, (3) Curah hujan. 
Sedangkan output dari BPNN adalah Jumlah produksi ikan nila. 
3.3.5 Analisis Simulasi Parameter Neural Network 
Parameter-parameter yang digunakan pada proses perhitungan BPNN dalam 







Tabel 3.1 Parameter BPNN 
No Parameter Nilai 
1. Learning Rate ( ) 0,01 
2. Jumlah node dalam Hidden 
layer 
5,6,7,8,20 
3. Jumlah node dalam Input Layer 3 
4. Jumlah node dalam Output 
Layer 
1 
5. Fungsi Aktivasi Sigmoid 
6. Jumlah Iterasi 5.000 
 
Jumlah hidden layer yang digunakan satu buah node terdiri atas 
5,6,7,8, dan 20 hidden layer. Hal ini dilakukan agar didapatkan model 
yang optimal untuk pelatihan backpropagation. Dari penjelasan 
tersebut maka arsitektur BPNN dari produksi jumlah ikan diantaranya 
dapat dilihat pada gambar 3.7 dibawah ini. 
 
Gambar 3.3 Arsitektur BPNN 
Keterangan Gambar 3.7. 




Y = Output 
Z = Hidden Layer 
3.3.6 Performa Peramalan 
Pengukuran hasil performa peramalan pada penelitian ini menggunakan 
perhitungan MAPE (Mean Absolute Percentage Error), yaitu menjumlahkan 
setiap kesalahan absolut pada setiap periode setelah mengurangkan nilai 
peramalan dan nilai aktual pada setiap periode tersebut dengan formula : 
 
Skala hasil error peramalan yang digunakan pada penelitian ini, dijelaskan 
pada Tabel 3.2. 
 
Tabel 3.2. Skala Performa Peramalan 
MAPE Hasil peramalan 
<10% Sangat baik 
10 – 20% Baik 




Tahap dokumentasi adalah tahap melakukan dokumentasi terhadap seluruh 
kegiatan yang telah dilaksanakan peneliti mulai dari tahap perencanaan 
sampai implementasi sistem dengan melakukan pembuatan laporan. Hasil 













Berdasarkan dari analisa dan hasil terhadap penerapan algoritma 
backpropagation neural network untuk estimasi produksi ikan pada Dinas 
Perikanan dan Ketahanan Pangan yang telah dilakukan dapat diambil 
beberapa kesimpulan yaitu: 
1. Berdasarkan penelitian didaptkan model jaringan terbaik yaitu 3-7-1 
(3 Variabel maukan, 7 neuron dan 1 hidden layer) dengan parameter 
learning rate (lr) yang digunakan 0,01 , momentum constant (mc) 0,2 , 
dan 5000 epoch. Nilai Mean Square Error (MSE) pelatihan jaringan 
sebesar 0,42631. 
2. Metode BPNN dengan masukan 36 data tahun 2016-2018 sebelum 
sekarang disimpulkan tidak layak digunakan terhadap dataset seperti 
dataset jumlah produksi ikan pada Dinas Perikanan dan Ketahanan 
Pangan Kabupaten Kuantan Singingi dengan melihat pada hasil error 
yang dihasilkan  berkisar 53% pada proses testing. 
3. Kekurangan yang seperti dijelaskan pada poin poin 2 dikarenakan 
oleh pola data yang berbeda antara data training dan data testing dan 
variable yang digunakan kurang mempengaruhi peramalan. 
5.2 Saran 
Adapun saran yang dapat diberikan penulis untuk pengembangan 
selanjutnya yaitu: 
1. Gunakan dataset yang tidak memiliki nilai fluktuasi terlalu tinggi atau 
berpola acak atau memiliki pola lebih dari satu, karena mungkin dapat 




2. Untuk mendapatkan model optimal dapat juga menggunakan metode 
trial & error, yaitu menggunakan variasi parameter sebanyak mungkin 
dan kemudian dibandingkan hasil performanya. 
3. Dapat menggunakan variabel pendukung lainnya, seperti suhu, 
substrat pemijahan, ph air dan sebagainya. 
4. Metode BPNN dapat dikombinasikan dengan metode peramalan 
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1. Apa saja faktor-faktor yang mempengaruhi produksi ikan nila di BBI Teso 
Dinas Perikanan Kuansing ? 
 
Jawab: Faktor-Faktor yang mempengaruhi ikan nila yaitu, jumlah induk, 
kondisi air dan pakan. 
 
2. Bagaimana Kondisi air mempengaruhi produksi ikan ? 
 
Jawab: Misalkan siap hujan, air waduk disini menjadi keruh. Jika air keruh 
rata-rata bibit disini akan banyak yang mati. Tapi saat 5 hari air sudah jernih, 
untuk 1 bulan ikan tetap sehan. Namun kualitas air ini bisa berbentuk pH air. 
 
3. Apa saja tugas tenaga kerja di balai benih perakanan ? 
 
Jawab: tenaga kerja tidak mempengaruhi produksi, yang mengemban 
tugas untuk memberikan pakan ikan, penjagaan, pembersihan, penyuntikan 
dan perawatan lingkungan 
 
4. Berapa jumlah kolam ikan nila ? 
 
Jawab: untuk yang aktiv pemijahan berjumlah 4 kolam, dengan satu kolam 
dengan 20 × 20 yang dapat menghasilkan benih ikan berkisar 10.000 
benih, 3 kolam 10 × 20 yang menghasilkan benih ikan berkisar 7000-8000. 
Karena umur induk kolam 20 × 20 sudah tua produktivitas nya sudah tidak 
efektiv lagi, maka ditambah dengan kolam di 10 × 20. 
5. Apa yang terjadi jika produksi ikan menurun ? 
 
Jawab: Pekerja atau Pegawai BBI yang akan dievaluasi, karena produksi 
ikan tidak sesuai dengan yang ditargetkan. 
 
6. Apa yang terjadi jika produksi ikan berlebih ? 
 
Jawab: Ketika produksi ikan berlebih maka akan berdampak pada ke- 
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butuhan produksi seperti pakan, obat-obatan, pupuk dan lainnya akan 
kekurangan, karena hal-hal tersebut sudah ditetapkan anggaran perbulan 
nya oleh dinas. Hal tersebut akan mengakibatkan produksi ikan tidak 
berjalan dengan sempurna karena pakan, obat-obatan, pupuk dsb yang 







Arif Abdillah S,Pi. 
NIP. 197806212008011001 
LAMPIRAN B 
Laporan Tahunan Produksi Ikan pada Dinas Perikanan dan 
Ketahanan Pangan Kabupaten Kuantan Singingi 
Laporan produksi ikan pada tahun 2018 yang digunakan sebagai data uji 
 
Laporan produksi ikan pada tahun 2017 yang digunakan sebagai data latih 
 
 




Foto Observasi Kolam Ikan Nila pada Balai Benih Ikan Teso Desa 
Marsawah, Kabupaten Kuantan Singingi 
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Kolam Ikan Nila Dewasa: 
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