Abstract. In this paper we provide existence and uniqueness results for the solution of BSDEs driven by a general square integrable martingale under partial information. We discuss some special cases where the solution to a BSDE under restricted information can be derived by that related to a problem of a BSDE under full information. In particular, we provide a suitable version of the Föllmer-Schweizer decomposition of a square integrable random variable working under partial information and we use this achievement to investigate the local risk-minimization approach for a semimartingale financial market model.
Introduction
The goal of this paper is to provide existence and uniqueness results for backward stochastic differential equations (in short BSDEs) driven by a general càdlàg square integrable martingale under partial information and to apply such results to provide a financial application.
Frameworks affected by incomplete information represent an interesting issue arising in many problems. Mathematically, this means to consider an additional filtration H = (H t ) 0≤t≤T smaller than the full information flow F = (F t ) 0≤t≤T , with T denoting a finite time horizon. A typical example arises when H t = F (t−τ ) + where τ ∈ (0, T ) is a fixed delay and (t − τ ) + := max{0, t − τ } with t ∈ [0, T ], or in a financial market where the stock prices can only be observed at discrete time instants or their dynamics depends on an unobservable stochastic factor and H denotes the information available to investors (see for instance [6] , [7] , [8] , [14] , [15] ).
For BSDEs driven by a general càdlàg martingale beyond the Brownian setting, there exist very few results in the literature (besides the pioneering work of [4] , see [21] , [10] and more recently [9] , [3] and [5] , as far as we are aware). In [9] the authors study for the first time such a general case when there are restrictions on the available information by focusing on BSDEs whose driver is equal to zero. Let T ∈ (0, ∞) be a fixed time horizon and ξ a square-integrable F T -measurable random variable which denotes the terminal condition. In this paper we consider general BSDEs of the form:
driven by a square-integrable càdlàg F-martingale M = (M t ) 0≤t≤T , with F-predictable quadratic variation M = ( M t ) 0≤t≤T , where O = (O t ) 0≤t≤T is a square-integrable Fmartingale, satisfying a suitable orthogonality condition that we will make more precise in the next section. The driver of the equation is denoted by f and for each (y, z) ∈ R×R, the process f (·, ·, y, z) = (f (·, t, y, z)) 0≤t≤T is F-predictable.
We look for a solution (Y, Z) to equation (1.1) under partial information, where Y = (Y t ) 0≤t≤T is a càdlàg F-adapted process such that E sup 0≤t≤T |Y t | 2 < ∞ and Z = (Z t ) 0≤t≤T is an H-predictable process such that
Our first important achievement, stated in Theorem 2.12, concerns existence and uniqueness properties of the solution to such BSDEs. We get such results by assuming f uniformly Lipschitz with respect to (y, z) and the behavior of M to be controlled by a deterministic function. Moreover, we provide in Proposition 2.14 a representation of the solution to BSDEs under restricted information in terms of the Radon-Nikodým derivative of two H-predictable dual projections involving the solution of a problem under full information. Thanks to this result, in the particular case where the driver f does not depend on z, we give in Proposition 2.16 an explicit characterization of the solution to BSDEs under restricted information in terms of the solution to the corresponding BSDEs under full information. Finally, as an illustrative example, we discuss the special case of delayed information, that is, when H t = F (t−τ ) + for each t ∈ [0, T ], with τ ∈ (0, T ) being fixed, once we assume that M and f (·, ·, y, z) are H-predictable processes and f does not depend on y. Proposition 2.18 ensures existence of the solution to the BSDEs under restricted information by a constructive procedure under weaker conditions on f with respect to the general theorem.
As a financial application we discuss the local risk-minimization approach for partially observable semimartingale models. The local risk-minimization approach is a quadratic hedging method for contingent claims in incomplete markets which keeps the replication constraint and looks for a hedging strategy (in general not self-financing) with minimal cost, see e.g. [12] and [23] for a further discussion on this issue. The study of this approach under partial information in full generality is still an interesting topic to discuss. The first step was done by [12] , where they complete the information starting from the reference filtration and recover the optimal strategy by means of predictable projections with respect to the enlarged filtration. Some further contributions in this direction can be found in [22] and [9] in the case where the underlying price process is a (local) martingale under the real-world probability measure. In [22] , the author provides an explicit expression for risk-minimizing hedging strategies under restricted information in terms of predictable dual projections, whereas in [9] , by proving a version of the Galtchouk-Kunita-Watanabe decomposition that works under partial information, the authors extend the results of [13] to the partial information framework and show how their result fits in the approach of [22] . Furthermore, an application of the local riskminimization approach in the case of incomplete information to defaultable markets in the sense of [12] can be found in [2] .
Here, we consider a more general situation since we allow the underlying price process to be represented by a semimartingale under the real-world probability measure. More precisely, in Proposition 3.10 we provide a version of the Föllmer-Schweizer decomposition of a square-integrable random variable (that typically represents the payoff of a contract) with respect to the underlying price process, that works under partial information.
Then, we study the relationship between the Föllmer-Schweizer decomposition of a contingent claim under partial information and the existence of a locally risk-minimizing strategy according to the partial information framework.
In addition, we discuss the case where the underlying price process can exhibit jumps in the classical full information setting.
The paper is organized as follows. In Section 2 we formulate the problem for BSDEs under partial information, we prove existence and uniqueness properties of solutions and we give the representation results in terms of H-predictable dual projections. Section 2 concludes with a discussion of some special cases. Section 3 is devoted to the study of local risk-minimization under partial information via BSDEs. A discussion about the case of complete information in presence of jumps in the underlying price process can be found in Section 3.1. Finally, some detailed definitions and technical results are gathered in Section A in Appendix.
Backward stochastic differential equations under partial information
Let us fix a probability space (Ω, F, P) endowed with a filtration F := (F t ) 0≤t≤T , where F t represents the full information at time t and T denotes a fixed and finite time horizon. We assume that F = F T . Then we consider a subfiltration H := (H t ) 0≤t≤T of F, i.e. H t ⊆ F t , for each t ∈ [0, T ], corresponding to the available information level. We remark that both filtrations are assumed to satisfy the usual hypotheses of completeness and right-continuity, see e.g. [17] . For simplicity we only consider the one-dimensional case. Extensions to several dimensions are straightforward and left to the reader. The data of the problem are:
The random function f is said to be the driver of the equation.
We make the following assumptions on the coefficient f .
1 The space L 2 (Ω, FT , P; R) denotes the set of all real-valued FT -measurable random variables H such
Assumption 2.1.
(i) f is uniformly Lipschitz with respect to (y, z): there exists a constant K ≥ 0 such that for every (y, z),
(ii) the following integrability condition is satisfied:
To describe the parameters and the solution of BSDEs, we introduce the following spaces:
We now give the definitions of solution in a full and in a partial information framework, respectively.
Definition 2.2. A solution of the BSDẼ
with data (ξ, f ) under complete information, is a triplet (Ỹ ,Z,Õ) = (Ỹ t ,Z t ,Õ t ) 0≤t≤T of processes with values in R × R × R satisfying (2.1), such that
2)
3)
for all processes ϕ ∈ M 2 H (0, T ). 
Consequently, ψN is an F-martingale null at zero, that implies
and in particular condition (2.3).
Since for any H-predictable process ϕ, the process
Then, by conditioning with respect to F t (note that ψ is an F-martingale), for every
From this last equality, we can argue that in the case of full information, i.e., when
3) is equivalent to the strong orthogonality condition between ψ and M (see e.g. Lemma 2 and Theorem 36, Chapter IV, page 180 of [17] for a rigorous proof ).
In the sequel, we will say that a square-integrable F-martingale O is weakly orthogonal to M if condition (2.3) holds for all processes ϕ ∈ M 2 H (0, T ).
2.1. Existence and Uniqueness. Our aim is to investigate existence and uniqueness of solutions to the BSDE (2.2) with data (ξ, f, H) driven by the general martingale M in the sense of Definition 2.3. The case f ≡ 0 in (2.2), has been studied in [9] , where a key role is played by the Galtchouk-Kunita-Watanabe decomposition under partial information that we recall here for reader's convenience.
There exists a unique decomposition of the form
where
Inspired by [3] , we make the following assumption on the F-predictable quadratic variation M of M .
Assumption 2.8. There exists a deterministic function ρ :
Example 2.9. On the probability space (Ω, F, P) let us consider a standard Brownian motion W and an independent Poisson random measure N (dζ, dt) on Z × [0, T ] with non-negative intensity ν(dζ)dt, where ν(dζ) is a σ-finite measure on a measurable space (Z, Z). Denote byÑ the corresponding compensated measure defined bỹ
Let M be given by
being R-valued, F-adapted and F-predictable processes respectively, and satisfying
Then, M is a square-integrable F-martingale with F-predictable quadratic variation process M given by
If in addition we assume that there exists a positive constantC such that
Let us observe that in particular condition (2.5) is satisfied if both processesσ andK are bounded and ν({ζ ∈ Z :K(ζ; t) = 0}) < ∞ for every t ∈ [0, T ].
We start with the following lemma.
Lemma 2.10. Let Assumption 2.1 hold and assume that M T ≤ C(T ) P-a.s., where
has a solution with data (ξ, f, H) under partial information in the sense of Definition 2.3.
Proof. Firstly, we set
Here Y is a càdlàg F-adapted process and moreover
where m = (m t ) 0≤t≤T is a square-integrable F-martingale. Thus, Doob's inequality and Jensen's inequality yield
By Cauchy-Schwarz inequality and boundedness of M , we get
Finally, by Assumption 2.1, we have
The right-hand side of previous inequality is finite in view of hypotheses on (U, V ), Assumptions 2.1 and 2.8. Hence, Y ∈ S 2 F (0, T ). By Proposition 2.7, the square-integrable F T -measurable random variable
admits a unique Galtchouk-Kunita-Watanabe decomposition under partial information.
, this ensures uniqueness of the process Z ∈ M 2 H (0, T ) and of the process O ∈ L 2 F (0, T ) satisfying the orthogonality condition (2.3), which verify the BSDE (2.6). Indeed, taking the conditional expectation with respect to F t yields the following identity:
By (2.1) and (2.7) we have that
from which we deduce that
We keep on the study by giving an estimation result.
Proposition 2.11. Under Assumptions 2.1 and
where C(r) = 42K 2 max{ρ 2 (r), ρ(r)} and δY stands for Y − Y ′ and so on.
Proof. For reader's convenience, here we provide briefly the proof of (2.8). It is formally analogous to the one of Proposition 7 in [3] . The difference is due to the orthogonality condition we consider in this framework. We start by the following equation: for every
Since f is K-Lipschitz in virtue of Assumption 2.1, for any t ∈ [0, v] we have
Furthermore, since δO satisfies the orthogonality condition (2.3), it is easy to check that
Hence, taking (2.9) into account we derive
Using the fact that f is K-Lipschitz in virtue of Assumption 2.1, we obtain
Since (2.10) also holds for E sup u≤t≤v |δY t | 2 , from the estimate (2.10) and relationship (2.11), we get
Cauchy-Schwarz inequality together with Assumption 2.8 lead to the estimate
Note that, since lim r→0 + ρ(r) = 0 by Assumption 2.8, there exists r 0 ∈ (0, T ) such that
as soon as r ≤ r 0 . Similarly to [3] , we introduce the following norm on S 2
This norm is equivalent to the classical one since we have
Thanks to the estimate of Proposition 2.11 and a straightforward computation, we can show that if (Y, Z, O) and (Y ′ , Z ′ , O ′ ) are the solutions to the BSDE (2.6) with (ξ, U, V ) and (ξ ′ , U ′ , V ′ ) respectively, then we have Proof. The idea is to use a fixed point argument. Let us consider the application Φ from S 2 , O) is the solution to the BSDE (2.6). Note that L does not appear and the application is well-defined thanks to Lemma 2.10 and since estimate (2.12) ensures the existence of a unique solution, in the space S 2
Since it will be useful in the sequel, we recall for reader's convenience the definition of H-predictable dual projection.
Definition 2.13. Let G = (G t ) 0≤t≤T be a càdlàg F-adapted process of integrable variation. The H-predictable dual projection of G is the unique H-predictable process
for every H-predictable (bounded) process ϕ.
It is possible to show that BSDEs under partial information can be reduced to full information problems, which however are not described by a BSDE, unless the driver does not depend on z (see Proposition 2.16 below). More precisely, we have the following result.
Proposition 2.14.
be a solution to the problem under complete informatioñ 13) whereÕ is strongly orthogonal to M and
Then the triplet
where B = (Z s −Ẑ s )dM s is a square-integrable F-martingale weakly orthogonal to M , is a solution to the BSDE (2.2) under partial information.
Proof. First let us observe that by Proposition 4.8 of [9] , L H := ( Z s d M s ) H is absolutely continuous with respect to M H , henceẐ is well defined. By (2.13) we get
It is sufficient to prove that B = (B t ) 0≤t≤T is a square-integrable F-martingale weakly orthogonal to M , that is, for every ϕ ∈ M 2 H (0, T ) we have
In fact
Finally, let us observe that the above equality is fulfilled for any H-predictable process ϕ. Hence we can choose ϕ =Ẑ and get
Then, by Cauchy-Schwarz inequality we obtain
which in turn implies
Remark 2.15. As shown in Section 4 of [9] , in some cases it is possible to compute explicitly the Radon-Nikodým derivative of L H with respect to M H that characterizes the component Z of solution. For instance, if M is of the form
for some F-predictable process a = (a t ) 0≤t≤T and an increasing deterministic function G, then
where the notation p X refers to the H-predictable projection of the process X. Another meaningful example is given by assuming M to be H-predictable. In this case, we have
2.2. Some special cases. We are now in the position to provide an explicit characterization of the solution to the BSDE (2.2) under partial information in terms of the one related to the corresponding BSDE in the case of full information when the driver f does not depend on z.
Proposition 2.16. Suppose that the driver f is independent of z and let
be a solution to the following BSDE under complete informatioñ
14)
where B = (Z s − Z s )dM s is a square-integrable F-martingale weakly orthogonal to M , is a solution to the BSDE
15)
under partial information in the sense of Definition 2.3.
Proof. It is a direct consequence of Proposition 2.14.
We conclude this subsection by applying Proposition 2.14 to provide existence of the solution to a BSDE under partial information in the special case where H t = F (t−τ ) + for each t ∈ [0, T ], with τ ∈ (0, T ) being a fixed delay, the driver does not depend on y and M and f (·, ·, z) are H-predictable processes. This approach allows us to weaken the assumptions required in Theorem 2.12. More precisely, we just require that f satisfies a sublinear growth condition in z.
Without loss of generality, we take T = τ N , with N ∈ N. We will solve backwardly equation (2.13) on each interval I j = [(j − 1)τ, jτ ], j ∈ {1, . . . , N }. To this aim we need a preliminary Lemma.
Lemma 2.17. Let H t = F (t−τ ) + , for each t ∈ [0, T ], with τ ∈ (0, T ) being a fixed delay and assume that M T ≤ C(T ) P-a.s., where C(T ) is a positive constant depending on T . Let M and f (·, ·, z) be H-predictable and f to satisfy a sublinear growth condition with respect to z uniformly in (ω, t), i.e.
Let ξ j ∈ L 2 (Ω, F jτ , P; R). Then there exists a solution
to the problem under complete informatioñ
whereÕ j is strongly orthogonal to M and pZ j denotes the H-predictable projection of Z j , that is, pZ j t = E Z j t |H t − , for every t ∈ [0, T ].
Proof. According to the Galtchouk-Kunita-Watanabe decomposition of ξ j under full information, there existsZ j ∈ M 2 F ((j − 1)τ, jτ ) such that
τ -measurable Y j turns out to be F-adapted. By the sublinear growth condition on f , Jensen's inequality and the property of the H-predictable projection, we get
and by performing the same computation as in the proof of Lemma 2.10, we finally obtain
We now take the conditional expectation with respect to F t in (2.17) and for each t ∈ [(j − 1)τ, jτ ] we obtain
At this stage, subtracting (2.19) and (2.17) yields
and using (2.18) we get
which concludes the proof.
We are now in the position to state the following result.
Proposition 2.18. Let H t = F (t−τ ) + , for each t ∈ [0, T ], with τ ∈ (0, T ) being a fixed delay and assume that M T ≤ C(T ) P-a.s., where C(T ) is a positive constant depending on T . Let ξ ∈ L 2 (Ω, F T , P; R), M and f (·, ·, z) be H-predictable and f to satisfy a sublinear growth condition with respect to z uniformly in (ω, t), i.e.
(2.20)
Proof. We apply Lemma 2.17. Set ξ N = ξ, and ξ j =Ỹ j+1 jτ , j = 1, 2...N − 1, where
is the solution of the problem under complete information (2.16).
is a solution to the problem under complete informatioñ
Finally by applying Proposition 2.14, the triplet In the next section, we will apply the existence and uniqueness results obtained for BSDEs to derive the Föllmer-Schweizer decomposition in a partial information framework and discuss a financial application. More precisely, we will study the hedging problem of a contingent claim in incomplete markets when the underlying price process is given by a general F-semimartingale and there are restrictions on the available information to traders.
Local Risk-Minimization under restricted information
Let us fix a probability space (Ω, F, P) endowed with a filtration F := (F t ) 0≤t≤T satisfying the usual conditions of right-continuity and completeness. Here T > 0 denotes a fixed and finite time horizon; furthermore, we assume that F = F T . We consider a financial market with one riskless asset with (discounted) price 1 and a risky asset whose (discounted) price S is described by an R-valued square-integrable (càdlàg) Fsemimartingale S = (S t ) 0≤t≤T satisfying the so-called structure condition (SC), that is
where M = (M t ) 0≤t≤T is an R-valued square-integrable (càdlàg) F-martingale with M 0 = 0 and F-predictable quadratic variation process denoted by M = ( M, M ) 0≤t≤T and
Remark 3.1. It is known that the existence of an equivalent martingale measure for the risky asset price process S implies that S is an F-semimartingale under the basic measure P. Then, the semimartingale structure for S is a natural assumption in a financial market model which ensures the absence of arbitrage opportunities. If in addition, S has continuous trajectories or has càdlàg paths and the following condition holds
then S satisfies the structure condition (SC), see page 24 of [1] and Theorem 1 in [16] .
In this framework we consider a contingent claim whose payoff is represented by a random variable ξ ∈ L 2 (Ω, F T , P; R). Under the condition that the mean-variance tradeoff process K = (K t ) 0≤t≤T defined by
is uniformly bounded in t and ω, in Theorem 3.4 of [16] it is proved that every ξ ∈ L 2 (Ω, F T , P; R) admits a strong Föllmer-Schweizer decomposition with respect to S, that is
whereŨ 0 ∈ L 2 (Ω, F 0 , P; R), β = (β t ) 0≤t≤T is an F-predictable process such that the stochastic integral β t dS t is well-defined and it is a square-integrable F-semimartingale andÃ ∈ L 2 F (0, T ) is strongly orthogonal to M , see (3.1). Moreover, it is known that every ξ ∈ L 2 (Ω, F T , P; R) admits a decomposition (3.2) if and only if there exists a locally risk-minimizing hedging strategy (see e.g. [12, 23] ) and in addition this decomposition plays an essential role in the variance-minimizing strategy computation (see [21] for further details). Suppose now that the hedger does not have at her/his disposal the full information represented by F; her/his strategy must be constructed from less information. This leads to a partial information framework. To describe this mathematically, we introduce an additional filtration H := (H t ) 0≤t≤T satisfying the usual conditions and such that H t ⊆ F t , for every t ∈ [0, T ]. Thanks to Theorem 2.12, we are now in the position to derive a similar decomposition in a partial information setting. We need the following additional hypothesis. Assumption 3.2. There exists a constantK ≥ 0 such that the process α in (3.1) satisfies:
Proposition 3.3. Let Assumptions 2.8 and 3.2 hold. Then, every ξ ∈ L 2 (Ω, F T , P; R) admits the following decomposition
In the martingale case where α ≡ 0 in (3.1), representation (3.3) corresponds to the Galtchouk-Kunita-Watanabe decomposition (2.4) of ξ under partial information. In the general semimartingale case, (3.3) is referred as the Föllmer-Schweizer decomposition of ξ with respect to S under partial information.
Proof. Let us consider the driver of the BSDE (2.2) under partial information given by f (t, y, z) = −zα, where α is the bounded process introduced in (3.1). Since Assumption 2.1 is fulfilled, by Theorem 2.12 there exists a unique triplet (Y, Z, O) which solves the equation
under partial information in the sense of Definition 2.3. Hence
and we obtain decomposition (3.3)
Remark 3.4. Note that if Y represents the wealth that satisfies the replication constraint Y T = ξ P-a.s., the triplet (Y, β H , A) may be interpreted as the nonadjusted hedging strategy against ξ. Clearly, the self-financing condition of the strategy is no longer ensured due to the presence of the cost A, see [11] for further details.
We now study the relationship between the Föllmer-Schweizer decomposition of a contingent claim ξ ∈ L 2 (Ω, F T , P; R) under partial information and the existence of a locally risk-minimizing strategy in a partial information framework. In the sequel, we will suppose that Assumptions 2.8 and 3.2 are in force. In this setting, the amount θ = (θ t ) 0≤t≤T invested by the agent in the risky asset has to be adapted to the information flow H and such that the stochastic integral θ u dS u turns out to be a square-integrable F-semimartingale. By Assumption 2.8 and boundedness of α, we will look at the class of processes θ such that θ ∈ M 2 H (0, T ). Indeed,
Clearly, in this case Assumption 2.8 can be weakened by requiring that M T ≤ C(T ) P-a.s., for a positive constant C(T ) depending on T .
Definition 3.5. An (H, F)-admissible strategy is a pair Ψ = (θ, η) where θ ∈ M 2 H (0, T ) and η = (η t ) 0≤t≤T is a real-valued F-adapted process such that the value process V (Ψ) := θS + η is right-continuous and satisfies
Remark 3.6. We assume that the agent has at her/his disposal the information flow H about trading in the risky asset while a complete information about trading in the riskless asset.
Given an (H, F)-admissible strategy Ψ, the associated cost process C(Ψ) = (C t (Ψ)) 0≤t≤T is defined by
Here C t (Ψ) describes the total costs incurred by Ψ over the interval
Although (H, F)-admissible strategies Ψ with V T (Ψ) = ξ will in general not be selffinancing, it turns out that good (H, F)-admissible strategies are still self-financing on average in the following sense. Inspired by [20] , an (H, F)-admissible strategy Ψ is called (H, F)-locally risk-minimizing if, for any t < T , the remaining risk R H (Ψ), see (3.5) , is minimal under all infinitesimal perturbations of the strategy at time t. For further details, we refer to Definition A.2 in Appendix.
Proposition 3.8. Suppose that M is P-a.s. strictly increasing. Let ξ ∈ L 2 (Ω, F T , P; R) be a contingent claim and Ψ an (H, F)-admissible strategy with V T (Ψ) = ξ P-a.s.. Then Ψ is (H, F)-locally risk-minimizing if and only if Ψ is mean-self-financing and the Fmartingale C(Ψ) is weakly orthogonal to M .
Proof. For the proof, we refer to Section A in Appendix.
The previous result motivates the following.
Definition 3.9. Let ξ ∈ L 2 (Ω, F T , P; R) be a contingent claim. An (H, F)-admissible strategy Ψ with V T (ψ) = ξ P-a.s. is called (H, F)-optimal for ξ if Ψ is mean-self-financing and the F-martingale C(Ψ) is weakly orthogonal to M .
The next result ensures that the existence of an (H, F)-optimal strategy is equivalent to the decomposition (3.3) of the contingent claim ξ. In the case of full information, an analogous result can be found in [12] . Proposition 3.10. A contingent claim ξ ∈ L 2 (Ω, F T , P; R) admits an (H, F)-optimal strategy Ψ = (θ, η) with V T (Ψ) = ξ P-a.s. if and only if ξ can be written as
with U 0 ∈ L 2 (Ω, F 0 , P; R), β H ∈ M 2 H (0, T ) and A ∈ L 2 F (0, T ) weakly orthogonal to M . The strategy Ψ is then given by
If (3.6) holds, the optimal portfolio value is
Proof. Suppose that Ψ is an (H, F)-optimal strategy with V T (Ψ) = ξ P-a.s.. Then, the replication constraint yields
(3.7) Since Ψ is an (H, F)-optimal strategy, by Proposition 3.8 we know that the process C(Ψ) − C 0 (Ψ) is a square-integrable F-martingale weakly orthogonal to M that is in addition null at zero. Hence (3.7) is indeed the Föllmer-Schweizer decomposition of ξ with respect to S under partial information with β H = θ and A = C(Ψ) − C 0 (Ψ). We now assume that (3.6) holds. Then, we choose
Thus, the strategy Ψ = (β H , η) is such that the associated cost is given by
for every t ∈ [0, T ]. In particular, C T (Ψ) = U 0 + A T . Hence C(Ψ) is an F-martingale weakly orthogonal to M and this implies that Ψ is an (H, F)-optimal strategy. Remark 3.11. As a consequence of Proposition 3.10 and Theorem 2.12, under Assumptions 2.8 and 3.2, we can characterize, the (H, F)-optimal strategy Ψ = (θ, η), the optimal portfolio value V (Ψ) and the corresponding minimal cost C(Ψ), in terms of the unique solution (Y, Z, O) to the BSDE (2.2) with the particular choice of f (t, y, z) = −α t z; more precisely,
By applying Proposition 2.14 (with the particular choice of f (t, y, z) = −α t z) the (H, F)-optimal strategy may be expressed in terms of the solution of a problem under full information.
Proposition 3.12. Let Assumptions 2.8 and 3.2 hold. Let (Ỹ ,Z,Õ) ∈ S 2
be a solution to the problem under complete informatioñ 8) whereÕ is strongly orthogonal to M and
Then the (H, F)-optimal strategy Ψ = (β H , η), the optimal portfolio value and the minimal cost are given by
respectively.
Proof. By Proposition 2.14 we get the the triplet
where B = (Z s −Ẑ s )dM s is a square-integrable F-martingale weakly orthogonal to M , is a solution to the BSDE (2.2) under partial information with the particular choice of f (t, y, z) = −α t z.
Finally, by uniqueness of the solution to this equation and Remark 3.11 the thesis follows.
Remark 3.13. Let us observe that the processZ coincides with the optimal strategy under full information, β, only in the particular case where S is an F-martingale, i.e. S = M (see [9] ). In fact, in the semimartingale case, β is given by the second component of the solution to the BSDE under full information with the choice f (t, y, z) = −α t z which differs from equation (3.8) that is not a BSDE.
3.1.
Local risk-minimization under complete information. Under full information and in the case where the stock price process S has continuous trajectories, the locally risk-minimizing strategy can be computed via the Galtchouk-Kunita-Watanabe decompositon of the contingent claim with respect to the minimal martingale measure (in short MMM) P * , see e.g. Theorem 3.5 of [23] . This is a consequence of the fact that the MMM preserves orthogonality, which means that any (P, F)-martingale strongly orthogonal to the martingale part of S under P turns out to be a (P * , F)-martingale strongly orthogonal to S under P * . We emphasize that this is no longer true in general if S has jumps. However, we are able to characterize the optimal portfolio value in terms of the MMM for S even in presence of jumps.
Let us recall the definition of the MMM.
Definition 3.14. An equivalent martingale measure P * for S with square-integrable density dP * /dP is called minimal martingale measure (for S) if P * = P on F 0 and if every (P, F)-martingale A which is square-integrable and strongly orthogonal to the martingale part of S is also a (P * , F)-martingale. We call P * orthogonality-preserving if A is also strongly orthogonal to S under P * .
From now on we assume an additional condition on the jump sizes of the martingale part M of S which ensures the existence of the MMM for S. More precisely, we make the following assumption:
Hence by the Ansel-Strickel Theorem, see [1] , there exists the minimal martingale measure P * for S defined by 10) where E denotes the Doléans-Dade exponential. Let us observe that by Assumptions 2.8 and 3.2 the following estimate holds
which implies that the nonnegative (P, F)-local martingaleL is in fact a square-integrable (P, F)-martingale, see e.g. [18] .
Proposition 3.15. Let Assumptions 2.8, 3.2 and equation (3.9) hold, ξ ∈ L 2 (Ω, F T , P; R), H = F and assume the M to be P-a.s. strictly increasing. Then there exists the (classical) locally risk-minimizing strategy Ψ = (θ, η) for ξ and the optimal portfolio value V F (Ψ) can be computed via the MMM as
where the notation E P * [·|F t ] denotes the conditional expectation with respect to F t computed under P * .
Proof. First let us observe that ξ ∈ L 2 (Ω, F T , P; R) andL square-integrable (P, F)-martingale imply that ξ ∈ L 1 (Ω, F T , P * ; R). By Propositions 3.3, 3.8 and 3.10 we deduce the existence of the (classical) locally riskminimizing strategy Ψ = (θ, η). Consider the Föllmer-Schweizer decomposition of ξ under full information:
where U 0 ∈ L 2 (Ω, F 0 , P; R), β is an F-predictable process such that E T 0 β 2 s d M s < ∞ and A ∈ L 2 F (0, T ) is strongly orthogonal to M . Then, θ = β in (3.11) and the optimal portfolio value V F (Ψ) satisfies for each t ∈ [0, T ]
with A ∈ L 2 F (0, T ) strongly orthogonal to M . Since β r dM r andL are (P, F)-square integrable martingales, then β r dS r is a (P * , F)-martingale (see the proof of Theorem 3.14 in [12] ). Therefore, the definition of MMM yields that the optimal portfolio value V F (Ψ) turns out to be a (P * , F)-martingale and as a consequence, we get
Remark 3.16. Let us observe that such a result cannot be extended to the partial information framework, since in the Föllmer-Schweizer decomposition of ξ under partial information (see equation (3.3) ) the F-martingale A is only weakly orthogonal to M and so A is not in general a (P * , F)-martingale.
Remark 3.17. Proposition 3.15 may be useful to compute the locally risk-minimizing strategy under full information, since by (3.12), it may be expressed using the predictable covariation under P of V F (Ψ) and S, i.e.
See [24] and references therein for explicit solutions in exponential Lévy models. 
where τ is a partition of [0, T ].
We now prove the martingale characterization of (H, F)-locally risk-minimizing strategies. for every bounded H-predictable process δ such that the variation of δ u α u d M u is bounded with δ T = 0 and every increasing sequence (τ n ) n∈N of partitions of [0, T ] tending to identity. Let Ψ = (θ, η) be an (H, F)-admissible mean-self-financing strategy with V T (Ψ) = ξ P-a.s. such that condition (A.2) is satisfied. Now, take a small perturbation ∆ = (δ, γ) and a partition τ of [0, T ]. For t i , t i+1 ∈ τ , we get the following relationship between the (H, F)-admissible (but not necessarily mean-self-financing) strategy Ψ + ∆| 
