Abstract: A class of time-varying and nonlinear discrete systems with random and uncertain parameters is considered. The method of an estimation (evaluation) of the probability or the certainty index that the system is globally asymptotically stable is presented. The estimation consists in the determination of the lower and upper bounds for the probability and the certainty index via the determination of a sufficient condition and a necessary condition for the global stability. A specific stabilization problem is formulated. A typical case with structured uncertainties is considered. Simple examples illustrate the presented approach.
INTRODUCTION. UNCERTAIN VARIABLES
In recent years, a considerable amount of works have been devoted to the problem of stability and stabilization for time-varying and nonlinear uncertain discrete-time systems (see e.g. Amato, et al., 1998; Bubnicki, 2000; Molchanov, et al., 1999; Sobel, et al., 1989, Wang and Ghosh, 1997; Zhang and Mizukami, 1999 ; and the references therein). The common problem considered in these papers is the following: how to determine sufficient conditions assuring the stability for all sequences of timevarying parameters belonging to the given set and/or for all nonlinearities belonging to the given set. The bounded uncertainties are described by the definitions of these sets. In this paper we consider an additional uncertainty concerning constant parameters with unknown values which are assumed to be values of random or uncertain variables. The uncertain variable x is defined by a set of values X and the certainty distribution ) (
given by an expert, where v denotes the certainty index that x is approximately equal to x (Bubnicki, 2001b (Bubnicki, , c, d, 2002 . For the given set X D ⊂ the certainty index that x approximately belongs to D is defined as follows
The purpose of this paper is to present a method of estimation (evaluation) of the probability or the certainty index that the system is stable. The main idea consists in the determination of the lower and upper bounds for the probability or the certainty index to be estimated via the determination of a sufficient condition and a necessary condition for the global asymptotic stability. The sufficient conditions are based on the general approach to the convergence problem using the principle of contraction mapping, in the form presented in (Bubnicki, 1964 (Bubnicki, , 1968 . It is worth to note that the considerations are concerned with a general form of the uncertain system which may be both time-varying and nonlinear.
PRELIMIARIES
Consider a nonlinear time-varying system described by ) , , (
where x n ∈ X is the state vector, c n ∈ C is the vector of time-varying parameters, b ∈ B is the vector of constant parameters; k R X = , C and B are real number vector spaces. Assume that the functions
have the following form
. Assume that for every c ∈ C and b ∈ B the equation
x has a unique solution 0 = e x (the vector with zero components). Definition 1. The system (2) (or the equilibrium state e x ) is globally asymptotically stable (GAS) iff n x converges to 0 for any x 0 .
Assume now that the parameters c n and b are unknown and the uncertainties concerning c n and b are formulated as follows:
where D c is a given set in C.
(ii) Version I: b is a value of a random variable b described by the probability density f b (b), and f b (b) is known. Version II: b is a value of an uncertain variable b described by the certainty distribution ) (b h b given by an expert.
Definition 2. For the fixed b, the uncertain system (2), (3) is GAS iff the system (2) is GAS for every sequence c n satisfying (3).
Denote by s P the probability and by s v the certainty index that the uncertain system (2), (3) is GAS. The problem considered here consists in the determination of an estimation of 
W(b)
→ the system (2), (3) is GAS, the system (2), (3) is GAS → G(b).
where
and
P w is the probability that the sufficient condition is satisfied and g P is the probability that the necessary To estimate the probability s P and s v according to (4) and (6), respectively, it is necessary to determine the conditions W(b) and G(b). The sufficient condition for the uncertain system under consideration may have a general and unified form based on the principle of contraction mapping (see e.g. Bubnicki, 1964 Bubnicki, , 1968 Bubnicki, , 2000 .
Theorem 1. If there exists a norm ||⋅|| such that
then the system (2), (3) is GAS.
The theorem follows from the fact that under the assumption (9)
depends on the form of the norm. In particular the norm ||A|| may have the form
where λ max is the maximum eigenvalue of the
. (12) It is not possible to determine an analogous general necessary condition G(b) or a sufficient condition of nonstability G neg (b) . Particular forms of necessary conditions are proposed here by the following theorems.
Theorem 2. If the system (2), (3) is GAS then
where λ min is the minimum eigenvalue of the matrix
Proof. It is easy to show that if (13) is not satisfied, i.e. if
then the system (2), (3) is not GAS. It follows from (2) is not GAS and, according to Definition 2 and the statement (8), the system (2), (3) is not GAS, G neg (b) is defined by (14) and G(b) = ¬G neg (b) is defined by (13).
[
Theorem 3. Assume that the entries of the matrix
are nonnegative for every c ∈ D c and every x ∈ X. If the system (2), (3) is GAS then
Proof. It is easy to show that if (15) or (16) is not satisfied, i.e. if
then the system (2), (3) is not GAS. Assume that 0 0 > x (components of x 0 and consequently of x n for n > 0 are positive). Then it follows from (17) that
i.e. 
If the system (20), (3) is GAS then
where λ i (A) are the eigenvalues of the matrix
Proof. It is enough to note that if there exists c ∈ D c such that
and c c= satisfies (22) (13), (15) and (16) 
SPECIAL CASE
Let us consider one of the typical cases of uncertain systems (2), (3), when
are given matrices and the inequality in (23) denotes the inequalities for the entries:
The definition (23) of the set D c means that if c n satisfies (3) then for every n ≥ 0
If we introduce the notation 
Assume that A(b) has distinct eigenvalues. Then the system (2) with the uncertainty defined by (23) or (25) is GAS if
where ||⋅|| is one of the norms ( . The sufficient condition (26) was given in (Sobel, et al., 1989) for the linear system with the norm 2 || ||⋅ and in (Bubnicki, 2000) for nonlinear system with different forms of the norm, as a consequence of Theorem 1. From Theorem 1 it is easy to obtain another sufficient condition (see Bubnicki, 2000) : The system (2) with the uncertainty (23) or (25) is GAS if
where ||⋅|| is one of the norms (11), (12). 
and 1 ) (
Proof. It follows from Theorem 3 that if (17) or (18) is satisfied then the system (2), (3) is not GAS. From (23) it follows that the condition
implies (17) 
implies (18). Consequently, (31) or (32) is the sufficient condition that the system (2), (23) is not GAS. Thus inequalities (29) and (30) (29), i.e. the negation of (31), then where e ∈ E is a vector of parameters which may be chosen by a designer. Now the conditions W(b, e) and G(b, e) considered in the previous section depend on e and consequently the probabilities in (5) and the indexes in (7) depend on e. A designer may have an influence on the values of P w and P g or v w and v g by choosing the value e. The problem may be formulated in the following ways:
1. Choose e maximizing v w (e).
2. Choose e maximizing v w (e) subject to the constraint v g (e) ≤ α where 0 < α < 1 is given.
3. Choose e maximizing v w (e) subject to the constraint v g (e) -v w (e) ≤ β where 0 < β < 1 is given.
In the first case we try to maximize the certainty index that the condition assuring the stability is satisfied. To evaluate the grey zone one should determine v g ( ê ) where ê = arg max v w (e). In the second and third case the grey zone is included into the optimization problem in two different ways. The similar problems may be formulated for P w and P g .
The stabilization consisting in maximizing P w (e) or v w (e) may be performed by applying a feed-back. To illustrate the idea, let us consider a simple case described by
where u n ∈ R 1 and d ∈ R k is a vector of known
, and we may apply to the matrix Â the same statements and approaches as to the matrix A in (35).
EXAMPLES
Example 1. Consider an uncertain system (2) where k = 2 and ( 22 21 12 11 with the uncertainty (24), i.e. nonlinearities and the sequence c n are such that 
Assume that b has exponential probability density f(b) = λe -λb . Then the estimation of the probability In the nonlinear time-invariant system 
CONCLUSIONS
In this paper, for the uncertain system (2), (3) with an unknown parameter b, we have shown how to determine the bounds for the probability that the system is globally asymptotically stable in the case when b is a value of a random variable, and how to determine the bounds for the certainty index that the system is globally asymptotically stable in the case when b is a value of an uncertain variable. The approach based on the uncertain variables has proved to be useful to estimate the stability if the knowledge of the unknown parameter is given by an expert in the form of the certainty distribution. An additional uncertainty (a grey zone) is introduced here if it is not possible to determine a stability condition which is both sufficient and necessary. The unified approach presented in the paper may be applied to the systems which are both time-varying and nonlinear. It is worth to note that the presented approach may be applied not only to stability problem for discrete systems but also to convergence problem for different recursive approximation processes, in particular an identification process (see e.g. Bubnicki, 1980) . The approach may be extended for the general formulation of the uncertainty in the form of so called soft variables which have been introduced as a generalisation of random variables, uncertain variables and fuzzy numbers (Bubnicki, 2001a) .
