Abstract -Wireless Multimedia Sensor nodes sense areas that are uncorrelated to the areas covered by radio neighbor sensors. Thus, node clustering for coordinating multimedia sensing and processing cannot be based on classical sensor clustering algorithms. This paper presents a clustering mechanism for Wireless Multimedia Sensor Networks based on overlapped Field of View (FoV) areas. Today, for random deployments, dense networks of low cost, low resolution and low power multimedia nodes are preferred than sparse cases of high cost, high resolution and high power nodes. Overlapping FoVs in dense networks causes wasting power of system because of redundant sensing of area. The main aim of the proposed clustering method is energy conservation and prolonging network lifetime. This aim is achieved through coordination of nodes belonging to the same cluster in assigned tasks, avoiding redundant sensing or processing.
I. INTRODUCTION
Wireless Sensor Networks (WSN) [1] [2] , are considered as autonomous and self-organizing systems consisting of a large number of small, inexpensive, battery-powered communication devices deployed throughout a physical space. These networks are mainly to be used for gathering information related to the surrounding environment (e.g., temperature, humidity, light, etc), and for transmission of the gathered data to a base station (i.e., sink), for further processing. In recent times there has been increased interest in video surveillance and environment monitoring applications. Visual information may be captured from the environment using CMOS cameras embedded in wireless sensor nodes. Wireless Multimedia Sensor Networks (WMSN) [3] [4], should be able to process in real-time, retrieve or fuse multimedia data.
Energy conservation and maximization of system lifetime is commonly recognized as a key challenge in the design and implementation of WSNs. One of the subjects that have been propounded for enhancement in efficiency of applications associated with WSNs, is node clustering. Clustering in WSN pursues several objectives: (i) network scalability, (ii) energy conservation, (iii) network topology stabilization, (iv) routing overhead minimization, (v) optimized management strategies to prolong battery life and network lifetime and (vi) efficient data aggregation. Most of the time, distance from nodes to cluster-head or radio coverage (i.e., neighborhood) are the main criterions for node clustering in WSNs [5] .
Nevertheless, sensing region of multimedia nodes is very different from ordinary nodes in WSNs. Each multimedia node has a Field of View (FoV) and only can capture images from the objects within that region. In traditional WSNs, the sensor nodes collect information about different phenomena around them from the area determined by the sensing range of the node. However, video cameras capture images of objects of a region that are not necessarily in the camera's vicinity. The object covered by the camera can be distant from the camera and the captured images will depend on the relative positions and orientation of the cameras towards the observed object [6] [7] [8] . Therefore, because of non-coincidence between radio neighborhood and sensed region by multimedia nodes, node clustering and coverage techniques in WSN do not satisfy WMSN requirements.
As a result of developing in low cost, low power, low resolution camera sensors, having a dense network consisting of multimedia sensors has become applicable. This kind of deploying has more performance than sparse networks of high power, high resolution cameras. However, overlapping FoVs in dense deployments yield wasting power of system because of redundant sensing of area [7] . In this paper, we present an approach for multimedia node clustering that satisfies FoV constraints to solve this problem. In this approach, the overlapping area between FoV of multimedia nodes is the main criterion for node clustering in contrast to radio or distance neighborhood. If the overlapped area between FoV of two nodes is relatively wide, they act similarly from the coverage point of view and we select them as members of a cluster. Thus, nodes belonging to the same cluster may not necessarily be neighbor while have some intersection in covering the sensing area. The main aim of this clustering method is energy conservation and balancing energy level in nodes to prolong network lifetime through coordination of nodes belonging to same cluster and avoiding redundant sensing and processing.
The main contributions of this paper are: • A node clustering algorithm based on overlapping camera FoVs. Finding the intersection polygons and in particular computing the overlapped areas is the key issue to establish clusters and determine cluster membership.
• Applying coordination among cluster members to conserve energy in them with respect to un-clustered solutions.
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The remainder of this paper is organized as follows: Section II presents related work. Section III describes the way of finding and calculus of overlapping polygons and then proceeds to explain the clustering algorithm. Test results of the algorithm are showed by section IV. Development in energy conservation resulted from clustering is discussed in section V. Finally conclusions are derived in section VI.
II. RELATED WORK
Most of the work in WMSN is related to multimedia sensor hardware [3] [4] . S. Soro et al. [6] analyze how coverage-based algorithms designed for scalar sensors do not behave well in a video sensor network in terms of environment monitoring. The reason is the specific situation of sensing region (i.e., FoV) of a multimedia node with respect to the node location. In [8] , the authors propose an optimal polynomial time algorithm for computing the worst-case breach coverage in FoV sensor networks, where "breach" is defined as the closest distance of the moving target to any sensor. The algorithm uses FoV-Voronoi graphs, only FoV shared areas participate in the construction of the Voronoi graph. The algorithm is used to inspect the probability that a random deployment results in an unobserved path between initial and final observed regions. The authors of [7] present an algorithm that enables self configurable sensor orientation calculation. The goal is finding that camera orientation that minimizes occlusion viewpoints and overlapping areas.
Clustering has been studied in great depth in the field of wireless scalar sensor networks. The work [5] surveys present clustering protocols and algorithms in this field and provide the main keys for designing such algorithms. Cluster formation and cluster-head selection manners are the key factors in clustering algorithms. Most of the clustering algorithms form clusters based on sensor neighborhood (radiocoverage) or on distance/radii from the cluster-head. The number of clusters and cluster-size are parameters that usually impact cluster formation procedures. K. Obrackza et al. [9] state the fact that directional FoV should be the key parameter to form clusters in WMSN and also highlight examples in which video sensor spatial-based collaboration provides robust object detection by cross-validating information.
On the other hand some algebra and geometric calculations are related to our research. Works [10] [11] [12] [13] present different methods for testing whether two triangles intersect each other. Their techniques solve the basic sets of linear equations associated with the problem and exploit the relations between these sets to distinguish the existing overlaps.
III. NODE CLUSTERING FOR WMSNS
Multimedia sensors, such as cameras, are powerful multidimensional sensors that can capture a directional view. We assume wireless sensor nodes with fixed lenses providing a θ angle FoV, densely deployed in a random manner. The assumption of fixed lenses is based on the current WMSN platforms. Almost all of them (Cyclops, MicrelEye, CITRIC, Panoptes, Meerkats [14] [15] [16] [17] [18] ) have fixed lenses and only high powered PTZ cameras have movement capabilities. We consider a monitor area with N wireless multimedia sensors, represented by the set S={S 1 ,S 2 ,...,S N } randomly deployed. Each sensor node is equipped to learn its location coordinates and orientation information via any lightweight localization technique for wireless sensor networks. Without loss of generality, let us assume that nodes in the set S belong to a single-tier network or the same tier of a multitier architecture. The following definitions will be used throughout the paper:
Field of View (FoV): refers to the directional view (see Fig. 1 ) of a multimedia sensor and it is assumed to be an isosceles triangle (two-dimensional approximation) with vertex angle θ, length of congruent sides R s (sensing range) of the sensor and orientation α. The sensor is located at point A (x A ,y A ).
consists of a subset of multimedia nodes with high overlapping FoV areas. The size of overlapping area between FoVs of two nodes determines whether they can be in the same cluster.
Clustering threshold (γ): defines the minimum percentage of node's FoV area that is required to be overlapped for membership in a cluster.
A. Overlapping areas between FoV of multimedia nodes
It is obvious that there is no overlap between FoV of two nodes if the Euclidean distance between them is more than 2R s . Otherwise, it is possible to have overlapped regions between their FoV depending on the orientation angles α. For calculating the FoV overlapping area of two nodes, first we survey intersection of the triangles that are the representatives of their FoVs. Second, if they intersect each other, we find the intersection polygon and at last, compute the area of the polygon.
For this purpose, in the first step, we define the equations of sides of each triangle using coordinates of vertices of each triangle. The coordinates of the main vertex A (Fig. 1) is known according to the location of node in the space and the coordinates of vertex P 1 and Q 1 are: θ α
Using the coordinates of A, P 1 and Q 1 , we can define the equation of lines as representatives of three sides of the FoV triangle.
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In second step, we survey the intersection of each side of each triangle to all sides of the other triangle (i.e., the perimeter of the triangle). Furthermore, in the case of intersection, the vertices and also the sides of the overlapped polygon and order of them are found in this step. An example of Intersection polygon of two FoV belonging to nodes A=(x A , y A ) with the orientation α 1 and B=(x B ,y B ) with the orientation α 2 is illustrated in Fig. 2 .
An intersection point V of two lines representing two sides of FoVs will be an acceptable vertex of the overlapped polygon, if it lies among the vertices associated with those two sides. As illustrated in Fig. 2 , the line representing AP 1 of FoV of node A intersects the line that represent BP 2 of FoV related to node B in point V 1 . V 1 can be considered as a vertex of the polygon because V 1 is located between A and P 1 also between B and P 2 . The desired condition for a point V to be an acceptable intersection point is stated in (8) . This subject is noticeable because any two anti-parallel lines obviously have an intersection point in a two dimensional space. On the other hand, each side of a FoV is a segment of a line. An instance of non-acceptable intersection points is illustrated in Fig. 3 .a.
The intersection of each side of one triangle with all sides of another triangle consists of at most two points. Fig. 2 shows the case in which each side of each triangle intersects the perimeter of other one exactly in two points V i and V j , becoming the segment V i V j one of the sides of the intersection polygon. However, there are other situations in which the intersection of one side of a triangle with the perimeter of another triangle occurs only at one point, resulting in that one of the vertices associated with that side lies within the second triangle and will become one of the vertices of the polygon (Fig. 3.b and 3.c) . 
Finally, a decomposition method is used for calculating the area of the overlapped polygon in a 2D-plane [19] in third step. Let a polygon (W) be defined by its ordered vertices V i =(x i ,y i ) for i=0,...,n with V n =V 0 . Also, let P be a reference point in the 2D-plane. For each edge V i V i+1 of the polygon W, form the triangle Δ i =PV i V i+1 . Then, the area of the polygon W is equal to the sum of the signed areas of all the triangles Δ i for i=0,...,n-1:
We refer to [19] for a detailed description of the method.
B. Cluster formation and cluster membership
Now, consider the set S={S 1 ,S 2 ,...,S N } of wireless multimedia nodes belonging to the same tier of a network randomly deployed. Cluster formation can be performed locally distributed at each sensor node or can be performed in a centralized manner at the sink. The proposed algorithm can work in both architectures and is only executed at node deployment.
We consider that cluster formation is executed in a centralized manner. The key factors in choosing central architecture are that: (i) For a distributed architecture each node should notify to the rest of the nodes about its location A i and its orientation α i (i=1,…,N). In a centralized architecture the nodes should notify to the sink their location and orientation. Note that this notification is only necessary at bootstrap phase. All phases of the clustering algorithm are executed only one time, right after node deployment. (ii) In many WSN applications, the sink has ample resources (storage, power supply, communication and computation) availability and capacity which make it suitable to play such a role. (iii) Collecting information by a sink node is more power efficient compared to spreading this information to each and every other node within the network. (iv) Having the global view of the network at the sink node facilitates provision algorithms for closer-to-optimal cluster determination; the global knowledge can be updated at the sink when new nodes are added or some nodes die. Such maintenance tasks can be regarded as a normal routine for the sink. (v) Finally, using a centralized scheme can relieve processing load from the sensors in the field and help in extending the overall network lifetime by reducing energy consumption at individual nodes.
The following phases are performed to establish and formation clusters: Phase 1. Bootstrap: At node bootstrap, each sensor {S i , i=1,…,N} transmits its position (x i ,y i ) and orientation α i to the sink. If there is a un-connected node in the net-work, it can not announce itself and thus will not be considered in the algorithm. Phase 2. Clustering Formation: (i) Initially, the sink creates an empty cluster associated with an un-clustered multimedia node of S. So, that node will be clustered as the first member of the established cluster.
(ii) Then, the sink finds the qualified un-clustered nodes for joining to that first member by computing the area of overlapped polygons of their FoV. From position and orientation of nodes, the sink computes the overlapped polygon area (D ij ) between each un-clustered multimedia node and the first member of the established cluster as discussed in section II.A. If the computed overlapped area is equal or greater than the area determined by clustering threshold (γ), the un-clustered node will be clustered as a member of the established cluster. (iii) When no more nodes can be added to the cluster, the sink takes a new un-clustered node, begins a new cluster and goes to step (ii). Fig. 4 shows the formation algorithm. Phase 3. Membership notification: The sink notifies each first-member of clusters about its cluster-ID and members of the cluster.
Note that in a distributed architecture, the cluster formation algorithm would be the same at the cost of each sensor calculating which sensors have enough overlapping FoV with him.
IV. FORMATION ALGORITHM TEST RESULTS
This section explains test results of cluster formation and membership approach. All sensor nodes have been configured with a FoV vertex angle θ=60º and R s of 20 m. A sensing field spanning an area of 120m×120m has been used. Sensor densities were varied to study the cluster formation from sparse to dense random deployments. Figures illustrate the average results of 50 independent running tests and the standard deviation (STD) of the results is specified in each graph. Each test corresponds to a new random deployment. Once a random deployment is defined, cluster-formation is obtained from node location, angle orientation and FoV, using the described algorithm that its complexity is O (N.logN) . Furthermore, as it was mentioned before, each node sends a packet to the sink in bootstrap phase and sink notifies each cluster (first member) via one packet consisting of membership results for that cluster (phase 3). Thus, the overhead of the algorithm is forwarding this number of packets (N+Number of clusters). Where N is the number of multimedia nodes, for number of clusters refer to Fig. 5.c. Fig. 5 shows the average of the three values: cluster size, maximum size and number of established clusters in the network with a clustering threshold γ=0.5. Increasing node density not only causes increment in number of clusters but also yields more overlapping areas among FoVs and raises cluster-size. Sparse networks have low average cluster-size because sparse deployments yield low overlapping sensing thus there will be low potential for node coordination. Nevertheless, dense wireless multimedia sensor networks can particularly benefit from node coordination where with a density of 300 nodes that covers 95% of the sensing area, the average cluster-size is of 2.67 and the average of maximum cluster-sizes comes to 7.57.
A. Average cluster-size and average number of clusters

B. Effect of clustering threshold
Clustering threshold determines the minimum region that is required to be overlapped between FoV of each node belonging to a given cluster and the FoV of the first member of that cluster. Fig. 6 shows the average cluster-size as a function of clustering threshold with for 300 nodes in the tier/network (95% coverage). Higher thresholds obviously restrict node memberships and decrease cluster-size, while lower thresholds increase the area covered by a given cluster at the cost of complexity of coordination. As an instance, in object tracking application, clusters having wider sensing area (lower clustering threshold) are more desired and reliable because the moving object lies in the domain of the same cluster for a longer time after detection by the cluster. In random deployed networks, the existence of obstacles produces a reduction of the sensing area because of FoV occlusion effect. So employing dense networks of low-cost, low-resolution and low-power multimedia sensor nodes instead of sparse networks of high-power, high-resolution sensors (e.g., PTZ) will be more beneficial. However, denser random deployments also cause having more overlapped areas among node FoVs [7] . The consequence is that nodes associated with overlapped FoVs mainly sense the same regions and will have similar views of the monitored area. Thus, a considerable amount of energy is wasted because of redundant sensing and processing in un-coordinated nodes. So, clustering nodes having high overlapped FoV can be the base for creating coordination among nodes (applying scheduling, turning jobs) within clusters to perform applications avoiding redundant sensing and processing and thus increase the lifetime and/or efficiency particularly in dense networks. However, we note that clustering also allows multi-view monitoring ability at the cost of overlapping nodes monitoring the same area/object concurrently without energy savings.
As an instance and with the aim of discussing multimedia sensor coordination benefits, we assume a random deployment tier/network in which nodes periodically are awakened, capture an image, process/send the image to sink and sleep (e.g., SensEye [20] ). While keeping the cameras always on achieves low-latency detection, it is very energy-inefficient, since cameras and nodes will continuously consume energy. Thus, the cameras and the sensor nodes are duty-cycled and awakened periodically to monitor the environment. Using the Figure 6 . Average cluster-size as a function of clustering threshold clustering scheme, we can divide the environment sensing task in clusters of overlapping FoVs. Each cluster covers a region by its members with a high degree of overlapping; as regards an event can happen in each of these regions, all clusters sense their domains concurrently by their members in a collaborative manner. In each cluster, the first member is programmed to sequentially awaken members to capture an image, process or send image and sleep, in an intermittent way. Each node belonging to a given cluster is involved in image capturing from its unique perspective in its intermittence. In this way, members of the cluster participate in multimedia tasks sequentially by time intervals. Fig. 5 showed that average cluster size may be between 2 and 2.6 for node densities in the range of 150 to 300 and maximum cluster size is between 5 and 7.5. These nodes can save energy coordinating in performing the multimedia task because they sense an overlapping area. To evaluate what is the outcome of this kind of coordination, let us define as N the number of nodes in the mentioned tier that without coordination periodically sense their environment with the period of time T. The energy used to sense the area is given by the energy consumed by the N nodes during this period of time while in the clustered scheme, the number of nodes that are activated with the same period of time is equal to the number of clusters, because each cluster employs one of its members in each interval and keeps the other nodes in sleep mode until next interval. Therefore, the consumed energy during period T is reduced compared to the energy consumed by N nodes without this coordination. We define the Energy Conservation Ratio (ECR) for each cluster as the ratio of the total amount of energy consumed by nodes belonging to the cluster during each interval (T) in two un-clustered and clustered cases for multimedia applications. Equation (10) indicates the consumed energy during the interval T by a given node that is awakened: (10) Where T sleep and P sleep are the period and power consumption for a node in sleep mode. E w_up , E cap and E process , respectively are the energies consumed for waking up a node, capturing a picture and performing desired task. As in each cluster one of the cluster members is activated in each interval and the other members are in sleep mode, the energy consumed by nodes belonging to the cluster (with cluster size: CS) during each interval is equal to: 
Therefore, the ECR for the cluster is: (12) Obviously, clusters with more number of nodes conserve more energy and have higher ECR since an overlapped region is shared among more number of coordinated members. For a tier/network consisting of N multimedia nodes, we can define average ECR according to average of cluster size (AvgCS):
(13) Fig. 7 illustrates the average ECR in a network, employing Cyclops [14] as camera sensor embedded in MICA II, and T equal to 5 second and a γ of 0.5. we select object detection as the desired task for multimedia nodes. Dense deployments yield higher potential for energy conservation in nodes because of higher sizes of established clusters. As an example, in a network consisting of 300 nodes, the number of active nodes in each interval is the same as the number of clusters which is 112.36 in average (see Fig. 5.c) . In this case, each cluster in average consists of 2.67 members while in each interval one of them is active and the others are saving their energy in sleep mode and thus the energy conservation ratio in the network rises to 2.14.
VI. CONCLUSION
In this paper, a clustering method for multimedia wireless sensor networks is proposed. Cluster-membership is decided based on FoV overlapping areas instead of neighborhood in contrast to scalar sensors. The main objectives in this work are to achieve ability of coordination among cluster nodes in sensing and processing tasks and also to develop energy conservation in the clustered multimedia nodes. The coordination among multimedia nodes can considerably prevent wasting power avoiding redundant sensing, processing or sending similar multimedia data. Thus, it prolongs network lifetime particularly in dense networks that are usually deployed with a high number of low power, low resolution and inexpensive multimedia nodes in random manner. The proposed algorithm can work in both centralized and distributed architectures and is only executed at node deployment. We select a centralized manner to perform it regarding power efficiency and enduring a negligible overhead for WMSNs. 
