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A new and efficient distributed algorithm for estimating the bit-error-rate (BER) 
of links in dynamic optical networks is proposed. The method can be used to 
monitor, detect and localize multiple soft link-failures without incurring any 
additional optical monitoring equipment. During the transmission of each optical 
flow the end node’s receiver can estimate the digital BER information, and the 
BER information can be shared among the network by extending the Open 
Shortest Path First-Traffic Engineering Extension (OSPF-TE) protocol easily. We 
model the faults localization problem as a linear programming (LP) algorithm, 
where each BER information measured from a flow serves as a constraint. 
Optimization techniques are applied to significantly simplify the complexity of 
the LP algorithm in order to make it solvable in real time by an integrated 
processor attached to the network node. The proposed algorithm is capable of 
monitoring networks with or without wavelength converters. A large scale 
network can be divided into several layers according to the OSPF protocol, thus 
the algorithm can be applied to large networks in the real world similar to OSPF. 
The monitoring algorithm is demonstrated by network simulations over a 
408-node, 40-wavelength network test-bed where up to twenty faulty links are 
identified.  
 
To make sure the traffic generator model is reasonable, the traffic model for 
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dynamic all-optical network is also studied in this work. Under self-similar 
traffic, we found that the dynamic optical networks suffer from the long flow 
short flow unfairness problem, which would reduce the throughput as well. So a 
segmentation strategy is proposed to solve this problem. 
 
To the best of our knowledge, this is the first realistic and low-cost framework 
which can monitor channel level BER changes to identify multi-link-failures 
efficiently for large scale dynamic all-optical WDM networks, without using 
expensive optical monitors or additional supervisory channels. The approach 
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Dynamic all-optical WDM network with GMPLS control plane is very attractive 
for the future core network as it reduces the power consumption of electronic 
switches and can be very efficient in delivering ultra large files for data center 
exchanges and backups or high-definition 3D videos. 
 
Driven by the explosion of Internet traffic and the emergence of new 
bandwidth-hungry applications, the backbone networks have evolved more and 
more towards transparent all-optical WDM networks as evidenced by the 
massive deployment of Reconfigurable Optical Add-Drop Multiplexer (ROADM) 
and Wavelength Selective Switch (WSS). According to an industry report [1], the 
revenue for ROADM/WSS components in 2010 amounted to $0.9B USD and 
growing at 46%. The current networks can support over a hundred wavelengths 
per fiber and packing more than 800 fibers into one cable [2]. As more 
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bandwidth-hungry applications emerge, the network is moving more and more 
towards a dynamic all-optical network. In fact, some dynamic optical services 
have already emerged in the US carriers’ networks [3]. 
 
Due to the huge bandwidth supported by the networks, any failure in the fiber or 
other component can lead to huge amounts of data loss, so it is very important to 
incorporate efficient network monitoring and fast faults diagnosis mechanisms 
into the optical network. 
 
An important advantage of the all-optical WDM networks is that it is protocol 
transparent which allows them to rapidly upgrade to any new generation of 
transmission technologies developed, but at the same time it makes the 
monitoring much harder than for the opaque networks which allows hop-by-hop 
monitoring with electronic processors. Once a connection is setup between the 
source and destination nodes, the network does not impose any bit rate, frame 
format or other protocol limitations (Although for ultra-long-haul networks, 
certain fixed bit-rate, format and channel spacing may be adopted in order to 
conquer the physical layer effects such as dispersion, optical amplifier placement 
and other non-linear effects). Thus, at any given time it is possible for several 
connections to co-exist on the same link, each using a different protocol on a 
different wavelength. This transparency imposes a new requirement on the 
network management frame work since the management mechanism may not 
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assume prior knowledge of the protocols being used in the network links. 
Furthermore, the management mechanisms no longer have access to the 
overhead bits (such as those used in SDH or OTN) that are previously used to 
transport supervisory information between repeaters or switching nodes to 
perform their management functions [4].  
 
Analog optical monitoring techniques [5] have been used to estimate the BER of 
the links by measuring the optical signal-to-noise ratio (OSNR), but the 
techniques are expensive and the results may not be accurate [6,7]. Ref. [6] 
demonstrates that the Q-factor estimated by the OSNR can differ from the actual 
value by 3-4 dB for long-haul transmission with RZ-DPSK format because of the 
non-linear phase noise. 
 
Other works [2,8,9] attempt to diagnose hard link failures for all-optical WDM 
network but these works can only locate link faults and cannot provide the BER 
values on channels caused by soft link faults. These approaches also suffer from 
poor scalability because the problem of locating multiple faults is NP-hard [10]. 
The consequence is that in order to monitor multiple faults, every node in the 
network has to be equipped with an optical monitor, and it will increase the cost 
heavily. Even if every node has an optical monitor, it is unclear how to tune the 
monitor between all the channels (40 to 80 typically) in a link fast and accurately. 
Therefore, new schemes which can provide channel level link monitoring for 
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transparent networks are necessary. In particular, the monitoring of digital 
bit-error-rate (BER) over a link is particularly challenging but this is a critical 
part in the carriers’ network operation which must be provided. 
 
A review on fault location methods for optical networks can be found in [11]. It 
classifies all the approaches before the year of 2001 into two main categories: the 
Model Based approaches and the Black box learning based approaches. The first 
ones rely on an abstract model of the network, capturing the dependency 
relations between the elements and are capable of pointing out the element(s) 
which is (are) most likely to be the cause of the received alarms. The second ones 
do not attempt to model the network in detail, but leave it as a black box. An 
abnormal situation is then diagnosed from a set of rules obtained by learning 
through the expertise of the human manager. The drawback of the first category 
is the complexity of modeling the networks, and that of the second is the 
difficulty in designing the rules which can cover all kinds of faults and the 
inability of handling new fault types which are not in the designed rules. 
Furthermore, these approaches are designed for opaque WDM networks, so the 
ideas may not be applicable for transparent networks. But some of those ideas 
may still be helpful for transparent network mechanism design. An example is 
Ref. [12] which models the fault diagnostic problem with a binary tree 
(computed ahead) to reduce the computation complexity of the diagnostic phase. 
Later, this work was extended to transparent networks by adopting some kinds of 
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optical monitors [2]. 
 
Due to the transparency constraint, the transit nodes should not use the 
overhead-bit information for network management since optical-electrical-optical 
(OEO) conversion is assumed not available; so later works started to focus on the 
all-optical performance monitoring (OPM). Several such schemes have been 
proposed [8,9,13-18], including simple and non-simple m-cycle [8,14-17], 
m-path [14-15] and m-trail [9,18]. Among all these monitoring structures, m-trail 
is shown to be the most general and flexible one with the best performance. But 
the problem of multiple faults location is NP-hard [10], so that the processing 
time may become an issue for large meshed optical networks, which means that 
all these approaches suffer from poor scalability. Moreover, these approaches 
suffer from the inability to diagnose soft link failures, inability to operating 
channel level monitoring and high cost due to the expensive optical monitors. 
These are difficult problems that need to be resolved for real world deployment.  
 
In this work, we consider the problem of BER monitoring for transparent and 
translucent dynamic WDM network from a different angle. Although the transit 
middle nodes cannot read the overhead-bit information from the payload flow 
anymore, the end nodes can still read these information while receiving the flow. 
If all these information obtained by every end nodes can be collected, some 
conclusions about the status of the network can still be inferred by some 
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intelligent algorithm. Based on this idea, an efficient distributed faults detection 
and localization algorithm is proposed in this thesis. Details about the algorithm 
are described in chapter 4. By hierarchically layering a large network into two 
layers, the proposed algorithm can be applied to ultra large networks in the same 
way as OSPF protocol does. We show by simulation that the proposed 
monitoring scheme can be deployed in large networks with more than 50 nodes 
in each autonomous region for 10Gbps systems and in a 408-node multi-domain 
network . 
 
Some key indicators for all-optical network monitoring algorithms are listed 
below:  
 Faults localization speed and accuracy 
 Soft link-failure diagnosis ability 
 Multiple faults diagnosis ability 
 Computation/memory complexity 
 Tolerance to false and lost alarms 
 Scalability 
 Needs for additional supervisory channels 
 Channel level on-line no-harm monitoring ability 
 Compatibility with both static routing network and dynamic routing network 




A detailed comparison between the all-optical monitoring and the BER 
monitoring proposed in this work is shown in Table. 1. The better counterpart is 
indicated with bold font and blue color. It can be seen that the proposed BER 
monitoring mechanism outperforms the all-optical monitoring approach in most 
of the indicators, except for the memory complexity. But the BER monitoring 
approach can deal with soft link-failures, multiple link-failures, and has very 
good scalability since it is a distributed scheme and incurs very low monitoring 
cost, while all-optical monitoring is hampered by these bottleneck problems.  
 
Among all these indicators, monitoring cost is one of the most important factors 
in deciding whether a monitoring scheme can be adopted in reality [19]. 
All-optical monitoring is seriously handicapped by the high cost, while the 
proposed BER monitoring scheme incurs extremely low capital cost because it 
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memory complexity medium high 
tolerance to false and lost 
alarms 
depend on the 
mechanism 
yes 
scalability poor excellent 















monitoring cost high low 
Table. 1. Comparison between all-optical monitoring and the proposed BER 
monitoring algorithms. 
 
Besides the algorithms used in OPM, another issue is the technology used for 
OPM. OSNR monitoring based on interferometers seems to be a promising 
candidate [7, 20], but a training process is required to obtain some modulation 
format dependent parameters in this approach, which may be a drawback when 
applying to channel level monitoring, especially when the modulation format is 
unknown; and how to train these parameters at different nodes in a large network 
is also a problem. The fixed one bit period delay in the interferometer arm means 
this approach is bit rate dependent, which means different delay lines are needed 
for systems running on different bit rate. The effective OSNR is limited to 5dB - 
25 dB. 
 
The approach we consider in this work can be applied to both transparent, 
translucent or wavelength-converted dynamic WDM network. Although the 
transit nodes cannot read the overhead bits from the payload in any flow, the end 
nodes can read them while receiving the flow. The BER information obtained by 
all end nodes can be shared using the OSPF flooding scheme (called OSPF-BER 
extension), so the working status of the network can be inferred by every node 




The traffic model for dynamic optical network is also studied in this work to 
make sure the traffic generator model is reasonable. Under self-similar traffic, we 
found that the dynamic optical network will suffer from the long-flow short -flow 
unfairness problem. This problem would reduce the throughput as well. So a 
segmentation strategy is proposed to solve this problem. 
 
This thesis is organized as follows: The backgrounds are introduced in chapter 2, 
the traffic model used for simulation studies is presented in chapter 3, the BER 
monitoring algorithm is introduced in chapter 4 and the simulation results for 
both 10Gbps and 100Gbps system are discussed in chapter 5, finally chapter 6 





















2.1   ROADMs, Dynamic networks  
The concept of reconfigurable optical add-drop multiplexers (ROADMs) has 
been around for at least ten years. Typically, a ROADM blade contains three 
major components: wavelength selective switching (WSS), channel monitor and 
amplifier. The channel monitor (or error detector) is to detect the power on each 
channel, and then use a feedback loop with the amplifier to make sure that the 
output power on each channel is balanced.  
 
ROADMs have been part of the vendors' WDM gear in both North America and 
Europe since 2002. Long-haul DWDM networks have partly been constructed 
with ROADMs, so have some metro networks [21]. Today, ROADMs are widely 
deployed worldwide, JDSU, a leading supplier of ROADMs, has shipped more 
than 45,000 ROADMs worldwide since inception to 2010. Verizon, reports that it 
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has more than 2,000 ROADM nodes running in its network by the year of 2010 
[21]. Following the trend, it is reasonable to believe that ROADMs will replace 
all the OEO architectures in the optical DWDM networks soon. Furthermore, 
dynamic ROADM is coming into the market driven by the needs for dynamic 
network operation and planning [22].  
 
The benefits of dynamic ROADM networks include simplified network planning, 
better bandwidth utilization, simplified and reliable network engineering and 
reduced truck visits due to remote configuration and reconfiguration. [22]. The 
backbone network can also evolve from the SDH ring network into fully meshed 
network that not only allows networks to survive multiple failures, but also 
automates the network for delivering new services like point-and-click-style 
provisioning, which would increase the service revenues in turn [23]. In addition, 
mesh networks are inherently highly compatible with the characteristics of 
Ethernet. 
 
The restoration of dynamic networks is more efficient and robust than static 
network. Traditional rings are less scalable as they waste bandwidth through the 
use of pre-provisioned restoration paths and cannot, for example, support dual 
homing. In contrast, in addition to supporting automated path setup/activation, 
dynamic protection path, automated provisioning, and 50ms restoration, a 




For a ROADMs connected network, hard link-failure can be easily detected by 
the channel detector integrated in the ROADM, since the ROADM can send an 
alarm to the control center when it detects power drop in the fiber. While for 
dynamic network, the channels may not have power all the time. To avoid the 
false alarm triggered by transmission completion, which would cause the power 
drop as well, the RODAM’s monitor should work under the control of the control 
plane, i.e. turning on the power detector only when there are data flows in 
progression.  
 
2.1 Types of failures considered: 
 Hard link-failure:  
Examples of this failure is fiber cut which causes the power drop in the fiber. 
Since hard link-failures can be diagnosed easily by ROADMs connected 
networks (in fact, ITU-T standards G.872, G.898 also suggest sending a loss 
of optical power message for hard failures diagnoses), so we mainly focus on 
soft link-failures in this thesis. They can be classified into two categories: 
persistent soft link-failures and intermittent soft link-failures, and we will 
solve them one by one in section IV. 
 
 Soft link-failure: 
a) Persistent soft link-failures: 
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Persistent soft link-failures stand for soft failures which will not fluctuate 
once occurring. For example, fiber bending/break, optical amplifier fault 
(fuse or power circuit failures, pump laser(s) aging or failure, input signal 
monitor failure, etc.), network component aging, wavelength 
misalignment/drift, network attacks like in-band jamming (IBJ) and 
out-band jamming [2], etc. The symptoms of these failures are persistent 
signal degradation after transmission through the fiber that results in 
excessive BER. Two scenarios are analyzed in part IV, the first scenario is 
that only some channels in the fiber are affected and the second scenario is 
that all the channels are affected. 
 
b) Intermittent soft link-failures: 
Intermittent soft link-failures are failures that cause excessive BER which 
fluctuate in time. This is an unusual fault scenario but it may happen 
sometimes, and is very complicated to localize. For example, XPM would 
only affect the adjacent channels severely. If the amplifier of a ROADM fails 
to balance the output powers on each channel, for instance one channel may 
have an abnormally high fluctuating power level, it would harm the adjacent 
channels only when its power fluctuates to a high enough level. Thus the 
adjacent channels suffer from intermittent signal degrading. FWM and some 
other fiber nonlinearity may also lead to such failures. Other factors like 
temperature fluctuation, periodic stress on a fiber, may also cause 
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intermittent failures. Solution to this scenario is shown in section IV.  
2.2 Brief review of OSPF routing protocol  
Open Shortest Path First (OSPF) is an adaptive routing protocol for Internet 
Protocol (IP) networks. It uses a link state routing algorithm and falls into the 
group of interior routing protocols, operating within a single autonomous 
system/region (AR).  
As shown in Fig. 2.3.1, OSPF uses a hierarchical model to represent a network, 
where each autonomous region/area is connected to the backbone area. The 
border router of each autonomous area is in charge of connecting and changing 
information with the outside world. 
In each autonomous region, OSPF works by developing adjacencies with its 
neighbors, periodically (10-second by default) sending hello packets to neighbors, 
flooding changes to neighbors whenever a link's status changes, and sending 
"paranoia updates" to neighbors of all recent link state changes every 30 minutes. 
OSPF is an excellent routing protocol for networks of all sizes, more details 
about OSPF can be found in [24-25]. 
 







Traffic model used 
 
 
3.1     Introduction 
For the dynamic optical network we consider in this thesis, we assume Optical 
Flow Switching (OFS) to be used. OFS is a promising energy conserving 
architecture for the next generation core network [26-28]. In the OFS model as 
shown in Fig. 3.1.1, data is transmitted through a simple all-optical data plane, 
while the management and control is carried out by the logically separated 
GMPLS control plane in the electronic IP network. Two-way reservation 
strategies are used, such that each data transmission between two end nodes is 
processed as a flow across the core network, taking up a whole wavelength 
channel exclusively during the transaction. Transparent optical switches such as 
Reconfigurable Optical Add-Drop Multiplexers (ROADMs), Wavelength 
Selective Switches (WSSs) and Optical Cross Connects (OXCs) are implemented 
for the switching function in the data plane and there is no buffering and 
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processing involved at intermediate routing nodes, thus offloading traffic from 
the huge electronic core routers. Wavelength converters may also be employed at 
selected locations to facilitate the routing and wavelength assignments. 
 
Fig. 3.1.1 OFS network model. 
A lot of studies have shown that the Internet traffic is statistically self-similar. 
In [29], Leland et.al. established the self-similarity characteristic of local-area 
Ethernet traffic, which is different from the conventional telephone traffic that 
can be analyzed with Poisson-related models. This self-similarity is further 
identified with the wide-area Internet traffic [30-32]. The self-similarity arises 
from the fact that the distribution of Internet file sizes is heavy-tailed [30-32]. A 
probability density function f(x) is said to be heavy-tailed if 
limx∞e
x
P[Xx] = ∞, for all  > 0, where P[Xx] =     
 ∞
 
  . 
A well-recognized heavy-tailed distribution is the Pareto distribution:  
f(x) = /x(+1), where  x > .                   (3.1) 
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In fact, Pareto distribution is found to apply to many statistical size 
distributions where equilibrium exists [33]. In communication networks, since 
the data packets of each file transmission are correlated, the heavy-tailed 
property of file size distribution induces self-similar traffic. In the case of flow 
switching, e.g., OFS, while it is sensible to assume that the connection requests 
for file transmission by end users come into each ingress node independently, so 
that they can be modeled by Poisson distribution, the self-similarity still exists in 
the traffic due to the heavy tailed distribution of file sizes [27].  
Under Pareto distributed traffic, where 0.9 <  < 2 is assumed in different 
literatures, the throughput-delay performance is much poorer than Poisson traffic 
in an OFS network. The reason lies in the fact that the resource contention 
becomes more severe. There are more long flows which would block other users’ 
flows from accessing the destination nodes and other network resources. This 
long-flow short-flow (LFSF) unfairness problem would significantly deteriorate 
the network’s maximum throughput as shown in this work, especially for single 
wavelength networks. 
In this chapter we study the LFSF unfairness by simulation on the 14-node, 
21-link NSFNET under Pareto traffic. We propose to segment a long flow into a 
sequence of shorter flows at the ingress node to limit the maximum flow size in 
order to alleviate the LFSF unfairness problem. The simulation results show that 
the throughput can be improved by 240% compared with no enhancement in the 
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single-wavelength case and by 60% in the 4-wavelength case compared with no 
enhancement. 
 
3.2 LFSF unfairness problem 
One of the key issues in OFS is that the duration of the data flows must be much 
longer than the round trip delay (RTD), where RTD is the time needed to set up 
the route in the signaling stage. If this condition is not satisfied, then the 
transmission would be very inefficient, so short flows (as comparable with RTD) 
should be either aggregated into longer normal flows or diverted (or segregated) 
into the IP layer without going into the optical data plane [34]. On the other hand, 
we demonstrate in this chapter that the long flows would also degrade the 
efficiency of the OFS system. When a long flow is in transmission, it will seize 
the destination node and the channels on every link along the path for a long time, 
during which other normal flows cannot get access to these network resources. 
This LFSF unfairness would not only block the normal flows but also degrade 
the whole network’s throughput performance, so it must be handled properly.  
To better understand the effect of the LFSF unfairness problem, some 
simulation results are demonstrated below. The network topology used for 
simulation is the NSFNET connected by optical switches, as shown in Fig. 3.2.1. 
Pareto and exponential traffic for both single-wavelength and 4-wavelength 
networks are considered. Wavelength continuity is assumed, and simple shortest 
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path routing is used. The propagation delay of each hop is set to 5ms for 
simplicity, and the configuration time of each optical switch is assumed to be 
10ms. The Pareto distribution parameters are assumed to be: =1.5 and = 0.5, 
and the distribution is shifted towards the origin by 0.5 so the mean flow duration 
is 1 second. For easy comparison, the mean flow duration for the exponential 
traffic is also 1 second. The traffic is assumed to be distributed to different 
destinations uniformly. As shown in Fig. 3.2.2, for the single-wavelength case, 
the maximum throughput under exponential traffic without any enhancement can 
reach 40%, while for Pareto traffic, the throughput is extremely low under the 
same conditions. Furthermore, from a practical point of view, networks may not 
wish to operate in the region where the average queuing delay is larger than 20 
seconds, so the realistic throughput of NSFNET under Pareto traffic is no more 
than 5%! This has a severe impact on OFS deployment, as the Internet traffic is 
self-similar. 
 




 Total node number:              14  
 Total bi-directional links:     21  
 Average nodal degree:           3  
 
The performance of the 4-wavelength case under Pareto traffic is also worse 
than that of the exponential one even though they have the same mean flow size, 
but not better than the single-wavelength case because the multi-wavelength 
channels can alleviate the LFSF unfairness problem by providing more channels 
to reduce the channel-hogging effect of a long flow. However, even the 
4-wavelength arrangement cannot eliminate the LFSF unfairness problem 
completely. For networks with hundreds of nodes, it may not be possible to 
deploy a correspondingly large number of wavelength channels so the LFSF 
unfairness problem will be even more severe than the results shown here. 
 
Fig. 3.2.2. Performance of Pareto traffic versus exponential traffic. 






















































Pareto traffic is very unstable. Whenever there is a very long flow (or several 
concurrent long flows) coming into the network, the simulation speed slows 
down severely (as indicated by the green ellipses in Fig. 3.2.3). This 
phenomenon is due to the LFSF unfairness problem. It would greatly degrade the 
network’s throughput as well as the users’ experience. The flow segmentation 
strategy (discussed below) can eliminate the “deadly blocking” phenomenon and 
thus solve the LFSF unfairness problem as shown by the red curve in Fig. 3.2.3. 
 










3.3 Flow segmentation strategy 
In order to reduce the LFSF unfairness, we limit the flow size by segmentation. 
An upper-bound segmentation strategy is proposed as follows. 
The basic idea is that flows larger than a certain upper-bound size can be split 
into many shorter pieces instead of a single long flow. When a long flow comes 
in, the router would segment the flow into a sequence of short flows and transmit 
only one segment at a time whenever the node has an available channel to send. 
A random delay with an exponential distribution with a mean of 5X the average 
flow size (or 5 sec) is inserted between the transmissions of each short segment 
to allow other nodes to have a chance to seize the same destination node for 
transmission.  
Specifically, in our previously proposed Multi-Destination Control Protocol 
(MDCP) [35], an idea similar to the virtual output queuing (VOQ) is introduced 
into OFS. Due to the unavailability of practical optical buffers, optical flows 
cannot be stored at the transit nodes and the egress nodes, so they can only be 
stored at the ingress nodes. If no trick in the queuing strategy is used, then this 
would naturally be an input queuing (IQ) model, which would suffer from the 
head of line blocking and thus have a very low throughput [36]. MDCP is 
designed to solve this problem.  
In this protocol, each ingress node maintains a VOQ which contains some 
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parallel sub-queues, where each sub-queue corresponds to an egress node. For 
example, for a 14-node NSFNET, each node maintains a VOQ containing 13 
sub-queues, where each sub-queue buffers all the flows destined for the same 
destination node. When an ingress node is available, flows are selected from the 
heads of several non-empty sub-queues and control messages are generated by 
the flow control manager and sent out to the respective destinations to collect the 
availability of routes and destinations information. If one of these control 
messages indicates that a route and destination are available, then it can start 
transmission. Thus, the head of line blocking caused by input queuing strategy 
can be alleviated. The details can be found in [35]. 
3.4 Simulation results 
To show the validity of the proposed segmentation strategy in dealing with the 
LFSF unfairness problem, we carry out simulation on the NSFNET based on 
both single wavelength scenario and multi-wavelength scenario. 
Fig. 3.4.1 shows that the performance of the proposed segmentation strategy 
for single-wavelength OFS NSFNET. It is found that segmentation alone is not 
sufficient in improving the throughput because of the destination contention 
problem [35] that exists even for short flows. Therefore, the effective strategy 
proposed in [35] based on VOQ is adopted. Here the segmentation size is 
3-second. If we further impose the condition that the average queuing delay 
should not be larger than 20 seconds (this is an ad hoc assumption but we believe 
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it is reasonable to assume that real networks should not operate in a region where 
the average delay for each flow is larger than 20 seconds or other reasonable 
time), the throughput of the single-wavelength network with VOQ is less than 
25%. But together with the segmentation strategy, the throughput can be 
improved to 65%, which is 2.6 times that of the VOQ strategy alone. 
 
Fig. 3.4.1. Performance of NSFNET under Pareto traffic, 
 (1 wavelength/link, 1 transceiver/node). 
Fig. 3.4.2 shows that the proposed segmentation strategy for the 
4-wavelength scenario. Without segmentation, the throughput of the 
multi-wavelength network is not very high, but still much higher than that of the 
single wavelength scenario. The reason is that the long flows and shorter flows 
can always be transmitted through different wavelengths, so the LFSF problem is 






















































segmentation strategy, a large throughput improvement can still be achieved. 
When limiting the average queuing delay to 20 seconds, which is a practical and 
reasonable range for real networks as explained before, the throughput can be 
improved to 73%, while the throughput with only VOQ and without 
segmentation is 62%. The throughput is improved by 18% as compared with 
VOQ alone. 
 
Fig. 3.4.2. Performance of NSFNET under Pareto traffic,  
(4 wavelengths/link, 4 transceivers/ node). 
Fig. 3.4.3 shows that the maximum throughput for both single- and 
4-wavelength scenarios (VOQ + Segmentation) with different segmentation sizes 
(normalized to the average flow size). They are much better than those without 



























































with segmentation and VOQ can reach 85% while the maximum throughput for 
the scenario without any enhancement can only reach 25%, so the improvement 
gap can be as large as 240%! 
For the 4-wavelength case, the maximum throughput with segmentation and 
VOQ can reach over 90% while the maximum throughput for the scenario 
without any enhancement can reach 55%, so the improvement gap can be 60%, 
which is smaller than that of the single-wavelength scenario as explained in the 
previous part. 
The maximum throughput is poor at the left side (corresponding to very 
small segmentation size) mainly due to the round trip delay limitation (i.e., the 
OFS system can be efficient only when the average flow size is much larger than 
the round trip delay.). The maximum throughput at the right side of the curve 
also goes down slightly because the LFSF problem would be more severe when 
the segmentation size gets larger. By measuring the absolute value of the 
maximum throughput, the difference is found to be quite small in the flow-size 
region of 3X to 50X of the average flow size (i.e. 3 seconds to 50 seconds). 
Therefore, the maximum throughput is rather insensitive to the segmentation size 
as long as it is larger than a certain value. The maximum throughput is achieved 
when the average queuing delay is very large, so it may not be beneficial to 
optimize for the maximum throughput. The results shown here give us a view of 




Fig. 3.4.3. The maximum throughput under 100% applied load. 
While the maximum throughputs for different segmentation sizes are not so 
different, the average queuing delay for different segmentation sizes can be quite 
different, as shown in Fig. 3.4.4, especially for the small delay region.  
When the segmentation size increases, the average queuing delay increases 
accordingly. The curve without segmentation strategy can be viewed as one with 
an infinite segmentation size, so it suffers from the LFSF unfairness problem the 
most. On the other hand, when the segmentation size ranges from 3X to 100X of 
the average flow size (i.e. 3 seconds to 100 seconds), the gap between the curves 
is not very large compared with the gap between the curve with no segmentation 
and the curve segmented at 3 seconds. This confirms that it is really the ultra 






















Segmentation size  (s) 
4ch,segmt+VOQ 1ch,segmt+VOQ 
4ch,no segmt,no VOQ 1ch,no segmt,no VOQ 
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throughput performance most by increasing the LFSF unfairness. 
 
Fig. 3.4.4. The delay performance for different segmentation sizes. 
 
 
3.5 Summary and Conclusion 
The LFSF unfairness problem would greatly degrade the throughput performance 
of OFS networks, especially for single wavelength network, and this problem 
becomes even more severe for the real world self-similar Internet traffic. By 
segmenting the long flows into many short flows and scheduling the transmission 
dynamically, the LFSF unfairness problem can be reduced remarkably. By 
combining the segmentation strategy with the previously proposed VOQ 
scheduling approach [35], it is shown that the throughput performance of OFS 






















































































Estimated digital BER monitoring and 
faults diagnosis algorithm 
 
 
4.1 Intra-domain faults diagnosis algorithm 
In this part, the BER monitoring algorithm is discussed in details first for 
intra-domain network without wavelength converters and then extended to 
inter-domain network with wavelength converters. The intermittent fault scenario 
is also studied by introducing a two-stage monitoring strategy. 
Several overheads bits for performance monitoring are recommended in 
SDH/SONET standard and ITU-T G.709 standard, which is the standard for 
optical transport network (OTN). For example, bit interleaved parity 8 (BIP-8) is 
commonly used to roughly monitor the data quality. BIP-8 consists of a parity 
byte calculated bit-wise across a large number of bytes in a transmission 
transport frame. BIP-8 has no error-correcting functionality: like the CRC-6 bits 
in the much older extended superframe format, it merely provides an 
approximate method for monitoring link quality at the bit error level. 
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These overhead-bits are designed for opaque optical networks when the middle 
nodes are equipped with OEO converters, while for transparent optical networks, 
only the end nodes have this function, and our algorithm is designed to use the 
information obtained by the end nodes.  
 
In transparent all-optical networks, we suppose a link path has to be established 
before transmission starts. During each transmission, the end node’s receiver will 
convert the optical flow into electronic data, and then it can compute the 
checksum from the received data. Forward error correction (FEC) is 
recommended in high bit rate transmission systems, for example Reed Solomon 
(RS) error correction code is recommended in ITU-T G.709 standard to correct 
the bit errors in the transmitted data. And during the FEC error correction process, 
the digital BER can be estimated, in fact many commercial FEC products already 
support the real-time BER estimation such as MB87Q2020, a 40Gbps FEC 
device by Fujitsu in 2004. For systems not adopting FEC, we can use the 
overhead bits (e.g. BIP-8) instead and convert them into BER. For example, 
BIP-8 can be converted into BER by assuming that each parity error bit in the 
8-bit BIP-8 stands for one bit error in the frame. 
 
To illustrate the idea, consider an intra-domain network without wavelength 
converters first. Since all channels are equivalent to each other due to the 
wavelength-continuous constraints, we only need to use one channel to 
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demonstrate the proposed algorithm. The methodology is then extended to 
networks involving wavelength converters. 
 
A. Intra-domain network without wavelength converters 
Let the BER contributed by link i be denoted by    for a given flow. A path is a 
consecutive sequence of links from its source to its destination. The accumulated 
BER along path j is estimated for different measurement periods, so it should fall 
within a region [    
 
     
 
]. We can formulate the BER constraint of a 
particular path j as:     
 
    
 
              
 
 , where   
 
 is the BER 
contributed by  link i along path j. 
 
After receiving the flooded BER constraints from other nodes within a domain, 
any node can infer the location of the faulty links by solving the linear 
programming (LP) problem below for each i: 
          ,  for each i   i=1  2  …   |   | 
s.t.        
     
 
             
    , 
                           
  1       ;                  (4.1) 
where   is the set of all source-to-destination paths, and E is the set of links. The 
LP optimization has to be computed for each link i, totally | E | times if no 
simplification is applied.  The LP optimization problem can be rewritten in a 






              ,                 i=1  2  …   |   | 
            s.t.               1      
| |  | |   
 
 | |    | |   
                                 
| |  | |   
 
                (4.2) 
 
We call matrix ‘A’ the constraint matrix whose entries are ones and zeros, and 
each row of ‘A’ stands for a BER constraint in (4.1). b1 and b2 are the vectors 
containing various     
 
 and     
 
. Some optimization techniques are used to 
reduce the dimension of the LP problem in (4.2) if an alarm threshold BERT is 
set to distinguish acceptable transmissions. First, we can reduce the row 
dimension of the constraint table considerably by including only those 
constraints with high     
 
  i        
 
  BERT) while those constraints with 
low     
 
 (i.e.,     
 
 < BERT) can be excluded. By taking the union of all the 
links appearing in the constraints with low     
 
, the healthy links can be 
identified and excluded from the formulation. The second technique is to reduce 
the column dimensions of the LP to as low as the number of suspicious faulty 
links by including only the links appeared in the high BER constraint and not 
excluded by the low BER constraint into the formulation in (4.2). 
 
One natural question is whether the suspicious links (links with larger estimated 
BER by (4.2)) are indeed the failed links. We will not provide any sufficient 
condition to guarantee this, but some necessary conditions are provided, which 
are proved to be quite effective by the simulation results. First, the links with 
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larger estimated BERs are more suspicious. Second, the links appearing more 
times in the constraint table (i.e. the number of ones in its corresponding column 
in the constraint matrix ‘A’) are more suspicious. Third, if after several 
observation time periods (5s for each period in our simulation), the suspicious 
link set keeps unchanged, then we think the result is convergent. The convergent 
speed depends on the traffic load and the diversity of the source-destination pairs 
of the traffic flows. 
 
Another issue is whether flooding of the alarm-messages will affect the control 
plane. A similar stability issue has already been studied by Bell-lab in [37]. In 
this work, OSPF with traffic engineering (TE) extension is studied and proved to 
be quite stable running on a 292-node network, where TE extension means 
extending the pure OSPF protocol with another type of TE alarm message 
flooding. Specifically, whenever the spare bandwidth resource on a link is less 
than a threshold, an alarm message is triggered and flooded to every node in the 
network for traffic rerouting (traffic engineering). Here in our work, the TE 
extension is replaced by BER extension, so it should be stable as well. Due to 
policy privacy consideration, the detailed topology is not provided in [37]. This 






B. Intra-domain network with wavelength converters 
In this scenario, networks with wavelength conversions are considered. 
Wavelength conversions would couple every wavelength together, thus 
increasing the dimension of the constraint table ‘A’ in (4.2) by |CH| times, where 
|CH| is the number of wavelengths in each link: 
          ,                   i=1  2  …   |    | | E |; 
s.t.           
   
| |  | |   
   |    | 
| |       |    | | |        
| |  | |   
    
           
| |  | |   
 
   
      
                        1                         (4.3) 
As mentioned above in part A, the column dimensions of the LP can be reduced 
to as low as the number of suspicious faulty channels by including only the 
channels appeared in the high BER constraint and not excluded by the low BER 
constraint into the formulation in (4.3). 
 
C. Intermittent soft link-failures scenario 
Examples of this scenario are fiber nonlinearity such as XPM and FWM. In this 
challenging scenario, a two-stage diagnosis strategy is proposed. In the first stage, 
paths with low BER constraints are not flooded by the end nodes, since 
transmissions going through the same link or even same channel may have 
different levels of intermittent signal degradation, the lower BER constraints 
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paths, if flooded to the end nodes, may cause the algorithm to exclude the 
suspicious links with intermittent faults. Thus the first-stage diagnosis identifies 
all faulty links (including persistent and intermittent faults). In the second stage, 
end nodes with intermittent BER problem flood low BER constraints 
corresponding to the routes with intermittent BER problem. In order to 
distinguish the intermittent faulty links from the persistent faulty links, the 
intermittent faulty links are excluded from the suspicious faulty link set obtained 
in the first stage. To reveal the intermittent fluctuation of the BER in some links, 
only constraints with high BER are flooded in the second stage, so the faulty link 
set will also fluctuate correspondingly in the region [N(persistent faults), 
N(persistent faults)+N(intermittent faults)]. 
 
4.2 Hierarchically layering scheme for inter-domain network 
monitoring 
In the OSPF protocol, a large scale network is layered into several intra-domain 
ARs connected by the inter-domain links. In order to monitor such a large scale 
network, we monitor each intra-domain AR in parallel in the first stage as 
discussed in Section 4.1A. In this stage, OSPF protocol carrying the BER 
information is executed as described previously, with an important difference that 
one logically virtual link and one virtual node are added for each AR. The virtual 
link is added to represent all the links outside of the AR and the virtual node is to 
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represent all the nodes outside, as shown in Fig. 2.5.1. These virtual links and 
virtual nodes are only used for formulation, so they would not change the real 
physical topology. 
 
The first stage is to do trouble shooting in each AR, where each AR only use 
intra-domain BER constraints to diagnose the intra-domain faults. To speed up 
the diagnosis, we can also add in the inter-domain BER constraints with lower 
BER values to help exclude the healthy links, by using the virtual link idea to 
convert the inter-domain BER constraints into intra-domain constraints. 
 
After the intra-domain faults (if any) have been identified in the first stage, the 
second stage of faults shooting is carried out for the inter-domain links. In this 
stage, each AR can be viewed as a single node, so the inter-domain monitoring 
problem becomes a simple problem of monitoring a small network. If no 
wavelength converters are used, then the problem is the same as Problem 4.2; if 
wavelength converters are used, then the problem is transformed into Problem 





Fig. 2.5.1 hierarchically layering scheme, virtual link and node. 




: Each AR detecting any BER problems should start the diagnosis algorithm 
alone, taking its virtual link into the formulation; so the dimension of the LP 
in the AR is increased by 1; 
2
nd
: For intra-domain faults, if the AR could successfully locate the faults, then 
the process is completed.  
For non-intra-domain faults, an AR would not locate them because the AR 
only uses those inter-domain constraints with lower BER values. The 
inter-domain faults will be located by the upper layer trouble shooting. 
3
rd
: After each AR finished faults shooting, the upper layer should start the 











Simulation results and analysis 
 
 
5.1 Simulation set up 
5.1.1 100Gbps simulation set up 
The simulators adopted are Omnet and Matlab, running on a 32-bit Linux OS 
equipped with a 3.0 Ghz E8400 dual core CPU and 4G DDR2 RAM. The 
topology used for simulation contains 112 nodes and 196 links, which is put 
together by combining eight NSFNETs. Before transmission starts, a route is 
established in the signaling stage, following the Optical Flow Switching (OFS) 
scheme. Uniform traffics are used, where each traffic generator is assumed to 
obey Pareto distribution with the mean payload of one second, and the applied 
load is 0.5. The Virtual Output Queuing (VOQ) strategy is also adopted to 
increase the throughput of the network [35]. A segmentation strategy to reduce 
the Long Flow Short Flow (LFSF) unfairness is also included to reduce the 
network blocking [38]. And the flow size is limited in the region of [0.1s, 3s], 
assuming data flows shorter than 0.1 second are diverted into the electronic IP 
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layer [34] and long flows are segmented into 3-second medium flows. 
Alternatively, short flows can be aggregated into longer flows [34] but this is not 
studied in this simulation. 
 
For the parameters used in the proposed algorithm, one fault, 10 concurrent faults 
and 20 concurrent faults are considered in our simulation, and the faults are 
randomly selected. Actually, even if all the 196 links failed at the same time, the 
proposed algorithm can still locate each of them within several iterations (5 
seconds per iteration), but in the real world networks may not have so many link 
faults, so only up to 20 concurrent faults diagnoses are demonstrated, and this is 
already a very unusual and complex scenario. The most difficult-to-diagnose 
scenario is used to demonstrate the result by assigning BER values of 10
-10
 for 
healthy links and 10
-9
 for faulty links. 
The flooding is scheduled every five seconds, which means that each node 
should flood its recently obtained BER information to other nodes in the network 
every five seconds. Besides, a flooding is triggered whenever a flow with 
excessive BER is received. The execution of the faults diagnosis algorithm is 






5.1.2 10Gbps simulation set up 
In order to validate the proposed approach, simulations using a GMPLS 
enabled OTN test bed (Fig. 5.1.2.1) are carried out for multi-domain large scale 
networks as shown in Fig. 5.1.2.3. The test bed contains 5 ZTE OTN switching 
nodes (Fig. 5.1.2.2) and 403 virtual nodes distributed in 8 domains. Besides the 
mesh and 3-connected-rings intra-domain topologies shown in Fig. 5.1.2.3, we 
also do simulation for single-ring and double-connected-rings intra-domain 
topologies as shown in Fig. 5.1.2.4. There are 40 channels in each link, and 
wavelength continuity is assumed within each domain but not for inter-domain. 
The architecture is shown in Fig. 5.1.2.1, which contains a network manager, and 
up to 1000 virtual nodes implemented by 100 virtual machines running on 5 IBM 
servers. More details about the test bed can be found in [39]. 
Uniform traffic flows with Pareto distribution are generated at all sources, 
with a mean payload of 10 seconds (equivalent to 1-second flow in the 100Gbps 
system). The flow size is segmented in the region of [0.1s, 30s] as described in 
Chapter 3. The BER values for the healthy links are set to be 2 orders smaller 
than those of the faulty links. The faults are chosen randomly among all the links 




Fig. 5.1.2.1 Architecture of the GMPLS enabled OTN test bed. 
 




Fig. 5.1.2.3 Multi-domain large scale network (408 nodes). 
 
Fig. 5.1.2.4 Different intra-domain network topologies. 
 
5.2 Simulation results 
5.2.1 100Gbps simulation results: 
A. Single-wavelength network with persistent soft link-failures scenario 
Fig. 5.2.1.1 shows the performance of the proposed soft link-faults diagnosis 
algorithm for single wavelength scenario. The curves stand for the 
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performance of several independent faults scenarios, where in each scenario 
the faulty links are chosen randomly.  
For one link-fault case, the suspicious faulty link number converges to one 
after 15 seconds, which means the faulty link can be located within 15 
seconds. For 10- and 20-faults cases, the curves converge after 25 second. At 
the 20-second time point, the curves decline to 19 because in the first 20 
seconds no data flows got transmitted through link50, which is set to be faulty. 
In other words, faulty link50 has not started to affect the transmission until 
after 20 seconds. This ‘sleeping faults’ phenomena cannot be interpreted as 
an evidence that the algorithm is not robust, because a faulty link cannot be 
considered faulty until it starts to transmit data. One can always leave the 
latent faults for later monitoring after they start to affect the transmissions.  
 





























B. Multi-wavelength network with persistent soft link-failures scenario 
a) All the channels are affected equally by the soft link-failures 
Fig. 5.2.1.2 shows the faults diagnosis results for multi-channel scenario, 
where all the channels are assumed to be affected equally. For 10- and 
20-fault cases, all the faulty links can be located within 5 seconds, while for 
the single-fault scenario, it takes 10 seconds to finish the diagnosis. The 
reason is as follows: In the proposed algorithm, a flooding message can carry 
many BER information (constraints) collected by an end node before the 
flooding time point. For the single-fault scenario, fewer flows get affected by 
the single faulty link so less additional flooding is triggered, leading to less 
BER information get shared among the nodes. Thus, the BER information is 
mainly flooded by the scheduled flooding every 5 seconds for the one-fault 
scenario. Besides, different nodes schedule different starting time for periodic 
flooding that is uniformly distributed in the first (0s, 5s] time interval, so 
BER information collected after the first scheduled flooding time cannot be 
shared till the next flooding interval, which lies in (5s, 10s). While for the 
multi-fault scenario, these BER information can be shared with the additional 




Fig. 5.2.1.2 Suspicious faulty links vs. time for a 4-wavelength network. The 
four channels are assumed to be affected equally. 
b) Channel level monitoring 
Fig. 5.2.1.3 shows the results of channel level monitoring. Since each 
channel has a similar performance, so only channel 0 is used to demonstrate 





























Fig. 5.2.1.3 Suspicious faulty links vs. time for a 4-channel network with 
channel level monitoring. 
C. With wavelength conversions  
As explained, the scenario with wavelength conversion is equivalent to 
enlarging the original problem’s dimension by |CH| times higher.  
Fig. 5.2.1.4 shows the results for persistent link faults with wavelength 
conversion. The 20 channel-faults are randomly applied to the 192 links, all 
on channel one. The results show that all the 20 channel-faults can be located 
within 15 seconds, both for 4-channel system and 40-channel system. This is 
a solid evidence of good scalability of the proposed algorithm. 
 
Fig. 5.2.1.5 shows the time needed to solve the LP in Problem 4.3 by Matlab 
versus the dimension of the problem, without any techniques to reduce the 






























second. By using some optimization techniques, the dimension can be 
reduced to as low as the number of suspicious faulty links or channels, which 
is reasonably small (typically around several tens) to handle in the real world 
network. So the processing time should always be in the order of 
milliseconds, which is very manageable for the microprocessors in  the 
controller  attached to the network nodes. 
 
























20 faults, 4-wavelength 




Fig. 5.2.1.5 Solving time vs. the dimension of the LP problem. 
 
D. Intermittent soft link faults scenario 
The intermittent fault are assumed to show up every other second, which 
means that the intermittent faulty links are healthy in one time duration, 
while faulty in the next second and return to healthy state in the next, so on 
and so forth. 
Fig. 5.2.1.6 shows the results for intermittent link-faults scenario. Within 15 
seconds, all the faults in the three cases are successfully located, while in 
order to distinguish the intermittent faulty links from the persistent ones, 
several additional iterations are needed. After observing the fluctuation in the 
curves, the intermittent link faults can be inferred by deducting two adjacent 




























Fig. 5.2.1.6 Suspicious faulty links vs. time, 4-channel, with one or two 
intermittent link-faults. 
 
5.2.2 10Gbps simulation:  
 Intra-domain link faults monitoring 
First, assume that all the traffic flows are within one single domain and we 
try to monitor the intra-domain link faults that may occur. Due to the 
wavelength-continuous constraint within each domain, each channel is 
equivalent to one another, so only channel 0 is used to demonstrate the results. 
Fig. 5.2.2.1 shows the number of suspicious faulty links versus time for a 
50-node mesh topology which is one of the inner four domains in Fig. 5.1.2.3. 
The traffic arriving rate for the whole network is 10 flows per second, which is 




























successfully located within tens of seconds for 1-, 2-, 5- and 10-fault cases. At 
the beginning, because only a few flows are transmitted, there is insufficient 
BER information obtained from flooding so this lack of BER data is causing 
some ambiguities in the interpretation. As time goes on, more flows got 
transmitted, so each node gets a more complete picture of the link status via the 
flooding control packets. After about 1 minute, all the faults are finally located 
successfully. In Fig. 5.2.2.2, similar results are obtained for 3-connected ring 
topology corresponding to the outer domains in Fig. 5.1.2.3.  
 































Fig. 5.2.2.2 Evolution curve of 3-connected rings, 10 flows/second. 
 
We also do simulation on different kinds of intra-domain topologies as shown 
in Fig. 5.1.2.4, i.e. single ring and 2-connected rings. The traffic arriving rate for 
this group of simulation is also 10 flows per second. For single ring topology, the 
faults can be located within 30 seconds for 1 fault, 2 faults and 5 faults scenarios 































Fig. 5.2.2.3 Evolution curve of a single ring, 10 flows/second. 
 
Fig. 5.2.2.4 shows the evolution curve for 2-connected rings. For 1-fault and 
2-faults scenarios, the faults can be located within 45 seconds, while for 10-faults 
scenario, the diagnosis fails to detect all the 10 faults within a minute. This is due 
to the large amount of concurrent link-faults and the low diversity of the 
source-destination pairs of the traffic flows in this network. In this case, the 
network manager can either choose to wait for longer time or actively generate 
some flows going through the suspicious faulty links to diagnose the healthy 






























Fig. 5.2.2.4 Evolution curve of 2-connected rings, 10 flows/second. 
 
For the next group of simulations, we set the traffic arriving rate to be 5 flows 
per second, and compare the faults diagnosis time with the previous simulations 
with the 10 flows per second traffic arriving rate. 
 
Fig. 5.2.2.5 shows the faults diagnosis evolution curve for the single-ring 
topology. Compared to the 10 flows per second simulation in Fig. 5.2.2.3, the 
diagnosis time for the 1-fault case is 45 seconds, which is longer than 10 seconds 
in Fig. 5.2.2.3. Similar results are obtained for 2-faults and 5-faults scenarios, i.e. 
45s versus 10s, 35s versus 30s. The reason is obvious, because the traffic arriving 
rate is only half of the previous case, so there are fewer flows transmitted in the 





























Fig. 5.2.2.5 Evolution curve of single ring, 5 flows/second. 
 
Fig. 5.2.2.6 shows the fault diagnosis results for 2-connected rings while the 
traffic arriving rate is 5 flows per second. The diagnosis time is also longer than 
that of the 10 flows per second case. Similar results for 3-connected ring 

































Fig. 5.2.2.6 Evolution curve of 2-connected rings, 5 flows/second. 
 
 
Fig. 5.2.2.7 Evolution curve of 3-connected rings, 5 flows/second. 
 
Fig. 5.2.2.8 summarizes the intra-domain results above. It shows the time 






















































flows per second for 4 inter-domain topologies: mesh, single ring, 
2-connected-rings and 3-connected-rings. For example, the red curve shows that 
the time needed to locate single fault in the single ring is 10 second, and 10 
seconds for two concurrent faults as well. The time needed to locate five 
concurrent faults in the single ring is 30 seconds. The localization time for other 
three kinds of intra-domain topologies are shown by the three other curves. The 
results show that the proposed algorithm can work effectively for different 
topologies, although the time needed for more concurrent faults is longer, this is 
acceptable because more BER information needs to be obtained. 
 
Fig. 5.2.2.8 Faults localization time vs. number of faults. 
 
 Inter-domain link-faults monitoring 




























Number of  concurrent faults 
mesh 
single ring 
2 connected rings 
3 connected rings 
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Due to the existence of wavelength converters in the inter-domain connections, 
the dimension of the problem is 40 times larger. But by using the optimization 
techniques as mentioned previously, the dimension can be reduced to as low as 
the number of suspicious faulty channels, which is small enough to be handled in 
practical scenarios.  
 
We assume that the intra-domain link faults are first diagnosed by the 
intra-domain flows as shown above. Each domain is now reduced to a virtual 
node connected to other virtual nodes which represent the other domains. So the 
BER data involving inter-domain flows can be reduced to those involving only 
the inter-domain links connecting the virtual nodes. So the 408-node 
multi-domain topology in Fig. 5.1.2.3 is simplified to an 8-node small network. 
The only difference is that there are several links connecting adjacent virtual 
nodes. 
 
As shown by Fig. 5.2.2.9, all the inter-domain faults can also be located 
within tens of seconds. It must be remembered that the total fault diagnosis time 
is the sum of the intra-domain identification time plus the inter-domain 
identification time.  
 
An important question is how much time is needed by the algorithm to gather 
enough BER information to locate all the faults. The answer depends on the 
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applied load of the network and the diversity of the source-destination pairs of 
the traffic. But even if certain links are underutilized, the network manager can 
actively generate some flows through those links to ascertain the healthiness of 
the links. 
 
Fig. 5.2.2.9 Evolution curve of multi-domain network. 
 
By comparing the results obtained in the 100Gbps simulation and the 10Gbps 
simulation, it is reasonable to find out that the diagnosis time of the 100Gbps 
simulation is shorter than that of the 10Gbps simulation. The reason is that the 
average flow length of the 100Gbps simulation is 10 times shorter than that of 
the 10Gbps one, so in a given period of time, there are more flows transmitted in 
the 100Gbps system, which means more traffic flows and more BER constraints. 
Since the traffic is uniformly distributed, so more BER information is obtained in 



























The proposed novel approach for monitoring the bit-error-rate link by link for 
dynamic all-optical WDM networks without incurring additional hardware is 
convincingly demonstrated by simulations, and it can be easily implemented by 
extending the OSPF protocol. The demonstration is performed over a realistic 
408-node multi-domain large scale network tested with multiple soft link-faults 
for 10Gbps system [40]. In addition, demonstration over a 112-node 
























Dynamic all-optical WDM network with GMPLS control plane is very attractive 
for the future core network as it reduces the power consumption of electronic 
switches and can be very efficient in delivering ultra large files for data center 
exchanges and backup or high-definition 3D videos. With the massive 
deployment of ROADM and WSS by major carriers in recent years, the core 
network has rapidly evolved to an all-optical WDM network.  
 
As the traditional link-by-link BER monitoring offered by the overhead bits in 
the SDH or OTN frames is no longer available in a transparent all-optical WDM 
core network, it creates a critical problem for the carriers which need to monitor 
the BER of individual links to ascertain their well-being. Instead of following the 
traditional approaches, a new approach for monitoring dynamic all-optical WDM 
networks without incurring additional hardware is proposed by modeling the 
problem using linear programming. It can be easily implemented by extending 
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the OSPF-TE protocol. The feasibility and stability are demonstrated by 
simulation of a 408-node multi-domain network with up to ten soft link-faults for 
10Gbps system and a 112-node intra-domain network with up to 20 soft 
link-faults for 100Gbps system. 
 
Another issue of dynamic network studied in this work is the LFSF unfairness 
problem. We show that all-optical dynamic network suffers from the long-flow 
short-flow (LFSF) unfairness problem especially for single wavelength network, 
and this problem becomes even more severe for the real-world self-similar 
Internet traffic. By segmenting the long flows into many short flows and 
scheduling the transmission dynamically, the LFSF unfairness can be reduced 
significantly. By combining the segmentation strategy with the previously 
proposed virtual output queuing (VOQ) scheduling approach, it is shown that the 
throughput of all-optical dynamic network under self-similar traffic can be 
improved from 25% to 85% for the single wavelength case, and from 55% to 
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