The intertwining operator, κ, in the isospectrality proof of [Sz1, Sz2] 1 2 3 does not appear in the right form. The correct operator associates rather the Z-Fourier transforms of the functions corresponded to each other by this κ. In this note the isospectralities are established by means of this redefined operator. New isospectrality examples are also constructed. They live on sphere×ball-and sphere×sphere-type manifolds. They include isospectral metrics such that one of them is homogeneous while the other is locally inhomogeneous. Such examples were found on sphere×torus-and sphere-type manifolds earlier.
Operator κ is defined by κ : ϕ(|X|, Z)Θ p Q Θ q Q → ϕ(|X|, Z)Θ ′p Q Θ ′q Q . Although, the emphasis should have been placed on eigenfunctions with real eigenvalues of operator M = l α=1 ∂ α D α •, in this definition one focused on eigenfunctions with imaginary eigenvalues of operators D A • and D A ′ •. There have been overlooked that the κ is not complex linear, thus it does not intertwine them, as opposed to the rest parts of the Laplacians which are intertwined. The right operator corresponds the partial Z-Fourier transforms, z e i Z,V ϕΘ p Q Θ q Q dV and z e i Z,V ϕΘ ′p Q Θ ′q Q dV , of the above functions to each other. All the right elements of that proof are used also here, however, these considerations penetrate more deeply into explicit spectrum computations.
For the sake of simplicity we consider Heisenberg type groups, H a,b) l , and their solvable extensions SH (a,b) l . Endomorphisms J α , acting on v = (R r(l) ) a+b = R r(l)a × R r(l)b and satisfying J 2 α = −id, are defined by endomorphisms j α acting on R r(l) such that they act on the components of R r(l)a (resp. R r(l)b ) as j α (resp. −j α ). Operator D α • is defined by the directional derivative J α (X)• with respect to the indicated vector field. Space v is called X-space of the Heisenberg type group. The complete metric group, (H, g), is defined on n = v ⊕ z, where z = R l is the so called Z-space. The (H, g) extends into a solvable metric group (SH, g) whose dimension is greater by 1. The local parameter corresponding to this dimension is denoted by t.
The isospectrality constructions are performed on ball-type domains and on their sphere-type boundaries, which are diffeomorphic to balls resp. spheres. The latter's are level sets defined by ϕ(|X|, |Z|) = 0 resp. ϕ(|X|, |Z|, t) = 0. New type of examples, not discussed in [Sz1, Sz2] , are also constructed. They live on sphere×ball-type domains and their sphere×sphere-type boundaries. These trivial ball-resp. sphere-bundles are defined over an X-sphere S R X (of radius R X and center at the origin) such that one considers a Z-ball B R Z resp. its boundary S R Z over each base-point X.
In the solvable case one should consider (Z, t)-balls and -spheres around (0, 1) over the points of S R X . A ball B R Z (resp. sphere S R Z ) uniquely extends into a geodesic ball (resp. sphere) of the metric (Z, t)-space.
On a Heisenberg type group the Laplacian is
where ∂ α denotes partial derivative on the Z-space (cf. (1.5) in [Sz2] ). Operator M, whose eigenfunctions are described next, commutes with both operators in the rest part.
For fixed X-vector Q and unit Z-vector V u consider X-function Θ Q (X, V u ) = Q + iJ Vu (Q), X and its conjugate Θ Q (X, V u ). For a vector V = |V |V u , these functions are eigenfunctions of D V • with eigenvalue −|V |i resp. |V |i.
Higher order eigenfunctions are of the form Θ p Q Θ q Q with eigenvalue (q−p)|V |i. Consider also a sphere S R Z of radius R Z around the origin in the Z-space. For an appropriate function φ(|X|, V ), depending on |X| and V ∈ S R Z , define
This function is an eigenfunction of M with the real eigenvalue (p − q)R Z . Note that also F + QpqR Z (φ), is an eigenfunction with the same real eigenvalue. Even if φ is real valued, both functions are complex valued, however,
is a real valued eigenfunction of M with the same eigenvalue. These functions are eigenfunctions also of ∆ Z with eigenvalue R 2 Z . Also note that these eigenvalues do not change by varying Q.
Instead of the homogeneous non-harmonic polynomials Θ
, defined by projections, Π X , onto the space of (p + q)-order homogeneous harmonic polynomials of the X-variable. These projections are described in the form
(3.14)), thus in a term defined by B k the value p k − q k is the same as for the leading term. Therefore also the functions HF + QpqR Z (φ)(X, Z), defined by using this harmonic polynomial in place of the non-harmonic one in (2), are eigenfunctions with the same real eigenvalues, both of M and ∆ Z . When the complete Laplacian (1) is acting on this function, one gets an action which is combination of X-radial differentiation, ∂ |X| , and multiplications by functions depending just on |X|. I. e., the action is completely reduced to X-radial functions. Also this reduced form of the Laplacian is not changing by varying Q. The eigenfunctions of ∆ can be found by seeking the eigenfunctions of the reduced operator among the X-radial functions.
Similar arguments can be established for F − QpqR Z (φ) and HF − QpqR Z (φ), defined by exchanging e +i Z,V for e −i Z,V in (2). The eigenvalue of M regarding these functions is the negative of the above eigenvalue.
Although eigenfunctions of ∆ can be explicitly established for fixed spheres S Rz , the eigenfunctions on closed domains can not be found among them because they do not comply with the boundary conditions in general. These functions, defined for all S R Z , can be used, however, to define intertwining operators. In fact, for H
Qpq (and also the corresponding κ's marked by minus sign) by κ + Qpq :
t. c., for all R Z . I. e., the associated functions are built up by J α resp. J ′ α in the very same form. For fixed Q and n, m ∈ N functions F + Qpq (φ)(X, Z) . . . satisfying p + q ≤ n , q − p = m and considered for all R Z are closed with respect to the action of ∆, furthermore, the κ + Qpq . . . intertwines both ∆ and ∆ ′ . One gets the same intertwining property regarding the function space defined by the harmonic polynomial Π X (Θ p Q Θ q Q ). Actually, the function spaces of the first type are direct sums of spaces of the second type. The operators defined by the two alternatives aggree.
Note that (2) describes the Fourier transform of a Dirac-type distribution concentrated on the sphere S R Z . In polar coordinates the Z-Fourier transform can be interpreted as superposition of transforms described in (2). Thus the precisely defined κ + Qpq is a correspondence associating the Z-Fourier trans- 
QQ≤nm -and Ξ * QQpq -versions, associating the functions of the corresponding function spaces regarding two distinct unit vectors Q andQ. All these operators obviously intertwine the corresponding Laplacians, since (for all R Z ) they are intertwined regarding the functions defined in (2).
Next we show that also the boundary conditions are intertwined by the above operators. For a unit Z-vector Z 0 denotation X Z 0 means that this X-vector is in the subspace spanned by Q and J Z 0 (Q). On the plane P (Q, Z 0 ) spanned by these two vectors we introduce the polar coordinates (|X Z 0 |, α) such that α(Q) = 0, α(J Z 0 (Q)) = π/2 hold. By considering all Z 0 , one has a spherical coordinate system on the space, S Q , spanned Q and all possible J Z 0 (Q). Function Θ Q appears on this coordinate system as follows. If the orthogonal projection, X Q , of X onto S Q is in P (Q, Z 0 ), then
Using also the formula regarding Θ Q , by powering in Θ p Q Θ q Q one gets:
In the last integral term of (6) the Z-Fourier transform,φ s , of the function, φ s (X, V ) = φ(|X|, V )|V | −s is taken which depends just on |X| and the Zvariable. Functions Θ q Q resp. Θ p Q are homogeneous harmonic polynomials of the X-variable, thus in case of p = 0 or q = 0, the above transform is nothing but HF + Qpq (φ). If pq = 0, there are new terms like |X| 2r Θ p−r Q Θ q−r Q appearing in the X-harmonic polynomial Π X (Θ p Q Θ q Q ) and, for each r, an additional sum shows up, both in (5) and (6). Comparing the first and r th sums, the p + q is exchanged for p+q−2r, which is the greatest possible value for s r in the sum. Such a new sum can be combined with the first one, where r = 0, by multiplying the r th sum by 1 = (cos 2 (α) + sin 2 (α)) r for getting trigonometric polynomials occurring in the first sum. By collecting the terms belonging to the same trigonometric polynomial, the first integral term in (5) is exchanged for a polynomial of the form P spq (|X|, Z 0 , V u ) = s r=0 A (s−r)
On sphere×ball-type domains the |X|-variable is constant, thus functions φ s−r depend just on the Z-variable. Actually, they are the same functions in the Z-spaces over the points, X, of the sphere. If X Q ∈ P (Q, Z 0 ), functions ∂ s−r Z 0φ s−r depend also on Z 0 , however, they are still independent from α. Also note that functions cos p+q−s (α) sin s (α), where 0 ≤ s ≤ p + q, are linearly independent (this statement can be seen by mathematical induction). Therefore, a function HF + Qpq (φ) satisfies the Dirichlet condition at a point (X, Z), where X Q ∈ P (Q, Z 0 ) and Z is in the boundary sphere S R Z of B R Z , if and only ifP spq is vanishing at Z for all 0 ≤ s ≤ p + q. This condition must hold for all Z 0 , thus F + Qpq (φ) satisfies the Dirichlet condition on the boundary points S R X × S R Z of a sphere×ball-type domain if and only ifP spq (Z) = 0, for all 0 ≤ s ≤ p + q and Z 0 at any boundary point Z ∈ S R Z . Thus the functions satisfying the Dirichlet condition are determined by the generating functions φ, proving that they are intertwined by the above operators. A ball-type domain is built up by a one-parametric family, where the parameter is R = |X|, of sphere×ball-type manifolds. The same proof yields the intertwing of the Dirichlet condition on these manifolds.
The same statement can be established regarding the Neumann condition. Q spq = Z 0 , Z ((p + q − s + 1)P (s−1)pq − (s + 1)P (s+1)pq ), holds at the boundary points, for all Z 0 and 0 ≤ s ≤ p + q (coefficients A, B and C are defined in (7)). The intertwining regarding both terms of (14) is obvious, thus also the Neumann condition is intertwined by all operators constructed above both on ball-and ball×sphere-type manifolds. The same proof yields the statement for any choice * = +, −, R.
The isospectrality on ball-and sphere×ball-type manifolds of nilpotent groups can be established in two different ways. In the first one the κ's are used.
Since the whole L 2 function space is spanned by the complete ∆-invariant sub-spaces Ξ * Qpq , it is enough to consider the problem on the total functionspace Ξ * pq = Q Ξ * Qpq defined with fixed p, q and * . Then, one can find Q 1 , . . . , Q r(p,q) such that the corresponding function spaces are independent, spanning Ξ * pq . By intertwining with each κ * Q i pq , one has a global intertwining between Ξ * pq and Ξ ′ * pq .
In the other proof intertwinings ω * Qpq are applied. The elements, {λ pqi }, of the spectrum appear on each Ξ Qpq with multiplicity, say m pqi . Then the multiplicity regarding the whole L 2 -space is d pq m pqi , where d pq is the dimension of the function space spanned by all Π X (Θ p Q Θ q Q ). On the other hand, for Q ∈ R r(l)a , the isospectrality obviously follows from Ξ * Qpq = Ξ ′ * Qpq , which proves the theorem completely. Note that the isometries act transitively on the X-spheres of H (a+b,0) 3 , implying the intertwining property for ω * QQpq . Though the isometries are not transitive on the X-spheres of the other members of the isospectrality family, the ω * QQpq is still an intertwining operator. This phenomena clearly shows how the spectrum can "ignore" the isometries. Formula (13), along with the obvious intertwining regarding ∂ |X| and ∂ |Z| , proves that not just the combined directional derivative, µ•, but all the three component-derivatives are individually intertwined. It follows, by decomposing the functionsP spq andQ spq defined for fixed Z 0 by means of radial functions and spherical harmonics, that the normal Laplacians ∆ µ and ∆ ′ µ as well as the inner Laplacians ∆ B and ∆ ′ B on the boundaries are intertwined. Thus isospectralities on the boundary manifolds are also established. By restricting the functions onto the boundary manifolds, the intertwings are defined by those on the ambient manifolds.
The isospectrality theorem naturally extends to the solvable extensions. The Laplacians on the ambient-and boundary-manifolds, furthermore, the normal vectors to the boundaries are described in formulas (1.12), (3.30), and
