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Every science has its seminal thinkers who make
possible future signiﬁcant developments in their ﬁeld. In
linguistics, Zellig Harris was such a visionary. This
special issue, which is dedicated to him, was inspired by
his work. Harris died on May 22, 1992 at the age of 82,
while remaining creatively active in work up to the end
of his life. He established a theoretical foundation,
called sublanguage theory, for the structure of language
in specialized domains. His work extended over forty
years and has had a substantial impact in both linguistic
theory and the ﬁeld of natural language processing
(NLP).
We have the pleasure of presenting papers by re-
searchers who have been established leaders in the ﬁeld
of NLP for many years, and whose research has been
substantially inﬂuenced by Harriss work. The papers we
present explore topics associated with language pro-
cessing issues and methods that are pertinent to the
domain of biomedical documents. A special issue de-
voted to sublanguage processing is timely because there
has been increased interest in NLP applications in bio-
medicine, which are aimed at the extraction and struc-
turing of information in textual documents. The value of
this technology is that it is automated, and therefore can
keep pace, capture and organize, in a timely manner, the
huge volume of information occurring in new online
documents. The extracted information can subsequently
be accessed by other automated processes and used to
improve health care and facilitate biomedical research.
This issue diﬀers from other issues of JBI in that instead
of having one usual methodological review paper, many
of the papers herein contain reviews of NLP topics that
are of special interest to this issues contributors. Thus,
the entire issue constitutes a methodological review
while oﬀering new results from many of the top re-
searchers in the ﬁeld.
Harriss theories continued to evolve during his many
decades of active research. His earlier work was con-
cerned with the syntactic and mathematical properties of
language [1,2], and his more recent work developed a
uniﬁed theory of language by adapting the earlier research
and incorporating sublanguage theory [3,4]. Material on
his language and sublanguage theories is included in anew
two-volumeworkonHarris [5], which is a testimony tohis
contributions to the ﬁeld. Other researchers subsequently
applied sublanguage theory to their work, which is de-
scribed in two books on sublanguage processing [6,7].
Additionally, comprehensive language processing sys-
tems in the biomedical domain, such as the pioneering
Linguistic String Project system [8] and the MedLEE
system [9], were inﬂuenced by his work.
The ﬁrst paper, a previously unpublished paper by
Harris, analyzes the organization of information in sci-
ence and discusses how the restricted use of language in
a subﬁeld of science enables a description of its infor-
mational structure. He analyzes literature associated
with early research in cellular immunology and, from
sample text, delineates salient entities and relations in
that ﬁeld. Additionally, he notes how changes in the
ﬁeld over time are reﬂected by changes in the structure
of the language. What is especially noteworthy is that
this paper suggests that it may be possible to obtain
standard notations for diﬀerent science languages based
on actual texts.
The second paper written by Friedman, Kra, and
Rzhetsky is a review of prior work. One part presents an
overview of Harriss language theories and discusses
their applicability to issues concerned with biomedical
language processing. The second part summarizes work
done by Friedman and colleagues spanning over a de-
cade of research, which culminated in the creation of
two comprehensive natural language processing systems
in the biomedical domain, MedLEE [9] and GENIES
[10]. A detailed analysis and comparison of the entities
and relations associated with the clinical and biomo-
lecular sublanguages are provided. This paper suggests
that the common underlying theory of sublanguage
made possible the development of two diﬀerent language
processing systems that share the same processing en-
gine but have distinct sublanguage components.
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The third paper, by Grishman, Huttunen, and Yan-
garber presents recent work associated with the pro-
cessing of infectious disease reports. Grishman is the
leader of the PROTEUS project [11], and has been ac-
tive in natural language processing for over two decades.
The paper suggests that the heart of his system is a set of
sublanguage patterns, which constitute the various ways
the relevant events are expressed in text. Signiﬁcantly,
the paper also describes corpus-based methods for the
automatic acquisition of sublanguage knowledge that is
needed by extraction systems. These methods are aimed
at reducing the knowledge acquisition bottleneck and
therefore are critical for furthering the ﬁeld.
The fourth paper, by Hirschman, Morgan, and Yeh
focuses on language processing issues in the biological
domain. Hirschman, an established NLP researcher,
heads the NLP group that is responsible for develop-
ment of the ALEMBIC information extraction system
and toolkit [12]. This paper reviews language extraction
systems in the biological domain as well as studies of
performance. The authors suggest that diﬃculties asso-
ciated with the recognition of biological entities, which
is a critical component needed for sublanguage pro-
cessing, substantially impede performance. Hirschman
proposes an agenda aimed at raising performance by
spearheading an eﬀort that involves establishing data
sets for evaluation purposes, and is seeking cooperation
with biology researchers so that they provide a reality
check to ensure that the NLP techniques are being used
to solve real problems in the biological domain.
The ﬁfth paper, by Hobbs, presents an overview of a
seminal information extraction method that he and his
colleagues developed about 10 years ago. It resulted in
the creation of a system called FASTUS (an acronym
for Finite-State Automaton Text Understanding Sys-
tem) [13], and is based on separating the processing into
stages so that each stage captures a certain level of in-
formation, such as recognition of complex words and
names, recognition of basic phrases (e.g., simple noun
phrases, simple verb groups), and recognition of sub-
language patterns. Each process depends on the use of a
ﬁnite state automaton that is either general to English or
that is domain-speciﬁc. Signiﬁcantly, the method used
by FASTUS is still the most widely used one for infor-
mation extraction.
The last paper, by Kittredge, describes research
aimed at understanding linguistic processes that are in-
volved when authors create abstracts by condensing
their own scientiﬁc journal articles. Kittredge is an es-
tablished linguist who pioneered the development of
practical systems for machine translation and text gen-
eration [14]. Eﬀective abstraction techniques are im-
portant to the ﬁeld since generation of cohesive
summaries from patient reports and from research ar-
ticles could facilitate medical care and research. The
author proposes that eﬀective condensation methods
require sublanguage-speciﬁc language knowledge. He
suggests that condensation research builds upon Harriss
research in discourse and sublanguage analysis because
the concept that sublanguage text could be mapped into
tabular form led to research associated with the reverse
process involving generation of reports from informa-
tion in structured databases, such as those containing
weather forecasting data.
We hope you enjoy this special issue created and
dedicated in an appreciation of Zellig Harris.
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