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Abstract
Graphical methods for evaluating the fit of Johnson's hierarchi-
cal clustering schemes are presented together with an example. These
evaluation methods examine the extent to which the clustering algorithm
can minimize the overlap of the distributions of intracluster and inter-
cluster distances,
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Graphical Evaluation of Hierarchical Clustering Schemes
A general problem with cluster analysis is that of evaluating the
appropriateness of the method for any particular set of data. This paper
presents such a method for Johnson's [1967] hierarchical clustering schemes.
Johnson suggests a model for cluster analysis in which the terms to
be clustered are the endpoints of a tree. Each node or intersection of
branches is assigned a numerical value or level which increases mono-
tonically with the node's distance from the endpoints. If we let the
distance between any two points be the level of the node first joining
those points, then a necessary and sufficient condition for the existence
of the specified tree is that the interpoint distances be ultrametric;
that is,
(1) d(x,z) < max[d(x,y), d(y,z)],
where d_(xy) is the distance between the points x and y.
The construction of a cluster tree from a set of ultrametric dis-
tances is simple, but, in many cases, we cannot expect the distances to
conform exactly to (1). Johnson suggests two methods for cluster analy-
sis when d is not ultrametric. Both methods involve starting with each
term in a separate cluster and then using an iterative procedure to join
the clusters until only a single cluster remains. Each iteration involves
first joining those clusters which have the lowest intercluster distance
and then determining the distance of the newly formed cluster from the
other clusters. It is this second step of each iteration that differen-
tiates the two methods suggested by Johnson. Let D be the intercluster
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distance function, and suppose that a new cluster, x, is formed on some
iteration by joining the clusters x1 , x, .. , xn. Then for the maximum
method
D(x, y) = max[D(xj,y), D(L,y), ... , D(xy)].
For the minimum method
D(x,y) = min[(x 1,y), D(x2,y), ..., y)]
In either case, the construction of the tree is simple. Each node repre-
sents the formation of a new cluster from lower level clusters, and the
level of that node is simply the intercluster distance of the clusters
making up the new cluster.
Our suggestion for evaluating each method is a goodness-of-fit index
which may be formulated for each level of the tree. To introduce this
method, first consider the sets of clustered and unclustered points at
each level, v. Letting 6(x,y) be the lowest level at which x and y
cluster, C = {(x,y); 6(x,y) < v)} is the set of all pairs of points
clustered at or below Level v. The complementary set, those clustered
above Level v, is U = {(x,y); 6(x,y) > v}. It is not difficult to see
that for either method d(x,y) < viff(x,y) E C whenever (1) holds. But
when (1) does not hold, the two methods make different compromises with
this condition. Specifically, the maximum method insures that d(x,y) < v
for any (x,y) e Cv. Conversely, the minimum method insures that
d_(x,y) > v for any (x,y) E U . Departures of d_ from (1) can therefore
be evaluated for the maximum method by computing the proportion, PU(L),
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of (x,y) pairs in U for which d(x,y) < v. The corresponding statistic
for the minimum method is the proportion, c(V), of (x,y) pairs in Cv
for which d(x,y) > v. Both of these statistics, PIj(v) and P(v) will
exceed zero to the extent that (1) is violated in the data.
As an example, Figure 1 presents Pj(v) and PC(L) as a function of v
for Johnson's analysis of the data presented in Table VII of Miller and
Nicely [1955]. This table gives confusion counts among 16 consonants,
and from these counts Johnson constructed a similarity function, s(x,y),
which is presumably related to d(x,y) by a decreasing monotonic function.
Thus, P(v) in this case is the proportion of (x,y) pairs in U for which
s(x,y) 1 v, and PC(v) is the proportion of (x,y) pairs in C for which
s(Lx,y) < v. Plotted with P~(v) is an obvious standard of bad fit, the
unconditional proportion, F(v) of (x,y) pairs for which s(x,y) > v; P(V)
would be expected to approach F(v) only under the worst of conditions.
The corresponding standard of bad fit for the minimum method is 1 - _(v),
which is shown for this example with the plot of PC(v)
Insert Figure 1 about here
Apart from a goodness-of-fit interpretation, PU can be viewed as
an index of the overall difference of within- and between-cluster dis-
tances in that Pu() is the proportion of intercluster distances not
exceeding the highest intracluster distance. The converse unfortunately
does not hold for PC(v) since this statistic can exceed the proportion
of intracluster distances greater than or equal to the lowest inter-
cluster distance. This latter proportion is plotted as a function of
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level in Figure 1, where it is designated P' (v). Applying this inter-
pretation to Johnson's example, we see that the maximum method is quite
successful at limiting large distances to intercluster pairs. The minimum
method is less consistent in limiting small distances to intercluster
pairs. Furthermore, the last two nodes formed by both methods appear to
be more or less meaningless.
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Figure Caption
Figure 1. Cluster trees and evaluation functions for Johnson's analysis
of Miller and Nicely's Table VII.
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