We previously developed a noninvasive technique for the quantification of fluorodeoxyglucose (FDG) positron emission tomography (PET) images using an image-derived input function obtained from a manually drawn carotid artery region. Here, we investigate the use of independent component analysis (ICA) for more objective identification of the carotid artery and surrounding tissue regions. Using FDG PET data from 22 subjects, ICA was applied to an easily defined cubical region including the carotid artery and neighboring tissue. Carotid artery and tissue time activity curves and three venous samples were used to generate spillover and partial volume-corrected input functions and to calculate the parametric images of the cerebral metabolic rate for glucose (CMRgl). Different from a blood-sampling-free ICA approach, the results from our ICA approach are numerically well matched to those based on the arterial blood sampled input function. In fact, the ICA-derived input functions and CMRgl measurements were not only highly correlated (correlation coefficients >0.99) to, but also highly comparable (regression slopes between 0.92 and 1.09), with those generated using arterial blood sampling. Moreover, the reliability of the ICA-derived input function remained high despite variations in the location and size of the cubical region. The ICA procedure makes it possible to quantify FDG PET images in an objective and reproducible manner.
Introduction
In order to transform [18F] 2-fluoro-2-deoxy-D-glucose (FDG) positron emission tomography (PET) images into quantitative measurements of the cerebral metabolic rate for glucose (CMRgl, in units of mg/min/100 g), it is necessary to provide information about radiotracer delivery to the brain (i.e., the FDG input function), often referred to as the plasma time activity curve (PTAC). While the PTAC may be generated using arterial/arterialized blood samples, the invasive blood sampling approach is frequently uncomfortable and associated with occasional risk, it jeopardizes the ability to enroll and retain persons in research studies (e.g., in longitudinal studies Reiman et al 2001) or clinical trials, it is labor-intensive, and it is not practical in small animal-imaging studies (e.g., in the preclinical screening of investigational therapies (Huang et al 2004) ). We previously developed a non-invasive method using dynamically acquired FDG PET images, three venous plasma measurements and a manually drawn carotid artery region of interest (ROI) to generate the image-derived input function (Chen et al 1998) . In this paper, we discuss the identification of the carotid artery and surrounding tissue ROI using independent component analysis, making it possible to quantify FDG PET human brain images with minimal manual, subjective efforts and in a very reproducible way.
The essential step in the generation of the image-derived input function is the localization of the blood vessel component(s) from which the dynamics of the tracer in the vascular space are to be extracted. Entirely or partly manual procedures have been proposed to define vascular ROIs, including our previously described method to manually define carotid artery ROI (Chen et al 1998) and a previously described method to manually define venous sinus ROIs (Wahl et al 1999) directly in dynamically acquired FDG PET images. Alternatively, a vascular ROI may be defined on a person's co-registered high-resolution magnetic resonance image (MRI) (Litton 1997) . The choice of the superior sagittal sinus via the simulation of the tomographic imaging process to generate images of different blood vessel and background geometries, and selecting the one that best fits the acquired PET image, is yet another suggested approach for obtaining a relevant blood vessel ROI (Asselin et al 2004) which avoids both manual drawing and the need for MRI data. A number of statistical procedures have also been proposed to identify vascular ROIs in dynamically acquired PET images using temporal tracer kinetic information; these methods include cluster analysis (Liptrot et al 2004) , dynamic factor analysis (Wu et al 1995 (Wu et al , 1996 and, of particular interest to the current study, independent component analysis (ICA) (Lee et al 2001 , Naganawa et al 2005 , Su et al 2005 .
ICA was first introduced to human brain imaging researchers in functional MRI (fMRI) studies . ICA has also been applied to quantitative myocardial perfusion in dynamically acquired oxygen-15 water cardiac PET data (Lee et al 2001) . In that O-15 water PET study, the ICA-generated input function was found to have a tail with reduced noise as compared to that obtained by arterial blood sampling, whereas the estimates of myocardial blood flow are comparable. Since the left ventricle is relatively large and clearly separated from the myocardial wall, it did not appear to be necessary to consider potentially confounding partial-volume and spillover effects (Lee et al 2001) . In contrast, these effects cannot be safely ignored in human brain PET studies since a cerebral blood vessel is small relative to image resolution. With their special version of ICA, EPICA which incorporates specific properties of the human brain FDG-PET data, Naganawa et al used a single arterial blood sample to scale the ICA generated image-derived input function, and they accounted for the effects of spillover implicitly through the source signal mixing process (Naganawa et al 2005) . With the same consideration in mind and the objective to establish a CMRgl quantification procedure without any blood sampling (i.e., blood sampling free FDG-PET CMRgl quantification), Su et al adopted the approach proposed in Chen et al (1998) but replaced the later venous blood samples with the extracted local frame-wise maximal activity from the ICA identified blood vessel region over the first 30 min interval (Su et al 2005) . Below, we refer to this ICAbased frame-wise maximal time activity curve as I max-ica and their approach as MAX-ICA. Continuing these ICA efforts initiated by Naganawa et al (2005) and Su et al (2005) for the generation of the input function for dynamic FDG-PET human brain studies, the current study has several aims. (1) We carefully examine the effects of various settings associated with the ICA procedure. These settings have been routinely determined by visual and subjective inspection of the images. (2) We investigate the robustness of the estimated CMRgl values to these settings attempting to minimize the effects of the subjective choices for these various settings. (3) For the generation of the image-derived input function for dynamic FDG-PET studies, we introduce the use of a general-purpose ICA computer package, FMRLAB (Duann et al 2002 , with our own adaptation and our voxel-by-voxel CMRgl quantification computer program, fully streamlined. (4) We revisit the feasibility of CMRgl quantification without any blood sampling. We argue respectfully that an absolute bloodsampling free procedure is yet to be realized. Among the arterial blood input function and the two ICA based image-derived input functions constructed either via MAX-ICA or via using few venous blood samples (referred to as VEN-ICA below), we examined the numerical compatibility of the CMRgl quantified with each of them. This numerical compatibility is in contrast to only examining the closeness of correlation between the CMRgl quantified via one input function and the CMRgl via another (Su et al 2005) . We argue that close correlation alone, as performed for FDG-PET data from six subjects (Su et al 2005) , would not address the existence of potential bias and the variability of the bias across study subjects/groups.
Though with different views on some important issues such as the one that the ICA approach can completely eliminate the need for blood sampling, our current study provides additional and more solid supporting evidences for the use of ICA to generate the imagederived input function in dynamic FDG-PET human brain studies, consistent with the main conclusions from previous studies (Naganawa et al 2005 , Su et al 2005 . In doing so, we also validated the ready-to-use package, FMRLAB (http://www.sccn.ucsd.edu/fmrlab/) together with some needed adaptations, the optimized settings of FMRLAB and settings in our adaptation. In addition, we used data from more research subjects who had arterial blood sampling to empirically validate the accuracy of our virtually streamlined method for the quantification of CMRgl and to demonstrate the general applicability of the ICA procedure.
Method

Data
This study used the PET images and arterial blood data previously acquired for the study in which we introduced our non-invasive method for quantifying FDG PET images using manually defined carotid-artery ROI (Chen et al 1998) . Dynamic FDG PET scan was performed in 22 healthy research subjects using the 951/31 ECAT scanner (Siemens, Knoxville, TN). Following the performance of a transmission scan and the subsequent intravenous administration of 10 mCi FDG (Chen et al 1998, and Reiman et al 2001) , each subject had a 60 min dynamic sequence of emission scans, resulting in one 12 s, eight 2 s, two 10 s, one 12 s, one 30 s, two 1.0 min, two 1.5 min, one 3.5 min, two 5 min, one 10.0 min and one 30 min reconstructed frames. PET images were reconstructed using a filtered backprojection method with a Hanning filter of 0.4 cycles per pixel cutoff frequency, and measured correction for radiation attenuation and scatter. For use in our non-invasive quantitation method, the subjects also had five venous blood samples drawn at the mid-time points of the last five frames. For the purpose of validating our non-invasive method by comparing it to the input functions derived from arterial blood samples, sequential arterial blood samples were drawn every 5 s for the first minute, every 10 s for the second minute, every 30 s for the next two minutes, and then at 5, 6, 8, 10, 12, 15, 20, 25, 30, 40, 50 and 60 min, yielding a discrete representation of the blood sampled function. Note that the arterial blood samples are only used here for the purpose of validating VEN-ICA. Its routine use only requires a few venous samples acquired towards the end of the scanning session, and assumes the previously established compatibility between venous and arterial blood samples (Chen et al 1998) . For CMRgl quantification, the blood glucose levels were needed and measured via blood sampling at the first and the last of the five blood samples. The setup for measuring the blood glucose level was then simply used for other venous blood samples. Thus, there is actually no added extra-burden on the PET acquisition procedure or on the patient. To our knowledge, the most practical and adequate procedure for measuring the blood glucose level is still via blood sampling. This fact, articulated more in the discussion, and the observed variability of the CMRgl estimated bias via the use of I max-ica (the MAX-ICA approach), as presented in the results section, are the primary reasons questioning the feasibility of the CMRgl quantification without any blood sampling.
ICA procedure
Denote the dynamic series of PET data as F i (i = 1, 2, . . . , n), where n is the number of time frames. Each F i corresponds to three-dimensional PET data over the brain volume acquired at time t i and consistently rearranged as a row vector with length N (the number of voxels). The entire dynamic PET dataset X is given by
Note that it is usually the case that the N n, a main reason cited in favor of spatial ICA (Duann et al 2002 . The spatial ICA is to construct a set of J ( min(n, N )) independent spatial components from n frames, for which the jth of these components is a linear combination of these n frames: , the realization of the random variable y j . It is also worth noting that principal component analysis has been routinely performed, and was the case in our use of FMRLAB, prior to the ICA procedure for reducing the dataset dimension and for de-correlating the data.
The ICA optimization procedure adopted in FMRLAB is infomax, which is based on the maximization of network entropy for the construction of the independent components. As previously suggested (Duann et al 2002 for fMRI, we believe also that infomax is appropriate for the determination of the vascular ROI in dynamic PET studies because the independent components for the blood vessel should have relatively small regions of non-negligible weight values. Moreover, the results of our current study provide strong empirical support for the use of the infomax algorithm (see the results section).
Though the ICA core of the FMRLAB was un-touched, some code modifications were made for our study. These modifications made to FMRLAB include (a) data file input/output to directly read in ECAT6 or ECAT7 formatted PET data as well as Analyze or NIFTI file; (b) pre-assignment of various settings, originally provided by the user via graphic user interface at the run-time, so that the program can be run in the batch mode for testing purposes; (c) extraction of dynamic PET counts over the carotid region and its surrounding tissue region; (d) reformatting of image displays at the raw image-thresholding stage so that the thresholded early summed image (for carotid artery identification) can be superimposed on the top of the last frame (for the identification of brain volume).
ICA procedure for image-derived input function and related FMRLAB settings
In contrast to the use of ICA in fMRI studies, neither spatial normalization nor smoothing was applied to the dynamic PET data prior to the ICA procedure. Similar to other ICA studies for the generation of the image derived input function, we first determined the spatial component whose spatial weight vector, denoted as y b , has non-negligible weight only over the blood vessel regions (carotid artery, especially for this study). There were two different approaches to construct the input function once the corresponding component is determined. One was the use of the corresponding time series, w b , proposed in Naganawa et al (2005) , as the representation of the input function for which the spillover from surrounding tissue regions was considered in the context of the unmixing matrix. Alternatively, a blood vessel region may be defined as a collection of voxels whose y b value is higher than a given threshold (Lee et al 2001 , Su et al 2005 . From this blood vessel ROI, the frame-by-frame PET data can then be extracted. In this current study, we adopted this latter approach to extract the dynamic data, but with an extensive test for the robustness of thresholds and the existence of an optimal subject-independent threshold. The extracted data, however, still subjected to the subsequent and separate partial volume and/or spillover correction via either MAX-ICA or VEN-ICA. The extracted and corrected data set yields the image-derived input function. Procedures related to the use of ICA together with venous blood samples or I max-ica are described below and depicted as a flowchart in figure 1.
(1) Define the volume containing the carotid artery. This is an easy and quick data preparation step priori to the FMRLAB ICA procedure. A cubical volume containing the carotid artery is defined first (otherwise, the whole image can be used). To define this cubical volume, early frames from time 0 up to 48 s are summed. The range of the slices over which the carotid arteries are present is determined visually (three to five slices in the lower portion of the brain). A rectangle is then manually defined over the middle slice by two mouseclicks, one at the upper-left corner and another at the lower-right corner of the rectangle. This rectangle is then copied to the selected slices, thus generating a cubical region in the 3D space that contains the carotid artery and neighboring brain tissue regions. See the three boxes on the top of the flowchart in figure 1. The effects of the size and location of this cubical volume on the ICA-generated input function will be examined. (2) Exclude the non-brain region. The brain tissue region within this cubical volume is visible over the last PET frame and so is the carotid artery over the summed image of the early frames. Both structures are displayed, one on top of the other, and inspected. Voxels whose intensities over the last frame are lower than a visually determined threshold, I nb , indicating non-brain voxels without meaningful FDG uptakes, were excluded from the subsequent ICA procedure. This exclusion further reduces the size of the data set for ICA processing. More importantly, it allows adequate definition of brain tissue ROIs surrounding the carotid artery which are required for extracting the tissue tracer dynamics used in correcting tissue-to-blood spillover. This threshold guaranteed that the tissue ROI would contain no voxels outside the brain volume. See the single box in row 2 of the flowchart in figure 1. Note that, in contrast to the two additional thresholds defined below, this threshold is for the raw PET image data. We will examine the robustness of the image-derived input function to the variation of the I nb values. (3) Determine the threshold for definition of the carotid artery. Next, the ICA is applied to the pre-processed dynamic data resulting from steps 1 and 2. Each independent component is first converted to a z-score (using voxel-wise mean and standard deviation) and visually examined by superimposing on top of the image summed over the first 48 s time interval. The spatial component overlap with the carotid artery (having non-negligible weights over the carotid artery ROI) was visually determined. The time activity curves (TAC) of the blood vessel are then generated by averaging data over voxels whose corresponding z-scores are greater than a threshold Z b . We will evaluate a range of z-score threshold values, Z b , of this blood vessel component in terms of the spatial extent of the map overlapping with the blood vessel, and in terms of the consistency between the recovered image-derived input function and the blood sampled input function. As in Su et al (2005) , we extracted I max-ica , the TAC of the maximum pixel value within the ICA identified carotid artery and re-evaluated its use to approximate the true input function for the first 30 min so as to correct for the partial volume effect together with the effects of tissue-to-blood spillover. (4) Establish the threshold for the definition of the surrounding tissue region. To correct for the potential spillover from the surrounding tissue to the carotid artery ROI, the tissue TAC over a tissue ROI adjacent to the carotid artery ROI is needed. We attempt to streamline this procedure by including voxels within the region delineated in steps 1 and 2 that have a z-score threshold, Z t , that is lower than the carotid threshold Z b . For both steps 3 and 4, see the three boxes in row 3 of the flowchart in figure 1. We will need to demonstrate the robustness of the choice of Z t . (5) Correct partial volume and tissue-to-blood spillover and CMRgl parametric image generation. The effects of partial volume and tissue-to-blood spillover are corrected using our previously described method (Chen et al 1998) . The two correction procedures, MAX-ICA and VEN-ICA, were both performed and compared against each other. The VEN-ICA is via venous blood samples. As mentioned earlier, venous blood samples are collected at time points as close as possible to the mid-time points of the last five frames. Though three venous blood samples are sufficient, the extra two blood samples ensure that at least three high quality blood samples are available for the simultaneous estimation of two parameters: the recovery coefficient (for correcting partial volume effect) and the tissue-to-blood spillover coefficient. The working equation for this estimation is c
is the extracted dynamic PET series from the internal carotid artery region obtained by ICA at time t, rc is the recovery coefficient, c p (t) is the venous blood sample interpolated to the mid-time point t of the closest frame, m tb is the tissue-to-blood spillover coefficient and c t (t) is the tissue TAC from the surrounding tissue ROI. The method of non-negative linear least squares is employed to estimate rc and m tb . The second approach, MAX-ICA, is the same as VEN-ICA but with c p (t) replaced with I max-ica over the first 30 min. The implementation of this correction procedure is for our re-evaluation of the proposed method in Su et al (2005) . Finally, the CMRgl parametric images were generated using the graphical Patlak approach, as in Chen et al (1998) , and the input function (image derived or arterial blood sample based). See the two boxes in row 4 of the flowchart in figure 1.
The settings discussed above are specific to our use of ICA for image-derived input function generation of dynamic PET studies and some of them are additional to those associated with the FMRLAB package (the number of PCA components set to 5). Other FMRLAB settings are set at their default values, including the number of iterations.
Validation schemes
The sizes and locations of the cubical volumes containing the carotid artery were varied from the whole image-size to one that contained only the carotid artery and its immediate non-vessel regions. Based on initial testing using data from two subjects and to examine the effects of various thresholds, we varied I nb in the range of 5% to 50% of the maximum voxel intensity value (increment of 5%), Z b from 1.4 to 3.0 (increment of 0.2) and Z t from 1.0 to 2.0 (increment of 0.1), the latter two as z-scores. For each of all possible combinations of these threshold settings, FMRLAB was run (in batch mode) using the criteria discussed below to find the optimal setting combination over all subjects. With the effects of the cubical volume's size, location and the robustness of the CMRgl to various threshold settings investigated and determined, the VEN-ICA procedure was re-run by two independent operators for all subjects to examine inter-rater variability. One of the two operators ran the procedure twice for 10 of the 22 subjects to examine the intra-rater variability.
Validation criteria
Several criteria were used to identify the optimal, subject-independent threshold combination to evaluate the robustness of the ICA for extracting the input function with respect to the thresholds and to examine the difference between VEN-ICA and MAX-ICA. First, we compared the image-derived input function generated using VEN-ICA or MAX-ICA to the arterial blood samples, from the same subjects in terms of the shape and magnitude of the resulting time activity curves. Second, we separately compared, via voxel-by-voxel regression, the CMRgl parametric image estimated using the Patlak graphical method and one of the two image-derived input functions (via VEN-ICA or MAX-ICA) to the CMRgl parametric image estimated using the Patlak graphical method and the arterial blood sample input function. The numerical compatibility of the CMRgl values by the ICA based image-derived input function to the CMRgl values by the blood-sampled input function was evaluated by the closeness of the regression slope to one (1.0), intercept to zero (0.0) and the highest possible squared correlation coefficients (closeness to 1.0). Below, we will simply refer the regression slope, regression intercept and squared correlation coefficient as C-slope, C-intercept and C-R 2 (C for compatibility).
Results
Determination of a subject-independent threshold
The ability to streamline the generation of the image-derived input function depends on the existence of subject-independent thresholds (which, however, may be scanner and/or acquisition protocol dependent). Our extensive examination of various setting combinations revealed a very stable and satisfactorily accurate estimate of CMRgl via VEN-ICA over a relatively wide range of the thresholds.
As illustrated in the left panel in figure 2 , the C-slope varied little as the I nb values changed from 0.05 to 0.3. We discarded testing results for I nb values higher 35% as these high I nb values aborted the tissue-to-blood spillover and partial volume correction or generated erroneous estimation for three subjects. For these subjects, the corresponding brain tissue region defined with the cut-off threshold, when visually inspected, can be easily concluded as not accurate. Thus, the common optimal setting search region for I nb is limited the range of 0.05 to 0.3. In addition to C-slope results as shown in figure 2, the C-intercept is in the neighborhood of zero (mean = 0.015 and std = 0.0026 over all threshold combinations), and the C-correlation is very close to 1 (mean = 0.9996 and std = 0.000 13 over all threshold combinations).
In addition to the C-slope robustness to a large range of I nb values depicted in the left panel of figure 2 , the right panel of figure 2 shows that the C-slope numerical value changed only narrowly, from 1.018 to 1.023, for the tested ranges of Z b and Z t . The result displayed is for I nb = 0.10. Similar results are observed for other I nb values. Note that, from the right panel of figure 2 , the C-slope has value closest to 1 in the neighborhood of Z b = 2 and Z t = 1.5. In addition, the C-intercept has a mean of 0.0143 with std = 0.0029 and the C-correlation a mean of 0.9995 with std = 0.000 092. Examining the threshold testing results, robustness to a wide range of I nb , Z b and Z t , we determined that Z b = 2, Z t = 1.5 and I nb = 0.075×M x (where M x is the maximal voxel intensity values of the summed image) were appropriate for all subjects. In fact and as described above, the variation of the I nb values had insignificant impacts on the image-derived input function curves and the CMRgl parametric images. Thus, the only required manual involvement is the simple and straightforward definition of the cubical ROI, the variability of which has almost no effect on the quantification results, as seen below.
Quantitative CMRgl comparison under the common threshold settings with the use of VEN-ICA
As shown in the left and middle panels of figure 3 using one subject data as an example, the two CMRgl parametric images generated separately with the use of arterial blood samples (left panel) or the image-derived input functions corrected via VEN-ICA (middle panel) are visually indistinguishable. Moreover, as shown in the left panel of figure 4 , voxel-by-voxel comparison of this parametric image pair, via linear regression, resulted in the C-slope = 1.02, C-intercept = 0.0002, and squared correlation coefficient C-R 2 = 0.999 993. This highly consistent pattern was observed in all 22 subjects comparing VEN-ICA to the arterial input function (see table 1). We also compared the whole brain CMRgl obtained with the two different input functions, the arterial and VEN-ICA. For our method validation purposes, the whole brain CMRgl, a single measure for each subject and for each of the three input functions, was calculated using spm global.m sub-routine in the SPM package (http://www.fil.ion.ucl.ac.uk/spm/) from the CMRgl parametric images. This sub-routine computes the whole brain CMRgl as the mean over all voxels whose CMRgl values are greater than one-eighth of the image-wise mean. Linear regression of the whole brain CMRgl via the arterial input against the one via VEN-ICA among all 22 subjects was performed. The regression slope estimate was 1.040, intercept −0.0640 with R 2 = 0.918 (see the last two columns of table 1).
Comparison of the image-derived input function via VEN-ICA to the arterial blood samples
Visual inspection of the image derived input function via VEN-ICA confirms its compatibility with the blood sample generated input function, as exemplified for a single patient in figure 5 . The green curve is the VEN-ICA generated image-derived input function. The blue curve is the blood sample input function and agrees well over the time period starting at about 9 min post-injection. The plot on the right displays the two curves with respect to a logarithmic time scale, illustrating that input initiation and peak times are different. These characteristics are consistently observed for all subjects. Note here that the three venous blood samples collected over the latter time period were used together with surrounding tissue TAC for the correction The C-slope, C-intercept and C-R 2 are for the voxel-wise regression between the two CMRgl images. The last two columns list the global CMRgl estimated with either of the two input curves.
of partial volume and tissue-to-blood spillover effects and were not used to substitute the extracted image data from the carotid artery for the later portion of the image-derived input curve. Whereas discrepancies between the peak heights of the two curves can be observed for some subjects, the widths of the bell-shaped portion of the input curve match well for all subjects. This is consistent with earlier observations (Chen et al 1998) , and, as discussed there and as also shown again in table 1, has little impact on the estimated CMRgl.
Accuracy of the ICA-derived carotid-artery ROI
As illustrated in figure 6 , in which the ICA-derived carotid artery ROI is superimposed on the early summed FDG PET images (two adjacent horizontal sections corresponding to inferior brain regions in which the carotid artery can be observed), the carotid artery was accurately identified in all of the subjects.
Impact of the size and location of the manually defined cubical volume containing the carotid artery and inter/intra-rater variability
There is a dramatic gain in computational speed when running ICA over only a small cubical region containing the carotid artery. For example, in one case the time to run the FMRLAB ICA program dropped from about 3 min (when the whole brain volume is used) to less than 8 s for the cubical region (figure 7) manually defined with only additional 10-15 s. Moreover, . This manual procedure requires the user to select the upper left and lower right corner points. The cubical 3D volume was then created by automatically copying the rectangular region to the neighboring slices. For anatomical cross-reference purposes, the corresponding slice of the MRI coregistered to the PET image is displayed together with the detected carotid artery region superimposed (right panel). Note that the subject's MRI was not used in our ICA procedure.
when using only the cubical region the carotid artery component identified by the FMRLAB package is always the first significant component (that with non-zero weight), which is not consistently the case when using the entire image volume for ICA. It thus remains to be verified that the subjective identification of the cubical volume, a cubical-shaped sub-region containing the carotid artery and its immediate surrounding tissue region and defined in step 1 of the proposed procedure, has no significant impact on the generation of the input function and on the accuracy of the subsequent CMRgl quantification. The ICA and subsequent CMRgl quantification was repeated 20 times for one randomly chosen subject for which variously positioned and sized cubical regions were defined but all other settings were identical. For example, the left panel of figure 7 shows a rectangle with a typical size but a location not carefully centered. This was over the mid-slice of several containing the carotid artery. Although the summed PET image over the early time period exhibits a rather poor signal-tonoise ratio, the brain boundary could be easily identified, when displayed on a computer screen, by an operator trained with just 1-2 cases. For only anatomical cross-reference purpose, the corresponding slice of the MRI coregistered to the PET image is displayed together with the detected carotid artery region superimposed (the right panel of figure 7 ). Note that the subject's MRI was not used in our ICA procedure. In this testing, the x-directional length of the cubical ROI ranged from 26 pixels to 111 pixels, the y-direction length from 22 to 116 pixels, and in the z-direction the number of slices ranged from 3 to 6. The size 111 by 116 is essentially the whole slice, while all others are in the neighborhood of the rectangle shown in figure 7 . The resulting 20 input curves are very similar and, more significantly, the 20 CMRgl parametric images via VEN-ICA or MAX-ICA are visually indistinguishable. One of these images was randomly chosen and compared to each of the remaining 19 parametric images using linear regression. The regression slope ranged from 0.977 to 1.003 with a mean of 0.995, the intercept ranged from −0.0210 to 0.0058, with mean = −0.0068, and R 2 ranged from 0.9994 to 0.9999.
To examine the inter-/intra-rater variability for VEN-ICA, we define the relative difference of global CMRgl estimated by the two operators separately as (CMRgl 1 -CMRgl 2 )/CMRgl 1 , where CMRgl i is the one obtained by operator i (i = 1,2). We found that the maximal relative difference is only 4.6%. In addition, the intraclass correlation coefficient is as high as 0.983. Moreover, when the regression between the CMRgl by the two operators was performed, the regression slope and the intercept were not significantly different from 1.0 and 0.0 (F-test p = 0.3989). Similarly, we found that the maximal relative for the intra-rater test was less than 3.0%, the intraclass correlation coefficient as high as 0.99. For the same regression analysis, the slope and the intercept were not significantly different from 1.0 and 0.0 (F-test p = 0.5075)
Setting individualization (its feasibility and impact on quantification)
The results reported so far are based on threshold settings that are common for all subjects. It thus remains to be determined whether improved quantification is possible if the settings are manually determined in each case, whether this is feasible and how robust the resultant CMRgl is. Visual adjustment of both I nb and Z b introduces an additional manual step taking from extra 20 s to a minute. The adjustment is solely based on the brain shape and the overlap of the ICA component with the carotid artery visible on the summed image, but is absolutely blind to both the closeness of the ICA generated input curve to the blood samples, and to the resulting parametric images. As mentioned earlier, we found that the image-derived input curve (via VEN-ICA) and the CMRgl parametric images are very robust to a wide range of the I nb values corresponding to the visually determined brain tissue regions that are acceptable. This robustness of I nb actually is consistent with the insignificant impact of the sizes/locations of the manually defined cubical regions. Thus, the manual manipulations are primarily for Z b and Z t and improve the results only marginally. For example, using subject 5, up to 4% regression slope improvement (closer to 1) can be achieved.
The feasibility of using of I max-ica for the generation of the image-derived input function
We first note that, just like the venous blood samples, I max-ica did not change over different threshold settings examined. Underestimation of the tissue-to-blood spillover via the use of I max-ica was observed for all subjects primarily due to the low tracer uptake by brain tissue and the high noise levels at the early part of the dynamic acquisition. Consequently, compared to the input function generated via VEN-ICA or the arterial blood curve, the later part of the MAX-ICA input curve is higher (elevated). On the other hand, reflective to the fact that the early part of I max-ica is not free of partial volume effect, the input curve corrected by I max-ica is with reduced peak height in the early part of the data acquisition period. showed such a typical but relatively mild case observed among all the subjects examined in this study. Primarily due to the elevated later portion of the input curve, the estimated CMRgl were underestimated with the use of the input function via MAX-ICA for most, but not all, subjects. As shown in the right panel of figure 3 for such a subject, the CMRgl parametric image generated with the use of the image-derived input functions corrected via MAX-ICA is visually darker. In fact, it is about 37% lower than the one generated using the arterial blood sample as the C-slope is 0.63 when voxel-by-voxel regressing the CMRgl using arterial sample against the one via MAX-ICA (the right panel in figure 4 ). In general, however, the C-slopes varied greatly and were not always less than 1 among all subjects. In fact, we found significant (20-50%) underestimates of CMRgl by MAX-ICA for 18 of the total 22 subjects (C-slopes were less than 1.0 and between 0.5 to 0.8), significant (20 to 70%) overestimates for 3 subjects (C-slopes were greater than 1.0 and between 1.2 to 1.7), and compatible estimate only for 1 subject (C-slope = 0.98, in the neighborhood of 1.0). It is this unpredictable overor underestimation and the great variability of the C-slopes that make the bias correction impractical for CMRgl estimated via MAX-ICA.
We also compared the global numerical values of CMRgl estimated separately using VEN-ICA and MAX-ICA. We found that, on average, CMRgl via MAX-ICA is 30% underestimated compared to the one by VEN-ICA (the mean CMRgl is 2.20 by MAX-ICA and 3.14 by VEN-ICA) and statistically significantly different (p < 0.000 11, paired t-test). We also noticed that this average 30% underestimation is with great variation from subject to subject, thus making subject-independent bias correction impossible. For example, for one subject the MAX-ICA CMRgl = 0.78 while the VEN-ICA CMRgl = 2.66 (70% underestimation). For another subject, MAX-ICA CMRgl = 5.18 while the VEN-ICA CMRgl = 3.17 (63% overestimation).
Discussion
In this study, we introduce the use of the VEN-ICA to identify carotid-artery and surrounding tissue ROIs, reducing the potential variability of the image-derived input function that is associated with subjective definition of the carotid-artery region and surrounding brain tissue ROIs. We believe that the VEN-ICA based image-derived input function makes it possible to quantify CMRgl estimates routinely and objectively with subject-independent common thresholds, the existence of which might be due to the temporal TAC signal difference between the carotid artery region and its surrounding tissue, relative stable cross multi-subjects as determined by the ICA procedure. We suggest that this technique may be especially relevant in research and clinical studies in which there are alterations in whole brain CMRgl, potentially confounding non-quantitative FDG PET studies which typically normalize regional data for the variation in whole brain measurements. For instance, we have shown the FDG PET has greater power to track the brain changes associated with the course of Alzheimer's dementia using absolute quantitative measurements of CMRgl than using non-quantitative FDG PET images which are normalized for the variation in whole brain measurements, since there are time-dependent reductions in whole brain CMRgl itself. Thus, quantitative FDG PET measurements may offer significantly greater power than non-quantitative FDG PET measurements in clinical trials which evaluate the efficacy of putative disease-slowing treatments to attenuate these declines (Alexander et al 2002) . In addition to the parameter CMRgl, the individual rate constants (K 1 , k 2 and k 3 ) in the FDG compartmental modeling are potentially more sensitive indices for tracking the disease progression and/or treatment effects. Additional studies are under way for evaluating the use of the image-derived input function for the estimation of these rate constants and will be reported separately.
Blood samples, especially arterial blood samples, have been considered the gold standard for measuring the input function in dynamic FDG-PET studies. In addition to the invasive nature of this procedure, blood sampling has several other potential disadvantages. The blood samples are characterized by a time-lag between radiotracer delivery to the brain and that to radial artery blood samples (see Guo et al (2007) , however, for its insignificant effect), dispersion and non-avoidable measurement noise. Although an image-derived input may be contaminated by its own sources of error, such as the tissue-to-blood spillover and effects of partial volume, it is free of delay and dispersion artifacts, and presents a signal-to-noise ratio which is more comparable to that contaminating the tissue time activity curves. Because of the different sources of error in the blood samples and image derived input curves; it is unrealistic to judge the quantification for 100% consistency. While arterial blood sampling was used as the 'gold standard' by which to evaluate our image-derived input function, it is possible that our non-invasive measurement provides a more accurate measurement.
Different from MAX-ICA (Su et al 2005) in which I max-ica was treated as the unobserved true input function for the correction of the partial volume and the tissue-to-blood spillover effects, VEN-ICA required the availability of the later three venous blood samples, making it is impossible to estimate CMRgl for retrospective PET studies which did not have the limited venous blood data. Our results obtained with the use of I max-ica for our images reconstructed via filtered back projection reflected the need for further investigations for its representation of the true and un-observed input function in terms of its magnitude (free of partial volume effects) and its relative lower signal-to-noise ratio for early short frames. Among various possible causes, we believe the relatively low image resolution of our data prevented us from using this local maxima series in place of the few blood samples. It also reflected the need to systematically examine the use of the local maxima time series for images reconstructed by iterative algorithms. In addition, we noted and illustrated that the use of only the correlation coefficient without considering especially the variation of the regression slope from subject to subject, an indication of the CMRgl bias variability over subjects, may be inconclusive in terms of the adequacy of ICA for the generation of the image-derived input function for CMRgl quantification.
In line with our suggested use of a few venous blood samples for the correction of the partial volume effect in generating the image-derived input function via ICA (VEN-ICA), we also noted that CMRgl quantification actually requires the measurement of blood glucose levels which is currently best obtained via blood sampling. The procedure and equipment setup for blood glucose sampling can easily be used for the additional few venous blood sampling required by this approach, without added pain/discomfort to patients. This line of thinking together with the results of our current study, the unpredictable CMRgl bias with the use of I max-ica , speaks in favor of the practice of generation of the image-derived input function via VEN-ICA. However, the potential use of I max-ica for data reconstructed by other algorithms, acquired from scanners with higher resolution, and with alternative settings, is yet to be addressed with additional studies.
Although the use of the ICA approach for the generation of the input function in dynamic PET studies was previously suggested for other applications, the current study demonstrates the feasibility of using the commonly available ICA computer package FMRLAB for the quantification of FDG PET images (the version of the FMRLAB package slightly revised by us is available upon request). We also believe a separate spillover and partial volume correction step is necessary for accurate and reliable construction of the input function using ICA. With such a need in mind, we have emphasized the role that ICA can play in objective and relative straightforward identification of cerebrovascular and neighboring brain tissue ROI, making it possible to quantify FDG PET images in an objective and efficient way.
As numerical procedures, we noted that both MAX-ICA and VEN-ICA are potentially capable of identifying other blood vessels and constructing image-derived input function subsequently, which need some additional but relative straightforward validations. Our interest in the (carotid) arteries is primarily to contrast our current more objective approach, validated directly with the arterial sampled input function, with our previously proposed subjective carotid artery definition. The identification of only carotid-artery was the primary reason for the additional manually defined cubical ROI.
In summary, the ICA procedure in the widely available computer package FMRLAB can be used to accurately identify carotid-artery and neighboring brain-tissue ROIs, making it possible to quantify dynamically FDG PET images in a reliable way. Its applications to other PET radiotracers (together with a practical way to correct for the blood metabolite when needed, e.g., Lopresti et al (2005) ), for the quantification of PET measurements in other human organs and in small animal PET studies (with least possible blood samples) remain to be determined.
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