Design and Practical Decoding of Full-Diversity Construction A Lattices
  for Block-Fading Channels by Khodaiemehr, Hassan et al.
1Design and Practical Decoding of Full-Diversity
Construction A Lattices for Block-Fading
Channels
Hassan Khodaiemehr, Daniel Panario, Senior Member, IEEE and
Mohammad-Reza Sadeghi
Abstract
Block-fading channel (BF) is a useful model for various wireless communication channels in both in-
door and outdoor environments. Frequency-hopping schemes and orthogonal frequency division multiplexing
(OFDM) can conveniently be modelled as BF channels. Applying lattices in this type of channel entails dividing
a lattice point into multiple blocks such that fading is constant within a block but changes, independently,
across blocks. The design of lattices for BF channels offers a challenging problem, which differs greatly from
its counterparts like AWGN channels. Recently, the original binary Construction A for lattices, due to Forney,
has been generalized to a lattice construction from totally real and complex multiplication (CM) fields. This
generalized algebraic Construction A of lattices provides signal space diversity, intrinsically, which is the main
requirement for the signal sets designed for fading channels. In this paper, we construct full-diversity algebraic
lattices for BF channels using Construction A over totally real number fields. We propose two new decoding
methods for these family of lattices which have complexity that grows linearly in the dimension of the lattice.
The first decoder is proposed for full-diversity algebraic LDPC lattices which are generalized Construction A
lattices with a binary LDPC code as underlying code. This decoding method contains iterative and non-iterative
phases. In order to implement the iterative phase of our decoding algorithm, we propose the definition of a
Hassan Khodaiemehr is with the Department of Computer Science and Statistics, Faculty of Mathematics, K. N. Toosi University
of Technology, P. O. Box: 16765-3381, Tehran, Iran, and also with the School of Mathematics, Institute for Research in Fundamental
Sciences, P. O. Box: 19395-5746, Tehran, Iran. Email: ha.khodaiemehr@kntu.ac.ir.
Daniel Panario is with the School of Mathematics and Statistics, Carleton University, Ottawa, Canada. Email: daniel@math.carleton.ca.
Mohammad-Reza Sadeghi is with the Department of Mathematics and Computer Science, Amirkabir University of Technology (Tehran
Polytechnic), Tehran, Iran. Email: msadeghi@aut.ac.ir.
Part of this work has been presented in [1] at ISIT 2016, Spain. The research of the first author was supported by a grant from IPM
(No. 99050115). The second author is partially funded by NSERC of Canada.
ar
X
iv
:2
00
7.
05
37
0v
1 
 [c
s.I
T]
  9
 Ju
l 2
02
0
2parity-check matrix and Tanner graph for full-diversity algebraic Construction A lattices. We also prove that
using an underlying LDPC code that achieves the outage probability limit over one-block-fading channel, the
constructed algebraic LDPC lattices together with the proposed decoding method admit diversity order n over an
n-block-fading channel. Then, we modify the proposed algorithm by removing its iterative phase which enables
full-diversity practical decoding of all generalized Construction A lattices without any assumption about their
underlying code. In contrast with the known results on AWGN channels in which non-binary Construction A
lattices always outperform the binary ones, we provide some instances showing that algebraic Construction A
lattices obtained from binary codes outperform the ones based on non-binary codes in block fading channels.
Since available lattice construction methods from totally real and complex multiplication (CM) fields do not
provide diversity in the binary case, we generalize algebraic Construction A lattices over a wider family of
number fields namely monogenic number fields.
Index Terms
Algebraic number fields, Construction A lattice, full-diversity.
I. INTRODUCTION
A lattice in RN is an additive subgroup of RN which is isomorphic to ZN and spans the realvector space RN [2]. Lattices have been extensively addressed for the problem of coding in
additive white Gaussian noise (AWGN) channels. In these cases, we regard an infinite lattice as a code
without restrictions employed for the AWGN channel [3].
There exist different methods to construct lattices. One of the most distinguished ones is constructing
lattices based on codes, where Construction A, D and D’ have been proposed (for details see, for
example, [2]). In [4], it is shown that the sphere bound can be approached by a large class of coset
codes or multilevel coset codes with multistage decoding, including Construction D lattices and other
certain binary lattices. Their results are based on channel coding theorems of information theory. As
a result of their study, the concept of volume-to-noise (VNR) ratio was introduced as a parameter
for measuring the efficiency of lattices [4]. The subsequent challenge in lattice theory has been to
find structured classes of lattices that can be encoded and decoded with reasonable complexity in
practice, and with performance that can approach the sphere-bound. This results in the transmission
with arbitrary small error probability whenever VNR approaches to 1. A capacity-achieving lattice can
raise to a capacity-achieving lattice code by selecting a proper shaping region [5], [6].
Applying maximum-likelihood (ML) decoding for lattices in high dimensions is infeasible and forced
researchers to apply other low complexity decoding methods for lattices to obtain practical capacity-
3achieving lattices. Integer lattices built by Construction A, D and D’ can be decoded with linear
complexity based on soft-decision decoding of their underlying linear binary and non-binary codes [7]–
[15]. The search for sphere-bound-achieving and capacity-achieving lattices and lattice codes followed
by proposing low density parity-check (LDPC) lattices [8], low density lattice codes (LDLC) [16],
integer low-density lattices based on Construction A (LDA) [9] and polar lattices [17]. In [18], the
authors have introduced Leech-shaped LDA constellations by employing the direct sum of a low-
dimensional sublattice as a shaping region for LDA lattices to get significant shaping gain and reaching
a gap to capacity of 0.8 dB with 2.7 bits/dim.
The theory behind Construction A is well understood. There is a series of dualities between theoret-
ical properties of the underlying codes and their resulting lattices. For example there are connections
between the dual of the code and the dual of the lattice, or between the weight enumerator of the code
and the theta series of the lattice [2], [19]. Construction A has been generalized in different directions;
for example a generalized construction from the cyclotomic field Q(ξp), ξp = e2pii/p and p a prime,
is presented in [19]. Then, in [20], a generalized construction of lattices over a number field from
linear codes is proposed. There is consequently a rich literature studying Construction A over different
alphabets and for different tasks.
Lattices have been also considered for transmission over fading channels. Specifically, algebraic
lattices, defined as lattices obtained via the ring of integers of a number field, provide efficient
modulation schemes [21] for fast Rayleigh fading channels. Families of algebraic lattices are known
to reach full-diversity, the first design criterion for fading channels; see the definition of full-diversity
in Section IV-A. Algebraic lattice codes are then natural candidates for the design of codes for block-
fading (BF) channels.
The block-fading channel [22] is a useful channel model for a class of slowly-varying wireless
communication channels. Frequency-hopping schemes and orthogonal frequency division multiplexing
(OFDM), applied in many wireless communication systems standards, can conveniently be modelled
as BF channels. In a BF channel a codeword spans a finite number n of independent fading blocks.
As the channel realizations are constant within blocks, no codeword is able to experience all the states
of the channel; this implies that the channel is non-ergodic and therefore it is not information stable.
It follows that the Shannon capacity of this channel is zero [23].
Based on Poltyrev’s work on infinite lattices for AWGN channels, a Poltyrev outage limit (POL) in
presence of block fading has been presented in [24], [25] for lattices. The diversity order of this POL
is the same as the number of fading blocks in the channel. In addition, a family of full-diversity low-
4density lattices (LDLC) suited under maximum-likelihood decoding has been presented in [24]. Next,
the authors proposed a full-diversity lattice construction for sparse integer parity-check matrices capable
to use iterative probabilistic decoding [25]. In both cases, the full-diversity property has been proven
theoretically. Construction methods in [25] are provided for diversity order at most 4. Using optimal
decoders for decoding lattices on BF channels implies exponential complexity in the worst-case.
In this paper we propose a general framework to design full-diversity (binary and non-binary)
Construction A lattices and their practical decoding methods. In the binary case, in which the underlying
code is a binary LDPC code, our proposed decoding is a combination of optimal decoding in small
dimensions and iterative decoding [1]. Next we generalize this decoding algorithm to the non-binary
case in which we also remove any assumption about the underlying code. Indeed, by using the proposed
framework in this paper, not only the LDPC codes but any linear code can be employed to construct
full-diversity Construction A lattices for which decoding is provided with linear complexity in the
dimension of lattice. The proposed decoding algorithms preserve the diversity order of the lattice and
make it tractable to decode high-dimension full-diversity lattices on the BF channel.
The rest of this paper is organized as follows. In Section II, we provide preliminaries about lattices
and algebraic number theory. In Section III, we present the available methods for constructing full-
diversity lattices from totally real number fields. The introduction of the full-diversity algebraic LDPC
lattices is also given. In Section IV, the system model is described for the Rayleigh BF channel. The
available methods for evaluating the performance of finite and infinite lattice constellations over fading
and block-fading channels are also discussed in this section. The design criteria of Construction A
lattices with good error performance over BF channels is also given in this section. In Section V, the
introduction of monogenic number fields, as the tools for constructing full-diversity Construction A
lattices with binary underlying code, is provided. In Section VI, our construction of full-diversity lattices
is given. In Section VII, a new iterative decoding method is proposed for full-diversity algebraic LDPC
lattices in high dimensions. The analysis of the proposed decoding method is also given in this section.
In Section VIII, a non-iterative decoder is proposed which enables full-diversity practical decoding of all
generalized Construction A lattices without any assumption about their underlying code. In Section IX,
we give computer simulations, providing decoding performance of both algorithms and a comparison
against available bounds and other counterparts like LDLCs. Section X contains concluding remarks.
Notation: Matrices and vectors are denoted by bold upper and lower case letters, respectively. The
ith element of vector a is denoted by ai or a(i) and the entry (i, j) of a matrix A is denoted by Ai,j;
[ ]t denotes the transposition for vectors and matrices. For a vector x of length n and 1 ≤ i < j ≤ n,
5the notation x(i : j) is used throughout the paper to indicate the subvector of x made of its coordinates
from i to j.
II. PRELIMINARIES ON LATTICES AND ALGEBRAIC NUMBER THEORY
In order to make this work self-contained, general notations and basic definitions of algebraic
number theory and lattices are given next. We reveal the connection between lattices and algebraic
number theory at the end of this section.
A. Algebraic number theory
Let K and L be two fields. If K ⊂ L, then L is a field extension of K denoted by L/K. The
dimension of L as vector space over K is the degree of L over K, denoted by [L : K]. Any finite
extension of Q is a number field.
Let L/K be a field extension, and let α ∈ L. If there exists a non-zero irreducible monic polynomial
pα ∈ K[x] such that pα(α) = 0, α is algebraic over K. Such a polynomial is the minimal polynomial
of α over K. If all the elements of L are algebraic over K, L is an algebraic extension of K.
Definition 1: Let K be an algebraic number field of degree n; α ∈ K is an algebraic integer if it is
a root of a monic polynomial with coefficients in Z. The set of algebraic integers of K is the ring of
integers of K, denoted by OK . The ring OK is also called the maximal order of K.
If K is a number field, then K = Q(θ) for an algebraic integer θ ∈ OK [26]. For a number field K
of degree n, the ring of integers OK forms a free Z-module of rank n.
Definition 2: Let {ω1, . . . , ωn} be a basis of the Z-module OK , so that we can uniquely write any
element of OK as
∑n
i=1 aiωi with ai ∈ Z for all i. Then, {ω1, . . . , ωn} is an integral basis of K.
Theorem 1: [26, p. 41] Let K = Q(θ) be a number field of degree n over Q. There are exactly
n embeddings σ1, . . . , σn of K into C defined by σi(θ) = θi, for i = 1, . . . , n, where the θi’s are the
distinct zeros in C of the minimal polynomial of θ over Q.
Definition 3: Let K be a number field of degree n and x ∈ K. The elements σ1(x), . . . , σn(x) are
the conjugates of x and
NK/Q(x) =
n∏
i=1
σi(x), TrK/Q(x) =
n∑
i=1
σi(x), (1)
are the norm and the trace of x, respectively.
For any x ∈ K, we have NK/Q(x),TrK/Q(x) ∈ Q. If x ∈ OK , we have NK/Q(x),TrK/Q(x) ∈ Z.
6Definition 4: Let {ω1, . . . , ωn} be an integral basis of K. The discriminant of K is defined as
dK = det(A)
2, (2)
where A is the matrix Ai,j = σj(ωi), for i, j = 1, . . . , n.
The discriminant of a number field belongs to Z and it is independent of the choice of basis.
Definition 5: Let {σ1, . . . , σn} be the n embeddings of K into C. Let r1 be the number of embeddings
with image in R, the field of real numbers, and 2r2 the number of embeddings with image in C so
that r1 + 2r2 = n. The pair (r1, r2) is the signature of K. If r2 = 0 we have a totally real algebraic
number field. If r1 = 0 we have a totally complex algebraic number field.
Definition 6: Let us order the σi’s so that, for all x ∈ K, σi(x) ∈ R, 1 ≤ i ≤ r1, and σj+r2(x) is the
complex conjugate of σj(x) for r1 + 1 ≤ j ≤ r1 + r2. The canonical embedding σ : K → Rr1 × Cr2
is the homomorphism defined by
σ(x) = (σ1(x), . . . , σr1(x), σr1+1(x), . . . , σr1+r2(x)). (3)
If we identify Rr1 × Cr2 with Rn, the canonical embedding can be rewritten as σ : K → Rn
σ(x) = (σ1(x), . . . , σr1(x),<σr1+1(x),=σr1+1(x), . . . ,<σr1+r2(x),=σr1+r2(x)), (4)
where < denotes the real part and = the imaginary part.
Definition 7: A ring A is integrally closed in a field L if every element of L which is integral over
A in fact lies in A. A ring is integrally closed if it is integrally closed in its quotient field.
Theorem 2: [27, p. 18] Let D be a Noetherian ring, that is, there is no infinite strictly ascending
sequence of ideals in D. In addition, let D be integrally closed and such that every non-zero prime
ideal of D is maximal. Then every ideal of D can be uniquely factored into prime ideals.
A ring satisfying the properties of Theorem 2 is called a Dedekind ring. The ring of algebraic
integers in a number field is a Dedekind ring.
Definition 8: Let A be a ring and x an element of some field L containing A. Then, x is integral
over A if either one of the following two conditions is satisfied:
1) there exists a finitely generated non-zero A-module M ⊂ L such that xM ⊂M ;
2) the element x satisfies an equation
xn + an−1xn−1 + · · ·+ a0 = 0,
with coefficients ai ∈ A, and n ≥ 1. Such an equation is an integral equation.
7Let A be a Dedekind ring, K its quotient field, L a finite separable extension of K (that is, for
every α ∈ L, the minimal polynomial of α over K has non-zero formal derivative), and B the integral
closure of A in L. If p is a prime ideal of A, then pB is an ideal of B and has a factorization
pB = Pe11 · · ·Perr , (5)
into primes of B, where ei ≥ 1. It is clear that a prime P of B occurs in this factorization if and
only if P lies above p. Each ei is the ramification index of Pi over p, and is also written e(Pi/p). If
P lies above p in B, we denote by f(P/p) the degree of the residue class field extension B/P over
A/p, and call it the residue class degree or inertia degree.
Theorem 3: [27, p. 24] Let A be a Dedekind ring, K its quotient field, L a finite separable extension
of K, and B the integral closure of A in L. Let p be a prime ideal of A. Then
[L : K] =
∑
P|p
e(P/p)f(P/p). (6)
When L/K is a Galois extension of degree n, (6) simplifies to n = efg, where g is the number of
primes P of B above p. In other words, e(P/p) = e and f(P/p) = f for all P|p. If eP = fP = 1
for all P|p, then p splits completely in L. In that case, there are exactly [L : K] primes of B lying
above p. A prime p in K is ramified in a number field L if the prime ideal factorization (5) has some
ei greater than 1. If every ei equals 1, p is unramified in L. If [L : K] = e(P/p), P is totally ramified
above p. In this case, the residue class degree is equal to 1. Since P is the only prime of B lying
above p, L is totally ramified over K. If the characteristic p of the residue class field A/p does not
divide e(P/p), then P is tamely ramified over p (or L is tamely ramified over K). If it does, then P
is strongly ramified.
B. Lattices
Any discrete additive subgroup Λ of the m-dimensional real space Rm is a lattice. Every lattice
Λ has a basis B = {b1, . . . ,bn} ⊆ Rm, n ≤ m, where the vectors of the basis (the bi’s) are linearly
independent and every x ∈ Λ can be represented as an integer linear combination of vectors in B. The
n×m matrix M with b1, . . . ,bn as rows, is a generator matrix for the lattice. The rank of the lattice
is n and its dimension is m. If n = m, the lattice is a full-rank lattice. In this paper, we consider only
full-rank lattices. A lattice Λ can be described in terms of a generator matrix M by
Λ = {x = uM |u ∈ Zn} . (7)
8When using lattices for coding, their Voronoi cells and volume always play an important role. For any
lattice point p of a lattice Λ ⊂ Rm, its Voronoi cell is defined by
VΛ(p) = {x ∈ Rm, d(x,p) ≤ d(x,q) for all q ∈ Λ} , (8)
where d(x,y), for x,y ∈ Rm denotes the Euclidean distance between x and y. All Voronoi cells
are translates of the Voronoi cell around the origin which is denoted by VΛ(0) := V(Λ). The matrix
G = MMt is a Gram matrix for the lattice.
Definition 9: An integral lattice Γ is a free Z-module of finite rank together with a positive definite
symmetric bilinear form 〈, 〉 : Γ× Γ→ Z.
Definition 10: The discriminant of a lattice Γ, denoted disc(Γ), is the determinant of G = MMt
where M is a generator matrix for Γ. The volume vol(Γ) of a lattice Γ is defined as | det(M)| =√
det(G).
The discriminant is related to the volume of a lattice by
vol(Γ) =
√
disc(Γ). (9)
Moreover, when Γ is integral, we have disc(Γ) = |Γ∗/Γ|, where Γ∗ is the dual of the lattice Γ defined
by
Γ∗ = {y ∈ Rm | y · x ∈ Z for all x ∈ Γ} . (10)
When Γ = Γ∗, the lattice Γ is unimodular.
The canonical embedding (4) gives a geometrical representation of a number field and makes the
connection between algebraic number fields and lattices.
Theorem 4: [26, p. 155] Let {ω1, . . . , ωn} be an integral basis of a number field K. The n vectors
vi = σ(ωi) ∈ Rn, i = 1, . . . , n are linearly independent, so they define a full rank algebraic lattice
Λ = Λ(OK) = σ(OK).
Theorem 5: [28] Let dK be the discriminant of a number field K. The volume of the fundamental
parallelotope of Λ(OK) is given by
vol(Λ(OK)) = 2−r2
√
|dK |. (11)
III. LATTICE CONSTRUCTIONS USING CODES
There exist many ways to construct lattices based on codes [2]. Here we mention a lattice construction
from totally real and complex multiplication fields [20], which naturally generalizes Construction A
of lattices from p-ary codes obtained from the cyclotomic field Q(ξp), with ξp = e2pii/p and p a prime
9number [19]. This contains the so-called Construction A of lattices from binary codes as a particular
case.
A. Algebraic Construction A lattices
Given a number field K and a prime p of OK above p where OK/p ∼= Fpf , let C be an (N, k) linear
code over Fpf . The algebraic Construction A of lattices for block fading coding using the underlying
code C and a number field K is given in [20].
Definition 11: Let ρ : ONK → FNpf be the mapping defined by the reduction modulo the ideal p in
each of the N coordinates. Define algebraic Construction A lattice ΓC to be the preimage of C in ONK ,
that is,
ΓC =
{
x ∈ ONK | ρ(x) = c, c ∈ C
}
. (12)
We conclude that ΓC is a Z-module of rank nN . When K is totally real, ρ−1(C) forms a lattice with
the following symmetric bilinear form [20]
〈x, y〉 =
N∑
i=1
TrK/Q(αxiyi), (13)
where x = (x1, . . . , xN) and y = (y1, . . . , yN) are vectors in ONK , α ∈ OK is a totally positive
element, meaning that σi(α) > 0 for all i, and TrK/Q is defined in (1). Thus, ΓC together with the
bilinear form (13) is an integral lattice. A similar construction is obtained from a CM-field [20]. A
CM-field is a totally imaginary quadratic extension of a totally real number field. If K is a CM-field
and α ∈ OK ∩R is totally positive, then ρ−1(C) forms a lattice with the following symmetric bilinear
form
〈x, y〉 =
N∑
i=1
TrK/Q(αxiy¯i), (14)
where y¯i denotes the complex conjugate of yi. If K is totally real, then y¯i = yi, and this notation treats
both cases of totally real and CM-fields at the same time. It has been shown [20] that if C ⊂ C⊥, then∑N
i=1 TrK/Q(xiy¯i) ∈ pZ, and thus the symmetric bilinear form can be normalized by a factor 1/p, or
equivalently, by choosing α = 1/p.
Other variations of the above construction have been considered in the literature. The case N = 1 is
considered in [29] where the problem reduces to understanding which lattices can be obtained on the
ring of integers of a number field. The case that K is the cyclotomic field Q(ξp) has been considered
in [19]. In [30], the prime ideal p is considered to be (2m), yielding codes over a ring of polynomials
with coefficients modulo 2m. In [31], p is considered to be (2− ξp + ξ−1p ) and the resulting codes are
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over Fp. Quadratic extensions K = Q(
√−l) are considered in [32] and [33] where the reduction is
done by the ideal (pe) and the resulting codes are over the ring OK/peOK .
A generator matrix for the lattice ΓC is computed in [20]. Let K be a Galois extension and the
prime p be chosen so that p is totally ramified. Therefore, we have pOK = pn. Now, let C ⊂ FNp be
a linear code over Fp of length N . Since ΓC has rank nN as a free Z-module, we obtain the Z-basis
of ΓC . Let {ω1, . . . , ωn} be a Z-basis of OK . Then, a generator matrix for the lattice formed by OK
together with the standard trace form 〈w, z〉 = TrK/Q(wz), w, z ∈ OK , is given by
M = [σj(ωi)]
n
i,j=1. (15)
The prime ideal p is a Z-module of rank n. It then has a Z-basis {µ1, . . . , µn} where µi =
∑n
j=1 µi,jωj .
Thus
[σj(µi)]
n
i,j=1 = DM, (16)
where D = [µi,j]ni,j=1.
Theorem 6: [20, Proposition 1] The algebraic lattice ΓC is a sublattice of ONK with discriminant
disc(ΓC) = dNK(p
f )2(N−k), (17)
where dK = (det([σi(ωj)]ni,j=1))
2 is the discriminant of K. The lattice ΓC is given by the generator
matrix
MΛ =
 Ik ⊗M A⊗M
0n(N−k)×nk IN−k ⊗DM
 , (18)
where ⊗ is the tensor product of matrices,
[
Ik A
]
is a generator matrix of C, M is the matrix of
embeddings of a Z-basis of OK given in (15), and DM is the matrix of embeddings of a Z-basis of
p in (16).
B. Algebraic LDPC lattices
Assume that C is a linear code over Fp where p is a prime number, so C ⊆ FNp . A lattice Λ
constructed based on Construction A [2] can be derived from C by:
Λ = pZN +  (C) , (19)
where  : FNp → RN is an embedding function which sends a vector in FNp to its real version.
Definition 12: An LDPC lattice Λ is a lattice based on a binary LDPC code C as its underlying
code. Equivalently, x ∈ ZN is in Λ if HCxt = 0 (mod 2), where HC is the parity-check matrix of C
[12], [13].
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This LDPC lattice can also be constructed via Construction A using the same underlying code C.
Example 1: [20] Let p be a prime number and ξp be a primitive pth root of unity. Consider the
cyclotomic field K = Q(ξp) with the ring of integers OK = Z[ξp]. The degree of K over Q is p− 1,
and p is totally ramified, with pOK = (1− ξp)p−1. Thus, taking the prime ideal p = (1− ξp) with the
residue field OK/p ∼= Fp, the bilinear form 〈x, y〉 =
∑N
i=1 TrK/Q(xiyi) and a linear code C over Fp,
then ΓC yields the so-called Construction A as described above. Since Q(ξp) is a CM-field, we can
use the bilinear form corresponding to (14) with α = 1/p. By using this bilinear form, the generator
matrix is as follows
MΛ =
1√
p
 Ik Pk×(N−k)
0(N−k)×k pIN−k
 . (20)
It has been proved in [20] that if C ⊂ C⊥, then ΓC is an integral lattice of rank N(p−1). Our particular
case is based on Construction A of lattices from codes when p = 2. In such case, ξp = −1, OK = Z,
and p = 2Z. 
Next, we present the definition of full-diversity algebraic LDPC lattices using algebraic number
fields.
Definition 13: Let C be a binary LDPC code of length N and dimension k. Consider the number
field K with the ring of integers OK . Let n be the degree of K over Q and p be a prime in OK
with residue field OK/p ∼= F2. Define ρ : ONK → FN2 as the componentwise reduction modulo p and
σi : OiK → Rin, for positive integer i, as
σi(x1, . . . , xi) = (σ(x1), . . . , σ(xi)),
where σ is the canonical embedding in (4). Let {ω1, . . . , ωn} be the integral basis for OK . Define
σ−1 : σ(OK)→ OK such that for x =
∑n
l=1 ulωl in OK
σ−1(σ1(x), . . . , σn(x)) = x.
Define (σi)−1 similarly to σi but replacing σ with σ−1. Then, Λ = σN(ΓC) = σN(ρ−1(C)) is the
algebraic LDPC lattice based on the number field K. The parity-check matrix HΛ for Λ is an n(N −
k)× nN matrix over F2 of rank n(N − k) such that
Λ =
{
x ∈ σN(ONK) | ρ((σN−k)−1(xHt)) = 01×(N−k)
}
. (21)
Theorem 7: Let C be a binary LDPC code of length N and dimension k. Let H and G =
[
Ik A
]
be the parity-check and generator matrices of C, respectively. Consider the Galois extension K/Q with
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the ring of integers OK . Let n be the degree of K over Q and let 2 be totally ramified in OK . The
prime p is chosen above 2 so that 2OK = pn with residue field OK/p ∼= F2. Then, HΛ = H⊗ In is a
parity-check matrix for algebraic LDPC lattice Λ = σN(ΓC) = σN(ρ−1(C)).
Proof: Based on the assumed conditions and Theorem 6, the generator matrix of Λ has the
following form
MΛ =
 Ik ⊗M A⊗M
0n(N−k)×nk IN−k ⊗DM
 .
Let u = (u1, . . . , unN) be an integer vector. First we show that ρ((σN−k)−1(uMΛHtΛ)) = 0. To this
end,
MΛH
t
Λ =
 [Ik A]⊗M[
0(N−k)×k IN−k
]⊗DM
 (H⊗ In)t
=
 [Ik A] Ht ⊗M[
0(N−k)×k IN−k
]
Ht ⊗DM
 .
The Z-linearity of (σN−k)−1 implies the sufficiency of proving ρ((σN−k)−1(bi)) = 0, where bi is
the ith row of MΛHtΛ, for i = 1, . . . , nN . Since H and [Ik A] are the parity-check matrix and the
generator matrix of the binary code C, respectively, [Ik A] Ht = 2Z for a k × (N − k) integer matrix
Z. On the other hand,
[
0(N−k)×k IN−k
]
Ht = HN−k, where HN−k is the last N − k rows of Ht. For
1 ≤ i ≤ kn, let ri =
⌊
i
n
⌋
+ 1, where bcc is the floor of a real number c, and si = i− (ri − 1)n. Then
bi = (2zri,1Msi , 2zri,2Msi , . . . , 2zri,N−kMsi) ,
in which Zri = (zri,1, . . . , zri,N−k) and Msi = (σ1(ωsi), . . . , σn(ωsi)) are rith and sith rows of Z and
M, respectively. Finally,
ρ((σN−k)−1(bi))
= ρ((σN−k)−1 (2zri,1Msi , . . . , 2zri,N−kMsi))
= ρ
(
2zri,1σ
−1(Msi), . . . , 2zri,N−kσ
−1(Msi)
)
= ρ (2zri,1ωsi , . . . , 2zri,N−kωsi)
= 0,
where the last equation follows from the fact that
(2zri,1ωsi , . . . , 2zri,N−kωsi) ∈ (2OK)N−k ⊂ pN−k.
13
For kn+ 1 ≤ i ≤ nN , let ri =
⌊
i
n
⌋− k + 1, and si = i− (ri + k− 1)n. Consider {µ1, . . . , µn} as the
Z-basis of p. Then
bi = (hri,1Psi , hri,2Psi , . . . , hri,N−kPsi) ,
where (hri,1, . . . , hri,N−k) and Psi = (σ1(µsi), . . . , σn(µsi)) are the rith and sith rows of HN−k and
DM, respectively. In this case
ρ((σN−k)−1(bi))
= ρ((σN−k)−1 (hri,1Psi , . . . , hri,N−kPsi))
= ρ
(
hri,1σ
−1(Psi), . . . , hri,N−kσ
−1(Psi)
)
= ρ (hri,1µsi , . . . , hri,N−kµsi)
= 0.
Now, let x ∈ σN(ONK) such that ρ((σN−k)−1(xHtΛ)) = 0. We show that x ∈ Λ. For the sake of this,
we have
x = (σ1(x1), . . . , σn(x1), . . . , σ1(xN), . . . , σn(xN)) ,
where x˜ = (x1, . . . , xN) ∈ ONK . Then
xHtΛ = x
[
h1,h2, . . . ,hn(N−k)
]t
=
(
x · ht1,x · ht2, . . . ,x · htn(N−k)
)
,
where x · hti is the inner product of x and the ith column of HtΛ, hi, for i = 1, . . . , n(N − k). The
computation of the ith component is as follows
x · hti =
n∑
k=1
N−1∑
j=0
hjn+k,iσk(xj+1)
=
n∑
k=1
σk
(
N−1∑
j=0
hjn+k,ixj+1
)
= σs
(
N∑
j=1
hcj,rxj
)
= σs (x˜ · hcr) ,
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where r =
⌊
i
n
⌋
+ 1, s = i − (r − 1)n and hcr = (hc1,r, . . . , hcN,r)t is the rth column of Ht. It
should be noted that the two last equations in the above follow from the fact that hi is of the form
hi =
(
h1i ,h
2
i , . . . ,h
N
i
)t, where
hji =
(s−1)−times︷ ︸︸ ︷0, · · · , 0 , hcj,r, (n−s)−times︷ ︸︸ ︷0, · · · , 0
 , j = 1, . . . , N.
Thus
xHtΛ = (σ1(x˜ · hc1), . . . , σn(x˜ · hc1), . . . ,
σ1(x˜ · hcN−k), . . . , σn(x˜ · hcN−k)
)
= (σ(x˜ · hc1), . . . , σ(x˜ · hcN−k))
= σN−k
(
x˜ · hc1, . . . , x˜ · hcN−k
)
= σN−k
(
x˜Ht
)
.
Thus, ρ((σN−k)−1(xHtΛ)) = 0 implies ρ (x˜H
t) = 0 which indicates ρ(x˜) ∈ C, and so x ∈ Λ.
Theorem 7 is also valid in the non-binary case, where the conditions of Theorem 6 are fulfilled.
The authors of [20] proposed Construction A based on number fields for non-binary linear codes.
They have used cyclotomic number fields Q(ξpr) and their maximal totally real subfields Q(ξpr +ξ−1pr ),
r ≥ 1, as examples for their construction method. Using their method for the binary case p = 2 does
not provide diversity and gives us the well known Construction A [2] that we describe in this section.
In Section VI, we propose a new method for using Construction A over number fields in the binary
case.
IV. SYSTEM MODEL AND PERFORMANCE EVALUATION ON BLOCK-FADING CHANNELS
In this section, we describe our system model for communication over BF channels using algebraic
lattices. In communication over a flat fading channel, the received discrete-time signal vector is given
by
yti = HFx
t
i + ni, i = 1, . . . , N, (22)
where yi ∈ Rn is the received n-dimensional real signal vector, xi ∈ Rn is the transmitted n-
dimensional real signal vector, HF = diag(h) with h = (h1, . . . , hn) ∈ Rn is the n × n flat fading
diagonal matrix, and ni ∈ Rn is the noise vector whose samples are i.i.d. with Gaussian distribution
∼ N (0, σ2N ).
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Let x ∈ RnN be a frame composed of N modulation symbols xi, each one with dimension n, or
composed of nN channel uses. In this paper, x is chosen from a Construction A lattice Λ = σN (ρ−1(C))
based on a number field K of degree n, with an underlying [N, k]-linear code C. This setting describes
communication over a BF channel with fading block length N . We define γ the signal-to-noise ratio
(SNR) for an infinite lattice constellation Λ as follows:
γ =
vol(Λ)
2
nN
σ2N
. (23)
The case of complex signals obtained from 2 orthogonal real signals can be similarly modeled by (22)
by replacing N with N ′ = 2N . In communication over a BF channel, we assume that the fading matrix
HF is constant during one frame and it changes independently from frame to frame. This corresponds
to a BF channel with n blocks [22]. We further assume perfect channel state information (CSI) at the
receiver, that is, the receiver perfectly knows the fading coefficients.
In this paper, we consider Rayleigh fading channels as our communication model. Rayleigh fading is
a reasonable model when there are many objects in the environment that scatter the radio signal before it
arrives at the receiver. Due to the central limit theorem, if there are many scatterers in the environment,
the channel impulse response can be modelled as a Gaussian process. If the scatters have no dominant
components, then such a process has zero mean and phase evenly distributed between 0 and 2pi radians.
Thus, the envelope of the channel response is Rayleigh distributed. Often, the gain and phase elements
of such channel’s distortion are represented as complex numbers. In this case, Rayleigh fading is
exhibited by a complex random variable with real and imaginary parts modelled by independent and
identically distributed zero-mean Gaussian processes. With the aid of an in-phase/quadrature component
interleaver [20], [21], it is possible to remove the phase of the complex fading coefficients to obtain
a real fading which is Rayleigh distributed and guarantee that the fading coefficients are independent
from one real symbol to the next.
Thus, the received vector y from Rayleigh BF channel with n fading blocks and coherence time N
can be written as follows:
yt = (IN ⊗HF)xt + nt, (24)
where HF = diag(|h1|, . . . , |hn|) and the fading coefficients hi’s are complex Gaussian random
variables with variance σ2b , so that |hi| is Rayleigh distributed with parameter σ2b , for all i = 1, . . . , n,
and n = (n1, . . . ,nN) = (ν1, . . . , νnN) in which νi ∼ N (0, σ2N ) for i = 1, . . . , nN , is the Gaussian
noise.
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A. Error performance of lattices over block-fading channels
In communication using lattices, the transmitted signal vector x belongs to an nN -dimensional
infinite lattice Λ ⊂ RnN . We consider the lattice Λ = {uMΛ|u ∈ ZnN} with full rank generator matrix
MΛ ∈ RnN×nN . For a given channel realization, we define the faded lattice seen by the receiver as
the lattice Λ′ whose generator matrix is given by M′Λ = (IN ⊗HF)MΛ.
Lattices can be considered as infinite cases of multidimensional signal sets. The performance eval-
uation of multidimensional signal sets has attracted significant attention due to the special type of
diversity that these constellations present [34] and the fact that they can be efficiently used to combat
the signal degradation caused by fading. The diversity order of a multidimensional signal set is the
minimum number of distinct components between any two constellation points. In a similar fashion,
the diversity order of an infinite lattice is the minimum Hamming distance between any two coordinate
vectors of the lattice points. To distinguish from other well-known types of diversity (time, frequency,
space, code) this type of diversity is called modulation diversity or signal space diversity (SSD) [34].
The design of constellations with signal space diversity has been extensively studied in [21], [35]–[37].
In this paper, we consider the error performance of maximum likelihood (ML) decoder of infinite
lattices as the benchmark of our performance analysis. Moreover, we only consider Construction A
lattices. Let C ⊂ FNp be an [N, k] linear code, where p is a prime number, and OK be the integers ring
of a totally real number field K of degree n. Let p be a prime ideal of OK such that OK/p ∼= Fp.
Also, consider σ1, . . . , σn to be n real embeddings of K. Every lattice vector x in Λ = σN(ΓC) =
σN(ρ−1(C)) ⊂ RnN has the following form
x = σN(c + p)
= (σ(c1 + p1), . . . , σ(cN + pN))
= (σ1(c1 + p1), . . . , σn(c1 + p1), . . . , σn(cN + pN))
= (c1 + σ1(p1), . . . , c1 + σn(p1), . . . , cN + σn(pN))
= c⊗ (1, . . . , 1)︸ ︷︷ ︸
n−times
+σN(p), (25)
where ⊗ is the Kronecker product, c ∈ C and p ∈ pN . Define V(x,h) as the decision region or Voronoi
region for a given lattice point x and fading matrix HF = diag(h). From the geometrical uniformity
of lattices we have that V(x,h) = V(w,h) = VΛ(h), for all x,w ∈ Λ. Therefore, we may assume the
transmission of the all-zero codeword. If a lattice point x ∈ Λ is transmitted over a BF channel with
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additive noise variance σ2N per dimension, then the probability of error Pe(Λ, σ
2
N ) of an ML decoder
(or minimum-distance decoder) with perfect CSI for Λ is given by [38, p. 822], [35, p. 826]
Pe(Λ, σ
2
N ) = E
[
Pe(Λ, σ
2
N |h)
]
= 1− E
[∫
VΛ(h)
gσ2N (n)dn
]
, (26)
where gσ2N (n) = (2piσ
2
N )
−nN/2
e−‖n‖
2/2σ2N is the probability density function (p.d.f.) of an nN -dimensional
zero-mean Gaussian random variable with variance σ2N per dimension. This expression holds for any
lattice point x ∈ Λ. For a fixed lattice Λ, the decoding error probability Pe(Λ, σ2N ) is clearly a function
of the SNR γ. In the rest of this paper, we denote it by Pe(γ) in instances where no ambiguity would
arise.
Definition 14: The diversity order is defined as the asymptotic (for large SNR) slope of Pe in a
log-log scale, that is,
d , − lim
γ→∞
logPe(γ)
log γ
. (27)
The diversity order is usually a function of the fading distribution and the signal constellation. It
is proved that the diversity order is the product of the signal space diversity and a parameter of the
fading distribution [35]. In Rayleigh fading channels which is the case in this paper, the diversity order
d and the signal space diversity coincide and both are denoted by L in the rest of this paper.
Definition 15: Consider a BF channel with n independent fading coefficients per lattice point. The
lattice Λ is a full-diversity lattice under ML decoding if the diversity order L is equal to the number
of fading blocks, that is, L = n.
B. Good lattices for block-fading channels
We need an estimate of the error probability of the above system over a BF channel with additive
noise with variance σ2N per dimension to address the search for good lattices. In the case of using the
lattice Λ over this channel, due to the geometrically uniformity of the lattice, we may simply write
Pe(Λ) = Pe(Λ, σ
2
N ) = Pe(Λ, σ
2
N |x) for any transmitted point x ∈ Λ. Thus, x can be considered as the
all-zero vector. By applying the union bound we obtain an upper bound to the point error probability
[36]
Pe(Λ) ≤
∑
x 6=w
P (x→ w), (28)
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where P (x → w) is the pairwise error probability (PEP), the probability that the received point y is
closer to w than to x according to the metric
m(x|y,h) =
nN∑
i=1
|yi − hixi|2, (29)
when x is transmitted. In [36], using the Chernoff bounding technique, it is shown that for vanishing
noise variance (high SNR)
P (x→ w) ≤ 1
2
∏
xi 6=wi
8σ2N
(xi − wi)2 =
(8σ2N )
`
2d
(`)
p (x,w)2
, (30)
where ` = | {1 ≤ i ≤ nN |xi 6= wi} | and d(`)p (x,w) is the `-product distance of x from w when these
two points differ in ` components
d(`)p (x,w)
2 =
∏
xi 6=wi
(xi − wi)2 .
Let us define L = minx 6=w∈Λ {`} as the diversity order. Thus, the point error probability of a lattice is
essentially dominated by three factors and to improve the performance, it is necessary to [36]:
1) maximize the signal space diversity L;
2) maximize the minimum L-product distance
d
(L)
p,min =
L∏
xi 6=yi
|xi − yi|, (31)
between any two points x and y in lattice;
3) minimize the product kissing number τp for the L-product distance, that is, the total number of
points at the minimum L-product distance.
To minimize the error probability, one should maximize the diversity order L, that is, have full-
diversity L = n.
Theorem 8: [36] Let (r1, r2) be the signature of a number field K with the ring of integers OK .
Then, the algebraic lattice of the form σ(OK) exhibits a diversity L = r1 + r2.
Corollary 1: Since we have r1 + 2r2 = n = [K : Q] and in totally real number fields r2 = 0,
algebraic lattices obtained from totally real number fields have diversity order n, that is, they are
full-diversity lattices. The proposed Construction A in Section III-A, which is employed to design the
lattices in the rest of this paper, inherits the full-diversity property from the chosen underlying number
field [20, Example 5].
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The three conditions addressed above were introduced first to design good finite lattice constellations
for both Rayleigh fading and Gaussian channels [36]. Hence, modifications are required to make some
of these conditions applicable in the design of good infinite lattices for fading channels. The following
definitions are borrowed from [39].
Definition 16: Let v = (v1, . . . , vn) be a vector in Rn. We define the product norm of v as N(v) =∏n
i=1 |vi|. If N(v) 6= 0 for all the non zero elements of a lattice Λ, for example, when Λ has full
diversity, we can define the minimum product distance dp,min(Λ) of Λ to be the infimum of the product
norms of all non-zero vectors in the lattice.
It should be noted that the definition of minimum L-product distance in (31) can be applied for both
infinite lattices and finite lattice constellations. However, finding a finite constellation by maximizing
the minimum product norm will not necessarily result in a good finite constellation for fading channels.
When A ⊂ Λ is a finite lattice constellation with diversity order L = n, two cases can be considered:
when the all-zero vector is contained in A or not. When 0 ∈ A, we have
d
(L)
p,min(A) = min
x,y∈A
n∏
xi 6=yi
|xi − yi| = min
x,y∈A,x 6=y
d(L)p (x,y)
≤ min
x∈A−{0}
d(L)p (x,0) = min
x∈A−{0}
N(x).
In this case, the minimum product norm is an upper bound for the minimum L-product distance. When
0 /∈ A, this is not necessarily true. In Fig. 1, we have plotted the minimum product norm and the
minimum L-product distance of different rotations of 4-QAM constellation in terms of the rotation
angle. This figure indicates that maximizing the minimum product norm will not always result in
maximizing the minimum L-product distance.
For infinite lattices with full diversity, since the all-zero vector is always a lattice vector, due to
the linearity of the lattice, one can check that the minimum product norm dp,min(Λ) of the lattice
coincides with its minimum L-product distance d(L)p,min(Λ). Hence, we can replace d
(`)
p (x,w) in (30),
with N(x−w).
Definition 17: For a given lattice Λ ⊂ Rn, the normalized minimum product distance is denoted
by Ndp,min(Λ) which is obtained by scaling Λ to have a unit size fundamental parallelotope and then
taking dp,min(Λ′) of the resulting lattice Λ′. Thus, we have
Ndp,min(Λ) =
dp,min(Λ)
vol(Λ)
. (32)
It has been proved that the normalized minimum product distance of the lattices obtained from the
ring of integers of number fields depends only on the discriminant of the field [39].
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Fig. 1: Comparison of the minimum product norm and the minimum L-product distance of different rotations of
4-QAM constellation.
Lemma 9: [39, Lemma 3] Let K/Q be a totally real number field of degree n and let σ be the
canonical embedding. Then, vol(σ(OK)) =
√|dK | and
Ndp,min(σ(OK)) = 1√|dK | . (33)
It is also useful to consider Nd1/np,min in order to compare lattices of different dimensions [40].
Applying the Chernoff bound on the pairwise error probability of infinite lattices over fading channels
shows that the two relevant design parameters that minimize the PEP are modulation diversity and
normalized minimum product distance [40]. For example, the search for optimal rotated Zn-lattices
in terms of maximal normalized minimum product distance has been done in [40]. An algebraic
Construction A lattice Λ obtained from a number field K is a sub-lattice of σN(ONK), for some N .
According to Lemma 9, the normalized minimum product distance of Λ is also related to dK . Hence,
in order to find promising algebraic lattices, we need number fields with as small discriminants as
possible. Next, we should select Construction A lattices with the largest normalized minimum product
distance. For two full-diversity lattices with the same diversity order and the same minimum product
21
distance, the one with smaller parallelotope or smaller volume, has higher normalized minimum product
distance. Due to Theorem 5 and Theorem 6, in order to minimize the volume of algebraic lattices it
suffices to:
• minimize the discriminant dK of the number field K,
• increase the rate of the underlying code C,
• decrease the alphabet size p of the underlying code C.
The above assertion, in one point of view, indicates the preferability of lower alphabet sizes for
underlying code of Construction A lattices. For example, this indicates binary alphabets are preferable
for underlying codes of Construction A lattices compared to non-binary alphabets. This result somehow
is confirmed in our simulations (see Section IX). In another point of view, this is in contrast with the
known results on AWGN channels in which non-binary Construction A lattices outperform binary
ones [41]. Indeed, binary and non-binary Construction A lattices do not have automatically the same
minimum product distance and non-binary Construction A lattices are capable to have larger minimum
product distance. In the sequel, we describe an observation which implies an opposite conclusion about
reducing the alphabet size of the underlying code.
In our simulations, we observed that decreasing the volume of Γ = σ(OK) or increasing the volume
of Γ′ = σ(p), by choosing an appropriate number filed K and a prime ideal p in OK , improves the
error performance of the obtained Construction A lattice Λ based on them. We could not prove this
observation but we found an explanation for it. Indeed, the reason is related to the error performance
of Λ over AWGN channels. A necessary but not sufficient condition for a lattice to have good error
performance over BF channel is its good error performance over AWGN channel. Construction A
lattices are special cases of a larger family of algebraic structures namely block coset codes which are
proved to be sphere-bound achieving with specific assumptions [38]. A block coset code is defined as
follows [38, p. 831].
Definition 18: Let Γ′ $ Γ be two nested n-dimensional lattices. Let A be a set of coset representatives
for the cosets of Γ′ in Γ and let C be a block code of length N over A, that is, a subset of AN . Then,
a block coset code L is
L = {x ∈ ΓN |x ≡ c mod (Γ′)N , for some c ∈ C} . (34)
If C is a subgroup of AN , then the coset code becomes a lattice.
Some necessary and sufficient conditions for a coset code to be sphere-bound achieving over AWGN
channels are provided in [38, p. 832]. Two of these conditions are expressed as choosing vol(Γ′) large
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enough and vol(Γ) small enough. In this paper, we have considered the coset codes with Γ = OK and
Γ′ = p. Applying the provided suggestions in [38] together with our setting verifies our observations.
This observation motivates the increase of the alphabet size of the underlying code to obtain better
performance. Summing up these arguments, no causal inferences can be drawn from the results of
this study about the effect of the alphabet size of the underlying codes on the error performance of
Construction A lattices over BF channels and we leave it as an open problem.
Remark 1: In [36], two disadvantages have been addressed behind the maximal diversity and the
minimal absolute discriminant design criteria of algebraic lattices. The main reason for seeking lattices
with minimal absolute discriminant is the relation of discriminant and the energy of finite constellations
carved from these lattices. The energy of constellations carved from these lattices is proportional to the
volume of lattice and volume is minimized by selecting the fields with minimum absolute discriminants.
The volume can be reduced further by choosing a complex field, that is, a lattice with r2 6= 0. In this
case the volume can be divided by 2r2 and the best case in this point of view is working with totally
complex fields. In this sake, the lattices derived from totally real number fields are prone to have
bad performance over a Gaussian channel mainly due to their high values of volume. The second
disadvantage appears over the fading channel and is related to the product kissing number τp which is
much higher for real fields lattices than for complex fields lattices [36].
C. Poltyrev outage limit for lattices
In order to evaluate infinite lattices over the AWGN channels [13], we usually employ Poltyrev limit
[3]. Due to this limit, there exists a lattice Λ, with generator MΛ, of high enough dimension n for
which the transmission error probability over the AWGN channel decreases to an arbitrary low value
if and only if σ2N < σ
2
max, where σ
2
N is the noise variance per dimension, and σ
2
max is the Poltyrev
threshold which is given by
σ2max =
|det(MΛ)|
2
n
2pie
. (35)
Using Poltyrev threshold, a Poltyrev outage limit (POL) for lattices over BF channels is proposed in
[24]. It is proved that Poltyrev outage limit has diversity L for a channel with L independent block
fadings, that is, Poltyrev outage limit has full-diversity [24]. Using our notations through this paper,
for a fixed instantaneous fading h = (h1, . . . , hn), Poltyrev threshold becomes [24]
σ2max(h) =
|det(MΛ)|
2
nN
∏n
i=1 h
2
n
i
2pie
. (36)
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The decoding of the lattice with generator MΛ is possible with a vanishing error probability only if
σ2N < σ
2
max(h) [3], [24]. Thus, for variable fading, an outage event occurs whenever σ
2
N > σ
2
max(h).
The Poltyrev outage limit Pout(γ) is defined as follows [24]
Pout(γ) = Pr
(
σ2N >
|det(MΛ)|
2
nN
∏n
i=1 h
2
n
i
2pie
)
= Pr
(
n∏
i=1
h2i <
(2pie)n
γn
)
. (37)
The closed-form expression of Pout(γ) is not derived in [24]; however it can be estimated numerically
via Monte Carlo simulation. For a given lattice, the frame error rate after lattice decoding over a BF
channel, can be compared to Pout(γ) to measure the gap in SNR and verify the diversity order.
V. MONOGENIC NUMBER FIELDS
In this section, we provide the required algebraic tools for developing Construction A lattices over
a wider family of number fields: the monogenic number fields.
Definition 19: Let K be a number field of degree n and OK be its ring of integers. If OK , as a
Z-module, has a basis of the form {1, α, . . . , αn−1}, for some α ∈ OK , then α is a power generator,
the basis is a power basis and K is a monogenic number field.
It is a classical problem in algebraic number theory to identify if a number field K is monogenic
or not. The quadratic and cyclotomic number fields are monogenic, but in general this is not the case.
Dedekind [42, p. 64] was the first to notice this by giving an example of a cubic field generated by a
root of t3−t2−2t−8. The existence of a power generator simplifies the arithmetic in OK . For instance,
if K is monogenic, then the task of factoring pOK into prime ideals over OK , which is a difficult task
in general, reduces to factoring the minimal polynomial of α over Fp, which is significantly easier.
The proposed framework of [20] for developing Construction A lattices assumes that the number
field K is a Galois extension of Q. Therefore, our construction method based on monogenic number
fields is not a special case of their method since there exist examples of number fields which are
monogenic without being Galois extensions. For example let K = Q(α), where α3 = 2 and α is the
real cube root of 2. Then, it is proved [27, p. 67] that OK = Z[α] and K is monogenic. However, it
is known that Q( 3
√
2) is not a Galois extension.
We start by gathering the proved results about monogenic number fields and then we propose an
algorithmic method to develop Construction A over monogenic number fields. We present the results
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about the number fields with degree less than 4. More details about monogenic number fields can be
found in [43].
Theorem 10: [27, p. 76] Let m be a non-zero square-free integer and let K = Q(
√
m). If m ≡ 2
or 3 (mod 4), then OK = Z[
√
m] and {1,√m} is a basis for OK over Z. If m ≡ 1 (mod 4), then
OK = Z[1+
√
m
2
].
Theorem 10 shows that all quadratic fields are monogenic. In the cubic case, however, these studies
begin to get more complicated. In fact there are an infinite number of cyclic cubic fields which have
a power basis and also an infinite number which do not, and similarly for quartic fields [44].
Let A be a Dedekind ring, K its quotient field, E a finite separable extension of K of degree n,
and B the integral closure of A in E. Let W = {w1, . . . , wn} be any set of n elements of E. The
discriminant is
DE/K(W ) =
(
det[σi(wj)]
n
i,j=1
)2
, (38)
where σi’s are n distinct embeddings of E in a given algebraic closure of K. If M is a free module
of rank n over A (contained in E), then we can define the discriminant of M by means of a basis of
M over A. This notion is well defined up to the square of a unit in A.
Proposition 1: [27, p. 65] Let M1 ⊂M2 be two free modules of rank n over A, contained in E. Then
DE/K(M1) divides DE/K(M2). If DE/K(M1) = uDE/K(M2) for some unit u of A, then M1 = M2.
It is useful to recall the following well-known result.
Lemma 11: [43, p. 1-2] Let K be a number field of degree n and α1, . . . , αn ∈ OK be linearly
independent elements over Q. Set ZK = Z[α1, . . . , αn]. Then, we have
DK/Q(α1, . . . , αn) = J
2 · dK ,
where dK is the discriminant of the number field K and J = [O+K : Z+K ], in which O+K and Z+K are
the additive groups of the modules OK and ZK , respectively.
Let α ∈ OK be a primitive element of K, that is K = Q(α). The index of α is defined by the
module index
I(α) = [O+K : Z[α]+]. (39)
Obviously, α generates a power integral basis in K if and only if I(α) = 1. The minimal index of the
field K is defined by
µ(K) = min
α
I(α),
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where the minimum is taken over all primitive integers. The field index of K is
m(K) = min
α
gcd I(α),
where the greatest common divisor is also taken over all primitive integers of K. Monogenic fields
have both µ(K) = 1 and m(K) = 1, but m(K) = 1 is not sufficient for being monogenic.
Let {1, ω2, . . . , ωn} be an integral basis of K. Let
L(x) = x1 + x2ω2 + · · ·+ xnωn,
with conjugates L(i)(x) = x1 + x2ω
(i)
2 + · · · + xnω(i)n , where ω(i)j = σi(ωj), for i, j = 1, . . . , n. The
form L(x) = L(x1, . . . , xn) is the fundamental form and
DK/Q (L(x)) =
∏
1≤i<j≤n
(
L(i)(x)− L(j)(x))2
is the fundamental discriminant.
Lemma 12: [43, p. 2] We have
DK/Q (L(x)) = (I(x2, . . . , xn))
2 dK , (40)
where dK is the discriminant of the field K and I(x2, . . . , xn) is a homogeneous form in n−1 variables
of degree n(n−1)/2 with integer coefficients. This form I(x2, . . . , xn) is the index form corresponding
to the integral basis {1, ω2, . . . , ωn}.
Lemma 13: For any primitive integer of the form α = x1 + ω2x2 + · · ·+ ωnxn ∈ OK we have
I(α) = |I(x2, . . . , xn)|.
Indeed, the existence of a power basis is equivalent to the existence of a solution to I(x2, . . . , xn) = ±1.
Theorem 14: [45, Theorem 7.1.8] Let K be an algebraic number field of degree n. Let α ∈ OK
be such that K = Q(α). If DK/Q(α) is square-free, then {1, α, . . . , αn−1} is an integral basis for K.
Indeed, K has a power integral basis.
The computation of the discriminant for some families of polynomials with small degree is a
straightforward job. Combining these computations along with the conditions of Theorem 14 gives
some useful results.
Theorem 15: [45, Theorems 7.1.10, 7.1.15] Let a, b be integers such that x3 + ax+ b is irreducible.
Let θ ∈ C be a root of x3 + ax+ b so that K = Q(θ) is a cubic field and θ ∈ OK . Then DK/Q(θ) =
−4a3− 27b2. If DK/Q(θ) is square-free or DK/Q(θ) = 4m, where m is a square-free integer such that
m ≡ 2 or 3 (mod 4), then {1, θ, θ2} is an integral basis for the cubic field Q(θ).
26
Theorem 16: [45, Theorem 7.1.12] Let a, b be integers such that x4 +ax+b is irreducible. Let θ ∈ C
be a root of x4+ax+b so that K = Q(θ) is a quartic field and θ ∈ OK . Then DK/Q(θ) = −27a4+256b3.
If DK/Q(θ) is square-free, then {1, θ, θ2, θ3} is an integral basis for the quartic field Q(θ).
Theorem 17: [45, p. 176] Let K = Q( 3
√
m), with m ∈ Z a cube-free number. Assume that m = hk2
with h, k > 0 and hk is square-free, and let θ = m1/3. Then,
• for m2 6≡ 1 (mod 9), we have dK = −27(hk)2, and the numbers {1, θ, θ2/k}, form an integral
basis of OK ;
• for m2 ≡ ±1 (mod 9), we have dK = −3(hk)2, and the numbers{
1, θ,
k2 ± k2θ + θ2
3k
}
,
form an integral basis of OK .
This theorem shows that Q( 3√p) is monogenic for primes p ≡ ±2,±5 (mod 9).
Let a ∈ Z be an arbitrary integer and consider a root ϑ of the polynomial
f(x) = x3 − ax2 + (a+ 3)x+ 1. (41)
Then, K = Q(ϑ) are the simplest cubic fields [46]. This cubic equation has discriminant D = (a2 +
3a+9)2 and if a2 +3a+9 is prime, D is also the discriminant of the field Q(ϑ). Accordingly [46], we
have OK = Z[ϑ]. More information about monogenic number fields with higher degrees can be found
in [43]. In Section VI, we find additional concerns regarding the application of monogenic number
fields in this work. These concerns are summarized in this question: How can we efficiently construct
totally real monogenic number fields K of degree n (for arbitrary n) with at least one prime ideal
P ⊂ OK for which OKP ∼= F2?
VI. CONSTRUCTION A OVER MONOGENIC NUMBER FIELDS
In this section we give more precise information concerning the splitting of the primes over mono-
genic number fields that helps us to develop Construction A lattices over monogenic number fields. The
construction method is provided for the binary case, but it can be simply modified for the non-binary
case.
Proposition 2: [27, p. 27] Let A be a Dedekind ring with quotient field K. Let E be a finite separable
extension of K. Let B be the integral closure of A in E and assume that B = A[α] for some element
α. Let f be the irreducible polynomial of α over K and let p be a prime of A. Consider f to be the
reduction of f (mod p), and let f(x) = P1(x)e1 · · ·Pr(x)er be the factorization of f into powers of
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irreducible factors over A = A/p. Then pB = Pe11 · · ·Perr is the factorization of p in B, so that ei is
the ramification index of Pi over p and
Pi = pB + Pi(α)B, (42)
where Pi ∈ A[x] is a polynomial with leading coefficient 1 whose reduction mod p is Pi. For each i,
Pi has residue class degree [B/Pi : A/p] = di, where di = deg(Pi).
For using Proposition 2 in our case, we have A = Z, K = Q, E = Q(α), B = OE = Z[α] and
p = 2Z. Let f be the minimal polynomial of α over Q and f = f (mod 2). Write the decomposition
of f in F2[x] as follows
f(x) = P1(x)
e1 · · ·Pr(x)er .
Then, we have
2OE = P
e1
1 · · ·Perr ,
where Pj = 2OE + Pj(α)OE , for j = 1, . . . , r. If there exists Pi such that di = deg(Pi) = 1 then
OE/Pi ∼= F2. Now, we can define the map ρ : ONE → FN2 as componentwise reduction modulo Pi and
develop the Construction A lattice ΓC = ρ−1(C) for an [N, k] linear code C.
Given the property of the proposed lattices and the considerations of Section IV-B, the proposed
construction is a reasonably good candidate for lattice decoding over fading channels. Summing up all
together, gives the following heuristic criterion:
1) the number field K should be totally real;
2) the number field K should be monogenic;
3) the number field K should have a generator for which the minimal polynomial admits a linear
factor after reduction modulo 2;
4) the number field K should have the least discriminant among the totally real monogenic number
fields of the same degree.
Among the above conditions, being totally real provides full-diversity and being monogenic is sufficient
to have a simple method for decomposing ideals to prime ideals using Proposition 2. For employing
the binary codes as underlying code, having a prime ideal P ⊂ OK with OKP ∼= F2 is necessary. This
requirement has been reduced to the third condition according to the preceding discussion. The last
requirement is assumed due to the intuition provided in Section IV-B and also the simulation results.
As the simplest case, we present our method for BF channels with two fading blocks, that is, n = 2.
We require quadratic fields of the form K = Q(
√
m), where m is a positive square-free integer; these
fields are totally real. Theorem 10 determines the structure of OK for these number fields.
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Theorem 18: Let K = Q(
√
m). Then, 2OK is totally ramified with 2OK ∼= P2 when m ≡ 2
(mod 4) and P = 2Z[
√
m] +
√
mZ[
√
m], or m ≡ 3 (mod 4), P = 2Z[√m] + (√m + 1)Z[√m]. In
both of these cases we have OK/P ∼= F2. If m ≡ 1 (mod 4), then 2OK is not totally ramified, but if
(m−1)/4 is an even number, then 2OK ∼= P1P2 andOK/Pi ∼= F2, i = 1, 2, where P1 = 2Z[α]+αZ[α]
and P2 = 2Z[α] + (α + 1)Z[α], with α = (1 +
√
m)/2.
Proof: All quadratic fields of the form Q(
√
m), where m is a positive square-free integer, are
monogenic and totally real. If m ≡ 2 or 3 (mod 4), then α = √m is the generator of the power
integral basis with minimal polynomial f(x) = x2 − m. In this case, f always has a linear factor
after reduction modulo 2. Indeed, we have f(x) = x2 for even m’s and f(x) = (x + 1)2 for odd
m’s. If m ≡ 1 (mod 4) then α = (1 +√m)/2 is the generator of power integral basis with minimal
polynomial f(x) = x2 − x − (m − 1)/4. It can be easily seen that in this case, f has a linear factor
after reduction modulo 2 if and only if (m− 1)/4 is an even number, that is, m ≡ 1 (mod 8). In this
case, f(x) = x(x+ 1). The rest of the proof follows from Proposition 2.
In all cases of Theorem 18, there is at least one prime ideal Pi in OK such that OK/Pi ∼= F2.
Define the map ρ : ONK → FN2 as componentwise reduction modulo Pi and implement the Construction
A lattice ΓC = ρ−1(C) for an [N, k] binary LDPC code C. Then, Λ = σN(ΓC) is an algebraic LDPC
lattice of diversity order 2 in R2N .
Example 2: We have seen that the simplest cubic fields of the form K = Q(ϑ), where ϑ is a root
of the polynomial f(x) = x3 − ax2 + (a + 3)x + 1, are totally real monogenic number fields, when
a2 + 3a+ 9 is a prime number. Even though this condition holds, these families of number fields are
useless for our case since for each a ∈ Z, x3− ax2 + (a+ 3)x+ 1 (mod 2) is one of the polynomials
x3 + x2 + 1 or x3 + x+ 1 and both of these polynomials are irreducible over F2.
Another examples are K = Q(θ) where θ has minimal polynomial of the form x3 + ax+ b. In this
case, if −4a3−27b2 or (−4a3−27b2)/4 are square free then K is monogenic. For example put a = −1
and b = −2. Then −4a3 − 27b2 = −104 = −26 · 22 which is a square-free integer after dividing by
4. Hence, K = Q(θ) where f(θ) = θ3 − θ − 2 = 0 is a monogenic number field [45, Example 7.1.4].
We have
f(x) = x3 + x = x(x+ 1)2.
Due to this factorization, each one of the primes P1 = 2Z[θ] + 2θZ[θ] or P2 = 2Z[θ] + 2(θ + 1)Z[θ]
gives us OK/Pi ∼= F2. It can be easily checked that Q(θ) is not totally real which is the only problem
about these family of cubic polynomials.
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Pure cubic fields of the form Q( 3√p) are monogenic for primes p ≡ ±2,±5 (mod 9). In this case
the factorization of x3− p always has a linear factor. Unfortunately, all pure cubic fields are complex.

In the existing number fields of degree 3, we did not find any parametric family for which both being
totally real and having linear factor after reduction modulo 2 hold. There are several numerical studies
for finding monogenic number fields. An excellent account is provided in the tables of [43, Section
11] containing all generators of power integral bases for 130 cubic fields with small discriminants
(both positive and negative), cyclic quartic, totally real and totally complex biquadratic number fields
up to discriminants 106 and 104, respectively. Furthermore, the five totally real cyclic sextic fields with
smallest discriminants, the 25 sextic fields with an imaginary quadratic subfield with smallest absolute
value of discriminants and their generators of power integral bases are also given in [43].
We could generate many examples of number fields with different degrees of which the aforemen-
tioned two conditions are fulfilled. We used SAGE [47] to generate these examples but most of these
results were already included in [43].
Let us analyze the results of [43] about totally real cubic fields. The provided table in [43, Table
11.1.1] contains all power integral bases of totally real cubic fields of discriminants 49 ≤ dK ≤ 3137.
The rows contain the following data: dK , (a1, a2, a3), where dK is the discriminant of the field K,
generated by a root ϑ of the polynomial f(x) = x3 +a1x2 +a2x+a3, and (I0, I1, I2, I3) coefficients of
the index form equation. In most of these fields {1, ω2 = ϑ, ω3 = ϑ2} is an integral basis; if not, then
an integral basis is given by {1, ω2, ω3} with ω2 = (u0 +u1ϑ+u2ϑ2)/u, ω3 = (v0 +v1ϑ+v2ϑ2)/v and
the table includes the coefficients ω2 = (u0, u1, u2)/u, ω3 = (v0, v1, v2)/v. Finally, the solutions (x, y),
of the index form equation are displayed. All generators of power integral bases of the field K are of
the form α = a ± (xω2 + yω3), where a ∈ Z is arbitrary and (x, y) is a solution of the index form
equation. For ai ≡ ai (mod 2), 1 ≤ i ≤ 3, the polynomial f admits a linear factor after reduction
modulo 2, in one of the following cases
1) a3 = 0;
2) a1 6= 0 and a2 = a3 = 0;
3) a1 6= 0, a2 6= 0 and a3 6= 0.
Consequently, for the following values of discriminant in [43, Table 11.1.1], we obtain a full-diversity
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Construction A lattice with binary linear codes as underlying code
148, 229, 316, 404, 469, 564, 568, 621, 733, 756,
788, 837, 892, 940, 1016, 1076, 1101, 1229, 1300, 1373,
1384, 1396, 1436, 1492, 1524, 1556, 1573, 1620, 1708, 1765,
1901, 1940, 1944, 1957, 2021, 2024, 2101, 2213, 2296, 2300,
2349, 2557, 2597, 2677, 2700, 2708, 2804, 2808, 2836, 2917,
2981, 3021, 3028,
which is 53/93 or 57% of the cases.
Example 3: Consider the number field K = Q(ν), where ν is the root of the polynomial f(x) =
ax3 +bx2 +cx+d = x3−x2−3x+1. Due to the above discussion, K is monogenic with dK = 148 and
OK = Z[ν]. Since the discriminant of f , which is ∆ = 18abcd− 4b3d+ b2c2 − 4ac3 − 27a2d2 = 148,
is positive f has 3 real roots as follows
x1 =
−1
3
(
−1 + ζ0C + ∆0
ζ0C
)
= −1.4812,
x2 =
−1
3
(
−1 + ζ1C + ∆0
ζ1C
)
= 2.170086,
x3 =
−1
3
(
−1 + ζ2C + ∆0
ζ2C
)
= 0.311107,
in which ∆0 = b2 − 3ac, ζ = −12 +
√
3
2
i and
C =
3
√
∆1 ±
√
∆21 − 4∆30
2
, ∆1 = 2b
3 − 9abc+ 27a2d.
The integral basis of K is generated by ν = x1 as {1, ν, ν2} and using the embeddings σ1 that sends
x1 to x1, σ2 that sends x1 to x3 and σ3 that sends x1 to x2, gives us
M =

1 1 1
x1 x3 x2
x21 x
2
3 x
2
2
 ,
as the generator matrix of the lattice σ(OK). Decomposing f(x) ≡ f(x) (mod 2) = x3 + x2 + x+ 1
as (x+ 1)3 admits the following decomposition
2OK = P3, OK
P
∼= F2,
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where P = 2OK +(x1 +1)OK is a prime ideal of OK . It can be checked that {2, x1 + 1, x21 − x1 − 2}
is a Z-basis for P. Thus, the generator matrix of the lattice σ(P) is
DM =

2 2 2
x1 + 1 x3 + 1 x2 + 1
x21 − x1 − 2 x23 − x3 − 2 x22 − x2 − 2
 .
Now, we consider an [N, k]-LDPC code with parity-check matrix HC and generator matrix GC =[
Ik A
]
that gives us the parity-check and generator matrices of the triple diversity algebraic LDPC
lattice Λ = σN(ΓC) as HΛ and MΛ in Theorem 7, respectively. 
Example 4: Next, we analyze the totally real quartic number fields. First examples of such fields
are simplest quartic fields which have power integral in only two cases; see [43]. These two cases are
K2 = Q(ϑ2) and K4 = Q(ϑ4) where ϑ2 is a root of f(x) = x4−2x3−6x2 +2x+1 and ϑ4 is a root of
f(x) = x4−4x3−6x2+4x+1. The integral bases and solutions of index form equations with respect to
these bases have been presented in [43]. Let {1, ω1, ω2, ω3} represent the integral bases of K2 and K4.
The generators of the power integral basis of K2 and K4 are of the form α = a+x1ω1 +x2ω2 +x3ω3,
where a ∈ Z is arbitrary and (x1, x2, x3) is a solution of the corresponding index form equations of
K2 and K4. For each α of this form we need to find its minimal polynomial over Q to check whether
its reduction modulo 2 has linear factors or not. The minimal polynomials have been computed using
SAGE [47] and are presented in TABLE I and TABLE II for K2 and K4, respectively. We have that
the minimal polynomials of the power generators of K2 are equivalent to t4 + t2 + 1 modulo 2 which
has no linear factor. For K4, all of them are equivalent to either t4 or t4 + 1 which have linear factors.
It can be shown that dK2 = 2000 and dK4 = 2048.
Totally real bicyclic biquadratic number fields are other examples. Using the algorithm described in
[43, Section 6.5.2], the minimal index µ(K) and all elements with minimal index in the 196 totally
real bicyclic biquadratic number fields K = Q(
√
m,
√
n) with discriminant smaller than 106 have been
determined. The results are gathered in [43, Table 11.2.5]. In this table, the solutions of index form
equation I(x2, x3, x4) = µ(K) has been proposed. The cases with µ(K) = 1 are the cases that K has
power integral basis. In the cases that K has a power integral basis with power generator α, we have
computed the minimal polynomial and the results are summarized in TABLE III. 
More quartic fields with certain signatures and Galois groups are computed and gathered in [43,
Section 11.2.7]. The tables in [43, Section 11.2.7] contain the following data. In the first column the
discriminant of the field K = Q(ξ), the second column contains the coefficients (a1, a2, a3, a4) of the
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TABLE I: Minimal polynomials of simplest quartic fields for a = 2.
(x1, x2, x3) Minimal Polynomial
(0, 1, 0) t4 − 10t3 + 25t2 − 20t+ 5
(−1, 1, 0) t4 − 8t3 + 19t2 − 12t+ 1
(6, 5,−2) t4 − 22t3 + 169t2 − 508t+ 421
(0, 4,−1) t4 − 20t3 + 115t2 − 260t+ 205
(−12,−4, 3) t4 − 4t3 − 29t2 − 44t− 19
(−8,−3, 2) t4 + 6t3 + t2 − 4t− 1
(1, 1, 0) t4 − 12t3 + 19t2 − 8t+ 1
(−2, 1, 0) t4 − 6t3 + t2 + 4t+ 1
(−13,−9, 4) t4 + 36t3 + 451t2 + 2176t+ 2641
(4, 2,−1) t4 − 8t3 + 19t2 − 12t+ 1
TABLE II: Minimal polynomials of simplest quartic fields for a = 4.
(x1, x2, x3) Minimal Polynomial
(3, 2,−1) t4 − 4t3 + 2t2 + 4t− 1
(−2,−2, 1) t4 − 8t2 − 8t− 2
(4, 8,−3) t4 − 24t3 + 208t2 − 760t+ 958
(−6,−7, 3) t4 + 16t3 + 88t2 + 200t+ 158
(0, 3,−1) t4 − 8t3 + 16t2 − 8t− 2
(1, 3,−1) t4 − 12t3 + 50t2 − 84t+ 47
minimal polynomial fξ(x) = x4 + a1x3 + a2x2 + a3x + a4 of ξ. In the third column the minimal m
for which the index form equation I(x2, x3, x4) = ±m has solutions with |x2|, |x3|, |x4| < 1010. It
is followed by an integral basis of K in case the integral basis is not the power basis. Last column
contains the solutions (x2, x3, x4) with absolute values smaller than 1010 of the index form equation
I(x2, x3, x4) = ±m. We have collected the cases that Q(ξ) has a power integral basis and fξ admits
a linear factor after reduction modulo 2. We have presented these cases by their discriminants in the
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TABLE III: Monogenic totally real bicyclic biquadratic number fields.
dK m n l = (m,n) α Minimal Polynomial fα Linear factor in fα
2304 2 3 1
√
2+
√
6
2 t
4 − 4t2 + 1 Yes
7056 7 3 1
√
7+
√
3
2 t
4 − 5t2 + 1 No
24336 39 3 3 −√39 + 2
√
39+
√
3
2 +
1+
√
13
2 t
4 − 2t3 − 11t2 + 12t− 3 No
57600 6 15 3
√
6+
√
10
2 t
4 − 8t2 + 1 Yes
94846 11 7 1
√
11+
√
7
2 t
4 − 9t2 + 1 No
313600 10 35 5
√
10+
√
14
2 t
4 − 12t2 + 1 Yes
435600 15 11 1
√
11+
√
15
2 t
4 − 13t2 + 1 No
659344 203 7 7 −√203 + 2
√
203+
√
7
2 +
1+
√
203
2 t
4 − 2t3 − 27t2 + 28t− 7 No
following lists:
1) totally real quartic fields with Galois group A4
26569, 33489, 121801, 165649, 261121, 270400, 299209,
346921, 368449, 373321, 408321, 423801, 473344,
502681, 529984, 582169, 660969, 877969;
2) totally real quartic fields with Galois group S4
2777, 6224, 6809, 7537, 8468, 10273, 10889, 11324,
11344, 11348, 13676, 13768, 14656, 15188, 15529, 15952.
VII. ITERATIVE DECODING OF FULL-DIVERSITY ALGEBRAIC LDPC LATTICES
In this section we propose a new decoder for full-diversity algebraic LDPC lattices, which is based
on standard sum-product decoder of binary LDPC codes and sphere decoder [48] of low dimensional
lattices. We also analyze the decoding complexity of the proposed algorithm.
To simulate the operation of our decoding algorithm, we use Rayleigh BF channel model; see Section
IV.
Let y be the received vector from Rayleigh BF channel with n fading blocks and coherence time
N which is given in (24). In the sequel, we propose two different decoders for full-diversity algebraic
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LDPC lattices. The first one is described in this section which contains iterative and non-iterative
phases. In the case of using iterative phase of our decoding algorithm, in order to employ the standard
sum-product decoder of binary LDPC codes, we use the scaled and translated version of σN(ΓC) [2,
§20.5], [7]. Hence, instead of x, we use x′ = 2x − (1, . . . , 1) as transmitted vector. In this case, the
received vector is
y′t = (IN ⊗HF)x′t + nt (43)
= 2(IN ⊗HF)xt −
(1, . . . , 1)︸ ︷︷ ︸
N
⊗(|h1|, . . . , |hn|)
t+ nt.
The decoding of x entails obtaining the components p and c in (25) from y′. First, we decode p and then
we find c. It is interesting to simulate iterative decoding of full-diversity algebraic LDPC lattices for
n = 2, where the underlying code C is the (3, 6) ensemble (generalizations to other degree distributions
and rates are treated similarly). In order to simulate iterative decoding of full-diversity algebraic LDPC
lattices, the definition of Tanner graph is needed. The original Tanner graph of algebraic LDPC lattices
can be defined using the parity check matrix of Theorem 7. Moreover, we associate another Tanner
graph to these lattices which is presented in Fig. 2 for a (3, 6) ensemble full-diversity algebraic LDPC
lattice. We describe this second Tanner graph in the sequel.
In the Tanner graph of Fig. 2, the transmitted information symbols are split into two classes: N
symbols are transmitted on h1, while N symbols are transmitted on h2. Thus, there are two types of
edges in Fig. 2. Solid-line edges connect a variable node to a check node, both affected by h1, and
dashed-line edges connect a variable node to a check node, both affected by h2. The Tanner graph
of the underlying code and the Tanner graph corresponding to the parity check matrix obtained using
Theorem 7 are related as follows. Let us denote the Tanner graph of the underlying code by G1 and
the Tanner graph of the lattice (Theorem 7) by G2. Then, G2 is a disjoint union of n copies of G1,
that is, G2 = G1 ∪ G1 ∪ · · · ∪ G1. Due to the structure of the parity-check matrix of full-diversity
algebraic LDPC lattice in Theorem 7, in the original Tanner graph of this lattice, there is no edge
between the affected variable nodes by h1 and the affected check nodes by h2, conversely, there is no
edge between the affected variable nodes by h2 and the affected check nodes by h1. This indicates
that the decoding problem using the Tanner graph G2 can be partitioned into n equivalent decoding
instances using G1. Thus, each variable node has n representations, and all are connected to each other
which results in the second Tanner graph of Fig. 2. This graph is a multigraph and is used only to
indicate that among the nN variable nodes, there are only N variable nodes with independent values
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and the rest are dependent to these N nodes. For check nodes, the situation is similar and there are
only k check nodes with independent values.
· · ·
· · ·
ϑ1 ϑ2 ϑ3 ϑN−3 ϑN−2 ϑN−1 ϑN
Φ1 Φ2 Φ3 ΦN−k−1ΦN−k
Fig. 2: Tanner graph for a full-diversity algebraic LDPC lattice with regular (3, 6) LDPC code as
underlying code.
For each variable node ϑi, i = 1, . . . , N , and check node Φj , j = 1, . . . , N − k, we denote by εi,j
and ε′i,j the edges that connect ϑi to Φj in the affected part by h1 and h2, respectively. Indeed, εi,j is
one of the solid-line edges while ε′i,j is one of the dashed-line edges. Only one of these two edges with
smaller fading effect, is chosen for decoding. This guarantees full-diversity under iterative message
passing decoding [23].
Example 5: Let C be a binary code with parity-check matrix HC as follows
HC =

1 0 1 0
0 1 1 1
1 0 0 1
 . (44)
Variable node in the affected part by h1.
Variable node in the affected part by h2.
Variable node in the affected part by h3.
Check node in the affected part by h1.
Check node in the affected part by h2.
Check node in the affected part by h3.
Fig. 3: Notation and diagram for the Tanner graph of a full-diversity algebraic LDPC lattice for a BF
channel with 3 fading blocks.
36
A full-diversity algebraic Construction A lattice Λ with diversity order 3 based on C has the following
parity-check matrix
HΛ =

1 0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 1 0 0 1 0 0
0 0 0 0 1 0 0 1 0 0 1 0
0 0 0 0 0 1 0 0 1 0 0 1
1 0 0 0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 0 1

. (45)
The parity-check matrix HC of the underlying code of Λ is not sparse enough to call C an LDPC code;
however, HΛ is sparse enough and we can consider Λ as an algebraic LDPC lattice. The Tanner graph
of this lattice is presented in Fig. 3. For decoding, we use the Tanner graph in Fig. 4 in which the
solid line edges, corresponding to the edges with lower fading effect or higher value of fading gain
hi, are used in iterative decoding. This Tanner graph is obtained by merging similar nodes in Fig. 3
which are grouped by dashed-line ellipses. If we apply the Tanner graph of Fig. 3 for our iterative
decoding, the generated messages during the message passing iterations do not necessarily preserve
full-diversity [23]. 
Fig. 4: Tanner graph of a full-diversity algebraic LDPC lattice after choosing the edges with the least
fading effect.
Define pˆ, the estimation of p, as follows
pˆ = QΛ′P
(
y′t
)
, (46)
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where Λ′P is the lattice with the following generator matrix P
′ and QΛ′P (y
′t) is a lattice quantizer
returning zˆP′, where zˆ = argminz∈ZnN‖y′t −P′zt‖2 with
P′ = 2(IN ⊗HFPt),
in which P is the generator matrix of P in Rn. This decoding step seems to be a hard problem due
to the high dimension of Λ′P which is nN . Here, we present a method which makes the complexity
of this step affordable. We use the following property of the Kronecker product in simplifying matrix
equations. Consider three matrices A, B and X such that C = AXB. Then [49]
(Bt ⊗A)vec(X) = vec(C), (47)
where vec(X) denotes the vectorization of the matrix X formed by stacking the columns of X into a
single column vector. For each z = (z1, . . . , znN) ∈ ZnN , we consider
Z =

z1 zn+1 · · · z(n−1)N+1
z2 zn+2 · · · z(n−1)N+2
...
... . . .
...
zn z2n · · · znN
 .
It is clear that vec(Z) = zt. By using (47), we have
P′zt = 2(vec
(
HFP
tZ
)
)
= (2z1PHF, . . . , 2zNPHF)
t ,
where zti is the ith column of Z, for i = 1, . . . , N . In a similar manner we can write
(IN ⊗HF)xt = (x1HF, . . . ,xNHF)t ,
where xi = x((i− 1) · n+ 1 : i · n), for i = 1, . . . , N . Consequently, we have
‖y′t −P′zt‖2 =
N∑
i=1
‖y′ti − 2HFPtzti‖2, (48)
where
y′i = 2xiHF − (|h1|, . . . , |hn|) + ni
= 2y ((i− 1) · n+ 1 : i · n)− (|h1|, . . . , |hn|),
and zi = z ((i− 1) · n+ 1 : i · n). Indeed, it is enough to find argminzi∈Zn‖y′ti − 2HFPtzti‖2, for
i = 1, . . . , N , which are N instances of maximum likelihood (ML) decoding in dimension n. Since n
38
is the number of fading blocks, n is small in comparison to the dimension of lattice Λ = σN(ΓC). For
computing the ML solutions, less complex methods exist; one of the most prominent ones being sphere
decoding which is based on searching for the closest lattice point within a given hyper-sphere [48].
In small dimensions, typically less than 100, sphere decoding is feasible after computing the Gram
matrix [48]. Using the preceding discussion, the steps for estimating pˆ is presented in Algorithm 1.
The inputs of this algorithm are the matrices P and HF and the received vector y′ in Equation (43).
Algorithm 1 First step of decoding for full-diversity algebraic LDPC lattices
1: procedure LOW-DIM-ML(y′,P, diag(|h1|, . . . , |hn|))
2: yˆ← 01×N
3: pˆ← 01×nN
4: for i = 1 : N do
5: y′i ← y′((i− 1) · n+ 1 : i · n)
6: pˆi ← pˆ((i− 1) · n+ 1 : i · n)
7: y+i ← y′i − (|h1|, . . . , |hn|)
8: y−i ← y′i + (|h1|, . . . , |hn|)
9: zˆ+i ← arg min
zi∈Zn
‖y+i − 2ziPHF‖2
10: zˆ−i ← arg min
zi∈Zn
‖y−i − 2ziPHF‖2
11: pˆ+i ← 2z+i PHF
12: pˆ−i ← 2z−i PHF
13: im ← arg max
1≤i≤n
(|h1|, . . . , |hn|)
14: if ‖y+i − pˆ+i ‖ ≤ ‖y−i − pˆ−i ‖ then
15: zˆi ← zˆ+i
16: else
17: zˆi ← zˆ−i
18: end if
19: pˆi ← zˆiP
20: yˆ(i)← y′i(im)− 2h(im)pˆi(im)
21: end for
22: return yˆ, pˆ.
23: end procedure
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After finding pˆ, the estimation of p, we need to find c. After choosing the appropriate edges and
discarding the remaining edges, we reach to an identical Tanner graph of the underlying code and we
employ the standard sum-product algorithm of binary LDPC codes [50]. The sum-product algorithm
iteratively computes an approximation of the MAP (maximum a posteriori probability) value for each
code bit. The inputs are the log likelihood ratios (LLR) for the a priori message probabilities from
each channel. In the sequel, we introduce our method to estimate the vector of log likelihood ratios
Υ = (Υ1, . . . ,ΥN) for full-diversity algebraic LDPC lattices in presence of perfect CSI. We define
the vector of log likelihood ratios as
Υ =
2 max {|h1|, . . . , |hn|} · yˆ
σ2N
. (49)
Then, we input Υ to the sum-product decoder of LDPC codes that gives us cˆ. We convert cˆ to ±1
notation and we denote the obtained vector by cˆ′. The final decoded vector is
xˆ′ = cˆ′ ⊗
n︷ ︸︸ ︷
(1, . . . , 1) +2pˆ.
Decoding error happens when cˆ 6= c or pˆ 6= p.
A. Decoding analysis
In [1], a decoder has been proposed for full-diversity algebraic LDPC lattices which provides diversity
n−1 for an algebraic LDPC lattice with diversity n. The results of [1] are provided for diversity order
2, but they can be generalized for diversity order n. In this section, we give an improvement of this
result. We also employ the notation introduced in the previous section.
The analysis of the iterative decoding performance of LDPC and root-LDPC codes over BF channels
has been provided in [51], [52]. In the rest of this section, we make a connection between the error
performance of full-diversity algebraic LDPC lattices and the one of their underlying codes over a
BF channel with one fading block. In binary coding over a BF channel with one fading block, the
input-output channel model is yi = hc′i + ni, where c
′
i is the ith component of the transmitted binary
codeword and c′i ∈ {−1,+1} for i = 1, . . . , N . Here, the employed error-correcting code is an instance
from an LDPC ensemble defined by a Tanner graph and its degree distribution [51]. The coding rate
is denoted by R = k/N . The fading coefficient h is Rayleigh distributed, that is, h2 is χ2-distributed
with degree 2 and normalized moment E[h2] = 1, and the noise ni is Gaussian distributed N (0, σ2N ).
We also define the SNR as γC = 1/σ2N .
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For efficient LDPC coding on BF channels, the main objective is at rendering a frame error rate PC
of the LDPC code as close as possible to the information theoretical limit Pout,C(γC) which is defined
next. The instantaneous capacity (that is, conditioned on the fading instance) of the channel model
described above is [51], [52]
C(γC|h) = 1− EX
[
log2
(
1 + e−2h
2X
)]
, (50)
where X ∼ N (γC, γC). An outage event occurs each time C(γC|h) < R. The outage probability limit
is defined as Pout,C(γC) = Pr (C(γC|h) < R) [51], [52]. Unfortunately, Pout,C(γC) has no simple closed
form expression. However, by performing the density evolution techniques, some numerical methods
are provided to calculate the outage probability for a given code ensemble [52]. In order to simplify
the expression of Pout,C(γC), define
g(h, γC) , EX
[
log2
(
1 + e−2h
2X
)]
(51)
=
1√
2piγC
∫ +∞
−∞
log2
(
1 + e−2h
2x
)
e−(x−γC)
2/γCdx.
A good approximation to (51) is proposed in [52] as
g(h, γC) ≈ log2
(
1 + e−h
2γC
)
. (52)
Under the approximation above, the condition for an outage becomes
1− log2
(
1 + e−h
2γC
)
< R,
which is equivalent to h2 <
− ln(21−R−1)
γC
. Under the assumption of Rayleigh fading, h2 has an
exponential density, and hence we may use the approximation Pr(h2 < x) ≈ x valid for small x
[52, p. 170]. Hence, we compute the outage probability using this approximation as follows:
Pout,C(γC) ≈ Pr
(
1− log2
(
1 + e−h
2γC
)
< R
)
= Pr
(
h2 <
− ln (21−R − 1)
γC
)
≈ − ln
(
21−R − 1)
γC
. (53)
In our application, underlying codes with high rates are desirable. When R approaches 1, the numerator
of (53) approaches +∞. In practical values of R which are less than 0.99, the numerator of (53) is
less than 4.97 and Pout,C(γC) is upper bounded by 4.97γC . In the sequel, we assume that the iterative
performance of the underlying code of our lattices at high SNRs is the same as the one of the outage
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boundary, that is 1
γC
. Before explaining the main result of this section, we recall a classical result from
statistics [53, p. 75], [54, 47].
Lemma 19: Let X1, X2, . . . , Xs be a sequence of i.i.d. random variables with cumulative distribution
function (CDF) FX . Define the random variable Y = max {X1, X2, . . . , Xs}. Then, the CDF of Y is
FY (x) = Pr(Y ≤ x) = (FX(x))s . (54)
Theorem 20: Let PC denote the frame error probability of the code C using the iterative decoding of
LDPC codes over a one-block fading channel. Moreover, assume that PC is equivalent to the outage
probability over a BF channel with one fading block. Then, the algebraic LDPC lattice based on the
underlying code C and with diversity n achieves diversity n over a BF channel with n fading blocks
using the decoder proposed in Section VII.
Proof: Before going through the details of the proof, we explain three notations. We use γC = 1/σ2N
to denote the SNR in a scenario in which the underlying code C has been employed for communication
over a BF channel with one fading block. In this case, the error probability is dominated by 1
γC
. We
also use the following notations
γΛ =
vol(Λ)2/nN
σ2N
=
(
d
N/2
K 2
N−k
)2/nN
σ2N
,
γP =
vol (σ(P))2/n
σ2N
=
(
2
√
dK
)2/n
σ2N
,
as the SNR in scenarios in which Λ and σ(P) have been employed for communication over a
BF channel with n fading blocks, respectively. When both cases achieve full diversity, their error
probabilities are dominated by 1/γnΛ and 1/γ
n
P, respectively. All these three definitions are con-
nected to each other. Indeed, we have γΛ = vol(Λ)2/nNγC and γΛ = 2−2k/nNγP which implies
O(1/γP) = O(1/γC) = O(1/γΛ). In high SNRs, that is, when σ2N → 0, there is no significant
difference between γC , γΛ and γP. Hence, without loss of generality, all of them will be denoted by
γ in the rest of proof.
In the first part of our decoding algorithm, we have 2N instances of optimal decoding, for the lattice
generated by P, over an n-block-fading channel. First, we assume that the transmitted codeword c in
(25) is the all-zero codeword. In the absence of codeword c, using Equation (48), our decoding problem
is equivalent to N instances of optimal decoding over an n-block-fading channel with an additive noise
with variance σ2N . The lattice generated by P comes from a totally real algebraic number field and
it has diversity order n. Thus, at high SNRs, that is, when σ2N → 0, optimal decoding of this lattice
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admits diversity order n. Now, we consider the general case that c = (c1, . . . , cN) is not the all-zero
codeword. In this case, the purpose of the instance i of our optimal decoding, for i = 1, . . . , N , is to
obtain pi = (σ1(pi), . . . , σn(pi)) = (pi,1, . . . , pi,n) ∈ P from the received vector of the form
y′i = (|h1|(2pi,1 + c′i) + ei,1, . . . , |hn|(2pi,n + c′i) + ei,n) ,
in which c′i = 2ci − 1 and ei,j ∼ N (0, σ2N ), for j = 1, . . . , n. We consider e′i,j = |hj|c′i + ei,j as
the effective noise that is not necessarily small in high SNRs and we reach to an error floor in the
performance curve. Without loss of generality, assume ci = 1. Then, c′i = 1 and we have
y+i = y
′
i − (|h1|, . . . , |hn|)
= (2|h1|pi,1 + ei,1, . . . , 2|hn|pi,n + ei,n) ,
y−i = y
′
i + (|h1|, . . . , |hn|)
= (2|h1|(pi,1 + 1) + ei,1, . . . , 2|hn|(pi,n + 1) + ei,n) .
For each zi ∈ Zn, ‖y+i − 2ziPHF‖2 is smaller than ‖y−i − 2ziPHF‖2 which implies ‖y+i − pˆ+i ‖ ≤
‖y−i − pˆ−i ‖ and zˆi = zˆ+i . In this case, y+i is the correct input for the ML decoder in which the effect of
the non-zero value c′i is removed. Thus, we have an optimal decoding over an n-block-fading channel
with an additive noise with variance σ2N and when σ
2
N → 0, optimal decoding of the lattice generated
by P admits diversity order n. If ci = 0 or equivalently c′i = −1, we have
y+i = y
′
i − (|h1|, . . . , |hn|)
= (2|h1|(pi,1 − 1) + ei,1, . . . , 2|hn|(pi,n − 1) + ei,n) ,
y−i = y
′
i + (|h1|, . . . , |hn|)
= (2|h1|pi,1 + ei,1, . . . , 2|hn|pi,n + ei,n) .
Thus, ‖y−i − pˆ−i ‖ < ‖y+i − pˆ+i ‖ which implies zˆi = zˆ−i . In this case, y−i is the correct input for the ML
decoder in which the effect of the non-zero value c′i is removed. Hence, for i = 1, . . . , n, we obtain
pˆi the estimation of pi with diversity n, that is, Pr {pˆi 6= pi} ≈ γ−n asymptotically. After N steps,
we obtain pˆ the estimation of p and
Pr {pˆ 6= p} =
N∑
i=1
Pr {pˆi 6= pi} ≈ Nγ−n,
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which admits diversity n, too. Now, assume p is estimated correctly. Without loss of generality let
h1 > 0 be the maximum of {|h1|, . . . , |hn|}. In this case, we have
yˆ
h1
=
(h1(2p1,1 + c
′
1) + e1,1, . . . , h1(2pN,1 + c
′
N) + eN,1)
h1
−(2h1pˆ1,1, . . . , 2h1pˆN,1)
h1
= c′ + (e′1,1, . . . , e
′
N,1),
where e′i,1 ∼ N (0, σ′2N ) for i = 1, . . . , N , is the Gaussian noise with σ′2N = σ2N/h21. This is exactly
the setting in which a codeword of the LDPC code C has been transmitted over a BF channel with
one fading block using BPSK modulation. Thus, the LLR for a specific SNR and symbol c′i can be
estimated as follows
Υ(i) = log
Pr {y(i)/h1|c′i = +1, h1}
Pr {y(i)/h1|c′i = −1, h1}
=
2yˆ(i)/h1
σ
′2
N
=
2yˆ(i)h1
σ2N
, (55)
which is the same as Equation (49) if h1 = max {|h1|, . . . , |hn|}. Let Υi denote the LLR vector
obtained by replacing h1 with hi in (55) and cˆ′i denote the estimation of the codeword c
′ by giving
Υi as the input of the sum-product decoder and P iC be the frame error rate of this estimation, that
is, P iC = Pr {cˆ′i 6= c′}. Since obtaining cˆ′i is equivalent to retrieving a codeword transmitted over a
BF channel with one fading block, P iC is upper bounded by γ
−1. If for i = 1, . . . , n, cˆ′i 6= c′, an
error happens in the estimation of c′. Indeed, using the received vector y of length nN , n erroneous
replicas of c′ can be found each of which is attenuated by one of hj’s, for j = 1, . . . , n. Hence, for
each transmitted codeword c′, n different decodings can be done via y and equivalently n different
estimations can be obtained from y. Each of these instances is equivalent to retrieving c′ from a
vector of the form y′′j = hjc
′+e′′j , where e
′′
j is the Gaussian noise with zero mean and variance σ
2
N per
dimension. The larger the coefficient hj , the better the approximation of c′. Therefore, if for the largest
value of h1, . . . , hn, the decoder returns a wrong estimation, it would return wrong estimations for other
hj’s too and all n instances of decoding would be failed. Hence, n instances of wrong decoding is
equivalent to the case in which error happens in the estimation of cˆ′1 because h1 = max {|h1|, . . . , |hn|}
and Υ1 is the best approximation of LLR among all Υi’s. Let us define n events corresponding to the
mistake in each one of these n decoding instances with outputs cˆ′j’s. Since these events are independent,
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we have the final erroneous decoding cˆ′ 6= c′ if and only if cˆ′j 6= c′, for j = 1, . . . , n. Consequently,
we have
Pr {cˆ′ 6= c′} ≡ Pr (cˆ′1 6= c′) & · · ·&Pr (cˆ′n 6= c′)
= P 1C × · · · × P nC ≈ γ−n.
The above result can also be obtained using the definition of outage probability in (53) and Lemma 19.
For a fixed high SNR γ and a fading coefficient hi, C(γ|hi) = 1 − log2
(
1 + e−h
2
i γ
)
is a random
variable depending only on the fading coefficient hi. Let us denote the random variable corresponding
to the ith fading coefficient by Hi and the random variable C(γ|Hi) by Hi. For a fixed value of γ,
since C(γ|hi) is an increasing function in terms of hi, and h1 = max{h1, . . . , hn}, we can assume
H1 = max{H1, . . . ,Hn}. According to (53), the outage probability corresponding to H1 in SNR γ is
Pout,C(γ) = Pr(H1 < R) which can be computed using Lemma 19 as [Pr(H < R)]n, where H denotes
the common distribution of all Hi’s. Due to our assumption that the iterative performance of C at high
SNRs is the same as the one of the outage probability, Pr(H < R) = γ−1 and Pout,C(γ) = [Pr(H <
R)]n = γ−n. Hence, at high SNRs, the frame error rate of C also behaves like γ−n. Thus we have
Pr {xˆ 6= x} ≤ Pr {cˆ′ 6= c′}+ Pr {pˆ 6= p} ≈ (N + 1)γ−n,
which indicates diversity n of algebraic LDPC lattices using the proposed decoder in Section VII.
Remark 2: In Theorem 20, we have considered a sufficient condition about the frame error of the
underlying code of algebraic LDPC lattices to achieve full-diversity over BF channels. However, this
assumption is not a necessary condition to achieve full-diversity. In the next section we modify the
proposed algorithm in this section by removing its iterative phase which enables full-diversity decoding
of general Construction A lattices without any assumption about their underlying code. We believe that
the second part of the proof of Theorem 20 can be provided by using diversity population evolution
(DPE) and Density Evolution (DE) techniques similar to the proofs of [25] and [23]. However, going
through the details of these techniques pulls us away from our main goal.
In order to discus the decoding complexity of the proposed algorithm, let us consider the complexity
of the used optimal decoder in dimension n as f(n), which is cubic in high SNRs for heuristic methods
and exponential in worst-case complexity [55]. Since our decoding involves 2N uses of an optimal
decoder in dimension n, the complexity of our decoding method is O(2N · f(n)) + O(N · d · t) in
which t is the maximum number of iterations in the iterative decoding and d is the average column
degree of HC . This complexity is dominated by O(N · d · t) as N is much greater than n.
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VIII. DECODING OF GENERAL FULL-DIVERSITY CONSTRUCTION A LATTICES
In this section, we remove the iterative phase of the algorithm proposed in Section VII which
enables full-diversity decoding of general Construction A lattices without any assumption about their
underlying code.Indeed, using the proposed algorithm, all generalized Construction A lattices with any
binary or non-binary underlying code can be decoded with full diversity and linear complexity in the
dimension of the lattice.
Let p be a prime number and C ⊂ FNp be an arbitrary linear [N, k] code and OK be the integers ring
of a totally real number field K of degree n. Let p be a prime ideal of OK such that OK/P ∼= Fp. Also,
consider σ1, . . . , σn to be n real embeddings of K. Every lattice vector x in σN(ΓC) = σN(ρ−1(C)) ⊂
RnN has the same form given in (25).
Let y be the received vector from Rayleigh BF channel with n fading blocks and coherence time
N which is given in (24). In this decoding procedure, we do not need the iterative phase of previous
decoding based on standard sum-product decoder of binary LDPC codes. Hence, we do not scale or
translate σN(ΓC) and x is the transmitted vector. In this case, the received vector is
yt = (IN ⊗HF)xt + nt. (56)
Unlike the previous method, we decode p and c in a single phase. The steps of decoding cˆ and pˆ is
provided in Algorithm 2. The final decoded lattice vector is
xˆ = cˆ⊗
n︷ ︸︸ ︷
(1, . . . , 1) +pˆ.
In order to give some insight about this decoding method, we provide the following toy example.
Example 6: Consider the cyclotomic field K = Q(ξ3), where ξ3 = e2pii/3, and OK = Z[ξ3] as its
ring of integers. We have 3OK = P2 and OK/P ∼= F3, where P = (1− ξ3) is a prime ideal of OK .
Let GC =
 1 0 1
0 1 2
 be the generator matrix of the 3-ary underlying code C of Λ = σ3(ρ−1(C)).
Consider c = (c1, c2, c3) = (2, 1, 1) and p = (p1, p2, p3) = (2 + ξ3, 1 − ξ3, 1 + 2ξ3) as randomly
chosen elements in C and P3, respectively. It should be noted that every member of P is of the form
(a + bξ3)(1 − ξ3), for a, b ∈ Z, which can be simplified to a(1 − ξ3) + b(1 + 2ξ3) using the fact that
ξ23 + ξ3 + 1 = 0. Hence, {1− ξ3, 1 + 2ξ3} is a Z-basis of P. Using the fact that the identity map σ1
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and σ2, that maps ξ3 to ξ¯3, are two embeddings of K, the transmitted vector x with components p
and c is of the following form
x = σ3(c + p) = (σ(c1 + p1), σ(c2 + p2), σ(c3 + p3))
= (c1 + p1, c1 + p1, c2 + p2, c2 + p2, c3 + p3, c3 + p3)
= (c1 + p1, c1 + p¯1, c2 + p2, c2 + p¯2, c3 + p3, c3 + p¯3)
= c⊗ (1, 1) + σ3(p).
Let h = (h1, h2) be a realization of the fading coefficients of the BF channel with two fading blocks
and n = (n1, . . . , n6) be the additive Gaussian noise with zero mean and variance σ2N per dimension.
Then, the received vector has the following form
y = c⊗ (h1, h2) + σ3(p)diag(h1, h2, h1, h2, h1, h2).
Using the above representation, we can split the decoding of y into three separate phases each of
which are equivalent to obtaining ci and pi from the following subvector
yi = ci(h1, h2) + (pi, p¯i)
 h1 0
0 h2
+ ni,
where ni = n(2i− 1 : 2i, ) and i = 1, 2, 3. Using the Z-basis of P, the generator matrix of σ(P) is
P =
 <σ1(1− ξ3) =σ2(1− ξ3)
<σ1(1 + 2ξ3) =σ2(1 + 2ξ3)
 =
 32 −√32
0 −√3
 .
We employ exhaustive search to find ci. If we guess the value of ci ∈ F3 correctly and subtract ci(h1, h2)
from yi and denote the obtained vector by y′i, then the decoding problem is reduced to finding z0 ∈ Z2
such that ‖y′i − z0Pdiag(h)‖2 is minimized. In high SNRs, the additive noise variance approaches zero
and the last statement is approximately the decoding problem in the case of using the lattice σ(P) in
a fading channel with slightly lower SNR compared to the SNR of the channel in which Λ has been
empolyed. Indeed, this approximation is due to the difference between the definition of SNR for σ(P)
and Λ which is related to their different volumes. The error probability of this scenario is related to
the diversity order of σ(P). Since the signature of K is (r1, r2) = (0, 1), the diversity order of σ(P)
is r1 + r2 which is one. If we denote diag(h) by HF and we guess cˆi 6= ci as the value of ci, then
we are encountered with an additive noise of the form n′i = ni + (ci − cˆi)(h1, h2) in our decoding.
The vector n′i is still a Gaussian vector but except for the deep fades, that is, when h1 = h2 = 0, its
components have different nonzero variances. Therefore, we find a vector zˆi ∈ Z2 using our decoding
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that minimizes ‖yi − cˆi(h1, h2)− zPHF‖2 but zˆiP 6= ziP = (pi, p¯i) with high probability. Then, for
high SNRs, the components of ni are small and we have
‖yi − cˆih− zˆiPHF‖2=‖(ci − cˆi)h + (zi − zˆi)PHF + ni‖2
>‖yi − cih− ziPHF‖2 = ‖ni‖2 .
This comparison indicates situations in which a wrong decision has been taken regarding the value
of ci. Hence, for i = 1, 2, 3, if we guess the value of ci correctly and choose z ∈ Z2 that makes
‖yi − ci(h1, h2)− zPHF‖2 closer to its minimum value, that is ‖ni‖2, we have reached to an estimation
of the transmitted point.
Algorithm 2 Decoding of general full-diversity algebraic Construction A lattices
1: procedure DEC(y,P,HF = diag(|h1|, . . . , |hn|), p)
2: cˆ← 01×N
3: pˆ← 01×nN
4: for i = 1 : N do
5: yi ← y((i− 1) · n+ 1 : i · n)
6: pˆi ← pˆ((i− 1) · n+ 1 : i · n)
7: Threshold← +∞
8: for j = 0 : p− 1 do
9: yci=ji ← yi − j · (|h1|, . . . , |hn|)
10: zˆci=ji ← arg min
zi∈Zn
‖yci=ji − ziPHF‖2
11: pˆci=ji ← zci=ji PHF
12: if ‖yi − pˆci=ji ‖ < Threshold then
13: zˆi ← zˆci=ji
14: cˆi ← j
15: Threshold← ‖yi − pˆci=ji ‖
16: end if
17: end for
18: pˆi ← zˆiP
19: end for
20: return cˆ, pˆ.
21: end procedure
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Using the notation of Section VII-A, let us consider the complexity of the used optimal decoder in
dimension n as f(n). Since our decoding involves pN uses of an optimal decoder in dimension n,
the complexity of our decoding method is O(pN · f(n)). This complexity is almost linear in terms of
N since N is much greater than n and p. In order to make a comparison, consider full-rate uncoded
transmission with log2(M) bit/s/Hz. The optimal decoding in this case entails MnN searches. Using
our proposed algorithm requires only pN ·Mn searches which indicates a remarkable reduction in the
complexity. For M = 4, n = 3, p = 2 and N = 100 which are typical values in our simulations, the
number of trials is 200 × 26 ≈ 214 for our decoder versus 2600 for ML decoder. This results in 2586
times faster decoding compared to ML decoding.
Theorem 21: Let C ⊂ FNp be the underlying code of a generalized Construction A lattice Λ with
diversity n. Then, Λ achieves full diversity over a BF channel with n fading blocks using the decoder
proposed in Algorithm 2.
Proof: For P′ = IN ⊗ PHF the optimal decoding of Λ means finding arg min
z∈ZnN
‖yt − (zMΛ)t‖2
which is equivalent to solving the following problem
(zˆ, cˆ) = arg min
z∈ZnN ,c∈FNp
‖yt − (c⊗ (|h1|, . . . , |hn|))t − (zP′)t‖2.
Next, the decoded lattice vector is xˆ = cˆ ⊗ 1n + zˆ(IN ⊗ P), in which 1n denotes the all-one vector
of length n. By splitting z and y to N vectors z1, . . . , zN and y1, . . . ,yN each of length n, xˆ can be
written as
N⊕
i=1
arg min
zi∈Zn,ci∈Fp
‖yti − ci(|h1|, . . . , |hn|)t −HFPtzti‖2, (57)
where ⊕ denotes the concatenation of N vectors given afterwards as xˆi = cˆi1n + zˆiP, in which
(zˆi, cˆi) = arg min
zi∈Zn,ci∈Fp
‖yti − ci(|h1|, . . . , |hn|)t −HFPtzti‖2.
Instead of finding the minimum of ‖yt−(zMΛ)t‖2 for z ∈ ZnN , which is an ML decoding in dimension
nN , our algorithm solves the minor minimization problems in (57) which are pN instances of ML
decoding in dimension n. Since all these ML decoding instances provide diversity n, their point error
probability is upper bounded by γ−n and error happens in their concatenation if error happens in at
least one of them. Hence, the point error probability of our decoder is upper bounded by Nγ−n which
admits diversity n.
Remark 3: According to our simulation results in Section IX, the iterative and non-iterative decoding
algorithms have comparable error performance. The complexity of the algorithms are also comparable.
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Moreover, the non-iterative algorithm works for non-binary and non-LDPC codes which are lacked
for iterative algorithm. The question arises spontaneously: in this context, are there reasons to prefer
the iterative algorithm? The answer to this question maybe found in the future. Indeed, the proposed
decoding algorithms in this paper can be easily generalized for coset codes based on arbitrary lattices
Γ′ ⊂ Γ. In this case, the role of sphere decoder would be played by the decoder of Γ′. Hence, if we
could find an appropriate sub-lattice Γ′ with iterative decoding, it seems that a family of coset codes
with fully iterative decoding algorithm over BF channels can be obtained. The fully iterative decoding
algorithm of such coset codes can outperform our non-iterative algorithm in terms of complexity.
IX. NUMERICAL RESULTS
In this section, we present numerical results of simulating full-diversity Construction A lattices
for BF channels. In the binary cases in which iterative decoding has been used, randomly generated
MacKay LDPC codes [56] with parity-check matrices of size 45×50, 50×100, 90×100, and 250×500
are used in our simulations. Frame error rate (FER) performance of all lattices are plotted versus SNR
γ = vol(Λ)2/nN/σ2N . We have compared the obtained results with the proposed Poltyrev outage limit
(POL) in [24]. This POL is related to the fading distribution and determinant of the lattice which itself
is related to dK and the rate of its underlying code. The Poltyrev outage limit of full-diversity algebraic
LDPC lattices with different parameters and diversity orders are plotted in Fig. 5.
In Fig. 6, decoding of double-diversity algebraic LDPC lattices and comparison with the proposed
decoding algorithm in [1] are presented. In simulations we have used the construction of Theorem 2
with m = 10, 7, 2 and the decoding algorithm proposed in Section VII. For m = 10, m ≡ 2 (mod 4),
and dK = 4m = 40. Here, K = Q(
√
10), OK = Z[
√
10] and the prime ideal is P = 2OK +
√
10OK .
In this case, the integral basis of P is
{
2,
√
10
}
and the matrix P in Algorithm 1 which was denoted
by DM in (18) is
P =
 2 2√
m −√m
 . (58)
For m = 7, m ≡ 3 (mod 4), and dK = 4m = 28. Here, K = Q(
√
7), OK = Z[
√
7] and the prime
ideal is P = 2OK + (
√
7 + 1)OK . In this case, the integral basis of P is
{
2, 1 +
√
7
}
because each
element of P has the form x = 2(a+ b
√
7) + (c+ d
√
7)(1 +
√
7), for a, b, c, d ∈ Z. It can be checked
that x can also be written as follows:
x = (c+ d+ 2b)(1 +
√
7) + (6d+ 2a− 2b).
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Fig. 5: Poltyrev outage limit for algebraic LDPC lattices with [N, k] = [100, 50] and different diversity orders.
Hence, x can be generated by
{
2, 1 +
√
7
}
as a Z-basis. The matrix P in this case is
P =
 2 2
1 +
√
m 1−√m
 . (59)
For m = 2, m ≡ 2 (mod 4), and dK = 4m = 8. Here, K = Q(
√
2), OK = Z[
√
2] and the desired
prime ideal is P = 2OK +
√
2OK . In this case, the integral basis of P is
{
2,
√
2
}
because each
element x of P has the form x = 2(a + b
√
2) + (c + d
√
2)
√
2, for a, b, c, d ∈ Z, and it can also be
written as follows:
x = 2(d+ a) + (2b+ c)
√
2.
The matrix P in this case is of form given in (58).
In Fig. 6, at FER of 10−4, the double-diversity algebraic LDPC lattice based on Q(
√
10) with [N, k] =
[100, 50] performs 8.45dB away from its corresponding POL. Using the decoder proposed in [1],
this lattice performs 21.6dB away from its corresponding POL. This indicates 13.15dB improvement
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compared to the previous decoder of full-diversity algebraic LDPC lattices in [1]. The double-diversity
algebraic LDPC lattice based on Q(
√
7) with [N, k] = [100, 50] performs 7.25dB away from its
corresponding POL which outperforms the one based on Q(
√
10) by 1.2dB. This better performance
is caused by lower discriminant of Q(
√
7) compared to Q(
√
10) which is in accordance with our
expectations (see Section IV-B). Among all quadratic number fields, Q(
√
5) has the least positive
discriminant. Unfortunately, the minimal polynomial x2−x− 1 of (1 +√5)/2, which is the generator
of the integers ring of Q(
√
5), has no linear factor after reduction modulo 2. Hence, it is not possible to
employ this number field to obtain any full-diversity binary Construction A lattice. After Q(
√
5), Q(
√
2)
has the least positive discriminant which is 8. We see in Fig. 6 that the algebraic LDPC lattice based
on Q(
√
2) with [N, k] = [100, 50] performs 5.5dB away from its corresponding POL. According to our
provided design paradigms in Section IV-B, we can further improve the performance by increasing the
rate of the underlying code. In Fig. 6, the double-diversity algebraic LDPC lattice based on Q(
√
2)
with [N, k] = [100, 90] performs 4.2dB away from its corresponding POL. In all simulations, the
full-diversity property of the iterative decoder proposed in this paper has been verified. Another result
in Fig. 6 is the FER of an algebraic LDPC lattice based on Q(
√
10) with [N, k] = [500, 250] which
performs 8.6dB away from its corresponding POL. Hence, by increasing the dimension from 200 to
1000, 0.15dB loss in the performance happens which is quite natural in BF channels.
In Fig. 7 we present the FER performance of triple-diversity algebraic LDPC lattices, obtained
from Example 3 by employing [100, 50] and [500, 250] binary LDPC codes as underlying code. The
POL with diversity order 3 is plotted for comparison. Due to the results of Fig. 7, triple diversity
algebraic LDPC lattices indicate diversity order 3 under the proposed iterative decoding algorithm in
Section VII, that confirms the proven result in Section VII-A. For [N, k] = [100, 50], the triple-diversity
algebraic LDPC lattice performs 3.65dB away from its corresponding POL. This error performance
can be improved by considering underlying codes with higher rates and number fields with lower
discriminant. In dimension 1500, that is, for [N, k] = [500, 250], the triple-diversity algebraic LDPC
lattice performs 4.3dB away from its corresponding POL.
In Fig. 8, the comparison between the FER of a double-diversity algebraic LDPC lattice under
iterative decoding and the FER of a low-density lattice code (LDLC) of dimension 100 with diversity
order 2 is provided [25]. The full-diversity algebraic LDPC lattice is based on Q(
√
2) and its underlying
code is a binary [50, 45] LDPC code. According to the results of Fig. 8, at FER of 10−4, LDLC performs
1.35dB away from its corresponding POL and LDPC performs 3.4dB away from its corresponding
POL.
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Fig. 6: Decoding of double-diversity algebraic LDPC lattices and comparison with the proposed decoding algorithm in
[1].
In Fig. 9, the comparison between the FER of a double-diversity algebraic LDPC lattice under
iterative decoding and non-iterative decoding is provided. The considered full-diversity algebraic LDPC
lattice is based on Q(
√
10) with [N, k] = [100, 50]. According to the results of Fig. 9, at FER of 10−4,
iterative algorithm performs 8.45dB away from POL and non-iterative algorithm performs 7.7dB away
from POL. Thus, non-iterative decoding outperforms the iterative decoding by 0.75dB.
In Fig. 10, the comparison between the FER of double-diversity binary and non-binary Construction
A lattices under non-iterative decoding is provided. Both non-binary lattices are based on Q(
√
5) with
[N, k] = [50, 45] and they uses 5-ary and 11-ary linear codes as their underlying codes. Let θ =
√
5+1
2
.
Then, the prime ideal considered to obtain the lattice based on the 5-ary code is P1 = 5OK+(3−θ)OK
which has the Z-basis {5, θ + 2}. The prime ideal considered to obtain the lattice based on the 11-ary
code is P2 = 11OK + (4 − θ)OK which has the Z-basis {11, θ + 7}. The binary lattice is based on
Q(
√
2). According to the results of Fig. 10, at FER of 10−4, the binary lattice performs 3.3dB away
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from POL, the non-binary 5-ary lattice performs 3.68dB away from POL and the non-binary 11-ary
lattice performs 4.07dB away from POL. In order to make a fair comparison, the binary and non-
binary lattices should be based on the same number field. The number field Q(
√
2) which is employed
to obtain binary lattice, has higher discriminant compared to Q(
√
5) which makes its performance
potentially weaker. Nevertheless, the binary Construction A lattice outperforms the non-binary 5-ary
one by 0.38dB. Moreover, the 5-ary lattice outperforms the 11-ary lattice about 0.4dB.
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Fig. 7: Decoding of triple-diversity algebraic LDPC lattices.
In Fig. 11, the comparison between the FER of a double-diversity binary Construction A lattice
under non-iterative decoding and the FER of an LDLC of dimension 100 with diversity order 2 is
provided [25]. The full-diversity Construction A lattice is based on Q(
√
2) and its underlying code is
a binary [50, 49] random code. According to the results of Fig. 11, at FER of 10−4, LDLC performs
1.35dB away from its corresponding POL and Construction A lattice performs 2.82dB away from its
corresponding POL.
In Fig. 12, the comparison between the FER versus volume to noise ratio (VNR) performance of
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Fig. 8: Comparison between error performance of a Construction A lattice under iterative decoding algorithm and an
LDLC of dimension 100 with diversity order 2.
Construction A lattices based on totally real and totally complex number fields under non-iterative
decoding over AWGN channel is provided. The employed totally complex number fields are Q(ξ3),
Q(ξ5), Q(ξ7) and Q(ξ11). For each prime number p, the cyclotomic number field K = Q(ξp) is
monogenic of degree n = p − 1, with discriminant pp−2 and its ring of integers is OK = Z[ξp]. For
p = 3, 5, 7, 11, we employ the prime ideals of the form P = (1 − ξp) and random p-ary linear codes
to obtain the simulated examples in Fig. 12. All considered examples in this figure are roughly of
dimension 200. We observe that by increasing the discriminant of totally complex cyclotomic fields,
one can obtain a better performance. This is natural since the dimension of the lattice based on the
prime ideal P is p − 1 which increases by increasing the discriminant. Since the decoding of P is
somehow an ML decoding, by keeping the dimension fixed, the overall behaviour of decoding tends
to ML decoding when p increases. Indeed, since the dimension N(p − 1) is assumed to be 200 in
our simulations, by increasing p, N approaches 1. The penalty of increasing p will appear to be
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exponentially in the decoding complexity. It should be noted that the volume of a Construction A
lattice Λ based on K = Q(ξp) and an [N, k], p-ary code C is 2−nN/2dN/2K pN−k [57]. Hence, the VNR
in the case of using the totally complex cyclotomic number field Q(ξp) over an AWGN channel with
variance σ2N per dimension is
VNR =
vol(Λ)2/nN
2pieσ2N
=
0.5d
1/n
K p
2(N−k)/nN
2pieσ2N
=
p
p−2+2(1−R)
p−1
4pieσ2N
=
p
p−2R
p−1
4pieσ2N
,
where R = k/N is the rate of the underlying code C. The FER performance of a 5-ary Construction A
lattice based on the totally real number field Q(
√
5) is also provided in this figure. In terms of FER,
the lattice based on totally real number field Q(
√
5) outperforms all the ones based on totally complex
number fields except the one based on Q(ξ11) which has 0.35dB better performance in the FER of
10−3.
In Fig. 13, the same comparisons are provided in terms of symbol error rate (SER). In this case, the
lattice based on totally real number field outperforms all the ones based on totally complex number
fields with much lower decoding complexity. More specifically, at the SER of 2 × 10−5, the lattice
based on Q(
√
5) has 0.5dB better performance compared to the one based on Q(ξ11).
The authors of [25] have employed the decoding algorithm of LDLCs proposed in [16] which has
complexity O(n · d · t · 1
∆
· log2( 1∆)), where ∆ is the resolution; its typical value using the considered
parameters of [25] is 1/64 (selected pdf length which is denoted by L in [16], is 216 and FFT size
which is denoted by D in [16], is 210 and 1
∆
= L
D
). Here, n is the dimension of lattice, t is the number
of iterations and d is the average code degree. Regarding the various parameters involved in estimating
the complexity of this decoder that complicates a rigorous comparison, we give a rough comparison
idea by replacing the typical values of these parameters and looking at the numerical values. Using
the parameters of [25], n = 100, d = 4, 1
∆
= 64 and t = 50. Computing n · d · t · 1
∆
· log2( 1∆)
using these parameters estimates 7680000 computational operations in the decoding of this lattice.
The complexity of our non-iterative decoder is O(pN · f(n)) in which f(n) indicates the number of
searches done by sphere decoder in dimension n. The expected total number of points visited by the
sphere decoding is proportional to the total number of lattice points inside spheres of radius d and of
dimensions i = 1, . . . , n [55]:
f(n) =
n∑
i=1
pii/2
Γ(i/2 + 1)
di ≥ 1√
pi
α
n
2α
+ 1
2n
1
2α
− 1
2 , (60)
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Fig. 9: Comparison between error performance of a Construction A lattice with dimension 200 and diversity order 2
under iterative and non-iterative decoding.
where Γ(x) :=
∫ +∞
0
tx−1e−tdt denotes the Gamma function and 1 < α ≤ n is a number defined in
[55]; for example we can take α = 2. The latter inequality in (60) is obtained by using Stirling’s
formula for the Gamma function and considering 2pied2 ≈ n1+ 1n in such a way that the probability
of the sphere decoder finding a lattice point does not vanish to zero. Considering d = 2 and n = 2
in (60) gives f(n) = 4pi + 4/3 ≈ 14. We also have p = 2 and N = 50 and our decoding involves
pN ·f(n) ≈ 1400 searches each one equivalent to multiplying a vector of length n by an n×n matrix.
Hence, our decoding algorithm requires 1400 × 22 = 5600 computational operations which is 1371
times lesser compared to the number of operations in the decoder of LDLCs. We recall again that this
is just a rough comparison and a deep comparison involving all parameters and situations is needed
before we can claim that our decoding method is preferable.
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Fig. 10: Comparison between error performance of non-binary and binary Construction A lattices with dimension 100
and diversity order 2 under non-iterative decoding algorithm.
X. CONCLUSIONS
In this paper, we have proposed full-diversity Construction A lattices on BF channels, based on totally
real number fields. The framework for obtaining any diversity order is provided and examples with
diversity order 2, 3 and 4 is discussed through the paper. In order to apply these structures in practical
implementations, we have proposed two new decoding methods which have complexity growing linearly
with the dimension of the lattice. It makes the decoding of high-dimension Construction A lattices
on the BF channels tractable. The first decoder is proposed for full-diversity algebraic LDPC lattices
which are generalized Construction A lattices with a binary LDPC code as underlying code. This
decoding method contains iterative and non-iterative phases. In order to implement the iterative phase
of our decoding algorithm, we have proposed the definition of a parity-check matrix and Tanner graph
for full-diversity Construction A lattices. We have proved that the constructed algebraic LDPC lattices
together with the proposed decoding method admit full diversity over BF channels. In the second
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Fig. 11: Comparison between error performance of a binary Construction A lattice under non-iterative decoding
algorithm and an LDLC of dimension 100 with diversity order 2.
decoding method, the iterative phase has been removed which enables full-diversity practical decoding
of all generalized Construction A lattices without any assumption about their underlying code. We have
also provided some insights about the design criteria of lattices for BF channels. Our simulation results
indicate that Construction A lattices obtained from binary codes and the ones based on non-binary
codes have comparable error performance in BF channels. In addition, the decoding complexity in
the binary case is much lower compared to the non-binary case. Since available lattice construction
methods from totally real and complex multiplication (CM) fields does not provide diversity in the
binary case, we have generalized Construction A lattices over a wider family of number fields namely
monogenic number fields.
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Fig. 12: Comparison between frame error rate of Construction A lattices based on totally real and totally complex
number fields under non-iterative decoding algorithm over AWGN channel.
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