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The study of cetacean vocalizations is usually based on spectrogram analysis. The feature extraction is obtained from 2D methods
like the edge detection algorithm. Diﬃculties appear when signal-to-noise ratios are weak or when more than one vocalization is
simultaneously emitted. This is the case for acoustic observations in a natural environment and especially for the killer whales
which swim in groups. To resolve this problem, we propose the use of the Hilbert-Huang transform. First, we illustrate how few
modes (5) are satisfactory for the analysis of these calls. Then, we detail our approach which consists of combining the modes
for extracting the time-varying frequencies of the vocalizations. This combination takes advantage of one of the empirical mode
decomposition properties which is that the successive IMFs represent the original data broken down into frequency components
from highest to lowest frequency. To evaluate the performance, our method is first applied on the simulated chirp signals. This
approach allows us to link one chirp to one mode. Then we apply it on real signals emitted by killer whales. The results confirm
that this method is a favorable alternative for the automatic extraction of killer whale vocalizations.
Copyright © 2008 Olivier Adam. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
Marine mammals show a vast diversity of vocalizations from
one species to another and from one individual to another
within a species. This can be problematic in analyzing
vocalizations. The Fourier spectrogram remains today the
classical time-frequency tool used by cetologists [1–3]—
and sometimes the only one proposed—for use with typical
software dedicated to bioacoustic sound analysis, such as
MobySoft Ishmael, RainbowClick, Raven, Avisoft, and XBat,
respectively, developed by [4–8].
In general, when analyzing bioacoustic sounds, posttreat-
ment consists of binarizing the spectrogram by comparing
the frequency energy to a manually fixed threshold [4, 9].
Then, feature extraction of the detected vocalizations is
carried out using 2D methods specific to image processing.
These algorithms, like the edge detection algorithm, are
applied on the time-frequency representations [4, 5, 10].
Though the Fourier transform provides satisfactory
results as far as cetologists are concerned, all hypotheses are
not consistently verified. This is particularly true for the
analysis of continuous recordings when signals and noises
are varying in time and frequency [11]. Moreover, these
time-frequency representations have interference structures,
especially for the type 1 Cohen’s class (e.g., as the Wigner-
Ville distribution) [12]. In addition, the uniform time-
frequency resolution of the spectrogram has drawbacks for
nonstationary signal analysis [13].
To overcome these diﬃculties, the following approaches
have been recently proposed: parametric linear models
such as autoregressive filters, Schur algorithm, and wavelet
transform [14–17]. A comparative study of these approaches
can be found in [16]. All of these methods are based on
specific functions for providing the decomposition of the
original signals. These functions can present a bias in the
results proving a disadvantage in analyzing a large set of
diﬀerent signals, such as killer whale vocalizations. Also,
concerning the wavelet transform, it should be noted that,
in general, bioacoustic signals are never decomposed using
the same wavelet family. For example, in analyzing the sperm
whale regular clicks, authors have presented the Mexican hat
wavelet, the wavelet package, and the Daubechies wavelet,
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and so forth [15, 16, 18–20]. It seems that the choice to use
one specific wavelet family is influenced less by the shape of
the sperm whale click than by the global performance on the
complete dataset used by the authors in their application.
Introduced as the generalization of the wavelet transform
[21], the chirplet transform appears a possible solution in
our application because of the specific shape of certain killer
whale vocalizations (e.g., chirps). However, this method has
some disadvantages. First, it requires the presegmentation
of the signals (unnecessary in our method). Second, it is
known that the computation time of the chirplet transform
is lengthy and the proposed method to compensate for this
drawback limits the analysis to one single chirp per preseg-
ment [21, 22]. This is not feasible for our approach because
more than one vocalization is likely to be simultaneously
present in the recordings.
This paper endeavors to adapt the Hilbert-Huang trans-
form (HHT) to the killer whale vocalization detection and
analysis. We introduce the HHT because it is well suited for
nonlinear nonstationary signals analysis [12]. This transform
is used as a reliable alternative to the wavelet transform for
many applications [23, 24], including underwater acoustic
sounds [25, 26]. The detailed advantages are promising for
detecting underwater biological signals even if they have a
wide diversity, as mentioned above. In our previous work,
we have confirmed positive results for the analysis of sperm
whale clicks using the HHT [27, 28].
In these articles, we demonstrated how to detect these
transient signals emitted by sperm whales. The modes
obtained from the HHT were used for extracting and
characterizing sperm whale clicks, as detailed in [29]. We
compared results from diﬀerent approaches to obtain the
best time resolution. First, this allowed us to characterize the
shape of the emitted sounds (evaluation of the size of the
sperm whale head with precision). Second, we optimized the
computation of time delays for arrivals of the same sound
on diﬀerent hydrophones to minimize the error margin on
the sperm whale localization. In conclusion, the HHT was
presented as the alternative to the spectrograms.
Also, in these articles, we did not discuss the role of
each mode obtained from the HHT and we did not present
the method based on the combined modes as we do in this
article. Considering that our current work is not only aimed
at illustrating a new application of the HHT but also, through
our application dedicated to killer whale vocalizations, we
introduce an original method based on the combined modes
detailed in the following section.
2. METHOD
Proposed by Huang et al. in 1998 [12], the Hilbert-Huang
transform is based on the following two consecutive steps:
(1) the empirical mode decomposition (EMD) extracts
modes from the original signal. These modes are also referred
to as intrinsic mode functions (IMFs), and (2) by applying
the Hilbert transform on each mode, it is possible to provide
time-frequency representation of the original signal. It is
important to note that (1) the EMD is not defined by
mathematical formalism; the algorithm can be found in [12],
and (2) the second step is optional. Some authors limit their
application solely to the use of the EMD [30, 31].
The use of these modes can be compared to a filter bank
[32]. At time k, the decreasing frequencies are placed in
successive modes, from first to last. Our method takes advan-
tage of this characteristic. Our contribution is an original
process for the segmentation/combination of these modes.
The objective is to link a single killer whale vocalization to a
single mode.
2.1. Brief theory of the HHT
The EMD is applied on the original signal. This decompo-
sition is one of the advantages of this method because no a
priori functions are required: no function has to be chosen,
and consequently, no bias results from this.
The EMD is based on the extraction of the upper
and lower envelopes of the original signal (by extrema
interpolation). The mode is extracted when (1) the number
of the extrema and the number of zero crossings are equal
to or diﬀer at most by one, and (2) the mean of these two
envelopes is equal to zero.




ci(t) + RM(t), (1)
with t, i,M ∈ N. t = 1, 2, . . . ,T , where T is the length of the
signal s. M is the number of modes extracted from the signal
using EMD. ci is the ith IMF and RM the residue. ci and RM
are 1-dimension signals with T samples.
We note that the EMD could be applied on any nonzero-
mean signal. However, each mode is a zero-mean signal. It
is important to note that all the modes are monocomponent
time-variant signals. The algorithm is shown in Figure 1.
The time-frequency representation is provided after
computation of the Hilbert transform on each mode,
cHi(t) = HT(ci) = ci(t)⊗ 1
πt
, (2)
where ⊗ is the convolution.
From the analytic mode cAi(t) = ci(t) + jcHi(t), also
written cAi(t) = ai(t)e jθi(t), we define the instantaneous
amplitude response and the instantaneous phase. For each







Lastly, the time variations of the instantaneous frequencies of
each mode correspond to the time-frequency representation.
2.2. Segmentation and combination of the modes
For cetologists, the acoustic observations of a specific
marine zone consist of detecting sounds emitted by marine
mammals. Once achieved, a feature extraction is carried out
to identify the species.
It is possible to use the HHT in performing the emitted
sound detection. We assume that the original zero-mean
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Initialization step:
δ = value of the stop criterion threshold
i = 1
residual signal: r j−1 = s
Sifting process: extraction of ci
1. j = 1
2. ctmpi, j−1 = ri−1
3. Extraction of the local extrema of ctmpi, j−1
4. Interpolation of the minima and the maxima
to obtain the lower Li, j−1 and upper Ui, j−1 envelopes
5. Mean of these envelopes: mi, j−1 = 0.5x(Ui, j−1 + Li, j−1)
6. ctmpi, j = ctmpi, j−1 −mi, j−1
7. Stop criterion: SD j = sum(((|ctmpi, j−1 − ctmpi, j |)2)/(ctmpi, j−1)2)
j = j + 1 N SD j < δ
Y
Saving step:
save the ith IMF: ci = ctmpi, j
Update:
residual signal: ri = (ri−1 − ctmpi, j)
nr = number of the local extrema of ri
i = i + 1 N nr < 2
Y
End
Figure 1: Algorithm for the IMF extraction from the original signal s.
real signal has not been previously segmented by means of
another technique. The EMD provides a limited number
of modes (IMFs) resulting from this original signal. Note
that each mode is the same length as the original signal
(same number of samples). In any application, the challenge
in using the HHT is in interpreting the contents of each
mode as all signal components are divided between all the
IMFs according to their instantaneous frequency [12]. For
this reason, we propose the segmentation of the modes
in order to link a part of this information to one single
mode. Our method allows for segmentation to be based
on the strong variations of the mode frequencies: these
variations can be used to distinguish the presence of diﬀerent
chirps (cf. the example detailed in Section 3.1) or diﬀerent
vocalizations (cf. Section 3.2). Our segmentation is based on
the three following rules: (1) all the modes are composed
by the same number of segments, (2) the jth segments
of all the modes have the same length, and (3) diﬀerent
segments of one single mode could be diﬀerent lengths. To
perform this segmentation, we could have used a criterion
based on the discontinuities of the instantaneous amplitude.
But vocalizations show a continuous fundamental frequency
(signal with a constant or time-varying frequency) in their
complete duration (time between two silences like that which
the human ear can hear). Also, for our purposes, we have
chosen to work with variations of the frequencies because
we want to track killer whale vocalizations. Moreover,
tracking the frequency variations for extracting the killer
whale vocalizations is possible because these frequencies
are much higher in pitch than the underwater ambient
noise.
The detection of the frequency variations helps us
identify the exact beginning and end of each vocalization.
For the detection approach, our criterion is based on
the derivative of the instantaneous frequency. But it is
important to keep in mind that the phase is a local
parameter. To avoid fluctuations due mainly to ambient
noise, Cexus et al. have recently proposed the use of the
Teager-Kaiser operator [33]. But this seemingly promising
operator has not been evaluated for our application. Up to
now, we calculate the derivative of the mean instantaneous






where f ci is the mean of the successive instantaneous
frequencies. This step is added for attenuating the variations
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fci(t − k). (5)
The length Tw of the time window for providing this
mean depends on the application. In this paper, the Tw
value is empirically established from the study of our
dataset.
The idea of our detection approach is to track the signal
via analysis of the functions gci . These functions correspond
to the frequency variations of each monocomponent IMF.
Strong variations in these IMFs which indicate the presence
of signal information (start or end of one vocalization)
provoke notable changes in the functions gci , hypothesis H0.
Otherwise, these functions are nearly constant, hypothesis
H1. The functions dci are given by
dci(t) =
(




where η denotes the comparison threshold. For our applica-
tion, this value is constant (η = 10%×max(dci)), but it could
be made adaptive.
When a new vocalization appears in the recordings,
the function gci calculated from the first mode is suddenly
varying. The value of the detection criterion dci is superior to
the threshold η.
Moreover, this function gci will have a positive maximum
and a negative maximum, respectively, for the start and the
end of one single vocalization as the vocalization frequencies
are currently higher than the low ambient noise frequencies.
Moreover, because two vocalizations have two diﬀerent
main frequencies, gci will present discontinuities, which are
used for the vocalization segmentation.
Our criterion is successively applied on the first mode,
then the second mode, and so on. At the end of this process,
we obtain all the segments and we can determine their length.
The ith IMF is
ci =
{










ci(t j−1 + 1), ci(t j−1 + 2), . . . ci(t j + 1), ci(t j)
}
, (8)





i , respectively. Note that t0 = 0 and tN = T .
In our approach, we validate either the decreasing shift
or the permutation of the jth segments between two modes
ci−1 and ci. These combinations allow us to link specific
information to one single IMF. Our objective is to track the
fundamental frequency and the harmonics of the killer whale
vocalizations (see Section 3). Each vocalization will be linked
to one mode.




c1k|c2k · · · |c jk| · · · cNk
}
. (9)
The combination depends on the positive or negative
maximum of gci , when dci(t) > η.
(i) max(gci) > 0. This means that the instantaneous fre-
quency of the end of segment c
j
i is less than the instantenous





i , the vocalization could continue on segment c
j+1
i+1 .





i+1 and putting zeros z
j

















We repeat this process on the segment of each following
mode: m
j
k+1 = c jk with k ≥ i. Whereas segment c j+1i is the
start of a new vocalization. Our process does not modify this
segment or those that follow.
(ii) max(gci) < 0. The instantaneous frequency of the end
of segment c
j
i is higher than the instantenous frequency of
the start of the next segment c
j+1
i . This means that segment
c
j
i marks the end of the vocalization. This segment is not
modified. All the following segments clk (l ≥ j +1) of this
mode are switched to the next mode (k +1): mlk+1 = clk and
we replace the current segments with zeros zlk.
This process is summarized in Table 1.
This process of combining is done from the first to the
last IMF. Because the number of modes and the number of
segments are finite, the process ends on its own.
The new obtained signal is 1-dimensional with T samples















The following step is optional. We use a weighted factor (λ
j
i ∈





















We diminish the role of each segment by using low values
of the weighted factors; we can even delete certain segments
by using λ
j
i = 0. Consequently, this step allows us to am-
plify or attenuate one or more segments of the combined
IMF. The value of these weighted coeﬃcients must be
chosen based on the objective of the application. In many
cases, it could be appropriate to fix a value dependent on
the signal frequencies. In our application, we amplify the
highest frequencies and attenuate the lowest frequencies in
relation to the killer whale vocalizations and the ambient
noise, respectively—we use our process like a filter. In other
applications, the objective could be to use a criterion based
on the signal energy, for example, to reduce high-energy
segments and amplify low-energy segments.
Equation (12) demonstrates the possibility of using the
new IMF for the selection of certain parts of the original
signal.
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Our research team is involved in a scientific project based
on the detection and localization of marine mammals using
passive acoustics. We have already used the HHT for diﬀerent
kinds of bioacoustic transient signals, particularly sperm
whale clicks [27]. Now, we are applying the method on har-
monic signals. In this section, we show the results obtained
on simulated chirps, then we illustrate its performance on
killer whale vocalizations.
3.1. Analysis of the simulated three chirps signal
To present our method in detail, we have generated a
simulated signal composed of the three chirps with varying
frequencies (linear, convex, or concave) (Figure 2(A)).
The normalized frequencies of the first chirp s1 vary
from 0.062 to 0.022. s2 is the second chirp having a concave
variation of the normalized frequency from 0.016 to 0.08.
s3 is the third chirp containing the linear variation of the
normalized frequency from 0.008 to 0.012.
In this example, we use normalized frequency as it is
important to know the frequencies of the chirps rather than
the value of the sampling frequency.
The spectrogram is provided in Figure 2(B).
The first step of our approach involves performing the
EMD (Figure 2(C)). We note that the three first modes
present all the frequency variations of the three chirps.
Providing the time-frequency representation of all these
modes will reveal the frequencies of each chirp. With the
EMD, these frequencies are hierarchically allocated to each
mode, meaning that at each moment, the first mode has the
highest frequency and the last mode, the lowest frequency.
Figure 2(D) shows that the IMFs have frequencies orig-
inating from all three chirps. Therefore, IMF 1 successively
contains the frequencies from chirp s3, then from s1, then
from s2, and then from s3 again. Similarly, IMF 2 is composed
of frequencies from s3, then s2, and s3 again. Finally, IMF 3
contains only a short part of the frequency of s3.
Feature extraction from the time-frequency representa-
tion (Figure 2(B)) requires 2D algorithms, such as the edge
detection algorithm, for example. Our goal allows us to avoid
using these algorithms so common in image processing.
In our simulated signal analysis, the work results in
linking one complete chirp to one single IMF. The point of
using the new combined IMF is that the new IMF 1 receives
its frequency solely from chirp s1. New IMF 2 and IMF 3 will,
respectively, receive frequencies solely from s2 and s3 (6).
To segment these IMFs, we monitor the variations of
the gci parameter (Figure 2(E)). In our example, the five
segments are obtained from this parameter (Figure 2(F)).
Note that to avoid the side eﬀects resulting from the
segmentation process, we force the segments to start and end
at zero by applying the Tukey window [34].
Then, the IMFs are combined (see (6) and Figure 2(G)).
We provide the time-frequency representation. The Hilbert
transform is applied on these new combined IMFs. Thus,
the obtained figure confirms that the new IMFs have the
frequencies of the original chirps.
If one of these chirps is considered a source of noise, we
could discard this chirp by using the weighted coeﬃcients




The advantage is that we can use a 1D algorithm to
extract the frequency from each new IMF (in our case, the
interpolation could be done by using a simple 1-order or





















































(a) Decomposition of the original simulated signal; (A) original signal with the three chirps, (B) spectrogram, (C) EMD
decomposition, (D) Hilbert transform of each IMF
Relative amplitude





















































































































































































































Figure 3: Decomposition of two harmonic killer whale vocalizations; (a) original signal, (b) EMD, (c) Hilbert transform of each new IMF.
2-order polynomial regression). We do not have to employ
2D algorithms.
In conclusion, we have linked one chirp to one single new
IMF. We have shown too that it is possible to filter the signal
through this method.
3.2. Analysis of killer whale vocalizations
Killer whales emit vocalizations with various time and fre-
quency characteristics (short, long, with or without harmon-
ics, etc.). Killer whales live and evolve in social groups, so it is
very rare to have recordings from only one individual, unless
we consider the animals in the aquarium. Therefore, in these
recordings, it is current to find more than one vocalization
at the same time. This complicates the detection of these
vocalizations. Another challenge is to find one complete
vocalization. At times, a single complete vocalization is
segmented into many components. This depends on the
method used to provide the time-frequency representation.
When the signal-to-noise ratio is weak, it is common that the
binarized spectrogram separately extracts diﬀerent parts of
one single vocalization. To prevent this, other methods have
been proposed like the chirplet transform and the wavelet
transform [16, 21, 25].
In our dataset, the vocalizations have been recorded from
a group of killer whales in their natural environment. Vocal-
ization segmentation is commonly accomplished by apply-
ing the spectrogram. The analysis of this time-frequency
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Table 2: Detection of vocalizations; % of detection of complete
vocalizations, % of detection of simultaneous vocalizations.
Detection of
vocalizations
Spectrogram Chirplet transform Combined IMFs
Complete 76.9 95 95
Simultaneous 78 31.7 92.7
representation is executed with the aid of a threshold to
binarize the spectrogram, or of an edge detector [4, 5].
The performance depends on (1) the signal-to-noise ratio
which is varying during all the recordings, and (2) the
simultaneous presence of more than one vocalization. Our
method was introduced as a solution to overcome these two
obstacles. First, the ambient noise has lower frequencies than
the vocalizations. So it is coded by the last IMFs. Second,
each vocalization is linked to a single combined IMF. This
facilitates feature extraction (duration of the vocalization,
start and end frequencies, and shape).
In our application, we do not take into account the
last IMFs. In our previous work [27], we defined a per-
formance/complexity criterion based on the contribution
of each mode for obtaining the complete original signal.
Applied on this dataset, this criterion shows that only the
first five IMFs are suﬃcient for extracting killer whale
vocalizations. This low number of IMFs is coherent with the
results obtained by Wang et al. [25]. Considering only the
first five IMFs contributes to minimize the execution time of
this approach.
In the second step of the process, the modes are com-
bined following our algorithm to link one vocalization to one
mode.
We have compared the detection performance of the
three methods: the spectrogram, the chirplet transform, and
our approach based on the combined IMFs. Results appear in
Table 2. We consider our detection to be accurate when the
vocalization is determined in its full length. The segmented
vocalization is considered to be falsely detected.
When using the spectrogram, detection quality depends
mainly on the threshold value. In this application, we have
used a fixed threshold for the complete dataset in spite of
the presence of the varying ambient noise. The consequence
is that 25% of the vocalizations are segmented. Thus, the
spectrogram detector extracts many successive vocalizations
that are in fact all components of the same vocalization.
These results could be slightly improved by using an adaptive
threshold.
With the chirplet transform, the results decrease signifi-
cantly in the presence of simultaneous vocalizations. In these
cases, it seems that the algorithm extracts the vocalization
containing the greatest energy. Our method is more robust
because these diﬀerent vocalizations are linked to diﬀerent
combined modes. The detection process is done on each
mode.
Another advantage of our approach concerns vocaliza-
tions with harmonics. The presence of these harmonics
helps biologists characterize and classify sounds emitted by
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Figure 4: Extraction of the vocalization features; (a) original signal,
(b) Hilbert transform, (c) characterization of the vocalization.
to a single mode (as seen in Figure 3). Unlike in the previous
case, the vocalizations with harmonics are distinguishible
from simultanous vocalizations because all the harmonic
components have the same shape.
Another advantage of our method is that it allows us to
easily characterize each vocalization by applying the Hilbert
transform on each combined mode mi (duration, start and
end frequency, and shape). We employ a simple 1D function
to model the vocalizations. This is illustrated on a sample of
our dataset (Figure 4); we have extracted the start and the




After achieving promising results obtained on sperm whale
clicks (transient signals), our objective is to evaluate the
Hilbert-Huang transform on harmonic killer whale vocal-
izations. To this end, we propose a new method based on
an original combination of the intrinsic mode functions
obtained by the empirical mode decomposition. The advan-
tages of our method are (1) we filter the signal from the
new combined modes; (2) we link one vocalization (or one
harmonic) to one single mode; (3) we use a 1D algorithm to
characterize the vocalizations.
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