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2Abstract: The present work demonstrates the capabilities of laser-induced breakdown spectroscopy (LIBS) in the qualitative analysis of carbonaceous aerosols. The model aerosols studied were generated by laser ablation in a nitrogen flow from five commercial coal samples (lignite, anthracite, Pécs-vasas brown coal, Polish brown coal, Czech brown coal) and contained sub-micron particles in a concentration exceeding 106 cm-3. Features of the LIBS spectra of these aerosol samples were characterized and it is showed that the particle detection frequency (expressed as the number of particle hits referenced to the total number of laser shots delivered) correlates with the mass concentration of the aerosol. The detection limit for coal aerosols was also estimated and found to be about 600 pgmm-3, meaning that for detectability with the present experimental system, either the diameter of individual particles should be over 2.3 m or their number concentration has to be large enough to exceed the above mass concentration detection limit.  The possibilities for coal classification based on the statistical evaluation of the LIBS spectra of their aerosols was also investigated in detail in the laboratory. Simple comparative functions (overlapping integrals, sum of squared deviations, linear correlation) were found not to be efficient in the discrimination, even when facilitated by spectral masking, but multivariate methods (classification tree, linear and quadratic discrimination analysis) gave significantly better results. The effect of data normalization and data compression (by the multivariate curve resolution alternating least squares methodology) prior to modeling was also tested and it was found that their influence on the classification accuracy is not always positive, if any. The best performance was showed by the classification tree method (without data compression), which had a good overall accuracy of 87.2%. The validation of the model was assessed by calculating the repeatability of the classification accuracy from 15 repetitions using randomly selected subsets of the spectra. This calculation gave a repeatability value of 2.2%, which shows that the model is quite robust.  
























































































































4et al. quantified quartz in coal dust samples collected on filter media [21], in the off-line mode. The carbon content of coal aerosol and pulverized coal particles were successfully determined in the on-line mode in several studies [13, 18, 22, 23]. Yao et al. designed an advanced, particle flow focusing device for the efficient detection of coal particles [24]. Mukherjee and Cheng investigated how different mass loadings in the plasma induce matrix effects during the quantitative analysis of carbonaceous aerosols [12]. At the same time, no studies have addressed the on-line, qualitative discrimination of coal aerosols according to their source coal type so far, although the potential of LIBS for the classification/identification of samples has already been successfully demonstrated on various samples, for example in microbiological [25-27], medical [28, 29], industrial [16, 30, 31] or forensic [32-34] applications. In the present study, we assessed the performance of LIBS combined with data evaluation using multivariate statistics for the discrimination of different types of coal aerosols in the laboratory. This is the first study in the literature, according to the best knowledge of the authors, which attempts to use LIBS for the source coal type determination based on an on-line coal aerosol analysis. Our model aerosols were generated from residential coal samples using our recently introduced laser ablation methodology [35, 36] in nitrogen gas, in order to control the properties of the aerosol particles and to reasonably mimic exhaust flue gases from air-based coal combustion. 




































































Size distribution curve, 
FWHM (µm)
Lignite (LI) 8.87 × 106 0.476 0.604
Anthracite (AN) 1.68 × 106 0.527 0.684
Pécs-vasas brown coal (PV) 5.19 × 106 0.238 0.308
Polish brown coal (PB) 7.82 × 106 0.385 0.489
Czech brown coal (CB) 8.70 × 106 0.465 0.566
Table 1. Characteristics of the coal aerosols generated by laser ablation for the purposes of the study.




























































6horizontal direction, with 90 angle between the optical axes of the two lenses). The collected light was coupled into a two-channel fiber-optic CCD spectrometer (AvaSpec-FT2048, Avantes, NL) using solarization-resistant, 200 µm diameter, 0.22 NA optical fibers (FCB-UV200-2-SR, Avantes, NL). The measurement chamber was mounted on a translation stage (LT-1, Thorlabs Inc., USA), which allowed bringing the laser focal spot inside the chamber in front of the light collection lenses. Gating of the spectral data collection was achieved by the internal electronics of the spectrometer, which was triggered by the laser power supply unit and continuously monitored on a digital storage oscilloscope (TDS1002, Tektronix, USA). The minimum possible gate delay of 1 s and gate width of 2 ms was set at the spectrometer. The double-channel spectrometer allowed the recording of the plasma emission in the 198-318 nm and 344-888 nm spectral ranges, with resolutions of 0.09 nm and 0.4 nm, respectively. 




























































7compression" step, which generated a set of virtual components (ST and C), constituting a significantly smaller data matrix than the original set of sample spectra. Classification tree (CLT) is a method that produces a list of conditions, based on which the features of a dataset (sample spectra) can be classified, or grouped. In the case of spectral datasets, these conditions refer to the intensity and positional relations of peaks in the spectra. The series of these conditions make up the evaluational construct, which can be best represented as a tree structure [39, 40].Discriminant analysis (DA) finds a set of prediction equations based on independent variables that are used to classify individuals into groups [41]. The methodology used to complete a discriminant analysis is similar to regression analysis. Discrimination is achieved by setting the variate’s weight for each variable to maximize the between-the-groups variance relative to the within-the-group variance. DA is most often used either in a linear or quadratic from. The so called linear DA (LDA) assumes that the observations within each groups are drawn from a multivariate Gaussian distribution and the covariance of the predictor variables are common across all levels of the response variable. Quadratic DA (QDA) also assumes normality of the data, but allows each class to have its own covariance matrix. The result is that QDA is usually more flexible. LDA and QDA require the number of predictor variables to be less than the sample size.




























































8Figure 1. Visible range, typical LIBS spectra of the studied coal aerosols (lignite (LI), anthracite (AN), Pécs-vasas brown coal (PV), Polish brown coal (PB), Czech brown coal (CB).




























































9The particle detection frequency is expected to be related to the concentration. Based on aerosol LIBS literature, it can be assumed that particle breakdown is efficient within a spherical region with a radius of 250 µm around the focal spot of the laser beam (by adopting the methodology described by Carranza and Hahn [45] and using E  d3 proportionality). In addition this, the size (mass) of the broken down particle(s) also has to reach a certain level to allow detection (size or mass detection limit). 
3.2. Estimation of the particle detection limitThe knowledge of the concentration and average size of the particles for each aerosol sample makes it possible to estimate the particle size detection limit. This calculation is based on the viable assumption that particle detection frequency, under identical conditions, is proportional to the mass concentration of the aerosol. The total mass of the particles within the “blast radius” (a plasma formation sphere with a radius of 250 m, or 6.5410-2 mm3 volume, imagined around the focal spot of the laser beam within which all particles are assumed to break down completely) has to exceed the minimum mass needed for detection. As Fig. 2. reveals, a linear correlation fairly holds for the samples studied here (the density of carbon was taken as the bulk density of 2.26 gcm-3 in these calculations [46]). Based on the data in Fig. 2., the minimum detectable aerosol mass concentration is ca. 600 pgmm-3. This estimate suggests that particles only get detected if their characteristic diameter is at least 2.3 m or if they are smaller but their number concentration is large enough to produce a mass concentration exceeding 600 pgmm-3. Since the characteristic diameter of the laser ablation generated aerosol particles in the present experiments was smaller than 1 m for all coal samples (cf. Table 1.), detection was granted by their sufficiently high number concentration.   





























































 It is worth mentioning that the values of the above estimated size and mass concentration detection limits are dependent upon the defined size of the blast radius and a number of experimental factors, including e.g. the laser fluence and coal composition (e.g. volatile matter content, moisture, etc., which influence the breakdown threshold [16]). Nevertheless, the obtained values appear to be reasonable working estimates, as they are comparable to literature values for other particles (e.g. Panne et al. reported about a size detection limit of 0.75 m for NaCl particles [20] and Carranza et al. about 1 m for silica particles [45].
3.3. Discrimination/classification of coal aerosols3.3.1. Sample discrimination by comparative functionsFirst, we attempted to use common comparative functions to discriminate between the coal aerosols. We tested three functions, namely linear correlation, sum of squared deviations and overlapping integral, which we had found earlier to be fairly efficient in discrimination applications [16, 31, 34]. The calculations were performed on unscaled data, following spectral masking (data were only retained in the spectral windows of 344-366 nm, 376-430 nm, 460-488 nm, 599-652 nm, 730-757 nm, 807-832 nm and 856-884 nm) in order to give more weight to significant spectral features. In spite of these efforts, all the three comparative functions failed to deliver in the present application; there was no significant difference found between the degree of similarity (Q) values and the repeatability was also poor.





























































randomly selected non-blank spectra of the given sample, according to the procedure described in Section 3.1. The modeling was then performed and repeated 15 times, each time with a different, randomly selected set of 40 spectra. For each statistical model and repetition, the confusion matrix was calculated. The overall accuracy of the model in each repetition was evaluated by calculating the average of the individual accuracies for all five coal aerosol samples (% of correct identifications, in the diagonal of each confusion matrices). Finally, the average and the standard deviation on the accuracy results were calculated (repeatability). Fig 3. shows the overall discrimination results obtained using the CLT, LDA, QDA methods combined with MCR-ALS data compression. The error bars (standard deviation values) in the graph indicate the repeatability or robustness of the given model; the smaller is the standard deviation, the more reliable or stable the model is. 
Figure 3. Comparison of the overall (average) accuracy and repeatability (error bars) of the multivariate statistical models used after MCR-ALS data compression. The ‘n’ in front of the name of the method indicates that the calculation was performed after an automatic intensity scaling by the autonorm algorithm.





























































advantageous. A further investigation of the confusion matrices of the two most accurate compressed methods revealed that although their overall (average) accuracy is very similar, but MCR-ALS-CLT gives a more balanced performance across sample types. For a numerical illustration of the results, please see Table 2., which presents the confusion matrix for the most accurate model: nMCR-ALS-CLT (the ‘n’ in front of the name of the method indicates that the data was normalized by the autonorm algorithm). The rows of the matrix correspond to the actual sample classes, whereas the columns correspond to the predicted classes. The values in each cell normally represent the number of samples identified as belonging to the corresponding predicted class based on the statistical evaluation of the measurements. Of course, the ideal case is when all samples are correctly sorted into their corresponding classes, thus the diagonal values of the matrix should be equal to the number of samples (observations) in each actual classes, whereas the off-diagonal values would consequently be zeros (for further information, see e.g. [47]). In Table 2, a color coding and the indication of percentages of identifications were employed to allow a facile overview of performance. As it can be seen, the accuracy (% correct identifications, in the diagonal) is only good (above 80%) for just three samples, and it is fair (around 60%), for two samples. The latter sub-par values are clearly due to frequent false cross classifications between samples CB and PB (in above 20% of the cases) and with AN (above 10%). In other cases, false classifications are rare (below 10%). In summary, the classification results achievable with MCR-ALS compression were deemed fair, but clearly not adequate for a reliable discrimination.  
Predicted class 
CB PB LI PV AN
CB 57.2 ± 8.2 25.0 ± 9.4 2.3 ± 2.4 3.7 ± 2.7 11.8 ± 5.3
PB 21.0 ± 7.3 60.3 ± 10.6 1.0 ± 1.8 6.0 ± 3.8 11.7 ± 5.8
LI 2.2 ± 2.5 1.0 ± 1.6 80.7 ± 8.4 8.8 ± 5.7 7.3 ± 6.0
PV 0.5 ± 1.9 0.3 ± 0.9 7.7 ± 2.9 81.3 ± 4.7 10.2 ± 5.4
Actual class
AN 0.0 ± 3.9 0.0 ± 0.0 2.7 ± 5.1 6.0 ± 7.6 90.3 ± 9.0





























































performed analoguosly to what was described in the previous section. The overview of the results are shown, with and also without normalization, in Fig 4. 
Figure 4. Comparison of the overall accuracy and repeatability (error bars) of the multivariate statistical models used without data compression. The ‘n’ in front of the name of the method indicates that the calculation was performed after an intensity scaling by the autonorm algorithm.





























































weak, but their LIBS spectrum is characteristic enough to facilitate discrimination, e.g. due to their elemental fingerprint. 
Predicted class 
CB PB LI PV AN
CB 83.5 ± 7.5 8.5 ± 6.3 1.0 ± 1.6 1.2 ± 1.3 5.8 ± 3.9
PB 14.8 ± 9.4 72.7 ± 9.9 1.8 ± 2.0 1.0 ± 1.3 9.7 ± 3.0
LI 3.8 ± 3.5 0.5 ± 1.4 89.0 ± 4.4 2.7 ± 2.9 4.0 ± 3.1
PV 0.3 ± 1.3 0.0 ± 0.0 2.3 ± 0.6 92.7 ± 1.1 4.7 ± 0.9
Actual class
AN 2.0 ± 3.4 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 98.0 ± 3.4
Table 3. Confusion matrix for method nCLT, containing data for the average accuracy (%) and repeatability from 15 repeated calculations for all samples with randomly selected spectra. Color coding indicates good (green), fair (yellow) and poor (red) performance values in terms of accuracy and repeatability (see the text for more information). 





























































CLT condition (nm) Potentially contributing elements
358.0 Fe, Ti, Mn
363.8 Fe, Ti
384.4 Ti, Fe, Mn, S
396.8 H, Ca, Fe, Mn
570.0 C, Na, Si, Fe
586.2 Fe, Al
754.6 Fe
768.6 C, Fe, TiTable 4. List of elements generally present in coal at major or minor concentration levels that can potentially contribute to spectral intensities leading to branching conditions found by the CLT algorithm. 
Figure 5. A representative classification tree obtained by the nCLT method. Branching conditions are formulated by the algorithm based on spectral intensities.


























































































































identify the emission source (e.g. power or heating facility) if their input fuel elemental composition is known. This protocol can potentially also be extended to incorporate other fossil fuel types as well.
ACKNOWLEDGMENTSThe authors acknowledge the financial support from various sources including the Ministry of Human Capacities (through project 20391-3/2018/FEKUSTRAT) and the National Research, Development and Innovation Office (through projects K129063, EFOP-3.6.2-16-2017-00005, GINOP-2.3.2-15-2016-00036, EFOP-3.6.1-16-2016-00014 and ÚNKP-16-4) of Hungary, as well as by the János Bolyai Research Scholarship of the Hungarian Academy of Science. The authors are grateful for the insightful suggestions provided by Prof. R. Rajkó (University of Szeged, Hungary) on chemometric matters related to the present study.























































































































































































[39] L. Breiman, J.H. Friedman, R.A. Olshen, C.J. Stone, Classification and regression trees, Monterey, CA: Wadsworth & Brooks/Cole Advanced Books & Software, 1984.[40] R. Rajkó, K. István, Analytical solution for determining feasible regions of self-modeling curve resolution (SMCR) method based on computational geometry. J. Chemom. 19 (2005) 448-463.[41] C.J. Huberty, S. Olejnik, Applied MANOVA and discriminant analysis, Wiley and Sons, 2006. [42] M. Chen, T. Yuan, Z. Hou, Z. Wang, Y. Wang, Effects of moisture content on coal analysis using laser-induced breakdown spectroscopy, Spectrochim. Acta B 112 (2015) 23–33.[43] T. Yuan, Z. Wang, S-L. Lui, Y. Fu, Z. Li, J. Liu, W. Ni, Coal property analysis using laser-induced breakdown spectroscopy, J. Anal. At. Spectrom. 28 (2013) 1045-1053. [44] M. Dong, J. Lu, S. Yao, J. Li, J. Li, Z. Zhong. W. Lu, Application of LIBS for direct determination of volatile matter content in coal, J. Anal. At. Spectrom. 26 (2011) 2183-2188.[45] J. E. Carranza, D. W. Hahn, Plasma volume considerations for analysis of gaseous and aerosol samples using laser-induced breakdown spectroscopy, J. Anal. At. Spectrom. 17 (2002) 1534–1539.[46] D.R. Lide, ed., CRC handbook of chemistry and physics, CRC Press, 2005.[47] C. Sammut, G.I. Webb, eds., Encyclopedia of Machine Learning and Data Mining, Springer Science + Business Media, 2017.[48] M.P. Ketris, Ya.E. Yudovich, Estimations of clarkes for carbonaceous biolithes: World averages for trace element contents in black shales and coals, Int. J. Coal Geol. 78 (2009) 135–148.
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133
1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180





