Abstract-This paper presents the comparative analysis of Nthorder diversity combining and equalization over an interferencelimited cellular radio channel. The method of combining diversity and equalization has been analyzed previously. However, cochannel interference (CCI) was not considered, and the number of equalization taps was assumed to be infinite.
I. INTRODUCTION
C ELLULAR radio and personal communication systems (PCS's) reuse frequency extensively by using cells and microcells. However, this frequency reuse leads to cochannel interference (CCI). The signal-to-interference ratio (SIR) can fall to very low values when the mobile or portable users move away from their base station and the transmission paths are shadowed by large obstructions. In modeling the multipath radio performance, we take into account CCI generated by frequency reuse and additive white Gaussian noise (AWGN). A quadrature amplitude modulation (QAM) is used in our signal analysis. Equalization taps are determined by using minimum mean-squared error (MSE) criterion, and it is expressed directly in terms of channel parameters and modulation characteristics of the signal. Some MSE optimization techniques can be found in [1] - [3] .
The comprehensive performance analysis of the optimum diversity combining and equalization receiver structure has been presented in [4] - [7] . Other performance investigations of digital cellular radio systems employing adaptive equalization and diversity combining can be found in [8] - [10] . We extended the analysis of [4] - [7] to take into account the CCI. The conditional probability of error has been derived and validated with a set of numerical results [11] . In the analysis, we Manuscript received June 27, 1994; revised August 21, 1995 . The author is with Nortel, Inc., Richardson, TX 75083 USA (e-mail: stseng@nortel.com).
Publisher Item Identifier S 0018-9545(98) 00104-2. assumed that the number of equalization taps is infinite. Since only finite-tap equalizers can be used in practice, we analyze the same receiver structures, but using a finite-tap equalizer in this paper. With this analysis, we are able to investigate the tradeoff of the performance improvement and equalizer complexity.
To approach the signal analysis of diversity combining and finite-tap equalization, we first use an equivalent discrete linear system to represent an uncoded digital communication system. By using the equivalent discrete linear system, we derive the coefficients of equalization taps as functions of channel parameters. The end-to-end equivalent discrete channel response including th-order diversity receptions and equalization is then obtained to evaluate the end-to-end system performance. In error-rate estimation, we take two approaches. One is the Chernoff bound on error probability. The other is to evaluate the error rate by the moment method [12] - [14] .
In the following sections, we describe the optimization of diversity combining and finite-tap equalization, and the error probability estimation method. The system model is described in Section II. The MSE optimization of combining diversity and finite-tap equalization is performed and the moment error probability estimation method is described in Section III. An extensive set of numerical results are presented in Section IV. The comparison of the numeric results obtained by using error probability bound and by using the moment method is also discussed. Section V summarizes the main findings of using finite-tap equalization in this performance analysis and compares the results to that of using infinite-tap equalization.
II. SYSTEM DESCRIPTION A typical radio system consists of several basic building blocks. If the evaluation of system performance to be done by purely analytic method, it is extremely complex. The proposed method combines some analytical techniques with Monte Carlo simulation of channel parameters such that the statistical performance of the radio over such channel can be predicted. The block diagrams of digital radio transmission system with coherent receiver for a cellular system are depicted in Fig. 1 .
A. Diversity Channel Model
The -ideal coherent demodulators are used in the system. The block diagram of the transmitter, linear diversity channels, and coherent demodulator with CCI is depicted in Fig. 2 . The CCI is added to the front end of the receiver with a SIR that is determined by propagation conditions. The detailed SIR value has been derived in [11, Appendix A] . As presented in Fig. 2 , the baseband received signals can be presented as (1) where represents convolution and is the square root of for each diversity path. The complex baseband QAM modulated signal is (2) The complex baseband interference generated by the frequency reuse in a cellular system can also be represented as (3) where is a real pulse and is signaling interval. The symbols transmission in different free space are assumed to be independent and the signal and CCI are also assumed to be independent. The sequence of complex data symbols and are defined as the signal constellation with points.
B. Mobile Radio Transmission Channel Model
In this paper, a quasi-stationary statistic channel model is adopted [15] - [17] . It is assumed that the channel is time invariant over some period of time in order to establish a tractable mathematical framework. The transmission characteristic is modeled by frequency-selective fading of both amplitude and group delay. The overall complex channel-impulse response of diversity paths is (4) where each of the beams is characterized by , , and . The and are independent zero-mean Gaussian random variables .
Consider the received desired signal and CCI on the th diversity path when the input signal and CCI signal defined in (2) and (3) are used. The received desired signal is (5) and the received CCI signal is (6) where is raised-cosine shape function and
The SNR and SIR are a set of random variables. We use the definition of SNR and SIR described in [11] .
III. SIGNAL ANALYSIS AND ERROR-RATE ESTIMATION
We use the same signal analysis model as used in [4] , [6] , [11] , and [18] , but in discrete form. The MSE criterion is used to determine the equalization coefficients. The MSE approach tries to minimize the mean-squared difference between the sequence of transmitted symbols and sampled output with the presence of additive noise and interference. As described in [4] , [6] , and [11] , the output signal at can be obtained as 
A. Optimum Diversity Combining and Finite-Tap Equalizer
In order to form a discrete linear representation of our system, we make the following assumptions.
1) The stationary independent data sequences and , where are used. 2) The equalizer has taps , where .
3) The discrete channel of each diversity path has taps or -delay beams, ( and , where ). 4) The receiver has diversity receiving paths. 5) The CCI is statistically independent of desired signal. 6) The is a waveform-shaping function. First, we rewrite (7) in a discrete form such that we can obtain the equalization taps by solving the discrete equations. The discrete form of the output signal at is
The MSE is defined as MSE (9) where the baseband input signal is sampled at the at the front end of receiver for the th diversity path (i.e., )
Since we are interested in the equivalent weighting coefficients, which we shall use for computing the error rate, the MSE is optimized by taking a partial differential for each . The minimum MSE of the optimal diversity combiner-linear equalizer is MSE MSE (11) where is the optimal . We use the standard method of the calculus-of-variations to obtain equations, i.e., (12) Assuming that the signal data sequence, CCI data sequence, and Gaussian noise are mutually independent, we solve the difference equations obtained from (12) as follows:
where and Therefore, (12) becomes for all (14) where is the number of taps of the discrete channel response for each diversity path. To simplify the equation, we define an equivalent weighting matrix , where as a linear function of the matched filters and an equalizer. The linear equations (14) can be rewritten in a matrix form (15) where , , and are described as follows: is a
Hermitian covariance matrix and the element of the matrix is SIR SNR (16) is a filter matrix, which is the sum of the equivalent weighting coefficients for diversity paths. The elements are (17) is a matrix with the elements otherwise (18) Hence, the optimum matrix filters and tap gains are obtained as a function of channel-impulse response and the SNR and SIR at the input of the receiver with (19) The equivalent weighting coefficient is the sum of filters. The equivalent baseband filter structure or the equivalent weighting matrix receiver filter with element is depicted in Fig. 3 . As presented in [4] , [6] , and [11] , for each diversity path, (20) shows that the optimum receiving filter is the cascade of a matched filter and a transversal filter with a -spaced taps . The optimum structure of the th filter is presented as (20) and is a column vector of optimum coefficient . The structure of optimum diversity combining and finite-tap linear equalizer is depicted in Fig. 4 . 
B. Minimum MSE
Since the matrix is a Hermitian matrix, the . The is a conjugate transpose matrix of matrix . The minimum MSE is therefore given by MSE (21) The expression of the MSE is achieved by optimizing the receiving filter for a given diversity channel and a given shaping filter. Note that MSE is a random variable.
C. Error Probability Evaluation
Consider that if the joint intersymbol interference (ISI) and CCI have nonzero terms for an -QAM receiver, then the these joint interferences have a discrete probability distribution of allowed values with equal probability. In general, the evaluation of this distribution is extremely complex and cannot easily be done unless the value of and are small. Moreover, the Monte Carlo evaluation requires a large number of runs-the individual run has to be computationally efficient and accurate. The conventional simulation techniques, such as PN-sequence methods, are not appropriate for our computations.
For the error-rate calculation, we will devise a method of moments to calculate the error rates quickly and accurately. In the following sections, we describe the error-rate estimation methods in Section III-C1. The algorithm of constructing a moment matrix and computing moments for the Gauss quadrature method are then described in Section III-C2. For numerical validation, we compare the error probability estimated by the moment method to the Chernoff bound on error probability. The Chernoff bound has been described in [4] , [6] , and [11] in the case of infinite-tap equalization. The MSE and error probability bound for finite-tap equalization is then described in Section III-C2c.
1) Quasi-Analytic Error-Rate Estimation Method:
The first step of the quasi-analytic error-rate estimation method is to evaluate the residual ISI after using the equalizers. The simulation techniques are used to produce the statistical channel parameters. We proceed with the analysis of above sections. The received signal from an arbitrary set of filter with elements sampled at is (22) The and for the diversity path are defined as
The are the equivalent channel responses of a receiver with the combined diversity and equalizer structure. The is the th tap of the th matched filter. In a rectangular constellation, the decision of symbol error is made by looking at the real and the imaginary parts. The received signal sampled at is presented in terms of real part (in-phase rail) and imaginary part (quadrature rail)
where the is real. The first term in the right-hand side of (24) and (25) is the desired symbol, the middle terms are the ISI and CCI, and the last term is the Gaussian noise. The variance of the noise is (26) The data symbol and of our QAM modulation signals are in the set of . Suppose that the detection region is placed in the middle of adjacent elements for each real part and imaginary part-the detection regions are in the set of . For such a system, the symbol error probability without ISI and CCI can be written as (27) where is signal-to-noise ratio (SNR) of the -QAM [19] .
With ISI and CCI, the error rate of the in-phase rail can be written as (28) where the joint ISI and CCI are (29) Assume that there are a total of terms of ISI and CCI and , then we can rewrite (29) as (30) The error rate of the quadrature rail has a similar expression as
Note that the precursor and postcursor ISI and CCI terms are included in the total joint interference terms when using a linear equalizer.
The symbol error probability can be expressed as the average of or (32) where is the distribution function of and can be shown as (33) Letting be the notation of expectation and assuming that , we can obtain the average error probability as (34) Finally, we define the outage probability for a given error probability threshold as
The determination of average probability of error can be done if we know the probability density of . Since is the sum of discrete random variables, this is extremely complex and time consuming. We suggest an alternate method of computing . In Section III-C2, we will describe the Gaussian quadrature method, which we have used to determine the average error probability. We devise an algorithm for building a moment matrix and obtaining the abscissas and weights for Gaussian quadrature method in Section III-C2a. An algorithm of recursively computing moments is described in Section III-C2b.
2) Gaussian Quadrature Method: When we evaluate a definite integral (36) the is nonnegative and the probability density function (pdf) and are not known explicitly. It has been shown that the integral can be determined from the knowledge of the moments (or modified moments) of .
An algebraic algorithm, known as the long quotient modified difference algorithm, is given to determine the Gaussian quadrature given by (37) when the pdf is only known through moments given in (38)
The integral is expressed as a linear combining of values of . Sack and Donovan [12] and Meyers [13] have given methods to determine the abscissas and the weights , where from the knowledge of the first moments of
The algorithm given by Sack and Donovan established a codiagonal matrix from the moments, the eigenvalues of which are the abscissa 's. The weight can be expressed as ratios of two terms (abscissa ). Meyer's algorithm provided additional protection against computer round-off error [13] . Since is the sum of the a finite number of random number of random variables and the moment of each of these random variables can be determined, a recursive method proposed by Prabhu [14] can be used to determine the moments of all order of .
In the following sections, we outline the algorithms used to compute the moments recursively and the Gaussian quadrature rule (GQR). An algorithm, which combines the Gautchis modified moment technique with the Cholesky decomposition, can be found in Meyer's paper [13] . Our GQR computation algorithm is a modification of the modified moment algorithm of Gautchi, and it yields an extremely stable method for obtaining GQR. The GQR computation algorithm is described in Section III-C2a. Our moment computation algorithm is an extension of the recursive moment computation algorithm proposed by Prabhu [14] . The moments are computed with respect to a particular ISI and CCI. The joint ISI and CCI are sorted and the specified number of larger ISI's and CCI's are then used in computing moments. It is not necessary in the theory for the to be orthogonal. The formulation by Golub and Welsch used the unmodified moments corresponding to and, hence, and for all . As Gautchi shows, the use of modified moments results in less sensitivity to computer round-off errors. We use the modified moments of (40) in our construction of moment matrix and computation of error probability. In constructing the modified moment matrix, we develop a moment reuse algorithm that takes advantage of reuse of the available moments. Once a moment has been computed, the value of the moment and an indication flag are recorded in a corresponding matrix. Therefore, each order of the moments of partial sum of individual terms only needs to be computed ones during the construction of whole moment matrix. The moment reuse algorithm builds the moment matrix very fast. We shall describe the moment reuse algorithm in Section III-C2b after the recursive moment computation algorithm is discussed.
The final step in obtaining the weights and the abscissas involves finding the eigenvalues and eigenvectors of the matrix of modified-moments . The eigenvector corresponding to the eigenvalue is found from (47) The eigenvalues are the abscissas of the GQR and the positive weights are given by (48) where (49) The optimum strategy for finding eigenvalues and eigenvectors is, first, to reduce the matrix to a simple form, then, begin an interactive procedure. For symmetric matrices, the preferred simple form is tridiagonal. We use the householder method to reduce the modified moment matrix to a tridiagonal matrix. The detailed householder method can be found in [11, Appendix C] and [22] .
Once the original real symmetric modified moment matrix has been reduced to tridiagonal form, the eigenvalues can be determined by finding the roots of the characteristic polynomial directly. We use the QR and QL algorithm to find the eigenvalues and the corresponding eigenvectors. The algorithm determines a fraction of eigenvalues and eigenvectors very efficiently. The detailed QR and QL algorithm can be found in [11, Appendix C] and [22] .
A flowchart of the steps used to compute GQR is shown in Fig. 5 .
b) An algorithm of recursive moment computation: The GQR requires the knowledge of moments. The th moment is computed from the knowledge of the moments of the individual joint interference terms of -QAM system. In this section, we describe a recursive moment computation algorithm.
Let us denote the random variable , which is the sum of joint ISI and CCI terms
By reordering the sequence, the moments of the dominant terms are computed before those of others and round-off error is minimized. The partial sum of interference
Therefore, the th moments of the partial sum is and (52) 
to use this recurrence relation, we only need to know the quantities and . The th moment can be calculated from the knowledge of the moments of the individual joint interference terms of the -QAM system. The th moment can be written as (57) where for ISI, for CCI, and is the th joint interference term.
We have developed the recurrence relation of the moments of joint ISI and CCI. Here, we describe the corresponding matrix, which is used to store the computed moments of the partial sum of joint interference terms. The corresponding matrix is (58) where the entry is the th moments of the partial sum as shown in (52). By using this matrix, we only compute each entry once. The last column of matrix is then used to form the matrix of modified moments as described in (39). The is used to obtain weights of GQR as described in (48).
c) Mean-squared error and error probability bound: In addition to the moment method, we use the Chernoff bound of the error probability in our numerical results. Here, we summarize the equations of MSE and error probability bound when using finite-tap equalization. Applying the Chernoff bound to the symbol error probability obtained in [11, ch. 4 ], but using a finite number of residual interference terms, we have the upper bound on error probability as (59), given at the bottom of the page, where MSE Note that each coefficient and of equivalent channel-impulse responses is normalized to the to obtain the MSE in (59).
IV. NUMERICAL RESULTS
We have developed all the signal analysis to evaluate the system performance by the discrete linear analysis when a finite-tap equalizer is used. In our numerical evaluation, we use the quasi-analytic Monte Carlo simulation method [20] , [21] . Random sets of channel variables are drawn from known probabilities and averages. The equivalent channel-impulse response, which includes optimum diversity reception and equalization, is computed for each draw. The error rate is then computed by the recursive moment method for each equivalent channel-impulse response. This operation is repeated and the result is recorded in a data file for each draw. We use 10 000 sets of channel-impulse responses in our simulation.
We shall present the numerical results for noise-dominated channel and interference-limited channel. The main findings of the tradeoff between performance improvement and the complexity of equalizer are discussed and demonstrated with the figures of merit. Since the channel-impulse response is sampled at a symbol time interval in time-domain analysis and the delay spread is normalized to a symbol time interval of operating data rate, the numerical results obtained in this analysis of optimum diversity combining and finite-tap equalizer performance are not limited to a particular operate data rate and bandwidth. We evaluate numerical results with statistically independent channel parameters, identical SNR's, and SIR's on diversity branches.
The numeric results obtained by the moment estimation method are compared to that of error probability bound. We use given in (34) for the moment error probability estimation method and given in (59) for the bound on error probability. Although the derivation of optimum diversity combining and equalization has been done for diversity paths, we shall only present the numerical results for nondiversity and dual-diversity in this paper.
A. Validation of Numerical Method
Since the moment estimation method involves an extensive set of computations, the accuracy of estimation results depends on the order of moments and the number of interference terms used in the computation. First, we validate our numerical computation of moment estimations.
To validate the computation of the coefficients of equalization taps and end-to-end equivalent discrete channel-impulse responses after equalization, we compute the MSE defined in (59). Fig. 6 plots the MSE versus the number of equalization taps. We use 11 taps of sampled channel-impulse responses in the channel simulation and investigate MSE when the number of equalization taps is between 2-22. From Fig. 6 , one can find that the MSE decreases sharply from two-tap equalization to eight-tap equalization. The decrease of MSE is very slow when the number of equalization taps is larger than eight. Once the number of taps is larger than 12, MSE can only be reduced slightly by increasing the number of equalization taps.
MSE
(59) Fig. 6 . Mean-squared error versus number of equalization taps in a four-QAM system with optimum diversity combining and equalization.
To validate our numerical results obtained by using the moment method when a finite-tap equalizer is used, the numerical results are compared with the upper bound on error probability given by (59). Fig. 7 plots the logarithm of average error probability versus the number of equalization taps. In the computation of moments and Gaussian quadrature rule, we use 17 moments of the 16 largest joint interference terms. The 17 moments are used to form an 8 8 modified moment matrix. The result of Fig. 7 shows that the error rate estimated by the moment method is less than the Chernoff bound on error probability for finite-tap equalization. With the numerical validation as described above, we have proved the accuracy of our numerical computations. Fig. 8 plots the probability of error versus the number of equalization taps. From Fig. 8 , one can find that the probability of error decreases sharply from two-tap equalization to eighttap equalization. The decrease of error probability is very slow when the number of equalization taps is larger than eight. Once the number of taps is larger than 12, the probability of error can only be reduced slightly by increasing the number of equalization taps.
B. Performance and Equalizer Complexity
We have used relatively high numbers of moments and interference terms in the numerical computations of moments. However, the computation is very complex and time consuming. To find the order of moments and the number of interference terms that have to be used in the computation for the error probability in the range of our interest, we compare the following numerical results. The result of using the 17 moments of the 16 largest joint interference terms over a 11-tap channel is compared to that of using the 13 moments of the ten largest joint interference term over a nine-tap channel. Fig. 8 shows the comparison of those results. The results are very close when the number of equalization taps is larger than eight.
The performance improvement due to increasing the equalization taps is very slow when the equalizer has more than eight taps. Therefore, in the following numerical results, we shall use the 13 moments of the ten largest joint interference terms in a nine-tap channel unless otherwise stated. Since the performance is not sensitive to the transmitter rolloff as found in [5] and [11] for infinite-tap equalization, we shall use rolloff in the following numerical results. The influence of transmitter rolloff for finite-tap equalizer will be discussed in Section IV-D3. We shall present the numerical results using finite-tap equalizer for two type of channels. One is a noisedominated channel, and the other is an interference-limited channel. In addition, we shall compare the results obtained by using finite-tap equalizer to that of using infinite-tap equalizer.
C. Noise-Dominated Channel ( dB dB)
1) Finite-Tap Versus Infinite-Tap Equalization:
We first investigate the performance of a system which uses optimum diversity combiner and a nine-tap equalizer and operates over a noise-dominated channel. We compare the results obtained by the moment method for finite-tap equalization with the error probability bound for infinite-tap equalizer. Fig. 9 exhibits the logarithm of average error probability versus SNR when optimum dual-diversity combining, and a linear equalizer are used. The results show that the error rate obtained by the moment method for a nine-tap equalizer is greater than the error probability bound for the infinite-tap equalizer. The difference on the average error probability obtained by these Fig. 7 . Average error probability versus number of equalization taps in a four-QAM system with optimum diversity combining and linear equalization. Fig. 8 . Average error probability versus number of equalization taps in a four-QAM system with optimum diversity combining and equalization.
two methods depends on the SNR. The difference is larger in the higher SIR condition. This result indicates that to improve the error probability performance in the higher SNR range, a higher number of equalization taps is required. Fig. 10 plots the logarithm of average error probability versus signal relative delay. The signal relative delay is set to the value in the range of 0-2 T. It covers the spread for typical delay in indoor and Fig. 9 . Average error probability versus SNR in a four-QAM system with optimum diversity combining and linear equalization. outdoor environments. We still use nine-tap-sampled channelimpulse response. The average error probability is decreased when the signal relative beam delay is increased and it is less than a symbol time interval. The average error probability increases once signal relative beam delay exceeds a symbol time interval. The numerical result of error probability bound for infinite-tap equalization is also shown in Fig. 10 . The error probability bound of using infinite-tap equalization is an order of magnitude smaller than that of nine-tap equalizer in case of using dual-diversity. Since the error probability is relatively high, about 1 10 in this range of SNR, we shall observe the results in a higher SNR range in the following sections. We have investigated the outage probability for above channel parameter when the error probability threshold is set to 1 10 . The outage probability and average error probability have similar behavior over the channel parameters as described above.
2) Influence of Multipath Delay Spread:

D. Interference-Limited Channel ( dB dB dB)
In addition to AWGN, CCI is present in the PCS radio channel. The system performance degradation is dominated Fig. 13 . Power delay spectrum influence on average error probability. by the impairments of ISI caused by delay spread and CCI. In our simulation, the performances are examined when the SIR is set to three different values (15, 20 , and 30 dB) and the SNR is in the 15 30-dB range.
1) Influence of CCI: a) Error probability:
We display the average error probability versus SNR in Fig. 11 using arbitrary values of channel delay spreads (i.e., and ) when the SIR is set to three different values (10, 15 , and 30 dB). The relative beam delays are set to T for desired signal and CCI signal and filter rolloff factor is set to . In Fig. 11 , the logarithm of average error probability is plotted versus SNR when SIR is set to different values and the diversity combining and linear equalizer is used. The error probability cannot be significantly reduced by increasing the SNR once the SIR is less than 10 dB. b) Outage probability: Fig. 12 shows the SNR and SIR influences on the system service availability. The outage probability in our radio channel is presented by using the criteria given in (35). We present the outage probability in the range of 10 10 based on error probability threshold equal to 10 . Fig. 12 depicts the outage probability versus SNR for nondiversity and dual diversity when the SIR is set to three different values.
2) Influence of Delay Power Spectrum: The numerical results described above are obtained when the double-spike delay power spectrum is used in the simulation of the channel. Here, we investigate the influence of delay power spectrum. In addition to the double-spike delay power spectrum, we use exponential delay power spectrum in the following figures. In Fig. 13 , we plot the logarithm of average error probability versus SNR with SIR dB. The result of Fig. 13 indicates that the double-spike delay power spectrum tends to give worse channel condition compared to that produced by exponential delay power spectrum.
3) Influence of Transmit Rolloff Factor: We investigate the influence of the transmit filter rolloff factor on the error probability performance in Fig. 14. This figure plots the logarithm of average error probability versus the filter rolloff of the signal transmit filter. In the analysis of infinite-tap equalization, the numerical results have shown that the error probability performance is insensitive to the rolloff factor. The insensitivity characteristics are found in Fig. 14 when a nine-tap linear equalizer is used. However, we find that the rolloff factor in the range of 0.10-0.35 tends to give slightly better performance. The larger filter rolloff gives worse error probability performance. The worst condition is when the filter rolloff equals to 1.0.
V. SUMMARY OF RESULTS
This paper has presented the performance analysis of diversity combining and finite-tap equalization. The moment method was used to estimate the error rate when a finitetap equalizer is used. The results obtained by using finite-tap equalization and moment error probability estimation method are compared to those obtained in [5] and [11] , where the number of equalization taps is assumed to be infinite. We have analyzed the performance improvement versus the equalizer complexity (i.e., the number of equalization taps). The main findings of the analysis and numerical results of using finite-tap equalization are summarized as follows.
1) The dual diversity gain in average error probability in the case of using a finite-tap equalizer is smaller than that for an infinite-tap equalizer. The diversity gain still depends on the CCI level as described in [11] . The finite-tap equalizer takes advantage of multipath delay to eliminate the ISI and CCI as that has been found for infinite-tap equalizer.
2) The moment error probability estimation method provides a tighter bound than that of Chernoff bound when finite-tap equalization is used. Also, we find that the error rate estimated by using infinite-tap equalization is very optimistic. For instance, the error probability estimated by using infinite-tap equalization is at least an order of magnitude less than that of using nine-tap equalization when dual diversity is used.
3) The average error probability and outage probability decrease sharply from two-tap equalization to eighttap equalization. The performance improvement due to increasing equalization taps decreases once the number of equalization taps is larger than eight. The error probability can only be slightly reduced by increasing the number of equalization taps when more than 12 equalization taps are used and SNR and SIR are in the range of 20 25 dB. 4) The diversity gain is reduced when a high performance radio system is designed to operate in a high SNR and SIR condition, such as SNR and SIR larger than 30 dB. In this case, the higher number of equalization taps associated with higher signal power can further improve the error probability performance. 5) The error probability performance is not sensitive to the filter rolloff factor in the analysis of infinite-tap equalization. However, in the analysis of finite-tap equalization, we find that the system would have slightly better performance if the filter rolloff is in the range of 0.10-0.35.
