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UNIFORM RECTIFIABILITY FROM CARLESON MEASURE ESTIMATES
AND ε-APPROXIMABILITY OF BOUNDED HARMONIC FUNCTIONS
JOHN GARNETT, MIHALIS MOURGOGLOU, AND XAVIER TOLSA
ABSTRACT. Let Ω ⊂ Rn+1, n ≥ 1, be a corkscrew domain with Ahlfors-David regu-
lar boundary. In this paper we prove that ∂Ω is uniformly n-rectifiable if every bounded
harmonic function on Ω is ε-approximable or if every bounded harmonic function on Ω
satisfies a suitable square-function Carleson measure estimate. In particular, this applies to
the case when Ω = Rn+1 \ E and E is Ahlfors-David regular. Our results solve a conjec-
ture posed by Hofmann, Martell, and Mayboroda in a recent work where they proved the
converse statements. Here we also obtain two additional criteria for uniform rectifiability.
One is given in terms of the so-called “S < N” estimates, and another in terms of a suitable
corona decomposition involving harmonic measure.
1. INTRODUCTION
In this paper we characterize the uniform n-rectifiability of the boundary of a domain
Ω ⊂ Rn+1, n ≥ 1, in terms of a square function Carleson measure estimate, or of an
approximation property, for the bounded harmonic functions on Ω. Our results solve an
open problem posed by Hofmann, Martell and Mayboroda in [HMM2].
We introduce some definitions and notations. A set E ⊂ Rd is called n-rectifiable if
there are Lipschitz maps fi : Rn → Rd, i = 1, 2, . . ., such that
(1.1) Hn
(
E \
⋃
i
fi(R
n)
)
= 0,
where Hn stands for the n-dimensional Hausdorff measure. A set E ⊂ Rd is called n-AD-
regular (or just AD-regular or Ahlfors-David regular) if there exists some constant c > 0
such that
c−10 r
n ≤ Hn(B(x, r) ∩ E) ≤ c0 r
n for all x ∈ E and 0 < r ≤ diam(E).
The set E ⊂ Rd is uniformly n-rectifiable if it is n-AD-regular and there exist constants
θ,M > 0 such that for all x ∈ E and all 0 < r ≤ diam(E) there is a Lipschitz mapping g
from the ball Bn(0, r) in Rn to Rd with Lip(g) ≤M such that
Hn(E ∩B(x, r) ∩ g(Bn(0, r))) ≥ θr
n.
The analogous notions for measures are the following. A Radon measure µ on Rd is n-
rectifiable if it vanishes outside an n-rectifiable set E ⊂ Rd and if moreover µ is absolutely
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continuous with respect to Hn|E . On the other hand, µ is called n-AD-regular if it is of
the form µ = gHn|E , where E is n-AD-regular and g : E → (0,+∞) satisfies g(x) ≈ 1
for all x ∈ E, with the implicit constant independent of x. If, moreover, E is uniformly
n-rectifiable, then µ is called uniformly n-rectifiable.
The notion of uniform rectifiability should be considered a quantitative version of recti-
fiability. It was introduced in their pioneering works [DS1], [DS2] of David and Semmes,
who were seeking a good geometric framework under which all singular integrals with odd
and sufficiently smooth kernel are bounded in L2.
An open set Ω ⊂ Rn+1 is called a corkscrew domain if for every ball B(x, r) with
x ∈ ∂Ω and 0 < r ≤ diam(Ω) there exists another ball B(x′, r′) ⊂ Ω ∩ B(x, r) with
radius r′ ≈ r, with the implicit constant independent of x and r. Let us remark that we do
not ask Ω to be connected. For example, if E ⊂ Rn+1 is a closed n-AD-regular set, then it
follows easily that Rn+1 \ E is a corkscrew domain.
Let Ω ⊂ Rn+1 be open, and let u be a bounded harmonic function on Ω. For ε > 0 we
say that u is ε-approximable if there is ϕ ∈W 1,1loc (Ω) and C > 0 such that
(1.2) ‖u− ϕ‖L∞(Ω) < ε
and for all x ∈ ∂Ω and all r > 0
(1.3) 1
rn
∫
B(x,r)
|∇ϕ(y)| dy ≤ C,
where dy denotes the Lebesgue measure in Rn+1. It is clear by a normal family argument
that every bounded harmonic function on Ω is ε-approximable for all ε > 0 if and only if
(1.2) and (1.3) hold for all harmonic uwith ||u||L∞(Ω) ≤ 1 with constant C = Cε depending
on ε but not on u. The notion of ε-approximability was introduced by Varopoulos in [Va]
in connection with corona problems. See [Gar, Chapter VIII] for a proof on the upper half
plane and [Dah], for the case of Lipschitz domains. Also see [Gar], [HMM2], [KKiPT],
[KKoPT], and [Pi] for further results and applications, including some to elliptic operators.
Our main result is the following:
Theorem 1.1. Let Ω ⊂ Rn+1, n ≥ 1, be a corkscrew domain with n-AD-regular boundary.
Then the following are equivalent:
(a) ∂Ω is uniformly n-rectifiable.
(b) Every bounded harmonic function on Ω is ε-approximable for all ε > 0.
(c) There is C > 0 such that if u is a bounded harmonic function on Ω and B is a ball
centered at ∂Ω,
(1.4)
∫
B
|∇u(x)|2 dist(x, ∂Ω) dx ≤ C ‖u‖2L∞(Ω) r(B)
n.
The implications (a)⇒ (b) and (a)⇒ (c) have already been proved by Hofmann, Martell,
and Mayboroda in [HMM2] for n ≥ 2, but a careful reading of their proof shows same
implications hold for n = 1 with small modifications. In the current paper we will only
prove that (b) ⇒ (a) and that (c) ⇒ (a), but in a slightly stronger formulation because we
only assume (b) or (c) holds for bounded functions continuous on Ω and harmonic on Ω.
As a corollary of the preceding theorem we deduce another characterization of uniform
rectifiability in terms of a square function - nontangential maximal function estimate (of the
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type “S < N”) in the case n ≥ 2. To state this result we need some additional notation.
Given x ∈ ∂Ω, we define the cone
Γ(x) = {y ∈ Ω : |x− y| < 2 dist(y, ∂Ω)}
and for a continuous function u in Ω, we define the non-tangential maximal function
N∗u(x) = sup
y∈Γ(x)
|u(y)|.
For u ∈W 1,2loc (Ω) we also define the square function
Su(x) =
(∫
y∈Γ(x)
|∇u(y)|2 dist(y, ∂Ω)1−n dy
)1/2
.
Then we have:
Corollary 1.2. Let Ω ⊂ Rn+1, n ≥ 2, be a corkscrew domain with n-AD-regular boundary.
Denote by µ the surface measure on ∂Ω. Suppose that for some p ∈ [2,∞) there exists some
constant Cp > 0 such that for every function u ∈ C0(Ω) harmonic in Ω,
(1.5) ‖Su‖Lp(µ) ≤ Cp ‖N∗u‖Lp(µ)
Then ∂Ω is uniformly rectifiable.
In Hofmann and Le [HL, eq. (4.12)] the estimate (1.5) (at least for n ≥ 2) is asserted for
corkscrew domains with uniformly n-rectifiable boundaries and attributed to a forthcoming
paper by Hofmann, Martell and Mayboroda. From that paper and Corollary 1.2 it follows
that (1.5) also characterizes uniform rectifiability for corkscrew domain with n-AD-regular
boundary for n ≥ 2.
We will prove Theorem 1.1 by using the connection between harmonic measure the Riesz
transforms and then applying the result from [NToV1] that the L2(µ) boundedness of the
vector or Riesz transforms implies the uniform n-rectfiability of µ. The connection between
harmonic measure and uniform n-rectifiability has been a subject of intensive research in
the last years. See for example, [DJ], [HM1], [HMU], [HMM1], [AHMNT], [BH], and
[HM2]. Among these we would like to highlight [HM1] and [HMU], from which it follows
that for a bounded uniform domain Ω ⊂ Rn+1 (so that ∂Ω is n-AD-regular), the harmonic
measure ωp in Ω is an A∞ weight with respect to the surface measure if and only if ∂Ω
is uniformly n-rectifiable. On the other hand, the connection between harmonic measure
and the Riesz transforms, in combination with the rectifiability criteria from [NToV1] and
[NToV2], has been successfully exploited in other recent works such as [AHM3TV], [MT],
and [AMT2].
To show that the Riesz transform vector is bounded in L2(µ) we will use a corona type
decomposition. Unlike the usual corona decompositions of David and Semmes in [DS2],
which are of geometric nature, the one we will need is based on the comparison between
surface measure and harmonic measure. We will derive the usual packing condition for
such decomposition from the assumptions (b) or (c) in Theorem 1.1 with a suitable test
function u whose construction involves the harmonic measure. Then, by a comparison
argument between surface measure and harmonic measure we will prove the boundedness
of the Riesz transform “at the scale of each tree” of the corona decomposition. To implement
this argument is a non-trivial task as, for example, both measures may be mutually singular.
To overcome these technical difficulties we will use the suppressed Riesz kernels introduced
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by Nazarov, Treil and Volberg in [NTrV] and the sophisticated Tb theorems they proved for
such operators.
Finally, we remark that the corona decomposition we use in the proof of Theorem 1.1
provides a new characterization, in terms of harmonic measure, of uniform rectifiability for
boundaries of corkscrew domains. This complements, in some sense, another characteriza-
tion in terms of big pieces of NTA domains, recently obtained by Bortz and Hofmann [BH]
and Martell and Hofmann [HM2]. This corona decomposition characterization is described
in Propositions 3.1 and 5.1, but an equivalent and somewhat less technical form of it is
provided by the following theorem.
Theorem 1.3. Let Ω ⊂ Rn+1 be a corkscrew domain with n-AD-regular boundary. Denote
by µ the surface measure on ∂Ω, and let Dµ be a dyadic lattice of cubes associated to µ
as in Subsection 2.1. Then ∂Ω is uniformly n-rectifiable if and only if there exists a family
F ⊂ Dµ satisfying the following properties:
(a) Every cube Q ∈ Dµ is contained in some cube R ∈ F .
(b) The family F fulfills the packing condition∑
R⊂S:R∈F
µ(R) ≤ C µ(S) for all S ∈ Dµ.
(c) For each R ∈ F there exists a corkscrew point pR ∈ Ω with
c−1ℓ(R) ≤ dist(pR, R) ≤ dist(pR, ∂Ω) ≤ c ℓ(R)
such that, if R is the smallest cube from F containing some cube Q ∈ Dµ, then
ωpR(5Q) ≈
µ(Q)
µ(R)
,
with the implicit constant uniform on Q and R.
2. PRELIMINARIES
As usual in harmonic analysis, we denote by C or c constants which usually only depend
on the dimension n and other fixed parameters (such as the constants involved in the AD-
regularity of ∂Ω or the corkscrew condition of Ω), and which may change their values at
different occurrences. On the contrary, constants with subscripts such as c0 or C0, do not
change their values. For a, b ≥ 0, we will write a . b if there is C > 0 so that a ≤ Cb and
a .t b if the constant C depends on the parameter t. We write a ≈ b to mean a . b . a
and define a ≈t b similarly.
2.1. Dyadic lattices. Given an n-AD-regular measure µ in Rn+1 we consider the dyadic
lattice of “cubes” built by David and Semmes in [DS2, Chapter 3 of Part I]. These dyadic
cubes are not true cubes, but they play the role of cubes with respect to a given n-AD-regular
measure µ. The properties satisfied by Dµ are the following. Assume first, for simplicity,
that diam(suppµ) = ∞. Then for each j ∈ Z there exists a family Dµ,j of Borel subsets
of suppµ (the dyadic cubes of the j-th generation) such that:
(a) each Dµ,j is a partition of suppµ, i.e. suppµ =
⋃
Q∈Dµ,j
Q and Q ∩ Q′ = ∅
whenever Q,Q′ ∈ Dµ,j and Q 6= Q′;
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(b) if Q ∈ Dµ,j and Q′ ∈ Dµ,k with k ≤ j, then either Q ⊂ Q′ or Q ∩Q′ = ∅;
(c) for all j ∈ Z and Q ∈ Dµ,j , we have 2−j . diam(Q) ≤ 2−j and µ(Q) ≈ 2−jn;
(d) there exists C > 0 such that, for all j ∈ Z, Q ∈ Dµ,j , and 0 < τ < 1,
µ
(
{x ∈ Q : dist(x, suppµ \Q) ≤ τ2−j}
)
+ µ
(
{x ∈ suppµ \Q : dist(x,Q) ≤ τ2−j}
)
≤ Cτ1/C2−jn.
(2.1)
Property (d) is often called the small boundaries condition. From (2.1), it follows that there
is a point zQ ∈ Q (the center ofQ) such that dist(zQ, suppµ\Q) & 2−j (see [DS2, Lemma
3.5 of Part I]). We set Dµ :=
⋃
j∈ZDµ,j .
In the case diam(suppµ) < ∞, the families Dµ,j are only defined for j ≥ j0, with
2−j0 ≈ diam(suppµ), and the same properties above hold for Dµ :=
⋃
j≥j0
Dµ,j .
Given a cube Q ∈ Dµ,j , we say that its side length is 2−j , and we denote it by ℓ(Q).
Notice that diam(Q) ≤ ℓ(Q). We also denote
(2.2) BQ := B(zQ, c1ℓ(Q)),
where c1 > 0 is some fix constant so that BQ ∩ suppµ ⊂ Q, for all Q ∈ Dµ.
For λ > 1, we write
λQ =
{
x ∈ suppµ : dist(x,Q) ≤ (λ− 1) ℓ(Q)
}
.
2.2. The Riesz transform and harmonic measure. Given a Radon measure µ in Rn+1,
its n-dimensional Riesz transform is defined by
Rµ(x) =
∫
x− y
|x− y|n+1
dµ(y),
whenever the integral makes sense. For ε > 0, we also denote
Rεµ(x) =
∫
|x−y|>ε
x− y
|x− y|n+1
dµ(y), R∗µ(x) = sup
ε>0
∣∣Rεµ(x)∣∣.
For f ∈ L1loc(µ), we write Rµf ≡ R(fµ), Rµ,εf ≡ Rε(fµ), and Rµ,∗f ≡ R∗(fµ). We
say that Rµ is bounded in L2(µ) if the operators Rµ,ε are bounded in L2(µ) uniformly on
ε > 0. We will also use the centered maximal Hardy-Littlewood operator
Mµf(x) = sup
r>0
1
µ(B(x, r))
∫
|f | dµ.
Let E denote the fundamental solution for the Laplace equation in Rn+1, so that E(x) =
cn |x|
1−n for n ≥ 2, cn > 0.The Green function G : Ω × Ω → [0,∞] for an open set
Ω ⊂ Rn+1 is a function with the following properties: for each x ∈ Ω,
G(x, y) = E(x− y) + hx(y),
where hx is harmonic on Ω, and whenever vx is a nonnegative superharmonic function that
is the sum of E(x− ·) and another superharmonic function, then vx ≥ G(x, ·), from which
it follows that G(x, y) is unique ([He, Definition 4.2.3]).
An open subset of Rn+1 having Green function is called a Greenian set. By [He, The-
orem 4.2.10], all open subsets of Rn+1 are Greenian for n ≥ 2. In the case n = 1, if
H1(∂Ω) > 0 for example, which is implied by the assumptions of Theorem 1.1, then
Ω ⊂ R2 is Greenian.
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We denote by ωp the harmonic measure in Ω with pole at p ∈ Ω. The Green function can
be then written as follows (see [AG, Lemma 6.8.1]): for x, y ∈ Ω, x 6= y
(2.3) G(x, y) = E(x− y)−
∫
∂Ω
E(x− z) dωy(z).
Notice that the Riesz transform has kernel
(2.4) K(x) = cn∇E(x),
for a suitable absolute constant cn, so that for x, p ∈ Ω, by (2.3) and (2.4) we get
Rωp(x) = cn∇x
∫
E(x− y) dωp(y) = cn∇x
(
E(x− p)−G(x, p)
)(2.5)
= K(x− p)− cn∇xG(x, p).
The following is a very standard result, usually known as Bourgain’s estimate. See for
example [AHM3TV] for more details.
Lemma 2.1. There is δ0 > 0 depending only on n ≥ 1 so that the following holds for
δ ∈ (0, δ0]. If Ω ( Rn+1 is a domain, ξ ∈ ∂Ω, r > 0, and B = B(ξ, r), then for all
s > n− 1 and all x ∈ δB,
(2.6) ωx(B) &n H
s
∞(∂Ω ∩ δB)
(δr)s
.
Remark 2.2. If µ is some measure supported on ∂Ω such that µ(B(y, r)) ≤ C rn for all y,
r > 0, then from the preceding lemma it follows that
(2.7) ωx(B) & µ(δ0B)
(δ0r)n
for all x ∈ δB.
The next lemma is also standard. See for example [AHM3TV] or [AMT1] for the detailed
proof.
Lemma 2.3. Let Ω ( Rn+1, ξ ∈ ∂Ω, r > 0 and B := B(ξ, r). Suppose that there exists a
point xB ∈ Ω so that the ball B0 := B(xB , r/C) satisfies 4B0 ⊂ Ω ∩B for some C > 1.
Then in the case n ≥ 2 the harmonic measure and Green function of Ω satisfy
(2.8) ωx(B) & ωxB(B) rn−1G(x, xB) for all x ∈ Ω\B0.
In the case n = 1, if Ω is Greenian then
(2.9) ωx(B) & ωxB(B)
∣∣G(x, xB)−G(x, z)∣∣ for all x ∈ Ω \B0 and z ∈ 12B0.
The implicit constants in (2.8) and (2.9) depend only on C and n.
If ∂Ω is n-AD-regular and 0 < r(B) < δ0 diam(Ω)
2
, then by Lemma 2.3 and (2.7), in
the case n ≥ 2 we have for all x ∈ Ω\2B and all y ∈ B ∩ Ω,
(2.10) ωx(2δ−10 B) & rn−1G(x, y)
Analogously, in the case n = 1 we have for all x ∈ Ω\2B and y, z ∈ B ∩ Ω,
(2.11) ωx(2δ−10 B) & rn−1 |G(x, y) −G(x, z)|
UNIFORM RECTIFIABILITY AND BOUNDED HARMONIC FUNCTIONS 7
2.3. Uniform and NTA domains. Following [JK], we say that Ω satisfies the Harnack
chain condition if there is a constant c such that for every ρ > 0, Λ ≥ 1, and every pair of
points x1, x2 ∈ Ω with dist(xi, ∂Ω) ≥ ρ for i = 1, 2 and |x1 − x2| < Λρ, there is a chain
of open balls B1, . . . , BN ⊂ Ω, with N ≤ C(Λ), with x1 ∈ B1, x2 ∈ BN , Bk ∩Bk+1 6= ∅
and dist(Bk, ∂Ω) ≈c diam(Bk) for all k. The preceding chain of balls is called a “Harnack
chain”. A connected domain Ω ⊂ Rn+1 is called a uniform domain if it is a corkscrew
domain and satisfies the Harnack chain condition. Finally, Ω is called an NTA domain, (for
“non-tangentially accessible”) if if Ω is a uniform domain and the exterior Rn+1 \ Ω is a
non-empty corkscrew domain.
Let Cap denote logarithmic capacity if n = 1 and Newtonian capacity if n ≥ 2. A
domain Ω ⊂ Rn+1 satisfies the capacity density condition (or CDC) if there are RΩ > 0
and cΩ > 0 such that for any ball B centered on ∂Ω of radius r(B) ∈ (0, RΩ),
Cap(B\Ω) ≥
 cΩ r(B) if n = 1,
cΩ r(B)
n−1 if n ≥ 2.
If ∂Ω is AD regular, then Ω satisfies the CDC.
3. THE CORONA DECOMPOSITON FOR HARMONIC MEASURE
In this section we will show that if either of the assumptions (b) or (c) in Theorem 1.1
holds, then there exists a family F having the properties described in Theorem 1.3. Later, in
Section 5, we will show that the existence of such a family F implies the uniform rectifia-
bility of µ. The proof of these facts will yield both Theorem 1.1 and 1.3, because Hofmann,
Martell and Mayboroda have already shown in [HMM2] that both (b) and (c) in Theorem
1.1 hold if µ is uniformly rectifiable.
We assume throughout this section that Ω ⊂ Rn+1 is a corkscrew domain with n-AD-
regular boundary, and that either assumption (b) or (c) of Theorem 1.1 holds. We denote
µ = Hn|∂Ω, and we consider the associated David-Semmes lattice Dµ.
3.1. The corona decomposition. It will be convenient to rephrase the properties of the
required family F in terms of a corona type decomposition. A corona decomposition of
µ is a partition of Dµ into trees. A family T ⊂ Dµ is a tree if it verifies the following
properties:
(1) T has a maximal element (with respect to inclusion) Q(T ) which contains all the
other elements of T as subsets of Rn+1. The cube Q(T ) is the “root” of T .
(2) If Q,Q′ belong to T and Q ⊂ Q′, then any µ-cube P ∈ Dµ such that Q ⊂ P ⊂ Q′
also belongs to T .
(3) If Q ∈ T , then either all or none of the children of Q belong to T .
If R = Q(T ), we also write T = Tree(R).
The precise result that we intend to prove in this section is the following.
Proposition 3.1. Let Ω ⊂ Rn+1 be a corkscrew domain with n-AD-regular boundary.
Denote by µ the surface measure on ∂Ω. Suppose that either the assumption (b) or (c) from
Theorem 1.1 holds. Then µ admits a corona decomposition Dµ =
⋃
R∈Top Tree(R) so that
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the family Top is a Carleson family, that is,
(3.1)
∑
R⊂S:R∈Top
µ(R) ≤ C µ(S) for all S ∈ Dµ,
and for each R ∈ Top there exists a corkscrew point pR ∈ Ω with
c−1ℓ(R) ≤ dist(pR, R) ≤ dist(pR, ∂Ω) ≤ c ℓ(R)
so that
(3.2) ωpR(3Q) ≈ µ(Q)
µ(R)
for all Q ∈ Tree(R),
with the implicit constant uniform on Q and R.
It is easy to check that the existence of a corona decomposition such as the one in the
proposition implies the existence of a family F ⊂ Dµ like the one described in Theorem
1.3. Indeed, if the above corona decomposition exists we just take F = Top, and we can
check that this satisfies the properties stated in Theorem 1.3, since (3.2) also holds with 5Q
replaced by 3Q (with a different implicit constant). So Proposition 3.1 proves one of the
implications in Theorem 1.3.
3.2. The approximation lemma. For any Q ∈ Dµ, we consider a corkscrew point pQ ∈
BQ ∩ Ω. Recall that ωpQ(Q) & 1, assuming that pQ has been chosen close enough to the
center of Q, for example. A more quantitative result is the following:
Lemma 3.2. There are constants 0 < α < 1 and c2 > 0, depending only on n and the
AD-regularity constant of µ such that the following holds. For any 0 < ε < 1/2 and any
Q ∈ Dµ, we have
ωx(Q) ≥ ωx(34BQ) ≥ 1− c2ε
α if x ∈ 12BQ and dist(x, ∂Ω) ≤ ε ℓ(Q).
Proof. Since ωx((34BQ)c) is harmonic on Ω, bounded by 1, and vanishes on ∂Ω ∩ 34BQ,
and since ∂Ω is n-AD-regular (and thus Ω satisfies the CDC), there exists some α > 0 such
that
ωx((34BQ)
c) ≤ C
(
dist(x, ∂Ω)
ℓ(Q)
)α
if x ∈ 12BQ (see for example Lemma 4.5 and Corollary 4.6 from [AMT2]). Therefore
ωx((34BQ)
c) . εα if dist(x, ∂Ω) ≤ ε ℓ(Q). 
From now on, we will assume that pQ ∈ 12BQ ∩ Ω, with
(3.3) dist(pQ, ∂Ω) ≈ ε ℓ(Q), ε≪ 1,
so that ωpQ(Q) ≥ ωx(34BQ) ≥ 1 − C ε
α
. The corkscrew condition for Ω ensures the
existence of such point pQ. We denote by yQ a point in ∂Ω such that
(3.4) dist(pQ, ∂Ω) = |yQ − pQ|,
and we assume that pQ has been chosen so that
(3.5) B(yQ, |yQ − pQ|) ⊂ 34BQ.
We also denote VQ = B(pQ, 110dist(pQ, ∂Ω)), so that VQ ⊂ Ω. Notice that
r(VQ) ≈ ε ℓ(Q).
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The next lemma is the main technical result of this subsection.
Lemma 3.3. Suppose that the constant ε in (3.3) is small enough. Let Q ∈ Dµ and let
EQ ⊂ Q be such that
ωpQ(EQ) ≥ (1− ε)ω
pQ(Q).
Then there exists a non-negative harmonic function uQ on Ω and a Borel function fQ with
uQ(x) =
∫
EQ
fQ dω
x,
fQ ≤ c χEQ if n ≥ 2, and fQ ≤ c | log ε|χEQ if n = 1,
and a unit vector eQ ∈ Rn+1 such that
(3.6) ∇uQ(x) · eQ ≥ c 1
r(VQ)
for all x ∈ VQ.
In particular,
(3.7)
∫
VQ
|∇uQ(x)|
2 dist(x, ∂Ω) dx & r(VQ)
n ≈ε ℓ(Q)
n.
Proof in the case n ≥ 2. Let yQ ∈ ∂Ω be the point defined in (3.4). By rotating the domain
if necessary we may assume that pQ − yQ is parallel to the x axis and that pQ,1 > yQ,1.
Then, for all x ∈ VQ and all y ∈ B(yQ, r(VQ)),
0 <
x1 − y1
|x− y|n+1
≈
1
r(VQ)n
.
Therefore, if we take
(3.8) gQ(x) :=
∫
B(yQ,r(VQ))
1
r(VQ) |x− y|n−1
dµ(y) if n ≥ 2,
then we have
|∇gQ(x)| ≥ −∂1gQ(x) = c
∫
B(yQ,r(VQ))
x1 − y1
r(VQ) |x− y|n+1
dµ(y)
≈
µ(B(yQ, r(VQ))
r(VQ)n+1
≈
1
r(VQ)
for all x ∈ VQ.
By the AD-regularity of µ, it is also immediate that ‖gQ‖∞ . 1. Then we define fQ :=
χEQ gQ and
uQ(x) :=
∫
fQ dω
x =
∫
EQ
gQ dω
x.
To prove the estimate (3.6) with eQ = −e1, first note that gQ is harmonic in Ω and contin-
uous in Rn+1, because of the local µ uniform integrability of 1/|x − y|n−1. Thus, for all
x ∈ Ω,
gQ(x) =
∫
gQ dω
x,
and then,
(3.9)
∣∣gQ(x)− uQ(x)∣∣ =
∣∣∣∣∣
∫
∂Ω\EQ
gQ dω
x
∣∣∣∣∣ ≤ ‖gQ‖∞ ωx(∂Ω \ EQ) . ωx(∂Ω \EQ).
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By (3.3) and the assumption in the lemma,
ωpQ(∂Ω \ EQ) = ω
pQ(∂Ω \Q) + ωpQ(Q \EQ) ≤ Cε
α + ε . εα,
and then by Harnack’s inequality it follows that
(3.10) ωx(∂Ω \ EQ) . εα for all x ∈ 2VQ.
Therefore, ∣∣gQ(x)− uQ(x)∣∣ . εα for all x ∈ 2VQ.
Since gQ − uQ is harmonic, we have
(3.11) ∣∣∇(gQ − uQ)(x)∣∣ . 1
r(VQ)
−
∫
2VQ
|gQ − uQ| dy . ε
α 1
r(VQ)
for all x ∈ VQ,
and so, assuming ε small enough,
−∂1uQ(x) ≥ −∂1gQ(x)−
∣∣∇(gQ − uQ)(x)∣∣ & 1
r(VQ)
for all x ∈ VQ,
which concludes the proof of (3.6).
The final estimate (3.7) is an immediate consequence of (3.6). 
Proof of Lemma 3.3 in the case n = 1. As above, we assume that pQ− yQ is parallel to the
x axis and that pQ,1 > yQ,1, so that
(3.12) 0 < x1 − y1
|x− y|2
≈
1
r(VQ)
for all x ∈ VQ and all y ∈ B(yQ, r(VQ)).
We now define a function gQ which will play the role of the analogous one in (3.8). To
this end, note that because of the AD-regularity of µ there exists some point
y2 ∈ suppµ ∩A
(
yQ, 3ℓ(Q), 4c
2
0ℓ(Q)
)
,
where A(x, r1, r2) stands for the open annulus centered at x with inner radius r1 and outer
radius r2, and c0 is the AD-regularity constant of µ. Consider a ball B2 centered at y2
with radius r(VQ). To shorten notation we write B1 = B(yQ, r(V (Q)), r = r(VQ), and
y1 = yQ. Then we define
(3.13) gQ(x) =
∫
B1
1
r
log
1
|x− y|
dµ(y)−
µ(B1)
µ(B2)
∫
B2
1
r
log
1
|x− y|
dµ(y).
We claim that gQ satisfies the following properties:
(a) gQ ∈ C0(Ω),
(b) gQ ≥ 0 on Q and ‖gQ‖∞ . | log ε|,
(c) 0 ≤ −∂1gQ(x) ≈ 1
r(VQ)
for all x ∈ VQ.
Using the properties above and arguing as in the case n ≥ 2, we can complete the proof
of the lemma in this case. Indeed, from (3.9), taking account that ωpQ(∂Ω \ EQ) . εα
(because (3.10) is still valid) and that ‖gQ‖∞ . | log ε|, we deduce that∣∣gQ(x)− uQ(x)∣∣ ≤ εα | log ε| for all x ∈ VQ.
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Then, as in (3.11) we derive that∣∣∇(gQ − uQ)(x)∣∣ . εα | log ε| 1
r(VQ)
for all x ∈ VQ,
which together with the property (c) above yields (3.6), for ε small enough.
Again, the final estimate (3.7) is an immediate consequence of (3.6).
We now verify the claims (a), (b) and (c). The continuity of gQ follows easily from the
local µ uniform integrability of the kernel log 1|x−y| . To see that it vanishes at infinity, note
that gQ can be written as follows:
(3.14) gQ(x) =
∫
B1
1
r
log
|x− y1|
|x− y|
dµ(y)−
µ(B1)
µ(B2)
∫
B2
1
r
log
|x− y1|
|x− y|
dµ(y),
and then
log
|x− y1|
|x− y|
→ 0 as x→∞.
To show that gQ ≥ 0 on Q, write
gQ(x) =
∫
B1
1
r
log
ℓ(Q)
|x− y|
dµ(y)−
µ(B1)
µ(B2)
∫
B2
1
r
log
ℓ(Q)
|x− y|
dµ(y) =: g1(x)− g2(x).
Observe that
ℓ(Q)
|x− y|
> 1 for all y ∈ B1,
while
ℓ(Q)
|x− y|
< 1 for all y ∈ B2.
So g1(x) > 0 and g2(x) < 0 for x ∈ Q, and thus gQ(x) > 0 on Q.
To estimate ‖gQ‖∞, suppose first that x 6∈ B(y1, 10c20ℓ(Q)). For these points x we have
|x− y| ≈ |x− y1| ≈ |x− y2| for all y ∈ B1 ∪B2.
So
−C ≤ log
|x− y1|
|x− y|
≤ C for x 6∈ B(y1, 10c20ℓ(Q)) and y ∈ B1 ∪B2..
Then, from the identity (3.14), taking into account that µ(B1) ≈ µ(B2) we deduce
|gQ(x)| .
µ(B1)
r
+
µ(B2)
r
. 1 for x 6∈ B(y1, 10c20ℓ(Q)).
In the case x ∈ B(y1, 10c20ℓ(Q)) we write
gQ(x) =
∫
B1
1
r
log
r
|x− y|
dµ(y)−
µ(B1)
µ(B2)
∫
B2
1
r
log
r
|x− y|
dµ(y) =: g˜1(x)− g˜2(x).
Let us estimate g˜1(x). To this end, note first that if x ∈ B(y1, 10c20ℓ(Q)) \ 2B1, then
1 ≤
|x− y|
r
.
ℓ(Q)
r
≈
1
ε
.
Hence | log r|x−y| | . | log ε| and thus |g˜1(x)| . | log ε|. On the other hand, if x ∈ 2B1, then
|g˜1(x)| ≤
∫
B(x,4r)
1
r
∣∣∣∣log r|x− y|
∣∣∣∣ dµ(y).
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By the linear growth of µ it easy to check that the last integral is bounded above by some
constant depending only on the growth constant for µ. So in any case we have |g˜1(x)| .
| log ε| for x ∈ B(y1, 10c20ℓ(Q)). The same estimate holds for g˜2(x), and then it follows
that
|gQ(x)| . | log ε| for all x ∈ B(y1, 10c20ℓ(Q)),
which concludes the proof of ‖gQ‖∞ . | log ε|.
Finally we verify (c). We have
−∂1gQ(x) =
∫
B1
1
2r
x1 − y1
|x− y|2
dµ(y)−
µ(B1)
µ(B2)
∫
B2
1
2r
x1 − y1
|x− y|2
dµ(y) =: h1(x)− h2(x).
From (3.12) we get
0 < h1(x) ≈
1
r(VQ)
for all x ∈ VQ,
while taking into account that dist(VQ, B2) ≈ ℓ(Q), we have
|h2(x)| .
1
ℓ(Q)
for all x ∈ VQ,
Thus
−∂1gQ(x) &
1
r(VQ)
−
c
ℓ(Q)
≈
1
r(VQ)
,
and so the proof of the claim is concluded. 
3.3. The stopping cubes. Before defining the family Top, we need to define, for any given
R ∈ Dµ, two associated families HD(R) and LD(R) of high density and low density cubes,
respectively.
Let 0 < δ ≪ 1 and A ≫ 1 be some fixed constants. For a fixed a cube R ∈ Dµ, let
Q ∈ Dµ, Q ⊂ R. We say that Q ∈ HD(R) (high density) if Q is a maximal cube satisfying
ωpR(2Q)
µ(2Q)
≥ A
ωpR(2R)
µ(2R)
.
We say that Q ∈ LD(R) (low density) if Q is a maximal cube satisfying
ωpR(Q)
µ(Q)
≤ δ
ωpR(R)
µ(R)
(notice that ωpR(R) ≈ ωpR(2R) ≈ 1 by (2.6)). Observe that the definition of the family
HD(R) involves the density of 2Q, while the one of LD(R) involves the density of Q.
We denote
BH(R) =
⋃
Q∈HD(R)
Q and BL(R) =
⋃
Q∈LD(R)
Q.
Lemma 3.4. We have
µ(BH(R)) .
1
A
µ(R).
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Proof. By Vitali’s covering theorem, there exists a subfamily I ⊂ HD(R) so that the cubes
2Q, Q ∈ I , are pairwise disjoint and⋃
Q∈HD(R)
2Q ⊂
⋃
Q∈I
6Q.
Then, using that µ is doubling,
µ(BH(R)) .
∑
Q∈I
µ(2Q) ≤
1
A
∑
Q∈I
ωpR(2Q)
ωpR(2R)
µ(2R) .
1
A
µ(R).

Concerning the low density cubes, we have:
Lemma 3.5. We have
ωpR(BL(R)) ≤ δ ω
pR(R).
Proof. Since the cubes from LD(R) are pairwise disjoint, we have
ωpR(BL(R)) =
∑
Q∈LD(R)
ωpR(Q) ≤ δ
∑
Q∈LD(R)
µ(Q)
µ(R)
ωpR(R) ≤ δ ωpR(R).

3.4. The family Top(R0) and the trees of the corona decomposition. In this subsection,
we define, for each R0 ∈ Dµ, a localized version of the family Top, which we will denote
by Top(R0). To this end, given a cube R ∈ Dµ we let
Stop(R) := {S ∈ HD(R) ∪ LD(R) : ∄ S˜ ∈ HD(R) ∪ LD(R) such that S ( S˜}.
Notice that by maximality with respect to the inclusion in HD(R) ∪ LD(R), Stop(R) is a
family of pairwise disjoint cubes. We define
Tree(R) := {Q ∈ Dµ(R) : ∄ S ∈ Stop(R) such that Q ( S}.
In particular, note that Stop(R) ⊂ Tree(R). We also define
S˜top(R) := {Q ∈ Dµ(R) : ∃ S ∈ Stop(R) such that Q ∈ ch(S)},
where ch(S) stands for the children of S. Notice that this family is also pairwise disjoint.
We fix a cube R0 ∈ Dµ and we define the family of the top cubes with respect to R0 as
follows: first we define the families Topk(R0) for k ≥ 0 inductively. We set
Top0(R0) = {R0}.
Assuming that Topk(R0) has been defined, we set
Topk+1(R0) =
⋃
R∈Topk(R0)
S˜top(R),
and then we define
Top(R0) =
⋃
k≥0
Topk(R0).
Notice that
Dµ(R0) =
⋃
R∈Top(R0)
Tree(R),
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and this union is disjoint.
We denote by TopH(R0) the subfamily of the cubes from Top(R0) whose parents belong
to HD(R) for some R ∈ Top(R0), and by TopL(R0) the subfamily of the cubes from
Top(R0) whose parents belong to LD(R) for some R ∈ Top(R0). So we have
Top(R0) = {R0} ∪ TopH(R0) ∪ TopL(R0).
Observe also that if Q ∈ TopH(R0) (resp. TopL(R0)), then any sibling of R also belongs
to TopH(R0) (resp. TopL(R0)).
Lemma 3.6. For any R ∈ Top(R0), the following hods:
ωpR(3Q) ≈δ,A
µ(Q)
µ(R)
for all Q ∈ Tree(R).
Proof. Let Q̂ ⊂ Dµ be the parent of Q. It is immediate to check that Q̂ ⊂ 3Q ⊂ 2Q̂. If
Q̂ ⊂ R, by construction
ωpR(3Q) ≤ ωpR(2Q̂) ≤ AωpR(2R)
µ(2Q)
µ(2R)
≈ A
µ(Q)
µ(R)
,
and also
ωpR(3Q) ≥ ωpR(Q̂) ≥ δ ωpR(R)
µ(Q)
µ(R)
≈ δ
µ(Q)
µ(R)
.
If Q̂ 6⊂ R, then Q̂ is the parent of R and thus 3Q ⊃ R, which implies that ωpR(3Q) ≈ 1
and µ(Q) ≈ µ(R). Hence the estimate in the lemma is trivially true. 
3.5. The iterative construction and the key lemma. Our next goal is to prove that the
family Top(R0) satisfies a packing condition analogous to the one stated in (5.1) for the
family Top. The proof would be easy if the inequality µ(BL(R))) ≪ µ(R) followed from
Lemma 3.5, but we are unable to verify that. In this subsection we instead prove a variant
of the above inequality for BmL (R) for some m ≥ 1. The set BmL (R) is defined as follows.
For R ∈ Dµ, we denote LD0(R) = {R}, LD1(R) = LD(R), and for k ≥ 1 we consider
the families of cubes
LDk+1(R) =
⋃
Q∈LDk(R)
LD(Q),
and the subset of R given by
BkL(R) =
⋃
Q∈LDk(R)
Q.
Notice that the stopping conditions in the definition of the family of low density cubes
LDk(R) involve the harmonic measure ωpQ for a suitable Q ∈ LDk−1(R), instead of ωpR .
The next lemma is one of the key steps for the proof of Theorem 1.1.
Lemma 3.7 (Key Lemma). Suppose that either the assumption (b) or (c) in Theorem 1.1
holds. Suppose also that ε in (3.3) is chosen small enough and that δ ≤ ε. Then for any
m ≥ 1 we have
(3.15)
m∑
k=1
∑
Q∈LDk(R)
µ(Q) .ε µ(R)
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and
(3.16) µ(BmL (R)) .ε
1
m
µ(R).
Proof. For Q ⊂ Dµ, Q ⊂ R, we denote
EQ = Q \BL(Q).
By Lemma 3.2 and Lemma 3.5 applied to Q,
ωpQ(EQ) = ω
pQ(Q)− ωpQ(BL(Q)) ≥(3.17)
≥ (1− δ)ωpQ(Q) ≥ (1− δ)(1 − c εα) ≥ 1− c′εα.
Hence, by Lemma 3.3, if ε is small enough and δ ≤ ε, there exists a function uQ on Ω and
a non-negative Borel function fQ with1 fQ ≤ c | log ε|χEQ such that
uQ(x) =
∫
EQ
fQ dω
x
satisfying, for some unit vector eQ ∈ Rn+1,
∇uQ(x) · eQ ≥ c
1
r(VQ)
for all x ∈ VQ,
and so that ∫
VQ
|∇uQ(x)|
2 dist(x, ∂Ω) dx ≥ c r(VQ)
n.
Notice that the set EQ is disjoint form the low density cubes from LD(Q), so that by
construction the sets EQ, Q ∈ LDk(R), k ≥ 1, are pairwise disjoint. This implies that the
function
u :=
m∑
k=1
∑
Q∈LDk(R)
uQ
is uniformly bounded by c | log ε| on Ω. Indeed, by the definitions of the functions u and
uQ,
u(x) =
∫ m∑
k=1
∑
Q∈LDk(R)
fQ χEQ dω
x(3.18)
≤ c | log ε|
m∑
k=1
∑
Q∈LDk(R)
ωx(EQ) ≤ c | log ε|.
Remark that the latter estimate also holds with u replaced by u− uQ.
We claim that for all x ∈ VQ, for Q ∈ LDk(R), k ≥ 1,
(3.19) |∇u(x)| ≥ ∇u(x) · eQ & 1
r(VQ)
.
To show this, we set
∇u(x) · eQ ≥ ∇uQ(x) · eQ − |∇(u− uQ)(x)| ≥
c
r(VQ)
− |∇(u− uQ)(x)|.
1In the case n ≥ 2 this can be improved to fQ ≤ c χEQ , but we will not use this.
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Since u− uQ is harmonic and positive in 3VQ, we have
|∇(u− uQ)(x)| .
1
r(VQ)
‖u− uQ‖L∞(2VQ) ≈
1
r(VQ)
(u− uQ)(pQ).
Now, since u− uQ is harmonic in Ω and vanishes in EQ we obtain
(u− uQ)(pQ) =
∫
(u− uQ) dω
pQ ≤ ‖u− uQ‖L∞(∂Ω) ω
pQ(∂Ω \ EQ) ≤ C | log ε| ε
α,
where in the last inequality we used (3.17) along with (3.18) for u− uQ. Hence
∇u(x) · eQ ≥
c
r(VQ)
−
C | log ε| εα
r(VQ)
and our claim follows if ε is taken small enough.
• Suppose first that the assumption (c) in Theorem 1.1 holds. From the claim (3.19)
and the fact that the sets VQ, Q ∈ LDk(R), k ≥ 1, are pairwise disjoint (or at least, have
bounded overlap), we get∫
B(R)
|∇u|2 dist(x, ∂Ω) dx &
m∑
k=1
∑
Q∈LDk(R)
∫
VQ
|∇u(x)|2 dist(x, ∂Ω) dx(3.20)
&
m∑
k=1
∑
Q∈LDk(R)
r(VQ)
n ≈ε
m∑
k=1
∑
Q∈LDk(R)
µ(Q),
where B(R) is some big ball concentric with R, with radius comparable to ℓ(R), which
contains the sets VQ, Q ∈ LDk(R), k = 1, . . . ,m. Then, from (1.4) we derive
m∑
k=1
∑
Q∈LDk(R)
µ(Q) .ε µ(R),
which yields the first assertion of the lemma in this case.
• Suppose now that the hypothesis (b) in Theorem 1.1 holds, i.e., that for all ε0 > 0 every
bounded harmonic function on Ω is ε0-approximable. So, for some ε0 > 0 small enough to
be chosen below, let ϕ ∈W 1,1loc (Ω) such that ‖u− ϕ‖L∞(Ω) < ε0 and
(3.21)
∫
B(R)
|∇ϕ(y)| dy ≤ C µ(R),
where B(R) is as above. We claim that
(3.22)
∫
VQ
|∇ϕ(y)| dy &ε ℓ(Q)
n for all Q ∈ LDk(R), k = 1, . . . ,m.
Indeed, for each such Q consider two balls V 1Q, V 2Q ⊂ VQ such that r(V 1Q) = r(V 1Q) =
1
100r(VQ), and so that V
2
Q =
r(VQ)
10 eQ + V
1
Q (i.e., V 2Q is the translation of V 1Q by the vector
r(VQ)
10 eQ). Then, by a change of variable, the mean value theorem, and (3.19) it follows that
−
∫
V 2Q
u(y) dy − −
∫
V 1Q
u(y) dy = −
∫
V 1Q
(
u(y +
r(VQ)
10 eQ)− u(y)
)
dy
≥ c r(VQ) min
y∈VQ
[
∇u(y) · eQ
]
& 1.
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Hence, if ε0 is small enough, then we also have
−
∫
V 2Q
ϕ(y) dy − −
∫
V 1Q
ϕ(y) dy & 1.
Then (3.22) is an immediate consequence of the Poincare´ inequality applied to the ball VQ.
Arguing as in (3.20), from (3.22) and (3.21) we deduce
m∑
k=1
∑
Q∈LDk(R)
µ(Q) .ε
∫
B(R)
|∇ϕ(y)|dy . µ(R),
which completes the proof of the first assertion of the lemma.
The second estimate in the lemma follows from the fact that if Q ∈ BmL (R), then x
belongs to m different cubes Q ∈ LDk(R), k = 1, . . . ,m, so that
m∑
k=1
∑
Q∈LDk(R)
χQ(x) = m,
and by Chebyshev,
µ(BmL (R)) ≤
1
m
m∑
k=1
∑
Q∈LDk(R)
µ(Q) .ε
1
m
µ(R).

Remark 3.8. The preceding lemma also holds if we assume that either the assumption (b) or
(c) in Theorem 1.1 is only satisfied by functions u ∈ C(Ω) which are bounded and harmonic
in Ω. The proof is almost the same. Indeed, consider a finite subfamily L ⊂
⋃m
k=0 LD
k(R).
For each Q ∈ L, set
E˜Q =
3
4BQ \
⋃
P∈L:P(Q
P.
Arguing as in (3.17), we deduce that ωpQ(E˜Q) ≥ 1− c εα. Consider a continuous function
ϕQ such that 0 ≤ ϕQ ≤ 1 with
ϕQ(x) =
 1 if x ∈ E˜Q,
0 if x ∈ (45BQ)
c ∪
⋃
P∈L:P(Q
4
5BP .
Set
u˜Q =
∫
ϕQ gQ dω
x,
where gQ is defined in (3.8) and (3.13). Since both ϕQ and gQ are continuous in Ω, it
follows easily that u˜Q ∈ C0(Ω). Consider the function u˜ :=
∑
Q∈L u˜Q. This satisfies
u˜(x) =
∫ ∑
Q∈L
ϕQ gQ dω
x ≤ c | log ε|
∑
Q∈L
∫
ϕQ dω
x ≤ c | log ε|,
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because
∑
Q∈L ϕQ|∂Ω ≤ 1 by construction. The same arguments in the proof of Lemma
3.7, with u replaced by u˜, show then that∑
Q∈L
µ(Q) .ε µ(R),
with the implicit constant independent of #L. So (3.15) holds and, also, (3.16).
3.6. The packing condition of the family Top(R0).
Lemma 3.9. There exists a constant C such that for any Q0 ∈ Dµ(R0),
(3.23)
∑
R∈Top(R0):R⊂Q0
µ(R) ≤ C µ(Q0).
Proof. First note that it is enough to prove the lemma assuming that Q0 ∈ Top(R0). Indeed,
given any arbitrary Q0 ∈ Dµ(R0), we consider the family M of maximal cubes from
Top(R0) ∩ Dµ(R0), and apply (3.23) to each S ∈ M to obtain∑
R∈Top(R0):R⊂Q0
µ(R) =
∑
S∈M
∑
R∈Top(R0):R⊂S
µ(R) ≤ C
∑
S∈M
µ(S) ≤ C µ(R).
Therefore we assume that Q0 ∈ Top(R0). We denote
T˜opH(Q0) := Dµ(Q0) ∩ TopH(R0) and T˜opL(Q0) := Dµ(Q0) ∩ TopL(R0).
We split Dµ(Q0) into trees whose roots are all the cubes from {Q0} ∪ T˜opH(Q0). That is,
for each R ∈ {Q0} ∪ T˜opH(Q0), we consider the tree T˜ree(R) formed by the cubes from
Dµ(R) which are not contained in any other cube from T˜opH(Q0) ∩Dµ(R) different from
R. So we have the partition
(3.24) Dµ(Q0) =
⋃
R∈{Q0}∪T˜opH(Q0)
T˜ree(R).
Also, we denote by Next(R) the family of the maximal cubes from T˜opH(Q0) ∩ Dµ(R)
different from R.
By construction, for each R ∈ {Q0} ∪ T˜opH(Q0) (taking into account that Q0 ∈
Top(R0)) we have
Next(R) ⊂
⋃
k≥0
⋃
Q∈LDk(R)
HD(Q).
Then, by Lemmas 3.4 and 3.7,∑
P∈Next(R)
µ(P ) ≤
∑
k≥0
∑
Q∈LDk(R)
∑
S∈HD(Q)
µ(S) ≤
C
A
∑
k≥0
∑
Q∈LDk(R)
µ(Q) ≤
C
A
µ(R).
So, assuming A big enough, we have∑
P∈Next(R)
µ(P ) ≤
1
2
µ(R),
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which is equivalent to saying that
µ
(
R \
⋃
P∈Next(R)
P
)
≥
1
2
µ(R).
Since the sets R \
⋃
P∈Next(R) P , with R ∈ T˜opH(Q0) are pairwise disjoint, we obtain
(3.25)
∑
R∈T˜opH(Q0)
µ(R) ≤ 2
∑
R∈T˜opH (Q0)
µ
(
R \
⋃
P∈Next(R)
P
)
≤ 2µ(Q0).
Now it remains to bound the sum
∑
R∈T˜opL(Q0)
µ(R). In view of (3.24) we can split this
sum as follows: ∑
R∈T˜opL(Q0)
µ(R) =
∑
S∈{Q0}∪T˜opH (Q0)
∑
R∈T˜ree(S)∩T˜opL(Q0)
µ(R).
By construction, since Q0 ∈ Top(R0), for each S ∈ {Q0} ∪ T˜opH(Q0) we have∑
R∈T˜ree(S)∩T˜opL(Q0)
µ(R) ≤
∑
k≥0
∑
Q∈LDk(S)
µ(Q),
which does not exceed C µ(S) by Lemma 3.7 again, so that∑
R∈T˜opL(Q0)
µ(R) ≤ C
∑
S∈{Q0}∪T˜opH (Q0)
µ(S) ≤ C µ(Q0),
by (3.25). This completes the proof of the lemma. 
3.7. Conclusion of the proof of Proposition 3.1. If diam(∂Ω) < ∞, then we choose
R0 = ∂Ω and we define Top = Top(R0). By Lemmas 3.6 and 3.9, the family Top satisfies
the properties required in Proposition 3.1.
In the case when ∂Ω is not bounded we apply a technique described in p. 38 of [DS1]:
we consider a family of cubes {Rj}j∈J ∈ Dµ which are pairwise disjoint, whose union is
all of suppµ, and which have the property that for each k there at most C cubes from Dµ,k
not contained in any cube Rj . For each Rj we construct a family Top(Rj) analogous to
Top(R0). Then we set
Top =
⋃
j∈J
Top(Rj) ∪ B,
where B ⊂ Dµ is the family of cubes which are not contained in any cube Rj , j ∈ J . One
can easily check that the family Top satisfies all the properties from Proposition 3.1. See p.
38 of [DS1] for the construction of the family {Rj} and additional details.
4. PROOF OF THEOREM 1.1 FOR BOUNDED UNIFORM DOMAINS
In the rest of the paper we allow all the constants C and other implicit constants to depend
on the parameter ε from Subsection 3.2.
In this section we will complete the proof of Theorem 1.1 in the special case when Ω is a
bounded uniform domain. For this type of domain the proof is simpler and more transpar-
ent than in the general case because the Harnack chain condition holds in a uniform domain
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and for that reason we think it is useful to first give the proof in this special case. If a uni-
form domain has AD-regular boundary (or more generally, it satisfies the CDC), then by
the Harnack chain condition the harmonic measure ωpQ in Ω is doubling, with the doubling
constant bounded above independently of the pole pQ (see [AiH]). Then by the theorem of
Hofmann, Martell and Uriarte-Tuero in [HMU], the uniform rectifiability of ∂Ω is equiva-
lent to the A∞(µ) property of ωp, for a fixed p ∈ Ω, and we will use this criterion to prove
Theorem 1.1 in the case of uniform domains.
4.1. The set R \BmL (R). In the rest of this section we assume that Ω is a bounded uniform
domain with n-AD-regular boundary.
For a fixed R ∈ Dµ, we choose m big enough so that
(4.1) µ(R \BmL (R)) = µ(R)− µ(BmL (R)) ≥ µ(R)−
C
m
µ(R) ≥
1
2
µ(R),
by applying Lemma 3.7.
Lemma 4.1. There is a function g ∈ L∞(ωpR |R\BmL (R)) such that
1
µ(R)
µ|R\BmL (R) = g ω
pR |R\BmL (R),
with
‖g‖L∞(ωpR |R\Bm
L
(R))
≤ C(δ,m).
Proof. By the Lebesgue differentiation theorem, it is enough to show that, given any x ∈
R \BmL (R), for any Q ∈ Dµ such that x ∈ Q ⊂ R, with ℓ(Q) small enough,
µ(Q) ≤ C(δ,m)ωpR(Q)µ(R).
For such point x, there exists 0 ≤ j ≤ m− 1 and some cube Qj ∈ LDj(R) such that
x ∈ Qj but x 6∈
⋃
P∈LD(Qj)
P.
Consider now the cubes R = Q0, Q1, . . . , Qj such that x ∈ Qk ∈ LDk(R) for 0 ≤ k ≤ j.
To simplify notation, we denote pk = pQk . For any Q ∈ Dµ such that Q ⊂ Qj , we have
(4.2) ω
pj(Q)
µ(Q)
≥ δ
ωpj(Qj)
µ(Qj)
≈
δ
µ(Qj)
.
Analogously, by the definition of LD(Qk) and the doubling property of ωpk ,
(4.3) ω
pk(Qk+1)
µ(Qk+1)
≈ δ
ωpk(Qk)
µ(Qk)
≈
δ
µ(Qk)
.
Notice that for any k, since Ω is a uniform domain with AD-regular boundary,
ωpR(Q) ≈ ωpj(Q)ωpR(Qj),
and also
ωpR(Qk) ≈ ω
pk−1(Qk)ω
pR(Qk−1).
Therefore,
ωpR(Q) ≈ ωpj(Q)ωpj−1(Qj)ω
pj−2(Qj−1) . . . ω
pR(Q1),
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where the implicit constant is of the form Cj ≤ Cm. Plugging here the estimates (4.2) and
(4.3) we get
ωpR(Q) &m
δ µ(Q)
µ(Qj)
δ µ(Qj)
µ(Qj−1)
δ µ(Qj−1)
µ(Qj−2)
. . .
δ µ(Q1)
µ(R)
= δj+1
µ(Q)
µ(R)
&m δ
m+1 µ(Q)
µ(R)
,
which proves the lemma. 
4.2. TheA∞(µ) property of ωp. To show that ωp satisfies theA∞(µ) property it is enough
to prove that there exists some constant τ > 0 such that, for each R ∈ Dµ and every F ⊂ R,
(4.4) ωp(F ) ≤ τ ωp(R) ⇒ µ(F ) ≤ 3
4
µ(R).
By the martingale property of harmonic measure in uniform domains with n-AD-regular
boundary, the left inequality in (4.4) implies that
(4.5) ωpR(F ) ≈ ω
pR(F )
ωpR(R)
≈
ωp(F )
ωp(R)
≤ τ.
See [AiH] for further details (or [MT, Theorem 1.3] for a more precise reference) regarding
this martingale property of harmonic measure in uniform domains. Now we write
(4.6) µ(F ) ≤ µ(BmL (R)) + µ(F \BmL (R)) ≤
1
2
µ(R) + µ(F \BmL (R)),
taking into account (4.1). Recall also that, by Lemma 4.1,
1
µ(R)
µ|R\BmL (R) = g ω
pR |R\BmL (R),
with ‖g‖L∞(ωpR |R\Bm
L
(R))
≤ C(δ,m). Together with (4.5) this implies that
µ(F \BmL (R)) ≤ C(δ,m)µ(R)ω
pR(F \BmL (R)) ≤ C(δ,m) τ µ(R) ≤
1
4
µ(R),
if τ is assumed small enough. Plugging this into (4.6), we obtain (4.4).
5. FROM THE CORONA DECOMPOSITION FOR HARMONIC MEASURE TO UNIFORM
RECTIFIABILITY
In this section we will show that the existence of a corona decomposition such as the one
described in Proposition 3.1 implies the uniform rectifiability of ∂Ω. We will prove this
by showing that the Riesz transform Rµ is bounded in L2(µ), and then applying the main
theorem of [NToV1].
The precise result that we will prove is the following.
Proposition 5.1. Let Ω ⊂ Rn+1 be a corkscrew domain with n-AD-regular boundary.
Denote by µ the surface measure on ∂Ω. Suppose that µ admits a corona decomposition
Dµ =
⋃
R∈Top Tree(R) so that the family Top is a Carleson family, that is,
(5.1)
∑
R⊂S:R∈Top
µ(R) ≤ C µ(S) for all S ∈ Dµ,
and for each R ∈ Top there exists a corkscrew point pR ∈ Ω with
c−1ℓ(R) ≤ dist(pR, R) ≤ dist(pR, ∂Ω) ≤ c ℓ(R)
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such that, for some fixed λ0 > 1,
ωpR(λ0Q) ≈
µ(Q)
µ(R)
for all Q ∈ Tree(R),
with the implicit constant uniform on Q and R. Then µ is uniformly rectifiable.
Note that this proposition, when combined with Proposition 3.1, completes the proof of
Theorem 1.1. Note also that from a family F as described in Theorem 1.3 one can construct
a corona decomposition like that in Proposition 5.1, with λ0 = 7. Indeed, if we let Top
be the family of children of all cubes from F , together with R0 = ∂Ω if diam(Ω) = ∞,
and then for R ∈ Top we let Tree(R) be the family of cubes Q ∈ Dµ(R) which are not
contained in any cube from Top ∩ Dµ(R) different from R, then it is easy to check that
the properties stated in the above proposition2 hold for this definition of Top. Hence the
combination of Propositions 3.1 and 5.1 also yields Theorem 1.3.
In the rest of this section we suppose that the assumptions of Proposition 5.1 hold for
the family Top ⊂ Dµ. Further, for simplicity we will assume that λ0 = 3. Very minor
modifications, which we leave for the reader, yield the conclusion in the case λ0 > 1.
5.1. The Riesz transform of ωpR . Given R ∈ Top, we denote by Stop(R) the family of
cubes Q ∈ Tree(R) such that their children do not belong to Tree(R).
The connection between the Riesz transform operator and harmonic measure is provided
by the following result.
Lemma 5.2. For x ∈ R, denote
ℓ(x) =

0 if x ∈ R \⋃Q∈Stop(R)Q,
ℓ(Q) if x ∈ Q ∈ Stop(R).
Then,
sup
t>ℓ(x)
|Rtω
pR(x)| .
1
µ(R)
.
Proof. First note that for all t ≥ 2ℓ(R) and x ∈ R,
|Rtω
pR(x)| ≤
‖ωpR‖
ℓ(R)n
.
1
µ(R)
.
Next we will show that for x ∈ Q ∈ Tree(R) and ℓ(Q) ≤ t ≤ 2ℓ(Q),
(5.2) |RtωpR(x)| . 1
µ(R)
.
Clearly, this suffices to prove the lemma. Let pQ be the corkscrew point associated with the
cube Q, as defined at the beginning of Section 3.2. Now, by standard Caldero´n-Zygmund
estimates, using that all the ancestors of Q in Tree(R) satisfy
ωpR(3Q) .
µ(Q)
µ(R)
2We do not choose Top = F because this would not guarantee the property (3) in the definition of the
corona decomposition in Subsection 3.1.
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and that ‖ωpR‖ = 1 for the ancestors that do not belong to Tree(R), it is easy to prove that
|Rtω
pR(x)−Rr(VQ)ω
pR(pQ)| . sup
λ≥1
ωpR(λQ)
ℓ(λQ)n
.
1
µ(R)
.
Notice also that by the choice of pQ,
Rr(VQ)ω
pR(pQ) = Rω
pR(pQ).
Therefore, to finish the proof of the lemma it is enough to show that
(5.3) |RωpR(pQ)| . 1
µ(R)
.
From (2.5), it is clear that for all x ∈ VQ we have
(5.4) |RωpR(x)| . 1
ℓ(R)n
+ |∇xG(x, pR)|.
Since G(·, pR) is harmonic in 2VQ and positive in Ω, for all x ∈ VQ we have
|∇xG(x, pR)| .
1
r(VQ)
sup
y∈2VQ
|G(y, pR)−G(pQ, pR)|.
Then, using (2.10) and (2.11), along with the fact that µ has polynomial growth, we infer
that for y ∈ 2VQ
|G(y, pR)−G(pQ, pR)|
r(VQ)
.
ωpR(2δ−10 Q)
ℓ(Q)n ωpQ(Q)
(5.5)
.δ0
ωpR(2δ−10 Q)
µ(2δ−10 Q)
.
ωpR(2R)
µ(2R)
.
1
µ(R)
.
Together with (5.4), this gives (5.3). 
5.2. Decomposition of Rµ in terms of the corona decomposition. Given η > 0 and a
function f ∈ L2(µ), we decompose the η-truncated Riesz transform of fµ as follows. For
every Q ∈ Dµ, we set3
RQ(fµ)(x) = χQ
∫
max(η,ℓ(Q)/2)<|x−y|≤ℓ(Q)
x− y
|x− y|n+1
f(y) dµ(y),
and for every R ∈ Top,
KR(fµ)(x) =
∑
Q∈Tree(R)
RQ(fµ)(x),
so that
(5.6) Rη(fµ) =
∑
R∈Top
KR(fµ).
Using the decomposition (5.6) we will show below that
(5.7) ‖Rη(fµ)‖L2(µ|R0 ) ≤ c ‖f‖L2(µ),
with the constant c uniform on R0 ∈ Dµ and η > 0. Clearly this yields the L2(µ)-
boundedness of Rµ and thus the uniform rectifiability of µ, by [NToV1].
3Recall that for Q ∈ Dµ,j , we write ℓ(Q) = 2−j and have diam(Q) ≤ ℓ(Q).
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5.3. The suppressed Riesz transform. In this subsection we describe some results on
singular integrals with “suppressed kernels”. All the results in this subsection are due to
Nazarov, Treil and Volberg [NTrV] (although we may provide different references which
may be more convenient for the reader). We consider the “suppressed kernel”
KΦ(x, y) =
x− y(
|x− y|2 +Φ(x)Φ(y)
)(n+1)/2 ,
which satisfies
(5.8) |KΦ(x, y)| . min
(
1
|x− y|n
,
1
Φ(x)n
,
1
Φ(y)n
)
,
and
(5.9) |KΦ(x, y)−KΦ(x′, y)| . |x− x
′|
|x− y|n+1
, if 2|x− x′| ≤ |x− y|.
Since KΦ is anti-symmetric an analogous estimate holds in the y-variable. For a proof of
the above estimates see e.g. Lemma 8.2 in [Vo]. We define the associated Riesz transform
by
RΦν(x) :=
∫
KΦ(x, y) dν,
for a Radon measure ν. We also set Rν,Φf := RΦ(f ν), for f ∈ L1loc(ν).
We shall now record some auxiliary results which we will use repeatedly. If ν is a positive
and finite Borel measure, we define
(5.10) ρν(x) := sup{r > 0 : ν(B(x, r) > C0rn}
and set ρν(x) = 0, if the set on the right hand-side is empty. From now on we assume that
Φ : Rn+1 → [0,∞) is a 1-Lipschitz function such that Φ(x) ≥ ρν(x) for any x ∈ Rn+1.
Lemma 5.3 (Lemma 5.4, [To3]). If x ∈ Rn+1 and ε > Φ(x), then
|RΦ,εν(x)−Rεν(x)| . sup
r>ε
ν(B(x, r))
rn
.
Lemma 5.4 (Lemma 5.26, [To3]). Suppose that the operator Rν,Φ is bounded from L1(ν)
to L1,∞(ν). If s ∈ (0, 1], for any f ∈ L2(ν) it holds that
Rν,Φ,∗f(x) .Mν [(Rν,Φf)
s](x)1/s + (1 + ‖RΦ‖L1(ν)→L1,∞(ν))Mνf(x).
We remark here that in [To3] Lemma 5.4 is stated only for s = 1. However, the same
arguments (with minor adjustments) show this more general version as well.
Given b > 1, we introduce the following suppressed Hardy-Littlewood maximal opera-
tors:
Mν,b,Φf(x) := sup
r≥Φ(x)
1
ν(B(x, br))
∫
B(x,br)
|f(y)| dν(y),
M rν,Φf(x) := sup
r≥Φ(x)
1
rn
∫
B(x,br)
|f(y)| dν(y).
We will need the following variant of Lemma 5.4. The proof follows by inspection from
the proof of Lemma 5.4 and we leave the details to the reader.
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Lemma 5.5. Suppose that the operator Rν,Φ is bounded from L1(ν) to L1,∞(ν). If s ∈
(0, 1], then for any f ∈ L2(ν),
RΦ,∗(f ν)(x) .Mν,b,Φ(RΦ(f ν)
s)(x)1/s+(1+‖RΦ‖L1(ν)→L1,∞(ν))M
r
ν,Φf(x)+Mν,b,Φf(x),
with the implicit constant depending on s and b.
Lemma 5.6 (Lemma 5.27, [To3]). If the operator Rν,Φ is bounded in L2(ν), then it is also
bounded from L1(ν) to L1,∞(ν). Moreover,
‖Rν,Φ‖L1(ν)→L1,∞(ν) . 1 + ‖Rν,Φ‖L2(ν)→L2(ν).
Theorem 5.7. If there exists a constant C1 > 0 such that RΦ,∗ν(x) ≤ C1 for ν-a.e. x, then
Rν,Φ is bounded in L2(ν).
Proof. This follows from an application of the Tb theorem for suppressed operators of
Nazarov, Treil and Volberg (see Theorem 12.1 in [Vo]). Indeed, if our test function is b = 1,
then it is always accretive and thus, the set T12 in Theorem 12.1 is just the empty set.
Therefore, since
|KΦ(x, y)| . min
(
1
|x− y|n
,
1
Φ(x)n
,
1
Φ(y)n
)
,
Φ(x) ≥ ρν(x) and, by assumption, Rν,Φ,∗ ≤ C1, we can apply Theorem 12.1 in [Vo] to
obtain that RΦ is bounded in L2(ν). 
5.4. The Lp(µ)-boundedness of KR(·µ). Our next objective consists in proving the fol-
lowing:
Lemma 5.8. Let 1 < p <∞ and f ∈ Lp(µ). Then for every R ∈ Top we have
‖KR(fµ)‖Lp(µ) . ‖f‖Lp(µ),
with the implicit constant uniform on R.
We need to consider the following auxiliary function:
Φ(x) = inf
Q∈Tree(R)
(
dist(x,Q) + ℓ(Q)
)
, x ∈ Rn+1.
Notice that Φ is 1-Lipschitz. Next we define a “regularized” family Reg of cubes. For each
x ∈ suppµ such that Φ(x) 6= 0, let Qx be a dyadic cube from Dµ containing x such that
Φ(x)
2
< ℓ(Qx) ≤ Φ(x).
If Φ(x) = 0, we set Qx = {x}. Then, Reg(R) is a maximal (and thus disjoint) subfamily
of {Qx}x∈3R,Φ(x)>0. Note that not all the cubes from Reg(R) are contained in R.
Lemma 5.9. The family Reg(R) satisfies:
(a) ⋃Q∈Reg(R)∩Dµ(R)Q ⊂ ⋃Q∈Stop(R)Q.
(b) If P,Q ∈ Reg(R) and 2P ∩ 2Q 6= ∅, then ℓ(Q)/2 ≤ ℓ(P ) ≤ 2ℓ(Q).
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(c) If Q ∈ Reg(R), Q ∩ 3R 6= ∅, and x ∈ Q, r ≥ ℓ(Q), then
ωpR(B(x, r)) . rn/µ(R).
(d) For each Q ∈ Reg(R) with Q∩3R 6= ∅, there exists some cube Q˜ ∈ Tree(R) such
that
ℓ(Q˜) ≈ ℓ(Q) and dist(Q, Q˜) . ℓ(Q).
The proof of this lemma follows by standard arguments (see e.g. Theorem 8.2 in [To1]
or Lemma 3 in [G-S]).
We remark, that abusing notation, we may also think of the points x ∈ Rd such that
Φ(x) = 0 as cubes with side length 0. Then, if we enlarge the family Reg(R) by adding
these cubes consisting of a single point, the resulting family, call it R̂eg(R), also satisfies
the properties in the preceding lemma.
By the properties in Lemma 5.9 and an easy application of the Lebesgue differentiation
theorem, one can see that, module a set of zero µ and ωpR measure.
(5.11) R \
⋃
Q∈Stop(R)
Q = suppµ \
⋃
Q∈Reg(R)
Q
From now on, in this subsection we denote by µ˜ and σ the measures
µ˜ = µ|⋃
Q∈Reg(R) 3R∩Q
, σ = µ(R)ωpR |3R.
Lemma 5.10. For all x ∈ 3R, we have
(5.12) σ(B(x, r)) ≤ C rn for all r ≥ Φ(x).
Proof. By the definition of Φ(x), there exists some Q ∈ Tree(R) such that
Φ(x) ≤ 2
(
dist(x,Q) + ℓ(Q)
)
.
Hence there exists some cube S ∈ Dµ such that S ⊃ Q and 3S ⊃ B(x, r) with ℓ(S) ≈ r.
In particular, either S ∈ Tree(R) or S ⊃ R and since
ωpR(3S) .
µ(S)
µ(R)
,
we have
σ(B(x, r)) ≤ σ(3S) = µ(R)ωpR(3S ∩ 3R) . µ(S) ≈ ℓ(S)n ≈ rn.

From the last lemma it follows that
Φ(x) ≥ ρσ(x),
if we choose the constant C0 in the definition (5.10) of ρσ to be the constant C on the right
hand side of (5.12).
Lemma 5.11. In 3R \
⋃
Q∈Reg(R)Q, we have dσ(x) = h(x) dµ(x), with h(x) ≈ 1.
Proof. By the Lebesgue differentiation theorem, it follows that ωpR ≪ µ inR\⋃Q∈Stop(R)Q,
with dωpR = h(x) 1µ(R)µ and h(x) ≈ 1 on this set, which yields the lemma. 
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Lemma 5.12. If Q ∈ Reg(R) and x ∈ Q, ℓ(Q) ≤ r ≤ 100 diam(3R), then there exists
some constant b ≥ 1 such that
(5.13) µ(B(x, r)) . ωpR(B(x, br) ∩ 3R)µ(R).
The bounds on the constant b only depend on the parameters of the construction of Dµ.
Proof. Given x ∈ Q, there exist Q′ ∈ Tree(R) and xQ′ ∈ Q′ such that
ℓ(Q) ≤ |x− xQ′ |+ ℓ(Q
′) ≤ 2ℓ(Q).
From the above inequalities it is clear that |x−xQ′| ≤ 2r and ℓ(Q′)/2 ≤ r. Therefore there
are two cases:
Case (i): There exists Q′′ ∈ Tree(R) such that B(x, r) ∩ suppµ ⊂ 3Q′′ and ℓ(Q′′) ≈ r.
Trivially, one can find b ≈ 1 such that Q′′ ⊂ B(x, br) ∩ 3R. Therefore,
µ(B(x, r)) ≤ µ(3Q′′) . µ(Q′′) . ωpR(3Q′′)µ(R) ≤ ωpR(B(x, br) ∩ 3R)µ(R),
where in the penultimate inequality we used that ωpR(3Q′′) ≈ µ(Q
′′)
µ(R) .
Case (ii): 3R ⊂ B(x, r). Since r ≤ 100 diam(3R), for some C > 1,
µ(B(x, r)) ≤ µ(CR) . ωpR(R)µ(R) ≤ ωpR(B(x, r) ∩ 3R)µ(R),
which concludes our lemma. 
Lemma 5.13. The operators Mσ,b,Φ and M rσ,Φ are bounded from Lp(σ) to Lp(µ˜), 1 < p ≤
∞, and from L1(σ) to L1,∞(µ˜), with norms depending p.
Proof. The boundedness of M rσ,Φ is well known; see for instance in the proof of Lemma
7.6 in [To2]. Concerning Mσ,b,Φ, it is enough to show that this is bounded from L1(σ) to
L1,∞(µ˜), since this is trivially bounded from L∞(σ) to L∞(µ˜). To this end, let f ∈ L1(σ)
and for fixed λ > 0 set
Ωλ :=
{
x ∈
⋃
Q∈Reg(R)3R ∩Q : Mσ,b,Φf(x) > λ
}
.
By definition, for each x ∈ Ωλ, there exists a ball Bx centered at x, with radius r(Bx) ≥
Φ(x) such that
1
λ
∫
bBx
|f(y)| dσ(y) > σ(bBx) = ω
pR(bBx ∩ 3R)µ(R).
Further, we may assume that r(Bx) ≤ diam(3R) because suppσ ∪ supp µ˜ ⊂ 3R. By
Vitali’s 5r-covering lemma, we can find a countable family of balls {Bi} such that bBi ∩
bBj = ∅ for i 6= j, and ⋃
x∈Ωλ
Bx ⊂
⋃
i
5bBi.
Since each ball Bi is centered at some point x ∈ Q ∈ Reg(R), by Lemma 5.12 we have
that
µ(Bi) ≤ ω
pR(bBi ∩ 3R)µ(R).
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Then we deduce
µ˜(Ωλ) ≤
∑
i
µ˜(5bBi) .b
∑
i
µ(Bi) .
∑
i
ωpR(bBi ∩ 3R)µ(R)
≤
∑
i
1
λ
∫
bBi
|f(y)| dσ(y) ≤
‖f‖L1(σ)
λ
,
which finishes our proof. 
Lemma 5.14. The operator Rσ,Φ is bounded in Lp(σ), 1 < p < ∞, and from L1(σ) to
L1,∞(σ), with norm depending on p.
Proof. We first prove that Rσ,Φ is bounded in Lp(σ) for 1 < p < ∞. Taking into account
Lemma 5.10, by Theorem 5.7, it is enough to show that
(5.14) RΦ,∗σ(x) . 1 for all x ∈ 3R.
For any x ∈ 3R, we write
(5.15) RΦ,∗[χ3R ωpR](x) ≤ RΦ,∗ωpR(x) +RΦ,∗[χ(3R)c ωpR ](x).
Let us estimate the first term on the right hand side. Suppose first that x ∈ Q ∈ Reg(R),
with Q ∩ 3R 6= ∅. By Lemma 5.9 (d), there exists some cube Q˜ ∈ Tree(R) such that
ℓ(Q˜) ≈ ℓ(Q) and dist(Q, Q˜) . ℓ(Q).
By Lemma 5.2, it holds that for any x˜ ∈ Q˜,
(5.16) sup
t>ℓ(Q˜)
|Rtω
pR(x˜)| .
1
µ(R)
.
By standard estimates, it follows that
sup
t>ℓ(Q)
|Rtω
pR(x)| . sup
t>ℓ(Q˜)
|Rtω
pR(x˜)|+ sup
t>ℓ(Q˜)
ωpR(B(x˜, t))
tn
.
From the properties of the cubes from Tree(R), it follows easily that
sup
t>ℓ(Q˜)
ωpR(B(x˜, t))
tn
.
1
µ(R)
.
Together with (5.16), this gives
(5.17) sup
t>ℓ(Q)
|Rtω
pR(x)| .
1
µ(R)
.
This, in turn, implies that if x ∈
⋃
Q∈Reg(R)Q,
(5.18) RΦ,∗ωpR(x) . 1
µ(R)
.
Indeed, notice that if x ∈ Q ∈ Reg(R) and ε ≤ 2Φ(x), then by standard estimates, we have
that
|RΦ,εω
pR(x)−RΦ,2Φ(x)ω
pR(x)| . sup
r>2Φ(x)
ωpR(B(x, r))
rn
≤ sup
r>ℓ(Q)
ωpR(B(x, r))
rn
.
1
µ(R)
,
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where in the penultimate inequality we used that Φ(x) ≥ ℓ(Q)/2 and in the last one we
used Lemma 5.9 (c). Moreover, by Lemma 5.3 and similar considerations,
|R2Φ(x)ω
pR(x)−RΦ,2Φ(x)ω
pR(x)| . sup
r>2Φ(x)
ωpR(B(x, r))
rn
.
1
µ(R)
.
The latter two estimates combined with (5.17) imply that for ε ≤ 2Φ(x),
|RΦ,εω
pR(x)| .
1
µ(R)
+ |R2Φ(x)ω
pR(x)| .
1
µ(R)
.
On the other hand, in view of (5.17), it is clear that
sup
ε>2Φ(x)
|RΦ,εω
pR(x)| ≤ sup
ε>ℓ(Q)
|RΦ,εω
pR(x)| .
1
µ(R)
,
which concludes (5.18).
In the case x ∈ 3R\
⋃
Q∈Reg(R)Q, we have Φ(x) = 0 and a direct application of Lemma
5.2 shows that (5.18) also holds.
Next we estimate the last term in (5.15). To this end, note that Φ(y) & ℓ(R) for all
y ∈ (3R)c. Hence, for x ∈ 3R and y ∈ (3R)c, we have
|KΦ(x, y)| .
1
Φ(y)n
.
1
ℓ(R)n
.
So we get
RΦ,∗[χ(3R)c ω
pR](x) .
ωpR((3R)c)
ℓ(R)n
≤
1
ℓ(R)n
.
1
µ(R)
.
In combination with (5.18), this gives
RΦ,∗[χ3R ω
pR](x) .
1
µ(R)
for all x ∈ 3R.
This finishes the proof of (5.14) and of the L2(σ) boundedness of Rσ,Φ. Together with
Lemma 5.6, this implies that Rσ,Φ is bounded from L1(σ) to L1,∞(σ), and thus in Lp(σ)
for 1 < p <∞. Our lemma is now concluded. 
Lemma 5.15. The operator Rσ,Φ is bounded from Lp(σ) to Lp(µ˜), 1 < p < ∞, and from
L1(σ) to L1,∞(µ˜), with the norms depending on p.
Proof. Note that Lemma 5.5 holds for ν = σ. Then that Rσ,Φ is bounded from Lp(σ) to
Lp(µ˜) follows by a direct application of Lemma 5.13 and Lemma 5.14. The same lemmas
also imply that Rσ,Φ is bounded from L1(σ) to L1,∞(µ˜) in a non-trivial way. Although the
arguments are standard, we will give the proof for the sake of clarity.
In view of Cotlar’s inequality in Lemma 5.5 and Lemma 5.13, it suffices to prove that for
f ∈ L1(σ) and λ > 0 it holds that
µ˜({(Mσ,b,Φ(RΦ,σf
s))1/s > λ}) . λ−1‖f‖L1(σ).
Define now
g := |Rσ,Φf |
s, g1 := g χ{|g|<λs/2} and g2 := g − g1.
Set also Eλ := {|Rσ,Φf | > λ21/s }. Since
µ˜({(Mσ,b,Φg)
1/s > λ}) ≤ µ˜({Mσ,b,Φg1 > λ
s/2}) + µ˜({Mσ,b,Φg2 > λ
s/2})
30 GARNETT, MOURGOGLOU, AND TOLSA
and Mσ,b,Φg1 ≤ λs/2, it is enough to prove that
µ˜({Mσ,b,Φg2 > λ
s/2}) . ‖f‖L1(σ).
To this end, in light of Lemma 5.13, Kolmogorov’s inequality (see e.g. Lemma 2.19 in
[To3]) and Lemma 5.14 (i.e. Rσ,Φ is bounded from L1(σ) to L1,∞(σ)), we get that
µ˜({Mσ,b,Φg2 > λ
s/2}) . λ−s
∫
|g2| dσ = λ
−s
∫
Eλ
|Rσ,Φf |
s dσ
. λ−s σ(Eλ)
1−s ‖Rσ,Φf‖
s
L1,∞(σ)
. λ−s λs−1‖f‖1−s
L1(σ)
‖f‖sL1(σ)
= λ−1‖f‖L1(σ).
This finishes the proof of the lemma. 
Remark 5.16. Since KΦ is antisymmetric, by duality, Rµ˜,Φ : Lp(µ˜)→ Lp(σ) is bounded,
for 1 < p <∞.
Next we intend to show that Rµ˜,Φ is bounded in Lp(µ˜).
Lemma 5.17. The operator Rµ˜,Φ is bounded in Lp(µ˜), for 1 < p < ∞, with its norm
depending on p.
Proof. It is enough to prove thatRµ˜,Φ is bounded from L1(µ˜) to L1,∞(µ˜) because as shown
in [To2, Proposition 7.8], for example, this implies the Lp(µ)-boundedness for 1 < p <∞.
To this end, let f ∈ L1(µ˜) and for each Q ∈ Reg(R) such that Q ∩ 3R 6= ∅, consider the
function ϕQ defined by
ϕQ = χaQ
1
σ(aQ)
∫
Q
f dµ˜,
where a > 1 will be fixed in a moment. In this way, we have
‖ϕQ‖L1(σ) =
∫
aQ
ϕQ dσ =
∫
Q
f dµ˜.
Further, if a is chosen big enough (i.e., a & b), by Lemma 5.12 we have σ(aQ) & µ(Q),
and so
(5.19) ‖ϕQ‖L2(σ) ≤
1
σ(aQ)1/2
∫
Q
f dµ˜ .
1
µ(Q)1/2
∫
Q
f dµ˜.
Now we we write
f µ˜ =
∑
Q∈Reg(R)
(
f µ˜|Q − ϕQ σ
)
+
∑
Q∈Reg(R)
ϕQ σ =: ν + η,
which implies that
(5.20)
µ˜
({
x : |Rµ˜,Φf(x)| > λ
})
≤ µ˜
({
x : |RΦν(x)| > λ/2
})
+ µ˜
({
x : |RΦη(x)| > λ/2
})
.
To deal with the last term above, we use the boundedness of Rσ,Φ from L1(σ) to L1,∞(µ˜),
proved in Lemma 5.15:
µ˜
({
x : |RΦη(x)| > λ/2
})
≤ C
∥∥∑
Q∈Reg(R) ϕQ
∥∥
L1(σ)
λ
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Observe now that ∑
Q∈Reg(R)
∥∥ϕQ∥∥L1(σ) ≤ ∑
Q∈Reg(R)
∫
Q
|f | dµ˜ = ‖f‖L1(µ˜).
Hence,
µ˜
({
x : |RΦη(x)| > λ/2
})
≤ C
‖f‖L1(µ˜)
λ
.
To estimate the first term on the right hand side of (5.20), we set
µ˜
({
x : |RΦν(x)| > λ/2
})
≤
1
λ
∫
|RΦν| dµ˜ ≤
1
λ
∑
Q∈Reg(R)
∫
|RΦνQ| dµ˜,
where we wrote
νQ = f µ˜|Q − ϕQ σ.
Now we split
∫
|RΦνQ| dµ˜ =
∫
2aQ
|RΦνQ| dµ˜ +
∫
(2aQ)c
|RΦνQ| dµ˜
(5.21)
≤
∫
2aQ
|RΦ(f µ˜|Q)| dµ˜ +
∫
2aQ
|RΦ(ϕQ σ)| dµ˜ +
∫
(2aQ)c
|RΦνQ| dµ˜.
For the first summand on the right hand side, using that Φ(x) ≈ ℓ(Q) for all x ∈ Q, we get∫
2aQ
|RΦ(f µ˜|Q)| dµ˜ ≤ µ(2aQ) ‖RΦ(f µ˜|Q)‖L∞(µ˜)
. µ(2aQ)
‖χQf‖L1(µ˜)
ℓ(Q)n
. ‖χQf‖L1(µ˜).
For the second summand on the right hand side of (5.21) we use that Rσ,Φ is bounded from
L2(σ) to L2(µ˜), by Lemma 5.15:∫
2aQ
|RΦ(ϕQ σ)| dµ˜ ≤ µ˜(2aQ)
1/2 ‖RΦ(ϕQ σ)‖L2(µ˜) . µ(Q)
1/2 ‖ϕQ‖L2(σ).
Using the estimate (5.19) for ‖ϕQ‖L2(σ), we derive∫
2aQ
|RΦ(ϕQ σ)| dµ˜ . ‖χQf‖L1(µ˜).
To bound the last integral in (5.21), we take into account that ∫ dνQ = 0, and so for all
x 6∈ 2aQ,
|RΦνQ(x)| ≤
∫
|KΦ(x, y)−KΦ(x, zQ)| d|νQ|(y),
where zQ denotes the center of Q. Since |KΦ(x, y)−KΦ(x, zQ)| . ℓ(Q)/|x− zQ|n+1, we
derive
|RΦνQ(x)| .
‖νQ‖
|x− zQ|n+1
,
and thus∫
(2aQ)c
|RΦνQ| dµ˜ . ‖νQ‖
∫
(2aQ)c
1
|x− zQ|n+1
dµ˜ . ‖νQ‖ . ‖χQf‖L1(µ˜),
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by standard estimates, using the polynomial growth of µ˜.
Gathering the estimates for the three terms on right hand side of (5.21) we obtain∫
|RΦνQ(x)| dµ˜ . ‖χQf‖L1(µ˜),
which gives
µ˜
({
x : |RΦν(x)| > λ/2
})
.
∑
Q∈Reg ‖χQf‖L1(µ˜)
λ
=
‖f‖L1(µ˜)
λ
,
and completes the proof of the boundedness of Rµ˜,Φ from L1(µ˜) to L1,∞(µ˜). 
Lemma 5.18. The operatorRµ|3R,Φ is bounded in Lp(µ|3R), for 1 < p <∞, with its norm
depending on p.
Proof. We first notice that
Rµ|3R,Φf = Rµ˜,Φf +Rµ|3R\⋃Q∈Reg Q,Φ
f
Recall now that, by Lemma 5.11, dσ(x) = h(x) dµ(x) on 3R \
⋃
Q∈RegQ, with h(x) ≈ 1.
Therefore, ∫
3R
|Rµ˜,Φf |
p dµ =
∫
|Rµ˜,Φf |
p dµ˜ +
∫
3R\
⋃
Q∈RegQ
|Rµ˜,Φf |
p dµ
.
∫
|f |p dµ˜+
∫
3R\
⋃
Q∈RegQ
|Rµ˜,Φf |
p dσ
.
∫
|f |p dµ˜,
where in the last inequality we used the boundedness of Rµ˜,Φ from Lp(µ˜) to Lp(σ), by
Remark 5.16.
Without loss of generality, by Lemma 5.17, we may assume now that f is supported in
3R \
⋃
Q∈RegQ. Thus, in view of Lemmas 5.14 and 5.15, we have that∫
3R
|Rµ|3R\⋃Q∈Reg Q,Φ
f |p dµ =
∫
|Rσ,Φ(fh
−1)|p dµ˜+
∫
3R\
⋃
Q∈RegQ
|Rσ,Φ(fh
−1)|p dµ
.
∫
|fh−1|p dσ +
∫
|Rσ,Φ(fh
−1)|p dσ
.
∫
|fh−1|p dσ ≈
∫
|f |p dµ,
where we repeatedly used that dσ(x) = h(x) dµ(x) on 3R\
⋃
Q∈RegQ, with h(x) ≈ 1. 
Lemma 5.19. The operator RΦ,µ|3R,∗ is bounded in Lp(µ|3R), for 1 < p < ∞, with its
norm depending on p.
Proof. This follows immediately from Lemma 5.18 in conjunction with Lemma 5.5 for
s = 1 and Lemma 5.6. 
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Lemma 5.20. Let R ∈ Top and x ∈ R. Then
(5.22) |KR(fµ)(x)| . RΦ,∗(χ3R fµ)(x) +Mµf(x).
Proof. Let us recall that KR(fµ)(x) =
∑
Q∈Tree(R)RQ(fµ)(x). Notice that if x ∈ R then
either x ∈ Q for some Q ∈ Stop(R) or x ∈ R \
⋃
Q∈Stop(R)Q.
Case (i): Let x ∈ Q for some Q ∈ Stop(R). Then
|KR(fµ)(x)| =
∣∣∣∣∣
∫
max(ℓ(Q)/2,η)<|x−y|≤ℓ(R)
χ3R(y)f(y)K(x− y) dµ(y)
∣∣∣∣∣
≤ |Rmax(ℓ(Q)/2,η)(χ3Rfµ)(x)|+ |Rℓ(R)(χ3Rfµ)(x)|
. |Rmax(ℓ(Q)/2,η)(χ3Rfµ)(x)|+Mµf(x).
By the definition of Φ, Φ(x) ≤ ℓ(Q), and so by Lemma 5.3,
|KR(fµ)(x)| . |RΦ,max(ℓ(Q)/2,η)(χ3Rfµ)(x)|+Mµf(x)
. |RΦ,∗(χ3Rµ)(x)|+Mµf(x).
Case (ii): Let x ∈ R \ ⋃Q∈Stop(R)Q. Then every cube P ⊂ R such that x ∈ P is in
Tree(R). Thus, it is clear that
|KR(fµ)(x)| =
∣∣∣∣∣
∫
η<|x−y|≤ℓ(R)
χ3R(y)f(y)K(x− y) dµ(y)
∣∣∣∣∣ .
Arguing as in the previous case and using that Φ(x) = 0 < ℓ(P ), for every P ∈ D(R) such
that x ∈ P (since it is in Tree(R)), we can prove (5.22). This concludes our lemma. 
Proof of Lemma 5.8. This is an immediate consequence of Lemma 5.20, since bothRΦ,µ|3R,∗
and Mµ are bounded in L2(µ). 
5.5. The boundedness ofRµ in L2(µ). In this subsection we conclude the proof of Propo-
sition 5.1 and hence of the implications (b) ⇒ (a) and (c) ⇒ (a) in Theorem 1.1 and of
Theorem 1.3 by showing the following:
Lemma 5.21. The operator Rµ is bounded in L2(µ).
Proof. We will argue very similarly to Semmes in [Se]. For completeness we will show the
details.
By standard Caldero´n-Zygmund theory, it is enough to prove that for any cube Q0 ∈ Dµ
and any function f supported on Q0,∫
Q0
|Rµ,ηf | dµ .
(∫
|f |2 dµ
)1/2
µ(Q0)
1/2.
We consider the corona type decomposition and the family Top given by Proposition 5.1,
and then we write
(5.23)
∫
Q0
|Rµ,ηf | dµ ≤
∑
R∈Top:R⊂Q0
∫
Q0
|KR(fµ)| dµ+
∑
R∈Top:R6⊂Q0
∫
Q0
|KR(fµ)| dµ,
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uniformly on η > 0. It is immediate to check that any summand in the last sum vanishes
unless there exists S ∈ Tree(R) with S ⊃ Q0 and ℓ(S) ≈ Q0. So this sum has a bounded
number of nonzero terms and by Lemma 5.8 we get∑
R∈Top:R6⊂Q0
∫
Q0
|KR(fµ)| dµ . ‖f‖L2(µ) µ(Q0)
1/2.
To deal with the first sum on the right hand side of (5.23) we use again Lemma 5.8, with
p = 3/2, and we take into account that KR(fµ) = KR(χ3Rfµ):∑
R∈Top:R⊂Q0
∫
Q0
|KR(fµ)| dµ .
∑
R∈Top:R⊂Q0
(
−
∫
3R
|f |3/2 dµ
)2/3
µ(R).
Then, by the packing condition in Lemma 3.9 and Carleson’s embedding theorem (see
Theorem 5.8 in [To3], for example):∑
R∈Top:R⊂Q0
∫
Q0
|KR(fµ)| dµ .
∫
Q0
(
sup
R∋x
−
∫
3R
|f |3/2 dµ
)2/3
dµ(x)
Since the maximal operator
M˜µf(x) := sup
Q∈Dµ:Q∋x
(
−
∫
3Q
|f |3/2 dµ
)2/3
is bounded in L2(µ), we obtain∑
R∈Top:R⊂Q0
∫
Q0
|KR(fµ)| dµ .
∫
Q0
M˜µf dµ ≤
(∫
|f |2 dµ
)1/2
µ(Q0)
1/2,
as wished. 
6. THE PROOF OF COROLLARY 1.2
We need the following auxiliary result.
Lemma 6.1. Let Ω ⊂ Rn+1, n ≥ 2, be a domain with n-AD-regular boundary. Let u
be a non-negative, bounded, harmonic function in Ω, vanishing at ∞, and let B be a ball
centered at ∂Ω. Suppose that u vanishes continuously in ∂Ω\ 1110B. Then, there is a constant
α > 0 such that
(6.1) u(x) . r(B)
n−1+α(
r(B) + dist(x,B)
)n−1+α ‖u‖L∞(Ω).
Both α and the constant implicit in the above estimate depend only on n the AD-regularity
constant of ∂Ω .
Although this result is probably quite well known we will show the details of the proof.
Proof. Assume that Ω is not bounded (the arguments when Ω is bounded are analogous).
Further, by translating and dilating Ω if necessary we may assume thatB = B(0, 1). Denote
by T the involution
T (x) =
x
|x|2
,
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and consider the Kelvin transform
u˜(x) =
1
|x|n−1
u
(
T (x)
)
.
This function is harmonic, continuous and bounded in B ∩ T (Ω). Also, it vanishes in
B∩∂(T (Ω)) and it is bounded by C ‖u‖L∞(Ω) in ∂(B∩T (Ω)), and thus, by the maximum
principle,
‖u˜‖L∞(B∩T (Ω)) ≤ C ‖u‖L∞(Ω).
It is easy to check that T transforms n-AD-regular sets into n-AD-regular sets. Thus,
T (Ω) satisfies the CDC, and so u˜ is Ho¨lder continuous in 12B ∩ ∂(T (Ω)), and for some
α > 0 it satisfies
u˜(x) . dist
(
x, ∂(T (Ω))
)α
‖u˜‖L∞(B∩T (Ω)) . |x|
α ‖u‖L∞(Ω) for all x ∈ 12B ∩ T (Ω),
since 0 ∈ ∂(T (Ω)). This is equivalent to saying that
u(x) .
1
|x|n−1+α
‖u‖L∞(Ω) for all x ∈ Ω \ 2B,
which proves the lemma. 
Proof of Corollary 1.2. We will show that if Ω is a corkscrew domain with n-AD-regular
boundary and there exists some constant C > 0 such that
(6.2) ‖Su‖Lp(µ) ≤ C ‖N∗u‖Lp(µ) for any function u ∈ C0(Ω), harmonic in Ω,
then the assumption (c) in Theorem 1.1 holds for functions that, besides being bounded and
harmonic, belong to C0(Ω). By Remark 3.8 this is enough to prove the Key Lemma 3.7 and
thus the uniform rectifiability of ∂Ω, since the assumption (c) is not used elsewhere in the
proof of the implication (c) ⇒ (a) of Theorem 1.1.
So we have to show that there exists some C > 0 such that if u ∈ C0(Ω) is harmonic in
Ω and B is a ball centered at ∂Ω, then
(6.3)
∫
B
|∇u(x)|2 dist(x, ∂Ω) dx ≤ C ‖u‖2L∞(Ω) r(B)
n.
To prove this, let u ∈ C0(Ω) be harmonic in Ω and consider a continuous nonnegative
function ϕB which equals 1 in 52B and vanishes in (3B)
c
, with ‖ϕ‖∞ ≤ 1. Then, write
u(x) =
∫
ϕB u dω
x +
∫
(1− ϕB)u dω
x =: u1(x) + u2(x).
Note that u1 and u2 are harmonic in Ω, continuous in Ω, and vanishing at∞, and ‖ui‖L∞(Ω) ≤
‖u‖L∞(Ω) for i = 1, 2.
To deal with the non-local function u2 we just take into account that u2 vanishes in
∂Ω∩ 52B and apply Caccioppoli’s inequality. For the application of Caccioppoli’s inequality,
note that u2 is harmonic in Ω, subharmonic in 52B (when extended by 0 to 52B \Ω) and that
u2 ∈W
1,2(52B), because it vanishes continuously in
5
2B ∩ ∂Ω. Then we get∫
B
|∇u2|
2 dx .
1
r(2B)2
∫
2B
|u2|
2 dx . ‖u‖2L∞(Ω) r(B)
n−1,
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which implies that ∫
B
|∇u2(x)|
2 dist(x, ∂Ω) dx . ‖u‖2L∞(Ω) r(B)
n.
To prove the analogous estimate for u1, first we use Fubini and Ho¨lder’s inequality, and
then we apply (6.2) to u1:∫
B
|∇u1(x)|
2 dist(x, ∂Ω) dx .
∫
2B
∫
y∈Γ(x)
|∇u1(y)|
2 dist(y, ∂Ω)1−n dy dµ(x)
. ‖Su1‖
2
Lp(µ) µ(B)
1− 2
p
. ‖N∗u1‖
2
Lp(µ) r(B)
n− 2n
p .
From the estimate (6.1) we deduce that
N∗u1(x) .
r(3B)n−1+α(
r(3B) + dist(x, 3B)
)n−1+α ‖u1‖L∞(Ω),
which, in turn, implies that
‖N∗u1‖
p
Lp(µ) . ‖u1‖
p
L∞(Ω)
∫ (
r(3B)n−1+α(
r(3B) + dist(x, 3B)
)n−1+α
)p
dµ(x)(6.4)
. ‖u1‖
p
L∞(Ω) µ(B),
where we took into account that n > 2 and so (n−1+α)p > n to estimate the last integral.
Therefore,∫
B
|∇u1(x)|
2 dist(x, ∂Ω) dx . ‖u1‖
2
L∞(Ω) r(B)
n ≤ ‖u‖2L∞(Ω) r(B)
n,
and the proof of the corollary is complete. 
Note that in the case n = 1 we can ensure that the integral in (6.4) is bounded by c µ(B)
only if we assume p > 1/α. So arguing as above we derive:
Corollary 6.2. Let Ω ⊂ R2 be a corkscrew domain with 1-AD-regular boundary. There
exists some constant α > 0 depending only on the AD-regularity constant of ∂Ω such that
the following holds. Suppose that for some p > 1/α there exists some constant Cp > 0
such that
‖Su‖Lp(µ) ≤ Cp ‖N∗u‖Lp(µ) for any function u ∈ C0(Ω) harmonic in Ω.
Then ∂Ω is 1-uniformly rectifiable.
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