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Abstract
We present a non-trivial generalization of the one-dimensional model proposed in [A. Fasano, A. Mancini, A mathematical
model for a class of frying processes, Comput. Math. Appl. (2007) (doi:10.1016/j.camwa.2006.02.046) (in press)] with several
purposes. The first goal is to consider a multidimensional case (so that, for instance, the model can be applicable to French fries).
We want also to provide a more realistic description of the mechanism of transport of liquid water within the sample, considering
the effect of capillarity.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In a previous paper [3], starting from some basic ideas proposed in [4], we have formulated and discussed a
one-dimensional mathematical model for frying processes by deep immersion in hot edible oil (sketched in Fig. 2).
The sample considered had to be thick enough to neglect deformations and to make the one-dimensional setting
meaningful, at least in a central region.
Here, we keep the assumption of no deformation, but we make one more step towards the description of the real
process by considering the multidimensional case. As we shall see, this generalization does not consist in just replacing
scalars by vectors, owing in particular to the presence of unilateral constraints which may produce complex structures
on the interface of total vaporization. We will also refine some aspects (e.g. the evolution of permeability to vapour)
which may have some practical relevance. In its present formulation, the model will be applicable e.g. to samples
showing negligible deformations, but with geometry far from 1-D, as with French fries. As in [3], we have to write:
1. the governing equations for the main three regions:
• (Ωsat) the core (water saturated below the boiling point),
• (Ωmix) the mixed region (with vapour in equilibrium with liquid water),
• (Ωvap) the fully vaporized region.
The crust is a thin outer layer whose properties will be incorporated in the boundary conditions.
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Fig. 1. Schematic representation of domains and boundaries: water saturated core (Ωsat), mixed region (Ωmix), vapour region (Ωvap); Ωsat/Ωmix
desaturation interface (Γdes), Ωmix/Ωvap total vaporization interface (Γ
(1)
vap unconstrained, Γ
(2)
vap constrained), outer boundary (Γ0 without crust,
ΓC0 with crust).
Fig. 2. Schematic representation of the problem in 1D.
2. The interface conditions expressing mass and enthalpy conservation.
3. The conditions on the outer boundary.
While in [3] the sample was treated as a porous medium with constant porosity and with permeability to vapour
jumping across the Ωmix/Ωvap interface, here we introduce a more realistic kinetics for the evolution of this quantity
and, above all, we will model liquid water transport on the basis of Darcy’s law and of capillarity effects, differently
from the Fickian type law taken in [1] and [2].
The model is formulated in Sections 1–4. Some simplifications can be obtained passing to the non-dimensional
formulation, in which many different characteristic times come into play (see Section 5).
2. Formulation of the mathematical model: The governing differential equations
We refer to the generic situation sketched in Fig. 1.
Ωsat — The water saturated region (water saturation Sw ≡ 1)
Heat balance
The heat capacity per unit volume and the conductivity are expressed by
Csat = ερwcw + (1− ε)ρscs, ksat = εkw + (1− ε)ks, (2.1)
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where ε is the porosity (taken everywhere constant); ci , ki are the specific heat and conductivity of the i-component
(w = water, s = solid matrix); ρi are the densities (supposed constant). Since there is no mass transport, the heat
balance reduces to
Csat
∂T
∂t
− ksat∆T = 0, (2.2)
with T denoting the absolute temperature (and t time).
Ωmix — The mixed region (unknowns: Temperature, saturation)
Mass transport
Liquid water and vapour are taken to be locally at equilibrium according to Clapeyron’s Law
p = p0e
λ
R
(
1
T0
− 1T
)
(2.3)
(p0 pressure before frying, T0 the corresponding water boiling temperature, λ latent heat, R universal gas constant).
In [4,3] we adopted a Fickian expression
Eqw = −Dwερw∇Sw
for the water mass flux, as suggested in [1], in order to exploit the availability of the coefficient Dw. Let us try to
follow a different approach based on capillarity. If we write pw − p = −pc, where pw is the pressure in water and pc
is the capillarity pressure, and we postulate a simple relationship (with no temperature dependence and no hysteresis)
between pc and Sw, we see that ∇ pw = ∇ p − p′c(Sw)∇Sw (p′c < 0, pc(1) = 0), where the prime denotes the
derivative with respect to Sw. Basically we assume that pc is twice differentiable with respect to Sw.
Thus Darcy’s law written for the liquid component yields
Eqw = −Kwρw
[∇ p − p′c(Sw)∇Sw] (2.4)
if gravity is neglected and (Kw is the medium conductivity for liquid water, generally dependent on Sw). Eq. (2.3) is
compatible with (2.4) when also ∇ p can be neglected and if εDw is identifiable with Kw|p′c(Sw)|.
As for vapour mass flux, we write
Eqv = −(1− Sw)Kvρv(T )∇ p, (2.5)
where Kv is the medium conductivity for the vapour, which we take to be an increasing function of T , ρv(T ) represents
the vapour density at temperature T (provided by the equation of state), and the factor (1−Sw) reduces it by the volume
fraction available to vapour. We remark that
∇ p = p0λ
RT 2
e
λ
R
(
1
T0
− 1T
)
∇T . (2.6)
Now we write the mass balance for the two phases
ερw
∂Sw
∂t
+∇ · Eqw = −ωv (2.7)
ε
∂
∂t
[ρv(T )(1− Sw)]+∇ · Eqv = ωv (2.8)
where ωv is the vaporization rate (g cm−3 s−1). The latter can be written down explicitly, using (2.5) and (2.6).
ωv = (1− Sw)
{
ε
dρv
dT
∂T
∂t
− Kvρv p0λ
RT 2
e
λ
R
(
1
T0
− 1T
)
∆T
− p0λ
RT 2
e
λ
R
(
1
T0
− 1T
) [
Kvρv
(
− 2
T
+ λ
RT 2
)
+ dKv
dT
ρv + Kv dρvdT
]
|∇T |2
}
− ερv ∂Sw
∂t
+ Kvρv p0λ
RT 2
e
λ
R
(
1
T0
− 1T
)
∇Sw · ∇T (2.9)
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which we rewrite as
ωv = (1− Sw)KvρvF(T )
{
A(T )
∂T
∂t
−∆T − (B1 + B2)|∇T |2
}
− ερv ∂Sw
∂t
+ KvρvF(T )∇Sw · ∇T (2.10)
with
F(T ) = p0λ
RT 2
e
λ
R
(
1
T0
− 1T
)
(2.11)
A(T ) = ε
Kvρv
dρv
dT
1
F(T )
(2.12)
B1(T ) = 1T
(
λ
RT
− 2
)
(2.13)
B2(T ) = 1Kv
dKv
dT
+ 1
ρv
dρv
dT
. (2.14)
As a conclusion, mass balance in Ωmix is summarized by just one equation, i.e. (2.7), which has the form
ε(ρw − ρv)∂Sw
∂t
+ Kwρw
[
p′c(Sw)∆Sw + p′′c (Sw)|∇Sw|2
]
+ F(T )
{
Kvρv(1− Sw)A(T )∂T
∂t
− [Kvρv(1− Sw)+ Kwρw]∆T − [Kvρv(1− Sw)+ Kwρw] B1(T )|∇T |2
− Kvρv(1− Sw)B2(T )|∇T |2 − Kvρv(1− Sw)∇Sw · ∇T
}
= 0 (2.15)
where we have used (2.4).
Enthalpy balance
Let hi denote the specific enthalpy for the species i (i = w, v, s).
Then the enthalpy per unit volume is
H = ε [Swρwhw + (1− Sw)ρvhv]+ (1− ε)ρshs . (2.16)
The enthalpy flux has a diffusive and an advective component:
Ej = −(1− ε)ks∇T − εSwkw∇T + hw Eqw + hv Eqv, (2.17)
where (as we will always do henceforth), we have completely neglected the heat conductivity of vapour.
Thus the equation
∂H
∂t
+∇ · Ej = 0, (2.18)
taking into account (2.7) and (2.8) and hv − hw = λ, takes the form{
εSwρwcw + ε(1− Sw)ρvcpv + (1− ε)ρscs
} ∂T
∂t
− [(1− ε)ks + εSwkw]∆T − εkw∇Sw · ∇T
− cwKwρwF(T )|∇T |2 + cwKwρw p′c(Sw)∇Sw · ∇T − cpvKvρv(1− Sw)F(T )|∇T |2 + λωv = 0 (2.19)
with ωv given by (2.10) and including differential operators on T and Sw. The final form of (2.19) is{
εSwρwcw + ε(1− Sw)ρvcpv + (1− ε)ρscs + λ(1− Sw)εdρvdT
}
∂T
∂t
− {(1− ε)ks + εSwkw + λ(1− Sw)KvρvF(T )}∆T
− {εkw − cwKwρw p′c(Sw)+ λKvρvF(T )}∇Sw · ∇T − cpvKwρwF(T )|∇T |2 − ερvλ∂Sw∂t = 0. (2.20)
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Remark 2.1. Before we proceed to Ωvap, let us investigate another way of describing the evolution of Kv . Instead of
taking it as just an increasing function of T , we may let it vary because of the exposure to heat, according to the law
∂Kv
∂t
= κ(T − T0)+(K ?v − Kv), (2.21)
where the evolution starts when T exceeds T0 from an initial value K 0v and K
?
v is the “target” value, much larger than
K 0v .
Eq. (2.21) looks more realistic; however it brings explicitly into the equations the time t0(Ex) at which the point Ex
is crossed by the interface Γdes:
Kv = K ?v − (K ?v − K 0v ) exp
[
−κ
∫ t
t0(Ex)
(T (Ex, τ )− T0) dτ,
]
(2.22)
and the gradient ∇Kv is history-dependent:
∇Kv = (K ?v − K 0v )κ
∫ t
t0(x)
∇T (x, τ )dτ. (2.23)
For these reasons, we think that the model including (2.21) is too complicated for the level of accuracy which is
really needed, and we keep the simpler assumption that Kv is a given function of temperature Kv(T ). Thus we set
Kv(T ) = K 0v +
T − T0
T ∗ − T0
(
K ?v − K 0v
)
.
Remark 2.2. As we shall see, in the discussion of the interface conditions, the region Ωmix may terminate either
because the liquid phase becomes extinct, or because, before that happens, p reaches an upper bound pmax, beyond
which we suppose that in a sense the medium yields and the residual liquid water vaporizes instantly. At the
corresponding temperature, the permeability Kv reaches its maximum value K¯v . This phenomenon seems necessary
to prevent the build up of excessive pressure in the sample predicted by (2.3) (see the analysis in [4]) and at the same
time to enhance vapour exhaust.
Ωvap — Region of complete vaporization (unknowns: Temperature, pressure)
Mass transport
According to the previous remark, the vapour mass flow rate is now
Eqv = −Kvρv∇ p. (2.24)
The difference between (2.24) and (2.5) is much more than the change of permeability. Indeed, in Ωvap, the liquid
phase is absent and p becomes independent of T . Moreover, ρv is no longer just a function of p, but it is linked to
p and T via the equation of state (generally more complicated than the one for ideal gases, which would just imply
ρv = mw pRT , with mw = 18 g).
Supposing that porosity has not changed, the vapour mass balance is expressed by
ε
∂
∂t
ρv(p, T )+∇ · Eqv = 0, (2.25)
meaning
ε
∂ρv
∂p
∂p
∂t
+ ε ∂ρv
∂T
∂T
∂t
− Kvρv∆p − Kv
{
∂ρv
∂p
|∇ p|2 + ∂ρv
∂T
∇ p · ∇T
}
− ρv K
?
v − K 0v
T ∗ − T0 ∇ p · ∇T = 0 (2.26)
clearly ∂ρv
∂p > 0,
∂ρv
∂T < 0, hence the principal part is forward parabolic.
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Heat transfer
The heat flux (still neglecting vapour conductivity) is:
Ej = −(1− ε)ks∇T + hv Eqv, (2.27)
and enthalpy is
H = ερvhv + (1− ε)ρshs . (2.28)
Therefore, the enthalpy balance equation
∂H
∂t
+∇ · Ej = 0 (2.29)
exploiting (2.24) and (2.25) (and defining hv = cpvT ) takes the form[
εcpvT
∂ρv
∂T
+ ερvcpv + (1− ε)ρscs
]
∂T
∂t
+ ε ∂ρv
∂p
cpvT
∂p
∂t
− (1− ε)ks∆T − cpvKvρv∇ p · ∇T
− cpvTρv K
?
v − K 0v
T ∗ − T0 ∇ p · ∇T − cpvT Kv
{
∂ρv
∂p
|∇ p|2 + ∂ρv
∂T
∇ p · ∇T + ρv∆p
}
= 0. (2.30)
3. Formulation of the mathematical model: Conditions on the interfaces Γdes, Γvap
Γdes: The desaturation front
The boundary of Ωsat is where vaporization starts. Saturation jumps from Sw = 1 to some unknown value S+w < 1.
We may identify Γdes with the temperature level set
T |Γdes = T0. (3.1)
On both sides of Γdes, global mass conservation can be written as
ε
∂
∂t
[ρwSw + ρv(1− Sw)]+∇ · (Eqw + Eqv) = 0 (3.2)
which is exactly the sum of (2.7) and (2.8) in Ωmix, and corresponds to the absence of mass transport (Sw = 1,
Eqw = Eqv = 0) in Ωsat. Thus global mass conservation through Γdes is the Rankine–Hugoniot condition associated to
(3.2), namely
ε [ρwSw + ρv(1− Sw)]+− V desn =
[Eqw + Eqv]+− · En, (3.3)
where En is the unit normal to Γdes (pointing to Ωmix), V desn is the normal component of the interface velocity, and [·]+−
denotes the jump across Γdes. The fluxes Eqw, Eqv just live on the “+” side, as well as the difference (1− Sw), and thus
we write
ε
[−ρw(1− S+w )+ ρv(1− S+w )] V desn = (Eqw + Eqv)+ · En, (3.4)
where ρv = ρv(T0) in Ωmix. The quantity Eq+w · En is the specific rate of liquid water mass leaving the interface. The
unbalance with the term −ερw(1 − S+w )V desn , i.e. the specific liquid water mass loss due to the displacement of the
interface (V desn < 0), gives the vaporization rate. Similarly, the difference Eq+v · En−ερv(1−S+w )V desn expresses precisely
the vapour production rate (note that Eq+v · En < 0 because in Ωmix the vapour migrates toward Γdes). This information
enables us to write the enthalpy balance on Γdes:[
ερw(1− S+w )V desn + Eq+w · En
]
λ = [− (εSwkw + (1− ε)ks)∇T ]+− · En. (3.5)
Let us express (3.4) and (3.5) in terms of saturation and temperature:
−ε(1− Sw)(ρw − ρv)V desn = −
p0λ
RT 20
[
Kwρw + K 0vρv(1− S+w )
]
∇T+ · En + Kw p′c(Sw)ρw∇S+w · En (3.6)
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where K 0v = Kv(T0), and
ρw
[
−ε(1− S+w )V desn + Kw p′c(S+w )∇S+w · En
]
λ = −
(
εS+w kw + (1− ε)ks − Kwρw
p0λ2
RT 20
)
∇T+ · En
+ (εkw + (1− ε)ks)∇T− · En, (3.7)
which is nothing but the Rankine–Hugoniot condition for the enthalpy balance equation (2.18).
Γ (1)vap Unconstrained
For the reasons we have already exposed, we include in the model the constraint p < pmax. In the portion Γ
(1)
vap of
Γvap (which can be empty or the whole Γvap), the constraint has not been reached. Therefore, this set is characterized
by the extinction of the liquid phase, i.e.
Sw|Γ (1)vap = 0. (3.8)
Remark 3.1. We disregard the existence of a film of bound water.
The vapour density and the pressure are continuous across Γ (1)vap, and they are determined by the local value of
temperature (which is also continuous) as it happens in Ωmix. Mass conservation is simply (En normal pointing to Ωvap)
(Eqw + Eqv)− · En = Eq+v · En, (3.9)
owing to (3.8). It is interesting to observe that typically Eq−v · En < 0 and Eq+v · En > 0. Using (2.4) and (2.5) and (2.24)
we obtain
Kwρw p
′
c(0)∇S−w · En − F(T ) (Kwρw + Kvρv)∇T− · En = −Kvρv∇ p+ · En. (3.10)
Enthalpy balance is also simple, because all the liquid water coming from Ωmix is converted into vapour:
λEqw · En = −(1− ε)ks [∇T ]+− · En (3.11)
i.e.
λKwρw
[−F(T )∇T− · En + p′c(0)∇S−w · En] = −(1− ε)ks [∇T ]+− · En. (3.12)
Γ (2)vap Constrained (forced vaporization of the residual liquid phase)
Now (3.8) is replaced by
T |
Γ (2)vap
= T ∗ (3.13)
with
T ∗ = T0
[
1− RT0
λ
log
pmax
p0
]−1
(3.14)
corresponding to p(T ∗) = pmax. Thus Γ (2)vap is an isothermal boundary. Mass balance is once more the
Rankine–Hugoniot condition associated to (3.2), with S−w ∈ (0, 1) unknown and S+w = 0, Eq+w = 0; hence
−εS−w (ρw − ρ∗v )V vapn = −Kvρ∗v∇ p+ · En + F(T ∗)
(
Kvρ
∗
v (1− S−w )+ Kwρw
)∇T− · En
−Kwρw p′c(S−w )∇S−w (3.15)
where ρ∗v is the density evaluated for T = T ∗.
As for Γdes, in order to write the enthalpy balance, we must evaluate the vaporization rate, which can be read in the
mass balance rewritten as[Eqv]+− · En − ερ∗v S−wV vapn = Eq−w · En − ερwS−wV vapn , (3.16)
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thus leading to
λ
{
εS−wρ∗vV
vap
n −
[Eqv]+− · En} = − [(εSwkw + (1− ε)ks)∇T ]+− · En (3.17)
which takes the final expression
λ
{
εS−wρ∗vV
vap
n + K¯vρ∗v
[∇ p+ − F(T ∗)(1− S−w )∇T−] · En} = −(1− ε)ks [∇T ]+− · En + εS−w kw∇T− · En. (3.18)
Remark 3.2. The boundary separating Γ (1)vap from Γ
(2)
vap (when it exists) is characterized by the simultaneous occurrence
of T = T ∗ and Sw = 0.
4. Conditions on the external boundary (including the crust)
4.1. Before crust formation (Γ0)
Before a crust starts forming, there are two stages, distinguished by the inequalities T < T0, T > T0. In all our
previous considerations we have not considered the first stage, which is an ordinary heat conduction problem in a
medium with heat capacity Cs and heat conductivity ksat. The corresponding boundary condition on Γ0 is
ksat∇T · En = χ0(Toil − T ) (4.1)
with χ0 > 0 constant, Toil > T0, constant. When T |Γ0 attains the value T0 at some point the regions Ωsat, Ωmix, Ωvap
will develop simultaneously, with (4.1) modified
(1− ε)ks∇T · En = χ(Eqv · En)(Toil − T ) (4.2)
where χ(ξ) is a decreasing function of its argument, such that χ(0) = χ0, modelling the shielding action of the
vapour.
The new condition
p|Γ0 = p0 (4.3)
comes into play. It is precisely (4.3) which forces Ωmix, Ωvap to appear at the same time, since p > p0 in ¯Ωmix \ Γdes.
4.2. After crust formation (ΓC0 )
The crust is generally so thin that its presence can be treated as an alteration of the boundary conditions.1
Crust formation is the combined effect of dehydration (elimination of bound water) and a molecular rearrangement
induced by temperature.
The development of the crust can be modelled via the evolution of a small-scale non-dimensional parameter, which
can be called “crust thickness” ζ , according to a kinetics of the type:
(1+ αζ)ζ˙ = β(T − Tc)+ (4.4)
where Tc > T0 is the “crust formation temperature”, α and β are positive parameters. The role of the factor (1+ αζ)
is to slow down the crust growth to take somehow into account that this process seems mostly located at the surface.
The growth starts at the time tc, in which (T − Tc)+, the positive part, leaves the value zero. Though certainly naive,
(4.4) looks less crude than e.g. just taking ζ to be the Heaviside function of T − Tc, or to let the inner crust boundary
coincide with the isotherm T = Tc, which certainly propagates too fast to be compatible with the fact that the crust
thickness remains very small during the whole process. The parameter ζ can be used to correct the heat exchange law
(4.2). The coefficient (1− ε)ks can be replaced by a function k(ξ) such that k(0) = (1− ε)ks and k′ < 0 if the crust
1 This seems to be the natural assumption when we neglect the influence of the frying specimen on the oil temperature. In the real process, the
situation is reversed, because the total mass of the material to be fried is comparable to the mass of the oil, and the vapour flow through the oil
makes the temperature distribution in the oil more uniform, thus enhancing heat exchange.
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is less conductive. Moreover, if the crust growth is a heat absorbing process (with latent heat λc per unit surface), one
should couple (4.4) with
k(ξ)∇T · En = χ(Eqv · En)(Toil − T )− λcρ˙cζ (4.5)
where ρc is the crust superficial density.
5. Rescaling
Here is a list of rescaled quantities:
space x˜i = xi/L , L = diam(Ω)
temperature T˜ = T/T0
pressure p˜ = p/p0.
The quantities ρv , ρw, Kv , Kw are rescaled by their respective reference values namely ρ0v = ρv(p0, T0),
ρ0w = ρw(T0), K ?v = Kv(T ∗), K 0w = Kw(Sw = 1).
Param. Value Units
ρ0v 0.001 g/cm
3
ρ0w 1.0 g/cm
3
K ?v 1.0× 10−7 cm3/(s g)
K 0w 4.3× 10−10 cm3/(s g)
The following is a list of the values of all the remaining physical quantities
Param. Value Units
ρs 1.6 g/cm3
cs 0.74 cal/(g K)
cv 0.48 cal/(g K)
cw 1.0 cal/(g K)
Csat 1.12 cal/K
ks 1.36 ∗ 10−3 cal/(s cm K)
kw 1.27 ∗ 10−3 cal/(s cm K)
ksat 1.3 ∗ 10−3 cal/(s cm K)
L 1 cm
ε 0.3 –
p0 1 013 250 g/(cm s
2)
p′c −2 ∗ p0 g/(cm s2)
T0 373 K
λ 540.19 cal/g
R 0.11 cal/(g K)
Time scales:
tλ = ε L
2
ksat
λρ0w
T0
' 325 s, (phase change)
td = L2Csatksat ' 847 s, (heat conduction in Ωsat)
tw = ε L
2
Dw
' 344 s, Dw = K 0w|p′c(Sw)|, p′c = const.
tv = εL
2
K ?v p0
' 3 s
tpv = ε cpvρwL
2
ksat
= εtd cpvρwCsat ' 108 s (5.1)
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We choose
t˜ = t/tλ
and ∇˜, ∆˜ are non-dimensional operators involving the dimensionless variables x˜i (defined in the rescaled domains
Ω˜i ), but in the following we just drop the “˜” symbol to keep notation simple.
Non-dimensional quantities frequently used
θ = λ
RT0
' 13.16
γ0 = λρ
0
v
CsatT0
' 10−3
γ1 = λρ
0
w
CsatT0
' 1.28
γw = ρwcwCsat ' 0.88
γs = ρscsCsat ' 1.04
γpv = ρ
0
vcpv
Csat
' 4 ∗ 10−4
Θρ = tλtv
ρ0v
ρ0w
' 0.11
Θk = tλtv
K 0w
K ?v
' 0.47
Θv = tλtv γpv ' 0.04
and
F˜(T˜ ) = 1
T˜ 2
e
θ
(
1− 1
T˜
)
.
For Kv , we take the linear approximation
Kv
K ?v
= K˜ 0v + (1− K˜ 0v )
T˜ − 1
T˜ ∗ − 1
so that
1
Kv
dKv
dT
= 1
T0
M(T˜ )
with
M(T˜ ) = 1
(T˜ ∗ − 1) K˜ 0v
1−K˜ 0v
+ T˜ − 1
.
5.1. In ˜Ωsat
From (2.2)
∂ T˜
∂t
− tλ
td
∆T˜ = 0. (5.2)
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5.2. In ˜Ωmix
p˜ = eθ
(
1− 1
T˜
)
. (5.3)
From (2.15)
∂Sw
∂t
− tλ
tw
∆Sw − θ F˜(T˜ )
{
Θρ K˜vρ˜v(1− Sw)+Θk K˜w
}{
∆T˜ + 1
T˜
(
θ
T˜
− 2
)
|∇ T˜ |2
}
− θ F˜(T˜ )(1− Sw)Θρ
{
M(T˜ )+ 1
ρ˜v
dρ˜v
dT˜
}
|∇ T˜ |2 = 0 (5.4)
where we have omitted the term
ρ0v
ρ0w
(1− Sw)dρ
0
v
dT˜
∂ T˜
∂t
as well as
ε
ρ0v
ρ0w
ρ˜v
∂Sw
∂t
being ρ0v  ρ0w.
From (2.20)
{εSwγw + (1− ε)γs} ∂ T˜
∂t
− tλ
td
{
(1− ε) ks
ksat
+ εSw kwksat +Θρθ F˜(T˜ )K˜vρ˜v(1− Sw)
}
∆T˜
− tλ
td
{
ε
kw
ksat
− ε td
tw
γw K˜w +Θρθ F˜(T˜ )K˜vρ˜v
}
∇Sw · ∇ T˜ − tλtd
tpv
tw
p0
|p′c|
θ K˜w F˜(T˜ )|∇ T˜ |2 = 0 (5.5)
where we have omitted the terms ε(1− Sw)γ0, −εγ0 ∂Sw∂t being γ0  1.
5.3. In ˜Ωvap
From (2.26)
∂ρ˜v
∂ p˜
∂ p˜
∂t
− tλ
tv
K˜v∆ p˜ + ∂ T˜
∂t
− tλ
tv
∂ρ˜v∂ p˜ |∇ p˜|2 + ∂ρ˜v∂ T˜ ∇ p˜ · ∇ T˜ + 1−
K 0v
K ?v
1− T0T ∗
∇ p˜ · ∇ T˜
 = 0. (5.6)
From (2.30)
(1− ε)γs ∂ T˜
∂t
− (1− ε) tλ
td
ks
ksat
∆T˜ − εΘv K˜vρ˜v∇ p˜ · ∇ T˜
− εΘv K˜v T˜
∂ρ˜v∂ p˜ |∇ p˜|2 + ρ˜v∆ p˜ + ∂ρ˜v∂ T˜ ∇ p˜ · ∇ T˜ + 1−
K 0v
K ?v
1− T0T ∗
∇ p˜ · ∇ T˜
 = 0 (5.7)
where we have omitted the terms
εγpv T˜
∂ρ˜v
∂ T˜
∂ T˜
∂t
, εγpvρ˜v
∂ T˜
∂t
, εγpv T˜
∂ρ˜v
∂ T˜
being
γpv = γw cpvcw
ρ0v
ρw
 1.
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5.4. On Γ˜des
From (3.6) (mass conservation)
(1− Sw)V˜ desn = θ
[
Θk K˜w +Θρ K˜ 0v ρ˜v(1− Sw)
]
∇ T˜+ · En + K˜w tλtw∇Sw · En. (5.8)
From (3.7) (enthalpy conservation)
(1− Sw)V˜ desn =
tλ
tw
K˜w∇Sw · En + tλtd
1
γ1
[(
εSw
kw
ksat
+ (1− ε) ks
ksat
)
∇ T˜ · En
]+
−
− tλ
tw
p0∣∣p′c∣∣θ∇ T˜+ · En. (5.9)
5.5. On Γ˜ (1)vap = Γ˜vap unconstrained
From (3.10) (mass conservation) — Sw = 0
tλ
tw
K˜w∇S−w · En + θ F˜(T˜ )
[
Θk K˜w +Θρ K˜vρ˜v
]
∇ T˜− · En = Θρ K˜vρ˜v∇ p˜+. (5.10)
From (3.13) (enthalpy conservation)
θ
p0∣∣p′c∣∣ F˜(T˜ )∇ T˜− · En +∇S−w · En = 1− εε twtd 1γw K˜w
[
∇ T˜
]+
− · En. (5.11)
5.6. On Γ˜ (2)vap = Γ˜vap constrained
From (3.17) (mass conservation) — T˜ = T˜ ∗ = 1− 1
θ
log( p˜max)
Sw V˜
vap
n = Θρ ρ
∗
v
ρ0v
K˜v∇ p˜ · En − θ
[
Θρ
ρ∗v
ρ0v
(1− Sw)+Θk K˜w
]
∇ T˜ · En − tλ
tw
∇Sw · En. (5.12)
From (3.18) (enthalpy conservation)
Sw V˜
vap
n + tλtv K˜v∇ p˜
+ · En − θ tλ
tv
(1− Sw)∇ T˜ · En = − (1− ε)
ε
tλ
td
ks
ksat
1
γ0
ρ0v
ρ∗v
[
∇ T˜
]+
− · En
+ Sw tλtd
kw
ksat
1
γ0
ρ0v
ρ∗v
∇ T˜− · En. (5.13)
5.7. On Γ0, external boundary — before crust formation
From (4.1)
∇ T˜ · En = χ˜0(T˜oil − T˜ ) (5.14)
where χ˜0 = Lksatχ0.
From (4.2)
(1− ε)∇ T˜ · En = ksat
ks
χ˜(T˜oil − T˜ ) (5.15)
where χ˜ = Lksatχ .
A. Fasano, A. Mancini / Computers and Mathematics with Applications 55 (2008) 149–161 161
5.8. On ΓC0 , external boundary — after crust formation
From (4.4)(
1+ αζ˜
) dζ˜
dt
= β˜
(
T˜ − T˜c
)
+ (5.16)
where β˜ = βtλT0.
From (4.5)
k˜(ζ˜ )∇ T˜ · En = χ˜
(
T˜oil − T˜
)
− td
tλ
λc
λ
γ0
ρc
ρ0v
L
dζ˜
dt
. (5.17)
6. Conclusions
We have refined and extended the one-dimensional model proposed in [3] in order to better approach the physics
of the deep frying process. Keeping the assumption of no deformation of the frying specimen, we have replaced the
diffusive transport mechanism of liquid water (originally proposed in [1]) by Darcy’s law, including the effect of
capillarity. The permeability to vapour is taken as a function of temperature, variable over a wide range when the
temperature goes from the water boiling temperature at atmospheric pressure to the threshold imposed in the region
of water-vapour coexistence.
The model, in its present formulation, disregards the thermal effect of the frying specimen in the surrounding oil.
To describe the process in which the mass of the oil is comparable to the total mass of the frying specimens, the heat
transport within the oil should be coupled to the model proposed here, and the mechanical effect of the emitted vapour
on the oil should be taken into account.
Another difficult aspect of the problem is the onset of vaporization. Indeed, it is necessary that the two interfaces
Γdes, Γvap appear simultaneously, because by definition the pressure in Ωmix is larger than atmospheric pressure,
forcing Ωmix to be separated from the outer boundary by Ωvap. The mechanism giving rise to the two interfaces
is, however, extremely complicated, since it seems that |∇Sw| has to develop a singularity in the early stage of
vaporization triggering a chain of singularities both in the interface conditions and in the differential equations. We
will return to these open questions in a future paper.
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