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Abstract
Over the past decade, vision-based tracking systems have been successfully deployed in most
professional sports. Despite the high level of accuracy of the tracking systems and the sheer
volume of spatiotemporal data they generate, the use of this high quality data for quantitative
player performance analysis and prediction has been lacking. For example in tennis, tactical
and strategic analysis does exist (e.g. IBM’s Slamtracker [1]), but uses only coarse event
information (e.g. winners, aces, volleys, forced-errors, etc) and does generally not include
spatiotemporal information. The major bottleneck restricting specific fine-grain analysis and
prediction stems from i) poor representation, and ii) inadequate modelling of fine-grain be-
haviour. This thesis proposes a method which utilises both “style” and “context” features which
can circumvent both these issues.
This thesis focuses on modelling and predicting adversarial behaviour in both a single agent
environment (i.e. tennis) as well as multi-agent environments (i.e. soccer, basketball). Given
large amounts of spatio-temporal data, the goal is to learn an accurate model that can predict
the behaviour of a “specific” player or a team against a “specific” opponent in a given match
context.
To achieve the best performance in prediction, the specific interaction between the player
and the opponent needs to be modelled. Even though large spatiotemporal data may be avail-
able, in practice, the same players meet occasionally. There is rarely sufficient data to model
the specific interaction. Amajor contribution in this thesis is the development of an algorithm
that captures the “style” of a player using a K-SVD discriminate dictionary learning. The
“style” feature provides a way to draw data from players/situations with similar behaviour,
which enables better prediction.
Another contribution of this thesis is the use of “aligning” the multi-agent trajectories to
a template. Not only does this enable the visualisation of the team structure, it also improves
iii
prediction performance. Tasks such as ball and player detection and tracking can also be greatly
improved by such an approach. The techniques and representations developed in this thesis were
evaluated on tennis, basketball and soccer datasets.
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Chapter 1
Introduction
1.1 Motivation and Overview
Over the past decade, vision-based tracking systems have been successfully deployed in most
professional sports. In tennis, the Hawk-eye system is able to track the position of the ball
as well as the court position of each player using multiple high speed cameras with an error
less than 5 millimeters [2]. In basketball and soccer, player and ball positions can be recorded
using semi-automatic computer vision systems at a high frame rate. Despite the high-level of
accuracy of the tracking systems and the sheer volume of spatiotemporal data they generate,
the use of this high quality data for quantitative player performance analysis and prediction
has been lacking. For example in tennis, tactical and strategic analysis does exist (e.g. IBM’s
Slamtracker [1]), but uses only coarse event information (e.g. winners, aces, volleys, forced-
errors, etc) and does generally not include spatiotemporal information. In soccer, tracking data
is only used for conducting basic level analysis such as calculating average distances covered
by each player during matches [3].
The goal of this research is to use large amounts of spatiotemporal data to conduct fine-
grain player analysis. This includes accurately modelling player behaviour and predicting
player behaviour. In professional sports, top players have a remarkable ability to quickly
and accurately predict the behaviour of their opponent to gain an advantage. For example, in
tennis, given the speed, location and angle of the shot, with respect to the relative position and
movement of the player’s involved - a top player will anticipate where the next shot will come
based on these previous shot factors. Similarly, a top camera operator and director will have a
1
2 CHAPTER 1. INTRODUCTION
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Figure 1.1: Figure shows the tasks this research is interested in. Left: Given observations over
the past shots (red and green arcs), this research is interested in predicting the next shot (blue
arc) location of a tennis player; Right: Given observations over the past n seconds, this research
is interested in predicting the next pass in a soccer game.
similar intuition of how the play will evolve to obtain the best shot to show viewers. In both
cases, players and broadcasters have developed perceptual expertise and pattern recognition
skills that are akin to a “biological probabilistic engine”. This thesis aims to emulate these
perceptual skills by generating a probabilistic model that can model and predict the behaviour
of a player.
Formally, given observations X over the past, the previous behaviour of the player/team yt,
as well as the identity of the player/team and his opponent, the aim is to predict a player/team’s
next behaviour yt+1 at time t + 1 in a given game context (See Fig. 1.3 Left). X are features
extracted from the past. yt+1 is the prediction. This is a supervised learning problem where
the key is to learn an accurate model M for a player/team which is predictive of its future
behaviour. This thesis is interested in tackling this problem in both single-agent environment
(i.e. tennis) as well as multi-agent environment (i.e. basketball and soccer). Two examples are
shown in Fig. 1.1: i). In tennis, given observations over the past shots in a rally, this research
is interested in predicting the next shot of a player (See Fig. 1.1 Left); or ii). In soccer, given
observations over the past n seconds, this research is interested in predicting the next pass of a
team (See Fig. 1.1 Right).
This is a challenging problem and limited research has been done in this area. The major
bottleneck restricting player modelling and prediction is due to model capacity. To achieve the
best performance in prediction, the specific interaction between the player and the opponent
needs to be modelled. Even though large spatiotemporal data may be available, in practice, the
same players meet occasionally and that is often under different conditions (i.e. different match
contexts, different court surfaces, different temperatures). It is problematic to acquire enough
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data to train an accurate opponent-specific player model (See Fig. 1.2). The easiest approach is
to ignore the differences in opponents and train a global model for a player using all the data
from him. But, in practice, the behaviour or tactics of a player does depend on the opponent.
Ignoring such differences will make the model over-generalized and degrade the prediction
performance. One way to tackle the problem is to include an additional binary identity feature
for each opponent when training: id = [0, 0, 0..., 1, 0] where the non-zero element indicates the
identity of the current opponent. However, the problem still exists. Using a Random Decision
Forest classifier as an example, if the algorithm splits the data according to the identity of
players as well as numerous context features, there will be insufficient examples in the leaf
node of each tree, which will result in a weakly trained classifier.
PLAYER AND OPPONENT SPECIFIC MODEL
24 Classification forests
Fig. 3.2: Classification forest testing. During testing the same un-
labelled test input data v is pushed through each component tree. At
each internal node a test is applied and the data point sent to the ap-
propriate child. The process is repeated until a leaf is reached. At the
leaf the stored posterior pt(c|v) is read o . The forest class posterior
p(c|v) is simply the average of all tree posteriors.
sample   = 1000 parameter values out of possibly billions or even infi-
nite possibilities. It is important to point out that it is not necessary to
have the entire set T pre-computed and stored. We can generate each
random subset Tj as needed before starting training the corresponding
node.
The leaf and ensemble prediction models. Classification forests
produce probabilistic output as they return not just a single class point
prediction but an entire class distribution. In fact, during testing, each
tree leaf yields the posterior pt(c|v) and the forest output is simply:
p(c|v) = 1
T
TX
t
pt(c|v).
This is illustrated with a small, three-tree forest in fig. 3.2.
The choices made above in terms of the form of the objective func-
tion and that of the prediction model characterize a classification forest.
In later chapter we will discuss how di erent choices lead to di erent
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Figure 1.2: Figure illustrates the difficulty in training an adversarial model between two players
using a decision tree. As the tree goes deeper, the amount of data available for training becomes
much smaller which will result a weakly trained classifier. The i ea of this research is to group
similar players together to collaboratively learning the m del.
The key contribution of this thesis is the development of an algorithm that uses latent factors
H to capture and represent the “style” of players from trajectory data, to improve prediction
performance. Unlike traditional latent factor models, the “style” descriptor captured in this
research is both predictive and interpretable, which allows comparison between players. This
is important as examples from similar players can then be grouped together to collaboratively
learn the player model (See Fig. 1.3 Right). Various ways for capturing style descriptors are
proposed in this thesis.
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Figure 1.3: Figure uses a graphical model to illustrate the proposed methods. Left: the
traditional approach for predicting a future event. An event in the future is influenced by
observation x over the past as well as the previous state yt; Right: the proposed model for
predicting adversarial behaviour. First, latent factors or style descriptors H are computed for
each player by pre-processing the trajectory data. This research then include both latent factors
H and observation x for model training and prediction.
Another reason that has restricted the large-scale player analysis is the complexity in rep-
resenting and modelling player behaviour. Tracking data is unstructured and of large variance.
There exist many different ways to represent the data. For example, one can use raw trajectories
as features to learn a model but trajectories are all of different lengths, which makes modelling
challenging. One can also compute high level features from trajectories such as speed, angle
and location, to represent a player’s behaviour. However, hand-crafted features is lossy and
may not capture all information from the data. When dealing with team sports, the problem is
even harder, since there are multiple agents in a team. Before learning a model, it is important
to find a way to consistently order those agents such that the feature correspondence can be
maintained. The dynamic nature of group movements makes this challenging to achieve, espe-
cially in long-term and large-scale analysis. Any changes in their relative positions will result
in “misalignment” - devoid of any team structure. Furthermore, the adversarial environment is
dynamic and the output space is large. For example, a tennis player can potentially hit the ball
anywhere on the court. Predicting his/her next behaviour needs to take account of all possible
outcomes.
To deal with these issues, this thesis examines various representations for large scale player
analysis in both single agent and multi agent environment. A set of novel features are proposed,
which are predictive of player behaviour. When predicting behaviour in team sports, this thesis
1.2. SCOPE OF THESIS 5
proposes a novel graphical model - an Augmented Hidden Conditional Random Field (aHCRF)
- to improve prediction performance. The proposed model is capable of capturing not only
long-term, high-level semantics of team movement, but also the fine-grained local information.
Although tracking technology has improved drastically recently, current vision-based sys-
tems still cannot provide one hundred percent tracking accuracy. In the last part of this thesis, a
novel method is proposed to make reliable predictions with noisy tracking data. The proposed
method can improve prediction performance as well as correcting tracking results.
Having the ability to accurately model and predict player behaviour has enormous appli-
cations. First of all, an “assistive tool” can be created from this research for coaches and
players when they are planning to play against an upcoming opponent. In practice, coaches
and players review large volumes of video in efforts to ascertain the patterned behaviour and
strategic tendencies of a potential opponent. Due to the time it takes to segment video clips,
view and analyze player patterns, it is often the case that there is only enough time to view a
single match (often it is the most recent match). This research also provides a better way to
measure player performance using a data-driven approach, instead of coarse descriptions from
experts. This work is also important for automatic broadcasting tasks (i.e., robotically moving
a camera to automatically generate content), as it can serve as a very useful prior as this can
narrow down the possibilities of next events.
1.2 Scope of Thesis
Modelling and predicting player behaviour consists of many tasks, such as tracking players,
cleaning up noisy data, crafting features, designing classifiers and performing classification or
prediction. The focus of this thesis is on finding a suitable representation from trajectory data to
learn an accurate player model. The key task is to capture latent factors/styles of players, which
can improve prediction performance. The scope was constrained to the following objectives:
1. Modelling and representing player behaviour in both single agent and multi-agent envi-
ronment
2. Capturing style and context priors in an adversarial environment
3. Using both style and contextual priors to improve prediction performance
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4. Visualizing player/team behaviour
5. Predicting adversarial behaviour using noisy tracking data
1.3 Outline of Thesis
The remainder of this thesis is organised as follows:
Chapter 2 discusses the background and various related works in the area of latent factor
modelling, player behaviour modelling, early event prediction, domain adaptation and
sports analytics.
Chapter 3 presents a baseline method to predict adversarial behaviour in single agent sports
environment using a Dynamic Bayesian Network. A set of shot features and dominance
features are proposed, which improves the shot prediction accuracy. Moreover, a Ran-
dom Decision Forest is learned to estimate the winning probability of a player during a
rally. Two different adaptive techniques are proposed based on Gaussian Mixture Models
(GMM): 1) pre-game adaption; 2) online adaption, which allow greater sensitivity by
tuning the model to specific match parameters such as opponent or court surface.
Chapter 4 In this chapter, a “style” descriptor is proposed to improve the prediction perfor-
mance of adversarial behaviour. A style descriptor is defined as a histogram of attributes
where attributes are learnt unsupervised, by clustering discriminative patterns of player
behaviour. Two methods for learning style descriptors are proposed which are based on
i) spatial similarity and ii) prediction loss. The advantage of the style descriptor is that it
provides a way to draw data from players/situations with similar behaviour to enrich the
training set, thus collaboratively learning the player model. Experimental results show
that predicting adversarial behaviour using style and context descriptors gives a better
performance than model adaptation. Moreover, this chapter also presents a method to
analyse a player’s most likely serve pattern under different match contexts. This chapter
shows that an “assistive tool” can be created for coaches and players when they are
planning to play against an upcoming opponent.
Chapter 5 This chapter proposes the use of “role assignment” to align multi-agent trajectory
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data to discover unique team style and tactics in soccer. By aligning multi-agent tra-
jectories in addition to a spatiotemporal bilinear basis model, a compact representation
of the signal can be formed, plays of a team can then be clustered, which can describe
their most likely styles or motion patterns associated with a particular event (such as
shots, corners, free-kicks). Additionally, a two-layer hierarchical approach is proposed to
automatically segment a match. Using a decision-tree formulation, events and highlights
can be accurately retrieved.
Chapter 6 presents a method to predict adversarial behaviour in a multi-agent environment
using a Conditional Random Field framework together with a role representation. The
specific problem is to predict the ownership of the ball in a basketball game using player
motion paths. Various feature representations are proposed to capture the characteristics
of group behaviour in basketball. By incorporating “style” and “context” into the pairwise
term, the prediction performance can be greatly improved. Additionally, a method is
proposed to predict the owner of the ball in a noisy environment. The method incorporates
both noisy ball detections and noisy player detections into a CRF framework to make
predictions. When the ball is clearly visible, such as in long passes or shots, output
from the ball detector can be used to help predicting the ball owner before and after.
When the ball is not visible, the owner is predicted based on player motion paths. The
proposed method can not only improve prediction performance but also clean noisy
tracking results. Experimental results show improved prediction performance against
state-of-the-art methods.
Chapter 7 proposes a novel graphical model (Augmented Hidden Conditional Random Field)
for predicting adversarial behaviour. Various state-of-the-art models/classifiers are com-
pared and evaluated with the AHCRF.
1.4 Original Contributions of Thesis
In this thesis, a number of original contributions are made in the field of adversarial behaviour
modelling and predicting. No other research has worked with this amount of trajectory data
before. The major contribution was the development of an algorithm that captures the style
of players. The style descriptor is both predictive and interpretable and allows meaningful
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comparison between players to be made. Experimental results show that using style features
can significantly improve the prediction performance. Various feature representations and
modelling techniques are also proposed in both a single agent and a multi-agent environment.
Furthermore, this thesis has proposed a novel graphical model for event prediction. As tracking
data is not always accurate, an algorithm which deals with noisy data is presented at the end of
this thesis. The specific contributions in this thesis are summarised as:
• Various feature representations are proposed and evaluated in Chapter 3 for predicting
adversarial behaviour in a single agent environment. A Gaussian Mixture Model (GMM)
based adaptation technique is proposed in this chapter to deal with the problem of insuf-
ficient data. The proposed method first trains a global model that uses all data from the
player. It then adapts the parameters of the global model to a specific opponent, which
captures the “style” of specific opponent to improve prediction.
• A more robust algorithm is proposed to capture the “style” descriptor in the single agent
environment in Chapter 4 via dictionary learning. The algorithm first learns a discrimina-
tive dictionary by clustering the trajectory data. The style of a player is then represented
as the frequency of dictionary elements. Context features are also extracted and included
into the classifier. After adding both style and context priors, the experimental results
show improved performance. In this chapter, several dictionary learning methods are
presented and evaluated. A set of dominance features are also proposed.
• A method to visualise and compare player styles is shown in Chapter 4.
• A method to analyse a player’s most likely serve pattern under different match contexts
is proposed in Chapter 4. This chapter shows that an “assistive tool” can be created for
coaches and players when they are planning to play against an upcoming opponent.
• In Chapter 5, a method to discover team style and behaviour in soccer is presented using
a role representation. By aligning multi-agent trajectories in addition to a spatiotemporal
bilinear basis model, a compact representation can be formed, plays of a team can then be
clustered, which can describe their most likely styles or motion patterns associated with
a particular event (such as shots, corners, free-kicks).
• In Chapter 6, an algorithm that captures style and context descriptors in a multi-agent
environment is proposed within the framework of a Conditional Random Field (CRF).
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Additionally, a method to predict ball ownership in basketball is proposed which shows
improved performance over state-of-the-art algorithms.
• A technique to de-noise noisy tracking data using the role representation, together with
a matrix completion model is developed and discussed in Chapter 6. The method first
detects false alarms in the tracking data. It then uses matrix completion to approximate
miss detections by“fill-in-the-gap” using other player positions and roles.
• In Chapter 7, a new graphical model (an Augmented Hidden Conditional Random Field)
is proposed for predicting adversarial behaviour. The proposed model can not only
capture the long-term, high-level semantics of team movement but also the fine-grained
local information. A list of state-of-the-art models is evaluated and compared with the
proposed aHCRF.
1.5 Publications Resulting from Research
The following fully-referred publications have been produced as a result of the work in this
thesis:
1.5.1 Journal Publications
• X. Wei, P. Lucey, S. Morgan and S. Sridharan, “Forecasting the Next Shot Location in
Tennis using Fine-Grained Spatiotemporal Tracking Data”, Submitted to International
Journal of Knowledge and Data Engineering (KDE), 2015.
• X. Wei, P. Lucey, L. Sha, P. Carr, S. Sridharan and I. Matthews “Dude, Where’s the ball:
Tracking Basketball Location from a Monocular View Using Player Movement”, Sub-
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Chapter 2
Background
2.1 Overview
Large volumes of accurate spatiotemporal tracking data have been generated in professional
sports over the past decade, but limited research has been conducted in fine-grain player mod-
elling and prediction. The major bottleneck stems from i) poor representation, and ii) inadequate
modelling of fine-grain behaviour. The key contribution of this thesis is the development
of a method which captures both “style” and “context” features, which can circumvent both
these issues. The contributions of this thesis connect to the current body of research in the
following four broad categories (Fig. 2.1): 1). representation; 2) trajectory clustering; 3) non-
linear classification and 4) temporal filtering. This chapter will introduce the background of this
research and review popular and state-of-the-art methods in each of these categories.
Representation
trajectory 
clustering
non-linear 
classification
temporal filtering
Figure 2.1: The contributions of this thesis connect to current body of four broad categories: 1).
representation; 2). trajectory clustering; 3). non-linear classification and 4). temporal filtering
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2.2 Background Methods
2.2.1 Representation
Given the raw trajectory data, the task here is to form a compact representation, X, which is
interpretable and predictive of a player/team’s behaviour.
Representation in Single Agent Environment
The easiest way to represent player tracking data is to use raw coordinates. The x and y
coordinates of a trajectory are concatenated into a one dimensional feature vector to represent
the trajectory. When trajectories are of different length, Dynamic TimeWarping [4] can be used
to normalise the feature lengths by finding a time warping that minimises the total distance
between matching points. LCSS [5] is another alignment tool for unequal length data but is
more robust to noise and outliers than DTW because not all points need to be matched. Instead
of working in the trajectory coordinate space, PCA coordinates [6] are used to transform the
trajectories into a lower dimensionality subspace. The x and y coordinates of a trajectory are
concatenated into a one dimensional vector and projected onto the subspace by PCA decompo-
sition.
Raw trajectories sometimes is less interpretable and of high variance. Another way to
represent trajectory data is via crafting high level features [7, 8]. Given the start and end time
of a trajectory, semantic features such as speed, location, angles and distances can be extracted
from the player trajectory to form a feature vector. Features which capture the relationship
between the player and the opponent can also be incorporated such as the distance to the
opponent, angle to the opponent, etc.
Representation in Multi Agent Environment
Representing tracking data in multi agent environment is more challenging since there are
multiple agents in a team. Players have to follow a consistent order to maintain the feature
correspondence. The dynamic nature of team movement and player substitution makes such
task difficult to achieve. Most existing approaches avoid this problem by using a coarse repre-
sentation such as occupancy maps and centroids.
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The easiest way to represent multi-agent data is by quantising the court into a spatial grid and
count the occupancy of players in each grid. The advantage of this approach is that players can
be counted in any order and alignment of multi-agent data is not required. It is also robust when
there are missed or false detections which results in a different number of agents in different
frames.
Centroid is another method to represent multi agent data. It is the mean position (centroid) of
a group over time and can be calculated at each frame by averaging the position of the observed
agents in the group (i.e. (xc, yc) = 1/N(
PN
n=1 xn,
PN
n=1 yn)). The spread of the group can also
be incorporated into the representation. Similar to occupancy maps, this approach can be used
in situations where the identity of each agent can not be maintained.
Multi-agent data can also be represented by its raw position features. Given 2P players
from 2 teams (P players from each team). The feature vector can be represented by a 2P by
4 matrix where each row contains the location x, y and the speed dx, dy of a specific player.
The challenge of this representation is that players have to be ordered consistently to allow
meaningful comparison.
Similar as in single agent environment, an alternative method is to explicitly specify the
more relevant features by hand-engineering a set of features (e.g., distance from basket and
other players etc.). This representation again requires players to be ordered in a fixed order.
2.2.2 Trajectory Clustering
Given observations, trajectory clustering aims to discover the hidden structure, H, from the
data. Trajectory clustering is a popular research area which has been extensively studies over
the past decade.
Distance Measure
In order to cluster trajectories, a method to measure and compare distance between trajectories
is first required. The most common distance measure is the HU distance [9] which is computed
as the average Euclidean distance between points on two trajectories. The distance function
relies on similar trajectories having the same point distribution with consecutive points in
corresponding tracks in spatial proximity. Instead of working in the trajectory coordinate space,
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PCA distance [6] is used to transform the trajectories into a lower dimensionality subspace.
The x and y coordinates of a trajectory are concatenated into a one dimensional vector and
projected onto the subspace by PCA decomposition. The PCA distance is also computed as
the Euclidean distance between PCA coefficients. The PCA distance is similar to Hu [9]
but works in a lower dimensional space for reduced computation and robustness through the
PCA shape decomposition. Trajectories must have a equal length for PCA decomposition.
When trajectories are of different length, Dynamic Time Warping [4] can be used by finding a
time warping that minimises the total distance between matching points. LCSS [5] is another
alignment tool for unequal length data but is more robust to noise and outliers than DTW
because not all points need to be matched. Instead of a one-to-one mapping between points,
a point with no good match can be ignored to prevent unfair biasing. In a similar spirit to DTW
and LCSS, Piciarelli and Foresti [10] defined another distance measure to deal with time drift.
They observed that matching tracks would generally agree early (consistent starting points) but
over time matched points had a tendency to drift further away because of speed differences.
Accordingly, their trajectory distance measure finds matching points within a time window that
grows larger at each time. In [11], a modified Hausdorff distance is proposed. The original
Hausdorff distance is the greatest of all the distances from a point in one set to the closest point
in the other set (similar to L infinity) which has been commonly used to compare two unequal
size sets but is not well suited for trajectories because it does not account for ordering. The
modified Hausdorff distance was designed to respect the time-ordering of points and reduce
sensitivity to outliers by allowing slack when matching.
Clustering
In terms of trajectory clustering, there are numerous methods. The direct method [12] find the
K clusters simultaneously. A initial guess of clusters is iteratively optimised by adjusting each
cluster component in unison to find a globally satisfying solution. Popular direct optimisation
solvers in the Euclidean space are k-means and the soft assignment version fuzzy C-Means
(FCM). Agglomerative clustering [5] is another method which uses a bottom-up strategy that
initially treats each trajectory as an individual cluster and merges similar clusters hierarchically
in a tree-like structure, stopping when only K clusters remain. At each merge step, a hard
decision on cluster membership is made limiting the algorithms ability to adjust at a higher
tree level. Divisive clustering [13] is the top-down dual to agglomerative clustering where
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the entire trajectory training set is considered a single cluster. The K clusters are obtained
by performing K   1 repeated bisections where each bisecting cluster split results an opti-
mal 2-way division of the similarity matrix. In addition to ensuring local optimality at the
bisections, a global optimisation step can be used to optimise the solution across all bisections.
Hybrid clustering [14] solutions combine both divisive and agglomerative techniques. By using
different criterion functions during the partitioning and agglomeration phases, more complex
(non-globular) clusters can be discovered. The dataset is first clustered into M > K clusters
using one of the partition methods and the final K clusters are obtained by merging some of
the M clusters. Similar to the divisive clustering method, graph methods [15] seek to divide
the full dataset into individual clusters. Instead of operating directly on the similarity matrix, a
nearest neighbor graph is constructed where a trajectory is a vertex. Each vertex is connected
by a weighted edge to its most similar trajectories. The K clusters are found using a min-cut
partitioning algorithm which finds a division of the graph with minimal loss of edge weights.
In [9], a spectral clustering method is proposed. It does not make any assumptions on the
distribution of data points and instead relies on eigen decomposition of the similarity matrix
which approximates an optimal graph partition.
2.2.3 Non-Linear Classification
Given observationX, this thesis wishes to learn a modelM which mapsX to a training label y
where y is the prediction of a player’s future behaviour. This is a standard supervised learning
problem which requires the use of a classifier.
In literature, the most widely used classifiers for predicting and modelling player behaviour
have been the Support Vector Machine (SVM) and Random Decision Forest. Both of them have
enjoyed some success for their respective prediction tasks, the vast majority of systems employ
Random Decision Forest. The reason for this is due to the fact that Random Decision Forest is
a non-linear classifier robust to overfitting that might occur via bootstrapping. It also has good
local-feature space adaptivity by randomly splitting the feature space at multiple levels of each
tree. As such, the Random Decision Forest will be used as the classifier of choice for this thesis.
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Random Decision Forest
The Random Decision Forest is an ensemble learning method for classification that operate
by constructing a multitude of decision trees at training time and outputting the class that
is the mode of classes of the individual tree. The training for random forests employs the
general technique of bootstrap aggregating or bagging to tree learners. Given a training set
X = {x1,x2, ...,xn} with response Y = {y1, y2, ..., yn} bagging repeatedly (K times) selects
a random sample with replacement of the training set and fits trees to these samples. After
training, predictions for a new observation can be made by taking the majority vote. The
bootstrapping step can improve the performance of the model as it reduces the variance of the
model without increasing the bias. Predicting class labels using a single tree is highly sensitive
to noise in the training set, but the results from the forest is not. In addition, at each split of the
random forests in the learning process, only a random subset of the features are selected instead
of all the features. This process is called “feature bagging”. The advantage of this process is
that it can avoid “bad” features and select features which are strong predictors for the output
variable. The criteria for splitting trees is often based on the information gain.
2.2.4 Temporal Filtering
A player’s future behaviour yt+1 is strongly conditioned on his previous behaviour yt. The most
popular methods for modelling temporal patterns have been the Dynamic Bayesian Network
(DBN) and the Hidden Markov Model (HMM). They have been widely used in speech recog-
nition and computer vision applications. A Dynamic Bayesian Network is a generalisation of
hidden Markov models.
Hidden Markov Model (HMM)
Hidden Markov models (HMMs) are a powerful statistical tool which model a temporal signal
based on observations which are assumed to be of a Markovian process whose internal states
are unknown or hidden. A HMM can be presented as the simplest dynamic Bayesian network.
In simpler Markov models (like a Markov chain), the state is directly visible to the observer, the
parameters are the state transition probabilities (See Fig. 2.2).
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Figure 2.2: An example of a Markov Model. Discrete states in a Markov model are represented
by nodes and the transition probability by links.
Given the sequence of states q , defined as
q = {q1, ...qt}.qt 2 [1, ..., N ], (2.1)
where qt is the state at time t. The Markov assumption states that the future state of the
process depends only upon the present state, not on the sequence of events that preceded it.
Formally:
Pr(qt = j|qt 1 = i, qt 2 = k, ...) = Pr(qt = j|qt 1 = i). (2.2)
Equation 2.2 can be simplified as the right side is independent of time, leading to the set of
state transition probabilities A = {aij} of the form
aij = Pr(qt = j|qt 1 = i), (2.3)
with the following properties
aij   0 8j, i. (2.4)
NX
j=1
aij = 1 8i. (2.5)
At time t = 1, the initial probability is denoted as ⇡i. Given a state sequence q and a Markov
model   = (A, ⇡), the posterior probability can be represented as
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Pr(q| ) =
TY
t=1
Pr(qt| ) = ⇡q1aq1q2aq2q3 ...aqT 1qT . (2.6)
However, in a hidden Markov model, the state is not directly visible, only observationO are
visible:
O = {o1,o2, ...,oT}, (2.7)
where ot is the observation at time t. The posteriori probability in a hidden Markov model
can be given by
Pr(O| ) =
Y
all q
Pr(O|q, )Pr(q| ) (2.8)
Given that states of HMM are independent, the output emission probability density can be
repressed as the product of state-specific emission densities over time,
Pr(O|q, ) =
TY
t=1
Pr(ot|qt, ) =
TY
t=1
bqt(ot), (2.9)
where bi(ot) is the output emission probability density function of state i.
Training a HMM is the process of estimating the HMM parameter vector  , using a set of
training observation sequences {o1,o2, ...,oN}. An EM algorithm is applied for HMM training,
which consists of two steps. First, Viterbi training is applied which initialises the parameters as
a suitable starting point. The second step, the Baum-Welch algorithm, then iteratively improves
parameters. Details can be found at [16].
2.3 Related Work
The research conducted in this thesis is related to a number of previous works. These works
can be generally categorised into six areas: 1) sports analysis, 2) event forecasting, 3). group
behaviour analysis/recognition, 4). multi-agent/object tracking, 5). style and 6). alignment. In
this section, relevant literature in these areas is reviewed and discussed.
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2.3.1 Sports Analysis
Discovering actionable knowledge from sports tracking data has received a lot of research
interest recently. Some of the first works using player tracking data have centered on the use of
STATS SportsVU data from the NBA [17]. One of these works was by Goldsberry [18] who
used the data to rank the best shooters in the NBA according to their shot location. Maheswaran
et al. [19, 20] used the tracking data to analyze the best method to obtain a rebound. Similarly,
Wiens et al. [21] looked at how teams should crash the backboard to get rebounds. Recently,
Lucey et al. [22] used tracking data to discover how teams achieved open three-point shots in
basketball and found that the distance and number of role-swaps of the defense were the most
predictive factors. Bocskocksy et al. [23] re-investigated the hot-hand theory (i.e., a shooter is
more likely to make the next shot if he/she made the previous one) using the data and find that
the next shot taken by a shooter who just made a shot is often more difficult due to the tighter
defense and increased distance from the basket. In soccer, Bialkowski et al. [24] examined the
rigidity of a team’s formation across a season and showed that home teams tended to play higher
up the pitch both in offense and defense. This followed the work in [25], which showed that
home teams had significantly more possession in the forward third which strongly correlated
with the number of shots and goals. Wei et al. [26] used player tracking data to cluster different
methods of how teams score using a role-representation. Knauf and Brefeld [27] proposed
a spatio-temporal convolution kernels for clustering trajectories in soccer games. Morgan et
al. [28] used decision tree induction to learn the movement player patterns that are consistent
with eliminating opponents in small-sided hockey games.
2.3.2 Event Forecasting/Early Event Prediction
With the recent deployment of vision-based player and ball tracking systems, researchers are
looking at leveraging this data to predict/forecast events. Cervone et al. [29] used basketball
tracking data to predict points and decisions made during a play. They did this via an ex-
pected possession value model that assumes the decision the ball-handler makes depends only
on the current spatial configuration of the team in possession via a spatial occupancy map.
Carr et al. [30] used real-time player detection data to predict the future location of play and
point a robotic camera in that location for automatic sport broadcasting purposes. Adams et
al. [31], used probabilistic matrix factorisation via Gaussian processes to predict the scores
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of professional basketball games using only team identity, venue and date information of the
game. Ganeshapillai and Guttag [32] used SVMs to predict the performance of a pitcher in
the next innings in baseball and Sinha et al. [33] recently used Twitter feeds to predict the
outcomes in NFL games. In terms of tennis, Wei et al. [7, 8] used Hawk-Eye data to predict
the type and location of the next shot during a rally. Kitani et al. [34] focused on recovering
a distribution over a sequence of future actions using a partial observable Markov decision
process (POMDP) model. Kim et al. [35] used motion fields to predict where the play will
evolve in soccer based on a region of convergence. Wei et al. [36] proposed an Augmented
Hidden Conditional Random Field (AHCRF) to predict events in sports.
Early event detection/prediction has the aim of detecting an event as soon as possible given
that it has started (i.e., after it starts but before it ends) [37, 38]. Xing and Pei [39] proposed
1).The sequential classification rule (SCR) and 2).The generalised sequential decision tree
(GSDT) to classify a video using only a prefix of a sequence as short as possible. Hoai et al. [38]
used a structured-output SVM to detect the length of emotions directly from faces. Ryoo [37],
used a dynamic bag-of-words and maximum a posteriori (MAP) classifier to recognise human
actions.
Similar works have been performed in the robotic field. Song et al. [40] proposed a Hilbert
Space Embeddings to learn predictive models. Boots et al. [41] presented a spectral algorithm
for learning a Predictive State Representation. Byravan et al. [42] presented a space-time
functional gradient optimisation for motion planning. Ziebart et al. [43] presented a method
to predict future pedestrian trajectories using a soft-max version of goal-based planning.
2.3.3 Group Behaviour Analysis/Recognition
Due to the myriad of commercially useful applications in military, surveillance and sporting
domains stemming from the accurate classification and prediction of group events, recent re-
search has focussed in this area. In terms of military applications, Sukthankar and Sycara [44]
recognised team activities for dynamic or changing teams. Sadilek and Kautz [45] used GPS
locations of multiple agents in a “capture the flag” game to recognise low-level activities.
Recently, Zhang et al. [46] used a “bag of words” approach to recognise group activities in
a prison setting.
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In terms of sport related research, numerous works have looked at play analysis and recog-
nition. The first work which looked at using spatiotemporal data for team behaviour analysis
was conducted over 10 years ago by Intille and Bobick [47, 48]. In this seminal work, the
authors used a probabilistic model to recognise a single football play from hand annotated
player trajectories. Since then, multiple approaches have centered on recognising football
plays [49–52], but only on a very small number of plays (i.e. 50-100). Siddiquie et al. [50] used
shape (HOG) and motion(HOF) features extracted from 3D spatio-temporal blocks to recognise
seven plays in football videos. (Left Run, Middle Run, Right Run, Option Pass, Short Pass,
Rollout Pass and Deep Pass.) Li et al. [49] use an optical flow approach to recognise basketball
events. By making use of SVM, basketball video clips are classified into five basic events:
1) closeup view; 2) offense from left to right; 3) Offense from right to left; 4) offense and
defense at left court; 5) offense and defense at right court. Zhu et al. [53] analyzed the tactics in
broadcast soccer games by building a multiple trajectories using an analysis of temporal-spatial
interactions among the players and the ball. They first use a multi-object detection and tracking
to obtain the players and ball trajectories in the shot. Based on these trajectories, they extract
goal events. Finally, the interactive relationship with play region information and hypothesis
testing for trajectory temporal-spatial distribution are exploited to analyze the tactic patterns in
a hierarchical coarse-to-fine framework. Li and Chellapa [51] used a spatiotemporal driving
force model to segment the two groups/teams using their trajectories. Stacuzzi et al. [52] have
looked at automatically detecting offensive plays from raw video and transfer knowledge to a
simulator. Perse et al. [54] used trajectories of player movement to recognise three types of
team offensive patterns. Morariu and Davis [55] integrated interval-based temporal reasoning
with probabilistic logical inference to recognise events in one-on-one basketball. Hervieu et
al. [56] also used player trajectories to recognise low-level team activities using a hierarchical
parallel semi-Markov model. Atmosukarto et al. [57] were able to detect the line of scrimmage
for plays in American Football, and the type of player formation the offensive team takes on.
Bialkowski et al. [58] recognised activities from noisy player detections.
2.3.4 Multi-Agent Tracking
In terms of tracking and predicting behaviours of multiple agents, an abundance of work has
recently focussed on the topic due to the influx of real-world data sources and a myriad of useful
applications, most notably in the crowd and security domains [47, 51, 59, 60, 34, 46, 61–63].
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Recent progress in this area has been gained by utilising contextual features which can greatly
reduce the solution space, making prediction tractable [34, 59, 61]. Tracking multiple objects
moving in formation has predominantly pertained to rigid formations, such as the approach
proposed by Khan and Shah [64]. Recently, Liu and Liu [65] used a mixture of Markov
networks to dynamically identify and track lattice and reflection patterns in video. However,
the rigid assumption falls down when considering more dynamic scenarios like tracking sports
players [61], where the formations tend to be non-rigid (i.e., particles freely move around
locally, whilst adhering to the overall global structure). Collins [66] developed an iterative
approximate solution to the multidimentional assignment problem under general cost functions
for tracking purpose. They demonstrate their algorithm on the task of multiple pedestrian
tracking. Similarly work is done by Berclaz et al. [67], where they developed a K-Shortest Paths
algorithm for solving data association problem. Both Zhang et al. [68] and Pirsiavash et al. [69]
used a network flow algorithm to solve this problem based on dynamic/linear programming.
Choi and Savarese [70] proposed a multi-layer framework to jointly tracking multiple people,
recognising individual activities and interactions between pairs of people using contextual infor-
mation between a person’s motions, their activity, and the motion and activities of other nearly
people. Rodriguez et al. [60] track individuals in a crowd by first learning behaviour priors on a
large database of crowd videos using a Correlated Topic Model. During testing, crowd patches
are matched to the database and behaviour priors are transferred. Pellegrini et al. [59] and
Mehran et al. [71] both modelled the social factors between pedestrians (i.e., avoid collisions)
to improve their tracking performance. Zhou et al., [72] learned a mixture model of dynamic
pedestrian-agents to estimate and simulate the flow of people at the Grand Central Station in
New York.
With respect to tracking objects like a ball, typical approaches [73–76] detect the ball frame
by frame then extract the optimum path by linking and smoothing detections. While effective
if the ball is observable, these fail when the ball is occluded for a period of time. Recently,
Wang et al. [77] proposed a ball occupancy map (BOM) to predict the ball owner when the
ball is hard to track. BOM is built by accumulating multi-view evidence for the ball in a sparse
ground-plane representation. However, such an approach is not applicable for monocular view
approaches. Wang et al. [78] proposed a fully connected graphical model to track interactive
objects where one type of object may contain the other. However, inference in this approach is
computational expensive.
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2.3.5 Style
Style has been extensively studied over the past few years. The seminal work on separating
style from content was by Tenenbaum and Freeman [79] where they used a bilinear model
for a host of recognition tasks. By decoupling the raw content from the particular style, they
showed how this acted as a useful prior in extrapolating to unseen tasks such as translation of
faces to unseen illuminants and of fonts to unseen letters. More recently, Doersch et al. [80]
used discriminative clustering to discover the attributes that distinguished images of one city
from another (“What makes Paris look like Paris?”). They followed this work by exploring
the visual style of objects (e.g., cars and houses) and how they vary over time [81]. Hu et
al.. [82] used Latent Dirichlet allocation to discover trending categories for clothes based on a
shopper’s “aesthetic preferences” which has improved many key business metrics. In sports,
detecting a team’s style of play was initially conducted by Lucey et al. [83], where they used
entropy maps to characterise a soccer team’s ball movement patterns using data from Opta [84].
Recently, Miller et al. [85] use non-negative matrix factorisation to characterise different types
of shooters in basketball by modelling shot attempts as a point-process. Similarly, Yue et al. [86]
used a similar approach to incorporate model player behaviours of defense, passing behaviours
as well as ball-retention factors to boost prediction performance. Wei et al. [87] cluster serve
trajectories in tennis and discovered a serve dictionary. They then used a normalised histogram
of the dictionary items to represent the style of each player in tennis.
2.3.6 Alignment
In terms of minimising the variance of the tracking data, the task is given the position infor-
mation of multiple agents across many frames, permute them to a fixed canonical template.
This is similar to the idea of ensemble image alignment, where the requirement is to align all
images to a canonical template [88]. Learned-Miller [89] proposed one of the first methods to
do this where he aligned a stack of images which minimised the total entropy. Cox et al., [90]
formulated congealing as a least-squares problem, while the RASL algorithm [88] uses rank as a
measure of similarity. Other low-rank objectives, such as transformed component analysis [91]
or robust parameterised component analysis [92] have also been used. More recently, methods
which can deal with multiple modes (or semantically meaningful groups), have been used to
simultaneously align and cluster images [93, 94]. The key difference between the work in
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image alignment compared to multi-agent data is that we want to find the set of permutation
matrices rather than a warp, which makes it a non-convex problem. To counter this issue,
Lucey et al. [25] recently used hand-crafted templates to form a “role-representation” to align
the data to clean up noisy detections. In this paper, we aim to learn the templates directly from
data and apply it to object prediction. This approach is similar to one recently proposed by
Bialkowski et al. [95].
2.4 Summary
In this chapter, literature related to event prediction, spatio-temporal data mining and group
behaviour analysis were reviewed. These works aim to discover actionable knowledge from
data in various domains. In sports, the majority of the described approaches only used data
from a small number of plays that lacked opponent modelling. These models generally assume
the behaviour of a player is not conditioned to the opponent. This assumption makes the
player model over-generalised, which may degrade the prediction performance. Compared to
described approaches, this thesis looks at analyzing the fine-grained behaviours of players by
modelling player styles. In addition, this thesis considers datasets of a much greater size (three
years of Hawk-eye tracking data, 36 games of basketball), where opponent modelling becomes
essential.
Chapter 3
Predicting Single-Agent Adversarial Behaviour
3.1 Introduction
Vision-based systems such as Hawk-Eye have provided ball tracking for enhanced broadcast
visualisations and aiding umpiring decision in both tennis and cricket. Despite the high-level
of accuracy of the tracking systems and the sheer volume of spatiotemporal data they generate,
the use of these systems for player performance analysis and prediction has been lacking. For
example in tennis, tactical and strategic analysis does exist (e.g. IBM’s Slamtracker [1]), but
uses only coarse event information (e.g. winners, aces, volleys, forced-errors, etc) and does
generally not include spatiotemporal information.
Limited research has been done in fine-grain player analysis and prediction. The major
bottleneck restricting such analysis is the complexity in representing and modelling adversarial
behaviour. This task is challenging because i) tracking data is unstructured and of large variance,
ii) the environment is dynamic and the output space is large, and iii) examples between specific
interactions are sparse or non-existing. Most tracking datasets from professional sports are not
publicly available which further limits the research in this area.
In this chapter, a baseline method is presented for predicting adversarial behaviour in a sin-
gle agent environment (tennis). A standard Dynamic Bayesian Network (DBN) and a Random
Decision Forest are employed to model player behaviour and make predictions. A set of novel
features are proposed to represent player behaviour. The baseline method is evaluated on an
entire tournament of Hawk-Eye [2] data from the 2012 Australian Open Men’s Draw.
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incoming shotopponent
player of interest
predicted shot
player 
movement
Figure 3.1: The Hawk-Eye data contains both ball trajectory and player movement information.
In this example, Player A (top left) serves the ball to Player B (bottom right) who then will try to
return the ball back to Player A. This research is interested in accurately predicting the location
and the type of this next shot based on the current game context and incoming shot (Dashed
lines indicate possible trajectories of next shot).
3.1.1 Problem Definition
Formally, given the trajectory of the incoming shot, X = [x1, y1, z1, . . . , xP , yP , zP ], the
previous game state yt, the task is to accurately predict the location (where) and the outcome
(what) of the next shot yt+1 in a given match context. X-Axis and Y-Axis represent the baseline
and sideline of the tennis court respectively. Z-Axis represents the height. Given a massive
amount of input data, the goal is to learn a modelM, which can accurately regress/map the input
features to the output space. Additional contextual features such as player identity, identity of
the opponent, score-line, court-surface can also be incorporated to improve prediction.
3.2 Dataset
An entire tournament of Hawk-Eye data from the 2012 Australian Open Men’s draw are used
in this research. In total, the dataset consisted of more than 10000 shots. As Grand-Slam
tournaments in tennis are in a knock-out format (i.e., if a player loses, they do not play any
more matches), the analysis focuses on the top 3 players who played the most matches in the
tournament. Details of the shots of each player used in the dataset is shown in Table 3.1. In
terms of specifics of the ball and player tracking data, the Hawk-eye system records the (x, y, z)
position of ball as a function of t, as well as the feet position at the millisecond level. For each
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point, metadata about the point, such as current score, time duration, server, receiver etc., is
provided which allows analysis of the specifics of player behaviour.
Player Total Shots Winners Errors
Djokovic 3410 378 554
Nadal 3488 215 426
Federer 1882 187 579
Total 8780 780 1559
Table 3.1: Details of shots for the top 3 players utilised in the dataset.
3.3 Feature Representation
In Hawk-Eye, each shot consists of a set of 3D trajectories - an example is shown in Fig. 3.2(top).
A way of interpreting the shot is by obtaining the absolute location (x, y, z) at t0, which is the
location when the player’s racquet impacts the ball. Due to the rules of tennis, depending on
what side of the court comes from, the ball has to travel over the net and bounce in the opposite
side from where the ball is starting from (apart from volleys). The time of flight from the initial
impact of the server’s racquet on the ball, to the point the ball subsequently bounces on the
other side of the net is denoted as t1. After the ball bounces in play, the ball continues on a
second trajectory until it is struck by the opponent’s racquet or until it has passed the receiver
and again hits the court or background. The time of flight from the bounce to the subsequent
impact point on the receiver’s racquet is denoted as t2. As can be seen in Fig. 3.2, each shot
can be described via two trajectories. Before generalising a player’s behaviour, it is important
to find features/factors to parameterise shot trajectories. Three sets of features are proposed in
this thesis: i). raw features, ii). shot features iii). dominance features.
3.3.1 Raw Features
The first feature proposed in this thesis is the raw trajectory feature. To extract raw feature, a
set of 3D points are uniformly sampled from the trajectory at various time-steps. n points are
extracted from segment 1 (between t0 and t1) and n   1 points are extracted from segment 2
(between t1+1 and t2). For each point, both its spatial location (x, y, z) and its speed (dx, dy, dz)
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are computed. The final feature vector F for the entire shot is the concatenation of all point
features which can be represented as:
F = {f1, ...fn, ..., f2n 1}, (3.1)
where the fi represent the spatiotemporal location of the ball at the ith location. fi include
information of both location and dynamics, fi = [x, y, z, dx, dy, dz]. n can be set to different
sizes depending on the application.
F1
F2
Figure 3.2: Examples of shot trajectories where n = 3.
3.3.2 Shot Features
The dimension of raw features is high. Another way to represent a shot is via crafting high
level features. Given a shot’s start and end time, shot starting and ending locations can be
extracted from Hawk-Eye data. Using this information, angle, maximum height, average speed
and instantaneous speed of the shot can be calculated. To add player information, the court
position for both players at start and end of the shot can be computed. Table 7.1 presents a
summary of the shot features proposed in this thesis.
The speed and direction of an opponent is also an important factor when trying to predict
the next shot. For example, when a player is forced to return a ball from the deep corner on
the fore-hand side of the court, he leaves open the other-side of the court. Depending on his
location and speed (i.e. his ability to get to the other side of the court), an opposition player
may be more likely to hit to the open court, aiming to win the point. To illustrate this point,
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some specific examples are examined (see Figure 3.3). In the top left corner, all possible shots
are shown over two related time-stamps – the red-dots represent the initial shot location at t0,
and the yellow-dots represent the foot position of player A, also at t0. The blue dots indicate the
court impact location (bounce) of the shot at t1. The black arrows represents the location and
displacement of player B between (t0   1s) and t0. When segmenting the shots according to
their starting and ending location, some interesting behaviour can be seen. For instance, in the
second column, when a player is hitting the ball in one corner and the opponent is in the other
corner of the court - many shots are hit down the line (i.e. in the region where the opponent is
not).
Additional features such as the player rank, set number, length of match, environment
conditions (e.g. hot, humid, cold or windy), specific match context (e.g. game/set/match/break
point), court surface (e.g. grass, hard-court, clay) could also be added to enrich the player
model. However, as increasing the number of variables the demands on the amount of training
data required exponentially increases. Here, only a single tournament is considered, and have
therefore omitted those additional factors.
3.3.3 Dominance Features
Apart from raw features and shot features, a set of dominance features are also proposed to
capture the relationship between consecutive shots.
Table 3.2: Description of the shot variables used in this chapter.
Feature Description
Speed Shot average speed
Angle Angle between shot & center line
Feet Player and opponent court
Location position when shot starts
Shot-Start Loc. Location where shot starts
Shot-End Loc. Location where shot impacts the court
No. of shots Total number of shots in the point
Opponent Local speed & direction of the opponent
Movement before the player strikes the ball
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Figure 3.3: Plots show the spatiotemporal relationship of events at two time points - red-dots
indicate the initial shot location struck by Player A (left) at t0, and the yellow-dots indicate the
foot position of player A at t0. The blue dots indicate the bounce mark location of the shot at t1,
and the black arrows represents the location and displacement of player B over (t0  1s) and t0.
In the first column, all possible shots are shown over two related time-stamps. In the second and
third column, shots are shown when a player is hitting the ball in one corner and the opponent
is in the other corner of the court - many shots are hit down the line
Ground Stroke Speed Ratio
Ground stroke speed ratio is the speed in to speed out of any shot. This starts with the inherent
dominance in a serve ( up to 200km+), and the receiver returns at a lower relative speed. The
server counters with a faster ground stroke to maintain dominance. A well timed/placed return
of serve might also put the server on the back foot and reduce or reverse the dominance of the
point. Using Fig. 3.4 as an example, the speed ratio would be the speed of the blue arc over the
speed of the red arc;.
Ground Stroke Depth Ratio
Ground stroke depth ratio is the distance to the baseline as a ratio to the previous ground stroke
by the opponent. There is a strategic advantage in pressing the opponent further behind the
baseline as it reduces their potential stroke angles, and increases the difficulty of a return stroke
that is also near to the baseline.
Ground Stroke Angle Ratio
Ground stroke angle ratio is the ratio between the angle of a stroke and the court midline, and
that of the preceding stroke. A greater angle than ones opponent forces them wider, which a)
increases their physical load, b) decreases their available time to reach the ball, and c) reduces
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Table 3.3: Description of the dominance features used in this chapter.
Feature Description
Ground stroke the speed in to speed out of any shot
speed ratio
Ground stroke the distance to the baseline as a ratio to the
depth ratio previous ground stroke by the opponent
Ground stroke the ratio between the angle of a stroke and
angle ratio its preceding stroke
Lateral player the ratio between the lateral distance covered
movement ratio by the player between successive strokes
bounce location: !
x= 0.13; y= 4.8; z= 0;
opponent
player of interest
court 
movement
start location: !
x = -1.3; y = -8.8; z = 2.1;
speed = 194.5km/hr
angle = 
9.2 degree
Figure 3.4: Features used in this research. Solid blue line is the incoming shot where features
such as the speed, angle, start location, bounce location and opponent movement are extracted.
These features are then used to predict the future shot (red doted line).
the range of return strokes possible.
Lateral Player Movement Ratio:
Lateral player movement ratio is the ratio between the lateral distance covered by the player
between successive strokes. Typically the player in a dominant position in the point will move
less, and maintain a more dominant position on the midline of the court.
3.4 Modelling Player Behaviour
The behaviour of a tennis player is modelled from five aspects: 1). how he/she serves; 2). how
he/she returns a serve; 3). how he/she returns rallies. 4). how he makes errors and 5). how
he/she hits winners. In the baseline method, to learn these patterns for each player, a generative
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N
Figure 3.5: The probability distribution functions of winners (right) and winner incoming shots
(left) for Djokovic (D), Nadal (N) and Federer (F) in the 2012 Australian Open with respect to
various variables.
approach is employed. First of all, a shot database is created for each player. Each shot was
labeled with its outcome (i.e. error, winner, location, etc). Given these labeled shots, probability
distribution functions (PDF) are then built for shot variables which yielded a multi-dimensional
PDF for each shot type for each player. To obtain a continuous distribution of these PDFs, a
Gaussian Mixture Model is employed, where
P (x|✓) =
MX
k=1
!kG(x;µk,⌃k) (3.2)
given that the GMM has the form:
G(x;µk,⌃k) =
1
2⇡
d
2 |⌃k| 12
exp( 1
2
(x  µ)T⌃ 1(x  µ)) (3.3)
where µ is the mean, ⌃ is the covariance and ✓ = (!1;µ1,⌃1), ..., (!M ;µM ,⌃M )) are the
parameters of the GMM for M mixtures. The parameters of ✓ are learned using the Expectation
Maximisation (EM) algorithm. The initialization method and implementation used in this thesis
can be found in [96].
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3.5 Visualising Player Behaviour
Once these models are generated, visualisations of player bahavior can be created. For instance,
the PDF’s for the incoming shot preceding winners are shown in Fig. 3.5 (left). Given the
opponent has hit the ball to the player of interest - which is denoted as the incoming shot - the
shot bounce marks refers to the (x, y) location of where the ball lands prior to the player hitting
the ball. The speed and angle of the incoming shot are also quantified. In terms of unique
player characteristics, these plots make for some interesting analysis. First of all, it can be seen
that Federer tends to hit his winners from balls that land closer to boundary widths of the court
compared to Djokovic and Nadal, which may allow him to generate more angle on his winning
strokes. It is also evident that Federer frequently hits winners from further inside the baseline
while his opponents are pressed significantly deeper behind their own baseline. Many of Nadal’s
winners are characterised by his opponents playing from their left side (the backhand side for
right-handed players), which may indicate his preference for backhand rallies. In contrast,
Djokovic tends to stroke winners while his opponent is positioned more to the right-handed
forehand (albeit more subtly). The shot speed profiles also indicate that Federer and Djokovic
achieve a number of winners against over-head smashes, which may be inferred by the small
peaks at the upper end of the speed spectrum. The PDFs of the actual winner shots are shown in
Fig. 3.5 (right). Similar plots for forced errors are shown in Fig. 3.6. In terms of general trends,
when comparing the winners to the errors, the bounce location of the incoming shot is much
deeper as well as significantly more quicker.
3.6 Shot Prediction
3.6.1 Predictive Model
Given observations from the past, the goal is to predict the location and the outcome of the
next shot in the future. A future shot depends on the features of its previous shots as well
as the current game context. To incorporate both information, a Dynamic Bayesian Network
(DBN) [97] is employed. A Dynamic Bayesian Network (DBN) is a Bayesian network which
relates variables to each other over adjacent time steps. In this thesis, the DBN framework has
two levels: 1) a Bayesian Network (BN) that captures varying factors of a rally, and 2) the
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Figure 3.6: The probability distribution functions of forced error incoming shots for Djokovic
(D), Nadal (N) and Federer (F) in the 2012 Australian Open with respect to various variables.
temporal aspect using the previous state information which can be obtained via the 2-timeslice
Bayesian Network (2TBN). At any point in time t, the value of a variable can be calculated
from the internal regressors and the immediate prior value (time t 1). DBN is a generalisation
of hidden Markov models (HMM).
3.6.2 Learning and Inference
The first component, the Bayesian Network, is learnt using methods in Sec. 3.4. The 2TBN
refers to the transition probabilities between different states and it is given by P (yt|yt 1). This
is learnt directly from the data. Each player has a unique transition matrix which refers to the
style of a player. Given that the observation or feature vector xt contains information about the
incoming shot (i.e. location, speed, angle, player’s feet position, number of shots in rally, etc)
at time t, and the previous state yt 1 and player’s transition matrix, using the model topology
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y y
x1
x2
x3 x1
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x3
DBN CRF
t-1 t y t-1 y t
Figure 3.7: A DBN is employed to predict the next state yt given the current observation xt
and previous state yt 1(gray nodes are observed and clear nodes are hidden).
shown in Figure 3.7, the probability of the outcome of the next shot can be inferred using Bayes’
law:
P (yt|yt 1,xt) = P (x
t|yt)P (yt|yt 1)
P (xt|yt 1) (3.4)
where the next state is conditioned on the previous state. The prediction is the state, yt, with
the highest probability. Same graphical model is applied for both prediction tasks (location and
outcome). The difference is that the state y takes different set of labels. For the former task,
y takes a label from a set of locations while for the latter task, y takes a label from a set of
outcomes.
3.6.3 Shot Type Prediction
When predicting the type of a shot, y can take a label from {winner, error, continuation}.
The transition matrix for each player is therefore a 3 by 3 matrix. Entries such as P (yt =
continuation|yt 1 = error) or P (yt = continuation|yt 1 = winner) are zero since it is
impossible to get a continuation shot after an error or a winner. Given current game context and
features from the previous shots, equation (3) is used to infer the most likely shot outcome.
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Figure 3.8: Given the same incoming shot, the next shot can be predicted in continuous space
for Djokovic, Federer and Nadal. For each player, examples of two different incoming shots are
shown. In the figure, red circle refers to the defined region. Distributions on the top represent
the probability of predicted shot locations.
3.6.4 Shot Location Prediction
Predicting the location of a shot is more challenging than predicting “what” type of shot (i.e.
winner, error or continuation) since there is a larger output state space. In this baseline method,
two approaches are presented.
Discrete Region Prediction
In the first approach, the location prediction is treated as a classification problem where the
field is divided into a coarse quantisation scheme (see Figure 3.9 (a)). As can be seen from this
figure, the receiving player’s side of the court is divided into four areas in addition to a catch-all
area which captured all shots that fell outside these four areas. The learning process is similar
to the previous task. However, the output space Y is now a collection of court regions. The
number of shots for each player in each zone is given in Table 3.4. The label y can take a value
from one of the five zones. The transition matrix becomes a 5 by 5 matrix in this case.
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Specific Location Prediction
In order to predict the specific x, y location of the next shot, a regression type of approach can
be employed (see Figure 3.9 (b)). To do that, a Random Decision Forest Regression [98] is
utilised which is robust against the overfitting that might occur via bootstrapping. It also has
good local-feature space adaptivity via randomly splitting the feature space at multiple levels
of each tree. An individual model is learned for each player. Once the model is learned, the
probability of any x, y value being the next shot location can be measured for that player. A set
of examples are shown in Fig. 3.8.
Table 3.4: The total number of points, total shots, and number of shots separately in each zone,
for Djokovic, Nadal and Federer at the 2012 Australian Open.
Player Djokovic Nadal Federer
Total No. of Points 1916 2234 1372
Total No. of Shots 3410 3488 1882
Outside 516 547 350
Left Top 750 834 473
Left Bot 776 791 355
Right Top 685 607 390
Right Bot 683 709 314
3.6.5 Winning Probability Estimation
Apart from shot prediction, this thesis also explored methods to predict a player’s winning
probability. Given the current and previous shots in the rally, the task is to accurately estimate
the probability that a player will win the point. This probability is between 0 and 1 and will vary
as the point progresses. The same model and features are applied to this task as in Chapter 3.6.4
but with different training labels. The outcome of a point is used to label each example instead
of the outcome of a shot. To find the hyper parameters of the Random Forest classifier, the
classification rate is plotted against the model complexity using the held-out set in Fig. 3.11.
The complexity of the model refers to the depth of the tree. The optimal performance can
be found when number of trees is 40 and min nodes is 5. An example of Nadal’s winning
probability against Djokovic for a complete point is shown in Fig. 3.10. In the figure, the
winning probability is plotted against the rally index. It started with even probability but Nadal
slowly gained advantages over Djokovic and finally won the point.
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Figure 3.9: In this chapter, shots are predicted based on (a) zones - 5 regions: left-top, right-
top, left-bottom, right-bottom and outside, and (b) continuous region - the specific x; y shot
location. The quantised zonal region experiments were used to evaluate the method on a small
output state-space.
3.7 Opponent Adaptation
As the models used in the previous section do not model specific opponent behaviour, this
represents an obvious area of improvement as the behaviour or tactics of a player are heavily
dependent on the opponent and the court surface (e.g. Nadal’s behaviour in a match against
another “base-liner” such as Djokovic on a clay-court is likely to be a poor predictor of his
behaviour against a “serve-and-volleyer” Federer on a grass court). Obviously, the best model
of future performance is going to be one that is trained on data which has the same conditions
(i.e. same opponent, court-surface , etc). However, this is problematic as obtaining enough data
to adequately train a model is extremely difficult since there is rarely sufficient data available
to perform meaningful predictive analyses about a specific contest between two players. Even
top players only meet occasionally. A method to resolve this issue is to employ adaptive model
techniques which are commonly used in speech and speaker verification tasks [96]. Domain
adaptation is an active research area where the problem is: given a target domain whose feature
distribution is different from that of a given source domain, how to effectively utilise models to
learn on the source domain at test time. Yamada et al. [99] proposed an unsupervised domain
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Score: 30:0
Figure 3.10: (Left) A example of shot trajectories between Nadal and Djokovic for a complete
point. (Right) The winning probability of Nadal against Djokovic during the rally. Something
happens at shot 7 which makes Djokovic more likely to win the point.
adaptation approach to address the problem of dataset bias in 3D pose estimation. Using a
training instance re-weighting method, they alleviate the bias in the learned models. Similarly,
Jain Miller [100] presented an online approach for rapidly adapting a black box classifier to
a new test data set without retraining the classifier or examining the original optimisation
criterion. They defined a small margin near the boundary of a classifier. Data outside this
small margin(confident positive or negative examples) are then used to learn a Gaussian Process
Regression model which is used to reclassify the data points with prediction values lying inside
the margin. They demonstrated their approach in the task of face detection where they re-
adapt a pre-existing classifier to each new image it encounters to improve performance. Kulis
et al. [101] introduced a domain adaptation technique based on learning an asymmetric non-
linear cross-domain transformations that maps points from one domain to another domain using
supervised data. Different than other works, their approach can handles features with different
type or dimensionality. They demonstrate their method on the task of object recognition.
Other domain adaptation approaches include several SVM-based methods. Yang et al. [102]
proposed an adaptive SVMwhere they adapt an existing classifier to target classifier via a “delta
function”. Duan et al. [103] proposed a Domain transfer SVM which targeting at minimising
the mismatch between domain distributions.
In terms of opponent modelling, the idea is to first learn an initial model or Universal
BackgroundModel (UBM) to capture the global style of a player. It then “adapt” the parameters
of the Universal Background Model to held-out data which is indicative of the test data. The
held-out set is the data from the player against a specific opponent. Since UBM is well-trained
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overfitting
optimum
Figure 3.11: The prediction performance against model complexity for winning probability
estimation.
using all available data, this approach often improves the result when lacking of data. The
adapted model represents the style of a player against a specific opponent. Given the initial
model parameters or UBM parameters, ✓UBM = (!1;µ1,⌃1), ..., (!M ;µM ,⌃M)) as well
as the parameters of the held-out matches ✓Adapt = (!1;µ1,⌃1), ..., (!M ;µM ,⌃M )) . The
parameters of the UBM are then updated by using the following equations:
!⇤k =
↵!k
n
+ (1  ↵!k)!k (3.5)
µ⇤k = ↵
m
k Ek(x) + (1  ↵mk )µk (3.6)
c⇤k = ↵
v
kEk(x
2) + (1  ↵vk)(ck + µ2k)  µ⇤2k (3.7)
where (!⇤k;µ⇤k,⌃
⇤
k) are the new parameters of the adapted model, Ek(x) is the expected
value of x at k-th estimation, c⇤k is the covariance and ↵
p
k, p 2 (!, µ, v) are used to control the
balance between old and new estimates for weights, means and covariances. In this thesis, two
model adaptive methods are investigated: 1) pre-game adaptation, and 2) online adaptation.
In Pre-Game Adaptation, a UBM is first trained to model a player’s global behaviour. The
train sets consist of all shots from this player’s matches regardless of opponents. Next, held-out
data are collected from two matches from previous tournaments. These matches were arguably
the nearest examples to the Australian Open conditions in the library: 1) Djokovic vs Nadal at a
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previous hard-court tournament, and 2) Federer vs Nadal at a previous grass court tournament.
Finally, the UBM is adapted to these matches using above algorithms.
In contrast, online adaptive method adapts the UBM continuously to the data just observed
(i.e. current match). The parameters of the GMM are updated after every shot and tested on
next set. This idea is inspired by [100] where they re-adapt a pre-existing face classifier to
each new image it encounters to improve face detection performance. In this research, the
goal is to rapidly adapt the UBM to a new test data set (e.g. shots from a new game, shots
from a new set) from the current match to improve predictive performance. While similar in
spirit, the algorithms are different as they are dealing with a binary classification problem where
they defined a small margin near the boundary of a classifier. Data outside this small margin
(confident positive or negative examples) are then used to learn a Gaussian Process Regression
model which is used to reclassify the data points with prediction values lying inside the margin.
The proposed approach on the other hand deals with an infinite output state problem where the
goal is to adapt the distribution of the training sets to a new test data set.
3.8 Experiments
In order to validate the baseline player models, a series of experiments are conducted to measure
the accuracy of next-stroke predictions at any point in a rally. For the experiments, three player
models are generated for Djokovic, Nadal and Federer respectively. The performance is tested
on two matches, Nadal vs Federer (semi-final) and Djokovic vs Nadal (final). For each model,
the training set was separated from the testing set. For example, the Federer and Djokovic
models were trained on matches, against all opponents except Nadal. For discrete prediction,
the receiver-operator characteristic (ROC) curve is used, which plots the hit-rate against the
false positives. From these curves, the area underneath the ROC curve (AUC) is used to assess
performance. The AUC ranges from 0.5 (pure chance) to 1.0 (ideal classification).
3.8.1 Shot Type Prediction
First, a set of experiments are conducted to check how well the model can predict the outcome
of the next shot. This refers to predicting whether the next shot is either: i) a winner, ii) an error,
or iii) a return (i.e. continuation of the point). As there are many more continuing shots than
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winners or errors, the overall agreement between correctly classified shots can skew the results.
To counter this, the receiver-operator characteristic (ROC) curve is used, which plots the hit-rate
against the false positives. In Table 3.5, the aggregate shot prediction performance is shown for
winners and errors. Each experiment is conducted 10 times and the averages performance is
reported.
As can be seen from the results, the bounce mark location of the incoming shot was the
best single predictor of a winner, while the feet location was the second best predictor. Without
dominance features, speed + bounce mark location + feet location gave the best performance
which can gain an AUC of 68.52% for winners and 76.09% for errors. Even though the
performance improves over single predictor, the overall predictive power of winners is still quite
poor but the lack of opponent modelling can explain this (see more details in next section). It
is also interesting to note that the number of shots in the rally diminishes the performance. As
the variance of this variable is very high, coupled with the fact that there are relatively fewer
examples, it is probable that this variable is under-trained which can explain the noisy results.
After adding dominance features, the performance is improved by 2.98% for winners and 0.94%
for errors.
Table 3.5: Performance of the player models for predicting the next shot type using an “one-
versus-everyone else” or Universal Background Model. The performance is measured in AUC.
Shot Variable Winner Errors
Speed 52.49 61.63
Angle 54.13 54.76
Feet Location 61.27 60.94
Bounce Location 65.29 59.76
Speed+Bounce Loc 63.62 61.12
Speed+Bounce Loc+# shots 60.04 60.39
Speed+Bounce Loc+Feet Loc 68.52 76.09
Speed+Bounce Loc+
Feet Loc+# Shots 57.83 68.60
Speed+Bounce Loc+
Feet Loc+ Dominance Ratio 71.60 77.03
Pre-Game adaptation is also applied to improve the prediction. The held-out data consisted
of two matches from previous tournaments which were the nearest examples to the Australian
Open conditions in the library: 1) Djokovic vs Nadal at a previous hardcourt tournament, and
2) Federer vs Nadal at a previous grass court tournament. Using this adaptation technique, the
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prediction performance for winners can be improved from 71.60% to 79.16% - as can be seen
in Table 3.6.
Table 3.6: Performance of the adapted player models for predicting the next shot type.
Shot Variable Winner Errors
Speed 56.45 62.65
Angle 60.36 54.47
Bounce Location 70.30 63.29
Speed+Angle 58.67 57.74
Speed+Bounce Loc 77.28 71.85
Speed+Bounce Loc+
Dominance Ratio 79.16 81.47
Table 3.7: Performance of the player models for predicting the next shot location using an “one-
versus-everyone else” or Universal BackgroundModel. Pre info here means using features from
the previous timestamp.
Shot Variable Out L-T L-B R-T R- B
Speed 60,1 57.7 63.7 52.8 58.1
Angle 51.2 47.9 50.3 54.9 49.9
Bounce Location 59.4 54.2 59.3 52.0 54.3
Player Movement 65.8 59.7 62.8 60.9 61.3
Start Location 61.4 59.8 59.3 57.7 60.5
No. Shots in Rally 55.1 51.0 50.6 47.6 54.2
Speed+Angle 59.2 55.5 57.5 51.6 57.4
Speed+Start Loc+
Player Mov 69.8 65.7 73.4 70.8 71.5
Speed+Start Loc+
Player Mov+Pre info 76.2 70.6 77.7 74.1 71.8
Speed+Start Loc+
Dominance Ratio +
Player Mov+Pre info 77.1 70.1 74.9 72.2 70.5
3.8.2 Shot Location Prediction (Discrete)
Next, a set of experiments are conducted to evaluate the location predictor.
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Figure 3.12: Percentage accuracy against different error thresholds for the top three players.
Universal Background Model Result
In Table 3.7, the aggregate shot prediction performance is shown for each zone using different
factors and combinations. As can be seen from the results, player movement was the best single
predictor of most zones achieving an AUC around 63%, while the shot start location was the
second best predictor of Outside, Left Top, Right Top, Right Bottom. Speed outperforms all
other single predictors when predicting Left Bottom zone. When combining factors together,
speed + start location + player movement gave the best result around 74% AUC. Even though
the performance improves, the overall predictive power is still quite poor. The absence of
opponent modelling could be one reason to explain this. Also, dominance features seems can
only improve the performance for predicting outside shots.
Pre-Game Adaptation Result
Using this Pre-Game adaptive method, the prediction performance for most zones are improved.
These results are presented in Table 3.8 , and the biggest improvement is evident for the Left-
Top zone, which improved by 7.4%. Most other zones has been improved by 3%. Right-Top
remains the same performance as UBM.
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Table 3.8: Pre-game Adaptation model results.
Shot Variable Out L-T L-B R-T R- B
Speed+Start Loc+
+Player Mov 81.4 78.0 80.2 74.1 75.7
Online Adaptation Result
As the results show in table 3.9, this online method generally performs more poorly in the
beginning, improves significantly throughout the match. By set 3, Online-Adaptation already
outperforms the Pre-Game method. The results at set 4 are similar to set 5 with most zones
achieving greater than 80%AUC. Sport is a highly uncertain domain, and these results represent
important predictions using spatiotemporal data (Figure 3.13 presents a further performance
comparison of the methods).
Table 3.9: Performance of Online-Adaptive Model over time using Speed + Loc + Feet Loc
Shot Variable Out L-T L-B R-T R- B
Set 1 69.9 72.3 66.6 70.3 63.5
Set 2 74.7 79.7 72.4 76.3 69.9
Set 3 82.8 79.4 77.0 76.8 73.7
Set 4 81.4 84.0 83.5 81.9 82.4
Set 5 80.8 83.1 84.2 82.1 79.8
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Figure 3.13: Comparison of performance of three different models for discrete location
prediction.
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3.8.3 Shot Location Prediction (Continuous)
Finally, the location predictor in the continuous domain is evaluated. Distance between actual
shot location and estimated location is used to measure the continuous prediction performance.
Number of trees is set as 100 and min leaf as 25 for the random forest. In Figure 3.12, the y axis
represents the hit-rate while x axis represents the distance of error in meters. The models for
Djokovic and Nadal demonstrated superior performance to that for Federer. This may due to
the fact that the Federer model was trained on fewer points and shots that the other models (see
Table 3.1). Average error distance for Djokovic and Nadal is around 1.7 meters while Federer
has an average error distance of 2.3 meters.
3.8.4 Winning Probability Estimation
To report the performance of the winning probability predictor, both the Root Mean Squared
Error (RMSE) and classification rate are used. RMSE is the root of mean squared error between
the predicted value and the actual value of a point outcome. For example, if player A wins a
given point, and the prediction gives 70% confidence that player A will win the point, the
error of this example will be 1.0   0.7 = 0.3. Classification rate is the number of correctly
predicted shots over the total number of shots. Table 3.10 shows that combining both the raw
and dominance features gives us best prediction performance.
Table 3.10: Table showing the prediction performance of the winning probability estimator.
Features RMSE Classification
Shot Start Loc 53.43 53.17
Shot Start+End Loc 48.35 59.58
Shot Start+End Loc+Speed 48.01 59.12
Shot Start+End Loc+Speed+Player Pos 47.43 60.35
Above features+Dominance Ratio 46.88 61.75
3.8.5 Experiment Summary
To summarise the baseline performance, the multi-class classification rate for each prediction
task is reported in Table 3.11. Each experiment was conducted 10 times and the average
performance is reported. For all tasks, model adaptation is able to improve the performance.
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For shot type and location prediction, the performance is improved around 5% and for winning
probability prediction, the performance is improved around 2%.
Task Prediction Rate After Model Adaptation (Pre-Game) Random
Shot Type Prediction 64.13 70.32 33.33
Shot Location Prediction 43.13 48.96 20
Winning Probability Prediction 61.75 63.43 50
Table 3.11: Table showing the best prediction performance in terms of multi-class classification
rate for various tasks in the baseline method.
3.9 Summary
Accurate vision-based tracking systems are emerging in sports such as tennis, which are well
suited to novel analyses using probabilistic graphic models. In this chapter, a Dynamic Bayesian
framework is employed to build a stroke-by-stroke baseline model that is predictive of the
location of any shot in a rally. A set of shot features and dominance features are proposed
which improves the shot prediction accuracy. Moreover, a Random Decision Forest is learned
to estimate the winning probability of a player during a rally. This analysis creates novel insights
to the playing styles of individual players, and in particular, the style of three top male tennis
players in the world is identified. The proposed approach demonstrates improved performance
using two different adaptive techniques: 1) pre-game adaption; 2) online adaption, which allow
greater sensitivity by tuning the model to specific match parameters such as opponent or court
surface. These results are insightful for coaches hoping to discover critical points of strength
and weakness in opponents. Furthermore, the dynamic and intuitive nature of the analysis
has excellent potential to enhance the in-game viewer experience for spectators. This chapter
represents some of the first work to exploit new and rich data from the Hawk-Eye system.
This work has constrained the analysis to a selection of three elite players in a single
tournament, but future work will demonstrate the scalability of the methods with many more
players across multiple tournaments. Future work will also investigate other predictive models
including conditional random fields, and structured support vector machines.
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Chapter 4
Improved Prediction using Style and Context
Priors
4.1 Introduction
Although the model adaptation presented in Chapter 3 is attractive, the process is slow and
the result is hard to interpret. In this chapter, a better method is proposed which utilises a
“style” descriptor to improve the predictive power. A “style” descriptor is a histogram of
attributes, which provides a way to draw data from players/situations with similar behaviour
to collaboratively learn the player model. Various methods for learning style descriptors are
proposed and compared.
4.1.1 Motivation
To achieve the best performance in predicting adversarial behaviour, the specific interaction
between the player and the opponent needs to be modelled. Even though large spatiotemporal
data may be available, in practice, the same players only meet occasionally and that is often
under different conditions (different court surfaces, temperatures, etc). It is problematic to
acquire sufficient data to model the specific interaction. In order to make reliable predictions,
the model has to be smart with the data.
In professional sports such as tennis, players are often grouped according to their own style,
using generic labels such as “serve-and-volley”, or “baseliner”. This begs the question, why are
semantics such as style important? In general terms, style provides a common language, which
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people who are familiar with the domain can use to describe the higher level aspects of play and
compare player similarities. Additionally, these labels are useful priors for coaches and players
when preparing for opponents who they have not encountered previously. For example, even
though a player may not have had a specific experience against an opponent, having knowledge
of their style will give them a good indication of what to expect when they face them.
In this thesis, a style is defined as a strength vector of individual attributes. Take Roger
Federer as an example, assuming he has a great fore-hand, reasonable back-hand, great volley,
good lob, drop shot/approach shot, and good over-head smash. His style can be represented
as a six-dimension histogram (See Fig. 4.1) where each dimension indicates the strength of a
specific attribute.
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Figure 4.1: Figure illustrates the idea of proposed style descriptors.
The proposed style descriptor provides a way to compare and measure similarities between
players. By grouping players with similar style together, the predictive power can be leveraged.
For example, it might be problematic to acquire enough history data of Federer against Nishikori
but there might be data of Federer against other players who are similar to Nishikori. These data
can be used to help in learning the player model between Federer and Nishikori.
Learning the playing style of a tennis player can be an extremely subjective task. Depending
on the expertise of the observer, it can be very coarse (e.g., this player hits the ball really
hard) or fine-grained (e.g., the way the player rotates his wrist at the point of contact for his
single-handed backhand is beauty personified). In terms of measuring the similarities, a more
quantifiable method is needed. As obtaining labels from experts which describe style with high
agreeability is a challenging endeavor, a better method is to employ a data-driven approach to
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capture these high-level semantics in an unsupervised manner.
In this chapter, various methods for learning style descriptors are proposed. By using a
dictionary of discriminative patterns of player behaviour, a representation of a player’s style
can be formed, which are the interpretable latent factors. The latent factors allows personalised
interactions between players based on the match context (opponent, match-score).
4.2 Learning Style Descriptors
The style descriptor is defined as a normalised frequency count of elements in the dictionary
D (See Fig. 4.2). It characterises a player’s behaviour and allows comparison between players.
The dictionary D includes a set of discriminative patterns/shots learnt from all players. The
style descriptor will be used directly as an additional input feature for learning the shot predictor
of a player. Since the prediction performance relies on the quality ofD, this begs the question,
what is the best way of learning the dictionary?
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Figure 4.2: Nadal’s style can be described via a 50 element style feature. The dictionary
includes both single shots and shot combos.
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4.2.1 Dictionary Learning via Spatial Clustering
The most common objective for learning a dictionary is to minimise the reconstruction error
which enforces the spatial consistency. Fig. 4.4 (Left) shows an example of the spatial clustering
result of shot bounce marks. Let S be a collection of shots. It consists of a set ofm-dimensional
N input signals (i.e. S = [s1, ..., sN ]). Each si is the spatiotemporal signals of a particular shot
of a player. To compute si, p, points are linearly sampled from the start to the end of a shot.
A point is represented by a six dimension vector which includes not only its spatial location
but also its dynamics in the world coordinate (See Fig. 4.3). All points of a shot are then
concatenated into a one-column feature vector to make si. The dictionary learning with K
items in terms of reconstruction error can be formulated as:
< D,U >= argmin
D,U
||S   DU ||22 s.t.||ui||0 = 1, ||ui||1 = 1 (4.1)
where D = [d1, d2, ..., dK ] is the learned dictionary. U is the assignment of shots to the
dictionary. ||S DU ||22 is the reconstruction error. The constrain sets the L0 norm and L1 norm
of ui to 1, since a shot can only be assigned to one existing item in the dictionary (exemplar
based) and it can only be assigned once. This way we can maintain the semantic meaning of the
dictionary. The optimum D and U can be found by iteratively minimising the energy function.
Each ui is the assignment of a particular shot from a player.
Distance Measure
In terms of similarity measures, there is a large number of candidate approaches that can be
used. One such method was initially proposed by Hu [9], where the average Euclidean distance
between points on two trajectories is used. Instead of working in the trajectory coordinate space,
PCA [6] can be used to transform the trajectories into a lower dimensionality subspace. To deal
with variable length trajectories, Dynamic Time Warping (DTW) [4] can be applied to compare
signals of unequal length by finding a warp that minimises the total distance between matching
points. For this problem, PCA is not ideal as its result is hard to interpret. Alternatively DTW
is good for aligning for different trajectory lengths, but this loses vital information about the
serve (i.e., serve velocity). In this work, the distance between two shots is measured using the
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HU distance [9]. Given two trajectories, they are first uniformly sampled to 2n points (n points
on each trajectory). The mean of the pairwise Euclidean distance between two corresponding
points from two trajectories is then calculated as the final distance.
Clustering
There are many different clustering methods that can be used to obtain the shot dictionary. The
most common method is direct clustering [12] which finds the K clusters simultaneously. An
initial guess of clusters is iteratively optimised by adjusting each cluster component in unison to
find a globally satisfying solution. Popular direct optimisation solvers in the Euclidean space are
k-means. Agglomerative clustering [5] is another method which uses a bottom-up strategy that
initially treats each trajectory as an individual cluster and merges similar clusters hierarchically
in a tree-like structure, stopping when only K clusters remain. Divisive clustering [13] is the
top-down dual to agglomerative clustering where the entire trajectory training set is consid-
ered a single cluster. The K clusters are obtained by performing K   1 repeated bisections
where each bisecting cluster split results an optimal 2-way division of the similarity matrix.
Hybrid clustering [14] solutions combine both divisive and agglomerative techniques. By using
different criterion functions during the partitioning and agglomeration phases, more complex
(non-globular) clusters can be discovered. Similar to the divisive clustering method, graph
methods [15] divide the full dataset into individual clusters. Instead of operating directly on the
similarity matrix, a graph is constructed where a trajectory is a vertex. Each vertex is connected
by a weighted edge to its most similar trajectories. The K clusters are found using a graph-cut
partitioning algorithm which finds a division of the graph with minimal loss of edge weights.
In this work, for simplicity, the direct clustering method is used.
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Figure 4.3: Figure shows an example of the spatiotemporal signal of s. Here we sample 5
points from the shot (p = 5).
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4.2.2 Dictionary Learning via Discriminative Clustering
As the dictionary is used to predict future behaviour, it is ideal to include the prediction loss into
the cost function and jointly learn the dictionary. Separating the dictionary learning from the
classifier learning might makeD suboptimal. To learn a discriminative dictionary, the prediction
loss can be included into the cost function.
< D,U,W >= argmin
D,U,W
||S  DU ||22 + ↵
X
i
L{hi, f(ui,W )}
s.t.8i, ||ui||0 = 1, ||ui||1 = 1 (4.2)
where L is the classification loss function, hi is the label of si. W is the model parameters.
↵ controls the relative contribution between reconstruction and classification loss. This cost
function is similar as in [104] but with a different constrain. The reconstruction error can be
considered as a smoothing factor. The prediction task here is to predict whether the next shot is a
winner. A linear predictive classifier is employed: f(u,W ) = Wu. To change the classification
loss into matrix form, this research defines matrix H , where H = [h1...hN ] are the class labels
of input signals. hi = [0, 0...1...0, 0]t is a label vector corresponding to an input signal si, where
the non-zero position indicates the class of si. The cost function can be rewritten as :
< D,U,W >= argmin
D,U,W
||S  DU ||22 + ↵||H  WU ||22
s.t.8i, ||ui||0 = 1, ||ui||1 = 1 (4.3)
a = 0
a = 20
a = 0
a = 20
Figure 4.4: Figure shows the clustering result for different ↵ value whenK = 10. When ↵ = 0
(left), the clustering is based purely on the reconstruction error. When ↵ is large (↵ = 20), the
the clustering is based more on the classification loss.
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Fig. 4.4 (right) shows an example of the discriminative clustering result of based on the predic-
tion loss.
4.2.3 Optimisation and Initialisation
To find the optimal solution for all parameters, the optimisation method in [104] is used. First
Equation 7 can be rewritten as:
< D,U,W >= argmin
D,U,W
||
26664 Sp
↵H
37775 
26664 Dp
↵W
37775U ||22
s.t.8i, ||ui||0 = 1, ||ui||1 = 1 (4.4)
Let Snew = (ST ,
p
aHT )T , Dnew = (DT ,
p
↵W t)T . This optimisation function becomes
exactly the same as Equation 6:
< Dnew, U >= argmin
Dnew,U
||Snew  DnewU ||22
s.t.||ui||0 = 1, ||ui||1 = 1 (4.5)
This is exactly the problem K-SVD solves [105]. U can be treated as a special sparse code of
dictionary D.
4.3 Representing Style Descriptors
In this thesis, two types of dictionaries are computed to form the complete style representation.
They are i). single shot dictionary, and ii). shot combo dictionary.
4.3.1 Singe Shot Dictionary
In the single shot dictionary, only single shots are considered. Equation 4.2 is applied to learn
this dictionary. Figure 4.4 shows the clustering results using different alpha values. When alpha
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= 0 (left), the clustering is purely based on the reconstruction error. When alpha is large (20),
the clustering is based more on the classification loss (right) and captures the more dangerous
shots. Fig. 4.5 shows an visualisation of the single shot dictionary.
Figure 4.5: Figure shows clusters from the rally dictionary when alpha = 20 (a rally dictionary
is learnt using shots from rallies).
4.3.2 Shot Combo Dictionary
Representing the style of a player using only single shots only is not enough to encode the
strategic concepts underpinning high level game play. Shot combinations better characterise a
player behaviour as they also incorporate the temporal aspects of a player’s style. To achieve
this, a different method to extract shot features are presented. Instead of taking p points from
a single shot, 3p points are taken from three consecutive shots (including the bounce). All
these points are formed into one feature vector to represent one example. Equation 4.2 is then
applied to these examples to learn the dictionary. Fig. 4.6 shows an visualisation of the combo
dictionary.
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Figure 4.6: Figure shows clusters from the combo dictionary.
4.4 Comparing Style Descriptors
Once a style descriptor is computed for each player, their similarity can be estimated by compar-
ing their style histograms. In this research, the Bhattacharyya distance is employed to measure
the differences between two histograms. The style descriptors and similarity graph of players
are shown in Fig. 4.7 and Fig. 4.8. The similarity graph is constructed using force-directed
graph.
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Figure 4.7: The style vector of players in the tournaments.
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Figure 4.8: A visualisation of player similarities.
4.5 Incorporating Context Descriptors
Context is another important factor which can influence the behaviour of a player. To incorpo-
rate context into the model, a set of context descriptors are presented such as set score, point
score, number of shots in the rally. These descriptors can be directly extracted from the meta
data.
4.6 Evaluation
To evaluate the proposed method, same prediction tasks are conducted again as in Chapter 3.
Style descriptor (Fig. 4.7) and context descriptors (set score, point score and number of shots in
the rally) are used as additional features of a player to the classifier (together with standard shot
features and dominance features). The classifier takes the form of a Random Decision Forest,
which is a non-linear classifier robust to overfitting that might occur via bootstrapping. It also
has good local-feature space adaptivity by randomly splitting the feature space at multiple levels
of each tree. The Hawk-eye dataset (3 years of Australian Open competition) is randomly split
into three sets: a training set, a validation set, and a test set. Each set includes 9349 shots.
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The training set is used to train the model; the validation set is used to find the optimal hyper-
parameters of the classifier; and the test set is used to report performance.
4.6.1 Parameter Learning
There are three parameters in the proposed model: 1) the number of trees in the Random Forest
Classifier, 2) the number of nodes in the min-leaf (depth of the tree), and 3) the parameter ↵
which controls the relative contribution between spatial similarity and prediction loss. In order
to find the optimal parameters, the classification error against number of trees are plotted in
Fig. 4.9 for the task of winning probability prediction. As the figure shows, after including
style features, the model requires more trees to achieve the best performance. The optimal
performance can be achieved when number of trees is 40 before including style features and 60
after including style features. Similarly, to find the optimal ↵, the RMSE is plotted against
various ↵ value in Fig. 4.10. For winning probability prediction, ↵ = 11 gives the best
performance. Same experiments are conducted for shot type and shot location prediction. ↵
is set to 20 for both tasks as it gives the best performance. Number of trees are set to 50 for shot
type prediction and 100 for shot location prediction.
Figure 4.9: Figure shows the classification error against number of trees in random forest
classifier for winning probability estimation. After including style features, the model requires
more trees to achieve the best performance.
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Figure 4.10: Figure shows the RMSE against various ↵ values for winning probability
estimation. The best performance can be achieved when ↵ = 11.
4.6.2 Results and Discussions
The results are reported in Table 4.1. The prediction performance is improved in all tasks using
discriminative clustering. For winning probability estimation, the discriminative clustering
improves the performance by 5% compared to model adaptation. Spatial clustering slightly
degrades the performance for shot type prediction and winning probability prediction but shows
improvement of 7% in shot location prediction. Examples of shot location prediction is shown
in Fig. 4.11.
Prediction Task Baseline Model Adaptation Spatial Clustering Discriminative Clustering
Shot Type 64.13 70.32 69.42 73.26
Shot Loc 43.13 48.96 56.84 57.16
Winning Prob. 61.75 63.43 62.02 67.88
Table 4.1: Table showing the prediction performance of various tasks using presented
approaches. Spatial Clustering is described in Sec 4.2.1. Discriminative Clustering is described
in Sec 4.2.2.
4.7 Serve Analysis
This research has also explored players’ serving behaviour and styles. The goal is to create a
recommendation tool which predict the most likely serves of a player in a given context. To do
that, first a serve dictionary needs to be learnt.
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Figure 4.11: Plot shows examples of our prediction results. The green line is the previous
shot. The green circle indicates the current opponent position. The red circle shows the current
player position. The black circle is the ground truth shot location. The red line is the next shot
we predicted. Heat maps on top of each example shows the probability of the next shot location.
In tennis parlance, coarse descriptions are often used to describe serves such as “fast, down
the T”, “kick-serve”, “swinging serve”, “heavy serve” as well as “body serve” are widely used.
Although these terms are commonly used, they are rather vague and subjective as they have
different meanings/interpretations between people. Instead of relying on expert labels this
research aims to use an unsupervised method of discovering the types of serves directly from
the data.
Fig. 4.12 shows all serves collected in the tournaments. In total, the dataset consisted of
4758 first serves and 2292 second serves. To learn a serve dictionary, a hierarchy of serve types
are first devised which can be seen in Fig. 4.13. Based on each of these semantic roots (or
serve-contexts), all serves are first assigned to one of these groups. These hard-assignments
were based on whether the serve was valid (or in-play), or a fault. These serves are then further
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assigned depending on which side the server is serving to (i.e., deuce or ad-court). Once serves
were separated by semantic groups, the dictionary learning algorithm presented in Sec. 4.2.1
is employed to cluster shots. Each of these groups were then partitioned into 7 groups which
resulted in 7 different serve types for each side of the court. K is set to 7 as the reconstruction
error starts to smooth out after this value. A total of 14 dictionary items are discovered in the
serve dictionary. A visualisation of the clustering results for left and right side is shown in
Fig. 4.14 and Fig. 4.15 respectively. A visualisation of the centroids are shown in Fig. 4.16
and Fig. 4.17. The reconstruction error as a function of the number of clusters is shown in
Fig. 4.18. A description of these serve types given by a tennis expert is given in Table 4.2. Once
the serve dictionary is computed, the style of a player can be represented as the normalised
frequency count of dictionary elements. The length of the style descriptor is the same as the
size of the dictionary, where each feature varies between 0 and 1. In Fig. 4.19 (left), the style
descriptor of the top 10 players in the tournaments are presented. A visualisation of player
serving similarities is shown in Fig. 4.19 (right).
Figure 4.12: All serves collected in the tournaments. Red trajectories are serves to the ad court
while blue are serves to the deuce court.
An “assistive tool” can also be created from the serve dictionary for coaches and players
when they are planning to play against an upcoming opponent. The idea is that a coach or
player would be able to interact with the proposed “serve predictor” tool to see what tendencies
opponents have in a very quick and efficient manner (i.e., instead of spending time “cutting
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Figure 4.13: Clustering scheme.
Serve ID Side Direction Speed
Angle (KM/HR)
1 ad wide 172
2 ad down the T 173
3 ad down the T 185
4 ad wide 188
5 ad body 184
6 ad down the T 194
7 ad down the T 161
8 deuce down the T 193
9 deuce body 165
10 deuce down the T 178
11 deuce wide 184
12 deuce down the T 196
13 deuce down the T 183
14 deuce wide 175
Table 4.2: Explanation of discovered serve type. Only valid first serves are included here.
tape” just to view a couple of serves, the player would have all previous serves of an opponent
stored in database, and would be able to select different match contexts (or opponents) and see
how the serves vary. In this instantiation, the top three likely serves are displayed along with
percentages, but this could be altered to the satisfy the requirements of the user. Below specific
examples of serving behaviours are given for the “big-four” (i.e., Nadal, Djokovic, Federer and
Murray). First, their global behaviours are analyzed, meaning that on average these are the
top 3 serves each player hits to the deuce-court regardless of opponent (see Fig. 4.20). The
second example is the player behaviour to the deuce-court when they are break-point down
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Figure 4.14: Clusters of serve trajectories to the ad the court.
Figure 4.15: Clusters of serve trajectories to the deuce court.
Figure 4.16: The median trajectory for each cluster to the ad-court.
(see Fig. 4.21). The comparison between these two figures is important. For Nadal, in normal
situations his main serve tends to be down the line. In break-point situations however, almost
half the time (48%) he serves wide of the court which is totally different. Djokovic on the
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Figure 4.17: The median trajectory for each cluster to the deuce-court.
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Figure 4.18: Reconstruction error of serves in terms of Euclidean distance (left=ad-court,
right=deuce-court).
other-hand does the opposite, in normal points he tends to serve wide but in break-points he
goes down the middle. The same pattern can be seen for Federer - normally he serves out wide
but at break-point he goes down the middle. The change for Murray however, is not as drastic
as he tends to subtly change his behaviour but not at the same magnitude of the other big three.
In terms of individual serving behaviour against specific opponents, the proposed approach
can help user pick-up on interesting behaviour. In Fig. 4.22, it can be seen that Federer’s serving
scheme does not tend to differ against other opponents generally. In contrast, when drilling
down on the serving behaviours against a specific opponent, it can be seen some interesting
patterns. An example of serving behaviour against Federer is shown in Fig. 4.23. Nadal prefers
to hit his serves to Federer’s backhand, while the most popular serve for Murray and Tomic is
to Federer’s forehand side. This is very interesting as Nadal has a tremendous record against
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Figure 4.19: Serve Style and their similarities of the top 10 players in the tournaments.
Federer with the tactic of hitting shots directly to his back-hand. For illustrative purposes only
these specific examples have been chosen, but this approach can be used to model the behaviour
of any player given the tracking data.
4.8 Summary
In this chapter, a “style” descriptor is proposed to improve the prediction performance of
adversarial behaviour. A style descriptor is defined as a histogram of attributes where attributes
are learnt unsupervisely by clustering discriminate patterns of player behaviour. Two methods
for learning style descriptors are proposed which are based on i) spatial similarity and ii)
prediction loss. The advantage of the style descriptor is that it provides a way to draw data
from players/situations with similar behaviours to enrich the training set, thus collaboratively
learning the player model. Experimental results show that predicting adversarial behaviour
using style and context gives better performance than model adaptation. Moreover, this chapter
also presents a method to analyze a player’s most likely serve pattern under different match
contexts. This research shows that an “assistive tool” can be created for coaches and players
when they are planning to play against an upcoming opponent. In future work, more clustering
methods will be explored, such as the agglomerative or the graph method.
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Djokovic vs Everyone
Federer vs Everyone
Nadal vs Everyone
Murray vs Everyone
Figure 4.20: Player serving behaviour against all opponents. Percentage indicates the
likelihood of the serve type.
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Djokovic Break Point
Nadal Break Point
Federer Break Point
Murray Break Point
Figure 4.21: Player serving behaviour against all opponents at break-point. Percentage
indicates the likelihood of the serve type.
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Federer vs Nadal
Federer vs Murray
Federer vs Tomic
Figure 4.22: Individual serving behaviour of Federer against Nadal, Murray and Federer.
Percentage indicates the likelihood of the serve type.
Nadal vs Federer
Murray vs Federer
Tomic vs Federer
Figure 4.23: Individual serving behaviour against Federer. Percentage indicates the likelihood
of the serve type.
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Chapter 5
Understanding Adversarial Multi-Agent Behaviour
through Alignment
5.1 Introduction
Representing and understanding adversarial behaviour in a multi-agent environment is much
more challenging than in a single-agent environment. There are multiple agents in a team.
Players tend to be in all parts of the court, which creates high variance in the tracking data. In
order to learn a predictive model, it is important to consistently order those agents to maintain
the feature correspondence. The dynamic nature of group movements makes this challenging to
achieve, especially in long-term and large-scale analysis. Any changes in their relative positions
will result in “misalignment” - devoid of any team structure. The easiest way to maintain feature
correspondence is to give a fixed order to players according to their identities.
However, the static ordering of agents by identity is not ideal as agents may swap positions
with time, resulting in misalignment when comparing group behaviours over longer durations
and across large datasets. In team sport, play is dynamic and players frequently swap positions
throughout the match to exploit opportunities or for other strategic reasons. Even though they
may be executing the same behaviour, the identity representation will result in a large variance
in feature space. In addition, this representation is not robust when players get substituted or
when comparing different teams. An example highlighting this issue is shown in Fig. 5.1(a),
where the player locations of each player of one team across a half-a-game in basketball and
soccer are shown (i.e.,5/11 players in a team and each colour refers to each player). As can be
seen in this example, players tend to be in all parts of the court (high variance).
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The key problem addressed in this chapter is dealing with the high variance of multi-agent
tracking data. By effectively “aligning” the tracking data to a team-template that enforces team
structure, the variance of the tracking data can be minimised which improves the prediction
performance (Fig. 5.1(b)). This alignment essentially explains which position a player is in
relative to his/her teammates in each frame – which is denoted as player role in this thesis. This
chapter first shows how a team template can be learnt (i.e., set of roles) directly from data in an
unsupervised fashion.
Using this representation, this chapter then shows how team style/behaviour can be analyzed
and visualised. The specific task is to discover the most likely formation patterns of a team
associated with match events across nearly 14 hours of continuous player and ball tracking data
in soccer.
(a) (b)
Figure 5.1: (a) Player locations of a team in soccer (M = 11) and basketball (M = 5) across a
half. Each color refers to a player in a particular starting position – players are randomly located
over the half. (b) After alignment, structure of team emerges.
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5.2 Role Assignment
Given the continuous raw positions of M agents within a team, the set of observations, O,
across T of multi-agent behavior can be represented as the matrix of concatenated sequence of
2D points
DF⇥M =
266666664
x11 . . . x
M
1
...
...
x1T . . . x
M
T
377777775 (5.1)
where xji = [x
j
i , y
j
i ] denotes the 2D coordinates of the jth agent at the ith time instance andXi
is the representation of allM agents for the ith frame. The first problem this chapter addresses
is that of representation. In terms of fine-grain analysis, the raw position data can be used which
is attractive as there is no need to quantise the input signal (which is lossy), and it provides a
low-dimensional representation of the signal. For example in basketball, a team of five players
can be represented by their 2D locations which results in a 10 dimensional vector. However, if
their locations are plot across T frames, it can be seen by Fig. 5.1(a) that the variance is quite
large. But if the data is permuted at each frame which minimises the variance (or entropy), the
hidden structure of the data can be discovered which enables better prediction. Given that the
similarity measure is entropy, Hm(xj) =   NT log2 NT , where N is the frequency of the jth
agent occupying the nth spatial bin, the goal is to find the permutation matrix at each frame Pi
that minimises the overall entropy of each agent’s position. Given a reasonable initialisation,
the EM algorithm can be used [106] to learn a probability distribution template for each agent.
The method is summarised in Algorithm 1. First, the set of 2D probability distributions of the
M agents are estimated, R = {P (x1, . . . , P (xM)}, where P (xm) = PNn=1 P (xm|n)P (n)
andN is the number of areas of the quantised court. As the court is 94 ⇥ 50 feet, an occupancy
map of 120 ⇥ 60 is used as the players are sometimes off the court at times, and the probability
distribution is estimated by a normalised count for each bin. The algorithm then iterates through
each frame by calculating the permutation for each frame which has the lowest entropy. This is
done by calculating the change in entropy that assigning each agent to a particular probability
distribution. The assignment is then done using the Hungarian algorithm [107] on the basis of
minimising the total entropy. Each frame is then permuted by the current alignment Xt and
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Algorithm 1 EM to Learn Templates
1: procedure LEARNTEMPLATES(D)
2: Estimate the initial probability distributions,R
3: while rEntropyD < threshold or iterations < max do
4: for 1 to T do
5: Calculate Ct(i, j) =   log P (R(j) |Xi)
6: Find Pt using Hungarian algorithm
7: Permute current frameXt by Pt
8: end for
9: Update probability distributions,R
10: Find change in total entropy, rEntropyD
11: end while
12: returnR⇤  R . Our final set of templates
13: end procedure
the permutation matrix Pt. The probability distribution and the change in entropy are then
recalculated. This process is continued until the change is below a threshold or the number
of maximum iterations is reached. Given training data, this approach is used to learn the
probability distribution for a template for each particular role. At test time, given a frame
of detections, the cost matrix is found between these detections and the set of probability
distributions. The Hungarian algorithm is then used to find the permutation matrix at each
frame. This gives the aligned dataD⇤ which can be described as
D⇤F⇥M =
266666664
P1X1
...
PTXT
377777775 =
266666664
r11 . . . r
M
1
...
...
r1T . . . r
M
T
377777775 (5.2)
where rji refers to the jth role a player is performing at time i. The term role is used to denote
the dynamic position an agent has at any time relative to their team-mates instead of an agent
maintaining the same feature correspondence which has high variance. Using this method
distinct group patterns emerge. A comparison of trajectories between role representation and
identity representation in basketball is shown in Fig. 5.2. The heat map of each role in basketball
is shown in Fig. 5.3. As can be seen, each role has a distinct region when having possession of
the ball.
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Figure 5.2: A comparison of trajectories between role representation and identity representation
in basketball. Role trajectories are more compact than identity representation which gives a
lower variance.
5.3 Discovering/Visualising Team Style
Once role representation is computed, team styles and tactics can be analyzed. Given 14 hours
of continuous player and ball tracking data in soccer, the goal is to find the most likely formation
patterns of a team associated with match events such as shots, corners, free-kicks, etc (See
Fig. 5.4).
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player role 1 role 2
role 5role 4role 3
Figure 5.3: Heat maps of locations of each role when having possession of the ball. Data has
been flipped so that opponent’s goal always on right side. Top-left plot represents the heat map
of a player without role assignment.
5.3.1 Data
To enable this research, the (x, y) positions of both players and ball across 9 complete matches
from a top-tier European soccer league are utilised (see Figure 5.5 for an example). The fidelity
of the data is at the centimeter level, and was sampled at 10 fps. In each of these 9 matches,
one team was constant while the opposition was different. These matches also had associated
event-level data (see Table 5.3.1).
Event Occurence
Pass 4397
Cross 192
Goal 9
Out for Corner 112
Out for Goal-kick 78
Out for Throw-in 435
Clearance 450
Offside 25
Substitution 42
Foul-free-kick 188
Shot on target 73
Shot not on target 34
Table 5.1: Frequency of Match Events.
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Figure 5.4: (Top) Given a large amount of player and ball tracking data of a particular team, this
chapter aims to discover (bottom) the top offensive and defensive plays a team utilises based on
a ”role-representation” (e.g. left-wing (LW), right-back (RB), Striker (ST)).
5.3.2 Automatic Match Segmentation
In order to find team style associated with each event, the first task is to automatically segment
match events. Given the spatiotemporal tracking data, the goal is to segment a match into
distinct game phases (i.e. in-play, stoppages etc.) as well as important events (i.e. shots, free-
kicks, corners). As these segments and events are normally annotated by a human, having an
automatic method of doing this can alleviate this burden from a human, who can then focus
on higher-level tasks such as strategy analysis. Additionally, it allows for deeper automatic
analysis such as play clustering as this requires events to be initially segmented/detected.
Current approaches to this task, have employed rules that model the typical pattern of fea-
tures within particular sport events [108]. These rules are mainly based on manual observation
and heuristic knowledge. Such methods may be able to solve the problem in one specific sport
but can not be generically applied to others. In this research, the aim is to use a machine-learning
approach which learns a set of classifiers to automatically detect events of interest, making this
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Figure 5.5: An example of the tracking data for both player and ball. Player positions are
shown with their assigned role.
method less subjective. To tackle the problem, a two-layer hierarchical approach is proposed.
In the top layer, a classifier is trained to break a match into the following segments: 1) in-play,
2) stoppages. In-play refers to when the match is being continuously played, while stoppages
refers to when the game has stopped due to various reasons. These include times when the ball
is out, fouls, player-injury, substitution, etc.
In the second layer, the stoppage phase is further splitted into: 1) Out-for-corners, 2) Out-
for-goal-kicks, 3) Foul – Free-kicks, and 4) Out-for-throw-in. Other game phases such as player
substitution and player injury are ignored since player substitution looks very similar to out-
for-throw-in and there are not enough examples for player injury. In-play phases are further
classified into 1) Highlights, and 2) Non-highlights. Highlights refer to all goal opportunities
(both offensive and defensive). The complete segmentation scheme can be found in Figure 5.6.
After defining game phases, these classifiers need to be trained. The first step is to collect
training samples. By leveraging event labels from the match-data, play segments can be ex-
tracted from nine matches for each game phase. The number of plays for each game phase is
listed in Table 5.3.2.
Training the classifier is still a challenging task since each play has a variable length. Many
approaches have employed a Dynamic Time Warping [54] technique to find an optimal match
between given sequences (e.g. time series). Although such method can be used to normalise
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In-Plays
Non- 
Highlights Out for corner
Out for 
throw in
Out for 
goal kick
Foul - 
free kick
Highlights
Stoppages
Figure 5.6: The complete segmentation scheme. In the top layer, a match is segmented into in-
play and stoppages. In the second layer, stoppages are further split into four sub-phases and in-
play is segmented into highlights and non-highlights. Highlights refer to all goal opportunities
(both offensive and defensive)
Game Phase Num of Plays Num of Segments
Stoppages 965 8315
In-Plays 199 9946
Out for Corners 112 1426
Out for Free-Kicks 185 2377
Out for Goal-Kicks 169 1923
Out for Throw-in 435 2518
Highlights 106 106
Non-Highlights 235 1784
Table 5.2: Number of plays and segments for each game phase
the length of sequences, it may affect/change the property of original sequence (e.g. the speed
is an important attribute of a play). Alternatively, one can divide sample into small equal length
chunks and use these chunks as training data. The latter is chosen as the speed is an important
discriminative feature for this task especially for separating in-play and stoppages.
After normalising the sample length, 4000 samples are randomly selected from each class
to train the top layer classifier. Random selection can avoid bias of the data. For example, if
training data is all from the first half or same opposition team, the result could be inaccurate. In
the second layer, 1000 samples are selected for training for each class. Finally, a decision-forest
is used to classify game phases. Its performance is tested over different features: 1) ball position
only, 2) centroid of team position, and 3) all player positions.
To find training samples for a highlight detector, this research segments goal-scoring oppor-
tunity by going back 10 seconds from the shot. This length is decided by manually watching
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Figure 5.7: Plot showing the in-play VS stoppages segmentation result using different features.
Row represents actual class while column is refereed to actual class
50 examples of play and taking the average. Choosing a suitable chunk length is critical for
classifier learning. If the length is too small, classifier may lose useful temporal information. If
the length is too long, it may include irrelevant information. For Non-Highlight Vs Highlight
detector, since highlights all have a same length of 10 seconds, 10 seconds is a suitable chunk
length to select. For in-play vs stoppage and sub-phases within stoppage, the selection is
more challenging since they all have a variable length. As most events from stoppage phase
is ranging from 3 to 9 seconds, the classifiers is tested using chunk length from 1 seconds to
5 seconds. Average percentage accuracy is used to measure the performance (See Figure 5.9).
After experiments, 4 seconds are chose as the final length as it gives the best result.
To evaluate the proposed method, 800 testing samples are randomly selected for each class.
Testing samples are selected with no overlap of training data. The result shows that a decision
tree classifier can achieves an excellent performance (See Figure 5.7). Ball position turns out
to be the best feature compared to player positions and centroid of the team. In the task of
classifying in-plays and stoppage, ball position can achieve almost perfect detection. Player
positions is the second best feature which achieves an average percentage accuracy around 90.
In second layer, when segmenting stoppage state, ball position is still the best discriminative
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Figure 5.8: Plot showing the segmentation result of sub phases within Stoppages phase using
different features.
feature especially for free-kick and throw-in (see Figure 5.8 for detail). Without the ball, player
positions can achieve an average percentage accuracy of 90.75%. Highlight detection is the
most challenging task (see Figure 5.10) which achieves 80.5% using only ball position, 75%
using player positions and 60.5% using the centroid.
5.3.3 Data Compression
In team sports like soccer, a team’s formation is guided by tactics designed by the coach/manager.
Due to synchrony of motion between players (i.e. moving forward and backward with respect to
when they are attacking and defending), it is anticipated that there was heavy redundancy in the
signal. In the spatial domain, a player’s position is conditioned on their team-mates, opponents
and the ball, as well as the dimensions of the field and rules (i.e. offside). In the temporal
domain, player movements are governed by physical limits, such as acceleration.
Given n frames of role data, each frame has x, y positions for 11 players and a ball. The
total dimension is 12 ⇥ 2 ⇥ n = 24 ⇥ n . The task here is to find a low dimensional
approximation which can captures and exploits the dependencies across both the spatial and
temporal dimensions. Recently, Akhter et al. [109] has proposed a method named bilinear
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Figure 5.9: Averaged Classification result with different chunk length using team position
feature.
spatiotemporal basis model. In his method, a time-varying signal can be factorised/modelled
using two orthogonal basis functions. The idea is, given a time-varying signal, spatially, the
2D formation or shape at each time instance can be represented the as a linear combination of
a small number of shape basis vectors bj weighted by coefficients si =
P
j !
i
jb
T
j . Temporally,
the trajectory of a particular point can also be represented as a linear combination of trajectory
basis vectors, ✓i as sj =
P
i ↵
j
i✓i, where ↵
j
i is the coefficient weighting each trajectory basis
vector. Then the spatiotemporal signal can be factorised using both shape and trajectory bases
linked together by a common set of coefficients.
In soccer, spatially, there are positions of 11 players and a ball at each time instant. However,
not all players are involving in every event. For example, a goalkeeper may not play an impor-
tant role on an offensive play. To find the low dimensional manifold, a PCA is first selected as
the basis function in the spatially domain. Figure 5.11(left) illustrates the compressibility of the
signal in the spatial domain using PCA. Its compressibility is tested on both mean normalised
formation and unnormalised formation.
Temporally, due to the high temporal regularity present in almost all human motion, the
Discrete Cosine Transform (DCT) has been found as a suitable temporal basis for trajectories
of faces [109, 110] and bodies [111]. A significant dimensionality reduction can be obtained
since the human motion in a short period is quite smooth. In Figure 5.11(right), it can be
seen that in an offensive play, a 20 frame tracking data can be effectively represented using
coefficient of a fourth order DCT with an maximum error less than 2 meters. The figure also
suggests that team formation in temporal domain is more compressible than spatial domain and
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Figure 5.10: Highlights VS Non-Highlights segmentation result using different features
mean normalisation can only slightly improve the compressibility.
When combining PCA and DCT in bilinear model, figure 5.12 shows the reconstruction
error with various Kt and Ks (Kt refers to the number of coefficient in temporal domain). If
Kt = 5 and Ks = 20 are chosen with an maximum error around 5 meters, the dimension of
the data can be reduced from 480 to 100. This means a reduction of over 4 times and better
compressibility can be achieved in longer plays.
Alternatively, because in spatial domain, formation data is not very compressible, one can
apply the basis model only to temporal domain. Instead of using PCA, one can simply pick the
centroid of a team and the ball position. This will make the data more compressible (Ks = 2)
which allows efficient clustering. But original data can not be reconstructed back.
5.3.4 L-Infinity clustering
Once the representation is resolved, the next challenge is to find meaningful patterns from the
large volumes of data which can uncover common patterns of a team’s play. For soccer, the
clear objective of a team is to score more goals than the opposition. Even though other latent
variables are present (i.e. passing patterns), event such as shots on target, shot off target, corner,
free-kick (both offensive and defensive) are probably the four most important events to analyze.
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Figure 5.11: Left plot showing the reconstruction error as a function of the number of
eigenvectors used to reconstruct the signal using the L1 norm for non-mean and mean-
normalised features. Right plot showing the reconstruction error as a function of the number of
DCT coefficient.
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Figure 5.12: The mean L1 distance error of the bilinear spatiotemporal basis model. Y axis
refers to number of DCT coefficient while X axis refers to number of eigenvectors.
Particularly, the goal of this research is to find a team’s most likely patterns in those four events.
To tackle the problem, first the proposed event detector is applied (see previous section)
to find the frame index of these event. After that, goal-scoring opportunities are segmented by
going back 10 seconds from the shot and corners/free-kicks are segmented by taking 10 seconds
after a corner/free kick is triggered. After the data has been prepared, an unsupervised clustering
method is employed to uncover patterns of a team’s play. K-Means algorithm is a widely used
method for unsupervised clustering. In [112], K-means is used to find the top N formations
or tactics in Hockey. However, K-means clustering requires a good initialisation. If K is not
chosen properly, dissimilar data may be clustered into one cluster. To avoid this situation, a
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Figure 5.13: Plot showing top six scoring patterns of a team. Percentage on the left bottom
indicates the how often a team score in this way. Red dot indicates the starting location of each
player/ball.
hierarchical clustering method is used in this research which is similar to matching-pursuit but
based on examples and not a linear combination of examples1.
As the dimensionality of the 10 second spatiotemporal feature is large, which can affect the
clustering algorithm, the features are first compressed. After that, each compressed feature is
treated as a cluster. The clustering is then conducted as in Algorithm 5.3.4.
5.3.5 Parameter Selection
When clustering, parameters are specified as following:
1. Centroid of a cluster is calculated using the median value;
2. The length of each play is selected as 10 seconds long (100 frames);
1Due to rules of the game, a linear combination may result in situations which can not exist so specific match
examples are preferred.
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Algorithm 2 Clustering Algorithm
1: procedure CLUSTERING ALGORITHM
2: Each example is considered as an individual cluster
3: while Number of clusters > 0 do
4: Randomly select a cluster
5: Compute the pairwise distance between the selected cluster to other clusters.
6: while there exists at least one cluster with a distance < t do
7: Find the nearest cluster from the selected cluster
8: Merge two clusters and update the centroid k, this merged cluster become new
selected cluster
9: end while
10: Store the merged cluster, remove this merged cluster from the set
11: end while
12: end procedure
3. L1 norm is used to calculate the distance between clusters. We chose the L1 norm
instead of the L2 norm because large deviations may signify very different formations
4. When compressing, centroid of all player positions + ball position are used as the spatial
feature. DCT is selected as the temporal basis function andKt is set to 5;
5.3.6 Clustering Results
Offensive Style
To find a team’s most probable methods of scoring, the clustering method is performed on all
goal-scoring opportunities for this team which includes normal shots, corners and free-kicks.
Figure 5.13 shows the top six scoring methods for a team. The red dot indicates the starting
location of each player/ball. As can be seen in this figure, in the first example shown in the
top-left corner, 33% of the goal scoring opportunities occur in this fashion where the ball starts
on the left-hand-side on the half-way line and then moves to the right-wing who cuts back to
the top of the box for a shot on goal. The second top method of getting a shot on goal is via a
corner-kick from the right hand side (18%). The third top method starts again from the left-back
starting from the half-way line. The fourth and sixth methods seems to be counter attacks, while
the fifth is via a free-kick.
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Figure 5.14: Free Kick Analysis.
Defensive Style
A similar analysis was conducted on the defensive plays. The top 6 plays of conceding a shot
are shown in Figure 5.15. Unlike the offensive plays, the top method of conceding a shot was
only around 17%which came from intricate play on the right-hand side. The second top method
appears to be a free-kick, the third again comes from the left-hand side. The fifth method comes
from a corner while the sixth comes from a counter attack.
Corner Style
Not only can continuous plays be analyzed, but also set-pieces such as corner-kicks. Figure 5.16
shows clustering result for all corners. In 1-4, the ball is kicked directly to a striker, who is trying
to deflect the ball by head or foot into the goal. In the last row, both plays look like set plays,
designed to draw out the defense away from the goal mouth, possibly to create more space for
an eventual goal shot. As can be seen in most situations, the team of interest has their defenders
around the center of the field which means the flank are potential outlets for a quick counter
attack. Similar analysis can be done for free-kicks as shown in Figure 5.14.
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Figure 5.15: Plot showing top 6 conceding patterns of a team.
5.4 Summary
This chapter proposed the use of “role assignment” to align multi-agent trajectory data to
discover unique team style and tactics in soccer. By aligning multi-agent trajectories in addition
to a spatiotemporal bilinear basis model, a compact representation of the signal can be formed,
plays of a team can then be clustered which can describe their most likely styles or motion
patterns associated with a particular event (such as shots, corners, free-kicks). Additionally,
a two-layer hierarchical approach is proposed to automatically segment a match. Using a
decision-tree formulation, events and highlights can be accurately retrieved.
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Chapter 6
Predicting Multi-Agent Adversarial Behaviour
using Style and Context
6.1 Introduction
Predicting adversarial behaviour in a multi-agent environment is mush more challenging than
in a single agent environment: 1) the output space is larger; 2) feature dimension and variance
is higher; and 3) there are multiple agents in a team which requires alignment. In this chapter, a
method to capture style and context features in a multi-agent environment is proposed. The style
feature not only considers the style of individual players but also interaction between players
in a team. This chapter then introduces a Conditional Random Field (CRF) based framework
which incorporates style and context descriptors to predict multi-agent adversarial behaviour.
The specific task this thesis addresses is to predict which player has the ball (ball ownership)
at each time instant (frame) in a basketball game given player tracking information over the past.
The aim is to leverage player information to improve ball tracking performance. In practice,
tracking a basketball using an image-based detector is a difficult task as the ball is similar in
appearance to human heads causing false alarms, and it is constantly occluded by players. An
example of this is shown in Fig. 7.1, where a snapshot is shown from a fixed monocular video
camera capturing footage of a basketball match, where the players are clearly visible but the
ball is not. However, given a lot of training data, it is possible that this particular situation has
been seen before and it would have found that it is highly probable that the ball is owned by
the point-guard (circled). Instead of using multiple cameras to resolve where the ball is, this
research infers the most probable location of the ball given lots of previously seen tracking data.
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Figure 6.1: When the ball is not visible (left), output from a ball detector (red circle) is
unreliable. This research is interested to predict the ball owner by taking into account other
player motion paths.
The ball is an inanimate object, which means that its movement relies solely on the actions of
intelligent-agents surrounding it which can be predictive of its location. The added benefit of
this approach is that the variance of behaviours of an agent is significantly smaller than the ball,
making learning and predicting behaviours of the object as a function of an agent a more viable
task.
Additionally, there are moments when the ball is visible and can be reliably detected (e.g.,
pass), this work shows that the proposed model can incorporate this into the system to further
improve prediction. As player detection is also noisy, the same approach can be taken to “fill-in-
the-gaps” to improve player tracking. Aligning the multi-agent data also allows for exploration
where tasks like interactive retrieval can occur. The proposed approach is demonstrated on
large-amounts of basketball tracking data (both clean and noisy).
In this work, the tracking problem is interpreted as a matrix completion or missing entry
problem. Three examples are highlighted in Fig. 6.2. In the first paradigm, given the clean
aligned representation of player positions, the goal is to predict the ball location/owner. In the
second paradigm, given the result from a ball detector which locates the ball in some frames, the
goal is to incorporate that information to predict the missing frames. In the final paradigm, given
only partial and noisy information about player locations as well as the ball, the aim is to clean
the detections and fill in those missing entries. To tackle the problem, a Conditional Random
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Figure 6.2: (a) Given the aligned player positions, the aim is to predict which player has the
ball. (b) Given the ball position in some of the frames, the goal is to predict who has the ball in
the rest of frames. (c) Given only partial player and ball positions, the problem is to infer the
missing values.
Field (CRF) is employed which is capable of capturing both unary prediction and temporal
relationships. Each of the paradigms is investigated individually in Sections 6.5, 6.6 and 6.7
respectively.
6.2 Dataset
Two sources of multi-agent data are used in this research: a) 36 games of fully annotated player
and ball tracking data from a College Basketball Dataset. It was recorded with two synchronised
cameras (1936x1456 resolution) at 25 fps, and b) an automatically tracked game via a vision
system, coupled with annotations (33min) which has both noisy and its cleaned-up counterpart.
Both datasets also include metadata such as player identities, player jersey numbers, match
length, score, team affiliation.
6.3 Feature Representation
Five sets of features are proposed in order to predict multi-agent behaviour: i) occupancy maps,
ii) centroids, iii) hand-crafted features, and iv) raw position data.
6.3.1 Occupancy Maps
The easiest way to represent multi-agent data is by quantising the court into a spatial grid and
count the occupancy of players in each grid. The advantage of this approach is that players can
be counted in any order and alignment of multi-agent data is not required. It is also robust when
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there are missed or false detections which result in a different number of agents in different
frames. In the baseline method, two types of quantisation schemes are used which quantise the
basketball court into i) 4⇥ 2 grid, and ii). 10⇥ 6 grid (See Fig. 6.3 Right).
6.3.2 Centroids
Centroids represent the mean position (centroid) of a group over time and can be calculated
at each frame by averaging the position of the observed agents in the group (i.e. (xc, yc) =
1/N(
PN
n=1 xn,
PN
n=1 yn)). The spread of the group can also be incorporated into the represen-
tation. Similar to occupancy maps, this approach can be used in situations where the identity of
each agent can not be maintained (See Fig. 6.3 Middle).
6.3.3 Hand-crafted Features
An alternative method is to explicitly specify the more relevant features by hand-engineering a
set of features (e.g., distance from basket and other players etc.). This representation requires
players to be ordered in a fixed order. A list of hand-crafted features and explanations can be
found in Table 6.1.
6.3.4 Raw Position Features
Multi-agent data can also be represented by its raw position features. Given 2P players from 2
teams (P players from each team). The feature vector can be represented by a 2P by 4 matrix
where each row contains the location x, y and the speed dx, dy of a specific player. Again, the
challenge of this representation is that players have to be ordered consistently to maintain the
Figure 6.3: Different representations of group behaviour data. (Left) The original x,y position
data of each agent, (Middle) the centroids and spread of the two groups, (Right) occupancy
maps
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Hand-crafted Feature Explanation
Distance from basket The distance between a player’s current position
and the opponent’s basket
Angle from basket The angle between a horizontal line and a line
from a player’s current position to the opponent’s basket
Distance from other players The distance from a player to other players
Number of Nearby Opponents Number of opponents near
a player within a certain distance threshold
Table 6.1: Hand crafted features proposed in this research
feature correspondence. In the baseline method, players are ordered by its jersey number in an
ascending order (See Fig. 6.3 Left).
6.3.5 Permuted/Aligned Position Features
Permuted or aligned position feature is the position of players after “role assignment”. The
assignment method can be found in Chapter 5. A visualisation of location distribution by each
role can be seen in Fig. 6.4
6.4 Capturing Style and Context in a Multi-Agent Environment
Learning a style descriptor in a multi-agent environment is challenging since it needs to capture
not only the characteristics of individual players in a team but also the interaction between play-
ers. For example, the style of a basketball team is not only about the styles of individual players
but also how players pass the ball to each other. The way team members interact is directed by
coaches and is formed after long time training. Such interaction is also heavily conditioned on
the match context. For instance, the passing preference of a team at the beginning of a match
will be different than at the end of a match. It is also conditioned on the distance between
players as well as the current score. In order to capture all these factors, this thesis describes the
style of a team from three aspects: individual style, interaction and context specific interaction.
The key contribution of this work is that, instead of learning the style for each player identity,
this thesis learns the style for each player role. Using the role representation, a better style
pattern can be found.
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6.4.1 Style of Individual Players
The first aspect of the proposed style feature focuses on the behaviour of individual team mem-
bers. Given observation O, this thesis defines the style of individual players as P (yt;O, ✓1),
where ✓1 are the parameters. In the problem of predicting ball ownership, yt corresponds to
the probability of a player role owning the ball at time t given features and parameters. A
player is described in terms of his role. To do that, a role assignment (See Chapter 5) is first
performed. After role assignment, the term P (yt;O, ✓1) can be learnt directly from data. An
example of this term for each role can be visualised in Fig. 6.4. In the ball ownership problem,
the style of individual player is described as the prior distribution of locations when the player
is in possession of the ball.
player role 1 role 2
role 5role 4role 3
player role 1 role 2
role 5role 4role 3
player role 1 role 2
role 5role 4role 3
l  
l  
Figure 6.4: Heat maps of locations of each role when having possession of the ball.
6.4.2 Style of Player Interaction
A team’s style is not only about the style of individual players but also how team members
interact. The way team members interact is formed after long time training and is directed by
coaches. Given observationO, this thesis defines the style of interaction as p(yt+1|yt), where yt
corresponds to the probability of a player role owning the ball at time t and yt+1 corresponds to
the probability of a player role owning the ball at time t+1. This is the prior passing/transition
probability between players which can be learnt directly from data. It is important to note here,
the transition matrix is between player “roles” instead of player “identities”. The transition
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matrix can be found in Table 6.2. A visualisation of the matrix can be seen in Fig. 6.5 (left).
Player 1 2 3 4 5
1 0.8058 0.0661 0.0248 0.0413 0.0620
2 0.0983 0.7052 0.0694 0.0520 0.0751
3 0.0973 0.0973 0.6637 0.0531 0.0885
4 0.0662 0.0809 0.0662 0.7574 0.0294
5 0.0500 0.0333 0.0292 0.0500 0.8375
Table 6.2: An example of learned transition frequencies between players between two frames.
Since the time interval is small, the same player is more likely to maintain the possession of the
ball.
6.4.3 Context Specific Interaction
In the previous section, the transition between players is not conditioned on any feature. In
this section, a context specific interaction is introduced. In team sports, players’ interaction is
heavily conditioned on the match context. For instance, the passing preference of a team in the
beginning of a match will be different than the end of a match. The passing preference is also
conditioned on the distance between players as well as the current score. To incorporate these
factors, this thesis defines the context specific interaction as pcontext(yt+1|yt;O, ✓2) where ✓1
are the parameters and O is the observation. The interaction is now conditioned on the current
observationO. In this thesis,O includes the current distance between players and current game
score. A visualisation of this term can be seen in Fig. 6.5 (right).
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Figure 6.5: (left) transition probability between roles. (right) transition probability conditioned
on the location of the agents.
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6.5 Predicting Ball Ownership using Player Tracking Data
In this section, a framework which incorporates style and context descriptors for predicting
multi-agent behaviour is presented. Formally, given the clean player tracking results, the iden-
tity, location and team affiliation for every player at every frame, the aim is to predict the owner
of the ball solely from the spatial location and short-term motion patterns of all the players
across a window of time. In training, the owner of the ball is known at each frame. This can be
translated to the problem of predicting the most likely state sequence Y = {y1, . . . , yT}, given
a set of observations O = {X1, . . . ,XT} over T frames, where yt is the state of the ball at time
t where yt 2 {1, ...,M +1}. As the ball is an inanimate object, the state can be assigned to one
of the M players on the court ball owner. An additional state which corresponds to when the
ball is in the air (i.e., shot or pass) is also added. The cost of the sequence can be formulated in
terms of a Conditional Random Field (See Fig. 6.6)
loss =
TX
t=1
 1(yt;O, ✓1) +
T 1X
t=1
 2(yt, yt+1;O, ✓2), (6.1)
where  1 is the unary potential which measures the compatibility between a label and obser-
vations at each frame.  2 is the pairwise potential which measures the compatibility between
two labels and the observations. The set of parameters, ✓1, correspond to O and the state y, and
✓2 is a set of parameters that correspond to feature O and edges between yt and yt+1. In this
research, both potential functions take the negative log form
 1(yt;O, ✓1) =   log p(yt;O, ✓1) and (6.2)
 2(yt, yt+1;O, ✓2) =   log p(yt+1|yt;O, ✓2), (6.3)
The assignment of ball owner can be found by minimising the loss function with dynamic
programming.
6.5.1 Unary Term: Frame-Based Prediction
Given observations, the first question is to determine how well the model can predict the owner
of the ball at a given frame. In terms of the CRF, this corresponds to calculating the unary
potential p(yt;O, ✓1). This term refers to the probability of an agent owning the ball given
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Figure 6.6: Plot shows the model used in this work. Given observations over n frames X =
{x1, . . . ,xn}, the goal is to infer the most likely state sequence Y = {y1, . . . , yn}, where yt is
the state of the ball at time t and yt 2 {1, ...,M}. M is the number of players plus one (in the
air state).
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Figure 6.7: Training and testing error against model complexity (depth of the tree).
features and parameters at a given frame. This can also be understood as the style of individual
players (See Sec. 6.4.1). In order to learn the unary potential, a standard random decision
forest is employed which is robust against the overfitting that might occur via bootstrapping. It
also has good local-feature space adaptivity via randomly splitting the feature space at multiple
levels of each tree. Features are extracted according to Sec. 6.3.
player 
trajectories
ground truth!
owner trj
estimated!
owner trj
(a) (b) (c)
Figure 6.8: An example of our frame-based prediction: (a) the player trajectories of the
offensive team, (b) ground-truth the ball owner (red curve), (c) Our predicted ball owner (green
curve).
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Figure 6.9: More examples of the frame-based prediction only using player positions. Issues
such as prediction flicker and passing and shooting caused the most error.
6.5.2 Results of Frame-Based Prediction
70% of the data are used for training and 30% for testing. To determine the hyper-parameters
of the classifier, the training set is further split the into k folds for cross validation. Each time
k   1 folds are used for training and the remaining one is for validation. Fig. 6.7(left) plots the
out of bag error against different number of trees. Fig. 6.7(right) shows the training error and
the validation error with respect to the model complexity (minimum number of observations in
the leaf). Number of trees is set to 150 and number of examples in the leaf node is set to 30 to
avoid overfitting. As the aim is to learn behaviours from a lot of data, this thesis first compared
performance using 30 games for training. The quantitive results for the different representations
are shown in Table 6.3. As expected, more data gives better performance. Occupancy map with
quantisation size 4 ⇥ 2 gives the best performance of (53.5 ± 1.6)% when using 30 games.
Hand-crafted features achieves a better performance when only using 1 game of data.
A visualisation of the prediction results are shown in Fig. 6.8. In (a), the trajectories are
shown for the offensive team in blue, in (b) a red-line is superimposed on top to depict the ball
owner on the relevant trajectory, and in (c) the frame-based prediction result is shown in green.
In Fig. 6.9, more examples are shown with varying degrees of success. An issue with doing it at
the frame-level is that there is constant flicker between the predictions, and the prediction also
fails when the ball is in the air. The first issue can be dealt with by incorporating the pairwise
term, while the second can be overcome by using an image-based ball detector.
6.5.3 Pairwise Term: Temporal Smoothing
The pairwise potential, p(yt+1|yt;O, ✓2), measures the transition probability between two play-
ers at two consecutive frames given observation O and parameter ✓2. It captures the interaction
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Representation Prediction Rate (%)
30 games 1 game
Hand-crafted 52.3± 1.0 44.0± 1.6
Occ map 4⇥ 2 53.5± 1.6 40.1± 2.3
Occ map 10⇥ 6 47.7± 2.5 31.5± 2.0
Raw Tracking Data 32.1± 1.2 35.9± 3.7
Permuted Data (off) 58.6± 1.5 45.9± 2.0
Permuted Data (off+def) 63.1± 2.3 50.2± 3.0
Table 6.3: Ball ownership prediction performance with different features and different number
of games for training. Off refers to features from the offensive team. Off + Def represents
features from both teams.
between players (See Sec. 6.4.2). This term is used for smoothing predictions. “Context”
features are incorporated into this term to improve prediction. Note, after role assignment, the
pairwise terms is between two “roles” rather than two “players”. Formally, the pairwise term is
factorised into pprior and pcontext:
p(yt+1|yt;O, ✓2) = pprior(yt+1|yt; ✓2)⇥ pcontext(yt+1|yt;O, ✓2) (6.4)
where pprior describes the prior transition probability (passing preference) between players
which is not conditioned on any features (Fig. 6.5(left)). A table of learnt prior transition
probabilities between roles are shown in Tab. 6.2. The other term, pcontext, is the transition
probability conditioning on the current game context. In this thesis, pcontext is conditioned on
the distance between roles at two consecutive frames (Fig. 6.5(right)). This term is used to add
penalty into the system if owners between two frames are not close to each other which forces
the continuity of owner’s trajectory. Pcontext can also be conditioned on other context features
such as current game score, time, etc. The term pprior can be learnt directly from the data, while
pcontext is computed by putting the distance between two roles into a Laplacian distribution
(standard form). The parameter b of the Laplacian distribution is then learnt from the held-
out set. In the experiment, b is set to  5. The contribution of each pairwise term is listed in
Table 6.4, and it can be seen that adding these pairwise terms boosts performance.
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Figure 6.10: By knowing the frames in which the ball position can be accurately located via an
image-based ball detector (grey “air” nodes), the number of predictions required can be reduced.
6.5.4 Results after temporal smoothing
The contribution of each pairwise term is listed in Table 6.4, and it can be seen that adding
these pairwise terms/ interaction descriptors boosts performance. The prior transition matrix
improves the performance by 0.7% and Context descriptors boosts the performance by 3.4%.
Method Percentage Accuracy
30 games 1 game
unary only 63.1 50.2
unary + Pprior 63.8 51.3
unary + Pprior + Pcontext 66.4 56.0
Table 6.4: Ownership prediction for unary and pairwise potentials.
6.6 Incorporating Image-Based Ball Detector
In the previous chapter, poor prediction was experienced when the ball was either passed or
shot. This is fortuitous however, as these are the situations where image-based detectors work
very well. Incorporating this into the model as an auxiliary information source should boost
performance as it reduces the number of predictions required to be made, and thus limits the
number of possibilities (see Fig. 6.10).
Given F frames from a monocular video, the system will segment it into two states F1 and
F2, where F1 are frames in which the ball is clearly visible (i.e., long passes) and F2 are frames
in which the ball is hard to detect. After detecting the frames which the ball is visible, labels
are assigned in all those frames in the CRF as observed and set to in the air before decoding
the sequence. Since CRFs are undirected model, these revealed labels will help predicting the
owner before and after.
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6.6.1 Estimating Ball Candidates
Many objects have similar appearance as the ball. For example, human heads, moving body
part of the players, landmarks in the background, etc. The high speed motion of the ball also
causes the deformation of the ball image. To estimate possible locations of the ball, a six stage
algorithm is presented:
1. First, since the video is captured using fixed cameras, non-interested regions and back-
ground can be removed.
2. Next, based on the observation that the ball’s colour is nearly dark orange, pixels with
similar colour are extracted. A color distribution of the ball in both RGB and HSV space
is learnt.
3. Next, morphological operation is used to eliminate noises.
4. A region growing algorithm is the applied to connect pixels into regions and smooth the
boundaries.
5. After that, a set of constrains is applied to select correct regions including the size of the
object, the ratio of length and width of the object’s minimal bounding rectangle (MBR),
the area ratio of the object and its MBR. In order to adapt to various ball appearances, the
thresholds are set as loosely as possible to ensure that the true ball region is included in.
6. Finally, the hough circle transform is applied to detect round objects. If a candidate is
detected as a circle, its confidence will be increased.
A visualisation of this pipeline is shown in Fig. 6.12. To test the performance of the ball
detector, 3796 frames of images are randomly extracted where the ball is visible. Even though
it was visible, there were examples where the frames where partially occluded or had a similar
color to the background. Two color spaces are tested which are RGB and HSV, with the RGB
working best. The performance is reported in Table 6.5.
6.6.2 Player Region Removal
After the ball detection, the detector often mis-detects human head as a ball. To tackle the
problem, player regions are removed from the ball detections. Motion history images are used
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(a) (b)
Figure 6.11: Images show (a) Ball patches, (b) HOG feature of a ball patch
.
(a) (b) (c) (d)
Figure 6.12: Images depicted each stage of our ball detector: (a) input image, (b) output
after eigen-background segmentation, (c) output after color filtering, (d) output after region
constraints and Hough transform
.
to estimate regions of players. Since the motion of a ball is much smaller than human. Regions
larger than a threshold are removed. If a ball candidate is very close to a player region, its
confidence will also be reduced. An example of motion history image is shown in Fig. 6.14. In
the figure, pink regions are predicted player motions and red regions are predicted ball motions.
As can be seen in the figure, most player regions can be eliminated.
6.6.3 Segmentation
To segment long trajectories, a 3D projectile model [73] is fit into ball detections across n
frames. Depending on how many detections can be fit into the model, the system will decide if
a pass or shot is detected. This threshold is set to 10 in the experiments. To test its performance,
Detector Hit Rate Avg False Alarm
HSV 1802/3796 (49.56%) 4.93/frame
RGB 2435/3796 (64.15%) 2.83/frame
Table 6.5: Performance of the various color spaces for ball detection.
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(a) (b) (c)
Figure 6.13: Examples where the ball is visible and occluded (both fully and partial): (a) In the
far corner the resolution is low, and the background is of a similar color to the ball, (b) The ball
is occluded by the player, (c) A pass is clearly visible.
Figure 6.14: An example of a motion history image across 10 frames. Pink regions are player
motions and red regions are ball motions.
206 long passes are annotated in the data set. Each pass has at least 10 frames in the air. The
proposed algorithm is able to detect 157 of them (76.21% hit rate). The performance of the
system after adding ball evidences are reported in Table 6.6. Examples from the fixed cameras
are shown in Fig. 6.13, while Fig. 6.15, shows an example of the result of our tracking system
based on each component.
6.7 Prediction using Noisy Player Detections
Although player tracking approaches have improved drastically recently, current vision-based
systems still can not provide one hundred percent tracking accuracy. To make predictions
in noisy environment, first a state-of-the-art player detection system is employed which can
provide detections with a frame latency [63]. In addition to providing player detection location
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ground truth ball trj unary only
unary + pairwise unary + pairwise + ball evidence
recovered: 43.94%
recovered: 53.98% recovered: 71.97%
Figure 6.15: An example of detected ball trajectory at each stage of our system.
Method Percentage Accuracy
Without Ball Evidence 55.98%
With Ball Evidence 71.33%
Table 6.6: Ball prediction rates with and without ball evidence.
at each frame, it also segments the players into three categories: i) team-A, ii) team-B and
iii) referees. Given these noisy detections, the goal was to see if it is possible to predict the
ball owner using both the noisy player detections, as well as the image-based ball detections.
In terms of representation, this is problematic as there are varying number of detections per
frame. For example, in one frame there may have 4 detections of one team (3 correct and 1
false accept), and 7 detections for another team (4 correct and 1 missed and 2 false accepts).
A normalised occupancy map can handle this issue, but another approach is learn the map-
ping between the noisy detections to the fixed aligned matrix representation. To do this, an
additional step of preprocessing needs to be performed. This preprocessing step is described
via Fig. 6.16. In this example, the player detector has detected six candidates for the team
of interest (blue team). The goal is to assign role labels to these detections. Each role can
only be assigned to one detection but each detection may be assigned to a role or a false
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Figure 6.16: (Left) An example of the input and the output for the role assignment system.
(Right) Cost matrix at each frame.
alarm. Given k detections in a frame, the goal is to assign a label r to each detection, where
r 2 {role1, role2, role3, role4, role5, false-alarm}. At each frame, a cost matrix C of k + 5
by 5+k is constructed (Fig. 6.16(right)). The first k rows correspond to k detections in a frame.
The first 5 columns correspond to five roles. Additional k columns are included in the matrix.
Therefore, each detection can be assigned to a false alarm. Similarly, 5 additional rows are
included in the matrix to ensure each role can be assigned to a miss detection. The right bottom
of the matrix is ignored since it is not important whether a miss detection can be assigned to a
false alarm. The cost of assigning a particular label to a detection is computed by evaluating its
position on the distribution of each role (Fig. 3) and false alarm, which are learnt using clean
data. The Hungarian algorithm is then employed for the assignment [107] based on the minimal
cost.
This is similar to the approach used with the clean data, with the only difference being the
inclusion of the modelling the false-alarms (Fig. 6.17(left)). While employing this approach
gives 100% recall, the precision rate does degrade (Fig. 6.17(right)). In terms of assigning
the correct role, a rate of 72.8% is achieved. Essentially, this removes the false-alarms but
does leave a number of missed detections, or in terms of the fixed aligned matrix, missing
entries. To predict the missing detections, a collaborative filtering approach is employed, where
the closest examples is found based on revealed positions of the other offensive and defensive
players. As the representation is low-rank, this basically takes the form of a nearest-neighbor
regression. This approach can be seen as cleaning up noisy detections, and the benefit of
using this approach, is that appearance based features are not required to extract the identity
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false alarm
Prec(%) Recall(%)
Before 82.1 59.8
After 73.4 100.0
Figure 6.17: (Left) Probability distribution of false alarms, (Right) Precision-recall
performance before and after our method.
of players to maintain the feature correspondence. Instead, layers can be ordered by their roles
which solely based on their spatial locations. In terms of predicting the ball location using this
approach, a rate of 39.6% is achieved, compared to the occupancy map of 35.9%.
6.7.1 Combining Noisy Player and Ball Detections
After combining both the noisy player detections and the ball detector, the performance is
boosted to 44.9%. To show the improvement, two baseline methods are compared: i) a state-of-
the-art object tracker of Zhang et al., [46] and ii) Ball Occupancy Map representation of Wang
et al. [77]. The results are shown in Fig. 6.18. The performance is reported using a tracking
accuracy curve which plots the detection accuracy (number of true positives/total number of
frames) against an error threshold. A true positive is defined by checking if the detection
error is within a distance threshold. The proposed method outperforms these approaches. The
performance using the clean data is also reported in the figure.
6.8 Summary
In this chapter, a method to predict adversarial behaviour in a multi-agent environment is
presented. The particular problem is to predict the owner of the ball using spatial and motion
patterns of players in a basketball game. This thesis first presents a method which formulates
the problem into a global cost function using a CRF framework. It then shows the method
of learning both unary and pairwise potentials inside the CRF framework. Various feature
representations are also proposed to capture the characteristics of group behaviour in basketball.
Additionally, a method is proposed to predict the owner of the ball in a noisy environment.
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Figure 6.18: Comparing ball tracking performance against state-of-the-art methods.
The method incorporates both noisy ball detections and noisy player detections into a CRF
framework to make predictions. When the ball is clearly visible, such as in long passes or
shots, output from the ball detector can be used to help predict the ball owner before and after.
When the ball is not visible, the owner is predicted based on player motion paths. This chapter
also presents a method to clean player detections. First, strong candidates are identified and
false alarms are removed from the detection. Miss detected players are then sampled from the
training data, based on spatial relationships between players. Evaluation results show improved
performance over state-of-the-art ball tracking algorithms.
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Chapter 7
Predicting Single and Multi-Agent Behaviour using
Augmented Hidden Conditional Random Field
7.1 Introduction
In highly dynamic and adversarial domains such as sports, short-term predictions are made by
incorporating both local immediate as well as global situational information. Popular methods
such as hidden Markov models (HMMs), dynamic Bayesian networks (DBNs), linear-chain
Conditional Random Field (LCRF) obey the Markov assumption where the future state depends
only upon the present state. For forecasting complex events, more temporal information is
required. Higher-order models such as Hidden Conditional Random Field (HCRF) have been
used to good effect as capture the long-term, high-level semantics of the signal. However,
as the prediction is based solely on the hidden layer, fine-grained local information is not
incorporated which reduces its predictive capability. In this chapter, a novel graphic model,
“augmented-Hidden Conditional Random Field” (a-HCRF), is proposed which incorporates
the local observation within the HCRF which boosts it forecasting performance. Given an
enormous amount of tracking data from vision-based systems, the experimental results show
the proposed approach outperforms current state-of-the-art methods in forecasting short-term
events in both soccer and tennis.
The prediction problem this chapter focuses is still the same as before (See Fig. 7.1), where
given observations from the past n seconds, the goal is to forecast/predict a future event. The
event can vary from predicting the next ball owner in soccer (a), or predicting the location of
the next shot in tennis (b). Even though the variance in decisions that can be made is extremely
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112
CHAPTER 7. PREDICTING SINGLE AND MULTI-AGENT BEHAVIOUR USING
AUGMENTED HIDDEN CONDITIONAL RANDOM FIELD
high, the number of feasible decisions can be greatly truncated by using recent contextual cues.
For example in tennis, when the opponent is out of position, there is a high probability that a
player will hit the ball to the open side of the court in order to win the point. The goal of this
paper is to incorporate these factors into a statistical model to accurately predict these events.
Popular methods such as hidden Markov models (HMMs), dynamic Bayesian networks
(DBNs), linear-chain Conditional Random Field (LCRF) obey the Markov assumption where
the future state depends only upon the present state. However for complex systems where
more temporal information is required, higher order models such as the HCRF (Hidden Con-
ditional Random Field) [113] have been used to good effect. These models are effective as
they decompose the input signal into a series of semantically meaningful sub-states which are
hidden. However, the issue with such approaches is that the final prediction is based solely on
the hidden-layer, meaning that no features directly influence the prediction.
In this chapter, an augmentation to HCRF is proposed which is named as augmented-Hidden
Conditional Random Field (a-HCRF). By making the final prediction contingent on directly
the hidden-layer as well as the observation, prediction performance can be improved. This
modification allows the model to not only capture a coarse summarisation of what has happen
so far through the hidden layer but also include fine-grained information of the current situation
via the features. The advantages of using this configuration rather than the original HCRF
or other models (e.g., DBNs, LCRF) are demonstrated by the model learning and evaluation.
Experimental results show that the proposed model outperforms current state-of-the-art models
in forecasting events short-term events both in soccer and tennis.
Figure 7.1: In this chapter, a-HCRFmethod is proposed to: (left) predict the next pass in soccer,
and (right) predict the location of the next shot in tennis.
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7.2 Augmented Hidden Conditional Random Field
Given a period of past observations of an event, the goal of this chapter is to forecast or predict
what is going to happen in the short-term future (i.e., in the next 1 to 10 seconds). This research
does not assume past states of an event are given and only observations are available. Before
describing the method, various existing models will be compared and contrasted to explain the
motivation of a-HCRF model.
7.2.1 Modelling Approaches
Linear-Chain Models:
A popular way to perform prediction is to employ a HMMs or DBNs. In these models, a
label of the future is dependent on its previous state as well as its observation. However, two
assumptions are made here. First, it assumes each state yi is independent of all its ancestors
y1, y2, ..., , yi 2 given its previous state yi 1 which is the Markov assumption. Secondly, to
ensure the computational tractability, Bayesian models assumes features are independent. A
linear conditional random field (LCRF) [114] relaxes this assumption by directly modelling the
conditional distributions. However, for more complex tasks like predicting future behaviours in
sport the Markovian assumption maybe limiting.
Higher-Order Models:
Higher-order models, as the name suggest incorporates more than one previous state which
means that the future label, yi can depend on any number of its ancestors y1, y2, ..., yi 1. A
popular example of a higher-order model is a higher-order CRF. Such models predict a sequence
of labels - instead of making a single prediction (e.g., Figure 7.2(Left)). A hidden Conditional
Random Field (HCRF) can circumvent this problem by making past states hidden. It only
optimises one label and it is a high order CRF. The idea is that it summarises a temporal signal
into a sequence of hidden sub-states and use these sub-states to predict the sequence label. The
drawback, however, is that the prediction of y is solely based on the hidden layer. No features
can directly influence y (Figure 7.2(Middle)).
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Figure 7.2: (Left) Example of a higher order CRF. Output is a sequence. (Middle) Depiction of
a hidden CRF (HCRF) where the sequence label y only depends on hidden states. (Right) The
proposed a-HCRF, where xi is a past observation from ti   w to ti, w is a feature window, hi
is a historical state at ti, y is the prediction in the future. x is a global feature describes current
game/player status. xi is used for providing evidence for hi. x is used for predicting the future
event.
Augmented-Hidden Conditional Random Field (a-HCRF):
In a-HCRF, the original HCRF is modified by directly connecting the observation to y (Fig-
ure 7.2(Right)). This way, the model can not only capture fine grained information of the
current situation via the top feature layer x, but also incorporate a coarse summarisation of
what has happen so far (the context of the game) through the hidden layer h. This modification
is important since present information could be a strong cue for a future event. Here xi is a
feature extracted from ti w to ti to provide evidence for past state hi. w is the feature window.
x are features for predicting y. For example, x can be features which indicate the current game
phase, player positions, player fatigue factor or any features which are predictive of the future
event.
7.2.2 Formulation
The formulation of the a-HCRF is similar to the HCRF [113] with the key difference being the
potential function. Given a set of observations X = {x0,x1, . . . ,xm}, the goal is to learn a
mapping to class labels y 2 Y . Each local observation xj is represented by a feature vector
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 (xj) 2 <d. The posterior of a-HCRF is given by the following form,
P (y|x, ✓) =
X
h
P (y,h|x, ✓) =
P
h e
 (y,h,x;✓)P
y02Y,h2Hm e (y
0,h,x;✓).
(7.1)
Each y is a member of a set Y of possible labels. For prediction, y refers to the label of a future
event. The layer h = {h1, h2, ..., hm}, where each hi 2 H is a historical state of an event at
time ti. The term, ✓ is a set of parameters describing the feature functions. If the historical
states are observed, then x will not influence h. Therefore, this model can be simplified to just
the top layer.
The potential function,  (y,h,x; ✓) measures the compatibility between a label, a set of
observations and a configuration of the historical states,
 (y,h,x; ✓) =
nX
j=1
'(x, j,!) · ✓h[hj] +
nX
j=1
✓y[y, hj]
+
X
(j,k)2E
✓e[y, hj, hk]
+
'(x,!) · ✓p[y]
k
,
(7.2)
where n is the total number of historical states in the model, '(x, j,!) is a vector that can in-
clude any feature of the observation sequence for a specific time window !, (i.e., each historical
state can include features from t  ! to t).
The parameter vector, ✓ can be represented as ✓ = [✓h ✓y ✓e ✓p]. In this thesis, the same
notation as [113] is used where ✓h[hj] is the parameters that correspond to state hj 2 H.
The function ✓y[y, hj] indicates the parameters that correspond to class y and state hj and
✓e[y, hj, hk] refers to parameters that between each edge hj and hi. Additionally, ✓p[y] defines
the parameters for y given the features over the past.
The dot product '(x, j,!) · ✓h[hj] measures the compatibility between the observation and
the state at time j, while the dot product between '(x,!) · ✓p[y] measures the compatibility
between the observation and the future event y. The total number of possible combinations of h
is k and dividing by k avoids adding this term multiple times. This last term is added to capture
the influence of features to a future event. Without it, a future event will only depend on past
states.
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7.2.3 Learning and Inference
Parameters can be learnt in many ways and use different objective functions. A common
objective is to maximise the likelihood from labelled training data. Using the same definition in
previous CRF work [115], the likelihood function is defined as follows
L(✓) =
nX
i=1
logP (yi|xi, ✓)  1
2 2
||✓||2, (7.3)
where n is the total number of training examples. The first term is the log-likelihood and the
second term refers to a Gaussian prior. Given a new input test sequence x, and trained parameter
✓⇤ the estimated label y⇤ can be obtained as
y* = argmax
y2Y
P (y|x,!, ✓⇤). (7.4)
In some situations, optimising the likelihood on the training set may not generalise well
to the test set. Alternatively, one can utilise a max margin criterion [116] or diverse M-
best solutions [117] to learn these parameters. Other objective functions may also be used
depending on the specific application (e.g., minimising the distance between predicted location
and estimated location). The maximum likelihood is used as the objective function in both of
the experiments in this thesis.
Since the edge E in the model is a chain type edge, exact methods for inference and
parameter estimation are available. Gradient Ascent is used for each step of the tempered
maximum likelihood learning. For labeling in test sequences, Maximum a Posteriori (MAP)
inference is carried out using Belief Propagation.
7.3 Predicting Future Ball Location in Soccer
Given player tracking data over the past n seconds, the goal is to predict the owner of the ball
in the future. Having the ability to predict the future ball owner has many foreseeable benefits
across automatic sports broadcasting as well as improving real time ball tracking performance.
This is a relatively unexplored area due to the lack of available data. Most current works are
still centered on ball tracking. Recently, Wang et al. [77] formulated the ball tracking task in
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terms of deciding which player, if any, owns the ball at any given time.
7.3.1 Data
Spatiotemporal data has been used extensively in the visualisation and officiating of sports
action [118, 17, 2], but considerably fewer works [119, 120, 26] have used these large datasets
to perform predictive analysis. In this experiment, the (x, y) positions of both players and the
ball across 9 complete matches are ultilised (over 13 hours) from a top-tier soccer league. Meta
data such as the team label for each player, owner of the ball and event labels are also included.
The granularity of the data is at the centimeter level, and was sampled at 10 fps. In each of these
9 matches, the team of interest was flipped to left in order to normalise team features.
7.3.2 Model Representation
For this experiment, hi is a past state of the game at ti which is hidden, y is the owner in the
future, xi is the observation of hi. In each frame, we compute speed, position and moving
direction for each player. The top x include features of current game phase (i.e. defence, attack,
counter attack, corners, free kick), number of opponents currently near each player and team
formation. The pairwise potential between hi and hi+1 measures the transition of the game
states. The unary potential between hi and xi measures the compatibility between a particular
player and a set of features. Both potentials are automatically learned from data. A future owner
is influenced by game states over the past as well as features of the current situation. Features
extracted from each frame are illustrated in Figure 7.3 (Left).
Figure 7.3: (Left) In each frame, speed, position and moving direction are extracted for each
player. (Right) Model Representation for future ball owner prediction
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Figure 7.4: Examples of the prediction results from a-HCRF. Top: Examples of ball owner
prediction in soccer. Black trajectories indicate the past passing patterns over the last four time
steps, yellow circle shows the predicted ball owner while blue circle shows the ground truth.
Bottom: Examples of shot prediction in tennis, yellow is the true shot trajectory while red area
indicates the probability of the next shot location.
7.3.3 Experimental Setup
Given 9 matches of soccer data, it is first segmented into continuous plays and stoppages. This
research is only interested in predicting a future ball owner when the game is in the continuous
state. For training, the event label is given which indicates the current state of the game.
For testing, a random forest is employed to perform the segmentation. The idea is to break
a continuous match into 1 second chunks with 50% overlaps and assign labels to these chunks
based on player features (i.e., player speed, location, etc). This task can be achieved at an
average rate of 92.25% correct.
Once the segmentation is completed, frames identified as continuous plays are divided
equally for training and testing. Data for the team of interest and its oppositions are extracted
and two models are trained respectively. Four nodes are used for the bottom chain structured
CRF. Each node is two seconds later than the previous one. The historical state hi can take
one of eleven discrete values (i.e eleven players of this team). The future state y can take one
of twelve values (representing the eleven players of the team + one for a turn over event). A
prediction is made if the same team keeps the ball in the past eight seconds. If there is a lot of
turn over in the past eight seconds, the prediction will be unreliable therefore it is not considered
in this research. When testing, since the data provides the team label for each player, which team
has the ball over the past eight seconds can be identitied directly from the data and therefore
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apply the correct model. If the team label is not given (raw videos), one can use color features
of player’s jersey or optical flow combined with the ball evidence to find out which team has
the ball over the last eight seconds.
To the best of the author’s knowledge, this is the first work on ball ownership prediction us-
ing spatiotemporal data. No existing work is available for comparison. In order to demonstrate
the advantage of a-HCRF, the result is compared with other models, namely Dynamic Bayesian
Networks (DBNs), a linear chain CRF (CRF), and a Hidden CRF (HCRF). Each model has
four past nodes and a future node. The last node (right most node) in DBNs or CRFs is the
future node and only past observations are given to that node. In HCRF, the sequence label is
the future node while hidden nodes are past states. Two versions of the proposed model are
created, a-HCRF-1 and a-HCRF-2. In a-HCRF-1, feature window is set ! as 1. That is, each
past state can take features from the previous 2 seconds. In a-HCRF-2, feature window ! is set
as 2. Thus, each state can take features from the last 4 seconds. Experiments are conducted to
answer three questions: i). Which model is the best? ii). How far in the future can the model
predict? iii). How many past features are required?
7.3.4 Experimental Result and Discussion
In order to answer the above questions, the prediction rate against the number of seconds
is plotted in the future ranging from 1 second to 10 seconds (at 10 fps) which is shown in
Figure 7.5. In the immediate future (i.e., 1 second), the same player is more likely to have
the ball which makes sense as the player needs time to control the ball and then execute their
next decision. The black triangle curve at the bottom in Figure 7.5 illustrates the result if the
model always assigns the previous owner as the future owner. Since the output can take one
of twelve values, the cyan curve at bottom indicates the result of random assignment which is
approximately 9%. When the future state is less than 2 seconds from the current time, the a-
HCRF-1, a-HCRF-2 and CRF models have similar performance. However after 2 seconds, the
a-HCRF-1 outperforms other methods. The a-HCRF-2 model is the second best method after 5
seconds. The HCRF model performs worse than DBNs, which is due to the model not utilising
any of the current features. Another thing to note is that at 9 seconds, there is a peak for all
three CRF methods. This is probably a sweet-spot in soccer where it is more predictable.
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Figure 7.5: Plot shows the ball owner prediction accuracy of different models against different
time frames in the future (10 fps). CRF and a-HCRF have similar performance within 2 seconds.
After 2 seconds, proposed a-HCRF outperforms all other models. The black triangle curve at
the bottom shows the result if the model always assigns the previous owner as the future owner.
7.4 Predicting Shot Location in Tennis
Given features of the past n shots in a rally in tennis, the goal here is to accurately predict the
location of the next shot. This task is much more challenging than the previous work of Wei
et.al. [7], where they predicted “what” type of shot (i.e. winner, error or continuation) but not
“where” which is a potentially infinitely larger output state space. This experiment has potential
value in high performance sport coaching.
7.4.1 Data
Using multiple fixed cameras, Hawk-Eye data captures the (x, y, z) positions of the ball over
time t [2]. Player court positions are recorded as the (x, y) positions of players on the court at 20
frames per second. For this research, an entire tournament of 2012 Australian Open Men’s draw
is used. This research specifically modelled the behaviour of Novak Djokovic at the tournament
as he had the most data (winner of the tournament).
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7.4.2 Model Representation
Left Top
Left Bot
Right Top
Right Bot
Outside
Outside
Outside
Outside
Figure 7.6: An example of our court quantisation scheme. Here quantisation level is 2. There
is 4 + 1 possible output locations for a future shot. (4 inner areas + outside)
Ideally, this research wants to predict the location of the shot at the most precise level (e.g.,
millimeter). However, as this essentially represents an infinite output state-space, this research
instead utilises a quantisation scheme to make the problem more tractable. In order to find
out the best quantisation scheme, different levels of quantisation are tested. The idea is to
divide the receiving player’s s side of the court into d areas where d = n2 + 1. Here n is the
quantisation level, n 2 {1, 2, 3, 4, 5, 6}. d is the number of areas under a particular quantisation
level. 1 is added to n2 because there is a catch-all area which captured all shots that fell outside
these d areas (an outside shot). For example, if the quantisation level is 3, then there will be
(32 + 1 = 10) possible output locations for an incoming shot (see Figure 7.6).
In this experiment, hi is a past state of the game at ti. y is the bounce location of the next
shot in the future. When n = 3, hi can take 1 of 9 values representing the 9 inner areas of the
court. (Previous shots can not be outside). yi can take 1 of 10 values. The pairwise potential
between hi and hi+1 measures the transition of the game. Features used in this experiment can
be found in Table 7.1.
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Table 7.1: Description of the shot variables used in this paper.
Feature Description
Speed Shot average speed
Angle Angle between shot & center line
Feet Player and opponent court
Location position when shot starts
Shot-Start Loc. Location where shot starts
Shot-End Loc. Location where shot impacts the court
No. of shots Total number of shots in the point
Opponent Local speed & direction of the opponent
Movement before the player strikes the ball
7.4.3 Experimental Setup
The data for Novak Djokovic is extracted from an entire tournament of Australia Open 2012
Hawk-eye data. There are in total 1916 points played by him and 3410 shots. This data is
divided equally for training and testing. The proposed model is tested with other models,
namely DBNs, CRF and HCRF. Each model has four past nodes (the last four shots in this
rally). Two versions of the proposed model are created, a-HCRF-1 and a-HCRF-2 corresponds
to different size of feature window !. Conditional decoding is used for all models to find the
optimum future label. Experiments are conducted to answer three questions: i). Which is the
best model? ii). How many quantisation level can be achieved while maintaining a reasonable
accuracy? iii). How many history features are required?
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Figure 7.7: (Left) Plot shows the prediction accuracy of each model against different detection
threshold at quantisation level 3. Proposed a-HCRF-2 (red curve) achieves the best result.
(Right) Plot shows the prediction accuracy of each model at different quantisation level. a-
HCRF-1 achieves the best performance before level 3. a-HCRF-2 slightly outperforms other
models after level 3.
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7.4.4 Experimental Result
First, the mean error (distance) between predicted location and actual location is calculated for
each method at each quantisation levels. The center of the predicted zone is used as the predicted
location. Each method is tested 10 times and the average result is reported. Except DBN, all
other models achieve the best result at quantisation level 3. a-HCRF-2 gives the best result of
1.68 meter mean error1. Next, the prediction rate against detection threshold is plotted for each
model at level 3 (See Figure 7.7 Left). The red curve (a-HCRF-2) achieves the best result which
indicates that features of two shots ago are still useful when predicting the next shot. Finally,
the prediction accuracy against different quantisation levels is plotted (See Figure 7.7 Right).
At level 1 (only two zones), a-HCRF-1 can predict whether a shot is inside or outside at 83%
accuracy.
7.5 Summary
In this chapter, a novel graphic model, augmented-Hidden Conditional Random Field (a-HCRF),
is proposed which adds another feature layer to an HCRF to allow more effective prediction of
a future event. The proposed model outperforms other models (CRF, HCRF, DBNs) across var-
ious spatiotemporal dataset for both ball ownership prediction in soccer and shot prediction in
tennis. Future research will investigate other model training methods such as max-margin [116]
or diverse M-best solutions. The application of this modelling approach on other domains will
also be explored such as surveillance as well as trying it on datasets of larger magnitudes (e.g.,
seasons worth of sports data).
1Each side of the tennis court is 11 meters wide and 11.9 meters long
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Chapter 8
Conclusions and Future Work
8.1 Summary of the Research
Over the past decade, vision-based tracking systems have been successfully deployed in most
professional sports. Despite the high-level of accuracy of the tracking systems and the sheer
volume of spatiotemporal data they generate, the use of this high quality data for quantitative
player performance analysis and prediction has been lacking. For example in tennis, tactical
and strategic analysis does exist (e.g. IBM’s Slamtracker [1]), but uses only coarse event
information (e.g. winners, aces, volleys, forced-errors, etc) and does generally not include
spatiotemporal information. The major bottleneck restricting specific fine-grain analysis and
prediction stems from i). poor representation, and ii) inadequate modelling of fine-grain be-
haviour. This thesis proposes a method which utilises both “style” and “context” features which
can circumvent both these issues.
In this thesis, a set of methods and for modelling and predicting adversarial behaviour were
proposed. Both single agent environment (i.e. tennis) as well as multi-agent environments (i.e.
soccer, basketball) were considered. No other research has worked with this amount of tracking
data before, and a major contribution in this thesis was the development of an algorithm which
captures the “style” of a player, which can be seen as a latent factor model. To achieve the best
performance in predicting adversarial behaviour, the specific interaction between the player and
the opponent need to be modelled. However, as there is insufficient data to do this adequately,
the “style” feature provides a way to draw data from players/situations with similar behaviour
which enables better prediction. Another benefit of the approach, is that it is interpretable which
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enables these approaches to be visualised and employed by domain experts.
The techniques and representations developed in this thesis were evaluated on tennis, bas-
ketball and soccer datasets. In tennis, the style feature were learnt by clustering ball trajectories
and then utilising a discriminate dictionary learning approach using K-SVD. The more complex
multi-agent adversarial domain was then explored. The key contribution of this work, is the use
of “aligning” the trajectories of agents to a template. Not only does this enabled the visualisation
of the team structure, it also enabled better short-term prediction. Tasks such as ball and player
detection and tracking were greatly improved by such an approach.
The specific contributions of this thesis can be summarised as:
• Various feature representations are proposed and evaluated in Chapter 3 for predicting
adversarial behaviour in single agent environment. A Gaussian Mixture Model (GMM)
based adaptation technique is proposed in this chapter to deal with the problem of insuf-
ficient data. The proposed method first trains a global model which uses all data from
the player. It then adapts the parameters of the global model to specific opponent which
captures the “style” of specific opponent to improve prediction.
• A more robust algorithm is proposed to capture the “style” descriptor in single agent
environment in Chapter 4 via dictionary learning. The algorithm first learns a discrimi-
native dictionary by clustering trajectory data. The style of a player is then represented
as the frequency of dictionary elements. Context features are also extracted and included
into the classifier. After adding both style and context priors, the experimental results
show improving performance. In this chapter, several dictionary learning methods are
presented and evaluated. A set of dominance features are also proposed.
• A method to visualise and compare player styles is shown in Chapter 4.
• A method to analyze a player’s most likely serve pattern under different match contexts
is proposed in Chapter 4. This chapter shows that an “assistive tool” can be created for
coaches and players when they are planning to play against an upcoming opponent. In
future work, more clustering methods will be explored such as agglomerative or graph
method.
• In Chapter 5, a method to discover team style and behaviour in soccer is presented using
a role representation. By aligning multi-agent trajectories in addition to a spatiotemporal
8.2. FUTURE WORK 127
bilinear basis model, a compact representation can be formed, plays of a team can then be
clustered which can describe their most likely styles or motion patterns associated with a
particular event (such as shots, corners, free-kicks).
• In Chapter 6, an algorithm which captures style and context descriptors in multi agent
environment is proposed within the framework of a Conditional Random Field (CRF).
Additionally, a method to predict ball ownership in basketball is proposed which shows
improved performance over state-of-the-art algorithms.
• A technique to de-noise noisy tracking data using the role representation together with
a matrix completion model is developed and discussed in Chapter 6. The method first
detects false alarms in the tracking data. It then uses matrix completion to approximate
miss detections by “fill-in-the-gap” using other players positions and roles.
• In Chapter 7, a new graphical model (an Augmented Hidden Conditional Random Field)
is proposed for predicting adversarial behaviour. An aHCRF is capable of capturing long
term dependency between the future and the past states. It also includes a hidden layer
which incorporates the dynamics of games states into prediction. A list of state-of-the-art
models are evaluated and compared with the proposed aHCRF.
8.2 Future Work
This research represents some of the first work to exploit new and rich data from tracking
system. Novel methods for modelling player styles were proposed to improve predicting per-
formance of adversarial behaviour. However, this research was constrained to a selection of elite
players or teams in professional sports, but future work will demonstrate the scalability of the
methods with many more players and teams including not only elite players but also ordinary
players. Future work will also investigate other predictive models. Deep learning methods have
grown in popularity in recent years and currently achieve state-of-the-art performance in many
domains including speech recognition and visual object recognition. It would be interesting
to see how given more labelled training data, deep learning could be applied to discover player
styles, and improve prediction performance. In addition, other clustering methods such as graph
cut and spectral clustering could be explored for learning the shot dictionary.
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