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Abstract: In this note we prove the following law of the iterated logarithm for the Grenander
estimator of a monotone decreasing density: If f(t0) > 0, f ′(t0) < 0, and f ′ is continuous in a
neighborhood of t0, then
lim sup
n→∞
(
n
2 log logn
)1/3
(f̂n(t0)− f(t0)) =
∣∣f(t0)f ′(t0)/2∣∣1/3 2M
almost surely where
M ≡ sup
g∈G
Tg = (3/4)
1/3 and Tg ≡ argmax
u
{g(u)− u2};
here G is the two-sided Strassen limit set on R. The proof relies on laws of the iterated logarithm
for local empirical processes, Groeneboom’s switching relation, and properties of Strassen’s limit set
analogous to distributional properties of Brownian motion.
AMS 2000 subject classifications: Primary 60F15, 60F17; secondary 62E20, 62F12, 62G20.
Keywords and phrases: Grenander, monotone density, law of iterated logarithm, limit set, Strassen,
switching, strong invariance theorem, limsup, liminf, local empirical process.
1. Introduction: the MLE of a monotone density
Nonparametric estimation of a monotone density was first considered by Grenander [1956]. Suppose that
X1, . . . , Xn are i.i.d. with distribution function F on [0,∞) having a decreasing density f . Grenander showed
that the maximum likelihood estimator fˆn of f is the (left-) derivative of the least concave majorant of the
empirical distribution function Fn
f̂n = {left derivative of the least concave majorant of Fn}.
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Fig 1. Empirical distribution and Least concave majorant, n = 10
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Fig 2. Grenander Estimator and Exp(1) density, n = 10
The asymptotic distribution of fˆn(t0) at a fixed point t0 with f
′(t0) < 0 was obtained by Prakasa Rao
[1969], and given a somewhat different proof by Groeneboom [1985]. If f ′(t0) < 0 and f ′ is continuous in a
neighborhood of t0, then
n1/3(f̂n(t0)− f(t0))→d
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32Z, (1.1)
where
2Z = slope at 0 of the least concave majorant of W (t)− t2 (1.2)
d
= slope at 0 of the greatest convex minorant of W (t) + t2
d
= 2 argmin
t∈R
{W (t) + t2};
here {W (t) : t ∈ R} is a two-sided Brownian motion process starting at 0. In fact, the convergence in (1.1)
can be extended to weak convergence of the (local) Grenander process as follows. Let {Sa,b(t) : t ∈ R} denote
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the slope process corresponding to the least concave majorant of Xa,b(t) = aW (t) − bt2, with a =
√
f(t0)
and b = |f ′(t0)|/2. Then for fixed t0 with f ′(t0) < 0 and f ′ continuous in a neighborhood of t0,
n1/3(fˆn(t0 + n
−1/3t)− f(t0))⇒ Sa,b(t)
in the Skorokhod topology on D[−K,K] for every finite K > 0; see e.g. Groeneboom [1989], Kim and
Pollard [1990], and Huang and Zhang [1994]. Groeneboom [1989] gives a complete analytic characterization
of the limiting distribution Z and further, the distributional structure of the process S. The distribution
of Z = S(0)/2 has been studied numerically by Groeneboom and Wellner [2001] which relies heavily on
Groeneboom [1985] and Groeneboom [1989]. Balabdaoui and Wellner [2014] show that the distribution of
Z is log-concave. Note that there is an “invariance principle” involved here: the centered slope of the least
concave majorant of Fn converges weakly to a constant times the slope of the least concave majorant of
X(t) = W (t) − t2. We can regard the slope in this Gaussian limit problem, 2Z, as an “estimator” of the
slope of the line 2t in the Gaussian problem of “estimating” the “canonical” linear function 2t in “Gaussian
white noise” dW (t) since
dX(t) = 2tdt+ dW (t) .
2. A law of the iterated logarithm for the Grenander estimator
Our main goal is to prove the following Law of the Iterated Logarithm (LIL) for the Grenander estimator
corresponding to the limiting distribution result in (1.1).
Theorem 1. Suppose that f(t0) > 0, f
′
0(t0) < 0 with f
′ continuous in a neighborhood of t0. Then
lim sup
n→∞
n1/3(f̂n(t0)− f(t0))
(2 log log n)1/3
=
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32M
almost surely where
M ≡ sup
g∈G
argmax
t∈R
{g(t)− t2} =
(
3
4
)1/3
;
here G is the two-sided Strassen limit set on R given by
G =
{
g : R→ R ∣∣ g(t) = ∫ t
0
g˙(s)ds, t ∈ R,
∫ ∞
−∞
g˙2(s)ds ≤ 1
}
. (2.1)
Our proof of Theorem 1 will rely on functional laws of the iterated logarithm for the local empirical process
established by Mason [1988]; see also Deheuvels and Mason [1994], Einmahl and Mason [1998], Einmahl and
Mason [1997], and Mason [2004]. Along the way we will also prove several lemmas concerning the limit set
G.
Proof. We begin the proof of Theorem 1 with a switching argument. Let bn ≡ (n−12 log log n)1/3. Then we
want to find a number x0 such that
P (b−1n (f̂n(t0)− f(t0)) > x i.o.) =
{
0, if x > x0,
1, if x < x0.
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Now we let
ŝn(a) ≡ argmax
s
{Fn(s)− as}, a ≥ 0, (2.2)
and note that {f̂n(t0) > a} = {ŝn(a) > t0} by Groeneboom’s switching relation (see e.g. Groeneboom [1985],
van der Vaart and Wellner [1996] page 296, and Balabdaoui et al. [2011], Theorem 2.1, page 881). Thus the
event in the last display can be rewritten as{
f̂n(t0) > f(t0) + bnx i.o.
}
= {ŝn(f(t0) + bnx) > t0 i.o.} . (2.3)
But, by letting s = t0 + bnh in (2.2) we see that
ŝn(f(t0) + bnx)− t0 = bn argmax
h
{Fn(t0 + bnh)− (f(t0) + bnx)(t0 + bnh)},
and hence the right side of (2.3) can be rewritten as {ĥn > 0 i.o.} where
ĥn = argmax
h
{Fn(t0 + bnh)− (f(t0) + bnx)(t0 + bnh)}
= argmax
h
{
b−2n {Fn(t0 + bnh)− Fn(t0)− (F (t0 + bnh)− F (t0))}
+ b−2n {F (t0 + bnh)− F (t0)− f(t0)bnh} − xh
}
. (2.4)
The second term on the right side in the last display converges to f ′(t0)h2/2 as n→∞. The handle the first
term we appeal to (a slight extension of) Theorem 2 of Mason [1988]; see also Deheuvels and Mason [1994]
Theorem A and Theorem 1.1, pages 1620-1621: by considering h ∈ R and introducing the two-sided version
G of the Strassen limit set given in (2.1) much as in Wichura [1974], we see that the sequence of functions{
b−2n {Fn(t0 + bnh)− Fn(t0)− (F (t0 + bnh)− F (t0))} : h ∈ R
}
is almost surely relatively compact with limit set
{g(f(t0)·) : g ∈ G}
where G is given by (2.1).
This is most easily seen as follows: let Gn be the empirical d.f. of ξ1, . . . , ξn i.i.d. Uniform(0, 1). As
in Deheuvels and Mason [1994], with n−1kn ≡ bn so that kn = nbn = n2/3(2 log log n)1/3 ↗ ∞ and
n−1kn = bn ↘ 0, the processes
ξn(s)√
2 log log n
=
n1/2√
kn/n
{
Gn(F (t0 + n−1kns))−Gn(F (t0))− (F (t0 + n−1kns)− F (t0))
}
√
2 log log n
with s ≥ 0 are almost surely relatively compact with limit set K∞(c) ≡ {t 7→ g(ct) : g ∈ K∞} with c = f(t0).
Here we also note that
n1/2√
kn/n
√
2 log log n
=
n2/3
(2 log log n)2/3
= b−2n .
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Thus the processes involved in the argmax in (2.4) are almost surely relatively compact with limit set
{g(f(t0)h) + 2−1f ′(t0)h2 − xh : g ∈ G},
and by Lemma 1 below this set is equal to{
ag(h)− bh2 − xh : g ∈ G}
where a ≡ √f(t0), and b = |f ′(t0)|/2. Thus by Lemma 2 below, the set of limits for the argmax in (2.4)
equals {
(a/b)2/3 argmax
h
{g(h)− h2} − x/(2b) : g ∈ G
}
where (a
b
)2/3
=
( √
f(t0)
2−1|f ′(t0)|
)2/3
=
(
4f(t0)
|f ′(t0)|2
)1/3
.
Hence, with Tg = argmaxh{g(h)− h2},{
ĥn > 0 i.o.
}
a.s.
=
{(a
b
)2/3
sup
g∈G
Tg >
x
2b
}
=
{
2b
(a
b
)2/3
sup
g∈G
Tg > x
}
= ∅
if
x > x0 ≡ 2b
(a
b
)2/3
sup
g∈G
Tg =
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32 sup
g∈G
Tg.
It remains only to show that supg∈G Tg = (3/4)
1/3. This follows from Lemma 3 in Section 4 below.
Lemma 1. Let c > 0 and d ∈ R. Then
{t 7→ g(ct+ d)− g(d) : g ∈ G} = √cG.
Proof. If g ∈ G, then
g(ct+ d)− g(d) =
∫ ct+d
d
g˙(s)ds =
∫ ct
0
g˙(v + d)dv =
∫ t
0
g˙(cu+ d)cdu
=
√
c
∫ t
0
√
cg˙(cu+ d)du
=
√
cg˜(t)
where g˜ ∈ G since ∫ ∞
−∞
(
√
cg˙(cu+ d))2du =
∫ ∞
−∞
g˙2(w)dw ≤ 1.
This shows that the set of functions t 7→ g(ct + d) − g(d), g ∈ G, is contained in √cG. On the other
hand, any function g˜ ∈ G with derivative ˙˜g may be written as g˜(t) = ∫ √cg˙(cu + d)du with g˙ given by
g˙(s) ≡
√
c−1 ˙˜g(c−1s− c−1d) and satisfying ∫∞−∞ g˙(s)2ds = ∫∞−∞ ˙˜g(s)2ds ≤ 1.
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Lemma 2. Let α, β be positive constants and γ ∈ R. Then{
argmax
h
{αg(h)− βh2 − γh} : g ∈ G
}
=
{
(α/β)2/3 argmax
h
{g(h)− h2} − γ/(2β) : g ∈ G
}
. (2.5)
Proof. Note first that
Mg ≡ argmax
h
{
αg(h)− βh2 − γh}
= argmax
h
{
αg(h)− β(h+ γ/(2β))2}
= argmax
h
{
g(h)− (β/α)(h+ γ/(2β))2}
= argmax
v
{
g(v + d)− (β/α)v2}+ d
with d := −γ/(2β). Moreover, for any c > 0 and
g˜(u) ≡ c−1/2 (g(cu+ d)− g(d))
we may write
Mg = c argmax
u
{
g(cu+ d)− g(d)− (β/α)c2u2}+ d
= c argmax
u
{
c1/2g˜(u)− (β/α)c2u2
}
+ d
= c argmax
u
{
g˜(u)− (β/α)c3/2u2
}
+ d.
In case of c = (α/β)2/3 we obtain
Mg = (α/β)
2/3 argmax
u
{
g˜(u)− u2}− γ/(2β).
Now the claim follows from Lemma 1, because the set {g˜ : g ∈ G} equals G.
3. Some comparisons and connections
As noted in the introduction,
2Z d= slope at zero of the least concave majorant of W (t)− t2.
This suggests that with Tg = argmaxt{g(t)− t2} we have
{2 supTg : g ∈ G}
= sup{slope at 0 of the least concave majorant of g(t)− t2 : g ∈ G}.
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4. Proof for the variational problem
It is natural to conjecture that supg∈G Tg = (3/4)
1/3 ≈ 0.90856 . . .. This is motivated by the asymptotic
behavior of Chernoff’s density; see Groeneboom [1989], Corollary 3.4, page 94: since the density
fZ(z) ∼ 1
2Ai′(a1)
44/3z exp
(
−2
3
z3 + 31/3a1z
)
as z →∞, the tail probability P (Z > z) satisfies
P (Z > z) ∼ 1
2Ai′(a1)
44/3
1
z
exp
(
−2
3
z3
)
as z → ∞ where a1=˙ − 2.3381 is the largest zero of the Airy function Ai and Ai′(a1)=˙0.7022. Thus from
(1.1) we expect that
lim sup
n→∞
n1/3(f̂n(t0)− f(t0))
((3/2) log log n)1/3
=
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32,
or, equivalently,
lim sup
n→∞
n1/3(f̂n(t0)− f(t0))
(2 log log n)1/3
=
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32 · 1
21/3
·
(
3
2
)1/3
=
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32 · (3
4
)1/3
.
On the other hand the proof of Theorem 1 above leads to
lim sup
n→∞
n1/3(f̂n(t0)− f(t0))
(2 log log n)1/3
=
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32 ·M a.s.
where
M ≡ sup
g∈G
argmaxt∈R{g(t)− t2} ≡ sup
g∈G
Tg.
Thus we conjecture that M = (3/4)1/3.
Lemma 3. Let t0 > 0 be an arbitrary positive number and let g˙ ∈ L1([0, t0]) be an arbitrary function
satisfying ∫ t0
0
g˙(s)ds− t20 ≥
∫ t
0
g˙(s)ds− t2 for 0 ≤ t ≤ t0.
Then ∫ t0
0
g˙(u)2du ≥
∫ t0
0
(2u)2du =
4t30
3
.
Proof. Let g˙0(u) ≡ 2u. The claimed inequality is trivial if the integral on the left side is infinite, so we may
view g˙ and g˙0 as elements of the Hilbert space L2([0, t0]). Then the assumption on g˙ may be rewritten as
〈g˙ − g˙0, 1〉 ≥ 〈g˙ − g˙0, 1[0,t]〉 for 0 ≤ t ≤ t0.
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In other words,
〈g˙ − g˙0, 1(t,t0]〉 ≥ 0 for 0 ≤ t ≤ t0,
and this is equivalent to
〈g˙ − g˙0, f〉 ≥ 0
for all functions f in the closed convex cone K generated by the indicator functions 1(t,t0]. This is the set of
non-negative and non-decreasing functions on [0, t0]. In particular, g˙0 ∈ K, so
〈g˙ − g˙0, g˙0〉 ≥ 0.
Together with the Cauchy-Schwarz inequality we obtain
0 ≤ 〈g˙ − g˙0, g˙0〉 = 〈g˙, g˙0〉 − ‖g˙0‖2 ≤ ‖g˙‖‖g˙0‖ − ‖g˙0‖2,
so ‖g˙‖ ≥ ‖g˙0‖. This inequality is strict unless g˙ = λg˙0 for some λ ∈ R. In this special case the last display
reads 0 ≤ (λ− 1)‖g˙0‖2, so λ ≥ 1 and ‖g˙‖ = λ‖g˙0‖ with equality if, and only if, λ = 1 and g˙ = g˙0.
Example 1. If we take f(x) = e−x1[0,∞)(x) and t0 = log 2, then∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/3 · 2 = (2−3)1/3 · 2 = 1,
so the limit superior is just supg∈G Tg = (3/4)
1/3.
Example 2. If we take f(x) = (1 +x)−21[0,∞)(x), then −f ′(x) = 2(1 +x)−3 and hence with t0 = 1 we have
f(1) = 1/4 = −f ′(1). Then ∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/3 · 2 = (2−5/3) · 2 = 2−2/3,
so the limit superior is 2−2/3 supg∈G Tg = (3/16)
1/3.
Example 3. If we take f(x) = (
√
2− x)1[0,√2](x) and t0 =
√
2− 1, then f(t0) = 1, −f ′(t0) = 1, and∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/3 · 2 = (2−1/3) · 2 = 2+2/3,
so the limit superior is 2+2/3 supg∈G Tg = 2
2/3(3/4)1/3 = 31/3.
5. Some corollaries
Theorem 1 has a number of corollaries and consequences, since the argument in the proof applies to a number
of problems involving nonparametric estimation of a monotone function. Our first corollary, however, involves
estimation of the mixing distribution G in the mixture representation of a monotone density: that is,
f(x) =
∫ ∞
0
1
y
1[0,y)(x)dG(y) =
∫
{y>x}
1
y
dG(y), x ∈ (0,∞) (5.1)
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for some distribution function G on (0,∞). This fact apparently goes back at least to Schoenberg [1941]; see
the introduction of Williamson [1956], and Feller [1971], page 158. The relationship (5.1) implies that the
corresponding distribution function F is given by
F (x) =
∫ ∞
0
x
y
1[0,y)(x)dG(y) +
∫ ∞
0
1[y,∞)(x)dG(y)
= xf(x) +G(x) ,
and this can be “inverted” to yield
G(x) = F (x)− xf(x) . (5.2)
From Figure 3 we see that the function on the right side of (5.2) is non-negative and non-decreasing: the
shaded area gives exactly the difference F (x)− xf(x).
0.2 0.4 0.6 0.8 1 1.2 1.4
0.2
0.4
0.6
0.8
1
Fig 3. Graphical view of the inversion formula, monontone density
The identity (5.2) implies that the nonparametric maximum likelihood estimator of G is Ĝn given by
Ĝn(t) = F̂n(t)− tf̂n(t), for t ≥ 0
where F̂n(t) =
∫ t
0
f̂n(x)dx is the least concave majorant of Fn and the MLE of F assuming that f is monotone
(and hence F is concave). Thus for t0 > 0 we can write
n1/3(Ĝn(t0)−G(t0)) = n1/3(F̂n(t0)− F (t0))− t0n1/3(f̂n(t0)− f(t0))
From Marshall’s lemma Marshall [1970] and n1/2‖Fn−F‖∞ = Op(1) it follows that n1/3‖F̂n−F‖∞ = op(1).
Thus if t0 > 0 is a point at which the hypotheses of Theorem 1 hold, then the convergence in (1.1) implies
that
n1/3(Ĝn(t0)−G(t0))→d t0
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32Z, (5.3)
Similarly, from Marshall’s lemma Marshall [1970] and Chung’s law of the iterated logarithm for ‖Fn − F‖∞
(see e.g. Shorack and Wellner [1986], page 505), we know that with bn ≡ (2 log log n)1/2
lim sup
n→∞
n1/2‖F̂n − F‖∞/bn ≤ lim sup
n→∞
n1/2‖Fn − F‖∞/bn = 1/2 a.s..
It follows that if t0 > 0 is a point at which the hypotheses of Theorem 1 hold, then Theorem 1 yields a LIL
result for Ĝn(t0) as follows:
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Collorary 1. Suppose that f(t0) > 0 and f
′(t0) < 0 with f ′ continuous in a neighborhood of t0. Then
lim sup
n→∞
n1/3(Ĝn(t0)−G(t0))
(2 log log n)1/3
= t0
∣∣∣1
2
f(t0)f
′(t0)
∣∣∣1/32(3/4)1/3
almost surely.
6. A further problem
For the problem of estimating a convex decreasing density, Groeneboom, Jongbloed and Wellner [2001]
described the limiting distribution of the estimator (at a point under a natural curvature condition) in terms
of an “invelope” of two-sided integrated Brownian motion plus t4 which was characterized in Groeneboom,
Jongbloed and Wellner [2001]. The same distribution has appeared in other nonparametric convex function
estimation problems, for example for log-concave density estimation: see Balabdaoui, Rufibach and Wellner
[2009]. In spite of this description of the limiting distribution for the convex density case in terms of integrated
Brownian motion, almost nothing is known concerning a direct analytical description of the limit distribution
comparable to the results of Groeneboom [1985, 1989] for Chernoff’s distribution. (On the other hand, a
preliminary numerical investigation of the distribution is given by Azadbakhsh, Jankowski and Gao [2014].)
This leads to the following question: can some information concerning the constants involved in the
limiting distribution in the convex function case be obtained by establishing LIL results analogous to those
established here in the monotone case?
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