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Abstract
Let X be a d-dimensional Le´vy process with Le´vy triplet pΣ, ν, αq and d ě 2. Given the low
frequency observations pXtqt“1,...,n, the dependence structure of the jumps of X is estimated. The
Le´vy measure ν describes the average jump behavior in a time unit. Thus, the aim is to estimate the
dependence structure of ν by estimating the Le´vy copula C of ν, cf. Kallsen and Tankov [7].
We use the low frequency techniques presented in a one dimensional setting in Neumann and
Reiß [11] and Nickl and Reiß [12] to construct a Le´vy copula estimator pCn based on the above n
observations. In doing so we prove pCn Ñ C, nÑ8
uniformly on compact sets bounded away from zero with the convergence rate
?
log n. This conver-
gence holds under quite general assumptions, which also include Le´vy triplets with Σ ‰ 0 and ν of
arbitrary Blumenthal-Getoor index 0 ď β ď 2. Note that in a low frequency observation scheme, it
is statistically difficult to distinguish between infinitely many small jumps and a Brownian motion
part. Hence, the rather slow convergence rate
?
log n is not surprising.
In the complementary case of a compound Poisson process (CPP), an estimator pCn for the copula
C of the jump distribution of the CPP is constructed under the same observation scheme. This copula
C is the analogue to the Le´vy copula C in the finite jump activity case, i.e. the CPP case. Here we
establish pCn Ñ C, nÑ8
with the convergence rate
?
n uniformly on compact sets bounded away from zero.
Both convergence rates are optimal in the sense of Neumann and Reiß [11].
Keywords: statistical inference for jumps, multidimensional Le´vy processes, Le´vy measure, Le´vy
copula, copula, low-frequency data
MSC 2010 Classification: 60G51, 62G20, 62H12
1 Introduction
In this paper, we analyze the dependence structure of jumps in a multidimensional Le´vy process. This
Le´vy process is discretely observed in a low frequency scheme. To be more precise, let pXtqtě0 be a
d-dimensional Le´vy process on a probability space pΩ,F , PΣ,ν,αq with the Le´vy triplet pΣ, ν, αq. Based
on the equidistant observations pXtpωqqt“1,2,...,n for a given realization ω P Ω, we intend to estimate the
dependence structure of the jumps between the coordinates of X . Hence, we have a statistical problem.
Next, a rigorous formulation of what is meant by this dependence structure is given:
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1.1 The concept of a Le´vy Copula
First, we state a well-known concept proposed by Sklar [18]. In this context, see also the monograph of
Nelsen [10]. Given d random variables Y1, . . . , Yd : prΩ, rF , rP q Ñ pR,Bq, a well-known concept to describe
the dependence structure within pY1, . . . , Ydq is provided by its copula CY1,...,Yd . This is a d dimensional
distribution function with uniform margins, such that we have
rP pY1 ď y1, . . . Yd ď ydq “ CY1,...,Ydp rP pY1 ď y1q, . . . , rP pYd ď ydqq, y1, . . . yd P R.
Thus, a copula provides in a certain sense the additional information that is needed to obtain the vector
distribution from the marginal distributions. However, in this paper, we deal with a stochastic process
X : R` ˆ ΩÑ Rd, R` def“ r0,8q
and not with only finite many real valued random variables. Generally, it is problematic to determine
the meaning of the dependence structure of X or even the dependence structure between the coordinates
of the jumps of X . Nevertheless, in the case of a Le´vy process X , a natural approach is given by Kallsen
and Tankov [7] which uses the fact that X is characterized by its Le´vy triplet pΣ, ν, αq. Here, ν describes
the jumps of X in the sense that
νpAq “ E|tt P r0, 1s : ∆Xt P Au|, A P BpRdq,
cf. Sato [16][Theorem 19.2]. Here, we suppose as usual that X has ca`dla`g paths and
∆Xtpωq def“ Xtpωq ´Xt´pωq def“ Xtpωq ´ lim
sÒt, săt
Xspωq, ω P Ω.
With the jump structure of X , we mean the dependence structure of ν. Observe the problem that ν is
in general not a probability measure, so that the copula concept cannot be applied to ν. However, it is
at least known that ż
Rd
|x|2 ^ 1 νpdxq ă 8
holds which implies νpAq ă 8 for all A P BpRdq with 0 R A. Thus, 0 P Rd is the only possible singular
point. Based on these facts, Kallsen and Tankov [7] introduced the concept of Le´vy-copulas. Compare
particularly Definition 2.1 - 3.4 and Theorem 3.6 in [7] for the general definition of a Le´vy copula and
the statement of Sklars theorem for Le´vy copulas. Our future assumptions in this paper are going to
ensure that the Le´vy copula C has always the special shape
Cpu, vq “
#
UpU´11 puq, U´12 pvqq, u, v ą 0,
0, u ď 0 or v ď 0 (1)
where
Upx, yq def“ νprx,8q ˆ ry,8qq, U1pxq def“ νprx,8q ˆR`q, U2pyq def“ νpR` ˆ ry,8qq, x, y P R`.
At this point we can specify the aim of this paper: Our Aim is to construct and investigate an estimator
for the Le´vy copula of ν based on low frequency observations. The only existing reference in this context
is, to our best knowledge, the unpublished paper of Schicks [17]. This paper, however, only deals with the
compound Poisson process case by means of the deconvolution techniques in Buchmann, Gru¨bel [2]. Note
that also Bu¨cher, Vetter [3] and Laeven [9] and Krajina, Laeven [8] have published relevant information
close to this subject. Nevertheless, all their approaches work with the following high frequency observation
scheme:
pXtqt“∆n,2∆n,...,n∆n , ∆n Ñ 0, n∆n Ñ8
which results in a completely different analysis than our low frequency observation scheme. Our approach
is mostly motivated by Neumann, Reiß [11] and Nickl, Reiß [12] which provide the required low frequency
techniques for our needs.
2
1.2 Organization of this paper
In Section 2, we state an estimator pνn for the Le´vy measure ν, which is based on the low frequency
observations pXtqt“1,2,...,n. Our assumptions in this section imply that the second moment of ppνnq and
ν exist, i.e. ż
Rd
|x|2 νpdxq ă 8,
ż
Rd
|x|2 pνnpωqpdxq ă 8, n P N, ω P Ω.
We prove in Theorem 2.4 the weak convergence of Borel measures
|x|2pνnpdxq wÑ|x|2νpdxq, nÑ8.
This means that we have PΣ,ν,α-a.s. the convergenceż
Rd
fpxq|x|2 pνnpdxq Ñ ż
Rd
fpxq|x|2 νpdxq, nÑ8
for all bounded, continuous functions f , i.e. f P CbpRdq. Our prove works only under the assumption
Σ “ 0, i.e. with vanishing Brownian motion part. This is due to the fact that it is statistically hard
to distinguish between the small jumps of infinite activity and the Brownian motion part. This issue is
stated more precisely in Lemma 2.1. Note that Neumann and Reiß [11] solve this problem in the one
dimensional case by estimating
νσpdxq def“ σ2δ0pdxq ` x2νpdxq, x P R, σ2 def“ Σ
instead of ν. As a result, the exponent of the characteristic function gets the shape
Ψνσ,αpuq “ iuα`
ż
R
eiux ´ 1´ iux
x2
νσpdxq, u P R,
assuming that the second moment of ν is finite, compare Section 4 in [11]. Unfortunately, such a transition
from ν to νσ does not work in the multidimensional case d ě 2. Nevertheless, we aim to estimate the
Le´vy copula of ν under assumptions that do not exclude the existence of a Brownian motion part, i.e.
Σ ‰ 0. Thus, we have to deal somehow with the small jumps of X .
This is described in Section 3. Here, everything is developed for the case d “ 2. This is only due to a
simpler notation of the anyway high technical approach. We first construct an estimator pNn based on the
same n equidistant observations as pνn, such that it holds under certain smoothness and decay conditions
on ν
sup
pa,bqPR
ηpa, bq
ˇˇˇ
νpra,8q ˆ rb,8qq ´ pNnpa, bqˇˇˇ “ OPΣ,ν,α ˆ plog lognq2?logn
˙
, nÑ8 (2)
with
R
def“ r0,8q2ztp0, 0qu, ηpa, bq def“ |pa, bq|2 ^ |pa, bq|4.
This is proven in Theorem 3.11. Note that the right hand side of (2) is independent of pa, bq P R. If
|pa, bq| Ñ 0, ηpa, bq — |pa, bq|4 Ñ 0 slows down the convergence speed in (2). Vice versa |pa, bq| Ñ 8
implies ηpa, bq — |pa, bq|2 Ñ 8 which accelerates the convergence speed. This way of treating the small
jumps is sufficient of getting satisfying results concerning the estimation of the Le´vy copula. Note that (2)
also yields estimations for νpra,8qˆR`q resp. νpR`ˆrb,8qq by setting a ą 0, b “ 0 resp. a “ 0, b ą 0.
Our assumptions in this section will ensure that the Le´vy copula of ν can be written in the form (1).
We are capable to estimate U,U1, U2 with the use of (2). Our intention is to create a plug-in estimator
for (1), i.e. we also need an estimator for U´1k , k “ 1, 2. This basically works by building the pseudo
inverse of the estimator of Uk. At this point, we again have to pay attention to the small jumps. This
inverting procedure is performed by Corollary 3.13 which is the stochastic counterpart of Proposition
3.12. This proposition contains the analysis needed for the inversion operation. Finally, Theorem 3.14
states that the resulting plug-in estimator pCn converges uniformly on compact sets bounded away from
zero with the convergence rate
?
logn, i.e.: It holds for two arbitrary and fixed numbers 0 ă a ă b ă 8
the asymptotic
sup
aďu,vďb
|Cpu, vq ´ pCnpu, vq| “ OPΣ,ν,α ˆ plog lognq9?logn
˙
. (3)
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The term plog lognq9 in (3) is not relevant in the sense that we have
plog lognq9
plog nqǫ Ñ 0, nÑ8
for all ǫ ą 0. Note that the convergence in (3) holds in a wide, non-pathologic class of Le´vy triplets
which contains Le´vy measures of every Blumenthal Getoor index 0 ď β ď 2, i.e. the test can separate
the small jumps from the Brownian motion part in a low frequency setting even in the case β “ 2.
This is proven in Corollary 3.6. Furthermore, observe that ra, bs Ď r0,8q2 in (3) is bounded away from
zero. However, we have to treat the small jumps tending to zero in order to estimate, for example, U´1k ,
k “ 1, 2, compare the proof of Theorem 3.14. Apart from that, our technical approach would easily yield
a similar treatment of ra, bs2 in the case a Ó 0, b Ò 8 as in (2). The respective η would then, however,
depend on U , i.e. on ν which is the unknown estimating entity. Hence, such convergence rates are not
statistically feasible and thus, we have not calculated them.
Finally, in Section 4, we apply the techniques developed in Section 3 to the compound Poisson process
(CPP) case. For simplicity we assume that the intensity Λ “ νpR2q is known. We propose an estimator pCn
for the copula C of the probability measure Λ´1ν, which is based on the same n low frequency observations
(t “ 1, 2, . . . , n). For this purpose, we show that everything developed in the previous Section 3 also works
in this case. Here, we obtain the better and natural convergence rate
?
n as expected. Namely, we show
in Theorem 4.7 that
sup
aďu,vďb
|Cpu, vq ´ pCnpu, vq| “ OPν,α ˆ plognq10?n
˙
, nÑ8
holds under certain assumptions in the CPP case.
Neumann and Reiß [11][Theorem 4.4] prove in a one dimensional setting that, in the case of a non-
vanishing Brownian motion part, a logarithmic convergence rate for estimating νσ is optimal. Further-
more,
?
n is the optimal rate in the CPP case. Hence, the convergence rates of our Le´vy copula estimators
can be considered to be optimal in the sense that the optimal rates in the one dimensional setting still
hold in the multidimensional setting and after an inversion operation.
1.3 Notations
In what follows we summarize some frequently used notations.
N “ t1, 2, . . .u Natural numbers
N0 “ NY t0u Natural numbers including zero
R` “ r0,8q Nonnegative real numbers
R˚ “ Rzt0u Real numbers without zero
R
˚
` “ R˚ XR` Positive real numbers
R “ R2`ztp0, 0qu First quadrant in R2 without the origin
z “ ℜpzq ` iℑpzq Real and imaginary part of a complex number z P C
|z|, |z|8 Euclidean norm and maximum norm of any z P C
R`pzq “ Rpzq _ 0 Positive real part of a complex number z P C
BpRdq Borel sets of Rd
Ck, CkpRdq Complex valued functions with k continuous partial derivatives
C Continuous complex valued functions
Cb Complex valued continuous, bounded functions
L1, L2 Function spaces of (quadratic) integrable functions
Ff resp. Fµ Fourier transform of a suitable function f resp. measure µ
λd d-dimensional Lebesgue measure
ga,bpx1, x2q “ 1ra,8qˆrb,8qpx1,x2qx4
1
`x4
2
Useful truncating function for our later needs,
px1, x2q P R2, pa, bq P R.
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Moreover, we will to use the abbreviations
CPP Compound Poisson process
BGi Blumenthal-Getoor index
ca`dla`g right continuous function with existing left limits
and write
f À g :ðñ DC ą 0 : fpxq ď Cgpxq, @x PM
for two functions f, g : M Ñ R` on any set M . Finally, recall for two families of random variables
pXnqnPN and pYnqnPN with P pXn “ 0q “ 0, n P N the notation
Yn “ OP pXnq :ðñ @δ ą 0 DK ą 0 : sup
nPN
P
ˆˇˇˇˇ
Yn
Xn
ˇˇˇˇ
ě K
˙
ď δ.
2 Some preliminary considerations
Let pXtqtě0 be a d-dimensional Le´vy process on a probability space pΩ,F , PΣ,ν,αq with the Le´vy triplet
pΣ, ν, αq. Based on the equidistant observations pXtpωqqt“1,2,...,n for some fixed path ω P Ω, we intend
to estimate the Le´vy triplet pΣ, ν, αq. First of all note that it is statistical not possible to distinguish
between the existence of a Brownian motion part and an accumulation of infinitely many jumps in a
uniform consistent way. This is explained by the following lemma which is a generalization of Remark
3.2 in Neumann, Reiß [11]. We give a detailed proof in order to get a starting point in this topic.
Lemma 2.1. Set d “ 1 and write σ “ Σ. Then we have
sup
σ,ν,α
Pσ,ν,α
ˆ
|pσ ´ σ| ě 1
2
˙
ě 1
2
where pσ is any real valued random variable. For example pσ can be any estimator based on the above low
frequency observations.
Proof. Denote with Pm, m ě 1 the 2 ´ 1m symmetric stable law, i.e. the law with the characteristic
function
ϕmpuq “ e´
|u|2´
1
m
2 .
As ϕm is Lebesgue integrable, Pm has the Lebesgue density
fmpxq “ 1
2π
ż
e´iuxϕmpuq du.
Now consider the total variation (TV) between Pm and P8
def“ Np0, 1q. Scheffe´’s Lemma yields
}Pm ´ P8}TV “ 1
2
ż
|fmpxq ´ f8pxq| dx. (4)
We have fm Ñ f8 pointwise because of
|fmpxq ´ f8pxq| ď
ż
|ϕmpuq ´ ϕ8puq| du
and the integrable L1pλ1q majorant
|ϕmpuq ´ ϕ8puq| ď 2e´
u2^|u|
2 , m P N.
This implies together with ż
fmpxq dx “
ż
f8pxq dx “ 1
5
and a theorem of Riesz, cf. [1][Theorem 15.4] that fm Ñ f8 in L1pλq, i.e. with (4)
}Pm ´ P8}TV Ñ 0, mÑ8.
Now consider the two sets
A0
def“
"
|pσ| ě 1
2
*
, A1
def“
"
|pσ ´ 1| ě 1
2
*
.
Fix ǫ ą 0 and choose m large enough, such that }Pm ´ P8}TV ă ǫ. Note that the Brownian part σ of
Pm is zero and the Brownian part of P8 is one. Assume that
Pm
ˆ
|pσ ´ σ| ě 1
2
˙
“ PmpA0q ă 1
2
.
Then we have P8pA0q ă 12 ` ǫ which yields because of A0 YA1 “ Ω
P8pA1q ` 1
2
` ǫ ą P8pA0q ` P8pA1q ě P8pA0 YA1q “ 1.
This results in
P8
ˆ
|pσ ´ σ| ě 1
2
˙
“ P8pA1q ě 1
2
´ ǫ.
The lemma is proven since ǫ ą 0 was chosen arbitrarily.
We denote by
pϕnpuq def“ 1
n
nÿ
t“1
ei〈u,Xt´Xt´1〉, u P Rd
the empirical characteristic function of the increments and write, furthermore,
ϕΣ,ν,αpuq def“ EΣ,ν,α
´
ei〈u,X1〉
¯
, u P Rd.
Next let w : Rd Ñ Rą0 denote a weight function which is specified later. For the following we only
require that w is bounded and vanishes at infinity. Define the weighted supremum
}ψ}L8pwq def“ sup
uPRd
twpuq|ψpuq|u
for mappings ψ : Rd Ñ C. The following proposition is needed in order to prove Theorem 2.4. This
theorem yields a consistent estimator pνn for the Le´vy measure ν as described in the introductory section.
Proposition 2.2. For every pΣ, ν, αq with EΣ,ν,α|X1|4 ă 8, there exists a PΣ,ν,α negligible set N , such
that ›››› BlBulk ppϕnpuq ´ ϕΣ,ν,αpuqq
››››
L8pwq
Ñ 0, nÑ8, l “ 0, 1, 2, 1 ď k ď d (5)
holds on N c.
Proof. Suppose for example k “ 1, l “ 2. Then (5) claims that
sup
uPRd
#
wpuq
ˇˇˇˇ
ˇ 1n
nÿ
t“1
pXt,1pωq ´Xt´1,1pωqq2ei〈u,Xtpωq´Xt´1pωq〉 ´ EΣ,ν,bX21,1ei〈u,X1〉
ˇˇˇˇ
ˇ
+
Ñ 0, nÑ8
holds for all ω P N c, where Xt,1 P R denotes the first component of Xt P Rd.
The proof can be done in two steps. The first one deals with the continuity of pϕn and ϕΣ,ν,α. Doing
so, we can replace Rd by a countable, unbounded set. Finally a second step makes use of the weight
function w in order to treat the unboundedness of the remaining countable set in the first step. We omit
a detailed proof since it can be done with straightforward techniques.
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Assumptions 2.3. The Le´vy triplet pΣ, ν, αq has a vanishing Brownian part and possesses a finite fourth
moment, i.e. ż
|x|4νpdxq ă 8, Σ “ 0.
The above Assumptions 2.3 are motivated by Lemma 2.1 and Proposition 2.2. Note that given the
Assumptions 2.3 we do not need a truncation function in the representation of the characteristic function
of the Le´vy process, i.e. we are going to use the representation
ϕν,αpuq “ exp
ˆ
i 〈u, α〉`
ż
Rd
pei〈u,x〉 ´ 1´ i 〈u, x〉q νpdxq
˙
. (6)
Define the following metric on C2pRdq :
dp2qpϕ1, ϕ2q def“ }ϕ1 ´ ϕ2}L8pwq `
dÿ
k“1
›››› BBuk pϕ1 ´ ϕ2q
››››
L8pwq
`
dÿ
k“1
›››› B2Bu2k pϕ1 ´ ϕ2q
››››
L8pwq
.
Let Assumptions 2.3 hold. Given the equidistant observations as described at the beginning of this
section, we introduce the minimum distance estimator ppνn, pαnq via
dp2qppϕn, ϕpνn,pαnq ď inf
ν,α
dp2qppϕn, ϕν,αq ` δn, n P N, ω P Ω (7)
for a given sequence δn Ó 0. This means that ppνn, pαnq are chosen in such a way that (7) and the
Assumptions 2.3 are fulfilled. This is exactly the multidimensional variant of (2.3) in Neumann, Reiß
[11].
However, note that the estimator pνn is not directly feasible because the infimum in (7) is taken over the
infinite set of all ν, α. This problem is solved in the next section by constructing and analyzing a more
subtle and feasible estimator.
Theorem 2.4. Let Assumptions 2.3 hold and let w be continuous and vanishing at infinity. Then we
have Pν,α-a.s. the weak convergence
|x|2pνnpdxq wÑ|x|2νpdxq.
Proof. Proposition 2.2 yields
dp2qpϕpνn,pαn , ϕν,αq ď dp2qpϕpνn,pαn , pϕnq ` dp2qppϕn, ϕν,αq
ď 2dp2qppϕn, ϕν,αq ` δn
Ñ 0, Pν,α-a.s. (8)
It follows for any compact K Ď Rdż
K
|ϕpνn,pαnpuq ´ ϕν,αpuq|λdpduq ď
ˆ
inf
uPK
wpuq
˙´1
λdpKq}ϕpνn,pαn ´ ϕν,α}L8pwq, ω P Ω. (9)
Note that
}ϕpνn,pαn ´ ϕν,α}L8pwq ď dp2qpϕpνn,pαn , ϕν,αq Ñ 0, Pν,α-a.s.
Fix any v “ pv1, . . . , vdq P Rd and define
Kn “ Knpωq def“ rv1, v1 ` ǫns ˆ . . .ˆ rvd, vd ` ǫns Ď Rd, n P N
for a sequence pǫnqn with ǫn Ó 0, which may depend on ω P Ω. Then we have because of the strict
positivity and continuity of w
C
def“ sup
nPN
ˆ
inf
uPKn
wpuq
˙´1
“
ˆ
inf
uPK1
wpuq
˙´1
ă 8.
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From (9), it follows that
1
ǫdn
ż
Kn
|ϕpνn,pαnpuq ´ ϕν,αpuq|λdpduq ď C}ϕpνn,pαn ´ ϕν,α}L8pwq Ñ 0, Pν,α-a.s. (10)
As u ÞÑ |ϕpνn,pαnpuq ´ ϕν,αpuq| is continuous, we can choose ǫn “ ǫnpωq small enough thatˇˇˇˇ
1
ǫdn
ż
Kn
|ϕpνn,pαnpuq ´ ϕν,αpuq|λdpduq ´ |ϕpνn,pαnpvq ´ ϕν,αpvq|
ˇˇˇˇ
ď 1
n
, ω P Ω.
This yields together with (10)
ϕpνn,pαnpvq Ñ ϕν,αpvq Pν,α-a.s.
and the negligible set is independent of v P Rd. As a result, Le´vy-Crame´r yields that we have Pν,α-a.s.
the weak convergence
PX1pνn,pαn wÑ PX1ν,α.
With (6), we haveż
Rd
|x|2 pνnpdxq “ dÿ
k“1
ˆBϕpνn,pαn
Buk p0q
˙2
´ B
2ϕpνn,pαn
Bu2k
p0q
Ñ
dÿ
k“1
ˆBϕν,α
Buk p0q
˙2
´ B
2ϕν,α
Bu2k
p0q “
ż
Rd
|x|2 νpdxq, Pν,α-a.s.
because of (8). It therefore suffices to prove the vague convergence, cf. Chung [4].
|x|2pνnpdxq vÑ|x|2νpdxq, Pν,α-a.s.
Let f : Rd Ñ R be a continuous function with compact support. It remains to verifyż
Rd
fpxq|x|2pνnpdxq Ñ ż
Rd
fpxq|x|2 νpdxq, Pν,α-a.s. (11)
For this purpose set
hǫprq def“
$’&’%
0, 0 ď r ă ǫ
2
2
ǫ
`
r ´ ǫ
2
˘
, ǫ
2
ď r ă ǫ
1, r ě ǫ
, r ě 0
and
gǫpxq def“ hǫp|x|q, x P Rd.
Fix any δ ą 0 and choose ǫ “ ǫpωq ą 0 small enough that
}f}8 sup
nPN
ż
t|x|ďǫu
|x|2 pνnpdxq ă δ, }f}8 ż
t|x|ďǫu
|x|2 νpdxq ă δ, Pν,α-a.s.
This is possible because of Sato [16] Theorem 8.7.(2) and our assumption Σ “ pΣn “ 0 on Ω. Based on
this, we obtainż
Rd
fpxqp1 ´ gǫpxqq|x|2pνnpdxq ă δ, ż
Rd
fpxqp1 ´ gǫpxqq|x|2 νpdxq ă δ, Pν,α-a.s. (12)
On the other hand, x ÞÑ fpxq|x|2gǫpxq, x P Rd is a bounded, continuous function which vanishes on a
neighborhood of zero. Thus, Sato [16][Theorem 8.7.(1)] yieldsż
Rd
fpxqgǫpxq|x|2pνnpdxq Ñ ż
Rd
fpxqgǫpxq|x|2 νpdxq, Pν,α-a.s.
Hence, together with (12), we obtain
lim sup
n
ˇˇˇˇż
Rd
fpxq|x|2pνnpdxq ´ ż
Rd
fpxq|x|2 νpdxq
ˇˇˇˇ
ď 2δ, Pν,α-a.s.
This proves (11) because δ ą 0 was chosen arbitrarily.
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Set Zt “ Xt ´Xt´1, t P N and define
Anpuq def“ n´ 12
nÿ
t“1
´
ei〈u,Zt〉 ´ E
´
ei〈u,Z1〉
¯¯
, u P Rd, n P N.
Next, we aim to establish a similar result as in Proposition 2.2 which will be useful for the next Section
3. The difference to the previous result is that we are not interested in a PΣ,ν,α-a.s. result, but in finding
an upper bound for the expectation values as stated in the next theorem. Furthermore, Anpuq is scaled
with n´
1
2 and not with n´1 as in Proposition 2.2. Therefore it is not surprising that we have to make
some further restrictions to the weight function w. To be more precise, we choose w as
wpuq “ plogpe` |u|qq´ 12´δ, u P Rd
for some fixed δ ą 0. This is the natural generalization to d dimensions of the weight function in [11].
The proof of the following theorem is postponed to the appendix.
Theorem 2.5. Let pΣ, ν, αq be a Le´vy triplet, such that E|X1|8`γ ă 8 holds for some γ ą 0. Then we
have
sup
ně1
EΣ,ν,α
›››› BlBulkAnpuq
››››
L8pwq
ă 8
for all 0 ď l ď 4 and 1 ď k ď d.
Further, define a C4pRdq metric
dpϕ1, ϕ2q def“ dp4qpϕ1, ϕ2q def“ `
4ÿ
j“1
dÿ
k“1
››››› BjBujk pϕ1 ´ ϕ2q
›››››
L8pwq
.
Then, as a direct consequence of Theorem 2.5, it holds the following statement:
Corollary 2.6. Let pΣ, ν, αq be a Le´vy triplet with E|X1|8`γ ă 8 for some γ ą 0. Then we have
EΣ,ν,αdppϕn, ϕΣ,ν,αq “ O ´n´ 12¯ , nÑ8.
3 Nonparametric low frequency Le´vy copula estimation
We denote with F the Fourier transform of a function or a finite measure. To be more precise, we set
for u P Rd
pFfqpuq def“
ż
Rd
ei〈u,x〉fpxqλdpdxq, f P L1pλdq
and
pFµqpuq def“
ż
Rd
ei〈u,x〉 µpdxq
where µ denotes a finite positive measure on the space pRd,BpRdqq.
As described in the introductory section, we aim to estimate the Le´vy measure ν in order to construct a
Le´vy copula estimator. Motivated by Nickl and Reiß [12], we do not estimate directly ν, but a smoothed
version of ν. The statistical estimation of this smoothed version is investigated in the proof of Theorem
3.11. An upper bound of the error which we make by using a smoothed version of ν instead of ν itself,
is calculated in Lemma 3.7.
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3.1 The Assumptions
We consider the convolution of ν with a Kernel K in order to get such a smoothed version of ν, cf.
Lemma 3.7. Such a Kernel, of course, has to fulfill some assumptions which are stated next:
Assumptions 3.1. Let K : R2 Ñ R` be a kernel function with the properties
(i) K P L1pR2q X L2pR2q, ş
R
Kpxqλ2pdxq “ 1
(ii) supppFKq Ď r´1, 1s2
(iii) u ÞÑ pFKqpuq is Lipschitz continuous.
It is natural to consider Le´vy processes in the Fourier space because of the Le´vy-Khintchine formula.
From this point of view, Assumption 3.1 (ii) is particularly useful because it provides compact support
for many important integrands we use.
Example 3.2. In the following example, we state a kernel function K which fulfills the Assumptions
3.1. Set for this purpose
K1 : R Ñ R`
x1 ÞÑ
$’&’%
2
π
ˆ
sinpx12 q
x1
˙2
, x1 ‰ 0
1
2π
, x1 “ 0
and
Kpxq def“ K1px1q ¨K1px2q, x “ px1, x2q P R2.
Since K1 is continuous and K1px1q “ Opx´21 q, |x1| Ñ 8, it follows K1 P L1pRq X L2pRq and therefore
K P L1pR2q X L2pR2q. A straightforward calculation yields
pFK1qpu1q “ p1 ´ |u1|q1p´1,1qpu1q, u1 P R.
This implies
pFKqpuq “ pFK1qpu1q ¨ pFK1qpu2q, u “ pu1, u2q P R2.
Note that K fulfills the desired conditions sinceż
R2
Kpxqλ2pxq “ pFKqp0q “ pFK1qp0q ¨ pFK1qp0q “ 1
and that we have for u, v P R2
|FKpuq ´ FKpvq| ď |FK1pu1qpFK1pu2q ´ FK1pv2qq| ` |FK1pv2qpFK1pu1q ´ FK1pv1qq|
ď |FK1pu2q ´ FK1pv2q| ` |FK1pu1q ´ FK1pv1q|
ď |u2 ´ v2| ` |u1 ´ v1|
ď
?
2|u´ v|.
Thus, the Assumptions 3.1 are fulfilled.
Next, set for h ą 0
Khpxq def“ h´2Kph´1xq “ ph´1K1ph´1x1qq ¨ ph´1K1ph´1x2qq, x P R2
and observe that standard results from Fourier analysis yield
pFKhqpuq “ pFKqphuq, u P R2.
Recall the notations
Upx, yq “ νprx,8q ˆ ry,8qq, U1pxq “ νprx,8q ˆR`q, U2pyq “ νpR` ˆ ry,8qq, x, y P R`
and
R “ R2`ztp0, 0qu, ga,bpxq def“
1
x41 ` x42
1ra,8qˆrb,8qpx1, x2q, pa, bq P R, x P R2.
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Assumptions 3.3. Next we state some assumptions concerning the Le´vy measure ν:
(i) ν
`
R2zr0,8q2˘ “ 0, i.e. only positive jumps,
(ii) Dγ ą 0 : ş |x|8`γ νpdxq ă 8, i.e. finite 8+γ-th moment,
(iii) Fppx41 ` x42qνqpuq À p1 ` |u1|q´1p1` |u2|q´1, u P R2,
(iv) Uk : p0,8q Ñ p0,8q is a C1-bijection with U 1k ă 0 and
inf
0ăxkď1
|U 1kpxkq| ą 0, sup
xką0
p1^ x3kq|U 1kpxkq| ă 8, k “ 1, 2. (13)
Remark 3.4. Assumption 3.3 (i) assures that there are no negative jumps. This simplifies the shape
of the Le´vy copula of ν, cf. (1) and serves to keep the technical overhead as small as possible. (ii) is
required since we aim to use the statement of Corollary 2.6. (iii) is perhaps the most non-transparent
assumption. It guarantees a certain decay behavior of some integrands in the Fourier space. Finally, (iv)
is needed for the construction of the pseudo inverse in order to estimate the Le´vy copula of ν, which is
our final goal.
The next proposition and corollary state that these assumptions are not very restrictive in our context,
compare the discussion in the introductory section 1.2.
Proposition 3.5. Let f : R2` Ñ R` be a continuous function with the properties
(i) fpxq ą 0, x P pt0u ˆR˚`q ˆ pR˚` ˆ t0uq,
(ii) |x|2 À fpxq À plog |x|q´2, x P R2` : |x| ď 12 ,
(iii) fpxq À p1` |x|q´p6`ǫq, x P R2`
for some ǫ ą 0. Then,
νpdxq def“ 1Rpxqpx41 ` x42q´1fpxqλ2pdxq
is a Le´vy measure and fulfills the Assumptions 3.3 (i), (ii) and (iv).
Proof. First, observe that ν is a Le´vy measure sinceż
R2`
|x|2 νpdxq À
ż 1
2
0
r2r´4plog rq´2r dr `
ż 8
1
2
r2r´4p1` rq´p6`ǫqr dr ă 8
holds. Next, we turn to the claimed Assumptions 3.3 (i), (ii) and (iv).
(i) This is obviously true due to R Ď R2`.
(ii) Note that we haveż
R2`
|x|8` ǫ2 νpdxq À
ż
R2`
|x|4` ǫ2 fpxqλ2pdxq À
ż 8
0
r4`
ǫ
2 p1` rq´p6`ǫqr dr ă 8.
Hence, Sato [16][Theorem 25.3] yields that the p8 ` γq-th moment with γ def“ ǫ
2
ą 0 of the corre-
sponding Le´vy process exists.
(iv) First, observe
0 “ lim
x1Ò8
U1px1q ď lim
x1Ó0
U1px1q “ 8 (14)
because of
rx1,8q ˆR` Ó H, x1 Ò 8
11
and
νpR2`q “
ż
R
2
`
px41 ` x42q´1fpxqλ2pdxq Á
ż 1
2
0
r´4 ¨ r2r dr “ 8.
Next, U1px1q ą 0 follows from fp¨, 0q ą 0 on p0,8q and the continuity of f . Hence (14) yields that
U1 : p0,8q Ñ p0,8q is a surjection. Furthermore, we have for x1 ą 0
U 11px1q “
B
Bx1
ż 8
x1
ż 8
0
py41 ` y42q´1fpyq dy2 dy1 “ ´
ż 8
0
px41 ` y42q´1fpx1, y2q dy2. (15)
Again, due to the continuity of f and fp¨, 0q ą 0, this implies U 11 ă 0 on p0,8q. Hence, U1 is also
injective, i.e. a bijection. Finally, (15) also implies (13) for k “ 1. Observe for this purpose
|U 11px1q| ď }f}8
ż 8
0
px41 ` y42q´1 dy2 “
}f}8
?
2π
4x31
À x´31 , x1 ą 0
and, with the use of Fatou’s Lemma,
lim inf
x1Ñ0
|U 11px1q| ě
ż 8
0
lim inf
x1Ñ0
rpx41 ` y42q´1fpx1, y2qs dy2 “
ż 8
0
y´42 fp0, y2q dy2 ą 0.
Now, (iv) is verified since nothing changes with U2 instead of U1.
Corollary 3.6. It exists for every 0 ď β ď 2 a Le´vy measure νβ with Blumenthal Getoor index (BGi)
β, such that νβ fulfills the Assumptions 3.3.
Proof. We treat the cases 0 ď β ă 2 and β “ 2 separately in two steps:
step 1. The case 0 ď β ă 2. Set
fβpxq def“ r2´βe´r, r def“ |x|, x P R2`
and
νβpdxq def“ 1Rpxqpx41 ` x42q´1fβpxqλ2pdxq.
An easy calculation yields that νβ is a Le´vy measure of BGi β. Furthermore, the Assumptions 3.3 (i),
(ii) and (iv) are fulfilled because of Proposition 3.5 and
|x|2 À |x|2´βe´|x| À plog |x|q´2, x P R2` : |x| ď
1
2
, 0 ď β ă 2.
Next, we show that νβ fulfills Assumption 3.3 (iii). Note for this after a straightforward calculation the
equations
Bfβ
Bxk pxq “ xk
`p2´ βqr´β ´ r1´β˘ e´r, k “ 1, 2,
B2fβ
Bx1Bx2 pxq “ x1x2
`
βpβ ´ 2qr´β´2 ` p2β ´ 3qr´β´1 ` r´β˘ e´r.
Hence, it holds for x P R, r “ |x| ą 0 and k “ 1, 2ˇˇˇˇBfβ
Bxk
ˇˇˇˇ
pxq À 1p0,1qprqr1´β ` r2e´r,
ˇˇˇˇ B2fβ
Bx1Bx2
ˇˇˇˇ
pxq À 1p0,1qprqr´β ` r2e´r.
Now, fix any 0 ă δ ă 1. An application of Proposition A.2 to the function fβ ¨1rδ,8q2 under consideration
of the limit δ Ó 0 finally yields
Fppx41 ` x42qνβqpuq À
1
|u1||u2| , u P pR
˚q2.
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This proves together with Lemma A.5 (i) and the continuity of u ÞÑ Fppx41 ` x42qνqpuq the Assumption
3.3 (iii) and the first step is accomplished.
step 2. The case β “ 2. Let φ : R2` Ñ r0, 1s be a C8 function with
φpxq “
#
1, |x| ď 1
2
0, |x| ą 3
4
, x P R2`.
A detailed construction of such a function is given for instance in Rudin [15][§1.46]. Set
f2pxq def“ φprqplog rq´2 ` p1´ φprqqe´r , r “ |x|, x P R
and observe that
ν2pdxq def“ 1Rpxqpx41 ` x42q´1f2pxqλ2pdxq
is a Le´vy measure of BGi 2. Note further that the Assumptions 3.3 (i), (ii) and (iv) hold because of
Proposition 3.5 and
|x|2 À plog |x|q´2 ` e´|x|p1´ φp|x|qq À plog |x|q´2, x P R2` : |x| ď
1
2
.
Next, we establish the Assumption 3.3 (iii). For this purpose, set Lr
def“ r log r, r ą 0 and note that it
holds for 0 ă r ă 1
2
and k “ 1, 2
Bf2
Bxk pxq “ xkpφ
1prqpLrq´2r ´ 2φprqpLrq´3rq, k “ 1, 2,
B2f2
Bx1Bx2 pxq “ x1x2pφ
2prqpLrq´2 ´ 4φ1prqpLrq´3 ´ φ1prqpLrq´2r´1 ` 6φprqpLrq´4
`4φprqpLrq´3r´1q.
This implies for 0 ă r ă 1
2
the asymptoticsˇˇˇˇ Bf2
Bxk
ˇˇˇˇ
pxq À r´1plog rq´2,
ˇˇˇˇ B2f2
Bx1Bx2
ˇˇˇˇ
pxq À r´2plog rq´2.
Observe that we have in the complementary case r ą 1
Bf2
Bxk pxq “ ´xkr
´1e´r,
B2f2
Bx1Bx2 pxq “ x1x2pr
´2 ` r´3qe´r.
This yields for r ą 1 the asymptoticsˇˇˇˇ Bf2
Bxk
ˇˇˇˇ
pxq À e´r,
ˇˇˇˇ B2f2
Bx1Bx2
ˇˇˇˇ
pxq À e´r.
Now, we get the claim of Assumption 3.3 (iii) with the same procedure as in the first step.
3.2 Estimating the Le´vy measure
Denote with pKhλ2q ˚ ppx41 ` x42qνq in the following the convolution of the two finite Borel measures
dpKhλ2q def“ Kh dλ2 and dppx41 ` x42qνq def“ px41 ` x42q dν.
Lemma 3.7. Let the above Assumptions 3.1 and 3.3 (iii) hold. Then we haveˇˇˇˇ
νpra,8q ˆ rb,8qq ´
ż
R2
ga,bpxqrpKhλ2q ˚ px41 ` x42qνqspdxq
ˇˇˇˇ
À |h log h|p|pa, bq|´2 _ |pa, bq|´4q
for all pa, bq P R and 0 ă h ă 1
2
.
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Proof. Write
ˇˇˇˇ
νpra,8q ˆ rb,8qq ´
ż
R2
ga,bpxqrpKhλ2q ˚ ppx41 ` x42qνqspdxq
ˇˇˇˇ
“
ˇˇˇˇż
R2
ga,bpxq
 rpx41 ` x42qνspdxq ´ rpKhλ2q ˚ ppx41 ` x42qνqspdxq(ˇˇˇˇ
“ 1
4π
ˇˇˇˇż
R2
pFga,bqp´uqp1 ´ pFKhqpuqqFppx41 ` x42qνqpuqλ2pduq
ˇˇˇˇ
(16)
where we use for the last inequality the Plancherel identity and the fact that a convolution becomes a
simple multiplication in the Fourier space for the last inequality. Note further
|1´ pFKhqpuq| “ |pFKqp0q ´ pFKqphuq| À minph|u|, 1q, u P R2,
due to the Lipschitz continuity and our assumption that K is normalized. Hence, using Corollary A.4
together with Lemma A.5 (i), (16) is up to a constant not larger than I1 ` I2 with
I1
def“ h|pa, bq|´2
ż
r´1,1s2
|u|p1` |u1|q´1p1 ` |u2|q´1 λ2pduq
and
I2
def“ |pa, bq|´4
ż
R2
minph|u|, 1qp1` |u1|q´2p1 ` |u2|q´2 λ2pduq.
This finally proves under consideration of Lemma A.5 (ii), Fubinis theorem and
minph|u|, 1q ď minph|u1|, 1q `minph|u2|, 1q,
ż
R
p1 ` |z|q´2 λ1pdzq ă 8
this lemma.
Lemma 3.8. Let ϕΣ,ν,α be the characteristic function of an infinitesimal divisible two dimensional
distribution with Le´vy triplet pΣ, ν, αq and finite second moment. Then we have
|ϕΣ,ν,αpuq| ě e´Cp1`|u|q
2
, u P R2 (17)
with a constant C depending only on the triplet pΣ, ν, αq.
Remark 3.9. Note, that the fast exponential decay to zero in (17) as |u| tends to infinity results from
a possible non-vanishing Σ. Otherwise ϕΣ,ν,αpuq may possibly have a slower convergence rate to zero. In
this context, review the results in Neumann, Reiß [11]. In the case of a compound Poisson process, it is
even bounded away from zero, cf. Lemma 4.4.
Proof of Lemma 3.8. We have ϕpuq “ exppΨpuqq with
Ψpuq “ ´1
2
〈u,Σu〉` i 〈u, α〉`
ż
R2
´
ei〈u,x〉 ´ 1´ i 〈u, x〉
¯
νpdxq, u P R2. (18)
Next, we estimate each summand of Ψ separately:
| 〈u,Σu〉 | ď |u||Σu| ď |Σ||u|2,
| 〈u, α〉 | ď |α||u|, u P R2.
Furthermore, Sato [16][Lemma 8.6.] yields
ei〈u,x〉 “ 1` i 〈u, x〉` θu,x | 〈u, x〉 |
2
2
, u, x P R2, θu,x P C, |θu,x| ď 1
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which implies ˇˇˇˇż
R2
pei〈u,x〉 ´ 1´ i 〈u, x〉q νpdxq
ˇˇˇˇ
ď
ż
R2
| 〈u, x〉 |2 νpdxq ď |u|2
ż
R2
|x|2 νpdxq.
This yields with C
def“ |α| ` |Σ| ` ş
R2
|x|2 νpdxq the estimate
|ϕpuq| “ |eΨpuq| ě e´|Ψpuq| ě e´Cp1`|u|q2 , u P R2
and this Lemma is proven.
In the following we construct, based on low frequency observations, a uniform estimator for the values
tνpra,8q ˆ rb,8qq : pa, bq P Ru.
Let us assume that the corresponding Le´vy process has a finite fourth moment. Our motivation is the
following fact: ˆB4ΨΣ,ν,α
Bu41
` B
4ΨΣ,ν,α
Bu42
˙
puq “
ż
R2
ei〈u,x〉px41 ` x42q νpdxq
“ Fppx41 ` x42qνqpuq, u P R2. (19)
Remark 3.10. Note that we have to take at least the third derivations of Ψ in order to remove the
Brownian motion part. However, this seems not to be sufficient to deal with Le´vy measures with Blu-
menthal Getoor indices greater than one. That is why we take the fourth derivations of Ψ. Doing so, we
are, for example, capable to prove Corollary 3.6.
A simple calculation yields for k “ 1, 2
B4ΨΣ,ν,α
Bu4k
“ B
4ϕΣ,ν,α
Bu4k
ϕ´1Σ,ν,α ´ 4
BϕΣ,ν,α
Buk
B3ϕΣ,ν,α
Bu3k
ϕ´2Σ,ν,α ´ 3
ˆB2ϕΣ,ν,α
Bu2k
ϕ´1Σ,ν,α
˙2
(20)
`12
ˆBϕΣ,ν,α
Buk
˙2 B2ϕΣ,ν,α
Bu2k
ϕ´3Σ,ν,α ´ 6
ˆBϕΣ,ν,α
Buk ϕ
´1
Σ,ν,α
˙4
.
Note that we are going to estimate ϕΣ,ν,α by
pϕnpuq “ 1
n
nÿ
t“1
ei〈u,Xt´Xt´1〉, u P R2.
Hence, we set for k “ 1, 2
BpΨn
Bu4k
def“ B
4 pϕn
Bu4k
pϕ´1n ´ 4BpϕnBuk B3 pϕnBu3k pϕ´2n ´ 3
ˆB2 pϕn
Bu2k
pϕ´1n ˙2 ` 12ˆBpϕnBuk
˙2 B2 pϕn
Bu2k
pϕ´3n (21)
´6
ˆBpϕn
Buk pϕ´1n
˙4
,
i.e. B
4 pΨn
Bu4
k
is a function of derivatives of pϕn in exactly the same manner as B4ΨΣ,ν,αBu4
k
is a function of the
derivatives of ϕΣ,ν,α, compare (20). Of course we cannot write pϕnpuq “ epΨnpuq since pϕn need not be a
characteristic function of an infinitesimal divisible measure for each ω P Ω.
Considering (19), we set
rNnpa, bq def“ ż
R2
ga,bpxqF´1
˜˜
B4pΨn
Bu41
` B
4pΨn
Bu42
¸
FKh
¸
pxqλ2pdxq, pa, bq P R (22)
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for an estimator of νpra,8q ˆ rb,8qq. Note furthermore that (22) is only well-defined on
rAh,n def“ #ω P Ω : pϕnpuq ‰ 0, for all u P „´ 1
h
,
1
h
2+
, h ą 0, n P N
because of supppFKhq Ď
“´ 1
h
, 1
h
‰2
and pϕn has to be non-zero on supppFKhq. At the same time, we have
for ω P rAh,n ˜
B4pΨn
Bu41
` B
4pΨn
Bu42
¸
pωq ¨ FKh P L1pR2q X L2pR2q
since the left-hand side is a continuous function with compact support. Thus, the inverse Fourier trans-
form in (22) is well-defined on rAh,n. Set
Ah,n
def“
#
|pϕnpuq| ą 1
2
|ϕpuq|, u P
„
´ 1
h
,
1
h
2+
Ď rAh,n, h ą 0, n P N.
Based on the above discussion, finally set
pNnpa, bq def“ #şR2 ga,bpxqF´1
´´
B4 pΨn
Bu4
1
` B4 pΨnBu4
2
¯
FKh
¯
pxqλ2pdxq, ω P Ah,n,
0, ω P Ach,n,
for all pa, bq P R, h ą 0, n P N. Of course, the bandwidth h “ hn has to be chosen in an optimal manner.
It turns out that
hn
def“ log logn?
logn
, n P N
yields a satisfying result:
Theorem 3.11. It holds under the Assumptions 3.1 and 3.3 (i)-(iii) the asymptotic
sup
pa,bqPR
|pa, bq|2 ^ |pa, bq|4
ˇˇˇ
νpra,8q ˆ rb,8qq ´ pNnpa, bqˇˇˇ “ OPΣ,ν,α ˆ plog lognq2?logn
˙
, nÑ8. (23)
Proof. The proof is divided into three steps. The probability that the inverse Fourier transform is well
defined tends to one. This is shown in the first step. The second step estimates the approximation error
between pΨn and Ψ. Finally, the third step uses these estimations together with the statement of Lemma
3.7 to prove the desired convergence rate.
step 1. First, we establish P pAcnq Ñ 0, nÑ8 with An def“ Ahn,n, n P N and P def“ PΣ,ν,α. Note for this
that we have with B 1
h
def“ “´ 1
h
, 1
h
‰2
and ϕ
def“ ϕΣ,ν,α the inclusions
Ach,n “
"
Du P B 1
h
: |pϕnpuq| ď 1
2
|ϕpuq|
*
Ď
"
Du P B 1
h
:
|pϕnpuq ´ ϕpuq|
|ϕpuq| ě
1
2
*
Ď
"
Du P B 1
h
:
dppϕn, ϕq
|ϕpuq||wpuq| ě
1
2
*
.
Observe
wpuq “ plogpe ` |u|qq´ 12´δ ě e´p 12`δq|u|, u P R2,
so that together with Lemma 3.8 we obtain
|ϕpuq||wpuq| ě e´Cp1`|u|q2 , u P R2 (24)
with a constant C ą 0. This, finally, implies"
Du P B 1
h
:
dppϕn, ϕq
|ϕpuq||wpuq| ě
1
2
*
Ď
"
dppϕn, ϕqeC´1`?2h ¯2 ě 1
2
*
,
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and, the Markov inequality yields together with Corollary 2.6
P pAch,nq ď n´
1
2 e
C
´
1`
?
2
h
¯
2
Op1q À n´ 12 e 4Ch2 “ e´ 12 logn` 4Ch2 , n P N. (25)
A substitution with hn “ log logn?logn yields
´1
2
logn` 4C
h2n
“ ´1
2
logn` 4C log nplog lognq2 Ñ ´8, nÑ8,
so that (25) implies P pAcnq Ñ 0, nÑ8.
step 2. Next, we consider the difference
B4pΨn
Bu4k
´ B
4Ψ
Bu4k
, k “ 1, 2, n P N.
(20) and (21) consist of respectively five terms. Subtracting (20) from (21) results in five difference terms.
We rearrange for k “ 1, 2 these terms in (26) - (30) for our needs:
Blϕ
Bulk
ϕ´1 ´ B
l pϕn
Bulk
pϕ´1n , l “ 1, 2, 3, 4 (26)
“ B
lpϕ´ pϕnq
Bulk
pϕ´1n ` BlϕBulkϕ´1ppϕn ´ ϕqpϕ´1n ,
Bϕ
Buk
B3ϕ
Bu3k
ϕ´2 ´ BpϕnBuk B3 pϕnBu3k pϕ´2n (27)
“ BϕBukϕ
´1
ˆB3ϕ
Bu3k
ϕ´1 ´ B
3 pϕn
Bu3k
pϕ´1n ˙` B3 pϕnBu3k pϕ´1n
ˆ Bϕ
Bukϕ
´1 ´ pϕnBuk pϕ´1n
˙
,
ˆB2ϕ
Bu2k
ϕ´1
˙2
´
ˆB2 pϕn
Bu2k
pϕ´1n ˙2 (28)
“
ˆB2ϕ
Bu2k
ϕ´1 ` B
2 pϕn
Bu2k
pϕ´1n ˙ˆB2ϕBu2kϕ´1 ´ B
2 pϕn
Bu2k
pϕ´1n ˙ ,
ˆ Bϕ
Buk
˙2 B2ϕ
Bu2k
ϕ´3 ´
ˆBpϕn
Buk
˙2 B2 pϕn
Bu2k
pϕ´3n (29)
“
ˆ Bϕ
Buk
˙2
ϕ´2
ˆB2ϕ
Bu2k
ϕ´1 ´ B
2 pϕn
Bu2k
pϕ´1n ˙` B2 pϕnBu2k pϕ´1n
˜ˆ Bϕ
Bukϕ
´1
˙2
´
ˆB pϕn
Buk pϕ´1n
˙2¸
,
ˆ Bϕ
Bukϕ
´1
˙4
´
ˆB pϕn
Buk pϕ´1n
˙4
(30)
“
˜ˆ Bϕ
Bukϕ
´1
˙2
`
ˆBpϕn
Buk pϕ´1n
˙2¸˜ˆ Bϕ
Bukϕ
´1
˙2
´
ˆB pϕn
Buk pϕ´1n
˙2¸
.
Next, after some straightforward calculations, observe
Bϕ
Bukϕ
´1 “ BΨBuk , (31)
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B2ϕ
Bu2k
ϕ´1 “
ˆ BΨ
Buk
˙2
` B
2Ψ
Bu2k
, (32)
B3ϕ
Bu3k
ϕ´1 “
ˆ BΨ
Buk
˙3
` B
3Ψ
Bu3k
` 3 BΨBuk
B2Ψ
Bu2k
, (33)
B4ϕ
Bu4k
ϕ´1 “
ˆ BΨ
Buk
˙4
` 3
ˆB2Ψ
Bu2k
˙2
` 6
ˆ BΨ
Buk
˙2 B2Ψ
Bu2k
` 4 BΨBuk
B3Ψ
Bu3k
` B
4Ψ
Bu4k
. (34)
In what follows, we estimate the derivatives of Ψ:
〈u,Σu〉 “ σ11u21 ` 2σ12u1u2 ` σ22u22, u P R2
and the representation (18) yields
BΨ
Bu1 puq “ ´
1
2
p2u1σ11 ` 2u2σ12q ` iα1 `
ż
R2
´
ix1e
i〈u,x〉 ´ ix1
¯
νpdxq
which yields together with ˇˇˇ
ei〈u,x〉 ´ 1
ˇˇˇ
ď | 〈u, x〉 | ď |u||x|, u, x P R2
and
ş
R2
|x|2 νpdxq ă 8 the inequality ˇˇˇˇ BΨ
Bu1
ˇˇˇˇ
puq À 1` |u|, u P R2
where the constant in the À sign depends only on the Le´vy triplet pΣ, ν, αq. Similarly we getˇˇˇˇB2Ψ
Bu21
ˇˇˇˇ
puq “
ˇˇˇˇ
´σ11 ´
ż
R2
x21e
i〈u,x〉 νpdxq
ˇˇˇˇ
ď σ11 `
ż
R2
x21 νpdxq ă 8
and ˇˇˇˇB3Ψ
Bu31
ˇˇˇˇ
puq “
ˇˇˇˇ
´i
ż
R2
x31e
i〈u,x〉 νpdxq
ˇˇˇˇ
ď
ż
R2
|x1|3 νpdxq ă 8,ˇˇˇˇB4Ψ
Bu41
ˇˇˇˇ
puq “
ˇˇˇˇż
R2
x41e
i〈u,x〉 νpdxq
ˇˇˇˇ
ď
ż
R2
x41 νpdxq ă 8.
The derivatives B
l
Bul
2
, l “ 1, 2, 3, 4 yield analogous estimates. Hence, (31) - (34) implyˇˇˇˇ Blϕ
Bulk
ϕ´1
ˇˇˇˇ
puq À p1` |u|ql, u P R2, l “ 1, 2, 3, 4. (35)
Additionally (35) yields together with (26) on AnˇˇˇˇBl pϕn
Bulk
pϕ´1n ˇˇˇˇ puq ď ˇˇˇˇ BlϕBulkϕ´1
ˇˇˇˇ
puq `
ˇˇˇˇ Blϕ
Bulk
ϕ´1 ´ B
l pϕn
Bulk
pϕ´1n ˇˇˇˇ puq (36)
À
ˆ
1` dpϕ, pϕnq
wpuq|ϕpuq|
˙
p1` |u|ql, u P
„
´ 1
hn
,
1
hn
2
, l “ 1, 2, 3, 4.
Hence, (20), (21) and (26) - (30) and (35), (36) finally yield on Anˇˇˇˇ
ˇB4pΨnBu4k ´ B
4Ψ
Bu4k
ˇˇˇˇ
ˇ puq À 4ÿ
j“1
ˆ
dpϕ, pϕnq
wpuq|ϕpuq|
˙j
p1 ` |u|q4, u P
„
´ 1
hn
,
1
hn
2
.
step 3. Next, observe with Sato [16][Proposition 2.5 (xii)]
F´1
ˆˆB4Ψ
Bu41
` B
4Ψ
Bu42
˙
FKhn
˙
λ2 “ pKhnλ2q ˚ ppx41 ` x42qνq.
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Using the Plancherel identity, we get the following essential estimates:
1An
ˇˇˇˇ
ˇ
ż
R2
ga,bpxqF´1
˜˜
B4pΨn
Bu41
` B
4pΨn
Bu42
¸
FKhn
¸
pxqλ2pdxq
´
ż
R2
ga,bpxqF´1
ˆˆB4Ψ
Bu41
` B
4Ψ
Bu42
˙
FKhn
˙
pxqλ2pdxq
ˇˇˇˇ
“ 1An
1
4π2
ˇˇˇˇ
ˇ
ż
R2
pFga,bqp´uq
2ÿ
k“1
B4ppΨn ´Ψq
Bu4k
puqFKhnpuqλ2pduq
ˇˇˇˇ
ˇ
À 1An |pa, bq|´2
ż
r´ 1hn , 1hn s2
4ÿ
j“1
ˆ
dpϕ, pϕnq
wpuq|ϕpuq|
˙j
p1` |u|q4 λ2pduq. (37)
Note that
dpϕ, pϕnq “ OP pn´ 12 q
and
pwpuq|ϕpuq|q´jp1` |u|q4 À eCp1`|u|q2 , j “ 1, 2, 3, 4, u P R2
hold for suitable C ą 0, compare (24). Hence, (37) is not larger than
|pa, bq|´2
ż
r´ 1hn , 1hn s2
eCp1`|u|q
2
λ2pduq ¨OP pn´ 12 q “ |pa, bq|´2OP pnǫ´ 12 q, nÑ8
for every ǫ ą 0. Together with Lemma 3.7 and
|hn log hn| “ ´ log logn?
logn
plog log log n´ 1
2
log lognq À plog lognq
2
?
logn
this proves this theorem.
3.3 The inverting operation
Considering the Le´vy copula (1), our next goal is to establish an inversion operation. For this purpose,
we first define some function spaces and an inversion operation I on those spaces: Set
pC def“ tg : p0,8q Ñ R`, g P C, lim
xÑ8
gpxq “ 0u,
Dδ
def“ th : p0,8q Ñ R`, h is ca`dla`g, decreasing and lim
xÑ8
hpxq “ δu, δ ą 0,
D
def“
ď
δą0
Dδ
and
I : pC ˆ p0,8q Ñ D
pg, δq ÞÑ pz ÞÑ inftx ě δ : infδďyďx gpyq ď zuq. (38)
Furthermore, let R : p0,8q Ñ p0,8q be a function and pǫnq, pδnq be two sequences of positive numbers,
such that
γn
def“ Rpδnqǫn Ñ 0, ǫn Ó 0, δn Ó 0, nÑ8
hold. Note that we have
Ipg, δq P Dδ, g P pC, δ ą 0.
The next Proposition 3.12 investigates the behavior of an approximation error under the inversion op-
eration I. Note that I is the pseudo inverse with the starting position δ ą 0, cf. (38). The introduction
of such an offset δ ą 0 is required for the subsequent treatment of the small jumps. Note that we have
Λ “ 8 (Λ in Proposition 3.12) in this section. The case Λ ă 8 is important for the investigations of the
next Section 4.
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Proposition 3.12. Let f : p0,8q Ñ p0,Λq, Λ P p0,8s be a C1-bijection with
f 1 ă 0, inf
0ăxď1
|f 1pxq| ą 0
and let pfnqn Ď pC be a family of functions, such that
sup
xěδn
|fnpxq ´ fpxq| ď γn, n P N
holds. Fix any 0 ă a ă b ă Λ. Then it holds also for each n P N with 2γn ă a ^ pΛ ´ bq and
δn ă f´1pb` 2γnq the inequality
sup
aďzďb
|Ipfn, δnqpzq ´ f´1pzq| ď 2γn
˜
inf
0ăxďf´1p a2 q
|f 1pxq|
¸´1
.
Proof. Set
Fnpxq def“ inf
δnďyďx
fnpyq, hnpzq def“ Ipfn, δnqpzq, x ě δn, z ą 0.
Note that Fn : rδn,8q Ñ R` is a decreasing, continuous function with Fnpxq Ñ 0, x Ñ 8 for each
n P N. First, we show the inequality
sup
xěδn
|fpxq ´ Fnpxq| ď γn, n P N. (39)
Note for this
Fnpxq “ fnpcxq ď fnpxq, δn ď cx ď x
and
fpxq ´ Fnpxq “ fpxq ´ fnpcxq ď fpcxq ´ fnpcxq ď γn,
fpxq ´ Fnpxq ě fpxq ´ fnpxq ě ´γn
for all n P N. Next, fix any 0 ă a ď z ď b ă Λ and n P N with 2γn ă a^pΛ´ bq, δn ă f´1pb` 2γnq. Set
y
def“ z ´ γn ą a
2
, y1 def“ z ` 2γn ă Λ
and
x
def“ f´1pyq ě x1 def“ f´1py1q ě f´1pb` 2γnq ě δn.
(39) implies Fnpxq ď fpxq ` γn which yields, since hn is the pseudo-inverse of Fn,
hnpzq “ hnpfpxq ` γnq ď x “ f´1pz ´ γnq.
Equally, we have Fnpx1q ě fpx1q ´ γn ą fpx1q ´ 2γn which implies
hnpzq “ hnpfpx1q ´ 2γnq ě x1 “ f´1pz ` 2γnq,
so that, altogether we have
f´1pz ` 2γnq ď hnpzq ď f´1pz ´ γnq.
Using the mean value theorem, this yields, on the one hand,
hnpzq ´ f´1pzq ď f´1pz ´ γnq ´ f´1pzq “ ´γnpf´1q1pξ1q
and on the other hand
f´1pzq ´ hnpzq ď f´1pzq ´ f´1pz ` 2γnq “ ´2γnpf´1q1pξ2q
with
ξ1, ξ2 P rz ´ γn, z ` 2γns Ď
”a
2
,Λ
¯
.
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Thus, we finally obtain
|hnpzq ´ f´1pzq| ď 2γn sup
a
2
ďyăΛ
|pf´1q1pyq| “ 2γn
˜
inf
0ăxďf´1p a2 q
|f 1pxq|
¸´1
.
Next, we state a stochastic version of Proposition 3.12, which is adapted to our later needs.
Corollary 3.13. Given a probability space pΩ,F , P q and a family of functions
pZn : ΩÑ pC, n P N,
such that ω ÞÑ r pZnpωqspxq is F-measurable for every n P N, x ą 0 and such that
sup
xěδn
| pZnpxq ´ fpxq| “ OP pγnq, nÑ8 (40)
holds with a function f as in Proposition 3.12. Then it also holds for any fixed 0 ă a ă b ă Λ
sup
aďzďb
|Ip pZn, δnqpzq ´ f´1pzq| “ OP pγnq, nÑ8.
Proof. Write pγnXnqnPN instead of OP pγnq in (40), i.e. pXnqn is a family of random variables, which are
uniformly bounded in probability. Set furthermore
An
def“  2γnXn ă a^ pΛ ´ bq, δn ă f´1pb` 2γnXnq( , n P N.
Then, Proposition 3.12 states that we have for ω P An
sup
aďzďb
|Ip pZnpωq, δnqpzq ´ f´1pzq| ď 2γnXnpωq˜ inf
0ăxďf´1p a2 q
|f 1pxq|
¸´1
À γnXnpωq.
This proves this Corollary since P pAcnq Ñ 0 for nÑ8.
Finally, we combine the statements developed so far and get the following main result:
Theorem 3.14. Let the Assumptions 3.1 and 3.3 hold and 0 ă a ă b ă 8 be two fixed numbers. Set
δn
def“ plog lognq´1 and
pU´11,n def“ Ipℜ` pNnp¨, 0q, δnq, pU´12,n def“ Ipℜ` pNnp0, ¨q, δnq, n P N.
Then, it holds with the plug-in estimator
pCnpu, vq “ pNnppU´11,npuq, pU´12,npvqq, u, v ą 0
the asymptotic
sup
aďu,vďb
|Cpu, vq ´ pCnpu, vq| “ OPΣ,ν,α ˆ plog log nq9?logn
˙
, nÑ 8.
Proof. First, note that we can replace pNn by ℜ` pNn and (23) is still valid. This is due to the fact that
we have for all c P C and r P R` the inequality
|c´ r| “
a
pℜpc´ rqq2 ` pℑpc´ rqq2 ě |ℜpc´ rq| “ |ℜpcq ´ r| ě |ℜ`pcq ´ r|.
Observe furthermore
ℜ` pNnp¨, 0q, ℜ` pNnp0, ¨q P pC, n P N.
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Set
ǫn
def“ plog lognq
2
?
log n
, Rpxq def“ x´4, x ą 0
and note that
γn “ Rpδnqǫn “ plog log nq
6
?
logn
Ñ 0, nÑ8.
Theorem 3.11 states
sup
xěδn
|ℜ` pNnpx, 0q ´ U1pxq| “ OPΣ,ν,αpγnq, nÑ8,
so that Corollary 3.13 implies with Λ
def“ 8, pZn def“ ℜ` pNnp¨, 0q and Assumption 3.3 (iv)
sup
aďuďb
|pU´11,npuq ´ U´11 puq| “ OPΣ,ν,αpγnq, nÑ8. (41)
Of course, exactly the same considerations yield the U2 analogue of (41). Next, write
un
def“ U1 ˝ pU´11,npuq, vn def“ U2 ˝ pU´12,npvq, a ď u, v ď b
and note that the Le´vy-copula C is Lipschitz continuous, cf. Kallsen, Tankov [7][Lemma 3.2]. More
precise, we have
|Cpu, vq ´ Cpu1, v1q| ď |u´ u1| ` |v ´ v1|, u, u1, v, v1 ą 0. (42)
Together with the mean value theorem and pU´11,n P Dδn we have for a ď u ď b
|u´ un| “ |U1 ˝ U´11 puq ´ U1 ˝ pU´11,npuq| “ |U´11 puq ´ pU´11,npuq||U 11pxq|, x P rU´11 pbq ^ δn,8q.
Thus, (41) yields together with Assumption 3.3 (iv)
sup
aďuďb
|u´ un| “ δ´3n OPΣ,ν,αpγnq, nÑ8. (43)
Hence, (42) and (43) imply
sup
aďu,vďb
|Cpu, vq ´ Cpun, vnq| ď sup
aďuďb
|u´ un| ` sup
aďvďb
|v ´ vn| “ δ´3n OPΣ,ν,αpγnq, nÑ8. (44)
Theorem 3.11 yields because of pU´1j,n P Dδn , j “ 1, 2 the asymptotic
sup
aďu,vďb
|Cpun, vnq ´ pCnpu, vq| “ sup
aďu,vďb
|UppU´11,npuq, pU´12,npvqq ´ pNnppU´11,npuq, pU´12,npvqq|
“ OPΣ,ν,αpγnq, nÑ8. (45)
Finally, (44) and (45) prove this theorem.
4 The Compound Poisson Process (CPP) Case
Note that we do not use the special shape of the weight function
wpuq “ plogpe ` |u|qq´ 12´δ, δ ą 0, u P R2
in the previous Section 3. Neither do we use the convergence rate
?
n obtained in Theorem 2.5. In fact,
the proofs in the previous section also work if we merely had
e´Cp1`|u|q
2 À wpuq, u P R2
for some constant C ą 0 and, concerning Theorem 2.5,
n´
1
2
`ǫ sup
ně1
EΣ,ν,α
›››› BlBulkAnpuq
››››
L8pwq
ă 8, k “ 1, 2, 0 ď l ď 4
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for some ǫ ą 0. This is due to the fast decay behavior of ϕΣ,ν,α if Σ ‰ 0, cf. Lemma 3.8. Therefore
we cannot derive any benefit from these stronger results. However, if ϕΣ,ν,α decays more slowly, we can
benefit from these stronger results as we shall demonstrate in the case of a compound Poisson process
with drift. This is, in some sense, the complementary case of the one we investigated in the previous
section.
Assumptions 4.1. We state here the assumptions concerning ν in the compound Poisson case:
(i) The corresponding Le´vy process is a compound Poisson process with intensity 0 ă Λ ă 8 and has
only positive jumps, i.e.
0 ă Λ def“ νpR2q “ νpR2`q ă 8,
(ii) Dγ ą 0 : ş |x|8`γ νpdxq ă 8, i.e. finite 8+γ-th moment,
(iii) Fppx41 ` x42qνqpuq À p1 ` |u1|q´1p1` |u2|q´1, u P R2,
(iv) Uk : p0,8q Ñ p0,Λq is a C1-bijection with U 1k ă 0 and
inf
0ăxkď1
|U 1kpxkq| ą 0, sup
xką0
p1^ xkq|U 1kpxkq| ă 8, k “ 1, 2.
Proposition 4.2. Let f : R2` Ñ R` be a continuous function with the properties
(i) fpxq ą 0, x P pt0u ˆR˚`q ˆ pR˚` ˆ t0uq,
(ii) fpxq À |x|2plog |x|q´2, x P R2` : |x| ď 12 ,
(iii) fpxq À p1` |x|q´p6`ǫq, x P R2`
for some ǫ ą 0. Then
νpdxq def“ 1Rpxqpx41 ` x42q´1fpxqλ2pdxq
is a Le´vy measure and fulfills the Assumptions 4.1 (i), (ii) and (iv).
Proof. We only highlight the deviations from the proof in Proposition 3.5:
(i) We have
0 ă Λ “ νpR2`q À
ż
R2`
|x|´4fpxqλ2pdxq À
ż 1
2
0
r´4r2plog rq´2r dr `
ż 8
1
2
r´4r dr ă 8.
(iv) Observe first
rx1,8q ˆR` Ò R˚` ˆR`, x1 Ó 0,
so that we obtain
U1px1q “ νprx1,8q ˆR`q Ñ νpR˚` ˆR`q “ νpR2`q “ Λ.
This yields that U1 : p0,8q Ñ p0,Λq is a surjection. Compare for this the argumentation in
Proposition 3.5. Finally, note that it holds for x1 ą 0
|U 11px1q| “
ż 8
0
px41 ` y42q´1fpx1, y2q dy2 À
ż 1
0
px1 ` y2q´2 dy2 `
ż 8
1
y´42 dy2 “
1
x1
´ 1
x1 ` 1 `
1
3
which implies
sup
x1ą0
p1^ x1q|U 11px1q| ă 8.
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Corollary 4.3. It exists a Le´vy measure ν0 that fulfills the Assumptions 4.1 with the propertyż
R2
|x|´ǫν0pdxq “ 8
for all ǫ ą 0.
Proof. We imitate the proof of step 2 in Corollary 3.6. For this purpose, set
f0pxq def“ ψprqplog rq´2 ` p1´ φprqqe´r , r def“ |x|, x P R
and
ν0pdxq def“ 1Rpxqpx41 ` x42q´1f0pxqλ2pdxq
with φ as in the proof of Corollary 3.6 and
ψpxq def“ |x|2φpxq “ r2φprq, x P R.
Then Assumptions 4.1 (i), (ii) and (iv) are fulfilled because of Proposition 4.2. Furthermore, we haveż
R2
|x|´ǫ ν0pdxq ě
ż 1
2
0
r´ǫr´4r2plog rq´2r dr Á
ż 1
2
0
r´1´
ǫ
2 dr “ 8
for all ǫ ą 0. Concerning Assumption 4.1 (iii), note that it holds for r ě 0
ψ1prq “ 2rφprq ` r2φ1prq,
ψ2prq “ 2φprq ` 4rφ1prq ` r2φ2prq,
i.e. }ψ}8 ă 8, }ψ1}8 ă 8 and }ψ2}8 ă 8. The remaining proof works exactly as step 2 in the proof of
Corollary 3.6.
Note that Assumption 4.1 (iv) implies that the one-dimensional compound Poisson coordinate processes
also have the intensity Λ. Furthermore, we have the representation
ϕν,αpuq “ exp
ˆ
i 〈u, α〉`
ż
R2
pei〈u,x〉 ´ 1q νpdxq
˙
, u P R2
with a finite measure ν and α P R2. Lemma 3.8 now turns into the following statement:
Lemma 4.4. Given a Le´vy triplet pΣ, ν, αq with Σ “ 0 and νpR2q ă 8. Then it holds
inf
uPR2
|ϕν,αpuq| ą 0.
Proof. We have
|ϕν,αpuq| “
ˇˇˇˇ
exp
ˆż
R2
´
ei〈u,x〉 ´ 1
¯
νpdxq
˙ˇˇˇˇ
ě expp´2νpR2qq ą 0.
Using this, we can prove the following theorem with the same technique as Theorem 3.11. Set hn
def“ n´ 12 .
Theorem 4.5. It holds under the Assumptions 3.1 and 4.1 (i)-(iii) the asymptotic
sup
pa,bqPR
|pa, bq|2 ^ |pa, bq|4|νpra,8q ˆ rb,8qq ´ pNnpa, bq| “ OPν,α ˆ plog nq5?n
˙
, nÑ8.
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Proof. We only note the changes in the proof of Theorem 3.11 :
First, we establish
P pAcnq “ P pAchn,nq “ P
´
Ac1?
n
,n
¯
Ñ 0, nÑ8.
Note
Acn Ď
"
Du P B 1
hn
:
dppϕn, ϕq
|ϕpuq||wpuq| ě
1
2
*
Ď
!
n´
1
2 plogpe`
?
2n
1
2 qq 12`δOP p1q ě 1
)
, n P N,
so that n´
1
2 plognq 12`δ Ñ 0 yields P pAcnq Ñ 0. Note furthermoreˇˇˇˇ BΨ
Buk
ˇˇˇˇ
puq À 1, u P R2, k “ 1, 2,
since ż
R2
|xk| νpdxq ă 8, k “ 1, 2, cf. Assumptions 4.1 (i), (ii).
This is why (37) can be replaced by
1An
ż
r´ 1hn , 1hn s2
plogpe` |u|qq2`4δ|Fga,bp´uq|λ2puqOP pn´ 12 q
“ 1An |pa, bq|´2 _ |pa, bq|´4˜
1`
ż
r´ 1hn , 1hn s2
plogpe` |u|qq2`4δp1` |u1|q´1p1` |u2|q´1 λ2pduq
¸
OP pn´ 12 q. (46)
Set w.l.o.g. δ
def“ 1
4
. Then, (46) is not larger than
1An |pa, bq|´2 _ |pa, bq|´4plognq3
˜ż 1
hn
0
p1 ` xq´1 λ1pdxq
¸2
OP pn´ 12 q
“ 1An |pa, bq|´2 _ |pa, bq|´4plognq5OP pn´
1
2 q.
Again, this proves together with Lemma 3.7 and |hn log hn| “ logn2?n this theorem.
Note that we are interested in estimating the copula C of pνpR2qq´1ν instead of the Le´vy copula C
of ν. Here, we do not need the principle of a Le´vy copula because ν has no singularity in the origin.
Nevertheless, we still treat the origin with our technique as a singularity point. This is due to the fact
that we have already developed this technique for the setting of the previous Section 3. However, it is also
possible to get some considerable results in case of the compound Poisson with this technique without
much extra effort.
Definition 4.6. Let Assumptions 3.1 and 4.1 hold. Set with the same notation as in Theorem 3.14, but
δn
def“ plognq´1
V1px1q def“ Λ´1νpr0, x1s ˆR`q, V2px2q def“ Λ´1νpR` ˆ r0, x2sq, x1, x2 ą 0,pV ´11,n puq def“ pU´11,npΛp1´ uqq, pV ´12,n pvq def“ pU´12,npΛp1 ´ vqq, 0 ă u, v ă 1
and xMnpa, bq def“ 1` Λ´1p pNnpa, bq ´ pNnpa, 0q ´ pNnp0, bqq, pa, bq P R,pCnpu, vq def“ xMnppV ´11,n puq, pV ´12,n pvqq, 0 ă u, v ă 1.
Let furthermore C denote the unique copula of the probability measure Λ´1ν, i.e.
Cpu, vq “MpV ´11 puq, V ´12 pvqq, 0 ă u, v ă 1
with
Mpa, bq def“ Λ´1νpr0, as ˆ r0, bsq “ 1` Λ´1pUpa, bq ´ Upa, 0q ´ Up0, bqq, pa, bq P R.
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Note that Vk : p0,8q Ñ p0, 1q, k “ 1, 2 is a bijection and that its inverse is
V ´1k puq “ U´1k pΛp1´ uqq, u P p0, 1q.
Theorem 4.7. Set δn
def“ plognq´1 and let the Assumptions 3.1 and 4.1 hold. Then we have for arbitrary
and fixed 0 ă a ă b ă 1 the asymptotic
sup
aďu,vďb
|Cpu, vq ´ pCnpu, vq| “ OPν,α ˆ plog nq10?n
˙
, nÑ8.
Proof. We imitate in the following the proof of Theorem 3.14. First Theorem 4.5 yields with
ǫn
def“ plognq
5
?
n
, Rpxq def“ x´4, x ą 0
and the notation
γn
def“ Rpδnqǫn “ plognq
9
?
n
Ñ 0, nÑ8
the asymptotic
sup
xěδn
|ℜ` pNnpx, 0q ´ U1pxq| “ OPν,αpγnq, nÑ8.
Next Corollary 3.13 implies, since the Assumption 4.1 (iv) holds
sup
aďuďb
|pV ´11,n puq ´ V ´11 puq| “ sup
Λp1´bqďuďΛp1´aq
|pU´11,npuq ´ U´11 puq| “ OPν,αpγnq, nÑ8. (47)
Again as in Theorem 3.14, set
un
def“ V1 ˝ pV ´11,n puq, vn def“ V2 ˝ pV ´12,n pvq, a ď u, v ď b
and note that a copula also is Lipschitz continuous, cf. Nelsen [10][Theorem 2.2.4.]. In particular, we
have
|Cpu, vq ´ Cpu1, v1q| ď |u´ u1| ` |v ´ v1|, 0 ă u, u1, v, v1 ă 1. (48)
Together with the mean value theorem and
pU´11,n P Dδn ùñ inf
0ăuă1
pV ´11,n puq ě inf
uą0
pU´11,npuq “ δn, (49)
we have for a ď u ď b
|u´ un| “ |V1 ˝ V ´11 puq ´ V1 ˝ pV ´11,n puq| “ |V ´11 puq ´ pV ´11,n puq||V 11pxq|, x P rV ´11 paq ^ δn,8q.
So (47) yields together with the Assumption 4.1 (iv)
sup
aďuďb
|u´ un| “ δ´1n OPν,αpγnq, nÑ8. (50)
Hence (48) and (50) imply
sup
aďu,vďb
|Cpu, vq ´ Cpun, vnq| ď sup
aďuďb
|u´ un| ` sup
aďvďb
|v ´ vn| “ δ´1n OPν,αpγnq, nÑ8. (51)
Furthermore, Theorem 4.5 yields together with (49)
sup
aďu,vďb
|Cpun, vnq ´ pCnpu, vq| “ sup
aďu,vďb
|MppV ´11,n puq, pV ´12,n pvqq ´ xMnppV ´11,n puq, pV ´12,n pvqq|
“ OPν,αpγnq, nÑ8. (52)
Finally, (51) and (52) prove this theorem.
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Appendix
First, we give a proof of Theorem 2.5. Since empirical process theory is needed, we briefly repeat in the
following some definitions and an important result in this context. The respective notations in Van Der
Vaart [19] are used:
Let pX ,A, P q be a probability space and let F be a class of measurable functions f : X Ñ R in L2pP q.
Fix any ǫ ą 0 and let l, u : X Ñ R be two functions in L2pP q with şpl ´ uq2 dP ă ǫ2. Then,
rl, us def“ tf : X Ñ R, measurable, l ď f ď uu
is called an ǫ-bracket. Denote further with Nrspǫ,Fq the minimum number of such ǫ-brackets needed to
cover F . Note that l and u are not required to belong to F . Next
Jrspδ,Fq def“
ż δ
0
b
logNrspǫ,Fq dǫ, δ ą 0
is called the bracketing integral. Let pXiqiPN be a sequence of i.i.d. X -valued and P distributed random
variables and set for n P N
Gnf
def“ 1?
n
nÿ
i“1
pfpXiq ´ EfpXiqq, }Gn}F def“ sup
fPF
|Gnf |.
Then we have
Corollary 19.35 in Van Der Vaart [19]. For any class F of measurable functions with envelope
function F , it holds
E˚}Gn}F À Jrs
˜dż
|F |2 dP ,F
¸
. (53)
Note that À means not larger up to a constant which does not depend on n P N. An envelope function
F is any L2pP q function, such that |f |pxq ď F pxq holds for all x P X and f P F . Finally, observe the star
notation E˚ instead of E. This is due to certain measurability problems which are typical in empirical
process theory, compare for this the first chapter in Van Der Vaart and Wellner [20]. Fortunately, we are
not concerned with such measurability problems in our case and, thus, can simply write E instead of E˚
in (53). In general, observe also the helpful monographs of Pollard [14] and Dudley [5].
Proof of Theorem 2.5. Write ℜpzq for the real part of a complex number z and ℑpzq for its imaginary
part. It suffices to prove the Theorem separately for the real and imaginary part because of›››› BlBulkAnpuq
››››
L8pwq
ď
›››› BlBulkℜpAnpuqq
››››
L8pwq
`
›››› BlBulkℑpAnpuqq
››››
L8pwq
.
Here, we only treat the real part because the imaginary part can be proven in exactly the same way. We
have
ℜpAnpuqq “ n´ 12
nÿ
t“1
pcosp〈u, Zt〉q ´ E cosp〈u, Z1〉qq, u P Rd.
Set
Gl,k
def“
"
z ÞÑ wpuq B
l
Bulk
cosp〈u, z〉q : u P Rd
*
with 0 ď l ď 4, 1 ď k ď d. Next, it is the crucial idea to apply the above Corollary 19.35 in [19], i.e.
empirical process theory. Here, we choose
fl,kpzq “ |zk|l, z P Rd
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as envelope function for the set Gl,k. Then the cited corollary implies
E
›››› BlBulkℜpAnpuqq
››››
L8pwq
À Jrs
´b
EZ2l1,k, Gl,k
¯
(54)
in the above Notation. With
M
def“ Mpǫ, l, kq “ inf  m ą 0 : EpZ2l1,k 1pm,8qp|Z1|qq ď ǫ2(
for ǫ ą 0, define
g˘j pzq def“
ˆ
wpupjqq B
l
Bulk
cos
´〈
upjq, z
〉¯
˘ ǫ|zk|l
˙
1r0,Msp|z|q ˘ |zk|l 1pM,8qp|z|q
for later defined fixed points upjq P Rd. This yields
Epg`j pZ1q ´ g´j pZ1qq2 ď E
`
4ǫ2Z2l1,k 1r0,Msp|Z1|q ` 4Z2l1,k 1pM,8qp|Z1|q
˘
ď 4ǫ2pEZ2l1,k ` 1q.
Set C
def“ 2
b
EZ2l1,k ` 1. Then rg´j , g`j s is a C ¨ ǫ-bracket. Since we are only interested in the finiteness
of the right-hand side of (54), we can assume w.l.o.g. C “ 1. Hence, rg´j , g`j s is an ǫ-bracket. Next we
perform some calculations in order to determine the points upjq, such that the upper bound in (54) is
finite. Obviously,
w1prq def“ plogpe` rqq´ 12´δ, r ě 0
is Lipschitz continuous, so that we have
|wpuq ´ wpvq| “ |w1p|u|q ´ w1p|v|q| ď L||u| ´ |v|| ď L|u´ v|, u, v P Rd
for some L ą 0. With u, z P Rd and |z| ďM , we obtain the inequality
ˇˇˇˇ
wpuq B
l
Bulk
cosp〈u, z〉q ´ wpupjqq B
l
Bulk
cos
´〈
upjq, z
〉¯ˇˇˇˇ
ď |zk|l|u´ upjq|pL`Mq. (55)
This yields that (55) is not larger than
|zk|lmin
!?
d|u´ upjq|8pL`Mq, wpuq ` wpupjqq
)
, z P Rd : |z| ďM. (56)
Set
Upǫq def“ inf
#
u ą 0 : sup
vPRd : |v|ěu
wpvq ď ǫ
2
+
and
Jpǫq def“ inf
"
l P N : lǫ?
dpL`Mq ě Upǫq
*
. (57)
Now, we specify the points upjq as
upjq def“ jǫ?
dpL`Mq , j P Z
d : |j|8 ď Jpǫq. (58)
This choice guarantees that
Gl,k Ď
ď
jPZd : |j|8ďJpǫq
rg´j , g`j s.
To understand this, fix any u P Rd. If
|u|8 ď Jpǫqǫ?
dpL`Mq ,
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set
ju
def“
˜[?
dpL`Mq
ǫ
u1
_
, . . . ,
[?
dpL`Mq
ǫ
ud
_¸
P Zd
with txu “ ´t|x|u, x ă 0. Note that |ju|8 ď Jpǫq. Then
?
d|u´ upjuq|8pL`Mq ď ǫ
and the corresponding function belongs to rg´ju , g`jus. If
|u|8 ą Jpǫqǫ?
dpL`Mq ě Upǫq,
the corresponding function belongs to
ju
def“ pJpǫq, 0, . . . , 0q P Zd
because of (56) and
wp|u|q ď wp|u|8q ď ǫ
2
, wp|upjuq|q “ w1
ˆ
Jpǫqǫ?
dpL`Mq
˙
ď ǫ
2
.
Note that (58) implies
Nrspǫ,Gl,kq ď p2Jpǫq ` 1qd. (59)
Next, elementary considerations yield
M ď
ˆ
E|Z1|2l`γ
ǫ2
˙ 1
γ
. (60)
Note that (57) implies
Jpǫq ď Upǫq
?
dpL`Mq
ǫ
` 1. (61)
The special shape of w, furthermore, yields
logpUpǫqq “
´ ǫ
2
¯´pδ` 1
2
q´1
` op1q, ǫÑ 0,
so that we have together with (59), (60) and (61)
logpNrspǫ,Gl,kqq ď d logp2Jpǫq ` 1q
“ O
´
ǫ´pδ` 12 q
´1
` log
´
ǫ´1´
2
γ
¯¯
, ǫÑ 0.
As
`
δ ` 1
2
˘´1 ă 2, we have established
ż bEZ2l
1,k
0
b
logpNrspǫ,Gl,kqq dǫ ă 8
and (54) is finite.
Proposition A.2 is a generalization of the following Proposition A.1 which can be proven with standard
results from Fourier analysis.
Proposition A.1. Let f : R2 Ñ R be a Schwartz space function. Then it holds
|Ff |puq ď 1|u1u2|
ż
R2
ˇˇˇˇ B2f
Bx1Bx2 pxq
ˇˇˇˇ
λ2pdxq, u P pR˚q2. (62)
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Proof. Due to Rudin [15][Theorem 7.4 (c)], it holds the equation
u1u2pFfqpuq “ ´F
ˆ B2f
Bx1Bx2
˙
puq, u P R2
which implies
|Ff |puq “ 1|u1u2|
ˇˇˇˇ
F
ˆ B2f
Bx1Bx2
˙ˇˇˇˇ
puq ď 1|u1u2|
ż
R2
ˇˇˇˇ B2f
Bx1Bx2 pxq
ˇˇˇˇ
λ2pdxq, u P pR˚q2.
The situation is more involved in Proposition A.2 since f does not need to be a Schwartz space function.
Generally, it is not even a continuous function. The claim of Proposition A.2 states that, in this situation,
a similar result as (62) also holds. We only have to take the boundaries into account.
Proposition A.2. Let g : R2` Ñ R be a C2-function with
g P L1pR2`q,
ˇˇˇˇ Bg
Bxj
ˇˇˇˇ
pxq À p1` |x|q´p1`ǫq, B
2g
Bx1Bx2 P L
1pR2`q, j “ 1, 2
for some ǫ ą 0 and define a function f : R2 Ñ R via
fpxq “
#
gpxq, x P pR˚`q2,
0, else.
Set
Λg
def“ |gp0, 0q| `
ż
R`
ˇˇˇˇ Bg
Bx1
ˇˇˇˇ
px1, 0qλ1pdx1q `
ż
R`
ˇˇˇˇ Bg
Bx2
ˇˇˇˇ
p0, x2qλ1pdx2q `
ż
R2`
ˇˇˇˇ B2g
Bx1Bx2
ˇˇˇˇ
pxqλ2pdxq.
Then it holds
|Ff |puq ď Λg|u1u2| , u P pR
˚q2.
Remark A.3. Note first that Ff is, of course, independent of the values of f on the negligible set
Np0,0q
def“ pt0u ˆR`q Y pR` ˆ t0uq.
Furthermore, it holds for every y P R
Ffpuq “ ei〈u,y〉Fpfp¨ ` yqqpuq, u P R2.
Thus, our discontinuity set could also have been
Npy1,y2q
def“ pty1u ˆ ry2,8qq Y pry1,8q ˆ ty2uq
and the above Proposition A.2 remains true. The choice y “ 0 is only due to a simpler notation.
Proof of Proposition A.2. An elementary proof can be done in three steps. In the first step, we approx-
imate f with a sequence of step functions and prove the L1 convergence of the sequence to the given
function f . The second step calculates the Fourier transforms of those step functions in relation to the
Fourier transform of f . Finally, the third step combines the results of the first two steps and proves the
desired result. We omit the technical details of this proof since they are straightforward, compare for a
detailed proof Palmes [13].
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Corollary A.4. Recall
ga,bpxq def“ 1
x41 ` x42
1ra,8qˆrb,8qpx1, x2q, pa, bq P R, x P R2
and
R
def“ r0,8q2ztp0, 0qu.
It holds for all pa, bq P R and u P R2 the inequality
|Fga,b|puq À
ˆ |pa, bq|´4
|u1u2| 1pR˚q2puq
˙
^ |pa, bq|´2
where the constant in the above À is independent of pa, bq P R.
Proof. Note that we have
|Fga,b|puq ď
ż
ra,8qˆrb,8q
1
x41 ` x42
λ2pdxq À
ż
ra,8qˆrb,8q
1
|x|4 λ
2pdxq
À
ż
r|pa,bq|,8q
1
r4
r λ1pdrq “ 2´1|pa, bq|´2
where we have used the norm equivalence in R2 and a polar coordinate transformation.
Next, fix any u P pR˚q2 and apply Proposition A.2. Observe for this purpose that we haveż
ra,8q
ˇˇˇˇ B
Bx1
1
x41 ` x42
ˇˇˇˇ
px1, bqλ1pdx1q “ ´
ż
ra,8q
B
Bx1
1
x41 ` b4
λ1pdx1q “ 1
a4 ` b4
and analogouslyż
rb,8q
ˇˇˇˇ B
Bx2
1
x41 ` x42
ˇˇˇˇ
pa, x2qλ1pdx2q “ ´
ż
rb,8q
B
Bx2
1
a4 ` x42
λ1pdx2q “ 1
a4 ` b4 .
Finally, a similar consideration yieldsż
ra,8qˆrb,8q
ˇˇˇˇ B2
Bx1Bx2
1
x41 ` x42
ˇˇˇˇ
pxqλ2pdxq “ 1
a4 ` b4 À |pa, bq|
´4.
Lemma A.5. Finally, we state two simple but useful facts.
(i) We have with u P R2 and |u1|, |u2| ě 1 the inequality
1
|u1u2| ď
4
p1 ` |u1|qp1 ` |u2|q . (63)
(ii) It holds for every 0 ă h ă 1
2 ż
R
minph|z|, 1q
p1` |z|q2 dz À |h log h|.
Proof. The proof is elementary and therefore omitted.
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