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討  論
田辺：時間問隔が規則的でないのにこうしたベイズ手デルを使ってもあまりうまくいかないの






   数の滑らかだ推定値ということで議論を展開しました．
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     m   y，三；Σω，、一汁m，、，m，、～N（O，σ2）
     ｛＝1
      ‘   y，、＝Σろ…ツ，、一…十ω、，o、、～N（0，τ2）

























             モデル1：     ろ1＝1，386   ろ2＝一．64
             モデル2：     ろ1＝ユ．132   ろ2＝一．64
             モデル3：   ろ1＝O．8   ろ2＝一．64 （5）
             モデル4：     ろF0．6    ろ2＝一．36
             モデル5：   ろ1：0．8485  ろ2＝一．36

























































                   五（才m）＝1090m （7）
                  Var（才m）＝π／6
を満たす確率変数とたる．この性質を利用して次の様た平滑化のためのモデルを導入してみる．
                  〃力。＝0m （8）













































            y，、ニオ，、十∫，、十〃，王，     〃，、～N（O，σ2）
ただし，ア，王はトレンド成分，∫，ヱは季節成分でそれぞれ次のモデルに従う．
            ど，エ＝～，正一1＋m，、，    mア、～N（O，τ言）
            ∫，正二∫ア、＿1＋o，王，      v，、～ノV（O，τξ）
 例
時変係数ARモデル
              η     1        一．M／（ ’2、            ツη＝ムα｛〃yη一｛下〃η，     〃η  川、U，U ノ
              ｛＝工
ただし，α、，三は時変AR係数で次のモデルに従かう．
          〃の，、＝of，、，     ω、、～N（O，τ2）
 例
信号抽出モデル
            ツ，王ニプ手玉十∫，、十〃，王，       〃，三～〈r（O，σ2）
ただし，フ’，ヱは定常雑音，∫，、は信号でそれぞれ次のモデルに従かう．
            プ，、＝Σ〃，正一汁m，、，  m，、～N（O，τ手）
              ｛』ユ
               ’            ∫，三二Σか∫，、＿i＋oア三，    o，、～N（O，τξ）
              ｛＝1
 以上の例において，o2やτ2は定数と仮定されることが多いが局所的モデル構成の方法によ
り時問的に変化する関数としてとらえることができる．
 討  論
赤池1この方法は，モデル選択だけでなく，ベイズモデルの構成にも使えるのではないか？
答：たしかにその通りだが，事前分布の選び方の問題もあるので，ここでは一番単純たモテ
   ル選択の形の問題だけを考えた．
大江：地球回転や地殻変動などがどこで変ったかを見つけることに必死にたっている．この方
   法はこの問題に適用できると思う．ただし，細分化しすぎると，それに振り回されるの
   で，それを何とかする基準が必要だと思っている．
答：区分化する方法だと基本的なスパンの長さのとり方が重要にたってくる．その点，平滑
   化する方は変化した点を自動的にさがせるので良いのではないかと思う．
