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We analyze the breakdown of causality for the perfect fluid limit in a medium with polarizeability.
We show that to restore causality a relaxation term linking vorticity and polarization, analogous
to the Israel-Stewart term linking viscous forces and gradients,is required. This term provides
a minimum amount of dissipation a locally thermalized relativistic medium with polarizeability
must have, independently of its underlying degrees of freedom. For ferromagnetic materials an
infrared acausal mode remains, which we interpret as a Banks-Casher mode signaling spontaneous
magnetization. With these ingredients, we propose a candidate for a fully causal Lagrangian of a
relativistic polarizeable system near the perfect fluid limit.
The question of weather there exists a universal limit
to viscosity and/or dissipation (parameterized, in rela-
tivistic systems by the viscosity over entropy ratio η/s)
is both profound and difficult to handle. On a funda-
mental level, it is plausible to argue that quantum un-
certainty gives rise to fluctuations which dissipate infor-
mation. However, the unitarity of quantum theory is dif-
ficult to reconcile rigorously with dissipation. The usual
procedure, given a microscopic theory, is to assume ther-
mal equilibrium and then use correlators obtained from
finite-temperature field theory to calculate viscosity [1].
This allows us in principle to calculate transport coeffi-
cients given a thermally equilibrated microscopic theory
which is also tractable. However, since relativistic sys-
tems with low viscosity are usually strongly coupled, this
is a very blunt instrument for claiming “universal” limits.
Thus, a fundamental limit has been claimed decades
ago by combining the uncertainty principle with Boltz-
mann’s derivation of viscosity [2], η/s ∼ O (0.1). While
this is a plausible order-of-magnitude estimate, it was al-
ways clear that Boltzmann’s derivation should not gener-
ally apply to strongly coupled quantum fields. More re-
cently, Gauge-gravity correspondence allowed us to con-
clude [3] that theories with a classical gravity dual have
η/s = (4pi)−1 in their strong-coupling limit. The uni-
versality of this limit is a consequence of the black-hole
no-hair theorem, and hence it critically depends on the
existence of a classical gravity dual, namely a planar limit
and a conformal strongly coupled fixed point. Counter
examples have been argued for beyond this limit [4].
These difficulties illustrate that most likely one cannot
get a lower limit from top-down arguments, where hy-
drodynamics appears as a limit of a known microscopic
theory. A bottom-up constraint, based on effective field
theory constraints such as low-energy unitarity, causality,
and convergence of the gradient expansion are necessary.
Attempts in this direction can be formulated in terms of
a basic ambiguity within hydrodynamics: The fact that
in the low viscosity limit thermal fluctuations will propa-
gate as hydrodynamic modes, and the Kubo formula will
need to be “renormalized” to take this into account [5].
In [5] the renormalization happens via an assumed mi-
croscopic cutoff, and hence cannot be used to get an a
priori limit on viscosity if, as in quantum field theories,
the number of degrees of freedom is infinite. The fact
that one can constrain further the microscopic scale by
causality arguments seems to emerge from energy condi-
tion arguments [6], but a conclusive result is still elusive.
That these considerations lead to a ”bottom-up limit”
to hydrodynamics is clear from considering the Kol-
mogorov cascade [7]: Generally a low-viscosity turbu-
lent fluid in three dimensions redistributes energy from
high-amplitude low frequency degrees of freedom to low-
amplitude high frequency ones. Eventually, this process
will reach a limit where the frequency of perturbations,
in natural units, is comparable to the energy carried by
them. Basic quantum mechanics should make the Kol-
mogorov cascade stop at that point, and the stopping
of the cascade can be used to define a microscopic vis-
cosity. That said, an analytical lower limit from these
considerations is very difficult to get since vortex de-
grees of freedom in three dimensions appear strongly non-
perturbative [8–10]. Perhaps a lattice calculation includ-
ing dissipative hydrodynamics [11, 12] and lattice tech-
niques [13] can make progress in this direction.
Help might arrive from an apparently unrelated direc-
tion, the study of relativistic hydrodynamics in the pres-
ence of polarization. This development has been mo-
tivated by the experimental observation of transfer of
angular momentum degrees of freedom from hydrody-
namic vorticity to polarization [14]. However, a version
of relativistic hydrodynamics which incorporates micro-
scopic polarization is still in development [15–20], since
quite a lot of characteristics we usually associate with the
ideal fluid limit (vorticity conservation, isotropy, coarse-
graining) applies in a very different way when collective
angular momentum excitations can be transferred to mi-
croscopic spin degrees of freedom.
While polarization appears irrelevant to viscosity, all
known physical realizations of strongly coupled fluids as
well as most non-trivial interacting field theories contain
particles with spin, and the strongly coupled dynamics of
such systems must self-evidently include spin-orbit inter-
actions. There are several reasons why such interactions
could provide a source of bottom-up minimal dissipation.
Polarization is in the same order, in the probability dis-
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2tribution of microscopic degrees of freedom, as thermal
fluctuations examined in [5] (not to be confused with the
Knudsen number expansion parameter [7]). As argued
in [15], polarization could resolve the vortex instability
noticed in [8] by giving vortices a “soft mass gap”, which
would also stop the Kolmogorov cascade, as it is pri-
marily vortex driven. That this effect could be similar
to viscosity is apparent from a microscopic quasi-particle
picture: A particle with spin and a finite de-Broglie wave-
length, moving in a fluid with momentum flow, could
have its helicity flipped by the gradient. By angular mo-
mentum conservation, the helicity flip will quench some
of the gradient, and hence helicity-momentum interac-
tions will have the same effect as a shear viscosity. Note
that, in the strong limit of the spin-orbit coupling this
effect does not go away, only for short de Broglie wave-
lengths (i.e. high temperature and microscopic degener-
acy) it does!
Furthermore, [16] demonstrated that the ideal fluid
limit of a fluid with polarization, obtained by lagrangian
effective field theory techniques, is incompatible with
causality. This is a general principle, since the fluid
vorticity is an acceleration, and any lagrangian includ-
ing it is susceptible to Ostrogradski instabilities. Math-
ematically, the violation of causality occurs because a
fluid with polarization will inevitably mix the sound
wave and vortex perturbation (a compression sound wave
will change local temperature, which induces change
in the vortical susceptibility,which changes the vortic-
ity/polarization balance), and the resulting dispersion re-
lations become quartic and unbounded by causality limits
[16].
In [16] we further conjectured that the solution to this
issue parallels the Israel-Stewart resolution to the prob-
lem of causality of the Navier-Stokes equations [21, 22].
In this work, we show that this is indeed correct. The
relaxation time thereby obtained, however, unlike in the
Israel-Stewart case, corrects a previously non-dissipative
system and hence introduces a minimal amount of dis-
sipation, dictated solely by causality and a non-zero po-
larizeability. In other words, a bottom-up lower limit of
thermalization of a relativistic fluid whose microscopic
constituents have spin.
Let us briefly recap the approach of [15, 16]: There,
following the formalism of [8] we construct a lagrangian
which contains the information of the equation of state,
including an entropy term derived from the fluid La-
grangian coordinate degrees of freedom φI
b =
(
det
IJ
[∂µφI∂
µφJ ]
)1/2
(1)
as well as the polarization tensor yµν . For small polar-
izations, the equation of state will reduce to an equation
of the form
L = F (b, y) = F (b(1− c yµνyµν)), (2)
c > 0 implies the material is a ferromagnet, with the
potential to get spontaneously magnetized. c < 0 is an
antiferromagnet, with the ground state resisting magne-
tization. Both cases are realized in nature, and could cor-
respond to systems with ideal-fluid behavior. Note that
since c can depend on temperature, “antiferromagnetic”
here could mean a magnet above the curie temperature.
For a well-defined ideal fluid limit, i.e. the absence of
non-hydrodynamic microscopic “spin-wave” modes, we
need vorticity and polarization to be parallel, in other
words
yµν = χ(b, ωµνω
µν)ωµν , ωµν = ∇[µuν] (3)
Then, the Lagrangian becomes a Legendre transform of
the Energy density, analogously to the case with chemical
potential [9]. The linearized dispersion relation derived
from this lagrangian is however generally acausal [16].
Proceeding from the conclusion of [16], we consider
Eq.3 to be an asymptotic limit of a relaxation Maxwell-
Cattaneo type equation [21],
τY ∂τδYµν + δYµν = yµν = χ(b, w
2)ωµν (4)
Where non-equilibrium polarization Yµν evolves to vor-
ticity. YµνY
µν is positive definite, has only dissipative
terms and depends on initial conditions, and its introduc-
tion as a new purely dissipative degree of freedom should
prevent Ostrogradski-type instabilities. This equation
can be easily obtained from the Lagrangian formalism
[12] via an Israel-Stewart type lagrangian, written in dou-
bled coordinates [11] and employing non-equilibrium po-
larization degrees of freedom Yµν
L = F (b(1− c yµνyµν)) + LIS−vortex (5)
LIS−vortex = 1
2
τY (Y
µν
− u
α
+∂αYµν+ − Y µν+ uα−∂αYµν−)+
F ′(α3)
{
cχ2(b, w2)ωµνωµν
}︸ ︷︷ ︸
∼yµνyµν
(6)
One could worry as to the extent of the universality of
this choice, as opposed, for example, of writing a La-
grangian in terms of magnon/spinwave degrees of free-
dom. To answer this question, we point out that Eqs. 4
and 5 are equivalent to considering magnons, giving them
a purely dissipative dynamics and coupling them only to
collective degrees of freedom with angular momentum,
i.e. vortices. The alternative (for example, adding a non-
dissipative kinetic term for Yµν in the Lagrangian) would
necessitate calculating transport properties for magnons
from this Lagrangian, i.e. this would become a micro-
scopic Lagrangian to be coarse-grained. If Eq. 5 leads
to causal dynamics then, provided a general magnon la-
grangian will lead to dynamics close enough to the ideal
fluid limit, this is what it will coarse-grain to since addi-
tional terms would contain more derivatives. Causality
what we aim to test for in this work.
3Considering a system without further parameters, i.e.
without chemical potential, shear and bulk viscosity will
give us dissipative modes in Y µν and sound and vortex
modes due to EoS. Following the prescription of [23], the
field φI describe a fluid out-of-equilibrium an general ex-
pansion can be made from the hydrostatic coordinates
φI = xI
φI(x) = xI +piI +
1
2!
pi ·∂piI + 1
3!
pi ·∂(pi ·∂pi)+O (pi4) (7)
The equation of motion to a general polarization from
Euler Lagrange equation becomes
2c∂µ∂ν
(
Y ρσ
∂Yρσ
∂(∂µ∂νpiI)
)
= A
(
c2s∂I [∂pi]− p¨iI
)
(8)
with c2s =
F ′(bo)+2boF ′′(bo)
F ′(bo)
, A = boF
′(bo) and ∂pi =
∂IpiJ , [∂pi] = ∂Ipi
I (using the notation in [10]).
To linear order Fluctuations of field could be written
as
~pi = ~piT + ~piL = ~∇ΦI( ~x, t) + ~∇× ~Ω(x, t) (9)
where piL usually parametrize a sound wave, a deforma-
tion of coordinates φI parallel to the perturbation while
piT is a vortex, in the direction perpendicular to propa-
gation of sound. Because of sound-vortex mixing, k 6= 0
for piT . Polarization terms Y
µν , once relaxation terms
Eq. 4 are included, will propagate differently from sound
and vortices. Thus, the sound potentials in Eq. 9 can be
Fourier-expanded separately ΦΩ
Y
 =
 Φ0Ω0
Y˜0
 exp [i(wL,T,Y t− ~k.~x)] (10)
We can now use the rick analogous to that used in [22] to
invert equation 4. The Left Hand Side of Eq. 4 becomes,
in Fourier space (ηIµ are the metric components),
∂Y˜ µν
∂(kαkβpiLT )
=
2
(1 + iωY τY )
χ(bo, 0)
{
ηPµηνQδ
0
αδ
Q
β δ
P
L
}
(11)
note that, as conjectured in [16], equation 4 now only
has gradients up to order two, in contrast to the equa-
tions of motion of a fluid where polarization and vorticity
align automatically. Ostrogradski’s instabilities therefore
should be absent.
Plugging these into Eq. 8, and replace we get separate
dispersion relations for the transverse and longitudinal
parts, because we take up to second order piI . After some
algebra Eq. 8 decomposed in transverse and longitudinal
parts gives us{
ω4T − k2ω2T
}(
4cχ2(bo, 0)
boF ′(bo)(1 + iωY τY )2
)
− ω2T = 0 (12)
{
ω4L + k
2ω2L
}(
4cχ2(bo, 0)
boF ′(bo)(1 + iωY τY )2
)
− ω2L + c2sk2L = 0
(13)
We can then express wY (wL, wT ) and solve these equa-
tions for the group velocity vg = dwT,L/dk of the longi-
tudinal and transverse modes.
the dispersion relations are shown in Fig. 1, where for
brevity we defined with
B = 4cχ2(bo, 0) , A = boF
′(bo)
As can be seen, when
τ2Y
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FIG. 1. The longitudinal and transverse dispersion re-
lations for various entropy densities. Non-causal region is
shaded. The grey lines correspond to c < 0 and Brown lines
is c > 0. The top figure shows sound modes. The full, dot-
ted, and dashed lines are
τ2Y
(B/A)
= {3, 5, 10}, respectively, for
both gray and borrow color. The bottom figure is trans-
verse mode where gray: full, dotted, and dashed line are
τ2Y
(B/A)
= {0.1, 0.3, 0.5}, respectively. Borrow: full, dotted,
and dashed line are
τ2Y
(B/A)
= {0.1, 3, 10} , respectively.
casual and its asymptotic velocity goes to negative values
as we can note in fig 2 for sound modes. In the large k
limit dispersion relations are monotonic. In this UV limit
the group velocity is calculable analytically. As this is
the limit where deviations from the EFT should manifest
themselves, examining it in a bottom-up approach will
tell us if the ideal hydrodynamic limit to an arbitrary
4scale is well-defined. For the ferromagnetic c > 0 and
anti-ferromagnetic c < 0 cases we get
lim
k1
d|ωT |
dk
∣∣∣∣
c≶0
=
1√
1∓ τ2Y(B/A)
(14)
The equivalent for the longitudinal case are
lim
k1
d|ωL|
dk
∣∣∣∣
c≶0
=
√
c2sτ
2
Y ∓ (B/A)
τ2Y ± (B/A)
(15)
These are plotted in Fig. 2, again for the transverse
and longitudinal modes for both ferromagnetic and anti-
ferromagnetic materials.
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FIG. 2. The asymptotic value of the group velocities for
the transverse and longitudinal modes as a function of the
relevant parameter, full and dotted line are c > 0 and c < 0,
respectively.
As can be seen from Fig. 2, an antiferromagnetic ma-
terial can be causal given a constraint on τ2Y , given by
τ2Y ≥
8cχ2(bo, 0)
(1− c2s)boF ′(bo)
(16)
It relates the vortical susceptibility χ to non-vortical co-
efficients (speed of sound, enthalpy, hydrostatic entropy).
The denominator can be thought of as ∆p (it is the nu-
merator of the speed of sound), and the numerator is
proportional to vorticity’s absorption by angular momen-
tum. Thus, it has exactly the form required of a coeffi-
cient describing an effective viscosity arising from spin.
For an unpolarizeable medium (where χ = 0 by defini-
tion) the limit of τ2Y goes to zero, as expected. What
this shows is that when polarization is present, taking
the UV cutoff ∼ τ−1Y of hydrodynamic applicability, with
zero polarization susceptibility and finite entropy density
bo and F
′(b0), is incompatible with causality.
It should be noted that while this is a relaxation time,
its effect is very similar to a viscosity. This can be seen
by evolving a small vortex with a finite dissipation time.
If the system contains very little vorticity, Eq. 4 to-
gether with a thermodynamically sensible [26] form of χ
(χ(|ω| → 0)→ 0, as do all its derivatives. A “third law of
thermodynamics for vortices) should quench the vorticity
and transform it into polarization. The role of relaxation
should indeed break up turbulence cascades which make
vortices unstable [8]. Interpreting this vortex dissipation
scale in the same way as a viscosity [24], we would get
η
sT
≥
√
8cχ2(bo, 0)
(1− c2s)boF ′(bo)
(17)
this equation again makes sense, since the right hand side
∼ 1/T while the left hand side ∼ χ. In a system with
a large degeneracy (for example, the planar limit) for a
finite amount of energy cTχ(b, 0)→ 0, hence the limit of
η/s goes to zero. This is consistent with such fluctuation
effects going away in the limit of “many degrees of free-
dom” per unit volume. In this limit (corresponding to the
planar limit in Yang-Mills theories and the applicability
of molecular chaos in transport equations), the amount
of angular momentum redistributed in polarization DoFs
also vanishes. We also wish to underline that this limit
is “bottom-up”, dependent on the assumption of causal-
ity, local thermalization and symmetries and that, unlike
Israel-Stewart, it corrects an ideal fluid limit rather than
one which is already dissipative.
For the ferromagnetic (c > 0) material a causal mode
remains, and, as one can see from Fig. 1 this mode is in-
frared (small k) rather than ultraviolet (large k). Hence,
it is not part of any microscopic gradient expansion, but
it is rather related to the thermodynamic vacuum in-
stability of the system. Indeed, this mode appears to
have the right characteristics to be the Banks-Casher [25]
mode
〈yµν〉 ≡ lim
k→0
ρ(ωT,L(k)) (18)
where ρ(ω) is the spectral function. A soft vacuum in-
stability in the infrared signals, exactly the appearance
of spontaneous magnetization in ferromagnetic systems
(Physically, what happens is that a low wavelength mode
is indistinguishable from the formation of a magnetic con-
densate, and indeed below a critical temperature such a
5formation is unavoidable. ). In this case Eq. 4 is not
anymore a good effective theory, since the fluid degrees
of freedom and the magnetic condensate will evolve and
interact with their own equations of motion.
One can be puzzled by the fact that here the conden-
sate appears for any c > 0, but here we are just ex-
amining the ”bare” lagrangian of the theory. Thermal
fluctuations should quench the condensate, and in this
lagrangian the only non-coarse grained fluctuations are
the ones of the fluid DoFs φ and polarization DoFs y.
The effect of thermal fluctuations can be found by calcu-
lating the functional integral
lnZ =
∫
D [y, φI ] eT 40
∫ L(y,φI ,c)d4x ' Leff [y′, φ′I , c′]T0
(19)
in terms of the microscopic scale T0 [7, 12, 13]. using
the lagrangian given here both fluid fluctuations and po-
larization will be treated on the same footing and could
give the interplay between spontaneous magnetization,
thermal fluctuations and hydrodynamic evolution which
would manifest in a renormalization group flow of c be-
tween a magnetized and a demagnetized phase. This is o
course a much more ambitious project, perhaps needing
a numerical approach extending [13].
In conclusion, we find that the ideal limit of hydro-
dynamics with polarization is generally non-causal. In
the ferromagnetic regime and infrared limit this non-
causality is physical, signalling the instability of the fluid
against spontaneous magnetization. In the ultra-violet
limit this causality can be fixed by a relaxation type term,
which signals that any material with a non-zero spin must
have a minimum amount of dissipation. The fact that
Lagrangian hydrodynamics can capture both textbook
physics (spontaneous magnetization) and a widely ex-
pected but never quite proven lower limit on dissipation
in strongly coupled systems certifies its status as a power-
ful theoretical tool to examine the behavior of relativistic
fluids. The Lagrangian proposed in Eq. 5 can therefore
be considered as a candidate for the Lagrangian of a po-
larizeable medium close to the ideal fluid limit.
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