Purpose: To describe the implementation of dosimetry equipment and phantoms into clinical practice of light ion beam therapy facilities. This work covers not only standard dosimetry equipment such as computerized water scanners, films, 2D-array, thimble, and plane parallel ionization chambers, but also dosimetry equipment specifically devoted to the pencil beam scanning delivery technique such as water columns, scintillating screens or multilayer ionization chambers. Method: Advanced acceptance testing procedures developed at MedAustron and complementary to the standard acceptance procedures proposed by the manufacturer are presented. Detailed commissioning plans have been implemented for each piece of dosimetry equipment and include an estimate of the overall uncertainty budget for the range of clinical use of each device. Some standard dosimetry equipment used in many facilities was evaluated in detail: for instance, the recombination of a 2D-array or the potential use of a microdiamond detector to measure reference transverse dose profiles in water in the core of the primary pencil beams and in the low-dose nuclear halo (over four orders of magnitude in dose). Results: The implementation of dosimetry equipment as described in this work allowed determining absolute spot sizes and spot positions with an uncertainty better than 0.3 mm. Absolute ranges are determined with an uncertainty comprised of 0.2-0.6 mm, depending on the measured range and were reproduced with a maximum difference of 0.3 mm over a period of 12 months using three different devices. Conclusion: The detailed evaluation procedures of dosimetry equipment and phantoms proposed in this work could serve as a guidance for other medical physicists in ion beam therapy facilities and also in conventional radiation therapy.
INTRODUCTION
Typical dosimetry tasks performed at a light ion beam therapy (LIBT) facility are related to acceptance testing and commissioning of beam delivery systems, acceptance testing and commissioning of TPS, periodic QA checks, and verification of dose delivery. 1, 2, 3 One essential component of the beam delivery commissioning is the calibration of the beam monitoring system and the reference dosimetry procedure applied. 4, 5, 6 Methods and standards to determine absorbed dose to water in ion beam radiotherapy have been presented in a topical review. 7 This includes the detectors used to measure absorbed dose, dosimetry under reference conditions, and dosimetry under non-reference conditions . The comprehensive book "Practical Implementation of Light Ion Beam Treatments" 8 is a guidebook providing information not generally available elsewhere in the literature, but nonetheless important for the clinical implementation of light ion beam treatments. This paper follows the same approach and describes the implementation of dosimetry equipment and phantoms into clinical practice of the MedAustron LIBT facility. The definition of a light ion follows a recommendation issued jointly by the ICRU and IAEA, 9 and calls "light ions" those nuclei with an atomic number equal to, or smaller than, that of neon nuclei (Z = 10), 10 therefore including proton as a light ion. The implementation of dosimetry equipment and phantoms should be performed prior the start of the acceptance and commissioning of the facility. In this context, as it was the case at MedAustron, it is likely that not all particle types are available from the beginning of operation and some steps must be repeated later, when other types of ions become available (e.g., recombination effects or LET dependence). In this work, only a proton beam was available, while carbon ions and potentially other ions will be employed in future. Some tests have been also performed with a conventional LINAC with both, electron and photon beams, as well as with x-ray imaging systems (CT-scanner and in room kV imager). The dosimetry equipment and associated phantoms can be divided into several groups depending on the application: measurement of depth-dose distributions, measurement of lateral dose distributions, reference dosimetry, end-to-end testing, and 3D dose delivery verification. In addition to the devices that are also used in conventional radiotherapy dosimetry (computerized water scanners, multidetector arrays, film scanners, etc.), there is a set of dosimetry equipment that is specifically designed for LIBT, for example, water column system, 2D scintillator-based detectors, multilayer ionization chamber (MLIC)-based devices, anthropomorphic head phantom for LIBT delivery verification, etc. The implementation process for the different groups of equipment has been defined as follows:
• Definition of specifications.
• Procurement, based on a well-defined list of items.
• Delivery and installation on site.
• Acceptance testing in close collaboration with the manufacturer to make sure that the device meets the specifications previously agreed upon.
• Commissioning for clinical use within the clinical range of measurements according to the facility specificities and definition of acquisition procedures.
• Definition of a QA program to guarantee the performances of the dosimetry equipment and associated phantoms.
• Education and training of the personnel on the good practice, and use, functions, performances, and limitations of the equipment.
Even if some steps are similar for all groups, attention should be paid to the acceptance of specific functional features. For example, x-ray checks of ionization chambers as detectors for computerized water scanners should be carried out before the first use of each chamber to ensure no breakage or bending of electrodes and for future reference. Relative dose measurements require no detector calibration, but the verification of the repeatability and linearity of response of the detector within the range of measurement conditions. The suitability of the detectors for depth-dose measurements in LIBT is defined not only by dose and dose rate linearity, but also mostly by its energy and LET dependence. In this case, ionization chambers are considered as the reference instrument and all other detectors should be carefully checked against data measured with ionization chambers. For some of the equipment, the user may also need to develop specific holders, different tools for mechanical and alignment checks, or even dedicated software to analyze the measured data in a consistent way. These measures are referred to as the commissioning phase, where the ability of the system to meet the clinical requirements in terms of application range and accuracy must be assessed. Throughout the different sections of this paper, the implementation of the dosimetry equipment and phantoms as performed at MedAustron is presented with reference to published materials and discussion on the different detectors. The purpose of this paper is to provide practical recommendations and to guide medical physicists through the implementation process of different dosimetry equipment and associated phantoms for dosimetry tasks at a LIBT facility.
MATERIALS AND METHODS

2.A. Specifications and acceptance testing
The installation and acceptance testing of dosimetry equipment and associated phantoms specifically designed for LIBT should preferably be performed on-site by the manufacturer together with the user. The purpose of acceptance testing is to verify that the equipment is functioning as specified and can be calibrated for clinical implementation. In theory, the equipment is only accepted by the customer when all specifications are tested and fulfilled. In practice, the equipment is often delivered and accepted based on certificates provided by the manufacturer and only minimum testing is performed before formal acceptance. In some cases, the equipment is shipped to the customer and the further implementation is performed on site by the user only. At MedAustron, advanced acceptance testing procedures of the dosimetry equipment and associated phantoms were additionally developed and implemented by the responsible medical physicist. Dosimetry equipment and phantoms failing some of the advanced acceptance tests were sent back to the manufacturers for repair or exchange in the context of procurement or service contracts. Dosimetry equipment and phantoms passing the advanced acceptance testing procedures were further commissioned.
2.A.1. Water phantoms
Reference dosimetry water phantoms: The stationary water phantom T41023 for horizontal beam delivery and MP1 T41025 for vertical beam delivery (PTW, Freiburg, Germany) are water phantoms with one-dimensional moving mechanism dedicated to reference dosimetry. These phantoms will be referred to as "1D water phantoms" as opposed to "3D water phantoms" having moving mechanism in 3D (see next paragraph). Due to the very simple design of 1D water phantoms, testing is easier than for 3D water phantoms. One-dimensional positioning accuracy was verified with calibrated gauge blocks within the range of positions used for reference dosimetry in the plateau region (between 1 and 2 cm depth at our facility). The WET of the entrance window is specified in the user manual and is 3.5 mm.
Computerized water scanners: MP3-P is the standard 3D computerized water scanner system from PTW for particle therapy and it is able to measure transverse and depth-dose profiles in water with a resolution of 0.1 mm (scanning dimensions: 350 9 380 9 250 mm). MP3-PL is a large MP3-P water phantom, which was customized for MedAustron to provide larger scanning dimensions (500 9 408.5 9 500 mm) for two main reasons: to cover larger beam ranges (the maximum proton range at MedAustron is 380 mm) and to allow measuring low-dose levels at larger lateral distances from the beam axis. The systems were delivered and assembled in-house together with the manufacturer. Every device was registered in the Information Technology (IT) network of the facility and configured for remote control access via the Ethernet protocol. Initial acceptance testing comprised basic functional testing without beam to verify that the system could be controlled and was functioning within the ranges and tolerances specified. Proper movement of the holder in each axis and the absence of water leakage through the dismountable frontal window were verified. During installation, fine adjustment of the 3D mechanics was required in order to adjust the parallelism of the scanning mechanism with the entrance wall considered as reference. The adjustment was performed as a compromise between parallelism to the entrance wall and orthogonality between the different scanning axes. Scanning mechanism parallelism was verified with the water surface using reflection methods (using the PTW Trufix PinPoint device dedicated for this measurement) and with the entrance window using a dial indicator having a resolution of 10 lm (Fig. 1) . Bending of the entrance window in air (water phantom empty) was also measured using a dial indicator having a resolution of 10 lm. Entrance window bending in water (water phantom filled with water) was also checked: at that time, a calibrated gauge block and a linear bar outside of the water phantom were used, but a water proof dial indicator could also be adapted. Beyond these basic mechanical tests, advanced characterization of the three axes was performed using the Laser tracker AT402 (Leica), which has a position measuring uncertainty below 10 lm. These tests consisted of the measurement of the orthogonality of the moving mechanism between the different axes, the linearity of displacement of each axis, the accuracy of scanning distances for each axis, and the lateral offset induced by nonperfect orthogonality between each axis over maximal 1D scanning distances. Final acceptance testing was performed with beam in order to verify that basic depth-dose profiles could be acquired remotely from the "local control rooms."
2.A.2. Equipment dedicated to integral depth-dose profile measurements
1D water column: The PeakFinder (PTW, Freiburg) is a closed water column for integral depth-dose profile measurements in the range 13.4-350 mm with increments as small as 10 lm. PeakFinder (PKF) is often used in carbon ion therapy facilities 7 and is preferred to conventional water phantoms because of its superior performance (resolution, setup, measurement reproducibility) for integral depth-dose profile acquisitions. 11 PKF has also been used in the context of experimental determination of water-to-air stopping power ratio for carbon ions. 12 PKF benefits of an automatic position calibration system which is run before each measurement session and therefore remove any user dependent uncertainty, except alignment at isocenter. Initial acceptance testing comprised basic functional testing without beam to verify that the system could be controlled remotely and was functioning within the ranges specified by the manufacturer. Final acceptance testing was performed with beam in order to verify that basic integral depth-dose profiles could be acquired remotely from the local control rooms and saved in the Medical Physics database. Agreement between depth-dose profile shapes acquired with MP3 and PKF was checked. By choosing in MP3 the same type of measuring ionization chamber as used in PKF (Thick/Thin window Bragg peak chamber type 34070/ 34080, respectively, for MP3/PKF), the shapes of the depthdose profiles must be close to identical between both systems (by design small differences can be expected, as the measuring chamber in PKF is held in air between two quartz glass windows). Slight range differences may remain until PKF is crosscalibrated against a water phantom (see Section 2.B.2).
Multilayer ionization chamber:
The Giraffe (IBA-dosimetry, Schwarzenbruck) is a large diameter MLIC for depth-dose profile measurements in the range 2-335 mm in water equivalent thickness (WET). It is composed of 180 air-vented ionization chambers of 12 cm diameter with a water equivalent intrinsic resolution of about 2 mm. The Giraffe is built with printed circuit board (PCB) technology (see Ref. [13] for more details about Giraffe). It permits acquiring a complete integral depth-dose profile in a few seconds with a specified accuracy of AE 0.5 mm using curve fitting algorithms based on Ref. [14] MLIC detectors are often used for Quality Control (QC) in LIBT facilities to reduce the acquisition time. 13, 15 The Giraffe has also been tested in the context of proton radiography experiments. 16 Acceptance of the Giraffe was performed inhouse together with the manufacturer after the assembly of the system. An Ethernet connection was configured and software communication was checked. All the chambers' responses were verified with the highest proton beam energy available in order to detect possible deficient channels. Calibration of the Giraffe against water phantom measurements is required before being able to analyze integral depth-dose curves and is part of its commissioning (Section 2.B.2).
2.A.3. Equipment dedicated to lateral dose distributions
Film dosimetry: Film dosimetry is performed using radiochromic films: EBT3 Gafchromic films in combination with an Epson flat scanner Expression 11000XL Pro, with transparency unit, providing 0.17 mm resolution (150 DPI). The film dosimetry software suite available in the Mephysto (PTW, Freiburg) software is used for scanning, calibrating, and analyzing the films. Film dosimetry is often considered as the reference detector for 2D dosimetry or at least as an independent device to cross-check 2D fluence measurements obtained with other devices such as scintillating screens. 17, 18 Dosimetric characterization and uncertainty analysis of EBT films for proton and carbon ion beams has been presented elsewhere. 19, 20 Acceptance testing mainly consisted of testing the film dosimetry workflow and software functionalities related to film scanning, application of scanner readout correction matrix due to flat-bed inhomogeneities, application of predefined pixel value to dose calibration curves, and extraction of some dose profiles for comparisons with TPS or other measured data.
Scintillating screen: The Lynx (IBA-dosimetry, Schwarzenbruck) is a 2D detector based on a high-resolution scintillator and an Ethernet CCD camera mainly used to acquire 2D fluence maps or spot maps. Its direct readout makes it being the preferred solution for commissioning and QA activities, even if film dosimetry remains the reference detector from a dosimetric point of view. 21, 22, 23 A fluorescence screen system coupled with a CCD camera has also been tested for 3D delivery verification in a scanned carbon ion beam. 24 The maximum field size of the Lynx is 300 mm 9 300 mm with an inherent resolution of 0.5 mm. The Lynx is delivered with a certificate specifying tolerances on the uniformity and geometric distortion usually lower than 2% and 1 mm, respectively. The Lynx software allows acquiring time integrated images (over up to 90 s) or videos (sequence of images) with a maximum frequency of 7.5 frames per second. The video mode suffers from automatic normalization and post-processing of the multiple frames acquired, which can affect the quality of the integrated image. Therefore, it is recommended by the manufacturer to use only the image mode. Due to the long cabling distances inherent to LIBT centers and as recommended by the manufacturer, a remote desktop connection has been setup from the irradiation room (containing a dedicated laptop for the Lynx) to the local control room. Acceptance with beam consisted in verifying the remote control of the Lynx and the acquisition of arbitrary proton spots delivered at different positions over the entire active area of the device. Correspondence between Lynx orientation and beam delivery was checked by delivering a Lshape plan acquired simultaneously with the Lynx and a film placed upfront. We developed an advanced acceptance test, named the "Lynx landmark test," to verify the coincidence of the physical landmarks used to align the Lynx with room lasers and the center of the acquired image: a low energy proton beam is delivered in combination with a range shifter, so that the Bragg peak distal fall-off is placed in the entrance surface of the Lynx and the landmarks are visible on the acquired image. The position of the engravement should coincide with the image center within half pixel resolution, i.e., 0.25 mm.
2D-array: Two-dimensional arrays of ionization chambers are also commonly used in LIBT to verify scanned beam delivery in two dimensions 18 and can also serve for patient specific QA measurements. 25 . The Octavius 729 XDR T10042 (PTW, Freiburg) consists of 729 ionization chambers spaced by 1 cm and having a volume of 0.075 cm 3 . The effective measurement depth is specified at 8.5 mm below the surface of the detector. The detector is delivered with a calibration certificate of the central ionization chamber in 60 Co. All other ionization chambers are cross-calibrated against the central one with an uncertainty of 0.5%. The bias voltage applied to all ionization chambers is 1000 V to minimize ion recombination. It can be used for commissioning and patient specific QA in solid water. Acceptance testing consisted mainly in verifying the remote control of the equipment and acquisition of 2D scanned fields. An x-ray image has also been acquired perpendicularly to the detector to check its integrity using a similar method as for ionization chambers (Section 2.A.5).
2.A.4. Phantoms for end-to-end tests and 3D dose delivery commissioning
Solid phantoms are employed for the dosimetric commissioning of the treatment planning system (TPS), end-to-end test procedures and periodic QA. Solid phantoms can be divided in three different categories: homogeneous phantoms, inhomogeneous phantoms, and anthropomorphic phantoms. To validate the TPS accuracy on calculation of stopping powers for different materials, 38 slabs of 18 different tissueequivalent materials have been purchased from CIRS (Tissue Simulation and Phantom Technology). The list of materials includes plastic water (2 types), soft tissue (2 types), muscle, adipose, liver, prostate, spinal cord, lung (inhale/exhale), brain, trabecular bone, tissue equivalent bone, dense bone (1.53 g/cc and 1.82 g/cc), cortical bone, and titanium. The slabs have been customized with dimensions of either 30 9 30 9 1 cm 3 (similar to conventional solid water slabs) or 30 9 15 9 1 cm 3 (half of conventional solid water slabs), in order to measure the dose distribution at the interface of two different materials. The phantoms were delivered and acceptance was based on certificates. For advanced acceptance testing, the physical dimensions of the slabs were checked and particular attention was devoted to verify the thickness of the slabs using an electronic caliper (resolution of 0.01 mm). Moreover, the density of the composed material has been assessed by measuring the weight of each slab and compared with supplier's specifications. A computed tomography (CT) scan of all the slabs with high resolution (CT slice thickness set to 1 mm) was used to verify the homogeneity of the materials and control the integrity of the phantoms. Regarding inhomogeneous phantoms, CT images have been acquired for the cone beam CT (CBCT) electron density and image quality phantom (type 062MQA from CIRS) and the semispherical PMMA phantom (inhomogeneous phantom T43031 from PTW). 26 For end-to-end test procedures, two CIRS anthropomorphic phantoms were purchased and customized: a head phantom (Proton Therapy Dosimetry head phantom model 731 HN) and a pelvis phantom (Dynamic Pelvis Phantom 008P). Both phantoms were adapted to allocate different detectors (such as radiochromic films, thimble ionization chambers and Alanine detectors 27 ) in specific holders. A CT scan of the ionization chambers placed into their customized holders was performed in order to detect air pockets between the detectors and the specific holders. Commissioning measurements of the beam delivery in "3D" are performed in water using twenty-four PinPoint ICs (model TM31015, measuring volume 0.03 cm 3 , radius 1.49 mm, by PTW) fixed in a holder (3D Detector Block) at different planes, allowing a quasi-three dimensional verification of delivered dose distributions. The holder is attached to the moving mechanism of the MP3-P water phantom. 28 30 while for the patient-specific plan verification and dosimetric commissioning of a TPS, smaller volume chambers (PinPoint-type) are preferably employed as pointlike determination of absorbed dose to water even in highdose gradient regions. Thimble ionization chambers with intermediate collection volumes such as Semiflex type chambers (PTW, Freiburg) can also be used for dosimetry purposes, for instance, for output factor measurements. In order to check the integrity of the ionization chambers, x-ray images of all chambers were acquired in a newly developed Imaging Ring System available at MedAustron, 31 which is a single source dual energy tube and flat panel detector, integrated with a robotic patient positioning system. The ICs were placed as close as possible to the x-ray source in order to increase the magnification.
Plane parallel ionization chambers: Bragg Peak (BP)-type and Roos-type plane parallel ionization chambers (PPIC) are used in LIBT for relative and reference dosimetry purposes. For depth-dose profiles, the BP chamber type 34070 (Ø 81.6 mm sensitive diameter, 2 mm of measuring air gap, and 4 mm entrance window to prevent deformation in water) is a waterproof IC which is used for measuring integral depth-dose profiles in the MP3 water phantom systems in combination with a BP type 34080 as a monitor chamber, with similar diameter but thinner entrance window. An alternative is the BP type 34073 (Ø 39.6 mm sensitive diameter and 2 mm plate separation), but its diameter is reduced and therefore less suitable to measure laterally-integrated proton depth-dose profiles. Nevertheless, such a detector has interesting features complementary to the BP type 34080, for instance, for nuclear models validation by comparing integral depth-doses measured with different chamber diameters. A Roos chamber (Ø 15.6 mm and 2 mm plate separation) is used at MedAustron as the reference detector for the calibration of the primary beam monitoring system under reference conditions. To this end, the Roos chamber is cross-calibrated against a Farmer chamber in a high-energy proton beam. A Roos chamber is a valid alternative to a Farmer chamber, especially for low-energy proton beams with increased dose gradient in the entrance region. BP-type 34070 is also used for beam monitor calibration using a redundant method (Section 2.B.5). Similarly to ThICs, the integrity of BP and Roos ionization chambers were checked by x-ray images for the whole set of chambers.
Solid detectors: Solid detectors, such as diodes or diamonds, usually have smaller acquisition volumes and higher resolution compared to ionization chambers and exhibit a higher signal due to their higher density, providing interesting characteristics to resolve the penumbra region of transverse profiles even in the low-dose nuclear halo region. In some cases, quenching effects may occur in regions with increased LET and therefore solid detectors must be used carefully. Diamond detectors are tissue equivalent and therefore could be of high interest in future. 32, 33, 34 The microDiamond TM60019 (PTW, Freiburg), which offers an effective thickness of 1 lm, a radius of 1.1 mm and a volume of 0.004 mm 3 , has been used for reference transverse profile acquisitions in water for TPS commissioning.
2.B. Commissioning
Following acceptance, a full characterization of the performance of the equipment must be undertaken over the entire range of clinical operation. This is referred to as commissioning of dosimetry equipment and associated phantoms. Similar to any other medical device, the commissioning of dosimetry equipment and phantoms allows establishing baseline data of performance to which future performance and QC tests of the QA equipment will be referred to. In some cases, part of the reference baseline is also coming from the acceptance testing. The commissioning of dosimetry equipment includes the preparation of the measurement procedures in clinical beams. Characterization of maximum expectable deviations within the range of intended use, as well as determination of measurement uncertainty budgets were carefully considered following recommendations from Ref. [35] . Precise determination of the dosimetry equipment and phantoms uncertainty budget allows a more consistent definition of QA tolerances and action levels used for QA activities of the beam delivery system, which will be commissioned clinically and later checked on a regular basis with the very same equipment.
2.B.1. Water phantoms
Computerized water scanners: The 3D computerized water phantom has been calibrated for absolute range measurement. The method consists in establishing the water equivalent distance (WED) of the first point of measurement (the WET of the shallowest measurable point). For this purpose, the WET of each element in the beam path, namely the PMMA entrance window of the MP3 (both MP3-P and MP3-PL were used) and the reference Bragg peak chamber used as a monitor chamber, were measured. The WETs of the different elements in the beam were estimated by the range subtraction method, i.e., the difference of the physical ranges measured in water with and without the elements in the beam path [Eq. (1)]. Range measurements were performed with the PKF considering the 80% distal dose level.
To reduce the uncertainty budget for range measurement, the total WET of the assembly MP3 entrance window together with its monitor Bragg peak chamber was also measured.
2.B.2. Equipment dedicated to integral depth-dose profile measurements
1D water column: According to the manufacturer, it is the responsibility of the user to determine the position of the first measurable point in water by cross-calibration against water phantom measurements considered as reference. To determine the offset, the manufacturer provides a test certificate containing the PKF WET offset for photons and a calculation note to convert this value into a WET offset for protons. The final offset was determined by cross-checking ranges between PKF and MP3 devices for different energies, considering MP3 devices as references. Alternatively, it would also have been possible to dismount the PKF with the manufacturer and measure the WET of the different elements in the beam path in a similar manner as performed with the MP3 systems.
Multilayer ionization chamber: The calibration of the Giraffe MLIC must be performed in collaboration with the manufacturer. It is the responsibility of the user to provide depth-dose profiles for at least six energies within the measurable energy range of the device to the manufacturer. We used the PKF for this purpose. Based on these reference measurements in water, the manufacturer provides a factory calibration file containing two calibration parameters specific to the Giraffe of the user: the WET of each chamber and the WET offset of the entrance window. The factory calibration must be created only once. A second calibration file, the homogeneity calibration file, must be acquired and updated by the user on regular basis (no additional support from the manufacturer required). This is basically a calibration of each chamber, characterizing each air-gap between the plates. The homogeneity calibration procedure consists in measuring a single high energy proton Bragg peak with a water phantom and subsequently with the Giraffe. The signals of the 180 chambers are then automatically adjusted based on the water phantom measurement considered as reference. In order to determine the accuracy of the Giraffe, range measurements for 20 energies with the Giraffe and the PKF were compared. In addition, the reproducibility of the Giraffe for range measurements was determined through the acquisition of ranges over several months for different energies. A 1 mm WET slab provided with the device and intended to decrease the resolution of the Giraffe from 2 to 1 mm was also tested and its impact on range measurement accuracy was carefully evaluated. Ripple filters were also used to evaluate measured ranges with the Giraffe. The highest clinical energies available (252.7 MeV), i.e., up to 380.0 mm in range, cannot be directly measured and a home-made range shifter for the Giraffe (Gi-RS) has been manufactured to reduce the ranges to specified ranges for a Giraffe device. The Gi-RS is a block of 60 mm of PMMA (66.7 mm in WET).
2.B.3. Equipment dedicated to lateral dose distributions
Film dosimetry: The selected active scan field of the scanner has been limited to a central area corresponding to the size of one EBT3 film. In transmission mode, the scanner uses a fixed narrow strip (about 3 cm width) at the left of the selected active area for the calibration of the transparency, and therefore, this space cannot be used. Different parameters were evaluated: scanner aging (dead pixels detected by blank scans), scanner warm-up behavior (minimum number of scans required in order to obtain stable readout), and scan reproducibility. 36, 37, 38 The most critical parameter is the scan field 2D homogeneity. Indeed, flatbed scanners show a reduced response at lateral positions perpendicular to the scanning direction depending on the optical density of the scanned film. When using these films in ion beams, the energy-dependent dose response in the vicinity of the Bragg peak has to be considered. 39, 40 Since films have been considered with a primary goal of relative dosimetry, mainly to cross-check transverse dose distributions against 2D-arrays and scintillating screens, our commissioning work was mainly focused on the plateau part of the depth-dose distribution. Films were calibrated in terms of dose to water using a 179.2 MeV proton beam by irradiating films with different dose levels between 0 and 5 Gy at 2 cm depth. A calibration curve of pixel values in terms of absorbed dose to water was subsequently inserted in the software. The WET of EBT3 films has also been measured using the range subtraction procedure described previously.
Scintillating screen: In a recent paper, 21 detailed evaluation of the Lynx for proton and carbon ion measurements has been conducted: evaluation of the linearity response of the Lynx with dose for different iris settings, evaluation of the quenching effect of the Lynx in the Bragg peak region measured in RW3 against BP chamber measurements in water, determination of the WET of the Lynx, evaluation of spot maps against EBT3 radiochromic films for spot size, spot position and geometric distortions, evaluation of square fields against EBT3 radiochromic films for homogeneity in 1D and penumbras. The commissioning of the Lynx camera at MedAustron consisted in evaluating the performances and limits of the acquisition system as well as the uncertainty on absolute spot position and spot size measurements. The Lynx was tested for proton beams with energies between 62.4 and 252.7 MeV. Dose linearity was evaluated by fixing the Lynx acquisition parameters and varying the number of particles delivered for a central axis spot. The video and image modes were compared with iris values ranging from 40% to 100% and the Lynx signals ranging from 10% to more than 100% (saturation conditions). The CCD camera was evaluated by placing the Lynx at isocenter and using an irradiation plan with 25 spots equally spaced covering a 200 by 200 mm 2 field size (maximum field size at MedAustron). This 25-spot pattern was integrated over 10 s using the image mode. In video mode, it was measured with the maximum frequency. Differences between image and video modes, image saturation, influence of the electronic gain and the iris hysteresis effect were evaluated. The 25-spot pattern has also been measured by inserting an EBT3 radiochromic film in front of the Lynx, which was considered as a reference detector for crosschecking the measured spot sizes and positions from the Lynx device. In some cases, a 9-spot pattern was used instead of the 25-spot pattern. Adequately detectable darkening of films requires a dose level of about 2 Gy, while such a dose level would saturate the Lynx. Therefore, the same spot map was delivered several times to the film fixed on the Lynx and the different acquisitions performed with the Lynx were averaged. Homogeneity of the Lynx in 2D was preliminary checked with the 25-spot map, by comparing single spot maximum intensities with films for each of the spots. The final evaluation of the 2D homogeneity was performed in a combined test with four different detectors at similar WET, by delivering a 200 9 200 mm 2 uniform field. Measurements in RW3 were performed with films, Octavius and Lynx; measurements in water were performed with a 1D-array of pin-points at shallow depth using a 10 mm resolution horizontally (distance between 2 PinPoints) and 20 mm vertically (vertical scanning steps of the 1D-array). Measurement capabilities of the Lynx for nuclear halo acquisitions have been tested using a method similar to the pair/magnification method presented in Ref. [17] , but delivering three dose levels instead of only two to better estimate the halo curve and reduce uncertainties due to noise in the low-dose area acquired. Measurements have been performed in RW3 at 2 cm and 19 cm in water equivalent depth for a 252.7 MeV proton beam and compared to pin-point and microDiamond measurements in water (see Section 2.B.5). To improve the Lynx positioning accuracy and reproducibility on the treatment couch of the irradiation room, a specific holder was designed and assembled in-house. The Lynx alignment usually relies on room lasers, but specific reflectors can be used to align the Lynx using a laser tracker (Leica AT402), in order to reduce absolute positioning uncertainty. The holder allows fixing the Lynx in 16 different positions on the table using two indexation bars, in order to adapt for the different beam line geometries and couch orientations. To automatize the analysis of the measured spot maps and reduce the user-dependent interpretation on spot size and position, a Python code was developed in-house to analyze the DICOM output files from the Lynx. The software automatically extracts the main spot map properties (size, position, skewness, and ellipticity) and 2D dose distribution properties (field size, homogeneity in 2D, and symmetry).
2D-array:
In Ref. [41] the MatriXX (IBA Dosimetry) 2D-array was characterized in a passive scattering proton beam in terms of build-up material (effective depth of measurement), reproducibility of dose output in the SOBP, flatness, and symmetry. The commissioning of the Octavius detector at MedAustron was divided into four steps: determination of the effective depth of measurement, verification of the 2D homogeneity, evaluation of the ion recombination, and cross-calibration in terms of dose to water. The effective depth of measurement was determined by measuring the range in RW3 of a 198.0 MeV proton beam using 1 mm steps of RW3 slabs. The effective depth of measurement of Octavius was obtained by subtracting the WET of RW3 slabs necessary to reach the range (distal 80% dose level) from a reference range measurement in water. The 2D homogeneity of Octavius has been tested against films considered as reference. The maximum field size available (20 cm9 20 cm) was delivered for a 150.4 MeV beam, and both a film and Octavius were setup behind 80 mm of RW3. Transverse profiles were compared at different positions. Doses were normalized to the average value obtained between À50 mm and +50 mm region for each profile. Film profiles scanned horizontally are affected by flat bed inhomogeneities of the scanner and correction uncertainties are higher than for vertical profiles; therefore, the strategy was to compare only vertical profiles at several lateral positions. Due to fluctuations of the films, doses were averaged over 5 mm to mimic the resolution of Octavius. Homogeneity was evaluated over 16 cm, thus discarding the penumbra regions. Ion recombination was also investigated for this detector for the first time. PTW provided a high voltage (HV) supply and electronic specifications allowing to build an electronic adapter between Octavius and the HV supply in-house. The voltage was then changed between 50 and 1000 V. Unfortunately, it was not possible to change the polarity and thus the polarity effect could not be evaluated. Finally, the central ionization chamber of Octavius was cross-calibrated in terms of dose to water against a reference Roos ionization chamber in a 179.2 MeV proton beam at 2 cm depth in RW3 using a 12 cm9 12 cm reference field. Measurements from Octavius are corrected by temperature and pressure inserted manually by the user. The dose obtained with the crosscalibrated Octavius was verified against the dose obtained with the Farmer chamber in the SOBP region for several cubes of 6, 8, and 10 cm in size, centered at 6, 15, and 25 cm depth, respectively.
2.B.4. Phantoms for end-to-end tests and 3D dose delivery commissioning
Anthropomorphic phantoms are usually supplied with reference electron density plugs used to convert the CT Hounsfield units (HU) of the tissue equivalent material into a relative water-equivalent path length (WEPL). However, precise composition and density of each plug may slightly vary from batch to batch during the production process. The WET of each plug and slab used for CT calibration, TPS commissioning and endto-end testing was therefore carefully measured. Moreover, in order to properly compute the stopping power of the different anthropomorphic phantoms, the mass density and elemental composition of each material has been implemented into the TPS. Then, measured and computed WET were compared. The use of the 3D detector block containing 24 PinPoint ionization chambers (see Section 2.A.5) requires two Multidos electrometers, a Component Object Model (Com) server and a control unit for the moving mechanism of MP3-P. However, no specific software to support the selected dosimetric equipment and interface to the TPS was commercially available. Therefore, an in-house software solution in C# language has been developed for supporting beam delivery commissioning using 3D-block and patient specific QA. 42 The software remotely controls the two Multidos electrometers and the control unit allowing an efficient execution of the measurements and plan verification. The differences between the planned TPS doses and the measured doses are computed and analyzed according to established tolerances and action levels. All the verification data are automatically exported into a customizable QA report (in pdf format) for documentation purpose, including a graphical analysis of the dose differences.
2.B.5. Ionization chambers and solid detectors
Thimble ionization chambers (ThIC): Check source (source of 90 Sr) measurements were performed for every chamber in order to evaluate the long-term stability of the chambers. For the Farmer chambers, measurements were performed by rotating the chamber on its four cardinal angles to evaluate rotational dependencies, which could be caused by a bent electrode or variations in the wall thickness. For the PinPoint chambers, ionization rate of each PinPoint was measured and used for relative comparison with the absorbed dose to water calibration coefficients (in Gy/C) determined in 60 Co: practically, relative ionization rates shall vary inversely proportionally to the calibration coefficient in the certificates. Preliminary studies of ion recombination and polarity have been performed in a 6 MV photon beam for the Farmer and PinPoint ICs to evaluate the behavior of the chambers before ion beams were available at the facility. Two Farmer chambers (TM30013) were sent for calibration in a standard laboratory and are used as reference detectors for cross-calibrating all other chambers. Cross-calibration of PinPoint chambers against a Farmer chamber in proton beam was performed in a 179.2 MeV proton beam at 2 cm depth in a scanned field size of 12 cm9 12 cm using 2 mm spot spacing and the stationary water phantom.
Plane parallel ionization chambers: Similarly to the ThICs, the PPICs were also preliminary characterized for ion recombination and polarity in a 6 MV photon beam, as well as in a 22 MeV electron beam. Bragg peak chambers can be used for reference dosimetry in LIBT, but in contrary to point detectors requiring large irradiation fields, BP chambers are preferentially used with a single pencil beam, because of its large diameter. However, in order to use BP chambers for reference dosimetry, additional corrections for the radial sensitivity of the chamber response must be accounted for Ref. [4] . The use of large area ionization chambers such as the BP chamber type 34070 for beam monitor calibration was first introduced in Ref. [2] and the full formalism was later comprehensively described in Ref. [4] . The Roos chamber was cross calibrated against the farmer chamber in the same conditions as the ThICs. The BP IC was cross calibrated in Dose Area Product (DAP) against the farmer chamber for a larger field of 16 cm 9 16 cm.
Solid detectors: Acquisition of transverse profiles with a microDiamond detector at different depths and for three energies (62.4 MeV, 148.2 MeV, and 252.7 MeV) were compared with transverse profiles using PinPoint detectors considered as the reference. Lateral dose measurements not only in the high-dose region (core of the primary beam), but also in the low-dose region (halo part) have also been considered. The influence of the detector orientation: axial orientation (along beam axis) or radial orientation (perpendicular to beam direction) has been tested. A comparison between a central axis depth-dose profile acquired at a low proton energy with microDiamond and an integrated depth-dose profiles acquired with BP chambers is presented and discussed.
RESULTS
3.A. Water phantoms
3.A.1. Reference dosimetry water phantoms
Chamber positioning uncertainty of 1D water phantoms used for reference dosimetry was below 0.2 mm.
3.A.2. Computerized water scanners
The maximum parallelism deviations between scanning mechanism and water phantom housing were within 0.4-1.2 mm per m depending on the scanning axis. The maximum mechanical deviations measured using laser tracker are summarized in Table I . The bending of the entrance window was measured over the entire area of the square entrance window with a size of 250 mm 9 250 mm. In air, a bending of 1.2 mm was measured for both systems, and in water 0.4 and 0.3 mm for MP3-PL and MP3-P, respectively. The entrance window bending has therefore a negligible effect for absolute range measurements considering FWHM maximum spot sizes of the order of a couple of cm. The WEDs of the first measurable point for both systems are reported in Table II . The largest source of uncertainty of the WET is the effective depth of measurement of the measuring Bragg peak chamber (WET reference chamber, Table II) which was not measured directly and is based on manufacturer specifications. Influence of the beam energy on WET measurements was verified with two proton energies (62 and 187 MeV) and the differences were within 20 lm. To prevent vibrations when the mechanism is operated in air, a sponge is provided by the manufacturer and is located at the end of the C arm in contact with the wall opposite to the motors (see Fig. 1 ). Due to friction, this sponge introduced an hysteresis effect in the measured ranges in water depending on the scanning direction (+A or ÀA, see Fig. 1 ) up to 0.6 mm. This sponge was subsequently removed from the system in agreement with the manufacturer, making range measurements independent of the scanning direction. Absolute range measurement uncertainty using MP3-system accounts for type A and type B uncertainties: assembly MP3 PMMA entrance window and monitor chamber WET (type A), measuring Bragg Peak Chamber effective depth of measurement (type B), mechanical precision and accuracy in 1D along beam axis (type A), setup including water tank centering, alignment and measuring chamber positioning in the water phantom (type B). Table III summarizes the expected uncertainties on range measurements with MP3 systems as a function of measured range. Our uncertainty budget is consistent with other studies. 13 
3.B. Equipment dedicated to integral depth-dose profile measurements
3.B.1. 1D water column
The PKF has been cross-calibrated against MP3 for absolute range measurements: we determined the offset value of our PKF to be 13.24 AE 0.23 mm, in satisfactory agreement with the value calculated using the manufacturer datasheet (13.35 AE 0.41 mm). Integral depth-dose profiles acquired with PKF and MP3 devices have similar shapes (Fig. 2) , as expected. Validation of the commissioning of MP3-P, MP3-PL, and PKF was performed using a set of 20 energies. Each of the three devices was used in a dedicated measurement session. Two different users were performing measurements at each session and the setup was reproduced anew. In addition, some measurements were repeated with the same devices in different sessions to evaluate the reproducibility of the devices. Reproducibility of measured ranges after a period of one week with PKF was À0.04 AE 0.03 mm (mean value AE standard deviation) and a maximum deviation of À0.08 mm. Range deviation between MP3-PL and PKF during 2 consecutive sessions was 0.1 AE 0.1 mm, with a maximum deviation of 0.2 mm. Range deviation between measurements performed on different days between MP3-P and PKF was 0.2 AE 0.1 mm, with a maximum deviation of 0.3 mm. Range deviation between measurements performed on different days between MP3-P and MP3-PL was 0.2 AE 0.1 mm, with a maximum deviation of 0.3 mm. Over a period of 14 months, ranges have always been reproduced with maximum deviations of 0.3 mm compared to specified ranges.
3.B.2. Multilayer ionization chamber
The WET of each chamber and the WET offset of the entrance window were estimated as 1.86 mm and 0.17 mm, respectively. The uniformity calibration of the Giraffe was subsequently performed and found to be very stable: over a period of 16 months no uniformity recalibration was necessary. The Giraffe calibration has been validated subsequently against PKF by comparing ranges at the 80% dose level for nine energies between 124.7 and 224.2 MeV; the average difference found was À0.2 mm, with a standard deviation of 0.2 mm and a maximum difference of À0.5 mm. During medical commissioning of the beam delivery system, 12 months after the initial calibration of Giraffe, measured ranges between Giraffe and MP3-PL water phantom for 20 energies between 62.4 and 252.7 MeV have also been compared with a similar agreement; the average difference was À0.2 mm with a standard deviation of 0.2 mm and a maximum difference À0.6 mm, thus demonstrating the stability of the device over time. Maximum differences between Giraffe measurements over a period of 12 months for nine energies were within AE 0.2 mm. The 1 mm additional slab provided to increase the resolution of the detector did not improve the accuracy of the measured ranges significantly. Other parameters extracted by default with the Giraffe (range at 90% and 20% dose levels and distal penumbra between ranges measured at 80% and 20% dose levels) showed similar reproducibility. The accuracy of the device mainly relies on the fitting functionality. The Giraffe device is prone to larger differences at low energy due to its resolution of 2 mm, which does not always allow to acquire the Bragg peak region properly (Bragg peak width is close to 1 mm around 60 MeV) and the user must verify the quality of the fitted raw data. To overcome this issue, we evaluated low energy ranges measured with ripple filters, in order to increase the Bragg peak width by a factor two. Unfortunately, the software fitting functionality relies on the physics of proton Pristine Bragg peaks and the larger filtered Bragg peak widths prevented the software to properly adjust the fit to the measured Bragg peaks. In contrary, using a dedicated range shifter (Gi-RS) for the highest energies did not affect the evaluation of the ranges. One of the most important parameter of a MLIC is its reproducibility over time to ensure consistency check during morning QA. Over a period of 2 months of daily QA for five key energies, maximum differences were 0. 3.C. Equipment dedicated to lateral dose distributions
3.C.1. Film dosimetry
The measured WET of EBT3 films was 0.37 mm, in agreement with the calculated WET of 0.36 mm based on the datasheet. Regarding scan field 2D homogeneity, the deviations evaluated with our scanner at lateral positions were up to 8%, if compared to the center of the scan field, in agreement with. 40 The uncertainty for relative dosimetry was estimated to be 1.7% and for absolute dosimetry in 2D to 3.0%. Our absolute uncertainty estimate of 3.0% is significantly lower than the 4.6% provided in Ref. [19] for protons, but since a detailed uncertainty budget was not provided, it is difficult to estimate where the differences come from. The details of the uncertainty budget are presented in Table IV . Film dosimetry is intended to be used for measurements perpendicular to the beam direction (e.g., to cross-check spot map measurements in air with the Lynx), thus correction due to energy dependence and quenching effect are not considered in this report. For detailed procedures on the implementation of film dosimetry in clinical practice, the reader is referred to Ref. [36, 37, 38, 40] .
3.C.2. Scintillating screen
The analysis of the landmark test presented in the acceptance section of the Lynx is illustrated in Fig. 3 . We discovered that the coincidence of the Lynx was out of tolerance when rotating the Lynx by 90, 180, or 270 0 . The issue was subsequently fixed by the manufacturer and identified as a mechanical fixation issue of the lens. The linearity in dose of the Lynx (iris 90%, integration time 10 s) was confirmed in the range from 10 7 to 10 8 particles per spot (R 2 = 0.9995) and results are consistent with Ref. [21, 17] . Differences between measured spot sizes and positions, using the Lynx against EBT3 radiochromic films considered as reference, were À0.3 mmAE 0.2 mm (mean value AE standard deviation), and 0.1 mmAE 0.2 mm, respectively. The uncertainties of the absolute spot position measurement and spot size measurement estimated at MedAustron are provided in Table V . In Ref. [21] , difference between spot sizes (FWHM) and positions measured with the Lynx and films are within AE 0.5 mm and AE 1 mm, respectively, but no systematic uncertainty analysis was performed. Instead, the intrinsic resolution of the Lynx of 0.5 mm was used as an argument to justify that the differences were within uncertainties. The larger differences presented in Ref. [21] could partly be explained by the use of a different method: in Ref. [21] , since the Lynx requires about 10 times less dose than films, data were acquired for both detectors separately; in our method, several Lynx images were acquired without removing the films, so that in total both detectors received exactly the same dose distribution, thus removing any beam delivery uncertainties from the analysis. Using the method from Ref. [21] resulted in twice the overall uncertainty estimated at MedAustron, and therefore, the new method was adopted. In addition, cross-comparison between two Lynx detectors available at MedAustron demonstrated agreement in spot size and position below 0.1 mm on average with standard deviations lower than 0.1 mm. These tests have been performed with the highest energy available corresponding to a spot size of 7.4 mm in FWHM. No obvious geometric distortions or inhomogeneity response of the Lynx were observed over the spot maps measured, in agreement with. 21 When testing the video mode, as long as the signal is not saturated, deviations on measured spot sizes and positions were below 0.2 mm, indicating that the video mode could be used for this purpose similarly to the image mode. Increasing the electronic gain up to 5 decreased the signal to noise ratio and induced bias in the measured spot sizes and positions of up to 0.5 mm. In contrast, keeping the electronic gain to 1, even if the measured signal is as low as 10%, did not show any significant deviations in the measured spot sizes and positions. No hysteresis effect on the iris settings was detected. In Ref. [21] , the influence of the iris (20, 50, 70, 100) on spot size measurements was within 0.2 mm. Evaluation of the Lynx for nuclear halo measurements was found satisfactory and in agreement with pin-point measurements considered as the reference, as illustrated in Fig. 9 . Based on WET calculation using information from the manufacturer datasheet, the effective depth of measurement of the Lynx was estimated to 5.1 mm. This value is consistent with measurements performed at the "Centre de Protonth erapie d'Orsay" (CPO) (personal communication from Ludovic De Marzi) and with the 5.0 mm value measured in Ref. [21] . The 2D Lynx homogeneity test based on the 25 spots map resulted in an averaged dose difference of À0.4% in the maximum spot intensities with a standard deviation of 3.2%. This result is satisfactory when considering the uncertainty budget for relative film dosimetry and consistent with. 21 Final evaluation of 2D homogeneity with the four detectors showed an agreement within AE 3% in the central 14 cm 9 14 cm area. The in-house software solution developed to support the analysis of measured spot maps at MedAustron was validated for clinical use according to the international standard IEC 62304. 43 
3.C.3. 2D-array
X-ray images of the 2D-array did not provide evidence for any detector integrity issues. The effective depth of measurement of Octavius was determined to 10.2 mm AE 0.5 mm, i.e., 1.7 mm (or 20%) larger than the manufacturer's specified value. The uncertainty budget included absolute range measurement uncertainty (0.4 mm) and uncertainty on the physical dimension of the RW3 (0.2 mm). In Ref. [41] , the effective depth of measurements of MatriXX was determined 3.9 mm instead of 3.3 mm specified, i.e., 0.6 mm (or 18%) larger than specified, which can be partly explained by the fact that the WET provided by the manufacturers are usually photon and not proton WET. The homogeneity of Octavius has been evaluated against EBT3 films for five vertical profiles at À80, À40, 0, +40, and +80 mm. Overall, dose deviations were on average 0.0% AE 0.8%, with a maximum deviation of 1.8% and a minimum deviation of À1.9% (Fig. 4) . Ion recombination has been measured and is presented in Fig. 5 . At nominal voltages (1000 V), the recombination appears virtually increased as compared to some lower voltages like 600 V. The reasons for this phenomenon remain unclear at the moment and call for deeper investigations of the 2D-array behavior in the voltage region 600-1000 V. For both Octavius and MatriXX 41 , the homogeneity (or flatness) of the devices were found satisfactory. The main drawback of the 2D-arrays is the resolution (ionization chamber center-tocenter): 10 mm for Octavius and 7.62 mm for MatriXX, which does not allow precise evaluation of the penumbra regions of the delivered fields. The cross-calibration factor of Octavius obtained in the plateau region of our proton beam was 13.6% larger than the calibration factor certificate in Co 60 . Verification of Octavius cross-calibration in the SOBP regions of several square fields presented differences ranging from 0.0% to À4.9%. Unfortunately, no obvious explanation for this behavior was found and further investigations are required. Octavius was further send back to the manufacturer for deeper investigations. The dose output of MatriXX is usually stable in the SOBP of passive scattered beams, 41 but unfortunately, information about cross-calibration factor for MatriXX and comparison between plateau and SOBP region for pencil beam scanning delivery were not provided in Ref. [41, 25] .
3.D. Phantoms for end-to-end tests and 3D dose delivery commissioning
For 2 out of 38 slabs, the measured thickness was out of tolerance (nominal thickness 10.00 AE 0.15 mm certified by CIRS). Homogeneity of the slabs was nevertheless acceptable and no air pocket was detected. Analysis of CT images of CIRS phantom type 062MQA showed some air bubbles (probably created during the gluing process) and other manufacturing imperfections. Therefore, the phantom was sent back to the company for replacement. For both phantoms (CIRS phantom type 062MQA and inhomogeneous phantom T43031 from PTW) the density of the different inhomogeneity inserts (based on the analysis of the dicom images) was found in acceptable agreement with the specifications from the vendors. From the analysis of the CT images, a major air bubble (diameter%10 mm) located between the hip and the left femoral head was detected in the pelvis phantom (Fig. 6) . The phantom was then replaced by CIRS. As a main result from these acceptance tests, the manufacturer improved the quality control of their products (personal communication). 3.E. Ionization chambers and solid detectors
3.E.1. Thimble ionization chambers
From x-ray images, no bending of the central electrodes of the ThICs was detected. Relative ionization rates measured with the check source for the whole set of PinPoint ICs were inversely proportional to the relative calibration coefficients (in Gy/C) within 1.1%. Rotational dependence of Farmer chambers measured with check source were found negligible (< 0.1%). For some PinPoints, pre-irradiations larger than 10 Gy were needed to settle the chambers while others required less than 5 Gy. Variability of the polarity corrections larger than 1% from chamber to chamber were observed. At the standard operating voltage of 400 V, charge multiplication effects were observed, but unfortunately the Multidos electrometers (each controlling 12 PinPoint chambers) do not allow reducing the operating voltage to lower values. For Farmer chambers, polarity and recombination were found negligible (<0.2%), but obviously this result depends on the beam intensity used. Farmer and PinPoint chambers reading stability, leakage currents, preirradiation level required to settle the chambers, polarity, and recombination effects were found to be similar in photon and proton beams. Calibration and check-source measurement to verify the integrity of the detectors are the most important controls that should be performed on regular basis to ensure the stability of the detectors.
3.E.2. Plane parallel ionization chambers
X-ray images of the three PTW-34073 Bragg peak chambers revealed that within the collecting volume a curved surface appears in two chambers (see Fig. 7 blue arrows). For a specified number of particles delivered, the responses of the BP chambers with serial numbers (SN) 021 and 022 were about 19% lower than with the BP chamber SN 026. This result is consistent with the smaller volume that would be expected from a collecting electrode that is curved as seen in the x-ray images. This characteristic would obviously compromise the adequacy of these chambers as a laterally integrating dosimeter or for dose-area-product measurements in pencil beam. For this reason, the chambers SN 021 and SN 022 were exchanged. As a main result from these acceptance tests, the manufacturer improved the quality control of their products (personal communication). Similar to Farmer chamber, polarity and recombination were found negligible (< 0.2%). Regular cross-calibration of PPIC detectors against Farmer chamber is the most important test that should be performed on regular basis to ensure the stability of the detectors.
3.E.3. Solid detectors
Comparison of transverse dose profiles in water between PinPoint detector and microDiamond for several depths and three energies showed a systematic underestimation of the beam FWHM by À3.0% AE 1.0% on average, with a maximum deviation of À4% and a minimum deviation of À1% (Fig. 8) . Differences may be explained by different detector resolutions: the PinPoint cavity is 2.9 mm in diameter and 0.03 cc in volume, while the microDiamond is 2.2 mm in diameter and its sensitive volume is 0.004 mm 3 . Evaluation of the low-dose halo far away from the beam axis was also in fair agreement with the PinPoint data (Fig. 9) . In contrary to Ref. [32] , rotating the detector by 90 degrees (radial orientation) did not improve the resolution of the measured transverse profiles as compared to axial orientation, maybe due to the acquisition resolution of 1-2 mm. In Ref. [32] , the evaluation of four microDiamonds indicates that the microDiamond detectors are not reproducible and presented differences in terms of stability, sensitivity, and LET dependence. The LET dependence is in contrast with other studies. 33, 34 Evaluation of the LET dependence in scanned ion beams is rather time consuming compared to scattered beams, since the beam must be scanned and the depth-dose curve must be acquired point-by-point. In order to quickly apprehend possible LET dependence of our detector, a depth-dose profile has been acquired for a central axis proton pencil beam of a 62.4 MeV with the detector in axial configuration and compared to integral depth-dose measurements using BP chambers. This comparison obviously relies on the assumption that the spot size is sufficiently large and that scattering at this energy is sufficiently small, so that a central axis depth-dose profile measured with the microDiamond can be compared to a laterally integrated depth-dose profile. This assumption has been verified in Ref. [44] for a 126 MeV range-modulated narrow proton beam shaped with circular brass collimators of 20 mm diameter or more. In our evaluation, dose differences were lower than 1% at all depths and suggest that our diamond detector did not evidence any quenching issues for protons (Fig. 10) , but for full characterization of the detector additional work would be required. 
DISCUSSION
The results presented in this work mainly focus on the implementation of dosimetry equipment and phantoms before acceptance and commissioning of a LIBT facility. Additional aspects such as the storage and the QA program of the dosimetry equipment and phantoms should be considered in order to ensure stability of the equipment over months and years. The equipment should be stored in a dedicated room carefully monitored in terms of temperature, air pressure, and humidity by the facility management department. Constant and comparable conditions to irradiation rooms are important to ensure the stable behavior of the devices. As an example, MLIC results presented in this report are very stable, but from personal communication with other LIBT centers (Ludovic De Marzi, CPO, Orsay), some MLIC devices are more sensitive and require uniformity calibration on a weekly basis. Having tolerances on the storage room temperature around AE 1 0 C of the treatment room conditions will improve reference dosimetry measurement performances and prevent large temperature drifts during the course of the measurements. For temperature adaptation, the equipment should be stored next or even inside the treatment room before performing measurements to stabilize to room environment. Heavy mechanical equipment not intended for dosimetry purposes should be preferentially stored in a separate room for safety.
At the start-up phase of LIBT facilities, a reliable beam line monitoring system is not always available and large Measurements were performed at isocenter (ISD-0cm). MD and Lynx data were normalized to PP data, which are presented in absolute terms. Data between all three detectors are very consistent over almost 4 orders of magnitude (about 8 cm laterally to the beam axis). Then, data start to deviate more markedly from each other due to a reduced signal and increased noise. Special care would be required to resolve lower dose levels. [Color figure can be viewed at wileyonlinelibrary.com] doses and dose rates maybe be delivered on the beam line's central axis. The Lynx device is very sensitive to the delivered dose and aging effects can occur in the scintillating screen and create an under-response in a localized region were the spot was delivered. Therefore, using the Lynx without proper beam line monitoring system, e.g., in the context of technical commissioning of an accelerator for beam size tuning, should be prevented. In case the scintillating screen suffers from aging, the 2D homogeneity of the Lynx can be recalibrated by the user using a reference flat field or by comparison with measurement of the same field with another detector considered as the reference. In some cases, the cristal must be exchanged. Verification of the Lynx homogeneity in 2D should be performed as a QA check following recalibration of the Lynx or replacement of the cristal.
In order to ensure the performances of the equipment, a QA program must be setup. The QA program of the dosimetry equipment and phantoms should be developed in order to maximize the use of measurements performed in the context of periodic QA of the beam delivery system and not to require a substantial amount of additional measurements. For instance, when doing spot QA measurements using the Lynx, a film can be occasionally added to cross-check that the measured parameters are within the expected tolerances and uncertainties defined during commissioning. Range measurement equipment used for QA can be alternated in order to verify that range measurements obtained with the different devices are also within the expected tolerances and uncertainties defined during commissioning. Verification of the 3D mechanics of water phantoms can be limited to yearly control. Ionization chambers used as a reference dosimeter for beam monitoring system calibration should be sent to standard dosimetry labs for recalibration at regular intervals according to national regulation (preferably at least once every 2 yr). Check source measurements must be performed on a yearly basis to follow-up the performances of the chambers. For all equipment, controls must be repeated in case of suspicion of malfunctioning (accidental collision or shock, unexpected deviations in facility QA result which cannot be explained otherwise, etc.). Ensuring the performance of the dosimetry equipment and phantoms on a regular basis is of paramount importance to underpin the validity and the quality of the controls performed. In-house softwares should be verified and validated after any new release or operating systems upgrades, according to the international standard IEC 62304, 43 by reproducing the initial acceptance testing.
CONCLUSION
The experience of MedAustron in the implementation of dosimetry equipment and phantoms prior to acceptance testing and medical commissioning of the LIBT facility itself has been presented in detail. Advanced acceptance testing procedures developed by the medical physicist in charge and complementary to the standard acceptance testing procedures proposed by the manufacturers have been presented. These procedures allowed identifying deficiencies for several devices and were communicated to the manufacturers in order to take corrective measures. Detailed commissioning plans of the dosimetry equipment and phantoms have been implemented after the acceptance testing procedures were completed. Emphasis was given in the determination of the overall uncertainty of the equipment in the range of clinical operations. We believe that careful implementation of dosimetry equipment and phantoms is a fundamental basis to achieve a high quality medical commissioning work of a LIBT facility and further consistency checks. The definition of standard operating procedures and training of the users were found necessary to achieve the presented results. As an illustration, range measurements were reproduced over 12 months using two water phantoms and one water column within a maximum deviation compared to specified values of 0.3 mm for ranges comprised between 30.0 and 380.0 mm. Absolute spot sizes and positions can be determined with an uncertainty below 0.3 mm. The determination of the uncertainty budgets of the dosimetry equipment and phantoms helps defining more appropriate QA tolerances and action levels of the beam delivery system. The procedures presented in this work were developed specifically for LIBT facilities, but the principles could be easily adapted for conventional radiation therapy with photon beams, especially for some of the highly sophisticated delivery techniques such as IMRT, arc-therapy, or stereotactic radiation therapy which require high accuracy in beam delivery.
