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About me
• Senior researcher CWI 
• Software Analysis and Transformation (SWAT) 
• Currently supervising 2 PhD students 
• Teach at Master Software Engineering at UvA 
• Supervise around 10 MSc students per year
Rascal
• Meta programming language 
• Language workbench 
• w/ Paul Klint and Jurgen Vinju 
• … and many others! 
• http://www.rascal-mpl.org
Ensō
• Model-driven programming framework 
• Composition of executable specification languages 
• “App = Models + Interpreters” 
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Some recent topics
• Object Algebras 
• OOPSLA’15 (hopefully), GPCE’14, ECOOP’13 
• Language workbenches 
• ICMT’15, ECOOP’14, ICMT’14, SLE’13 
• Domain-specific language for digital forensics 
• ECMFA’13, ICMT’12, ICSE’11 SEIP
Reaching out
• Co-organized SDA’13, SDA’14  
• Talks/workshops at 
• Code generation 
• Joy of Coding 
• Bits&Chips 
• Sioux, Belastingdienst, NSpyre, NFI, Optiver…
Live little languages
Live little languages
• Live: “editing a program while it runs” 
• Continuous feedback 
• Textbook example: spreadsheet 
• Little languages 
• Domain-specific languages (DSLs) 
• Notations close to problem domain
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Why live little languages?
http://www.eusprig.org/horror-stories.htm
IEND {
length: 0 size 4;
chunktype: "IEND";
crc: 0xAE, 0x42, 0x60, 0x82
}
This declaration states that the IEND structure consists of a
length field of 4 bytes (containing zeros), followed by the
(ASCII encoded) string “IEND”, and terminated by a CRC code
consisting of 4 constant values. To factor out common fields in
structure definitions, DERRIC allows structures to inherit from
other structures. For instance, in PNG, most structures inherit
from an abstract Chunk structure which declares common fields
for length, type, data and CRC check; such fields can be
overridden if needed.
A DERRIC description is input to the DERRIC compiler
which generates executable validators. A validator tries to
match binary input streams against the file format definition
captured in DERRIC. One application are of these validators
is file carving: the process of recovering possibly damaged
or fragmented files from storage devices [3], [4]. Previous
research has shown that the generated validators perform well,
both in terms of recovered files and runtime speed [2], and
that DERRIC descriptions can be automatically transformed to
improve runtime performance [5].
The benefits of DERRIC are only fully realized, however, if
the file format description can be considered correct. If files are
encountered that are not recognized, there are two possibilities:
• The binary data is not an instance of the file format
we are looking for, or the data is corrupted. In other
words, the data is at fault.
• The file format description is incorrect and has to be
changed to cope with this specific variation of the file
format.
Note that these situations may overlap. In fact, it is quite
common to relax a file format description to trade some
precision for a higher recall. Nevertheless, in both cases the
question remains: how to find out if a description should
be adapted to the new situation? And if so, how should
the description be changed? TRINITY helps to answer such
questions by providing debugger functionality at the level of
DERRIC itself. This way, both the data and the runtime state
of an analysis can be interpreted in terms of the sequential
layout and the structures and fields of the file format.
II. TRINITY
A. Integrated Data Debugging
TRINITY is an IDE which aims to leverage the domain-
specific information contained in DERRIC descriptions to bring
integrated data debugging support to the process of reverse
engineering binary file formats. A screen shot of TRINITY is
shown in Figure 1. The IDE consists of three synchronized
views:
• Data: A hexview showing the input data (top right).
• State: An outline view of the runtime state, with root
nodes for structures and child nodes for fields (left
column).
Fig. 1: Screenshot of TRINITY used on a PNG example file.
• Code: A syntax-highlighting editor for showing a
DERRIC description (bottom right).
The user can navigate between views using hyper links
which connect all three views. For instance, after selecting the
byte at offset 8 in the Data view at the top right, the contextual
structure and field of this byte are highlighted. Similarly, the
IHDR structure and its length field are highlighted in the
State view on the left, which provides the dynamic execution
context to this byte. In the Code view at bottom right, the IHDR
structure is highlighted in both the sequence and structures
sections. Finally, the length field is highlighted in the Code
view as well, where it is defined not directly in the IHDR
structure, but in the Chunk structure it inherits from.
It is also possible to go the other way. For instance,
clicking on a field in the code view will highlight all the
bytes in the input stream that have been successfully matched
using that very field. Similarly, clicking on an element in
the sequence section highlights all bytes in the input stream
captured by that syntactic element. Because syntactic elements
in the sequence may occur multiple times (through the use
of the regular operator ⇤), clicking on a source element may
highlight multiple parts of the input data.
Figure 2 illustrates the relationships between the three
views in more detail. On the left (Data) is a hexview of
the input data (between offsets 16 (0x0010) and 48 (0x002C
+ 4). In the center (State) the trace of interpreting the input
data (showing matches for structures named Header, Config
and Data, of which only Config is expanded and showing its
fields). On the right (Code) the text editor view of the DERRIC
description (showing the definition of the Config structure). In
all three views, the dotted line marks the Config structure and
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software glue libraries, program integration points spec-
ified in the name bindings, and integrate content and
mechanics models with the rest of the game system.
The MM Lib, introduced in Section 2.2, enables em-
bedding the mechanics model. As soon as the first
prototype runs the model, play testing can commence.
4. CASE STUDY: ADAPTOWER
4.1 Experimental setup
We demonstrate adaptability of the mechanics and gameplay
of AdapTower, a prototype tower defense game built using
the approach discussed in Section 3. The game, shown in
Figure 4, is implemented in C# and embeds the MM Lib
(which is C++) using a wrapper that marshals data to .NET.
Figure 4: Screenshot of Running AdapTower Prototype
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Figure 5: AdapTower Diagrams
Figure 5a shows the a partition of AdapTower in software
layers. Players trigger mechanics in the User Interface (UI)
layer. The Physics layer interprets user actions and tracks
in-game entities, their location, speed and trajectories. It
ensures the UI displays them accordingly. MM Lib inter-
prets Physics calls to activate nodes, e.g. for collisions and
time passing, and evaluates textual MM defining adapta-
tions. MM Lib computes a next game economy state when
the Physics calls the step API, and informs it about changes
to definitions and instances with callbacks and messages.
4.2 Adapting AdapTower
Here we demonstrate adaptations to the game economy of
AdapTower in a series of six design iterations. We provide
visual MM definitions with additions and changes3.
3
The textual MM of AdapTower can be found at https://github.com/
vrozen/MM-Lib/tree/master/mm/tests/towers
Design Iteration 0: Concept Phase
Gameplay Design. In AdapTower, the creeps spawn at
random locations on the top of the screen and march down-
wards. Defensive towers shoot creeps and convert killed
creeps into essence, a resource that falls down. Bases collect
essence and convert it into gold, which can be used to build
more towers and bases. Both are destroyed when they come
into contact with the advancing creeps. To reach the objec-
tive of building a fixed number of bases the player needs to
construct defensive configurations that minimize the risk of
losing bases, but maximize the collection of essence. Adap-
Tower’s internal economy consists of two interconnected pos-
itive feedback loops. First, towers convert creeps into essence
and bases convert essence into gold, which players use to buy
more towers and bases. Second, the more creeps there are,
the more likely it is they collide and destroy more towers,
meaning more creeps will survive. Figure 5b shows a concept
sketch modeled with the Machinations tool [1, 9].
Design Iteration 1: Creeps, towers and bases
Mechanics Modeling. The first mechanics model version
of the game economy of AdapTower consists of three MM
models. The integrated game is modeled in Figure 6. We
model creeps, essence and gold by pools, which are bound to
Tower and Base instances on their shared interfaces using
binding edges. Creeps enter the world by externally activat-
ing the interactive source spawn which pushes one resource
along its edge to the pool creeps. The drain missed models
essence disappearing from the world without being caught.
The converters buyTower and buyBase consume 20 and 50
gold to respectively produce a tower and a base instance.
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Figure 6: AdapTower Visual MM Definition
name meaning embedding
spawn a creep enters the world activate node
creeps amount of creeps in the world notify value
essence amount of essence in the world notify value
missed essence leaves the world activate node
towers amount of towers in the world notify new/del
bases amount of bases in the world notify new/del
gold amount of gold the player has notify value
buyTower player buys a tower activate node
buyBase player buys a base activate node
Table 2: Global Name Bindings
name meaning embedding
range tower range in game yards notify value
firePower tower fire power in hit points notify value
rotationSpeed tower rotation speed degree/s notify value
hitByCreep physics: a creep hits a tower activate node
killCreep physics: a tower kills a creep activate node
hitByCreep physics: a creep hits a base activate node
hitByEssence physics: essence hits a base activate node
Table 3: Tower and Base Type Definition Name Bindings
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Micro Machinatio s
Van Rozen, Dormans, Adapting game mechanics with Micro-Machinations, FDG’14
table grades = #  A / B   / C    / D               / E           
               1:   | Lab | Exam | Avg             | Grade       
               2:   | 7   | 7    | = (B2 + B3) / 2 | = round(D2) 
               3:   | 3   | 7    | = (B3 + C3) / 2 | = round(D3) 
               4:   | 9   | 10   | = (B4 + C4) / 2 | = round(D4). 
  
view grades = #  A / B   / C    / D   / E     
              1:   | Lab | Exam | Avg | Grade 
              2:   | 7   | 7    | 5.  | 5.    
              3:   | 3   | 7    | 5.  | 5.    
              4:   | 9   | 10   | 9.5 | 10.. 
test grades E2 * 2 == B2 + C2 expected 14., got 10. 
repl for grades 
> A2 + B2. 
=> 7.0 
>B2 + B2. 
=> 7.0 
> 
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van der Storm, Semantic Deltas for Live DSL Environments, LIVE’13
Live QL
Live little languages
• Trinity: runtime data and source program are inter 
linked 
• Machinations: game adapts as game mechanics is 
changed 
• Celldown: data, computation, test, repl etc. all in a 
single, integrated interface (in this case: text) 
• LiveQL: source changes have immediate effect on 
the questionnaire
Language workbenches
• IDE + meta-language(s) to build languages + IDEs 
• Power tools for building DSLs 
• Our workbench of choice: Rascal 
• Productivity game changer
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No liveness :-(
• Compiler typically is a batch transformation system 
• No notion of interacting with the system as whole 
• Edit/compile/restart is slow and loses runtime 
state 
• Disconnect between generated code and input
Research questions
• What are generic concepts and techniques for linking 
and integrating program and runtime? 
• => origin tracking, bidirectional transformation 
• What are generic concepts and techniques for 
continuous feedback? 
• => incremental updates, coupled transformations,… 
• How to support building live languages in language 
workbenches?
Semantic Deltas
• Represent programs as models 
• Execution = interpreting model + state 
• Editing program => semantic delta 
• Interpret the delta at runtime 
• Migrate runtime state where needed
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states are labeled with di and uj respectively.
explain our solution tmdiff in Section 3 and evaluate the technique Section 4.
We discuss specific trade-offs and limitations in Section 5. Finally, we position
tmdiff in the context of related work in Section 6 and conclude the paper in
Section 7.
2 Problem Analysis
Here we introduce the challenges of textual model differencing using a simple
motivating example that is used as a running example throughout the paper.
Figure 1 shows three versions of textual models of a simple state machine
language. A state machine has a name and contains a number of state declara-
tions. Each state declaration contains zero or more transitions. A transition fires
on an event, and then transfers control to a new state. Figure 1a displays a state
machine for controlling doors (Doors1). The state machine is extended with a
locked state in Doors2 (Fig. 1b). The third version, Doors3 (Fig. 1c), shows a
grouping feature of the language: the locked state is part of the locking group.
The grouping construct acts as a scope: it allows different states with the same
name to coexist in the same state machine model.
In each of the state machine models, the constructs that define entities are
annotated with unique labels dn. For instance, in Doors1, the machine itself is
labeled d1, and both states closed and opened are labeled d2 and d3 respectively.
Similarly, uses of states in transitions are labeled with labels un. For instance,
the target state opened of the transition in closed is labeled u1. In Section 3
we will see that these labels are instrumental in semantic differencing of textual
models.
The goal of tmdiff is to provide meaningful differences when comparing
models such as the three state machines in Fig. 1. To illustrate the problem
3
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create State d7
d7 = State("locked",[Trans("unlock",d2)])
d2.out[1] = Trans("lock", d7)
d1.states[2] = d7
(a) tmdiff Doors1 Doors2
create Group d11
d11 = Group("locking",[d7])
remove d4.states[2]
d4.states[2] = d11
(b) tmdiff Doors2 Doors3
Fig. 3: tmdiff differences between Doorsi and Doorsi+1 (i 2 1, .., 2)
refer to the same semantic entity. In Section 3 we will introduce a novel matching
strategy that constructs such mappings.
tmdiff deltas are imperative edit scripts that consist of edit operations.
Edit operations include creating and removing of AST nodes, assigning fields,
and inserting or removing elements from collections. Figure 3 shows the tmdiff
edit scripts computed between Doors1 and Doors2 (a), and Doors2 and Doors3
(b). The edit scripts use the definition labels dn as node identities.
The edit script shown in Fig. 3a captures the difference between source ver-
sion Doors1 and target version Doors2. It begins with the creation of a new state
d7. States have primitive field, id and a collection of transitions called out. For
state d7 these are respectively initialized with its name locked and with a new
transition for event "unlock". Pre-existing state d2 in Doors1 which is mapped
to d5 in Doors2 receives a new transition for event "lock" that transitions to the
new state d7. Finally, the new state d7 is inserted at index 2 of the collection of
states of the machine d1 in Doors1 which is mapped to d4 in Doors2.
The edit script introducing the grouping construct locking between Doors2
and Doors3 is shown in Figure 3b. It starts with the creation of a new group
d11. Its initialization sets id to "locking" and states to a list with a single state
d7 which already existed in Doors2 Finally, the state with index 2 is removed
from the machine d4 in Doors3, and then replaced by the new group d11. Al-
though the syntactic structure of the target state of the lock transition in Doors2
(locking.locked) is different from Doors2 (locked) no changes are made to tran-
sitions in the edit script. In both Doors2 and Doors3 the transition targets the
same locked state d7.
Figure 3 shows the semantic deltas computed by tmdiff for three consecutive
versions of the example state machines. Now the question is, how can they be
used to synchronize inter-related artifacts? To make our goals more concrete,
let us consider the situation that the state machines are transformed to a Java
model to execute them. We assume this transformation propagates the semantic
identities of the states in the state machines to the Java code (for instance,
using some form of origin tracking [9]). Based on this propagation of identities,
it becomes possible to map deltas in terms of state machines to corresponding
deltas in terms of Java code. Figure 4 shows hypothetical Java code for Doors1,
and an example of expressing the revision from Doors1 to Doors2 in terms of a
Java meta model.
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machine doors d1
state closed d2
open => opened u1
state opened d3
close => closed u2
end
(a) Doors1
machine doors d4
state closed d5
open => opened u3
lock => locked u4
state opened d6
close => closed u5
state locked d7
unlock => closed u6
end
(b) Doors2
machine doors d8
state closed d9
open => opened u7
lock => locking.locked u8
state opened d10
close => closed u9
locking d11 {
state locked d12
unlock => closed u10
}
end
(c) Doors3
Fig. 1: Three versions of a simple state machine model. Definitions and uses of
states are labeled with di and uj respectively.
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We di cuss pecific trade-offs and limitations in Section 5. Finally, we position
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2 Problem Analysis
Here we introduce the challenges of textual model differencing using a simple
motivating example that is used as a running example throughout the paper.
Figure 1 shows three versions of textual models of a simple state machine
language. A state machine has a name and contains a number of state declara-
tions. Each state decl ration contains zero or more transitions. A transition fires
on an event, and then transfers control to a new state. Figure 1a displays a st te
machine for controlling doors (Doors1). The state machine is extended with a
locked state in Doors2 (Fig. 1b). The third version, Doors3 (Fig. 1c), shows a
grouping feature of the language: the locked state is part of the locking group.
The grouping construct acts as a scope: it allows different states with the same
name to coexis in the same state machine model.
In each of the state machine models, the constructs that define entities are
annotated with unique labels dn. For instance, in Doors1, the machine itself is
labeled d1, and both states closed and opened are labeled d2 and d3 respectively.
Similarly, uses of states in transitions are labeled with labels un. For instance,
the target state opened of the transition in closed is labeled u1. In Section 3
we will see that these labels are instrumental in semantic differencing of textual
models.
The g al of t diff is to provide meaningful differences when comparing
models such as the three state machines in Fig. 1. To illustrate the problem
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diff ( ), =
create State d7
d7 = State("locked",[Trans("unlock",d2)])
d2.out[1] = Trans("lock", d7)
d1.states[2] = d7
(a) tmdiff Doors1 Doors2
create Group d11
d11 = Group("locking",[d7])
remove d4.states[2]
d4.states[2] = d11
(b) tmdiff Doors2 Doors3
Fig. 3: tmdiff differences between Doorsi and Doorsi+1 (i 2 1, .., 2)
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d2: State 
name: “closed” 
visited: 3
1: Machine
d3: State 
name: “opened” 
visited: 2
:Trans 
event: “op n”
:Trans 
event: “close”
currentState
outout
:Trans 
vent: “lock”
d7: State 
name: “locked” 
visited: 0
:Tran  
event: “unlock”
out
out
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Demo: State machines
Screenshot
Future directions
• Time travel (undo, replay) 
• Time branching (what-if scenarios) 
• Versioning (operation-based) 
• Persistence (EventStores!) 
• Collaboration (operational transformation)
Live little languages
• DSLs have been shown to be effective for SE 
• Live = continuous feedback during programming 
• Want: generic techniques for live DSLs 
• Need: foundations and engineering principles 
• Semantic deltas promising first step

