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Abstract
In this paper, we consider splitting methods for Maxwell’s equations in two dimensions. A new kind of splitting ﬁnite-difference
time-domain methods on a staggered grid is developed. The corresponding schemes consist of only two stages for each time step,
which are very simple in computation. The rigorous analysis of the schemes is given. By the energy method, it is proved that
the scheme is unconditionally stable and convergent for the problems with perfectly conducting boundary conditions. Numerical
dispersion analysis and numerical experiments are presented to show the efﬁcient performance of the proposedmethods. Furthermore,
the methods are also applied to solve a scattering problem successfully.
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1. Introduction
Alternating direction implicit methods (ADI) are conventional and efﬁcient numerical methods to solve multi-
dimensional problems. It was originally introduced by Peaceman, Douglas and Rachford in 1950s (see [12,4]) for heat
ﬂow equations in two dimensions and was later applied extensively in many numerical approximation problems [1–3].
Since the corresponding coefﬁcient matrix of the algebraic system for each iteration in the actual work comes from
a one-dimensional problem, the methods save much computer memory and CPU time. Recently, Douglas et al. [3]
proposed a way of reducing the perturbation errors caused by the ADI method.
On the other hand, the ﬁnite-difference time-domain (FDTD)method (also calledYee’s Scheme) forMaxwell’s equa-
tions, which was ﬁrst proposed byYee [17] in 1966 and later developed by Taﬂove and others [14,15], is a very efﬁcient
numerical algorithm in computational electromagnetics. The scheme has been applied in a broad range of problems (for
its merit and application see [15]). However, theYee scheme is only conditionally stable so that for the two-dimensional
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problem, the time step size t and the spatial step sizes x and y should satisfy the Courant–Friedrichs–Lewy (CFL)
stability condition
cmaxt[1/(x)2 + 1/(y)2]−1/2,
where cmax is the maximum of the wave velocity c(x, y) = 1/()−1/2 (see [14,15]; note that [14] was the ﬁrst
publication of the correct CFL stability limit for FDTD). Hence, when the spatial step sizes become very small, the
computation of the Maxwell equations by Yee’s scheme will need much CPU time. Combining Yee’s scheme with
the ADI time-marching technique would overcome this deﬁciency. In fact, such work has been discussed in the early
1984s for the two-dimensional problems [8], but, the scheme proposed in [8] was proved to be difﬁcult for obtaining
the unconditional stability property for the general three-dimensional Maxwell equations. A unconditionally stable
ADI-FDTD scheme was ﬁrst proposed in [21] for the three-dimensional Maxwell equations with an isotropic, lossless
medium, which consists of only two stages for each time step. A detailed analysis of accuracy and dispersion of this
ADI-FDTD scheme was carried out in [6,20]. A rigorous error estimate of this ADI-FDTD scheme was given in [5] in
the case of perfectly conducting boundary conditions, employing the discrete energy method.
Recently, Namiki [10] proposed a kind of ADI-FDTD schemes for the two-dimensional Maxwell equations with
an isotropic, lossless medium. It was proved in [10,18] using the Fourier method that this scheme is unconditionally
stable and has reasonable numerical dispersion errors. The method has been successfully applied to solve problems
of a monopole antenna near a thin dielectric wall, a strip line with narrow gap, and a perfectly matched layer (PML)
problem (see [11,7]).
In this paper, we study effective splitting numerical methods for Maxwell’s equations. Combining the splitting
technique and the staggered grid, a splitting ﬁnite-difference time-domain method (called S-FDTDI) is proposed for
the two-dimensional problem. We present a rigorous analysis of the method concerning stability, convergence as
well as numerical dispersion and dissipation. By using the energy method it is proved that the S-FDTDI scheme is
unconditionally stable and convergent with ﬁrst order in time and second order in space for the case with perfectly
electric conducting (PEC) boundary conditions. The dissipation analysis shows that the S-FDTDI scheme is a ﬁrst-
order perturbation to the Crank–Nicolson (CN) scheme where the perturbation error dominates the truncation error.
In order to improve the accuracy of the S-FDTDI scheme, we propose an improved splitting ﬁnite-difference time-
domain method (called S-FDTDII) for the two-dimensional problem by reducing the perturbation error. The scheme
is equivalent to a second-order perturbation of the CN scheme. The two proposed schemes, which are different from
the one presented in [10], are much simpler and consist of only two equations at each stage, while each stage of
the scheme in [10] has three equations. This feature brings much convenience in practical computation, especially,
in the simulation of scattering problems with PML boundary conditions, and will save much more CPU time. To
investigate the numerical dispersion error of the two new schemes, the numerical dispersion relations are derived using
a simple method. Numerical dispersion relations show that these two schemes are very effective and that the S-FDTDII
scheme has less dispersion error than the S-FDTDI scheme has. Numerical experiments of solving the two-dimensional
Maxwell equations are presented to show the excellent performance of the proposed methods. The new methods have
also been applied to solve a scattering problem with PML boundary conditions, and effective numerical results are
obtained.
The remaining part of the paper is organized as follows. In Section 2, the S-FDTDI scheme is proposed for the
two-dimensional Maxwell equations. The improved splitting scheme S-FDTDII is also proposed by reducing the
perturbation error of the S-FDTDI. In Section 3, we give a rigorous stability and convergence analysis of the S-FDTDI
scheme. Numerical dispersion relations as well as numerical dispersion errors are analyzed in Section 4. In Section 5,
numerical experiments are presented for solving theMaxwell equations with a PEC boundary condition and a scattering
problem with a PML boundary condition.
2. The Maxwell equations and the splitting schemes
In this section, we propose two splitting ﬁnite-difference time-domain (S-FDTD) schemes for the two-dimensional
Maxwell equations. Based on a splitting technique and staggered grids, the S-FDTDI scheme is proposed ﬁrst for the
problem. To improve the accuracy of S-FDTDI, a modiﬁed scheme called S-FDTDII is then presented by reducing the
perturbation error of S-FDTDI.
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Consider the following two-dimensional transverse electric (TE) polarization case in a losslessmedium as an example
to demonstrate the theory of the splitting schemes:
Ex
t
= 1

Hz
y
, (2.1)
Ey
t
= −1

Hz
x
, (2.2)
Hz
t
= 1

(
Ex
y
− Ey
x
)
, (2.3)
where  and  are the electric permittivity and magnetic permeability of the medium, respectively, andE=(Ex(x, y, t),
Ey(x, y, t)) and Hz = Hz(x, y, t) for (x, y) ∈  = [0, a] × [0, b] and t ∈ (0, T ] denote the electric ﬁeld and the
magnetic ﬁeld, respectively. The spatial domain  = [0, a] × [0, b] is occupied by this medium and surrounded by
perfect conductors. So the perfectly conducting boundary condition is satisﬁed on the boundary:
(E, 0) × (n, 0) = 0 on (0, T ] × , (2.4)
where  denotes the boundary of  and n is the outward normal vector on . The initial conditions are
E(x, y, 0) = E0(x, y) = (Ex0(x, y), Ey0(x, y)) and Hz(x, y, 0) = Hz0(x, y). (2.5)
It is well known that, for suitably smooth data, problem (2.1)–(2.5) has a unique solution for all time (see [9]). For
theoretical analysis, we will assume throughout this paper that the solution of the Maxwell system (2.1)–(2.5) has the
following regularity property:
E ∈ C((0, T ]; [C3(¯)]2) ∩ C1([0, T ]; [C1(¯)]2) ∩ C2([0, T ]; [C(¯)]2),
Hz ∈ C((0, T ];C3(¯)) ∩ C1([0, T ];C1(¯)) ∩ C2([0, T ];C(¯)). (2.6)
For simplicity in notations, we only consider the case of constant coefﬁcients. The methods described here can be
extended easily to the case of variable coefﬁcients.
Let the partition of space domain  and time interval [0, T ] be an uniformly staggered grid as
xi = ix, x
i+ 12
= xi + 12 x, i = 0, 1 . . . , I − 1, xI = Ix = a,
yj = jy, y
j+ 12
= (j + 12 )y, j = 0, 1, . . . , J − 1, yJ = Jy = b,
tn = nt, tn+ 12 = tn + 12 t, n = 0, 1, . . . , N − 1, tN = N t = T ,
where x and y are the mesh sizes along the x and y directions, respectively, t is the time step size, and I and J are
two integers. For a function F(t, x, y), we further deﬁne
Fm, = F(mt, x, y), tFm, =
F
m+ 12
, − F
m− 12
,
t
,
xF
m
, =
Fm
+ 12 ,
− Fm
− 12 ,
x
, yF
m
, =
Fm
,+ 12
− Fm
,− 12
y
,
uvF
m
, = u(vFm,), u, v = x, y.
Denote by Evm, and Hz
m
, the approximation of the electric ﬁeld Ev(t
m, x, y) with v = x, y and the magnetic
ﬁeldHz(tm, x, y), respectively. The splitting FDTD scheme (called S-FDTDI) for the Maxwell equations (2.1)–(2.5)
is deﬁned by two stages, which is based on a splitting of Maxwell’s equations. To see this clearly, we split the
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Maxwell equations (2.1)–(2.3) into the following form:
Ex
t
= 1

Hz
y
,
1
2
Hz
t
= 1

Ex
y
(2.7)
and
Ey
t
= −1

Hz
x
,
1
2
Hz
t
= −1

Ey
x
. (2.8)
Applying the spatial discretization approximation to Eqs. (2.7) and (2.8) we can get the S-FDTDI scheme.
Stage 1:
Ey
n+1
i,j+ 12
− Eyn
i,j+ 12
t
= − 1
2
x{Hz∗i,j+ 12 + Hz
n
i,j+ 12
},
Hz
∗
i+ 12 ,j+ 12
− Hzn
i+ 12 ,j+ 12
t
= − 1
2
x{Eyn+1
i+ 12 ,j+ 12
+ Eyni+ 12 ,j+ 12 }. (2.9)
Stage 2:
Ex
n+1
i+ 12 ,j
− Exn
i+ 12 ,j
t
= 1
2
y{Hzn+1
i+ 12 ,j
+ Hyni+ 12 ,j },
Hz
n+1
i+ 12 ,j+ 12
− Hz∗
i+ 12 ,j+ 12
t
= 1
2
y{Exn+1
i+ 12 ,j+ 12
+ Exni+ 12 ,j+ 12 }. (2.10)
By the deﬁnition of the cross product of vectors and the boundary condition (2.4), the boundary values for scheme
(2.9)–(2.10) can be derived as follows:
Ex
m
i+ 12 ,0
= Exmi+ 12 ,J = Ey
m
0,j+ 12
= EymI,j+ 12 = 0, (2.11)
where m = n or m = n + 1 denotes any time level. Finally, the initial values E0, and Hz0, are easily given as
Ex
0
, = Ex0(x, y), Ey0, = Ey0(x, y), Hz0, = Hz0(x, y). (2.12)
It can be seen from Eqs. (2.9)–(2.10) that the S-FDTDI scheme is very simple. Each stage, which contains only two
equations, can be written equivalently as a tridiagonal system of linear equations for the electric ﬁeld vector En+1y (or
En+1x ) and a direct formulation of obtaining the magnetic ﬁeld vector H ∗z (or Hn+1z ) explicitly. For example, rewriting
the second equation in (2.9) as
Hz
∗
i+ 12 ,j+ 12
= Hzni+ 12 ,j+ 12 −
t
2
x(Ey
n+1
i+ 12 ,j+ 12
+ Eyni+ 12 ,j+ 12 ), (2.13)
and then substituting Hz∗
i+ 12 ,j+ 12
into the ﬁrst equation in (2.9) give a system of linear equations:
− (t)
2
4(x)2
Ey
n+1
i−1,j+ 12
+
[
1 + (t)
2
2(x)2
]
Ey
n+1
i,j+ 12
− (t)
2
4(x)2
Ey
n+1
i+1,j+ 12
= Eyni,j+ 12 −
t

xHz
n
i,j+ 12
+ (t)
2
4
x(xEy
n
i,j+ 12
). (2.14)
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System (2.14) is a tridiagonal system with a constant coefﬁcient matrix (or a varying coefﬁcient matrix on spatial
index i, j when  and  are functions of x and y on domain ), which does not change for all time level n. All the ﬁeld
components on the right-hand side (RHS) have been obtained at the previous time step. So the system can be solved
efﬁciently. Then, the correspondingHz∗i+1/2,j+1/2, i =0, 1, . . . , I −1, j =0, 1, . . . , J −1, can be obtained explicitly
from formula (2.13).
Similarly, combining the two equations in (2.10), we can get another tridiagonal system of equations
− (t)
2
4(y)2
Ex
n+1
i+ 12 ,j−1
+
[
1 + (t)
2
2(y)2
]
Ex
n+1
i+ 12 ,j
− (t)
2
4(y)2
Ex
n+1
i+ 12 ,j+1
= Exni+ 12 ,j +
t

y(Hz
∗
i+ 12 ,j
+ Hzni+ 12 ,j ) +
(t)2
4
y(yEx
n
i+ 12 ,j
)
and
Hz
n+1
i+ 12 ,j+ 12
= Hz∗i+ 12 ,j+ 12 +
t
2
y{Exn+1
i+ 12 ,j+ 12
+ Exni+ 12 ,j+ 12 }.
Remark 2.1. The S-FDTDI scheme is different from the conventionalADI procedure (see [12,4,2,1]), where the stages
in the ADI schemes are made with respect to the two spatial coordinate directions or two terms containing derivatives
along coordinate directions.
Remark 2.2. The S-FDTDI is also different from the 2D-ADI-FDTD scheme proposed in [10]. From (2.7) and (2.8)
as well as (2.13) and (2.15), it can be seen that the values of the magnetic ﬁeld at the intermediate time levels are not
the real values of the magnetic ﬁeld at that time levels. Furthermore, the S-FDTDI scheme contains only H ∗z but the
2D-ADI-FDTD scheme contains two more involved terms: En+
1
2
x and E
n+ 12
y which are the real value of the electric
ﬁelds at the intermediate time levels.At each stage, the S-FDTDI scheme contains only two equations, but the 2D-ADI-
FDTD scheme consists of three equations. This simplicity of the S-FDTDI scheme makes it much more convenient to
implement in practical computation.
The truncation error of the S-FDTDI scheme is of ﬁrst order in time, as seen from the detailed analysis given in the
next section using (3.3)–(3.5). To improve the accuracy of the S-FDTDI scheme, we propose a modiﬁed scheme by
reducing the perturbation error of the S-FDTDI scheme. The modiﬁed scheme becomes a second-order perturbation to
the CN scheme.
The modiﬁed splitting ﬁnite-difference time-domain scheme (called S-FDTDII) for the problem is given as follows.
Stage 1:
Ey
n+1
i,j+ 12
− Eyn
i,j+ 12
t
= − 1
2
x{Hz∗i,j+ 12 + Hz
n
i,j+ 12
} − t
2
xyEx
n
i,j+ 12
,
Hz
∗
i+ 12 ,j+ 12
− Hzn
i+ 12 ,j+ 12
t
= − 1
2
x{Eyn+1
i+ 12 ,j+ 12
+ Eyni+ 12 ,j+ 12 }. (2.15)
Stage 2:
Ex
n+1
i+ 12 ,j
− Exn
i+ 12 ,j
t
= 1
2
y{Hzn+1
i+ 12 ,j
+ Hyni+ 12 ,j },
Hz
n+1
i+ 12 ,j+ 12
− Hz∗
i+ 12 ,j+ 12
t
= 1
2
y{Exn+1
i+ 12 ,j+ 12
+ Exni+ 12 ,j+ 12 }. (2.16)
The initial and boundary conditions for this scheme are the same as given for the S-FDTDI scheme.
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The S-FDTDII (2.15)–(2.16) is just a modiﬁcation of the S-FDTDI (2.9)–(2.10) by adding only one previous time
level term into (2.9). The S-FDTDII scheme can also be solved easily in a similar way to solve the S-FDTDI scheme
discussed above.
Remark 2.3. The truncation error of the S-FDTDII scheme is of second order in both space and time. To analyze the
truncation error of the scheme, we derive an equivalent form of the S-FDTDII scheme by eliminating the magnetic
ﬁeld at the intermediate time level, H ∗z from the S-FDTDII Scheme (2.15)–(2.16):
Ex
n+1
i+ 12 ,j
− Exn
i+ 12 ,j
t
= 1
2
y(Hz
n+1
i+ 12 ,j
+ Hzni+ 12 ,j ), (2.17)
Ey
n+1
i,j+ 12
− Eyn
i,j+ 12
t
= − 1
2
x(Hz
n+1
i,j+ 12
+ Hzni,j+ 12 ) +
t
4
xy(Ex
n+1
i,j+ 12
− Exni,j+ 12 ), (2.18)
Hz
n+1
i+ 12 ,j+ 12
− Hzn
i+ 12 ,j+ 12
t
= 1
2
{y(Exn+1
i+ 12 ,j+ 12
+ Exni+ 12 ,j+ 12 ) − x(Ey
n+1
i+ 12 ,j+ 12
+ Eyni+ 12 ,j+ 12 )}. (2.19)
Scheme (2.17)–(2.19) is the CN scheme for the Maxwell equations plus a second-order perturbation term (the last
term of Eq. (2.18)). Thus, the S-FDTDII scheme is equivalent to a second-order perturbation of the CN scheme, so the
truncation error of the scheme is of second order in both space and time.
Remark 2.4. The S-FDTDII scheme is also different from the 2D-ADI-FDTD scheme proposed in [10]. The S-
FDTDII scheme, which contains only two equations at each stage, is much simpler in the ﬁnal algebraic system and
easier in programming compared with the 2D-ADI-FDTD scheme. This will save computational work and CPU time
(see numerical experiments in Section 5). On the other hand, the S-FDTDII scheme is different from the S-FDTDI
scheme only by one term in the ﬁrst equation at stage 1. This added term contains only one previous time level values,
which is different from that in [3], where a term containing two time levels is added to the ADI scheme for a parabolic
equation.
Remark 2.5. Our technique of deriving the improved splitting scheme, S-FDTDII, is based on an idea introduced by
Douglas and Kim in [3] for the ADI scheme of parabolic equations. A different procedure to improve the truncation
error of splitting schemes is Strang’s splitting: a half-step in one direction, a whole step in the other, a half-step in the
ﬁrst direction. However, this splitting technique of Strang is not straightforward for the S-FDTDI scheme and needs
further study.
3. Stability and convergence analysis
In this section, we consider the stability and convergence of the S-FDTDI scheme, employing the energy method.
For grid functions U := {Ui+1/2,j , i = 0, 1, . . . , I − 1, j = 1, 2, . . . , J − 1}, V := {Vi,j+1/2, i = 1, . . . , I − 1, j =
0, 1, . . . , J − 1}, W := {Wi+1/2,j+1/2, i = 0, 1, . . . , I − 1, j = 0, 1, . . . , J − 1} and F := {(Ui+1/2,j , Vi,j+1/2), i =
0, 1, . . . , I − 1, j = 1, 2, . . . , J − 1}, we introduce the following norms:
‖U‖2Ex =
I−1∑
i=0
J−1∑
j=1
(Ui+ 12 ,j )
2xy, ‖V ‖2Ey =
I−1∑
i=1
J−1∑
j=0
(Vi,j+ 12 )
2xy,
‖W‖2Hz =
I−1∑
i=0
J−1∑
j=0
(Wi+ 12 ,j+ 12 )
2xy, ‖F‖2E = ‖U‖2Ex + ‖V ‖2Ey .
Then the main results on stability and convergence of the S-FDTDI scheme are expressed as follows.
L. Gao et al. / Journal of Computational and Applied Mathematics 205 (2007) 207–230 213
Theorem 3.1. Suppose that the exact solution components Ex , Ey and Hz satisfy the regularity property (2.6). For
n0, let
En := {(Exni+ 12 ,j , Ey
n
i,j+ 12
), i = 0, 1, . . . , I − 1, j = 1, 2, . . . , J − 1},
Hn+1z := {Hzni+ 12 ,j+ 12 , i = 0, 1, . . . , I − 1, j = 1, 2, . . . , J − 1}
be the solution of the S-FDTDI scheme (2.9)–(2.10).Then, for any ﬁxed T > 0 there is a positive constant C independent
of t , x and y such that
max
0nN
{‖ 12 [E(tn) − En]‖E + ‖ 12 [Hz(tn) − Hnz ]‖Hz}C[t + (x)2 + (y)2], (3.1)
max
0nN
{‖ 12 t [E(tn+ 12 ) − En+ 12 ]‖E + ‖ 12 t [Hz(tn+ 12 ) − Hn+
1
2
z ]‖Hz}C[t + (x)2 + (y)2]. (3.2)
Proof. From the second equation of (2.10), we can get the expression of Hz∗i+1/2,j+1/2. Then substituting it into the
ﬁrst equation of (2.9), we obtain the following form of the scheme:
Ex
n+1
i+ 12 ,j
− Exn
i+ 12 ,j
t
= 1
2
y(Hz
n+1
i+ 12 ,j
+ Hzni+ 12 ,j ), (3.3)
Ey
n+1
i,j+ 12
− Eyn
i,j+ 12
t
= − 1
2
x(Hz
n+1
i,j+ 12
+ Hzni,j+ 12 ) +
t
4
xy{Exn+1
i,j+ 12
+ Exni,j+ 12 }, (3.4)
Hz
n+1
i+ 12 ,j+ 12
− Hzn
i+ 12 ,j+ 12
t
= 1
2
{y(Exn+1
i+ 12 ,j+ 12
+ Exni+ 12 ,j+ 12 ) − x(Ey
n+1
i+ 12 ,j+ 12
+ Eyni+ 12 ,j+ 12 )}. (3.5)
From (3.3)–(3.5), it is easy to see that the scheme is equivalent to a ﬁrst-order perturbation of the CN scheme for the
Maxwell equations in two dimensions. Thus, the corresponding truncation errors are of ﬁrst order in time where the
perturbation error dominates the truncation error.
Let
Ew
n
, = Ew(tn, x, y) − Ewn,, Hzn, = Hz(tn, x, y) − Hzn,,
where Ew(tn, x, y) with w = x, y and Hz(tn, x, y) denote the values of the exact solution components Ew with
w = x, y and Hz at the point (tn, x, y), and all the subscripts ,  take their valid choices. Set En = (Enx,Eny).
Subtracting (3.3)–(3.5) from (2.1)–(2.3), we obtain the following error equations:
Ex
n+1
i+ 12 ,j
− Exn
i+ 12 ,j
t
= 1
2
y(Hz
n+1
i+ 12 ,j
+Hzni+ 12 ,j ) + x
n+ 12
i+ 12 ,j
, (3.6)
Ey
n+1
i,j+ 12
− Eyn
i,j+ 12
t
= − 1
2
x(Hz
n+1
i,j+ 12
+Hzni,j+ 12 ) +
t
4
xy(Ex
n+1
i,j+ 12
+ Exni,j+ 12 ) + y
n+ 12
i,j+ 12
, (3.7)
Hz
n+1
i+ 12 ,j+ 12
−Hzn
i+ 12 ,j+ 12
t
= 1
2
{y(Exn+1
i+ 12 ,j+ 12
+ Exni+ 12 ,j+ 12 ) − x(Ey
n+1
i+ 12 ,j+ 12
+ Eyni+ 12 ,j+ 12 )}
+ 	zn+
1
2
i+ 12 ,j+ 12
, (3.8)
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where n+
1
2
w with w = x, y and 	n+
1
2
z are the truncation errors which can be written as
x
n+ 12
i+ 12 ,j
= (t)2
[
1
24
3Ex
t3
(
11, xi+ 12 , yj ) +
1
8
3Hz
t2y
(
12, xi+ 12 , y11)
]
+ (y)
2
24
3Hz
y3
(tn+
1
2 , xi+ 12 , y12),
y
n+ 12
i,j+ 12
= t
4
2Ex
xy
(
21, x21, y21) − (t)2
[
1
24
3Ey
t3
(
22, xi, yj+ 12 ) −
1
8
3Hz
t2x
(
23, x22, yj+ 12 )
]
− (x)
2
24
3Hz
x3
(tn+
1
2 , x23, yj+ 12 ),
	z
n+ 12
i+ 12 ,j+ 12
= (t)2
[
− 1
24
3Hz
t3
(
31, xi+ 12 , yj+ 12 ) +
1
8
3Ex
t2y
(
32, xi+ 12 , y31) −
1
8
3Ey
t2x
(
33, x31, yj+ 12 )
]
+ 1
24
[
(y)2
3Ex
y3
(tn+
1
2 , xi+ 12 , y32) + (x)
2 
3Ey
x3
(tn+
1
2 , x32, yj+ 12 )
]
,
where tn
1l , 
2k, 
3k tn+1, xi− 12 x2k, x3lxi+ 12 , yj− 12 y1l , y21, y3lyj+ 12 with l = 1, 2 and k = 1, 2, 3. Thus,
it holds that
|xn+
1
2
i+ 12 ,j,k
|(t)2
(
1
24
∥∥∥∥3Ext3
∥∥∥∥∞ +
1
8
∥∥∥∥ 3Hzyt2
∥∥∥∥∞
)
+ (y)
2
24
∥∥∥∥3Hzy3
∥∥∥∥∞
CM{(t)2 + (y)2},
|n+
1
2
y |CM{t + (t)2 + (x)2},
|	n+
1
2
z |CM{(t)2 + (x)2 + (y)2},
where C and M are two constants:
C = [1/24 + 1/(8) + 1/(8)],
M = max{‖3t F‖∞, ‖3uHz‖∞, ‖3uEv‖∞, ‖u2t Hz‖∞,
‖u2t Ev‖∞, ‖xyEx‖∞|F = Ex, Ey, Hz, u, v = x, y, u = v}.
Multiplying both sides of (3.6) with √t , regrouping terms so that the terms with the time index of n+ 1 are on the
left-hand side (LHS) and the others on the RHS, and then squaring both sides of the equation thus obtained, we obtain
that
(Ex
n+1
i+ 12 ,j
)2 + (t)
2
4
(yHz
n+1
i+ 12 ,j
)2 − tExn+1
i+ 12 ,j
· yHzn+1
i+ 12 ,j
(1 + t)
{
(Ex
n
i+ 12 ,j
)2 + (t)
2
4
(yHz
n
i+ 12 ,j
)2 + tEnx · yHzni+ 12 ,j + t (x
n+ 12
i+ 12 ,j
)2
}
, (3.9)
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where use has been made of the inequality (a+tb)2(1+t)(a2 +b2).Multiplying (3.9) with xy and summing
up over i, j from i = 0, 1, . . . , I − 1, j = 1, 2, . . . , J − 1, we then have
I−1∑
i=0
J−1∑
j=1
[
(Ex
n+1
i+ 12 ,j
)2 + (t)
2
4
(yHz
n+1
i+ 12 ,j
)2 − tExn+1
i+ 12 ,j
· yHzn+1
i+ 12 ,j
]
xy

I−1∑
i=0
J−1∑
j=1
[
(1 + t)
{
(Ex
n
i+ 12 ,j
)2 + (t)
2
4
(yHz
n
i+ 12 ,j
)2 + tEnx · yHzni+ 12 ,j
+ t (xn+
1
2
i+ 12 ,j
)2
}]
xy. (3.10)
A similar procedure can be applied to the other two Eqs. (3.7) and (3.8) and the corresponding two inequalities
similar to (3.10) can be obtained. Adding these inequalities together gives the following relation:
I−1∑
i=0
J−1∑
j=1
[
(Ex
n+1
i+ 12 ,j
)2 + (t)
2
4
(yHz
n+1
i+ 12 ,j
)2 − tExn+1
i+ 12 ,j
· yHzn+1
i+ 12 ,j
]
xy +
I−1∑
i=1
J−1∑
j=0
[
(Ey
n+1
i,j+ 12
)2
+ (t)
2
4
(
xHz
n+1
i,j+ 12
− t
2
xyEx
n+1
i,j+ 12
)2
+ tEyn+1
i,j+ 12
· xHzn+1
i,j+ 12
− (t)
2
2
xyEx
n+1
i,j+ 12
· Eyn+1
i,j+ 12
]
xy +
I−1∑
i=0
J−1∑
j=0
[
(Hz
n+1
i+ 12 ,j+ 12
)2
+ (t)
2
4
(xEy
n+1
i+ 12 ,j+ 12
)2 + (t)
2
4
(yEx
n+1
i+ 12 ,j+ 12
)2 − tHzn+1
i+ 12 ,j+ 12
· yExn+1
i+ 12 ,j+ 12
+tHzn+1
i+ 12 ,j+ 12
· xEyn+1
i+ 12 ,j+ 12
− (t)
2
2
yEx
n+1
i+ 12 ,j+ 12
· xEyn+1
i+ 12 ,j+ 12
]
xy
(1 + t)
⎧⎨
⎩
I−1∑
i=0
J−1∑
j=1
[
(Ex
n
i+ 12 ,j
)2 + (t)
2
4
(yHz
n
i+ 12 ,j
)2 + tExni+ 12 ,j · yHz
n
i+ 12 ,j
+ t (xn+
1
2
i+ 12 ,j
)2
]
xy +
I−1∑
i=1
J−1∑
j=0
[
(Ey
n
i,j+ 12
)2 + (t)
2
4
(
xHz
n
i,j+ 12
− t
2
xyEx
n
i,j+ 12
)2
−tEyni,j+ 12 · xHz
n
i,j+ 12
+ (t)
2
2
Ey
n
i,j+ 12
· xyExni,j+ 12 + t (y
n+ 12
i,j+ 12
)2
]
xy
+
I−1∑
i=0
J−1∑
j=0
[
(Hz
n
i+ 12 ,j+ 12
)2 + (t)
2
4
(xEy
n
i+ 12 ,j+ 12
)2 + (t)
2
4
(yEx
n
i+ 12 ,j+ 12
)2
+ tHzni+ 12 ,j+ 12 · yEx
n
i+ 12 ,j+ 12
− tHzni+ 12 ,j+ 12 · xEy
n
i+ 12 ,j+ 12
− (t)
2
2
yEx
n
i+ 12 ,j+ 12
· xEyni+ 12 ,j+ 12 + t (	z
n+ 12
i+ 12 ,j+ 12
)2
]
xy
}
. (3.11)
The sums of all mixed-product terms on the LHS and RHS of (3.11) can be canceled out with each other by using
summation by parts and the boundary conditions (2.11). For example, consider the mixed-product terms on the LHS
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of (3.11). The ﬁrst mixed-product term in the third “∑∑” sign of the LHS of (3.11) can be written as
−
I−1∑
i=0
J−1∑
j=0
tHz
n+1
i+ 12 ,j+ 12
· yExn+1
i+ 12 ,j+ 12
= −
I−1∑
i=0
t
y
⎡
⎣Hzn+1
i+ 12 ,J− 12
· Exn+1
i+ 12 ,J
−Hzn+1
i+ 12 , 12
· Exn+1
i+ 12 ,0
−
J−1∑
j=1
Ex
n+1
i+ 12 ,j
· (Hzn+1
i+ 12 ,j+ 12
−Hzn+1
i+ 12 ,j− 12
)
⎤
⎦
=
I−1∑
i=0
J−1∑
j=1
tEx
n+1
i+ 12 ,j
· yHzn+1
i+ 12 ,j
, (3.12)
where use has been made of the boundary conditions (2.11) so that
Ex
n+ 12
i+ 12 ,0
= Exn+
1
2
i+ 12 J
= 0, i = 0, 1, . . . , I − 1.
We can see that the RHS of (3.12) is canceled out by the third mixed-product term on the LHS of (3.11). Similarly, we
can prove that the second mixed-product term on the third “
∑∑
” sign of the LHS of (3.11) can be canceled out by
the sixth term. Consider now the last term on the LHS of (3.11), which is
−
I−1∑
i=0
J−1∑
j=0
(t)2
2
yEx
n+1
i+ 12 ,j+ 12
· xEyn+1
i+ 12 ,j+ 12
= −
J−1∑
j=0
(t)2
2x
[Eyn+1
I,j+ 12
· yExn+1
I− 12 ,j+ 12
− Eyn+10,j+ 12 · yEx
n+1
1
2 ,j+ 12
]
+
I−1∑
i=1
J−1∑
j=0
(t)2
2
Ey
n+1
i,j+ 12
· xyExn+1
i,j+ 12
=
I−1∑
i=1
J−1∑
j=0
(t)2
2
Ey
n+1
i,j+ 12
· xyExn+1
i,j+ 12
.
This plus the seventh term on the LHS of (3.11) is equal to zero. Thus, all the mixed-product terms on the LHS of
(3.11) can be canceled out by each other. The same argument can be used in canceling out the mixed-product terms on
the RHS of (3.11). Thus, we ﬁnally have that
‖ 12En+1‖2E + ‖
1
2Hn+1z ‖2H +
(t)2
4
∥∥∥∥− 12
(
xH
n+1
z −
t
2
xyE
n+1
x
)∥∥∥∥
2
Ey
+ (t)
2
4
(‖− 12 yHn+1z ‖2Ex + ‖−
1
2 xE
n+1
y ‖2H + ‖−
1
2 yE
n+1
x ‖2H )
(1 + t)
{
‖ 12En‖2E + ‖
1
2Hnz‖2H +
(t)2
4
∥∥∥∥− 12 (xHnz − t2xyEnx)
∥∥∥∥
2
Ey
+ (t)
2
4
(‖− 12 yHnz‖2Ex + ‖−
1
2 xE
n
y‖2H + ‖−
1
2 yE
n
x‖2H ) + t (‖
1
2 n+
1
2 ‖2E + ‖
1
2 	
n+ 12
z ‖2H )
}
,
where n+ 12 = (n+
1
2
x , 
n+ 12
y ). This inequality together with the estimates of truncation errors implies estimate (3.1).
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To prove (3.2), subtract each of Eqs. (3.6)–(3.8) with n replaced by n−1 from itself to get three new error equations.
Then estimate (3.2) can be derived by a similar argument as above. This ends the proof. 
Similarly, we have the following stability theorem.
Theorem 3.2. Let n0 and let
En := {(Exni+ 12 ,j , Ey
n
i,j+ 12
), i = 0, 1, . . . , I − 1, j = 1, 2, . . . , J − 1},
Hn+1z := {Hzni+ 12 ,j+ 12 , i = 0, 1, . . . , I − 1, j = 1, 2, . . . , J − 1}
be the solution of the S-FDTDI scheme (2.9)–(2.10). Then it holds that
‖ 12 En+1‖2E + ‖
1
2 Hn+1z ‖2Hz +
(t)2
4
∥∥∥∥xHn+1z − t2 xyEn+1x
∥∥∥∥
2
Ey
+ (t)
2
4
(‖− 12 yHn+1z ‖2Ex + ‖−
1
2 xE
n+1
y ‖2Hz + ‖−
1
2 yE
n+1
x ‖2Hz)
‖ 12 E0‖2E + ‖
1
2 H 0z ‖2Hz +
(t)2
4
∥∥∥∥xH 0z − t2 xyE0x
∥∥∥∥
2
Ey
+ (t)
2
4
(‖− 12 yH 0z ‖2Ex + ‖−
1
2 xE
0
y‖2Hz + ‖−
1
2 yE
0
x‖2Hz),
‖ 12 tEn+ 12 ‖2E + ‖
1
2 tH
n+ 12
z ‖2Hz +
(t)2
4
∥∥∥∥txHn+ 12z − t2txyEn+
1
2
x
∥∥∥∥
2
Ey
+ (t)
2
4
(‖− 12 tyHn+
1
2
z ‖2Ex + ‖−
1
2 txE
n+ 12
y ‖2Hz + ‖−
1
2 tyE
n+ 12
x ‖2Hz)
‖ 12 tE 12 ‖2E + ‖
1
2 tH
1
2
z ‖2Hz +
(t)2
4
∥∥∥∥txH 12z − t2 txyE
1
2
x
∥∥∥∥
2
Ey
+ (t)
2
4
(‖− 12 tyH
1
2
z ‖2Ex + ‖−
1
2 txE
1
2
y ‖2Hz + ‖−
1
2 tyE
1
2
x ‖2Hz).
Thus, the S-FDTDI scheme is unconditionally stable.
4. Numerical dispersion analysis
In this section we study the dispersion and dissipation properties of the S-FDTDI and S-FDTDII schemes using
a Fourier analysis. The results show that the S-FDTDI scheme is unconditionally stable and dissipative and that the
S-FDTDII scheme is unconditionally stable and non-dissipative.
4.1. Dispersion and dissipation properties
Let the trial time-harmonic solution of the Maxwell equations be
En, = E0ne−i(kxx+kyy), Hzn, = Hz0ne−i(kxx+kyy),
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where i=√−1 is the complex number, E0 = (Ex0, Ey0)
, kx and ky are the wavenumbers along the x-axis and y-axis,
 is the stability factor. Substituting En, and Hz
n
, into Eqs. (2.17)–(2.19) and eliminating the common factors yield
(− 1)Ex0 + i t

(+ 1)byHz0 = 0,
(− 1)Ey0 + (t)
2

(− 1)byaxEx0 − i t

(+ 1)axHz0 = 0,
i
t

(+ 1)byEx0 − i t

(+ 1)axEy0 + (− 1)Hz0 = 0,
where
ax = sin2( 12kxx)/(x)2, by = sin2( 12kyy)/(y)2.
Noting that the unknowns (Ex0, Ey0, Hz0)of this algebraic system is a non-zero vector, the determinant of the coefﬁcient
matrix should be zero. Evaluating the third-order determinant and collecting the like terms, we get the equation of the
stability factor  for the S-FDTDII scheme:
(− 1)(d02 + 2d1+ d0)2 = 0, (4.1)
where
d0 = 1 + (t)
2

[(ax)2 + (by)2] + (t)
4
()2
(axby)
2
,
d1 = −1 + (t)
2

[(ax)2 + (by)2] + (t)
4
()2
(axby)
2
.
The roots of Eq. (4.1) is easy to work out, which are
1 = 1, 2 = (d0)−1
(
−d1 + i
√
d20 − d21
)
, 3 = (d0)−1
(
−d1 − i
√
d20 − d21
)
.
Clearly, the modulus of these three roots is equal to one, which means that the S-FDTDII scheme is unconditional
stable and non-dissipative.
For the S-FDTDI scheme, the equation of the stability factor  can be obtained similarly:
c3
3 + c22 + c1+ c0 = 0, (4.2)
where
c3 = 1 + (t)
2

[(ax)2 + (by)2] + (t)
4
()2
(axby)
2
,
c2 = −3 + (t)
2

[(ax)2 + (by)2] + 3 (t)
4
()2
(axby)
2
,
c1 = 3 − (t)
2

(a2x + b2y) + 3
(t)4
()2
(axby)
2
,
c0 = −1 − (t)
2

[(ax)2 + (by)2] + (t)
4
()2
(axby)
2
.
Note that
kx = k cos(), ky = k sin(), k2 = (kx)2 + (ky)2, N = 
h
, = ck, (4.3)
where k and  are the spherical coordinates of the wavenumber vector K,  is the wavelength, x = y = h is the
spatial step size, and N is the number of points per wavelength (NPPW). Let S = ct/h be the CFL number (in fact,
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Fig. 1. Modulus of stability factor of S-FDTDI against propagation angle with S = 1.4.
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Fig. 2. Modulus of stability factor of S-FDTDI against NPPW with = 35◦, S = 1.5.
the CFL number is
√
2ct/h). It is clear that the stability factor  is a function of S,  and N, that is, = (S,, N).
Figs. 1–3 show the approximation results of the stability factor  of the S-FDTDI scheme.
Fig. 1 shows the variation of the modulus || of the three roots of Eq. (4.2) againstwith S=1.4 andN=40, where
the lower curve corresponds to the real root while the upper curve corresponds to the two complex roots (the curves
corresponding to the two complex roots coincide with each other). It can be seen that the modulus of the principal roots
(the complex roots) is bigger than 1 but || = 1 + O(t). Since t = S × 1/N = 1.4 × 1/40 = 0.035, it is clear that
the curves are between the two straight lines: y = 1± 0.035, which corresponds to the result that the S-FDTDI scheme
is unconditionally stable in the energy norm (since (1 + t)neT for all n> 0). This also implies that the S-FDTDI
scheme is dissipative.
Figs. 2 and 3 give the variation of the modulus || against the number of points per wavelength with  = 35◦ and
S = 1.5, and against the CFL number S with N = 60 and  = 65◦, respectively. Similarly to the analysis above for
Fig. 1, it can be seen clearly that the S-FDTDI scheme is unconditional stable and dissipative.
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Fig. 3. Modulus of the stability factor of S-FDTDI against S with N = 60, = 35◦.
Remark 4.1. The equation of the stability factor of the CN scheme for the two-dimensional Maxwell equations is
(− 1)(d¯02 + 2d¯1+ d¯0)2 = 0, (4.4)
where
d¯0 = 1 + (t)
2

[(ax)2 + (by)2],
d¯1 = −1 + (t)
2

[(ax)2 + (by)2].
Themodulus || of the roots of (4.4) is 1, whichmeans that the CN scheme is unconditionally stable and non-dissipative.
4.2. Numerical dispersion relations
Let the trial time-harmonic solution of the Maxwell equations be
En, = E0ei(kxx+kyy−nt), Hzn, = Hz0ei(kxx+kyy−nt), (4.5)
where E0 is a complex vector, Hz0 is a complex number, kx and ky are the wavenumber along the x-axis and y-axis,
respectively. Then, substituting En, and Hz
n
, into the equivalent form of the S-FDTDII scheme (see (2.17)–(2.19))
and eliminating the common factors yield that
sin( 12 t)Ex0 + (t/) cos( 12 t)byHz0 = 0,
sin( 12 t)Ey0 + (ct)2 sin( 12 t)byaxEx0 − (t/) cos( 12 t)axHz0 = 0,
(t/) cos( 12 t)byEx0 − (t/) cos( 12 t)axEy0 + sin( 12 t)Hz0 = 0.
Since the unknowns (Ex0, Ey0, Hz0) of this algebraic system is non-zero, then the determinant of the coefﬁcient matrix
should be zero. By collecting the like terms and factoring the equation thus obtained, we get the numerical dispersion
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Fig. 4. Numerical phase velocity of the three schemes (S-FDTDI, S-FDTDII, CN) against the angle  with S = 3.5 and N = 40.
relation of the S-FDTDII scheme:
sin2
(
1
2
t
)
= (ct)2 ·
[
sin2( 12 kxx)
(x)2
+ sin
2( 12 kyy)
(y)2
]
· cos2
(
1
2
t
)
+ (ct)4 · sin
2( 12kxx)
(x)2
· sin
2( 12kyy)
(y)2
· cos2
(
1
2
t
)
, (4.6)
where c2 = 1/().
Similarly, we get the numerical dispersion relation of the S-FDTDI scheme:
sin2
(
1
2
t
)
= (ct)2 ·
[
sin2( 12 kxx)
(x)2
+ sin
2( 12 kyy)
(y)2
]
· cos2
(
1
2
t
)
+ (ct)4 sin
2( 12 kxx)
(x)2
· sin
2( 12 kyy)
(y)2
cos3
(
1
2
t
)
sin−1
(
1
2
t
)
, (4.7)
and the numerical dispersion relation of the CN scheme:
sin2
(
1
2
t
)
= (ct)2 ·
[
sin2( 12kxx)
(x)2
+ sin
2( 12kyy)
(y)2
]
· cos2
(
1
2
t
)
. (4.8)
Noting that
lim
x→0
sin(x)
x
= 1, lim
x→0 cos(x) = 1,
it is easy to see that the numerical dispersion relations (4.1), (4.2) and (4.4) converge to the analytical dispersion relation
of the problem:
2 = c2[(kx)2 + (ky)2],
when the time step t and the spatial steps x,y tend to zero. Further, comparing these relations, it is seen that the
numerical dispersion relations of the S-FDTDI scheme and the S-FDTDII scheme are ﬁrst-order and second-order in
time perturbations of the numerical dispersion relation of the CN scheme, respectively. This indicates that the dispersion
error of the S-FDTDII scheme is smaller than that of the S-FDTDI scheme.
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= 65◦ and N = 40.
4.3. Numerical dispersion errors
We now present the numerical dispersion errors of the three schemes (the S-FDTDI scheme, the S-FDTDII scheme
and the CN scheme) with different grid sizes, wave propagation angles and CFL numbers.
Let = eit , which is a root of Eqs. (4.1), (4.2) or (4.4). If is a complex number,=R + iI, whereR andI
are the real and imaginary part, respectively, then = e−It [cos(Rt)+ i sin(Rt)] and tan(Rt))=I()/R()
with I() and R() denoting the imaginary and real parts of , respectively. So, using the notations in (4.3) we can
express the numerical phase velocity vp normalized to the speed of light, c, as
vp
c
= R/k
c
= 1
ckt
arctan
(
I()
R()
)
= N
2S
arctan
(
I()
R()
)
,
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where S is the CFL number, N is the number of points per wavelength, and k is the wavenumber (that is, the modulus
of the wavenumber vector K).
Figs. 4–6 compare the normalized phase velocity vp/c of the S-FDTDI scheme, the S-FDTDII scheme and the CN
scheme against , S and N.
Fig. 4 gives the variation of the normalized phase velocity vp/c against the wave propagation  with N = 40 and
S = 3.5. It can be seen clearly that the ratio vp/c of the S-FDTDII scheme is more close to 1 than that of the S-FDTDI
and CN schemes, so the dispersion error of the S-FDTDII scheme is smaller than that of the S-FDTDI and CN schemes.
Figs. 5 and 6 show the variation of vp/c against the number of points per wavelength, N, with = 65◦ and S = 2.4,
and against the CFL number S with  = 65◦ and N = 40, respectively. It is seen that the numerical dispersion errors
become bigger when the CFL number becomes bigger or the number of points per wavelength becomes smaller. In
these cases, the numerical dispersion error of the S-FDTDII scheme is much smaller than those of the S-FDTDI and
CN schemes.
5. Numerical experiments
In this section we present numerical experiments of our S-FDTD schemes for solving the two-dimensional Maxwell
equations with PEC boundary conditions and for solving a scattering problemwith the perfectlymatched sponger layers
(see [19,13]). Numerical results by our S-FDTD schemes are compared with those by the 2D-ADI-FDTD scheme in
[10] and theYee scheme. Numerical Experiments show the effective performance of our S-FDTD schemes.
5.1. The Maxwell equations with PEC boundary conditions
In this experiment, we use the S-FDTDI and S-FDTDII schemes to solve the two-dimensional Maxwell equations
with PEC boundary conditions.
Set the region =[0, 1]× [0, 1] surrounded by a perfect conductor and consider the Maxwell equations (2.1)–(2.5)
in a lossless medium with normalized electric permittivity and magnetic permeability, that is,  =  = 1. The exact
solution of the problem is
Ex = cos(
√
2t) cos[(1 − x)] sin[(1 − y)],
Ey = − cos(
√
2t) sin[(1 − x)] cos[(1 − y)],
Hz = −
√
2 sin(
√
2t) cos[(1 − x)] cos[(1 − y)].
The drive routines are written in Fortran 77, and the computation was run in a 1.70GHz PC having 256MB RAM
and Windows 2000 operating system. The experiments are carried out with different mesh sizes. The elapsed CPU
time: CPU (seconds), numerical errors of E and Hz (under the energy norm deﬁned in Section 3): Err-E, Err-H, and
the convergence rate: Ra-E and Ra-H, are shown in Tables 1–3.
Table 1 shows the numerical results by the three methods (S-FDTDI, S-FDTDII and 2D-ADI-FDTD) at time t = 1
with x = y = h = 0.001. Table 2 gives the numerical results by the S-FDTDII scheme and the 2D-ADI-FDTD
scheme at time t = 1 where the spatial step size is x = y = h = 5 × 10−4. From Table 1, it is clearly seen that the
numerical results obtained by the S-FDTDII scheme are much more accurate than those by the S-FDTDI scheme. This
indicates that the technique of reducing the perturbation error is successful in improving the accuracy of the S-FDTDI
scheme. From the rate of convergence in the time step size t in the table, it is clear that the S-FDTDI scheme is of
ﬁrst-order convergence and that the S-FDTDII scheme is of second-order convergence. Comparing the results by the
S-FDTDII scheme with those by the 2D-ADI-FDTD scheme in both Tables 1 and 2, it can be found that the accuracies
of the two schemes are the same but the S-FDTDII scheme takes much less CPU time than the 2D-ADI-FDTD scheme
does. Table 3 shows the elapsed CPU time and the CPU time saved by the S-FDTDII scheme in the case with h=0.001
and different time step sizes at a long time T = 6. From this table it is very clear that the S-FDTDII scheme can save
more and more CPU time than the 2D-ADI-FDTD scheme does as time step size becomes smaller and smaller, up to
50% or more CPU time.
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Table 1
Performance of S-FDTDI, S-FDTDII and ADI-FDTD with h = 0.001
Scheme t Err-E Err-H Ra-E Ra-H CPU
S-FDTDI 2h 1.318872803052034e−2 1.639369025611106e−2 0.33
1h 6.194149166630896e−3 8.282944096857309e−3 1.09 0.99 0.63
h
2 3.035343932143145e−3 4.147606328998647e−3 1.029 1.00 1.27
h
4 1.538906680538937e−3 2.062136487904849e−3 0.98 1.01 2.55
S-FDTDII 2h 1.438186790009288e−3 5.474977753515592e−4 0.33
1h 4.495161266478538e−4 1.625371789689091e−4 1.68 1.75 0.72
h
2 2.042138236525231e−4 6.64321871839632e−5 1.14 1.29 1.36
h
4 1.441441083167702e−4 4.241440436801956e−5 0.50 0.65 2.75
2D-ADI-FDTD 2h 1.438186790009284e−3 5.474977753515786e−4 0.48
1h 4.495161266478422e−4 1.625371789688881e−4 1.68 1.75 0.89
h
2 2.042138236525155e−4 6.643218718398982e−5 1.14 1.29 1.80
h
4 1.441441083167673e−4 4.241440436794655e−5 0.50 0.65 3.52
Table 2
Performance of S-FDTDII and ADI-FDTD with h = 0.50e − 3
Scheme t Err-E Err-H Ra-E Ra-H CPU
S-FDTDII 16h 2.11687296690431e−4 8.20508301529716e−5 1021.78
10h 8.28747463415610e−5 3.20988100468914e−5 1.995 1.997 1684.36
8h 5.31463419883299e−5 2.05735025724781e−5 1.991 1.993 2033.95
5h 2.09396472331106e−5 8.08863429669419e−6 1.982 1.986 3271
2D-ADI-FDTD 16h 2.11687296690911e−4 8.20508301540433e−5 1415.39
10h 8.28747463415920e−5 3.20988100476860e−5 1.995 1.997 2340.72
8h 5.31463419883153e−5 2.05735025724595e−5 1.991 1.993 2821.19
5h 2.09396472345299e−5 8.08863429393404e−6 1.982 1.986 4557.34
Table 3
CPU time by S-FDTDII and ADI-FDTD with h = 0.001 and t = h/2 at t = 6
Scheme Err-E Err-H CPU time
S-FDTDII 1.25845411097222e−5 6.91284231049606e−7 21485.44
2D-ADI-FDTD 1.25845411096653e−5 6.91284231709626e−7 30988.56
5.2. A scattering problem with PML boundary conditions
In this experiment, we consider the problem of scattering of a point source in the case with two dielectric materials
in the trip S = {−1x1, −0.2y2.2}, where periodic boundary conditions are assumed at the sides x = ±2 and
PML sponge layers [19,13] are placed in the upper (2y2.2) and lower (−0.2y0) parts of the domain with
electric and magnetic losses (see [16]):
= 0, 0y2,
= m
( y
0.2
)2
, −0.2y0,
= m
(
y − 2
0.2
)2
, 2<y2.2.
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We assume that perfectly conducting boundary conditions are satisﬁed at the end of the PML layers.We assume further
that = 1, m = 43.17 and
= 1 for 0<y < 1,
= 4 for 1<y < 2.
With r being the distance from a point to (0, 0.5), the initial ﬁelds are deﬁned by
E0x = −(y − 0.5)H 0z
E0y = xH 0z
H 0z =
1
36
(
12 + 15 cos
(
10r
3
)
+ 6 cos
(
20r
3
)
+ 3 cos(10r)
)
if r0.3,
H 0z = 0 otherwise.
This arrangement creates a radially symmetric pulse.
By the theory of PML sponge layers (see [19,13]), the Maxwell equations in the PML sponge layers can be written
as
Ex
t
+ Ex = 1

Hz
y
, (5.1)

Ey
t
= −Hz
x
− 
∫ t
0
Hz
x
dt , (5.2)
Hz
t
+ Hz = 1

(
Ex
y
− Ey
x
)
. (5.3)
The S-FDTDII scheme for the Maxwell equations (5.1)–(5.3) is given in the following two stages:
Stage 1:
Ey
n+1
i,j+ 12
− Eyn
i,j+ 12
t
= − 1
2
x{Hz∗i,j+ 12 + Hz
n
i,j+ 12
} −
j+ 12

(
n−1∑
k=0
(xH
k
z + xHk+1z )
t
2
+ (xHnz + xH ∗z )
t
4
)
− t
2
(
1 + t
2
j+ 12
)
xyEx
n
i,j+ 12
×
Hz
∗
i+ 12 ,j+ 12
− Hzn
i+ 12 ,j+ 12
t
+ j+ 12
Hz
∗
i+ 12 ,j+ 12
+ Hzn
i+ 12 ,j+ 12
2
= − 1
2
x{Eyn+1
i+ 12 ,j+ 12
+ Eyni+ 12 ,j+ 12 } −
t
2
j+ 12 yEx
n
i+ 12 ,j+ 12
.
Stage 2:
Ex
n+1
i+ 12 ,j
− Exn
i+ 12 ,j
t
+ j
Ex
n+1
i+ 12 ,j
+ Exn
i+ 12 ,j
2
= 1
2
y{Hzn+1
i+ 12 ,j
+ Hyni+ 12 ,j },
Hz
n+1
i+ 12 ,j+ 12
− Hz∗
i+ 12 ,j+ 12
t
= 1
2
y{Exn+1
i+ 12 ,j+ 12
+ Exni+ 12 ,j+ 12 }.
We take the grid step sizes x = y = h = 0.01. The numerical results obtained by the S-FDTDI scheme, the
S-FDTDII scheme, the 2D-ADI-FDTD scheme and theYee scheme are presented in Figs. 7–9.
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Fig. 7. Contour of Hz by S-FDTDI (left) and S-FDTDII (right) with h = 0.01 and t = 2h. (i) t = 0.2, (ii) t = 0.5, (iii) t = 1.
Fig. 7 displays the contour of Hz computed using the S-FDTDI scheme (left column) and the F-FDTDII scheme
(right column) at time t=0.2, 0.5 and 1 with the spatial step sizesx=y=10−2 and the time step sizet=2×10−2.
From this ﬁgure it can be seen that the S-FDTDII scheme is more stable (and more accurate) than the S-FDTDI scheme
since the perturbation error in the S-FDTDI scheme is bigger than that in the S-FDTDII scheme.
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Fig. 8. Contour of Hz byYee’s scheme (left, t = 0.2h) and 2D-ADI-FDTD (right, t = 2h) with h = 0.01. (i) t = 0.2, (ii) t = 0.5, (iii) t = 1.
Fig. 8 gives the contour ofHz byYee’s scheme (left column, t =0.2×10−2) and the 2D-ADI-FDTD scheme (right
column, t = 2× 10−2) with the same spatial step sizes as in Fig. 7. Comparing this ﬁgure with Fig. 7, it is found that
the numerical solutions computed using the S-FDTDII scheme, Yee’s scheme and the 2D-ADI-FDTD scheme are in
228 L. Gao et al. / Journal of Computational and Applied Mathematics 205 (2007) 207–230
x−axis
ya
xis
Contour of Hz by ADI−FDTD Scheme at t=10 
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
x−axis
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
x−axis
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
x−axis
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
x−axis
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
x−axis
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
ya
xis
Contour of Hz by ADI−FDTD Scheme at t=14 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
ya
xis
Contour of Hz by S−FDTDII at t=10 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
ya
xis
Contour of Hz by S−FDTDII at t=14 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
ya
xis
Contour of Hz by Yee Scheme at t=10 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
ya
xis
Contour of Hz by Yee Scheme at t=14 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
(c)
(b)
(a)
Fig. 9. Contour of Hz at t = 10 (left) and t = 14 (right) by (a) 2D-ADI-FDTD (t = 2h), (b) S-FDTDI (t = 2h) and (c)Yee’s scheme (t = 0.2h),
where h = 0.01. (a) By 2D-ADI-FDTD, (b) by S-FDTDII, (c) byYee’s scheme.
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good agreement for small time. This conﬁrms that the S-FDTDII scheme is efﬁcient in solving this kind of scattering
problems and that the S-FDTDII scheme has the same accuracy as the 2D-ADI-FDTD scheme. On the other hand, the
S-FDTDII scheme saves much computational time than the 2D-ADI-FDTD scheme does, and the S-FDTDII scheme
has better stability property than the 2D-ADI-FDTD scheme in a long time computing, as shown clearly in Fig. 9.
Fig. 9 presents the contour of Hz at t = 10 (left) and 14 (right) computed using (a) the 2D-ADI-FDTD scheme with
t = 2 × 10−2, (b) the S-FDTDII scheme with t = 2 × 10−2 and (c) Yee’s scheme with t = 0.2 × 10−2, where
the spatial step sizes are taken as x = y = 10−2. From Fig. 9 it is clearly seen that the numerical results computed
using the S-FDTDII scheme andYee’s scheme are in good agreement and are much better than those computed by the
2D-ADI-FDTD scheme at large time (e.g., t = 14).
As shown from Figs. 7–9, the reﬂected and transmitted wavefronts at the dielectric interface are clearly seen in the
four methods and so is the absorption in the PML sponge layer for small time. However, for large time (e.g., t = 14)
the wavefronts at the dielectric interface and the absorption in the PML layer are clearly seen in the S-FDTDII andYee
schemes but not in the 2D-ADI-FDTD scheme. Note that there are transmitted waves entering the region from both
sides of the computational domain due to the use of periodic boundary conditions on the left and right boundaries. No
instability was observed in the numerical computations.
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