Introduction
The aggregate modeling of induction machines is important in cases in which it is impossible or impractical to include models of individual machines. In transient stability studies an aggregate model is used to represent the part of the power system load associated with induction motors; there are wide variety of different machines and it is impossible to model each device. Aggregation techniques are also important in situations in which many known induction machines are connected in parallel such as in wind farms.
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The goal of aggregate modeling for loads is to capture physical phenomena associated with induction motors that constitute part of the load. In a wind power application the goals include the ability to predict generation capability given an expected wind distribution across the farm, and t a predict the dynamic behavior of the system given a network disturbance.
The aggregate modeling of induction machines has been addressed extensively in the literature, and here we review only the references relevant to our approach. Almost exclusively, the model of a single machine is chosen for the aggregate model. Much effort has then been spent on the determination of the aggregate machine parameters. In [l] there is a discussion of standard techniques for estimating induction motor parameters. Typically, equivalent machine parameters are calculated from individual machine parameters using some type of weighted average based on the the individual machine ratings [2, 11. This works best when all of the motors are similar and are similarly loa.ded. In cases with many different machines it has been suggested that a combined model containing two induction motor models should be used [l] . In [3], the authors suggest a method in which the electrical parameters are aggregated by connecting irripedance branches in parallel (very similar to [l] ), and estimate the aggregate motor inertia using physical arguments (not a weighted average). In [4] the authors model each motor by a dynamic Thevenin equivalent and combine them using standard techniques. The mechanical inertia in [4] is determined from the conservation of kinetic energy. In the ideal case in which all induction machines are identical and ate identically loaded it is straightforward to rigorously derive an aggregate average model and, in fact, all methods referenced above will give this same model. This is not the case when the machines are different and have different loadings.
Departing from the ideal case, we examine identical induction machines connected in parallel subject to different torque inputs described by a probability density function (pdf). We believe this is a reasonable approach because in almost all situations involving the aggregation of a large number of machines, 0885-8950/96/$05.00 0 1996 IEEE neicher the parameters nor the mechanical inputs are known exactly. Our numerical experiments suggest that pdf estimation procedures yield useful results for the case of wind farms. In that case the machine parameters are known with some certainty, however the mechanical torque due to the wind is not homogeneous across the farm. We also discuss methods for the extension to include parameter variations as well.
Given a probabilistic description of the load we develop an average model that captures the expected values of important induction motor dynamic variables. First we examine methods for the aggregation of linearized models. We discuss techniques for achieving the desired model and iqtroduce and justify a heuristic method that works well and is easy to compute. We then apply this heuristic to the nonlinear model. Our approach is particularly successful in predicting the total reactive power for a cluster of induction machines. Finally we discuss problems aiising from multiple simultaneous machine parametei variations.
Dynamic Modeling
Let us consider the following model for one machine in a cluster zs
FVe can solve the algebraic constraints for the curi e n t to achieve a third-order system of real, nonlinear differential equations. Linearization of the equations around a n operating point gives a linear model in standard state-space form:
where Z = [S tion variables and inputs, respectively. the parameters given in Table 1 . 
Averaging the Dynamical Model
We describe first a straightforward (and computationally intensive) conceptual procedure to obtain a nonlinear aggregate model that is the best approximation (in a precise sense) of a cluster of induction machines. In this procedure we w u m e that we have available a statistical description (say a pdf) for the pre-disturbance equilibria, and a similar description for the disturbances (for example, steps in load torques). We specify a structure for our aggregate model, for example the induction machine model with adjustable parameters. We shall also assume that the pre-disturbance equilibria and disturbances are statistically uncorrelated, so that the order of averaging (over pre-disturbance equilibria and disturbances) can be exchanged as needed. Then our conceptual procedure involves the following three steps: (5)), and calculate the average trajectory (that starts from the expected value for the pre-disturbance equilibrium). This step is computationally quite burdensome; 3. Optimization over the model parameters (six in our example) to get the trajectory that best approximates the average trajectory over T in a chosen norm.
Averaging a linear dynamical model
The just described general (nonlinear) model averaging procedure will now be modified to exploit advantages of the linear setting. We have available analytical formulas for the system trajectories, but we are also more demanding as we are looking for a procedure that will perform direct averaging over matrices, instead of generating all the relevant trajectories first, as in the step two of the procedure for the nonlinear model. 
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A similar calculation can in principle be performed if "0 and T, are statistically dependent and the joint pdf is known, but it requires a much better knowledge of the operating conditions of the cluster.
Sow the task is to find A,, for an averaged, expected value system: that is the best approximation 'to E [ $ ] over the interval T (in a chosen metric). The choice of A,,
A heuristic for linear model averaging
In this section, we describe a heuristic for the generation of a good aggregate model that operates directly with A matrices, while assuming that T is large enough for the steadystate error to be important. We study the derivation of average models by averaging the eigenvalues and eigenvectors directly, and compare with the direct averaging of A matrices or their inverses.
In all cases we compare the averaged dynamics with the dynamics of a cluster of 12 machines with random equilibrium torques. The comparisons are done in both the time-domain [step responses) and the frequency domain (Bode plots). We consider the torque step as input, and we define the D and Q axis currents ID and IQ to be the outputs of interest.
Let us describe the case with discrete probability functions first -there are n possible A matrices corresponding to each machine with associated probabilities PI, and distinct machines in a cluster are statistically independen't. Each A matrix is assumed to have distinct eigenvalues and the separation between the eigenvalues is large enough so that cIasses can be established (three in the example, one corresponding to real poles of all matrices, and one for each member of the conjugate pair). Thus in each class we have n eigenvalues, with their real parts being PI, and corresponding probabilities pi that are associated with "parent" matrices. We define the weight associated with D I as
where TI is the time constant associated with the mode of the I-th matrix, and Tave is the average time constant (over all matrices). Then we define the weighted average with factor that favors real parts of eigenvalues that are closer to the imaginary axis (since they are "felt longer" in the step response):
which after some algebra gives Method I I1
I11
We observe that the formula (14) is similar in its appearance to the "parallel impedance" formula, but note that pi, 5 1 guarantees that < p > r will be bounded by the smallest and the largest pi,. Observe that since the matrices we are studying have distinct eigenvalues, they can be written in the form where V is the matrix of (normalized) right eigenvectors and D is a diagonal matrix of eigenvalues. Our heuristic procedure yields an equivalent D e g , and we
can proceed in at least two ways in order to generate Our Method I involves the following steps (ass~ ming the discrete probability case, with n possible ,-! matrices, denoted with A!) JIethod I: The continuous version of this method requires finding (on the curhe In the complex plane corresponding to the k-th class of poles) the pole closest to the k-th entry of D,,, and later evaluating the corresponding matrix of eigenkectors, and A e g , as above.
Our >lethod I1 differs in that the equivalent eigenvector matrix is obtained by direct averaging of the eigenvectors Method 11:
where, as before, pk are the probabilities associated with the matrices .4k and v k are corresponding matrices of right (normalized) eigenvectors.
Other methods that we explore are the direct averaging of .-I matrices We pause to emphasize that these methods may result in A,, that do not correspond to the linearization of the nonlinear model for any choice of parameters. The probabilistic model does not fit a linear model of a single machine.
Time and frequency-domain comparisons
Next we shall compare the averaged dynamics with the dynamics of a cluster of 12 machines with random equilibrium torques. Each of the machines is assumed to have an equilibrium torque distributed uniformly between 0.13 and 1.23 pu (0.63 pu corresponding to the nominal slip) in steps of 0.1 pu. Throughout our simulations consider the torque step as input, and we define the currents I D and IQ to be the outputs.
In the Table 2 we compare the discrepancies between the actual (simulated) outputs and those predicted by various equivalent dynamical models. Only the ratios of numbers presented are to be used for comparisons, as the absolute values of errors depend on sidulation details (time increment and step size). We present results for two time horizons, 1 sec and 5 sec (the longer time horizon accentuates the steady-state mismatches). A11 errors are measured in the quadratic norm (square root of the sum of squares of pointwise errors at successive time instances). The same ordering of the methods was observed in other numerical experiments, with the relative difference between the Methods I and IV being somewhat smaller.
For the same cases, as shown in Table 2 , we have evaluated the frequency responses (Bode plots) over a range of frequencies, and compared with the equivalent transfer function obtained using the Method I. The difference between the magnitude and phase plots is hardly noticeable On the basis of previously presented results, it seems that the Method I is slightly preferable over the Method IV; both are advantageous over the Method 111, while the Method I1 is the distant last.
The relative success of Method IV can also be justified analytically. It is straightforward to show that the integral of the difference between the impulse responses of the expected values system (11) and the espected value of the linearized system (6) over an infinite time scale is identically zero. The usefulness of this comes by noting that the A,, of Method IV satisfies the expected value in steady state assuming the disturbance is independent of the operating point. While many possibilities for A,, will satisfy Equation ( 
Averaging the Nonlinear Model
llethod IV in the previous section can be extended to the nonlinear model by examining an expected dynamic system with desirable steady-state properties.
The resulting model is similar to the standard model where with b y being the variance of the input torque (which is assumed to have a non-zero mean). In 191 the authors assume that a distribution in slip is specified; here we assume that the machine is operating in the linear portion of the torque/speed curve and specify the probability distribution function in terms of the input torque, T,. This model works well for capturing dynamics associated with changes in the load an networks. To test this system we examine a cluster of 12 induction machines with load torques equally spaced between 0.13 and 1 23 pu in steps of 0.1. In Figure 2 we show the response due to a 10% increase in applied torque evenly across the machines and a step increase of 10% in the torque applied to the probabilistic model, and, for reference. a 10% increase in the torque applied to single machine model. The actual expected value transient The results presented here suggest that asingle machine equivalent model may be improved through a slight modification in the form of the model. In our departure from the ideal, we included the constant Kpdf to capture effects due a probabilistic description of the load.
Parametric Variations
In this section we examine the effect of parameter variations on model aggregation. This complicates the problem due to nonlinearities involved, as even a computation of the liinear expected value model given a probabilistic description of the loads and parameters is difficult. We next describe a versatile technique that can be used to examine the validity of an expected value linear model under parametric variations. We apply the stochastic norm theory introduced in [6] to estimate the difference between the modes of the system and the modes predicted by the expected value system. A random perturbation matrix , AA, from the expected value matrix A is as-sumed to be of the form
where S, and S, are positive semidefinite scaling matrices for columns and rows, respectively, and elements of H are uncorrelated with mean zero and variance 1. From this description we can compute conservative (but not over cautious) bounds on the difference between the eigenvalues of the expected value linear system and those of the actual system (the reader is referred to [6] for the details.)
We denote regions in the complex plane a circles centered around the expected value of the eigenvalues whose radius is given by the deviation of the eigenvalues resulting from the perturbation and measured in the stochastic norm. If the regions do not intersect then we expect that the reduced-order model will work sufficiently well for our purposes. The challenge in using this technique is specifying the details of the random perturbation matrix given by Equation (27).
.is an example, we consider the case of simultaneous, independent variations of several machine parameters. We assume the deviations to be given by normal pdf, with values given in Table 3: and   Table 3 where ( . ) i , i denotes the k,l-th entry of the matrix. Next, let us assume for simplicity that columns of AA are uncorrelated (this could be justified for example by the large number of factors influencing AA). Thus we can pick and to make sure that we match the largest entries in each row and column of u(AA) (note the entries (1,3), (2,2) and (3,3) there are numerous sources of uncertainty in the liner model, then the stochastic norm approach could be an efficient way to obtain a useful, non-conservative bound. This seems to be the case in actual operation of many induction machines, in particular in the wind-farm example. One case-dependent modeling task is to design matrices the S, and S , to capture the size of expected deviations, and it has to be based on both numerical experiments and OR engineering insight.
Conclusions
In this paper we describe probabilistic aggregate models for a cluster of identical induction machines. We assume that a probabilistic description of the o p erating conditions is available, and we proceed to derive a probabilistic aggregate model that captures the effects introduced by uncertain mechanical loads. We also propose and compare four simple, numerically tractable procedures for calculating an aggregate linear model in terms of associated matrices and a given probabilistic description. Using this approach we avoid the need for costly simulations and numerical optimization, and our results could suffice for practical needs. The aggregation results are verified with time-domain simulations and in the frequencydomain. We also extend these linear results to the nonlinear model, resulting in a slightly modified version of a nonlinear single-machine model. This modification involves the addition of the constant Kpdf that depends upon the statistical properties of the torque. In the end, we propose an analytical extension of the aggregation process that allows multiple simultaneous parametric variations.
