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MAURICE BRUYNOOGHE 
D Several proposals for computing freeness information for logic programs 
have been put forward in the recent literature. The availability of such 
information has proven useful in a variety of applications, including par- 
allelization of Prolog programs, optimizations in Prolog compilers, as well 
as for improving the precision of other analyses. While these proposals 
have illustrated the importance of such analyses, they lack formal justifica- 
tion. Moreover, several have been found incorrect. This paper introduces a
novel domain of abstract equation systems describing possible sharing and 
definite freeness of terms in a system of equations. A simple and intu- 
itive abstract unification algorithm is presented, providing the core of a 
correct and precise sharing and freeness analysis for logic programs. Our 
contribution is not only a correct algorithm, but perhaps primarily, the 
application of a systematic approach in which it is derived by mimick- 
ing each step in a suitable concrete unification algorithm. Consequently, 
the abstract algorithm is intuitive--as it resembles the concrete algorithm. 
It is amenable to formal justification--as the proof of correctness i re- 
duced to showing that each step in the concrete algorithm is mimicked 
by a corresponding step in the abstract algorithm. Finally, it is precise--- 
as each step mimics only those situations which can arise in the concrete 
algorithm. <1 
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1. INTRODUCTION 
We say that terms tl and t2 share if they contain a common variable; they share 
under an equation system E if the terms tlO and t20 share where 0 is a most general 
unifier of E. We say that variable X is free under E if XO is a variable. Sharing 
and freeness information axe useful for several purposes, for example, in the context 
of parallel execution of Prolog programs [13]. Consider a clause 
p(X, Y) ~- q(X), r ( r ) .  
A sharing analysis may enable parallel execution of q(X) and r(Y) if it determines 
that X and Y do not share under any calling pattern. However, even if X and Y 
do share, then parallel execution is still possible if a freeness analysis determines 
that execution of q(X) leaves X free. 
Freeness information may also be used to optimize programs containing built-ins 
such as var(X), nonvar(X) or X is Y + Z. Moreover, it can be used to improve 
the results of groundness and sharing analyses, as described in [19]. 
We consider analyses which are given within the semantic-based framework of 
abstract interpretation [9]. A program analysis is viewed as a nonstandard se- 
mantics defined over a domain of data descriptions. Analyses are constructed by 
replacing the basic operations on data in a suitable concrete semantics with corre- 
sponding abstract operations defined on data descriptions. Formal justification is 
reduced to proving conditions on the relation between data and data descriptions 
and on the elementary operations defined on the data descriptions. This approach 
eases both the development and the justification of program analyses. In the case 
of logic programming languages, proving the correctness of an abstract unification 
function is the major step in justifying an analysis. 
In this paper, we view substitutions as sets of equations in solved form, and 
unification as the process of reducing a set of equations to solved form. A goal is a 
pair (9; E) where 9 is a set of atoms and E is a satisfiable set of equations which 
specifies an instance of 9. A resolution step reduces a goal ( . . . ,  a , . . .  ; E} with a 
(renamed) clause c = h ~ bl , . . . ,b~ by replacing the atom a by bl,...,bn and 
adding the equation a = h to E if {a = h} U E is satisfiable. The activated instance 
of c is specified by m9u({a = h} U E). See Figure l(a). 
The core component in developing an abstract interpretation is to design an 
operation mgu A which abstracts the unification process, as described in Figure l(b) 
where £ is an abstract equation system. The basic correctness condition is that for 
every E which is described by E, we have that m9u({a = h} U E) is described by 
mguA({a = h} UE). In the following, we focus on specifying an abstract unification 
algorithm which captures freeness of variables. 
]{. . . ,a  . . . .  ;E) I [ ( . . . ,a  . . . .  ;~)] 
I I 
i . . . .  
(a) (b) 
F IGURE 1. (a) Concrete unification: mgu({a -- h) kJ E) specifies the activated instance 
of the clause. (b) Abstract unification: mguA({a = h} k) E) describes the activated 
instance of the clause. 
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Consider a single equation X = f (A )  where A is bound to a variable and X 
is bound to a compound term. Solving this equation obviously may bind A to a 
compound term. On the other hand, if X is bound to a variable, then A will remain 
free. However, if there is another equation involving X, then freeness of A may be 
affected through sharing, as in the following set of equations: 
E : {X  = f (A ) ,  V = f (g (B) ) ,  Y = X}  
where mgu(E)  binds A to the compound term g(B).  This example demonstrates 
the way freeness is influenced by variable sharing. Sharing between X and Y may 
be less direct and still affect freeness of A, as in 
{X = f (A ) ,  Y = f (g (B) ) ,  U = V, h(X,  Y)  = h(U, V)}. 
Thus, precise inference of freeness will depend on an analysis of variable sharing. 
In the algorithm we present, the propagation of sharing will, in fact, constitute a
main concern. However, even in the presence of other equations involving X, it is 
sometimes possible to infer freeness of A, as in: 
E'  = {X = f (A ) ,  Y = f (B ) ,  Y = any_term(.. .X. . . )} 
where the third equation contains an arbitrary compound term containing X. Any 
solved form of E t (if it exists) is of the form 
mgu(E' )  = {X  = f (A ) ,  B = some_term(...A...), Y = any_terrn(...A...)} 
in which A remains a free variable. Our abstract unification algorithm formalizes 
this reasoning. 
Early proposals for freeness analysis in logic programs include [10, 16]. More 
recent proposals uch as [7, 19, 21] aim at improving the precision of the analysis 
by considering more carefully the effect of sharing information on freeness. Un- 
fortunately, attempts to justify these improved algorithms have so far fallen short 
(a corrected version of [19] can be found in [12], and a revised version of [21] can 
be obtained). It is our belief that the general intuition behind these algorithms is 
correct (as well as the algorithms themselves once "fine tuned"). In fact, we adopt 
the same basic intuition. However, we propose that a more systematic approach 
in the specification of such algorithms hould be taken. More specifically, when 
attempting to mimic the process of concrete unification for data descriptions, it is 
productive to systematically mimic each step in a suitable concrete algorithm. This 
approach as been illustrated in [4], which provides the first proof of correctness 
for abstract unification over Sondergaard's domain for sharing analysis described 
in [20]. This paper applies a similar approach, and describes the first systematic 
derivation of an abstract unification algorithm for freeness analysis. 
On the bottom line, this paper contributes a clear and intuitive abstract unifi- 
cation algorithm which is the core component needed to provide a freeness analysis 
by abstract interpretation. The algorithm is derived and proven safe by mimick- 
ing each step in a standard unification algorithm, given a suitable notion of data 
descriptions. A main contribution of the paper is in the novel choice of data descrip- 
tions, called abstract equation systems, which fuse concrete and abstract equations. 
It is this choice which facilitates the application of the methodology adopted from 
[4]. While this paper focuses primarily on the correctness of abstract unification, 
the results provide a good foundation for the continuing development of precise and 
efficient freeness analyses for logic programs [2, 3, 18]. 
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The rest of this paper is organized as follows. Section 2 provides some pre- 
liminary definitions and notations. Section 3 introduces our notion of data de- 
scriptions, which are systems of abstract equations. Section 4 presents the ab- 
stract unification algorithm, and provides several examples of its use. Section 5 
states the correctness of the abstract unification algorithm. Section 6 relates 
our abstract domain to the Share × Free domain of [19], and discusses ongoing 
work which aims to improve both precision and efficiency of analyses. Section 7 
concludes. 
A preliminary version of this paper appeared as [5]. 
2. PREL IMINARIES  
Let E be a fixed alphabet of function symbols and Var a denumerable set of vari- 
ables. We assume a partitioning PVar U A/War of Vat (into infinite sets) so as 
to distinguish between program variables and meta-variables which are later intro- 
duced to capture possible sharing between terms. The sets of terms constructed 
from elements of E and Var and from E and PVar are denoted, respectively, Term 
and PTerm. 
An equation over a set T of terms is an object of the form tl = t2 where 
tl ,t2 c T. An equation system over T is a finite set E of equations over T. 
The terms in an equation system are the terms from the left- and right-hand 
sides of its equations (i.e., not their subterms) unless stated otherwise. Given 
an equation system E and an equation e, we let e :: E denote the set {e} U E 
with the implicit intention that e ¢ E. An equation system can be reduced by 
the classic unification algorithm [17] either to a solved form (also called a most 
general unifier) if E is satisfiable, or else to fail. The unification algorithm con- 
sists of four rewrite rules which are applied to the equations in a system until 
a solved form is reached (or failure is identified). The algorithm is determinis- 
tic in the sense that exactly one rule applies to a given equation; it is confluent 
in the sense that the solved form is unique (up to renaming). This means that 
the solved form does not depend on the order in which the equations are consid- 
ered. The rules, shown in Figure 2, provide a terminating algorithm for deriving 
the solved form under the convention that a rule should only be applied when its 
application modifies the system of equations. The same convention will be as- 
sumed for the rules of the abstract unification algorithm introduced in this paper. 
Note that this unification algorithm applies the occur check ("X ¢ vars(t)" in 
rule 4). 
We define a partial function mgu which maps an equation system E to a solved 
form mgu(E).  A reference to mgu(E) implicitly implies that E is satisfiable. The 
correspondence b tween equations in solved form and idempotent substitutions is 
well known (see, for example, [15]). We say that a variable X is free with respect 
remove 1. X=X :: E --~ E 
switch 2. f(tl . . . .  , t ,O=X :: g ~ X=f ( t l  . . . .  ,tn) :: E 
3. f ( t l , . . . , t ,~)=f (s l , . . . , sn )  :: E P-L~ l {t i=sd i= l . .n}UE 
4. X=t  :: E s~st X=t  :: E[X/ t ] i fX  ¢vars(t) 
F IGURE 2. Concrete unification. 
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to a (concrete) equation system E if it is free under the substitution corresponding 
to mgu(E). 
We adopt the following conventions: meta-variables and elements of PTerm are, 
respectively, denoted by Q,Z, Z1, etc., and by s, t, Sl, tl, etc. Sets of variables 
are typically denoted V, V1, etc. For any syntactic object s, vars(s) C_ Var is the 
set of all variables occurring in s. The restriction of a substitution ~ to a set of 
variables V C Var is denoted 0 IV. 
3. ABSTRACT EQUATIONS 
The set of equation systems over "PTerm, denoted Eqs, is referred to as the set 
of concrete quation systems. Concrete quation systems are described by abstract 
equation systems. These are systems in which certain terms may have been replaced 
by placeholders called meta-terms, thereby losing information about the exact form 
of the concrete term being described. However, information about sharing and 
freeness of terms is maintained as formalized below. 
Definition 3.1 (Meta- and abstract erms, abstract equations). The set of meta- 
terms is A4 Term = {_I_[V] [ V C_ Var}. The set of abstract erms is ~4Term = 
Term U M Term. An abstract equation system is an equation system over .4Term. 
The set of abstract equation systems is denoted .AEqs. 
Intuitively, each abstract erm in an abstract equation system describes a con- 
crete term as follows. Abstract terms which are not meta-terms describe concrete 
terms that are obtained by applying a substitution which replaces all meta-variables 
by different fresh program variables. Also, meta-terms describe concrete terms, but 
in this case, each occurrence can represent a different erm. 1 In a concrete quation 
system thus obtained, two concrete terms may only (but do not have to) share if the 
abstract erms describing them share. This restriction is called coherence below. 
Notice that the set V in a meta-term may contain meta-variabtes a well as 
program variables. The symbols T, ~, T1, ~1, etc., are used for occurrences of 
elements of A.Term. We often omit set-brackets in meta-terms and write J_[X, Y] 
instead of J_[{X, Y}]. 
The description relation o( on AEqs x Eqs is formalized in terms of an abstract 
term replacement. 
Definition 3.2 (Abstract term replacement). An abstract erm replacement # is a 
mapping from (occurrences of) abstract erms to terms such that 
1. #(X)  : X for X E 7:'Var 
2. #(Z) E "PVar for Z 6 MVar 
3. #(f(T1,.. .  ,Tn)) = f(/Z(T1),... ,#(Tn)) for f(~-l,.. .  ,rn) E Term 
4. #(_I_V) E 7)Term for an occurrence of 3_IV] E M Term. 
We extend # to a mapping from ¢4Eqs to Eqs as fbllows: 
5. /Z(T 1 ---- 7"2) = , (T1)  -~ ~t(T2) 
1We have chosen ot to introduce xtra notation to denote occurrences of meta-terras because 
the gain in formality would be outweighed by a strongly decreased readability. Instead, we always 
clearly indicate when we are dealing with such occurrences. 
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6. v(e :: e) = ;,(e) :: ~(s)  if e is not of the form A-[V] = ±[V'] 
7. #(e :: E) = #(¢1) :: "'" :: #(e~) :: #(E) if e is of the form _l_[V] : A-[V'], 
where e l , . . . ,  cn are occurrences of e (for some n k 0). 
An abstract erm replacement/~ is said to be coherent w.r.t, an equation system 
E if for any two (occurrences of) abstract erms or subterms in g, vars(l~(T1)) N
wrs(~0-2)) # 0 ~ varsO-O n varsO-2) # 0. 
From point 7, we see that an abstract equation of the form A-IV] = A-[V'] may 
describe any number of concrete quations. This is needed because abstract equa- 
tion systems do not maintain precise information about the number of concrete 
equations being described. This stems from the fact that the meta-terms _L[V] and 
A-IV t] may describe concrete terms containing arbitrarily many subterms. As a con- 
sequence, an operation which mimics the "peeling" of an abstract equation A_[V] = 
A-IV'] should give an object which describes arbitrarily many concrete quations. 
In our abstract unification algorithm, the result of "peeling" the abstract equation 
A-IV] = A-IV I] is A-IV U V'] = A-[V U V']. This intuition is illustrated by Example 4.2. 
Intuitively, the coherence of # means that it does not introduce sharing in the 
concrete terms which is not present in the abstract erms. For example, in an 
abstract equation system g in which some X E 7°Var occurs, an occurrence A_[V] 
of a meta-term ay only be mapped to a term which contains X if X is in V (see 
gl in Example 3.1). 
Definition 3.3 (Equation description). An abstract equation system $ describes a
concrete quation system E, denoted g o( E, if there exists an abstract erm 
replacement #, coherent with E, such that tt(g) -- E. 
Example 3.1. Consider the following abstract equation systems (letting A, B, U, W, 
x ,  Y E pVar): 
x =/O(A) )  = ~ Y = g(S) 
sl = f(B) S2 ] X : -[Z] 
A_[X] ( Y : A-[Z] 
X =Z } 
E3= y=A- [Z]  
s~ : {A-[z] = A-[z]}. 
1. gl o( {X = f (g(A)),  Y = f (B) ,Y  = f ( f (X ) )}  taking a term replacement # 
which maps _L[X] to f ( f (X ) )  because the sharing between X and f ( f (X ) )  is 
present between the corresponding abstract erms (X and _L[X], resp.) in gl. 
Likewise, El also describes {X = f (g(A)) ,  Y : f (B) ,  Y = W} letting # map 
A-[X] to W because there is only sharing between the two occurrences of Y 
in E; hence, this # is obviously coherent w.r.t, gl. 
2. g2 o¢ {X = f (A) ,Y  = g(B) ,X  : f (W) ,Y  = g(W)} taking a term replace- 
ment # which maps the two occurrences of A_[Z], respectively, to f (W)  and 
g(W). The sharing between these terms is allowed because the two meta-term 
occurrences share Z. However, there does not have to be sharing, as exempli- 
fied by the fact that also E2 c( {X = f (A ) ,Y  = g(B) ,X  = f (W) ,Y  = g(U)}. 
3. g3 c( {X = A,Y = f(A)}. 
4. E4 describes any concrete system of equations, e.g., g4 o( {X = f(A), Y = 
g(B) ,X  = f (W) ,Y  = g(W)}. The motivation for this choice is further 
clarified in Section 4. 
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It is sometimes useful to annotate a meta-term _L[V] denoting that it may be 
mapped only to a nonvariable term, or alternatively, only to a variable. We write 
_l_ + [V] and 2IV], respectively, to denote these cases. The notation a --= b will be 
used to denote that a is of the form b, e.g., we write ±[V] -= _l_+[V] to specify that 
±IV] is of the form ±+IV], and ±[V] ~ _if[V] to denote that ±IV] is not of the 
form J~ [V]. 
The following definition extends the standard notion of syntactic substitution 
for abstract erms. It specifies how to replace all occurrences of a variable in a 
syntactic (possibly abstract) object by an abstract erm T ~. 
Definition 3.4 (Syntactic substitution). Let T, T' E ATerm and X c Vat. The 
syntactic substitution of T ~ for X in T is denoted T[X/T~], and is defined as usual 
for ~-, T ~ E Term. In addition, if T or T ~ is a meta-term, then 
T if X ~ vars(~-) 
T[X/Tt]= ±[vars((T, I})\{X}] otherwise. 
Syntactic substitution extends naturally for arbitrary syntactic objects contain- 
ing abstract erms. 
Example 3.2. 
1. {Y : ±[X, A], Z = ±[X, B]}[X/f(a)] : {Y = ±[A], Z = ±[B]}. 
2. {X = f(A), Y : ±[A]}[A/±[Z]] : {X : ±[Z], Y : ±[Z]}. 
We note that, in general, syntactic substitution does not preserve sharing. The 
recta-terms ±IX, A] and ±[X, B] in Example 3.2(1) describe, respectively, the terms 
g(X, A, Q) and g(X, B, Q) because the term replacement # which maps ±IX, A] to 
g(X, A, Q) and ±IX, B] to g(X, B, Q) is coherent. However, consider the syntactic 
substitution [X/ f (a)]: 
• g(X, A, Q)iX/f(a)] = g(f(a), A, Q) and g(X, B, Q)[X/f(a)] = g(f(a), B, Q) 
(observe that g(f(a), A, Q) and g(f(a), B, Q) share the variable Q); 
• ±[X,A][X/f(a)] = ±[A] and ±[X,B][X/f(a)] = ±[B] (observe that ±[A] 
and .l_[B] do not share). 
Consequently, there is no coherent # under which ±[X,A][X/f(a)] and _I_[X, B] 
[X/f(a)] are mapped to g(X,A, Q)[X/f(a)] and g(X, B,Q)[X/f(a)]. We would 
like to have an abstract operation that correctly mimics syntactic substitution, also 
with respect o sharing. To this end, we observe that whenever two meta-terms 
±IV] and ±[V'] in an abstract equation system C share a variable, it is possible 
to add a "fresh" meta-variable Q (i.e., obtaining ±[Y U {Q}] and ±[Y' (2 {•}]) 
without changing the interpretation of E (i.e., the set of concrete quation systems 
described by £). Likewise, a meta-variable can always be removed from recta-terms 
if this does not affect he sharing in C. For a (possibly abstract) syntactic object s, 
we denote by siX + Q] the object obtained by adding the meta-variable Q in each 
meta-term containing X in s. 
Proposition 3.1. Let E E Eqs, C E AEqs and Q E MVar. If Q ~ vars(C), then for 
every variable X in C, C o( E ¢~ C[X + Q] ~ E. 
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Example 3.3. 
1. {X = a,Y = A_[X],Z = ±[X]}[X+ Q] = {X = a, Y = _I_[X,Q], Z = 
±[x,Q]}. 
2. Q can be removed from {X = A_[Q,A], Y -- A_[Q,A,B]}, but not from 
{X = A_[Q,A],Y = A_[Q,B]}, and not from (X  = Q,Y = L[Q,B]}. 
Adding and removing variables from meta-terms i used in our abstract unifi- 
cation algorithm. In particular, when performing syntactic substitution, we add 
meta-variables to preserve sharing information and correctly mimic concrete uni- 
fication. On the other hand, an implementation of the algorithm benefits from 
the removal of superfluous variables from meta-terms. We assume throughout that 
meta-terms _l_[V] with V = 0 are not allowed. A fresh meta-variable can always be 
added to such a meta-term, and this simplifies our construction. 
4. THE ABSTRACT UNIF ICAT ION ALGORITHM 
The abstract unification algorithm consists of a set of abstract rewrite yules which 
mimic the corresponding rules for concrete unification and are illustrated in Fig- 
ure 3 (where we assume that Q c dViVar is a "fresh" meta-variable and T E Term). 
Whenever an abstract equation ~ (in an abstract equation system) describes a 
concrete equation e, then there is an abstract rule applicable to ~ which cor- 
responds to the concrete rule applicable to e (indicated by a label on the ar- 
row; see Figure 2). The algorithm reduchs an abstract equation system by re- 
peated application of these rules. Once again, we assume the convention that a 
rule is applied only if it changes the (abstract) equation system. In this way, 
the rules provide a terminating algorithm. Intuitively, a variable is free if it re- 
mains free in every sequence of (abstract) rewrites. This notion is formalized in 
Definition 5.1. 
In contrast o concrete unification, several rules may apply to a given abstract 
equation, as it may describe different concrete equations. Hence, the abstract 
unification algorithm is nondeterministic, and may result in different solved forms, 
all of which must be considered. The algorithm is also not confluent. Namely, 
choosing abstract equations in different orders may result in different (sets of) 
solved forms. However, correctness i maintained regardless of the order in which 
equations are considered, as is proven in the next section. The loss of confluence 
in algorithms of this type is not uncommon (see also [4]). It stems from the fact 
that different orders of performing a set of (abstract) actions may involve different 
approximations of data. In particular, we may apply heuristics to choose orders 
which are more likely to involve less approximation, and hence provide more precise 
results. In examples, we adopt the convention that the equation chosen for (abstract 
or concrete) reduction is indicated by underlining it. The rule that is applied in 
an abstract reduction is indicated by labeling the arrow by the number of the rule. 
When we say, in the examples which follow, that an abstract reduction £ --* C' 
correctly mimics a concrete reduction E ---* E ~, we mean that $ o( E and £t cx 
E' .  The formal proof of correctness given in Section 5 basically shows that every 
reduction in a concrete unification is mimicked by some abstract reduction in a 
corresponding abstract unification. 
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Recal l  that :  
X E Var 
Q E M Vat  is a "fresh" meta -var iab le  
rE  Term 
remove 1. X=X :: £ ~ £. 
switch 
2. f (T , , . . . ,~- ,O=X :: £ --~ X=f(T ,  . . . .  ,T~) :: g. 
3. S( r~, . . . ,~,d=S(~, , . . . ,~)  :: E P°~ {~,=~, l i=l . .~}oE.  
4. X= T :: £ .~t  X = T :: £[X + Q][X/w] if X~vars(T) .  
5. r=  ±[V] :: 8 
remove (a) --* £ if rE  Vand ±[V]~Z+[V].  
(b) '~'~&chh[v]=¢ :: 8 i f T=- - f (n , . . . , , - , J and±[V]~2[V] .  
(c) "-~' O-~ = ±[V]li= l..n} U 8 if r - -  f (r~,. . . , r~) and ±[V] ~_~[V]. 
(d) ~!-~ ~ X = ±IV'  1 :: £[X + QI[X/Z[V']I , where V' = V[X/Q] 
if~- = X. 
6. ±[V]=T :: £ 
remove 
(a) --~ f if T • V and ±IV] ~ ±+[V]. 
(b) swltch__~ 7 = ±+IV] :: £ i f r  E Vat and ±[V l ~ ~[V]. 
(c) Ph' {±[V] = ril i= l..n} U g if T=_ f(T1,...,'r,~) and Z[V] ~ ~[V]. 
(d) .~,b~t { (i) X = T :: £[X + Q1[X/T] for each X • V\vars(r) 
-~ (ii) Q=T :: £[Y+Q][Q/T] for eachY¢ V 
~f ±[v] ~ ±+[v]. 
7 .±[v; l=±[v2]  :: E~i [v l= l [v l  :: E [Ax /z [v l l  
XEV 
where V = V1 U V2 and g[ A X/Z[V]] denotes the simultaneous syntactic 
XEV 
substitution of all X E V by Z[V]. 
F IGURE 3. Abstract unification. 
The rules in Figure 3 are classified according to the form of e, the abstract equa- 
tion chosen for reduction. In each case, we mimic any concrete rule which might 
apply for some concrete equation system described by the abstract system. Rules 
1-3 are identical to their concrete counterparts; also 5/6(a and b) are easily moti- 
vated (note that  the condition 7- E V in these rules implies that  r is a variable). 
Rules 5(c) and 6(c) are motivated by the possibility that  the chosen abstract  equa- 
tion describes an equation of the form f ( . . . )  = f ( . . . ) ,  Rules 4, 5(d), and 6(d), 
which mimic syntactic substitution, are motivated by the following. In rule 4, a 
fresh meta-variable is added to preserve possible sharing [see Example 4.1(1)J. In 
rule 5(d), observe that  while X may occur in V, it may not occur in the concrete 
term described by ±[V]. Hence, V is replaced by V' = V[X/Q] on the right of the 
arrow [see Example 4.1(2)]. In rule 6(d), consider that  Z{V] may describe either a 
(program) variable occurring in V\vars(7)  or a "hidden" variable, described by Q, 
which also may occur in a term described by another recta-term _[_IV'i, but only if 
V ~ contains a variable Y E V [see Example 4.1(3)]. Rule 7 is a special case in which 
no freeness information can be maintained: any variable in 111 U V2 is potential ly 
nonfree [see Example 4.2]. 
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Example 4.1 (rules 4, 5(d), and 6(d)). 
1. {X = a,A = .I_[X],B = _L[X]} 4 {X = a,A = 3_[Q],B = _l_[Q]} correctly 
mimics the following concrete transitions: 
{X = a,A : f (X) ,B = 9(X)} s~_~t {X : a,A = f(a),B = g(a)}, 
subst {X = a,A = f(X,U),B = 9(X,U)} -~ 
{X = a, A = f(a, U), B = g(a, U)}. 
. 
. 
-TIx] ± ±Ix] 
= ±[x]  ±[x] 
correctly mimics 
i v  = l ie] ] 
( z  = ±m] ] 
Y:~U)  s%~t f(U) 
= 9(u,x)] -~g(u,x)] 
s~t  = f (v )  . 
= g(U, I(U)) 
6(d)(,) f f ( r )  = f (X) ,A = f(Y)'[ 
[±[Y, Q] = g(w, z) f 
{A= f(X),_L[A]= f (Y)} / 
l[A] = 9(w, z) N 
6(d)(i,) ~_I_[A,Y] =9(W,Z) ] 
mimic, respectively, the following concrete steps: 
A = S(X), A= f(Y)'~ s~_~t f f (Y )  = f (X ) ,  A = f(Y)'~ 
9(U,A) = g(W, Z) ] ~g(U, f(Y)) = g(W, Z), ] '  
[(--fgAu = f (X) ,U= f(Y)~ sub st SA= f(X),U = f(Y) "[ 
A) = g-(V~,-Z-)) J ~.g(f(Y), A) = g(W, z ) j  
Example 4.2 (Rule 7). Consider an abstract equation ±[A] = _I_[B] which describes 
any number of concrete equations of the form s = t in which s possibly shares 
with A and t with B. For instance, s = f(W,g(W),A) and t = f(U,B,g(U)). 
Observe that 
{ A[A]c  ±[B] } ~ [±[A,B]=±[A,B] _I_[A,B]=±[A,B] 
[_I_[A,B]C }~{_ I_ [A ,B]C  } 
correctly mimics the following concrete reductions: 
I .A=C J A = g(u)  A = a(U) " 
X =-~ 9(u)  = c 
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1'. X = X :: E 
(a) . . . . . .  -~ £ if X occurs in £. 
remove free (b) ~ X=2[Q]  :: £ if X does not occur in $. 
5'. r = ±[V] :: £ 
remove (a) --* £ if ~- • Y and ± [V] ~ / + [V]. 
switch &: subst f (i) X : T :: £ [X  -]- Q] [ / /T ]  for each X E V\vars(T) (b) --+ ~(ii) Q=T :: C[Y+Q][Q/T] for eachYEV.  
ifT ~ f(T1,...,T~) and Z[V] ~ ±+[V] 
(c) p~l {v,=Z[V]li=l..n} u £ i f r _=f ( r l  . . . . .  r~)and±[V]~.f f [V] .  
(d) ,~st X = ±IV'] :: E[X + Q][X/Z[V']] , where V' = V[X/Q] 
i fT=X.  
switch ±[V] :: £ i frCMTerm. 6'. _L[V]=T :: £ ~ r= 
F IGURE 4. Improved rules l, 5, and 6. 
To see that {i[A,  B] = ±[A, B]} describes {W = U,g(W) = B, A = g(U)}, con- 
sider an abstract erm replacement # which maps six occurrences of the meta-term 
±[A, B], respectively, to the six terms W, U, g(W), B, A, and g(U). This map- 
ping is coherent, hence providing the required result. As the example illustrates, 
±[V1] = ±[V2] needs to be able to represent any number of concrete quations be- 
cause "peeling" may replace the represented equation by an unknown number of 
new ones. 
The abstract unification algorithm illustrated in Figure 3 is derived by con- 
sidering, for each possible form that an abstract equation may take, the set of 
concrete quations it describes and the set of concrete transitions which should be 
mimicked. However, some of the cases are superfluous. Rules 5 and 6 consider 
symmetric ases, and rule 6(d) can always be applied after rule 5(b). Figure 4 
shows a more concise version of rules 5 and 6. Rule 61 always switches the sides 
of an equation, and rule 51(b) combines the switch and substitute. Rule 1' is a 
more precise version of the remove rule (1). It captures the case in which the 
last occurrence of a variable X is being removed, and remembers that this vari- 
able is free by adding an equation of the form X = _if[Q], with Q a fresh meta- 
variable. 
We now present several examples of abstract unification. Superfluous variables 
in meta-terms are not indicated. 
Example 4.3. The following analysis determines that A and B remain free for all 
equation systems described by the initial abstract equation system. 
C Z C ~ 6' X = f (A ,U) ]  
, --* l [A ,  B] 
3_ [X] 3_ [A, B] 1, Y = 3-[A, B] J 3_ [A, B] J 
Example 4.4. The following is a segment of an analysis which determines that there 
may be an equation system described by the initial abstract equation system for 
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which no variables remain free. 
X = f(A, B) 
x = ±[Y] 
Y=C 
5,(c) ±[y] ~.- .  
± ~f(A,B_) = ±IYI e(u) (ofx  = f (A ,8)  
~ IY= I (A,m ~. . .  
LY=C ~,  ( f (A ,B)=C 
" !  IX -  AB} 
t z :c  
Example 4.5. The following is a segment of an analysis which determines that the 
variable A remains free for all equation systems described by the initial abstract 
equation system. 
{ X = f(A) 
Y = f (B)  
f(B) = ±IX] 
I(B) 
±[X] 
5'(c) { 
/ 
\ 
5' (b)(ii) { 
x:s,A,} {x 
Y= f(B) 4 y= f(B) --*. 
B = l [X] B = l [A] 
f(B) = f(A) ] 
Y = f(B) I --~"" 
X = f(B) 
X = f(A) ] 
Y = f(B) 
Q -= f(B) 
5. CORRECTNESS OF  ABSTRACT UNIF ICAT ION 
Proving correctness of abstract unification reduces to showing that whenever an 
abstract equation system g describes a concrete system E, then for every step that 
E can make in the concrete unification algorithm, there is a corresponding abstract 
step that g can make such that the resulting abstract equation system will describe 
the corresponding resulting concrete quation system. 
Proofs can be found in the Appendix. 
Lemma 5.1. If E --~ E' # fail and $ c( E, then there exists g' such that £ --+ $' 
and 8' cx E'. 
Moreover, we prove that freeness can be determined by considering all solved 
forms of the abstract unification algorithm. Intuitively, a solved form is an abstract 
equation system which is invariant under all applicable rules. 
Definition 5.1 (Abstract solved form and abstract freeness). An abstract erm is 
compound if it is not a variable and not of the form _g IV]. We say that g E AEqs 
is in solved form if the following conditions hold: 
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1. 8 does not contain (inconsistent) equations of the form f (T l , . . .  , 7"n) = g(~l,  
• . . , (m) ( f /n  ¢ g/m) nor of the form X = T such that X e vats(T) and 
r -- f ( r l , . . . ,  r~), and 
2. reduction with any applicable rule in the abstract unification algorithm does 
not change 8. 
Let 8 E AEqs be in solved form. We say that X is free in 8 if X E vats(g) and 
no equation in 8 is of the form X = T where ~- C ATerm is compound or of the 
form ±[V] = ±[V] where X E V. 
First, we establish termination of the abstract unification algorithm. In this 
theorem, the nondeterministic abstract unification algorithm is alternatively viewed 
as operating on a set of abstract equation systems, every time applying all possible 
steps (but only those that change the system they are applied to) to the selected 
equation, until the result contains olved forms only. 
Theorem 5.1 (Termination of abstract unification). For every 8, applying only 
steps which do not leave the system invariant, the abstract unification algorithm 
reaches all solved forms in a finite number of steps. 
Theorem 5.2 (Correctness of abstract unification). If 8 c~ E, mgu(E) ¢ fail and 
8 has solved forms 8l , . . . ,  8~, then, for some 0 < i < n, 8~ o(mgu(E). 
The following theorem states the main correctness result of our freeness analysis. 
Theorem 5.3 (Correctness of freeness analysis). If g (x E and g has solved forms 
81,... ,  8n and X is free in each of 81,..., 8n, then X is free in E. 
We have proven the abstract algorithm correct for any order in which the abstract 
equations are selected. However, some orders may yield more precise results, as 
illustrated by the following example. 
Example 5.1 (Precision I). The following two abstract unifications differ in the order 
in which the equations are chosen for reduction. 
1. {x=,,y, } 
} ± _L[Y] = f(z) 
f(z) = ±[Y] > f(z) 
\ 
5'(~) = ±[y] } 
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2. ( x = f(Y) 
J_[x] = f(z) ) 
/5'(b)(~) { X-Tf(Z) } f Z)  = f(Y) a_&4 {Z=Y= f (y )  } 
--+ f(Z) = A_[X] ) f(Z) 
\ : x_ r :IYl 
5,(o> l z : . : l  { ±t.l } 
Initially selecting the first equation in 1 results in a solved form (the upper one) 
which indicates possible nonfreeness of Y. However, all solved forms obtained when 
selecting first the second equation, as in 2, indicate that Y is free. Hence, we can 
be sure that Y is free in the solution of any equation system described by the initial 
abstract equation system. 
Example 5.1 illustrates that substituting a variable in a meta-term by a com- 
pound term introduces imprecision as the structure of the compound is lost. In 2, 
first a case analysis on the meta-term is performed, and the loss of precision due 
to the substitution of X by the compound term is avoided. This suggests a strat- 
egy where substitutions of variables by compound terms in meta-terms i delayed 
as much as possible. Note that rule 5'(b)(i) in 2 applies a substitution IX~f (Z)]. 
However, X does not occur in any meta-term to which this substitution is ap- 
plied. 
A related issue which affects precision is illustrated by the following example. 
Example 5.2 (Precision II). Consider the abstract equation system 
= {f(W) = _~[Z], f(f(U)) = 2[Z])  
in which the occurrences of the meta-term 2[Z] correspond to variables which 
possibly share. This means that either they do share and C describes a concrete 
system of the form 
{f(W) = A, f(f(U)) = A}, 
or they do not share and the system described is of the form 
{f(W) = A, f(f(g)) = B}. 
In both cases, U remains free. Our algorithm will not detect his because choosing 
either equation involves the substitution of a compound term into a meta-term. 
For instance, 
f (W)  = ~[Z] • = f(f(U))= 2[Z] } 5'(b)(~) { f(W)= l[U] " U f(W) ) 
Observe that we cannot annotate the meta-term A_[U] as compound (because the 
2 [Z] in the first equation may correspond to a variable which does not share with 
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the other occurrence of 2[Z]),  and hence we must consider the application of rule 
5~(b) which, as illustrated, indicates that U is possibly nonfree. However, note that 
the abstract equation system 
$' = {f(W) = Z, f(f(U)) = 2[Z]} 
is equivalent to $ in the sense that both systems describe the same set of concrete 
systems. Applying our algorithm to C / preserves the freeness of U, as illustrated by 
5'(b)(~) ) 
Z = f(f(U)) )" 
f (w)  = z 
f(f(U)) = 2[Z] } NN ~ { f(W) = Z f(W) 
5'(b)(i0 Q f(f(U)) ) 
This example indicates a preferable way to describe possible sharing between free 
variables. Thus, if an occurrence of a meta-term of the form _I?[Z] in an abstract 
equation system $ only shares with other meta-terms in C, then we should replace 
that occurrence by Z (note, however, that several such replacements may not be 
performed simultaneously). 
6. D ISCUSSION 
This section introduces an extended notion of equation description which enables 
a richer domain of application, and enables us to relate the expressive power of our 
domain with that of the domain Share × Free described in [19]. This indicates 
that, in addition to facilitating the systematic approach of [4], abstract equation 
systems also provide the basis for a reasonable domain with which to infer freeness 
information [18]. Finally, we describe ongoing work, and conclude in the final 
section. 
6.1. An Extended Notion of Description 
The notion of equation description is extended so that "equivalent" equation sys- 
tems have the same description. With the current definition, the abstract equa- 
tion system C = {X = 2[Z], Y = _~[Z]} describes the concrete quation system 
01 = {X = f (A) ,Y  = A}, but not the equation system 02 = {X = f(Y)} which is 
equivalent with respect o the variables X and Y. Consequently, if E is intended 
to describe the initial state of a predicate p(X, Y), then the corresponding freeness 
analysis is correct for p(X, Y)01, but not necessarily for p(X, Y)02 in spite of the 
fact that the two atoms are equal up to renaming. 
Definition 6.1 (Equivalence of equation systems). Two concrete systems of equa- 
tions E1 and E2 are said to be equivalent with respect o a set of variables V, 
denoted E1 -~v E2, if there exist most general unifiers 01 and 02 of E1 and E2 
such that 01 [ V = 02 [ V. The relation ~pvar is abbreviated by ~. 
Clearly, if E1 -~v /772, then E1 and E2 exhibit the same freeness for variables 
in V. Hence, if C describes El, then the abstract unification of E provides a safe 
approximation of the freeness of variables from V in mgu(E2). Hence: 
196 M. CODISH ET AL. 
Definition 6. 2 (Extended equation description). Let V C_ 7)Var and E • Eqs. We 
ext E, iff there say that g • AEqs describes E with respect o V, denoted g o( w 
exists E '  such that E ~v  E'  and £ o( E'.  The relation O(pya~eZt is abbreviated 
by cx ~¢t. 
Example 6.1. We have {X = _L[Z],Y = Z} a~{x,y }e~t{X = f(Y)} because {X = 
f (Y)} ~-'{X,Y} {X  = f (A ) ,Y  = A} and {X = ±[Z], Y = Z} 0¢ {X = f (A ) ,Y  = A}. 
This extension does not change the abstract unification algorithm in any way. 
It only extends the class of concrete unifications which are mimicked by a given 
abstract unification. In particular, it enables us to relate the domain of abstract 
equation systems with the popular domain Share x Free. 
6.2. The Abstract Domain Share × Free 
One of the widely used domains for freeness analysis of logic programs is the domain 
Share × Free introduced in [19] and used in the analyses described in [7], [12], and 
[21]. We illustrate how an element of the domain Share x Free can be expressed 
by an element of our domain. An abstract substitution A E Share x Free over a set 
of variables V c_ PVar is a subset of to(V) in which each variable is annotated by 
f r  or nf  indicating that it is definitely free or possibly nonfree. Intuitively, each set 
S E A represents the fact that the terms to which the variables in S are bound may 
share one or more variables. If a variable X appears only in a singleton set, then the 
terms to which it is bound may contain only variables which do not appear in any 
other term. If a variable X does not occur in any set, then there is no variable that 
may occur in the terms to which it is bound, and thus those terms are definitely 
ground. For a formal definition of the domains Share and Share x Free, see [14] 
and [19], respectively. 
Let A = {$1,.. . ,  Sin} be an abstract substitution over V in the domain Share x 
Free. The translation of A to our domain is as follows: 
1. associate a distinct meta-variable Zj with each set Sj (j = 1- . .  m); 
2. for every X in V, define the set of meta-variables Vx = {Z j  I X E Sj}; 
3. define 
= {x = -¢[yx] I • uzx} u 
{x  = ±[vx] I x • uLx} u 
{x  = ±+[QdlX  ¢ uA}, 
where all Qis are fresh variables3 
Observe that gA can often be refined as suggested in Example 5.2 above. 
Example 6.2. Let A = {{X I~, yl~}, {yl~, Zl~}, {XI~}, {Zl~}} and E = {X = 
a, Y = B, Z = C}. So, A describes ubstitutions which map either X and Y or Y 
2For each program variable X which is definitely ground, a fresh variable Qi is introduced and 
an equation X = 1 + [Qi]. This  could be avoided by introducing a special meta - te rm A2 which can 
describe any ground term. 
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and Z to the same variable, but not X and Z. Consequently, both Z and C remain 
free under a solution of any E to E'  where E' is described by A. The translation of 
A to abstract equations is 
sa  : { x ~- : IX1, z3], Y = : [&, z2], z -- : [&, z , ]  } 
After removing the superfluous meta-variables (Z3, Z4) and following the refine- 
ment suggested in Example 5.2, we obtain 
El = { x = z , ,Y  = : [ z , ,&] , z  = & } 
(_J ! . The analysis proceeds applying abstract unification to E &,,  
I 
X=a Y=B Z=C X = Z1 
Y = -~[Z1, Z2] Z = Z2 
IX=a I 
Y=B 
4 Z = C 5'(d) 
3 x---+ 
a=Z 1 
B : 2 [&, &] 
C = Z2 
rX :a  
Y : ~ [zl, &] Z=C 
a:Z  1 
B : Z [Z,, &] 
C= Z2 
IX=a I 
y : ±[&]  
Z : Z2 
- - - -}  • . -  ---4 
g I =a  
B : ±[&]  
C = Z2 
indicating, as desired, that Z and C are definitely free. 
The following example highlights a point at which our abstract unification algo- 
rithm is bound to be more precise than previous proposals. The example illustrates 
a situation which may arise in the course of an analysis. 
Example 6.3 (Precision III). Assume two variables X and Y which are definitely 
free and possibly share, and consider a unification which binds both X and Y to 
compound terms, for instance: 
---- f(f(U)) }" 
The abstract substitution A ---- {{X/r, y / r} ,  {x / r} ,  {yfr}} in Share x Free cap- 
tures the sharing and freeness information specified above. 1¥anslation i to abstract 
equations and application of the refinement as suggested in Example 5.2 gives (after 
removing superfluous meta-variables) 
Ek={ x=z } 
Y r[z] " 
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Solving E 0 E~, proceeds as follows: 
X = f(W) } 
X=Z 
Y = Z [Z] 
X = f(W) ] f X = f(f(V)) 
Y = f(f(V)) ( --~ -~ ) Y = f(f(U)) 
5'(b)(i) f(W) = f(f(U)) f "'" ~ W = f(U) 
{X=f (W)}/~- - ]LgZ=f ( f (U) ) f (W)  Y f(f(U )=Z 
s(s(u))  = z [z ]  [ x = s(w)  ] f x = f(w) ] 
Y= f(f(U)) ( 2_~ J Y= f(f(V)) [ 
l f(w)= z f ] z= f(w) I 
--Q= f~) )  ) ( Q = f(f(U)) ) 
/ 
indicating that U is definitely free. In contrast, the algorithms described in [19, 
7, 21], as well as those described in [2, 3, 18], do not capture freeness information 
for this type of example. It is the nondeterministic approach which enables our 
algorithm to distinguish between two cases and to maintain freeness information in 
each: one case where Z and _ff[Z] describe the same variable, and the other case 
where they do not. 
6.3. Towards a Full Analysis 
The main task, when extending a sharing analysis based on a domain such as Share 
to a freeness analysis using Share x Free, is to provide a suitable abstract unification 
algorithm. The introduction of a correct abstract unification algorithm for freeness 
analysis is an important motivation for our work. Our unification algorithm can 
be used together with techniques for combining abstract domains [6] to provide 
a full freeness analysis. In such an approach, an analysis based on the domain 
Share is augmented with freeness information by converting the resulting pair to 
a set of abstract equation systems as described above. Our abstract unification 
algorithm is then applied to derive freeness information which is used to augment 
the result of the abstract unification using Share. Hence, we obtain an element 
of Share × Free. Other operations can be based on the more simple specification 
directly in Share × Free. A similar approach can be taken to augment other 
domains with a freeness component. 
Developing abstract equation systems into a full-fledged omain for a framework 
as described in [1] is a more involving task. The nontrivial burden is to define 
an order relation on sets of abstract equations ystems atisfying the requirement 
of the framework: Let S$1 and S$2 be sets of abstract equation systems. Then 
Sgl < S£2 implies that the set of equation systems described by S$1 is included in 
the set of equation systems described by SC2. This paper has provided a starting 
point for the development of a complete freeness analysis, where the abstraction 
consists of a single abstract equation system. The least upper bound operation 
is a generalization of anti-unification, and not simply set union, as is the case for 
the domain of this paper. Details on the operations as well as an experimental 
evaluation can be found in [3, 18]. 
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7. CONCLUSIONS 
This paper presents a concise and correct abstract unification algorithm, provid- 
ing the basis for a freeness analysis for logic programs. Our approach consists of 
carefully mimicking each step in a standard concrete unification algorithm. This 
allows us to obtain in a straightforward fashion a clear and intuitive algorithm, 
together with a proof of its correctness. To the best of our knowledge, this paper 
presents the first proof of correctness of a freeness analysis (which considers har- 
ing information) for logic programs. Our approach is facilitated by a novel form of 
abstract domain, termed abstract equation systems, which consists of equations in- 
volving both concrete and abstract erms. This representation e ables us to apply 
a methodology similar to that described in [4]. 
There are cases where the proposed abstract unification algorithm derives free- 
hess information with a higher degree of precision than previous proposals. How- 
ever, our abstract domain does lack several types of information, such as groundness 
and linearity, 3 which also have a strong influence on freeness information. Intro- 
ducing an additional annotation _l_g on meta-terms to indicate a ground term is 
straightforward. Linearity information is harder to handle. It is the nondeterminis- 
tic nature of our algorithm, which is perhaps the main obstacle to a practical free- 
ness analysis for logic programs. However, it is exactly this approach which enables 
us to derive a relatively simple, yet sufficiently precise abstract unification algorithm 
together with its proof of correctness. This is the contribution of the paper. 
Ongoing work addresses the deficiencies mentioned above. A preliminary de- 
scription of this work can be found in [2, 3] where abstract equation systems are 
enhanced to capture both groundness and linearity information. A full analysis 
and its experimental evaluation are reported in [18]. A deterministic abstract uni- 
fication algorithm is obtained by choosing a specific concrete derivation to mimic 
depending on the structure of the abstract system. Confluence in the concrete algo- 
rithm justifies this approach. However, it is worth noting that both the algorithms 
as well as the proof sketches given in [2, 3, 18] are far more complicated than those 
presented here. 
The abstract unification algorithm described in this paper is designed by mim- 
icking the concrete algorithm of [17] which applies an occur check. An interest- 
ing direction for future research is to design an algorithm which instead considers 
rational trees such as the algorithm proposed by Colmerauer in [8]. 
APPENDIX  
Different occurrences of a meta-term 5_[V] will sometimes be denoted -1-1 IV], ±~ [V], 
etc. 
The condition that a concrete or abstract rule modifies the system is only needed 
to prove termination. In the proofs below that do not concern termination (i.e., 
all except the proof of Theorem 5.1), it is convenient to drop it, which means 
that, whatever abstract/concrete equation is selected in a system, an "invariant 
step" may always be applied. By this assumption, we avoid the need to consider 
separately the case that the abstract/concrete system remains invariant. 
3A term is linear if every variable occurs at most once in it. 
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PROOF OF LEMMA 5.1. Suppose that  E ~ E' ~ fai l  and g o¢ E. We construct 
$ t such that  $ --* $ ' and $r c~ E t. $ o( E implies that there exists an abstract 
term replacement tt, coherent with E, such that #($) = E; fix this #. Let e be 
the equation in E that is reduced, i.e., E =- e :: /~. Then there is ~ E $ such 
that #(~) = e, i.e., £ - ~ :: g. $ ~ is constructed by indicating which rule of 
the abstract unification algorithm is applied to reduce ~. $ p o¢ E ~ is then shown 
by giving a #,  coherent with $ ~, such that ~(8  r) = E '. The proof is divided 
according to the structure of the abstract unification algorithm in Figure 3. P 
denotes some variable in "PVar;, t, ti, and si are terms in PTerm, ~" E Term (so 
¢ 3,l Term). 
e-  X = X ,  e -  f(T1,. . . ,T,~) = X ,  or ~--= f (T1, . . . ,Tn)  ---- 
f ( (1 , . . . , fn ) .  In these cases, e is, respectively, of the form P = P,  
f(h,...,t,~) = P or f ( t l , . . . , tn )  = f ( s l , . . . , sn ) .  So, e is reduced 
by, respectively, a remove, switch, or peel step. g~ is constructed by 
applying the corresponding steps 1, 2, or 3 of the abstract unification 
algorithm to equation e. pt is taken equal to #; clearly, p' is coherent 
with £ '  and p(g~) = E' .  
[~e  ~ = ~-. ease a way as case 5(d) X This follows in similar below. 
-)] e -- ±[V]. In this have of the following forms. T case ,  e may one 
(a,b) e-= P = Pore  = f ( t l , . . . , t~)  = P. So, e is reduced by, re- 
spectively, a remove or switch step. g, is constructed by applying 
the corresponding step 5(a) or 5(b) from the abstract unification 
algorithm to equation ~. #' is "taken equal to #; clearly, #' is 
coherent with g '  and #(g') = Eq 
(c) e = f ( t l , . . . , tn )  = f ( s l , . . . , s~)  and e is reduced by applying 
a peel step, yielding E ~ =- {tl = s l , . . . , t ,~ = s~} U/ ) .  Then 
7 = f(T1,. . . ,T,~). Applying rule 5(c) of the abstract algorithm 
gives g '  = {T1 = _1_ 1 [Y] . . . .  ,7n = ±,~ [Y] } U g. Define/t'  to be the 
same as #, except that the new occurrences of ±IV] are mapped 
by #'(Zi[V])  = si (i = 1 . . .n ) .  It is straightforward to show 
that  #~ is an abstract term replacement and that  # ' (g ' )  = E t. 
Moreover, let ~ and ~' be occurrences of equated terms in g ~ such 
that #'(~) = s, #'(~') = s' and vars(s) N vars(s') ¢ 0. Then: 
(1) if s and s ~ are left or right sides of equations in E,  then also 
vars(p(~)) A vars(#(~')) 7 ~ (~ and hence vars(~) C) vars(~') ¢ 0; 
(2) if s,s'  e {s l , . . . , sn} ,  then vars(~) = vars(~') = V, and 
as we assume that  V ¢ O, vars({) Avars(~')  ~ ~; (3) if s C 
{S l , . . . , sn}  and s ~ is an occurrence of an equated term in E, 
then vars(s) A vars(s') ~ ~ ~ vats ( f  ( s l , . . . ,  s~)) N vars(s') ¢ ~, 
which implies that vars(_k[V]) N vars(~') ¢ ~. Hence g'  c~ E ' .  
(d) e =- P = t and e is reduced by a substitute step, yielding 
E '  -- P = t :: E[P/t]. Then r = X, #(X)  = P and 
#(±IV])  = t. Applying rule 5(d) of the abstract algorithm gives 
g' - X = ±[V'] :: g[X + Q][X/Z[V']], where V'  = V[X/Q] .  
Define p' as follows: # ' (X)  = P,  p'(J_[V']) = t, and for every + 
in g, , ' (~[X  + Q][X/Z[V']]) = #('~)[P/t]. Then £'  o( E '  under 
#', as we show now. 
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By construction, it is obvious that #' is an abstract erm replace- 
ment and that #' (£ ' )  = E r. We show that  #~ is coherent: let 
sl and s2 be occurrences of terms in P = t :: E,  and consider 
' and ' after performing the substitu- the corresponding terms s 1 s 2 
tion. Let ~1, ~2, ~ ,  and ~ be such that #(~1) = sl, #(~2) = s2, 
p (~)  =st ,  and #(~)  = s t. We have to prove that i f s  t and s t 
share, then {~ and {5 do. Clearly, if one of s~ and s~ is the P, 
it will not share with the other, as all occurences of P in E are 
eliminated by the substitute step. Now, suppose st and s t are oc- 
currences in E '  that share. Then s' l = sliP~t] and s t = s2[P/t]. 
We distinguish the following cases: (1) sl and s2 share. Because 
# is coherent, ~1 and ~2 share, and because syntactic substitution 
preserves haring between terms, ~{ and {~ also share. (2) sl and 
s2 do not share. Then it must be the case that P appears in (or 
is equal to) only one of them, say in sl (the other case is symmet- 
ric), and t and s2 share. Because p is coherent, ±IV 1 and {2 share: 
furthermore, X E vars(~l). So ([ and ~ share by construction. 
e - ±[v]  = T. 
(a,b,c) The casese--_- P=P,e -  f ( t l , . . . , t ,~)  =Pande_= f ( t l , . . . ,  
tn) = f ( s l , . . . ,  s,~) are similar to cases 5(a,b,c). 
(d) e ~ P = t, and the rule applied is a substitute, yielding 
E '  ~ P = t :: E[P/t]. Then p(±/V])  = *' and , (T )  = t. 
We distinguish two cases: 
(i) I fP  c V, then rule 6(d)(i) should be applied with P for X.  
g iv ingg ' -= P=r  :: g [P+Q][P /T ]  (note thatPE  Vand 
P c vats(r )  implies that P E vars(t),  in which case the 
occur check would lead to failure of the concrete unification; 
hence, we may assume P (f vats(r ) ) .  Define #' as follows: 
It'(P) = P, #'(r)  = t and for ¢ it, g, p' ( f [P  + Q][P/¢]) = 
tL(f)[P/t]. It is easily verified that #' is an abstract term 
replacement and that p ' (g  t) = E' .  In a similar way as in 
case 5(d), it follows that p'  is coherent. 
(ii) I fP  ¢ V, then rule 6(d)(ii) should be applied. Let st . . . .  , s,~ 
be all occurrences of terms which contain P in / ) ,  and let 
~t . . . . .  ~ be the corresponding terms in £, i.e., #(~)  = s, 
fo r i  = 1 . . .n .  Now, let Y be a variable that is shared by 
all ~i, and choose this Y in rule 6(d)(ii), giving g '  ~ Q = 
r :: £[Y + O][Q/rJ. Define #'  as follows: p ' (Q)  = P,  
# ' ( r )  = t, and for "? in g, # ' ( f l y  + Q][Q/¢]) = #(e)[P/t]. 
It is easily verified that It' is an abstract erm replacement 
and that #' (3 ' )  = E' .  In a sinfilar way as in case 5((t), it 
follows that #' is coherent. 
g ~ ±[V,] = ±[V2]. Denote V = 171 U 1/:2, e -- s 1 = t , ,  and /) = {s2 = 
t2 , . . . ,  s ,  = t ,duE  (n _> 1). So there are occurrences -l-i[V1] and ±~[%1 
such that #(±,IV1]) = s~ and #(±~[V2]) = ti (i = 1..n) and ~(g) = E. 
There are four cases depending on the structure of e: 
(a) e -  P=P,  which is reduced by a remove, g iv ingE '  = {s2 = 
t2 , . . . ,  s~ = t ,}  U ET. Construct p'  to map 2n - 2 occurrences 
202 M. CODISH ET AL. 
(b,c) 
(d) 
of ±IV] to the terms s~ and t~ (i = 2- . .  n). Moreover, for every 
occurrence of an abstract term ~- in g, #' maps T[ApevP/_I_[V]] to 
tt(T). It is straightforward to show that pr is a coherent abstract 
term replacement and that #'(g')  = E ~. 
e=- f ( t l , . . . , t , )=  P and e---=- f ( t l , . . . , tn )  = f ( s l , . . . , sn )  are 
similar. 
e ~ P = t. In this case, #t is constructed to map 2n occurrences 
of _I_[V], respectively, to the terms P, t, si[P/t], and ti[P/t] (i = 
2- . .  n). Moreover, for every occurrence of an abstract erm ~- 
in $, #' maps "r[ApevP/±[V]] to #(T)[P/t]. It is easily verified 
that #~ is coherent and that #~(gt) = E t. [] 
PROOF OF THEOREM 5.1. The proof is similar to that given in [17] for concrete 
unification where equation systems are associated with elements of the well-founded 
domain of triplets (nl, n2, n3) with the lexicographical ordering, where nl is the 
number of "unsolved" variables (a variable is unsolved if it does not occur only 
once as the left-hand side of some equation), n2 is the number of occurrences of 
function symbols, and n3 the number of equations of the form X --- X or t = X 
(where t is compound). In our case, a similar well-founded ordering is used on 
sextuples (nl, n2, n3, n4, nb, n6), where 
• nl is the number of unsolved variables, 
• n2 is the number of unsolved variables which have occurrences outside meta- 
terms, 
n3 is the number 
n4 is the number 
form X = X or t 
n5 is the number 
• of occurrences of function symbols, 
• of abstract equations that can describe an equation of the 
= X, and 
• of meta-terms, 
• n6 is the sum of the sizes of the recta-terms, where the size of a recta-term 
±IV] in an equation system is the number of recta-variables occurring in the 
equation system but not in V. 
Table 1 describes the effect that application of the rules of the abstract unification 
algorithm of Figure 3 has on the tuple (n l , . . . ,n6) .  An entry "<" in this table 
means that the corresponding n~ is decreased; "_<" means that the n~ either stays 
the same or is decreased. A "?" indicates that the effect on the corresponding n~ 
is not relevant. No entry means that the n~ stays the same. 
For rules 4, 5(d), 6(d)(i), and 7, a case distinction is made, as follows: 
• 4: If X has no occurrences in meta-terms, then nl decreases; otherwise, nl 
stays the same (because the new variable Q is introduced), but n2 decreases 
because Q only occurs in meta-terms. 
• 5(d): If X has no occurrences in meta-terms and is not in V, then nl de- 
creases; otherwise, nl stays the same (because the new variable Q is intro- 
duced), but n2 decreases because Q only occurs in meta-terms. 
• 6(d)(i): If X has no other occurrences in meta-terms, then nl decreases; 
otherwise, nl stays the same (because the new variable Q is introduced), but 
n2 decreases because Q only occurs in meta-terms. 
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TABLE 1. Effect of the rules on the hi. 
na n2 n3 n4 n5 n6 
< < 1 < 
2 < 
3 < 
4 < ? ? ? 
4 < ? ? 
5(a) <_ < < 
5(b) < 
5(c) < _< < 
5(d) < ~ ? ? 
5(d) < ? 
6(a) < < < 
6(b) _< < < 
6(c) < ? 
6(d)( i)  < ? ? ? 
6(d)(i) < ? ? 
6(d)( i i )  
7 < ? ? ,  
7 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
9 
? 
? 
? 
< 
? 
9 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
< 
7: If there are variables from V that have occurrences outside meta-terms, 
then n2 decreases (while nl stays the same); otherwise, as the rule does not 
leave the system invariant, n6 decreases. 
As for rule 6(d)(ii), nl and n~ stay the same because, although the new variable Q 
is introduced, it appears "solved." 
From the table, it is clear that the application of any rule decreases the sextuple 
(ha, n2, n3, n4, ns, n6) in the lexicographical ordering. 
It can easily be seen that this same variant function can be used to prove that 
Theorem 5.1 also holds for the more concise algorithm of Figure 4. [] 
PROOF OF THEOREM 5.2. An abstract equation system in solved form can represent 
a concrete system which is not in solved form. This is possible in the presence of one 
or more equations of the form J_[V] = ±IV] which possibly represent the unsolved 
part of a concrete system. This intuition leads to the following lemma: [] 
Lemma A.1. I f8 is in solved form, 8 c~ E, and mgu(E) ~ fail, then E ~ mgu(E). 
PROOF. By induction on the number k of steps needed to obtain mgu(E) from E 
using the concrete unification algorithm of Figure 2 (under the assumption that 
each such step modifies the equation system). 
base: k -- 0 trivial as E = mgu(E). 
step: Assume e_e_ :: E --~ E' __~k mgu(E'), i.e., equation e is chosen for reduction. 
Assume the abstract system is of the form ~ :: ~ and #(6) -- {e, el . . . .  , en}, n >_ 0, 
p(E) = E\{e l , . . . ,en) .  \¥e show the existence of some coherent #' such that 
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p~(e :: g) = E' .  We distinguish the following cases according to the form of equation 
e and the corresponding step being taken in the concrete unification. 
1. 
. 
3. 
. 
e ~_ X = X,  the concrete step is remove. Since no rule can modify ¢ :: $, 
must have the form _t[V] : ±IV]. So #(e) = {X = X, e l , . . . ,e~}.  Define , '  
by #'(e) = {e l , . . . ,  en} and #'(g)  = p(g). Then, clearly, #'(~ :: g) : E '  and 
it' is coherent. 
e - f ( t l , . . .  ,t,~) = X,  the concrete step is switch. Since no rule can modify 
e :: g, e must have the form ±IV] = ±IV]. So #(e) = {f ( t~, . . . , tm)  = 
X, e l , . . . ,en} .  Define #' by #'(¢) = {X = f ( t l , . . . , tm) ,e l , . . . ,e ,~} and 
V'(g) = #(g). Then, clearly, #'(e :: g) = E' and #' is coherent. 
e =- f ( t l , . . . ,  tin) = f ( s l , . . . ,  sin), the concrete step is peel. Since no rule can 
modify ¢ :: g, ¢ must have the form ±IV] = ±IV]. So #(e) = {f ( t l , . . .  ,tin) = 
f (s l  . . . .  ,8 rn ) ,e l  . . . .  ,an}. Define #' by #'(s)  = {tl = S l , . . . , tm = Sin,el, 
. . . ,  e,~}, and #'(g) = #(g). Then, clearly, #' (s  :: $) = E' and #' is coherent. 
e = X = t, the concrete step is subst. The concrete step modifies the sys- 
tem, so X ~ vats( f )  with f an equation in E. In the following, 7 E Term. 
e :: E is not described by Y = 7 :: g (with #(Y)  = X)  because then f is 
described by F, so Y E vats(E) and rule 4 would modify g (Y is either X 
or a meta-variable). Also, Y E vars(r) implies that  #(Y) (which equals X)  
is in vars(#(T)). That  is inconsistent with the assumption that  the concrete 
system does not fail. 
Similarly, e :: E is not described by Y = ±IV] :: g with #(Y)  = X because 
then f is described by $, so Y E vars($) and rule 5(d) would modify C. 
Similarly, e :: E is not described by ±[Y, . . . ]  = ~- :: $ with #(Y) = 
#(±[Y, . . . ] )  = X because then f is described by g, so Y c vars(g) and 
rule 6(d)(i) would modify g. 
(In the above three cases, the rule would introduce a Q.) 
So e must have the form ±IV] = ±IV] and #(s) = {X = t, e l , . . . ,en} .  
Moreover, the system cannot be modified by application of rule 7 on ~, so 
any top-level term containing X in a concrete equation f in E must be rep- 
resented by a recta-term .±IV ~] which remains invariant under application of 
rule 7 on e, so V' D V. Define #'(e) = {X = t, el[X/t] , . . . ,en[X/t]}; for 
meta-variables Z: # ' (Z)  = ~(z)[x/t] = ~(z ) ;  for meta~term occurrences 
±[V']: # ' (±[V' ] )  = #(±[V'])[X/t]. Then, clearly, tt'(E :: g) = E ' .  
Finally, we show that  #' is coherent. Assume s~ and s~ are left- or right- 
hand sides in E '  described by T1 and T2 in $. Let Sl and s2 be the correspond- 
' = si[X/t]. Notice that  Sl and s2 are also described ing elements in E,  i.e., s i
by rl  and T2, respectively, as $ describes both E and E' .  Coherence of #' 
requires that  ~1 and T2 share when s[ and s~ do. Assume s[ and s~ share. Ei- 
ther sl and s2 already shared, in which case T1 and T2 also share by coherence 
of #. Or they did not, in which case one of them (say Sl) is X or contains X,  
so T1 = ±[V'] with V C V'  and the other (s2) shares with t; as t is described 
by J_[Y], it means T2 shares with ±IV], so it also shares with ±[V'] = r l .  [] 
The proof of Theorem 5.2 now proceeds as follows. Suppose that  £ c< E and 
mgu(E) 7L fail .  By the latter, there exists a step E -* E '  (possibly leaving the 
system invariant). If, furthermore, the possible steps of g are g --* gj (j --- 1 , . . . ,  l), 
then by Lemma 5.1, there exists a j such that  Ej oc E ' .  
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By simple induction, it can now be shown that  if g has solved forms g l , . . . ,  g~, 
then for some i E {1, . . ,n},  $i is reached in m steps and E __,m E"  such that  
$i c( E ' .  By Lemma A.1, it then follows that  gi o~ mgu(E")  = mgu(E). 
PROOF OF THEOREM 5.3. Theorem 5.3 follows direct ly from Theorem 5.2 and the 
following. [] 
Lemma A.2. If  g (x E and g is in solved form, then freeness of X in g implies 
ffeeness of X in E. 
PROOF. E is in solved form, so by Lemma A.1, g describes mgu(E). Suppose 
X is free in 8, but not free in mgu(E), then mgu(E) contains an equation X = 
f ( t l , . . . ,  tn). This equation is described via some # by an equation 71 = T2 in g 
(7-1,72 E .ATerm). So 7-2 must be of the form f(7-2,1,... ,v2,,~) or of the form ±[V] 
w i th /z ( i [V ] )  = f ( t l , . . . ,  t~). Vl is either X (it cannot be a meta-var iable as the 
fact that  X is free in $ implies X E vats(g)) or of the form ±[V] with X E V. 
All of these possibil it ies contradict  he assumption that  X is free in the solved 
form g. [] 
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