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Abst rac t - - ln  this paper, we suggest and analyze a new projection-type method for solving mono- 
tone variational inequalities. Convergence analysis of the method requires only the monotonicity and 
continuity of the underlying operator. ~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Variational inequality theory provides the most natural, direct, simple, unified, and efficient 
framework for studying a wide class of unrelated linear and nonlinear problems arising in pure 
and applied sciences. There are a substantial number of numerical methods for solving variational 
inequalities including the projection methods and their variant forms, Wiener-Hopf equations, 
auxiliary principle, descent, Newton, and decomposition techniques. For the recent state-of- 
the-art, see for example [1-14] and the references therein. The projection method represents 
an important computation technique for computing the approximate solution of the variational 
inequalities, which was developed in 1970 and 1980. The main disadvantage of these methods is 
that the convergence analysis requires the restrictive condition that the underlying the operator is 
strongly monotone and Lipschitz continuous. To overcome this difficulty, the projection methods 
have been modified. These modified methods are called the extragradient and projection-type 
methods, see [2,6,12] for the convergence analysis and the implementation. Despite their efficient 
implementation a d usefulness, their convergence r quires that the underlying operator T must 
be Lipschitz continuous, which is a restrictive assumption. In this paper, we suggest and analyze 
a new projection method for solving the monotone variational inequalities. This new method is 
versatile and capable of exploiting problem structure as the extragradient and the projection type 
methods. The new method is easy to implement and requires less work per iteration than the 
extragradient method. The convergence of this new method requires only the monotonicity ofthe 
underlying operator. We hope that the new method is a practical alternative to the extragradient 
method and the methods of Solodov and Tseng [12] and He [6], especially when the operator T
is monotone or when projection on the convex set is expansive. Both the method and its proof 
of convergence are quite simple. 
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2. PREL IMINARIES  
Let H be a real Hilbert space, whose inner product and norm are denoted by (., .) and I[-[I, 
respectively. Let K be a closed convex set in H. For a given nonlinear operator T : H ~ H, we 
consider the problem of finding u E K such that 
(Tu, v - u} k O, for all v E K. (2.1) 
The inequality of type (2.1) is called the variational inequality, which was introduced and studied 
by Stampacchia [13] in 1964. It has been shown in [1-14] that a wide class of unrelated linear 
and nonlinear problems arising in pure and applied sciences can be studied by the variational 
inequalities technique. 
We now recall some well-known results and concepts, which play a vital role in the derivation 
of our main results. 
DEFINITION 2.1. For a11 u, v E H, the operator T : H --* H is said to be monotone, ff 
(Tu - Tv,  u - v I >_ O. 
LEMMA 2.1. (See [1].) For a given z E H, u E K satisfies the inequality 
(Tu - Tv,  u - v I >_ 0, for all v E K, (2.2) 
i f  and only i f  u = PKZ, where PK is the projection of  H onto K .  Furthermore, PK is nonexpansive, 
that is, for a11 u, v E H 
I IP~v - P~i l  -< IIv - ull. 
By invoking Lemma 2.1, one can easily prove the following result. 
LEMMA 2.2. The variational inequality (2.1) has a solution u E K ,  i f  and only if, u E K satisfies 
the relation 
u = PK[U - pTu], (2.3) 
where p > 0 is a constant. 
Lemma 2.2 implies that the variational inequality (2.1) is equivalent to the fixed-point prob- 
lem (2.3). This equivalent alternate formulation has been used to suggest he iterative type 
algorithms for solving the variational inequalities. The fixed-point formulation (2.3) allows us to 
suggest the following iterative method. 
ALGORITHM 2.1. For a given Uo E K ,  compute un+l by the iterative scheme 
u,+ l = PK  [u ,  - pTun] ,  n = O, 1, 2, . . . .  
It is worth mentioning that the projection Algorithm 2.1 requires the restrictive assumption 
that the operator T be strongly monotone for the convergence. In many problems, this strong 
assumption does not hold. This fact alone restricts the applications of Algorithm 2.1. It has 
been shown in [2] that one can modify Algorithm 2.1 by updating u using the double projection 
formula. The modified algorithm is known as the extragradient method, see [2,12]. 
ALGORITHM 2.2. For a given Uo E K ,  compute the approximate solution un+l by the iterative 
scheme 
Un+l = PK [un -- pTPK  [u~ - pTu~]], n = O, 1, 2 , . . . .  
It has been shown [2,12] that Algorithm 2.2 is easy to implement, uses little storage, and can 
readily exploit any sparsity or separable structure in T or in K. Furthermore, its convergence 
requires only that a solution exists and the monotone operator T is Lipschitz continuous. It is 
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clear that Algorithm 2.2 requires two projections per iteration and has a linear convergence. In 
recent years, He [6] and Solodov and Tseng [12] have suggested the following modified projection- 
type method, which requires only one projection per iteration. Consequently, this new method 
requires less work per iteration than the extragradient method. 
ALGORITHM 2.3. (See [6,12].) For a given uo E K ,  compute the approximate solution Un+l by 
the iterative scheme 
un+l =un-~/{un-pTu ,~-PK[un-pTun]+pTPK[un-pTu ,~]} ,  n = 0,1 ,3 , . . . ,  
where ~ is a positive stepsize. 
For the convergence analysis of Algorithm 2.3, see [6,12]. It has been shown in [12] that 
Algorithm 2.3 is as versatile and capable of exploiting problem structure as Algorithm 2.2 and 
yet, is even simpler than Algorithm 2.2. 
3.  MAIN  RESULTS 
It is well known that the convergence analysis of both Algorithm 2.2 and Algorithm 2.3 requires 
that the monotone operator T must be Lipschitz continuous, which may be difficult to calculate. 
In many cases, the monotone operator is not Lipschitz continuous. These facts alone motivated us 
to suggest another method, whose convergence r quires only the monotonicity of the operator T. 
We define the residue vector R(u) by the relation 
R(u) = u - PK [u - pTu]. (3.1) 
By invoking Lemma 2.2, one can easily show that u E K is a solution of the variational 
inequality (2.1) if and only if u E K is a zero of the equation 
R(u) = u - PK[U -- pTu] = O. (3.2) 
For stepsize ~/E (0, 2), the equation (3.2) can be written as 
u = u - ~R(u) .  
This fixed-point formulation enables us to suggest a new iterative method for solving monotone 
variational inequality (2.1). 
ALGORITHM 3.1. For a given uo E K ,  compute the approximate solution un+l by the iterative 
scheme 
Un+l  = Un - -  "yR(un), n = 0, 1 ,2, . . . .  (3.3) 
We note that for ~/-- 1, Algorithm 3.1 collapses to Algorithm 2.1. However, we will show that 
Algorithm 3.1 requires only the monotonicity of the operator T. Algorithm 3.1 is easy to imple- 
ment and requires only one projection per iteration rather than two as needed for Algorithm 2.2. 
For the convergence analysis of Algorithm 3.1, we need the following results. 
LEMMA 3.1. Let ~ E K be a solution of  variationa! inequality (2.1). I f  T : H ---* H is a monotone 
operator, then 
<u - ~,R(u)> >_ Ila(u)ll =, for all u e g.  (3.4) 
PROOF. Let ~ E K be a solution of (2.1), then 
(T-~, v - ~) > 0, for all v E K. (3.5) 
Taking v = Pg[u  -- pTu] in (3.5), we have 
p{T~,PK[u  - pTu] -~)  >_ 0. (3.6) 
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Setting z = v = u - pTu,  u = PK[U -- pTu], and v = u E ~ in (2.2), we obtain 
(u - pTu  - PK [u - pTu], PK [u - pTu] - ~) >_ O, 
which can be written as 
(R(u)  - pTu, PK [u - pTu] - ~) >_ O. 
Since T is a monotone operator, so for all u, ~ E H, 
(Tu - T-~, u - ~) > O, 
which implies that 
p (Tu - T~, PK [u - pTu] - ~) >_ O. 
Combining (3.6), (3.7), and (3.8), we have 
(R(u),  PK [u - pTu] - ~) >_ 0, 
for which it follows that 
Thus, 
(R(u),  u - ~ - R(u))  >_ O. 
LEMMA 3.2. 
imate solution obtained from Algor ithm 3.1, then 
(3.7) 
(3.8) 
(u -  ~, R(u) )  _ IIR(u)ll 2. | 
Let ~ E K be a solution of  the variationa/inequality (2.1) and u~+l be the approx- 
I lu~+l - ~112 _ Ilu~ - ~112 - 7(2  - 7) l lR(u~)l l  2. 
PROOF. Since ~ E K is a solution of (2.1) and Un+l satisfies the relation (3.3), so 
[[Un÷l - ~112 = Ilun - ~ - 7R(un) l l  2 _~ Ilu~ - ~112 - 7 (2  - 7)l lR(u~)l l  2. 
(3.9) 
and the sequence {un} has exactly a cluster point and limitn-.ooUn = ~ E K satisfying the 
inequality (2.1). | 
Ilu +x - Ilun - 
which implies that l imit~-~ccR(un) = O. 
Let ~ be the cluster point of {un} and the subsequence {un, } converge to ~. By the continuity 
of R(u) ,  we have R(~) = limiti__.ccR(u,~,) = 0. 
Since ~ is a solution of the monotone variational inequality (2.1), and 
oo 
~-'~ 7(2 - 7) l lR(u.) l l  2 ~ I J uo  - z~ll 2, 
n=0 
We now show that the sequence {Un} obtained from Algorithm 3.1 converges to the solution 
of the monotone variational inequality (2.1) by using the techniques of He [6] and Noor [9,10]. 
THEOREM 3.1. The approximate solution Un+ 1 obtained from Algor ithm 3.1 converges to a 
solution ~ of the monotone variational inequality (2.1). 
PROOF. Let fi be a solution of (2.1), then, from (3.9), it follows that the sequence {un} is 
bounded. From (3.9), it follows that 
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