The Zellner's g-prior and its recent hierarchical extensions are the most popular default prior choices in the Bayesian variable selection context. These prior set-ups can be expressed powerpriors with fixed set of imaginary data. In this paper, we borrow ideas from the power-expectedposterior (PEP) priors in order to introduce, under the g-prior approach, an extra hierarchical level that accounts for the imaginary data uncertainty. For normal regression variable selection problems, the resulting power-conditional-expected-posterior (PCEP) prior is a conjugate normalinverse gamma prior which provides a consistent variable selection procedure and gives support to more parsimonious models than the ones supported using the g-prior and the hyper-g prior for finite samples. Detailed illustrations and comparisons of the variable selection procedures using the proposed method, the g-prior and the hyper-g prior are provided using both simulated and real data examples.
Introduction
During the last years, research in Bayesian variable selection has been focused on the choice of suitable and meaningful priors for the model parameters. Specification of the hyperparameters of proper priors for model-specific parameters is crucial since posterior model odds are highly sensitive on the values of the prior variances due to the Jeffreys-Lindley-Bartlett paradox (Lindley 1957 , Bartlett 1957 . Moreover, the use of improper priors is not allowed, due to the presence of unknown normalizing constants involved in the calculation of the Bayes factors. A series of important publications deal with the above mentioned issues, including the g-prior (Zellner 1986 ), the benchmark priors of (Fernandez, Ley & Steel 2001) , the fractional Bayes factor approach (O'Hagan 1995) , the intrinsic Bayes factor (Berger & Pericchi 1996) , the intrinsic variable selection method (Casella & Moreno 2006) and the expected-posterior prior approach (Pérez & Berger 2002) among others. More recently, interest lies on the mixtures of g-priors, including the hyper-g prior of Liang, Paulo, Molina, Clyde & Berger (2008) , the extension of Sabanés Bové & Held (2011) for GLMs and the work of Ley & Steel (2012) for economic applications.
A usual mechanism to produce sensible and compatible prior distributions across models is via imaginary data. The Zellner's g-prior can be expressed as a power-prior with fixed set of imaginary data; see for details Zellner (1986) and Ibrahim & Chen (2000) . Similar is the case for any mixture of g-prior, with additional uncertainty introduced on the volume of the information that the imaginary data account in the posterior inference.
In this article, we further use ideas from the expected-posterior prior approach (Pérez & Berger 2002) in order to introduce uncertainty around the assumed imaginary data in a similar manner as in Fouskakis, Ntzoufras & Draper (2013) . Specifically, we introduce a hyperprior for the imaginary data by adding an extra hierarchical level to our model structure that has an effect on the prior mean of the regression coefficients.
When our approach is implemented in the Zellner's g-prior, the result is a normal-inverse gamma conjugate prior that leads to a variable selection procedure that is similar, for large datasets, but systematically more parsimonious, for small sample sizes, than the one using the Zellner's g-prior or mixtures of g-priors.
The plan of the paper is as follows. In Section 2 we discuss the role of imaginary data in g-priors. In Section 3 we discuss the extension of the g-prior by considering imaginary data coming from a "suitable" predictive distribution using the expected-posterior prior approach. Our new prior and the induced variable selection procedure, under a specific choice of baseline prior, is fully described in detail in Section 4; formulas for the resulting prior, posterior and marginal likelihood are given and a short discussion about the choice of hyperparameters is presented. Section 5 explores the limiting behaviour of the marginal likelihood, while in Section 6 we discuss the differences between our prior and the Zellner's g-prior. In Section 7 we present illustrations of our method and Section 8 concludes the paper with a brief discussion.
The role of imaginary data in g-priors
Let us consider a set of imaginary data y * = (y * 1 , y * 2 , . . . , y * n * ) T of size n * . Then, following the power-prior approach introduced by Ibrahim & Chen (2000) , for any model m ℓ with parameter vector θ ℓ , likelihood f (y * |θ ℓ , m ℓ ) and baseline prior π N ℓ (θ ℓ ), we can obtain a "sensible" prior for the model parameters based on the following expression
The parameter δ ≥ 1 controls the weight that the imaginary data contribute to the "final" posterior distribution of θ ℓ , since
For δ = 1, the above prior is exactly equal to the posterior distribution of θ ℓ after observing the imaginary data y * . For δ = 1/n * the contribution of the imaginary data to the overall posterior is equal to one data point; i.e. the prior has a unit-information interpretation (Kass & Wasserman 1995) .
In the following we focus on variable selection problems for normal regression models. Therefore, for any model m ℓ , with parameters θ ℓ = (β ℓ , σ 2 ) the likelihood is specified by
where
T is a multivariate random variable expressing the response for each subject, X ℓ is a n × d ℓ design matrix containing the values of the explanatory variables in its columns, I n is the n × n identity matrix, β ℓ is a vector of length d ℓ with the effects of each covariate on the response variable and σ 2 is the error variance, common to all models. If we adopt the power-prior approach for the regression coefficients β ℓ given σ 2 , with imaginary data y * , of size n * and imaginary design matrix X * ℓ , then the prior will be defined as
introducing the use of an hyperprior for g. In all the developments of the g-prior the imaginary data are assumed to be fixed as described in the previous section. Here we extend the g-prior (with g either fixed or random) in a different direction, by considering imaginary data coming from a "suitable" predictive distribution. Specifically, we add an extra hierarchical level to the specification of the prior distribution, that has an effect on both the prior mean and the prior variance, through the variability of the imaginary data. Therefore, for any model m ℓ , the resulting prior for β ℓ , given σ 2 has the following form
is the hyperprior for the imaginary data y * of size n. In the above expression w and g are hyperparameters that need to be specified; details are shown later in this Section.
For the specification of the hyperprior m * , we might use the expected-posterior prior approach (Pérez & Berger 2002) , that, as will see in the next section, assumes random imaginary samples coming from a common underlying predictive distribution, using an initial baseline prior distribution. Pérez & Berger (2002) have defined the expected-posterior (EP) prior as the posterior distribution of a parameter vector of the model under consideration averaged over all possible samples y * coming from the predictive distribution f (y * |m 0 ) of a reference model m 0 (Pérez & Berger 2002, def. 1, p. 493) . Hence the EP prior for the parameter vector θ ℓ = (β ℓ , σ
Expected-posterior priors
2 ) of any model m ℓ ∈ M, where M is the model space, is given by 
Power-conditional-expected-posterior (PCEP) priors
Since σ 2 appears in all models under comparison, we can assume a common prior distribution π N ℓ (σ 2 ) for all models m ℓ ∈ M. This is a usual practice in the related literature as noted by Fernandez et al. (2001) and references therein. Hence, we may implement the EP prior approach only for the regression coefficients β ℓ conditionally on the values of the error variance σ 2 . By this way, we define the conditional-expected-posterior (CEP) prior by
Furthermore, in order to diminish the effect of the training samples, we use ideas from the power-expected-posterior prior approach as defined by Fouskakis et al. (2013) . Thus we introduce the power-conditional-expected-posterior (PCEP) prior by raising the likelihood, involved in the CEP prior, to a power 1/δ that controls the effect of the training sample in the PCEP prior. Therefore, the PCEP prior is defined as
1/δ being the density-normalized power-likelihood given, in our case, by
Moreover, m N ℓ (y * |σ 2 ; X * ℓ , δ) is the prior predictive distribution (or the marginal likelihood), evaluated at y * , of model m ℓ given σ 2 with the power-likelihood defined by (8) under the baseline prior π
As discussed in Fouskakis et al. (2013) , we can set the power-parameter δ equal to n * , to represent prior information equal to one data point. In a similar manner as in the g-prior, we set n * = n (and therefore X * ℓ = X ℓ ); by this way we also dispense with the selection of the training samples.
3.3 Using PCEP prior for the specification of the hyperprior for the imaginary data
As we have already seen in Section 2, the posterior π
, when the baseline prior of β ℓ given σ 2 is (2). Thus (5) can be obtained as the PCEP prior (7) with g = wδ, X * ℓ = X ℓ and the hyperprior for the imaginary data of size n * = n given by m * (y * ) = m N 0 (y * |σ 2 ; δ), i.e. the prior predictive of the reference model, evaluated using the power-likelihood (8) and the baseline prior (2).
A question which naturally arises is which model must be selected as a reference model. Pérez & Berger (2002) indirectly supported the choice of the most parsimonious model in M. This choice provides a sensible interpretation since we a-priori argue in favor of the assumption that the data are coming from the simplest model supporting by this way the parsimony principle. The latter interpretation is close to the sceptical prior approach as described by Spiegelhalter, Abrams & Myles (2004, Section 5.5 .2) where a tendency toward the null hypothesis must be apriori supported by centering our prior beliefs around values assumed by this hypothesis when no other information is available. The constant model (with no predictors) can naturally serve as the reference model in our case.
PCEP g-prior methodology
In this section we implement the PCEP prior introduced in Section 3.2 using the Zellner's g-prior (2) as baseline. Furthermore, we assume an IG(a, b) prior distribution for σ 2 . Then, for any model m ℓ , the prior predictive distribution, under the baseline prior, conditional on σ 2 , is a multivariate normal distribution given by
Derivation of the above marginal likelihood is given in Appendix A. For the special case of the constant model, the variance-covariance matrix of the above distribution simplifies to δI n * + g 0 n * −1 1 n * 1 T n * σ 2 ; where 1 n * is a vector of length n * with all elements equal to one.
Prior distribution
The power-conditional-expected-posterior (PCEP) prior on β ℓ given σ 2 is
where f IG (y ; a, b) denotes the density of the inverse gamma distribution with parameters a and b and mean equal to b/(a − 1) evaluated at y. Additionally, π N ℓ (β ℓ |y * , σ 2 ; X * ℓ , δ) can be considered as a conditional posterior of β ℓ |σ 2 with power-likelihood (8) and prior (2) and is given by (3); details are provided in the Appendix B. Furthermore H *
Posterior distribution
The above resulting prior is the usual conjugate normal-inverse gamma prior with mean equal to 0, scale parameter equal to
and parameters a and b for the inverse-gamma component. Hence, the posterior distribution under the power-conditional-expected-posterior (PCEP) prior on β ℓ given σ 2 is a normal inverse gamma distribution, i.e.
Marginal likelihood
The marginal likelihood, under the PCEP g-prior approach is given by
in which f Stn (y ; d, µ, Σ) is the density of the multivariate Student distribution in n dimensions with d degrees of freedom, location µ and scale Σ.
Since the above marginal likelihood can be calculated analytically, we can directly compare all models without any problem and identify the maximum a-posteriori (MAP) model, the median probability (MP) model or the best equally well behaved models with Bayes factors less than 3 when compared with the MAP according to the interpretation table of Kass & Raftery (1995) .
When the model space is large we can implement MC 3 to explore the model space and trace the best models (see Appendix C).
Specification of prior parameters
Clearly the marginal likelihood for the PCEP methodology depends on the selection of the power parameter δ, the training sample and its size n * , the reference model m 0 and the prior hyperparameters g 0 , a and b. Following Fouskakis et al. (2013) we propose
• the power parameter δ to be equal to n * in order to account the data for information equal to one data point. If additionally we set n * = n, and therefore X * ℓ = X ℓ , we avoid completely the training sample and its possible effect to the posterior model comparison inference, while we account still for information equal to one data point.
• the parameter g 0 in the normal baseline prior is set equal to δn * . Therefore, for δ = n * we propose to use g 0 = n * 2 . This choice will make the baseline Zellner's g-prior to contribute with information equal to one data point within the posterior π N ℓ (β ℓ |σ 2 , y * ; X * ℓ , δ). By this way, the whole PCEP prior will account to information equal to 1 + 1/δ data points.
• the parameters a and b in the inverse gamma baseline prior to be equal to 0.01 in order to have a baseline prior mean 1 and variance equal to 100 (i.e. large) for the precision parameter.
• the reference model m 0 to be the constant model as discussed in Section 3.3. With this choice we also avoid the need for the specification of the imaginary design matrix, since X * 0 = 1 n * .
• the size of the training sample n * to be n.
Limiting behaviour of the marginal likelihood
From (14), we have that
where C is a constant that does not depends on the model structure m ℓ . We set n * = n, X * ℓ = X ℓ and let V β ℓ , H ℓ and Λ 0 defined as V * β ℓ , H * ℓ and Λ * 0 by replacing X * ℓ = X ℓ . The determinant involved in the above expression is equal to
while
for detailed derivations of these two identities see Appendix D.
For large n and for the proposed hyperparameter values (see Section (4.4)) we obtain
Therefore, the log marginal likelihood can be approximated by log m
Hence, PCEP g-prior has the same limiting behavior as the BIC. Generally, this limiting behavior holds for g 0 = n k for any value k > 0 (assuming δ = n) with the approximation rate depending on k. For k > 1, the proof is similar to the one presented above with k = 2. For k = 1, w = 1/2 and thus the dimensionality penalty becomes equal to log(1 + n/2). Therefore for large n again the PCEP g-prior has the same limiting behavior as the BIC but with a slower convergence rate than before. Finally for 0 < k < 1, the dimensionality penalty will be approximately equal to log(1 + n k ) ≈ k log(n) which again for large values of n will become equivalent to the penalty induced by BIC but with an even slower convergence rate. Finally, it is well known (Fernandez et al. 2001 ) that consistency holds for BIC under a minor and realistic assumption; see for example Equation 22 in Liang et al. (2008). 6 Comparison between the PCEP and the Zellner's g-prior
The structure of PCEP g-prior is similar to the structure of the Zellner's g-prior but with different covariance matrix, for given σ 2 . As we will see our prior leads to a variable-selection procedure that it is more parsimonious than the one using Zellner's g-prior with g = n taking into account uncertainty of imaginary data generated from the null model as reference.
We compare theoretically the volumes of the covariance matrices, the maximum prior ordinates, and by this way the dispersions of the two prior distributions. Additionally, we compared graphically, for simulated scenarios, the orientations of the two prior distributions and the behavior of the posterior model probabilities for a variety of correlations.
From (12), we have that for a given σ 2 , the covariance matrix of the PCEP g-prior is given by
The determinant of Σ P CEP ℓ is given by
detailed derivation of this expression is given at the Appendix D.
If we set in the PCEP g-prior g 0 = n 2 and δ = n then the volume variance multiplicator appearing in (19) becomes equal to
which is greater than n d ℓ , i.e. the corresponding multiplicator in the Zellner's g-prior with g = n, for any sample size n ≥ 2. This can be easily proved if we consider the function
which is the logarithm of the ratio of the two multipliers. This is an increasing function of n since
and furthermore φ(2) = log 2
For illustration, we have generated two covariates X 1 and X 2 for a prespecified grid of correlations (ρ = 0, 0.1, . . . , 0.9) and compared the contour plots of the two prior distributions. In all cases, PCEP is more dispersed as expected by the above result and the orientation (i.e. prior dependence between β 1 and β 2 ) remains similar (but not exactly the same) for medium and large sized datasets (e.g. n ≥ 30). Some indicative contour plots for various correlation values r and for n = 30 and n = 50 are given in Figure 1 .
Finally, in order to compare the behavior of the posterior model probabilities between the PCEP and the Zellner's g-prior we have created 100 different datasets of n = 100 observations and p = 2 covariates. We have considered different correlation values between the covariates, Cor(X 1 , X 2 ) = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 0.99, while the response was generated from a model Y =
of Y , under each value of ρ, is equal to one. Figure 2 (a) presents the relative differences (%) in the mean posterior model probabilities of the true model over the 100 different generated datasets, while Figure 2 (b) presents the corresponding differences of the standard deviations. From these two figures it is obvious that PCEP g-prior leads to a variable-selection procedure that it is more parsimonious than the one using Zellner's g-prior (for the pre-selected hyperparameter values) selecting the true model with a higher weight when the covariates are higher correlated and with lower weight when the covariates are less correlated. Moreover, the standard deviations of the posterior model probabilities are higher when using the PCEP g-prior, compared to the corresponding ones when using the Zellner's g-prior, when the true effect of X 1 on Y (i.e. ρ) is lower. This is a desired property; PCEP g-prior gives less posterior weight on average on the true model when ρ is low but with less certainty compared with Zellner's g-prior, while when ρ is large PCEP g-prior gives higher posterior weights on average to the true model with greater confidence.
Experimental results
In this section we illustrate the PCEP g-prior methodology on both simulated and real examples. For the implementation of the method we have used the hyperparameter specification described in Section 4.4. We contrast the results of our proposed method using the modified version of the g-prior, as in Liang et al. (2008) , with g = n, the hyper-g prior with α = 3, as suggested by Liang et al. (2008) and (for the real life example only) the BIC. For the implementation of the g-prior and the hyper-g prior the R package BAS, available from http://www.stat.duke.edu/∼clyde/BAS, has been used.
Simulation study
Here we consider the simulated dataset of Nott & Kohn (2005) . This dataset consists of n = 50 observations and p = 15 covariates. The first 10 covariates are generated from a standardized normal distribution while X ij ∼ N 0.3X i1 + 0.5X i2 + 0.7X i3 + 0.9X i4 + 1.1X i5 , 1 for j = 11, . . . , 15, i = 1, . . . , 50 and the response from
With p = 15 covariates we are able to conduct a full enumeration search and avoid extra Monte Carlo variation due to stochastic search of the model space.
In order to check the efficiency of the proposed method, we generate repeatedly 100 different sets of response variables from the sampling scheme (20). Figure 3 presents boxplots comparing the posterior marginal inclusion probabilities, under the three different prior set-ups, over those 100 different samples. No noticeable differences between the boxplots of the posterior marginal inclusion probabilities are observed for the dominating effects of variables X 1 , X 7 and X 11 . For the rest of the covariates (i.e. the ones with median posterior marginal inclusion probabilities below 0.5), the PCEP based method is systematically more parsimonious, while the hyper-g based procedure supports more complicated models than the other approaches. Generally, PCEP shrinks marginal posterior inclusion probabilities towards zero for small effects. Figure 4 illustrates this behavior; it graphically presents the density of the marginal posterior inclusion probability of X 13 over the 100 different samples and under the three different priors. Variable X 13 was selected due to its large variability of the posterior marginal inclusion probabilities under all three prior set-ups, as suggested by Figure 3 . In all three cases, the distribution is bimodal, with the same mode for datasets with clearly non-zero effect and a considerably lower mode when using the PCEP prior for realizations with close to zero estimated effects. Similar findings are observed in Table 1 which presents summary statistics of the posterior ranking of the true model. All three methods identify the true as the maximum a-posteriori (MAP) model, at least once, but, the PCEP method gives, on average, lower rankings to the true model. Additionally, we observe considerably higher variability under the other two prior approaches, with the standard deviation of the ranks under the hyper-g prior to be twice as large as the corresponding one under the PCEP prior.
Finally, the hyper-g prior identifies, on average, 3.8 of the 5 non-zero effects, in contrast to the other two procedures that identify, on average, 3.4 of the 5 non-zero effects. On the other hand, the PCEP and g-prior perform better in regard to the identification of the zero effects (9.2 out of 10 in contrast to 8.6 out of 10 for the hyper-g prior). 
Crime dataset
Here, we use the crime data (Vandaele 1978) to implement the PCEP g-prior approach. Raftery, Madigan & Hoeting (1997) used those data as an illustration of Bayesian model averaging in linear regression using a normal-inverse-gamma prior for each model parameters, while Fernandez et al. (2001) revisited the crime data exploring the choice of g on g-priors. Finally Liang et al. (2008) used those data for comparing the mixture of g priors formulation with fixed g-priors, empirical Bayes approaches and other default procedures. The data are available in the R package MASS under the name UScrime, and comprise aggregate measures of the crime rate for 47 states and include 15 explanatory variables. The response variable is the rate of crimes in a particular category per head of population. All variables, including the response and excluding the indicator covariate (X 2 ), have been initially log-transformed and then all variables have been centered. Again, with p = 15 covariates we were able to contact a full enumeration search. Here additionally to the three different prior set-ups, we present results for BIC. Posterior marginal inclusion probabilities, are presented in Table 2 and in Figure 5 . We see that all four methods give approximately equal support to the most prominent covariates, while for the remaining ones the posterior inclusion probabilities are lower under the PCEP approach. Posterior model odds and rankings for the five best PCEP models under all competing approaches are given in Table 3 . We notice that all methods support the same two models as the two best ones, model m (1) that includes covariates X 1 , X 3 , X 4 , X 9 , X 11 , X 13 , X 14 and model m (2) which is the same as model m (1) with the addition , range from 0.76 (for BIC) to 1.25 (for PCEP). These differences do not suggest that any of the two models dominate over the other. For the remaining three models no firm conclusion can be drawn except that the third model under PCEP (with only six covariates) is placed in a much lower position under all three remaining approaches. Comparison of the predictive performance. Here we examine the out-of-sample predictive performance of PCEP, g-prior (g = n) and hyper-g prior (α = 3) on the full model and the two MAP models indicated by PCEP and hyper-g prior in the previous analysis. To do so, we randomly partitioned the data in half 50 times. For each partition, in order to measure the predictive performance of each model we compute the root mean square error for the validation Posterior inclusion probability
here y i|m ℓ = X ℓ(i) β ℓ is the predicted value of y i according to the assumed model m ℓ , β ℓ is the posterior mean of β ℓ and X ℓ(i) is the i-th row of matrix X ℓ of model m ℓ .
Results for the full model and the two MAP models are given in Table 4 . For comparison purposes, we have also included the split-half RMSE measures for these three models using the Zellner's g-prior with g = n and the mixtures of g-prior with α = 3 as implemented by BAS package in R. In general the differences in RMSE are not large enough to infer towards the superiority of the predictive ability of one method.
Discussion
In this article we explore how random imaginary data can be used to extend the g-prior which is a popular default choice in Bayesian variable selection. We link approaches based on priors traditionally used in the objective Bayesian variable selection field, such as the intrinsic (Casella & Moreno 2006) , the expected-posterior (Pérez & Berger 2002 ) and the more recent power-expectedposterior (Fouskakis et al. 2013 ) priors, with the most dominant Bayesian variable selection approaches based on the g-prior (Zellner 1986 ) and its recent extension using mixtures of g-priors (Liang et al. 2008) . In contrast to our proposed power-conditional-expected-posterior (PCEP) prior, both the g-prior and the hyper-g prior can be derived assuming fixed imaginary data. We focus on the use of random imaginary data through the introduction of a power-expectedposterior prior conditionally on the error variance parameter within the normal linear model formulation. The induced prior is a conjugate normal-inverse-gamma prior, resulting in a variable selection procedure with similar large sample properties to BIC, supporting more parsimonious models than the approach using g-prior or hyper-g prior in finite samples. The BIC assymptotic behaviour of the PCEP Bayes factors ensures consistency of the PCEP model selection approach.
Future extensions of this approach includes the introduction of an additional hyperprior on the power parameter, which plays a similar role as the "g" parameter under the g-prior approach. We expect that this approach will retain its approximate BIC behaviour and still being more parsimonious than the corresponding procedure using hyper-g prior due to the additional uncertainty introduced by the random imaginary data. Proof. The marginal likelihood m N ℓ (y * |σ 2 ; X * ℓ , δ) under the baseline prior (2) and the power-likelihood (8), conditional on σ 2 is given by
From the above we have the expression of the marginal likelihood of the usual Gaussian regression model with known error variance δσ 2 and a normal conjugate prior with mean zero and variance equal to
Thus, the marginal likelihood is given by
and H * ℓ = X * ℓ (X * T ℓ X * ℓ ) −1 X * T ℓ .
B Derivation of the conditional posterior π 
C Model search algorithm
For any number of variables p under consideration in our model uncertainty problem, the number of models for which we need to evaluate the marginal likelihood is equal to 2 p . Reasonably when p is even moderately large, the number of models under consideration grows tremendously. As a result, full enumeration of the marginal likelihoods and the corresponding posterior model weights needed in Bayesian variable selection and evaluation problems becomes infeasible. For this reason, in such problems, advanced MCMC methods are used, as model search algorithms, to trace the most important models and variables. Estimation of posterior model weights and posterior model odds can be then made efficiently within reduced model spaces in which unimportant variables have been excluded according to our model search algorithm; see for an example of such practice. When the marginal likelihood is given in a closed form, we may use the Markov chain Monte Carlo model composition (M C 3 , . Posterior model weights can be estimated by both considering the marginal likelihoods of the visited and proposed models stored in step 2 (of the algorithm presented below) or by a simple frequency tabulation of the visited models given by the output of the MCMC sampler.
Under the PCEP approach, the marginal likelihood is analytically given by expression (14). Hence M C 3 can be directly used to explored the model space. Here we consider the following modified approach of the M C 3 in which we sample the binary vector γ, indicating the variables included in the model (see for example , using a Metropolis within Gibbs approach.
1. For the current model m ℓ , corresponding to the set of variable inclusion indicators γ ℓ repeat the following:
For j = 1, . . . , p (selected in random order) repeat the following steps:
(a) Propose γ ′ j = 1 − γ j with probability equal to one. 2. Store m ℓ as the current model.
3. Repeat steps 1-2 until a sufficient number of models is visited.
D Derivations for Section 5 Derivation of equation 15
The matrix determinant Lemma (Harville 1997, p. 416) states that
