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1. The structure problem of finite metabelian groups1) is an intricate 
subject about which only some rather isolated and fragmentary results are 
known.2) At present there is no theory in existence, and probably none in 
sight, which would give a complete account of all existing (finite) metabelian 
group structures, e. g. along the lines of the well known theory of finite 
abelian groups. The diversity of metabelian group structures far exceeds that 
of ordinary abelian groups and compares with the order of diversity of abelian 
operator groups over commutative rings of operators. The two types of struc-
tures have in fact a great deal in common and the study of abelian operator 
groups seems to be a necessary prerequisite to any comprehensive theory of 
metabelian groups. 
In the present work we shall be concerned with metabelian //-groups 
with two generating elements where p is a fixed prime number. The abelian 
operator groups associated with these groups are cyclic (in the sense that 
they are generated by a single element) and hence structurally identical with 
polynomial ideals in one or more Variables. We shall make use of this rela-
tion to determine all metabelian //-groups with two generators which have 
a commutator subgroup of type (p,...,p); to remove this last mentioned 
restriction, it would be necessary to know all polynomial ideals in two va-
riables over the integers (or in three variables over a field) for which there 
is no satisfactory process of enumeration known at the present time. 
Denote by 91 the commutator subgroup of the finite metabelian //-group 
Let @ be generated by the elements 5, T and (j = S9l, T=T% the cor-
responding cosets modulo Evidently A, T are generating elements of the 
!) We call a group metabelian if its commutator subgroup is abelian and distinct 
from the identity. All groups considered in this paper are finite. 
2) A list of metabelian p-groups with known structure has been compiled at the end 
of the paper. 
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(abelian) quotient group 5 8 = @ / 9 i and we can assume that they are inde-
pendent basis elements of S.8) 
Let 6 denote the ring of rational integers and (2[o, r ] the (commutative) 
ring of polynomials in o, % with integer coefficients. &[o, T] is an operator 
ring for 9i under the well known rules 
(1.01) AQ = R~1AR, q='O*%', R = 5'' Tl, 
(1.02) A6'16" ^ --= Ae>Aa>, C (2[a, 7;], q^Q[a,r]. 
As a Q[o,r]-groiip, 9i is cyclic and is generated by the element 
(1.1) A = 7 " 1 5 " 1 7 5 . 
In fact, the equations 
(1.11) TS = STA0 
(1.12) A f ' ^ S ^ S A ^ 
(1.13) At'T) T = T A f g ( o , T) £ &[o, T] 
allow us to reduce every finite product formed by 5 and T (hence every 
element of @) to the form 
(1.14) SqTrAt'l) 
where q, r are non-negative integers and f(o, T) has non-negative integer 
coefficients. But the elements A ' i ' 0 form a subgroup 9i* of 9i, viz. the 
<2 [cr, T]-subgroup generated by A0, and @/9C* is abelian, as seen from (1.14), 
so that 3r*29t , whence 9 r = 9i. 
Now the set of annulling polynomials g ( u , v ) for which A ' t ' l ) = 14) 
form an ideal 3 in &[a, v\ with the property that 
(1 .2) Pll = 0{3), WH=\ (3) 
where p'", pn are the respective orders of o, % and ph is the exponent of 91. 
Conversely, given an ideal 3 which satisfies the conditions (1.2) we can 
construct all groups © which belong to this annulling ideal by taking (1.11) 
—(1. 13) as a set of; defining relations for (3 and by specifying 5''"', T p n as 
suitable elements of 9f. It appears therefore that the first step in the deter-
mination of these groups is to enumerate (and possibly characterize by nu-
merical invariants) all ideals in &[u, v] which satisfy the conditions (1.2). 
3) 58 is evidently non-cyclic. 
4) We shall use the symbol 1 to denote the identity element of any algebraic system 
such as groups, fields or operator rings. There is 110 danger of confusion as it is always 
clear from the context which of these identities is represented. 
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There is an important class of polynomial domains in which a complete 
enumeration of ideals is known, namely domains of the form Jl [x] where ¿¡l 
is a (commutative) principal ideal ring. Moreover, a complete characterization 
of the ideals by numerical (or more general algebraic) invariants is possible 
if SI has the further properly that each class of associated elements has a 
uniquely distinguished "normal" representative and each class of residues 
modulo a given element has a similarly distinguished representative. Such 
is the case when Sl = ®[y\ where § is af ie ld; with each non-zero / 0 0 ^ D ' ] 
there is associated a unique f*(y) with leading coefficient 1 and in each 
class of residues modulo f ( y ) there is precisely one g(y) with c l egg"<deg / . 
In the following we shall only be concerned with the case that $ is the prime 
field of characteristic p. 
A process of enumeration of ideals in was first established by 
KRONECKER and H E N S E L [3] and, independently, by the author [10]; the equi-
valence of the two systems of enumeration was demonstrated by R £ D E I [6]. 
The following is an adaptation of the principal result to the case when 
Jl[x] = !>[x, y] where § is the field of residue classes modulo p. 
We first note that every non-zero polynomial of 3'[>>], 
(1.3) cf(y) = a0-j f amym, 0^di<p (/ = 0, ...,m—1), 0 <am<p 
can be characterized by a positive integer 
q = <p(p) = a<H f ampm\ 
conversely, with each positive integer q there is uniquely associated a poly-
nomial (1.3) of ®[y\. This remark allows us to describe elements of §[y] by 
non-negative integers, and it also introduces a simple ordering of elements 
of ®[y] by the rule: 
(1.31) fp(y)<iJ(y) if a n d only if co(p)<ty(p). 
To obtain an arbitrary primitive ideal of oF[x, y] (i. e. an ideal which 
is not divisible by a non-trivial element of §[x, y]), we specify 
(i) a set of positive integers dlt...,dh-, 
(ii) a set of integers 0 = s0 < s, <---<sk, 
(iii) a set of integers 0 g qir < pdi, (r = 0,..., Si\ 1 , . . . , k). 
Let <pir(y) be the polynomial (of degree <dl) associated with qir and define 
the polynomials g0(y), giix, y), (i=\,...,k) as follows: 
(1.41) g0(y)=n(y'i+?^(.y))> 
(1.42) ' (yd* + n, Si(y))gi(x, y) = x" 1 (x, y) + Z VA/O- y)gj(x, y) 
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where 
(1.43) %(x, y)= 2 9i, *,Ay)x' (0 1 =s / =§ k). 
°=r<- 'j+1-s, 
Then the ideals 
(1.44) 3 = (go, gi) 
which belong to the different systems ch, s3, qir represent exactly once all the 
primitive ideals of §[x,yY 
An obvious application of this result is to the structure problem of 
metabelian jO-groups generated by two elements whose commutator subgroup 
is of the type (p,...,p). For then h=\, p = 0(3) in (1 .2) and 3 is an 
ideal in S[u,v\. The fact that it must also satisfy the second and third con-
dition in (1.2) causes some difficulty which will be resolved in the next 
section. The actual construction of the groups © will be carried out in § 3, 
and an extension of the result to a further class of metabelian /7-groups is 
discussed in § 4. 
2 . Since p = 0 in § , the conditions u v m = l , v i , n = \ ( 3 ) are equivalen 
to (u — \y , m ==0, (v—1 ) ' '"== 0(oí). It is convenient to introduce the new 
variables 
x = u— 1, y = V— 1 
corresponding to the operators ,« = <7—\,v = -c—1. Clearly can be re-
garded as a $[«> ^J-group and the annulling ideal of A0 is then an ideal 3 
in S[x,y] such that 
(2.0) ' x1,m = 0, yPn = 0(3). 
Since x and y are relatively prime in §[x,y], these conditions imply that 3 
is a primitive ideal.0) 
The second condition in (2. 0) causes no difficulty; it is in fact satisfied 
if and only if </>^ = 0 for every i in (1.41). The first condition is much 
more troublesome; for there seems to be no simple method or algorithm by 
which to decide from a given system of invariants whether the corresponding 
3 contains x]'m or not. Even if such an algorithm existed, it does not seem 
to be possible to characterize the "good" ideals by means of simple inequa-
lities imposed upon the invariants qw. Therefore, instead of trying to patch 
up the system (1 .41)—(1.44) to suit conditions (2.0), we shall make a fresh 
start by assuming right from the beginning that 3 has the property (2.0) . 
Although no explicit use will be made of the Kronecker—Hensel theorem, 
s) [6], p. 200. 
°) This already follows from the fact that §[x,y]!3 is finite, see R É D E I [5], § 109 . 
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the work will follow quite closely the method employed for the derivation 
of (1. 41)—(1.44) in [10] and [6]. 
Suppose that Si contains the elements x''"', yi'". Let / denote the smallest 
positive integer such that 
(2 .01) X 1 0 (¿0; 
for 0 i s s /, denote by cs the smallest exponent such that 
(2 .02) yr»x"-.. 0 
Evidently 
(2 .03) 0 = c , < c , - i 
Since (2 .0) is assumed, we must have 
(2 .04) c0 ^ p", I =§ pm. 
In the following we assume that 3 and the corresponding cs are given. 
L e m m a 2 .1 . 
(2. 1) <p{y)x° - 0 (3, Xstr), cP(y) £ S[yv] 
implies rp(y) = 0 (/"). 
We have at any rate (rp(y),y's) = y' in <§[y] where 0 ^¡d^cs, hence 
by (2 .02) and (2.1), y ' x s = 0 (^x81-1)- By the minimal property of cs,d^cs 
hence d=cs, <p(y) = 0 (y"s). 
L e m m a 2.2. If f is an arbitrary polynomial in #[x, y] then 
i-1 
(2.2) f(x,y)=Z?s(y)x (3), cps(y) < y's (s=0,...,/ — 1) 
s = 0 
and the coefficients % are uniquely determined by f . The inequality in (2 .2) 
is in the sense of the ordering (1.31). 
Suppose that we have already proved 
f=q>o-\ b r / v i x - 1 (SI, x), rpH < for s<t. 
Write 
f=rp0+---+cpt-ixt 1 + iptxt (3,xt+1), ipt=9t + yHet 
t 
with wt<y\ We have, by (2.02), y j = (ftx (3,xM) hence f = 2 9»* 
s=0 
($, x i+1). The remark that x' = 0 (3) concludes the proof. Uniqueness follows 
from Lemma 2 .1 . 
As a corollary we have the result that the elements of 9f can uniquely 
be written in the form 
(2.21) v4 = V - ' ,9>Ay)<Zs (s = 0, ..., /—1) 
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and the order of §[x, y]jS, hence of 9i, is 
(2.22) / = 
From (2.02) it follows that there exist polynomials gs(x,y) of the form 
<2.23) £-s = / s x s + Z ipd(y)xt = 0 (3) (s = 0 , . . . , / - 1 ) . 
By Lemma 2 .1 , S = (g0,.. • , gi~i, gi = x1), and we have the problem of enu-
merating all the essentially different systems (2.23). The chief obstacle in 
the way of enumeration is that if a system (2.23) is arbitrarily given, it is 
by no means certain that the cs which appear in (2,23) are identical with 
those belonging to £i = (g0,.. ,,g7) in the sense of (2.02). In other words, 
the cs in (2. 23) do not always possess the required minimum property. 
We shall call a system (2. 23) good if it has the property that 
cP(y)xs=0 (go,...,gi,xs+1) 
always implies cp(y) = 0 ( /» ) , that is, if Lemina2.1 is true for Si = (g0, ...,gi). 
L e m m a 2. 3. A system (2. 23) is good if and only if 
(2.3) xgs = 0 (gs+i,...,gi) (s = 0 , . . . , I—1). 
I f : Suppose that (2.3) is true for the system {g'.,}. It implies that any 
expression 
fg0+---+fgi, fs£®[x,y], (s = 0,..„0 
can be written as 
2<Psi»+fgi, ?si®[y], fZ8[x,yl 
s=0 
Therefore 
cp(y)xs = 0 (gs,...^!,^1) 
for some s < I implies 
i-i 
<pxr = £(Prg + f x ^ 
1—0 
hence r/>,.= 0 for r<s and r/> = <jos/s. By definition, {g"s} is a good system. 
Only i f : We shall prove that if is good and x l f = 0 (g0,.--,gi) 
for some O ^ t ^ l then x*f= 0 (gt,...,gi). The statement is trivially true 
for t- l. Suppose it is true for t+ 1 ( t < l ) and x*f=0 (g0,---,gi)- Write 
f==cP(y) (mod x) so that xlf=xtrp = 0 (g0, •. .,gi, xM). This implies, since 
{g-s} is good, that cp = yHifj, '[y] and 
*'/— tygt + xMf = 0 (g0,...,gi) 
for a suitable f£.S[x,y\. Hence x i h l / ' = 0 (go,---,gi) and by the induction 
hypothesis xt+1f = 0 (gm,.. .,gi), x ' / = 0 (gh .. .,g!). 
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L e m m a 2 .4 . An ideal Si which has the property (2.02) contains a 
(necessarily good) set of polynomials (2 .23) such thai 
# = (£•<,,..., gi x') 
and 
( 2 .4) xgs = £ ?»>&> 9" £ 
S- tsl 
with 
(2 .41) </>„,, m = y v " v h l , 9»,, <,i < / ' "*" 1 1 /0/" s < t < I. 
Lei s < / and suppose thai gi = x\ gi-i, • •gs\i have already been de -
termined so as to satisfy (2.4), (2.41). Let gt be any polynomial £ 3, of 
degree < / in x and with lowest term j / s x \ By Lemma 2.3, 
X£* = 'i/A>n (y)g'S|.i -I- • • • + ipi(y)gi 
hence -(/•., hJ = / s - C s | - 1 =-cpSt , h i . Now suppose that we were able to determine 
g't so that 
-i/v+i < f o r s<r<t (t< k). 
We show the same for r=t. 
Write 'ipni = <ps, r+i for r <t, 
ipm = 9s, m + y y r " w , 9s, m < t 
Replace gl by gT=g*—tygt] then we have 
t-1 
xg" = xgl—ipxgt = 2 9s, r+igr+i + ( V m + 
r—s 
t 
'+ 2 yt+lgr+l=2(Ps,r+lgr+l+ 2 fr+lgr+1-
t<.)<l J t r<l 
This proves the Lemma. 
To complete the enumeration of the ideals 3 we have to show: 
L e m m a 2 .5 . (a) To each system of <pst which satisfy the inequalities 
(2 .41) there exists a good system {gs) given by (2.4), hence an ideal 
3 = (g0,.. .,gi= x1)-, (b) The system cpsi is uniquely determined by 3. 
To prove (a) it is sufficient to remark that the gs can obviously be 
determined recursively from (2 .4) and the resulting system is good by Lemma 
2 .3 . In fact the gs are given explicitly by 
l-s 
(2 .51) g s = 2 2 9s,s+^9s+<i„s+a2...cpsHii_hiXli. 
1=1 0<(/|< (l^l-s 
Finite metabelian p-groups 277 
To prove (b) we have to show that two different systems cpst, cptt cannot 
define the same Suppose that they do belong to the same 3 and suppose 
also that for some s<l, rpr,iu = ¥¡,111 (hence g, =g?) for every t r > s. 
W e have 
Xgs= 2 tysrgl i xgs'=- 2?s>-g*= 2 ?*rg,, s - irSZ s<j s-' ) 
hence 
(2.52) x (gs*—gs)= 2 (<pt, - cps,)gr. 
But g* = 0 (gs, gs+1,..., gk) hence gs* = gs + 2 gn K l ' i 
x(gs—gs)= 2 ViXg. 
SC l<7 
Suppose that i/v = 0 for s <r <t, then 
* — = 2 V - = V * CA, «+1 + 2 V ? • 
I^ I - IZ I + L ^ R S 
Comparing with (2.52), 
ipt 9t, t+1 = 9>i, * n — m < /r'°i+1 = f+i > 
Lemma 2 . 5 shows that the given by (2.4), (2,41) form a canonical 
basis of A more concise form of the basis is obtained if, following R E D E I , 
we discard certain unnecessary ones among the gs. The set {cs} uniquely 
determines a sequence 0 = s0 < Si < • • • < s?, = I with the property that 
cHH < c v cs = Cst for st^s<sl+1 (/ = 0, 1 , . . . , k— 1). 
Now from (2.41) we see that cp8t = 0 in (2.4) for every t for which 
Ci-i—Ct = 0 so that 
Xgs = y c ^ g s + l + 2 c p s , s i g s t 
summed for all i with s j > s + l . Consequently, the gSi form an ideal basis 
of 3 and the g, with s j < s < s l h i are redundant. If for sake of simplicity we 
write gt instead of gSl, and 
(2 .6) d% = ch_y—cSt (i = 1 , . . . , k), 
our findings can be summarized as follows: 
D e f i n i t i o n 2 .6 . Given a set of positive integers 
(2 .61) ' dt> 0 ( / = ! , , . . , / < ) , 
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a set of integers 
(2 .62) 0 =-•=. s„ < s, < • • • < St = / 
and a set of integers 
(2 .63) 0 C q,; < p"1 (0 < s < sh 1 ss t sS k), 
the ideal 
of y] is said to belong to the invariants (2.61), (2. 62), (2. 63) if the g; 
are obtained from 
(2 .64) gu-=x\ 
(2-65) x s < - " " V = 2 V ' i ( x , y ) g j , 
j=-i i-i 
(2 .66) . iJ,j(x, y)= £ 9slH-r,j(y)x>' (0 k), 
0 ->• s;+1-s, 
uV/e/'e 
(2 .67) 9 V = / 1 ( / = l , . . . , / f ) 
and cps,,(y) for s<st is the polynomial in belonging to the integer qsi. 
T h e o r e m 1. To each set of invariants (2.61), (2.62), (2 .63) there 
belongs exactly one ideal 3 with the property 
(2 .71) ^ = 0 ( 3 ) , y°x=0 (3,xs+1) (O^s^l), 
where 
(2 .72) C s ^ - ' Z d u 
SI>s 
cs is the smallest integer with property (2.71). 
Conversely, given 3 with the property (2 .71) where cs is the smallest 
such number, and 
(2. 73) dt = cH_— cSi (i = 1 , . . . , k) 
where 
(2 .74) c,i+i < c . v cs = cH for s , g s < s i n (/ = 0 , . . . , k), 
there is exactly one system of invariants (2 .63) to which 3 belongs. 
i-i 
"K* e 
It follows from (2 .71) that = 0 (3) so that 
(2 .75) / ' = 0 ( 3 ) 
for some /' with 
i-i 
(2 .76) / ' S ^ c , 
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The exact value of /' depends on arithmetic properties of the numbers cs, qSi 
and cannot be obtained in a straightforward manner. The apparent lack of 
symmetry in the roles of / and /' is due to the fact that the construction of 
the canonical basis of Theorem 1 is not symmetrical in x and y.7) In fact 
we can interchange the roles of x and y in the construction of the basis and 
arrive so at a new set of invariants c*s, qi, which describe exactly the same 
ideal 3. However, it seems to be rather difficult to formulate an explicit con-
nection between cs, qit on the one hand, and the „conjuga te" invariants 
Cs, q'si on the other. 
3 . To construct an arbitrary metabelian group @ with two generators 
S, T and commutator subgroup Si of type (p, ...,p), we determine as in § 2 
an arbitrary ideal 3 in §[x,y] with the property that (2 .71) and (2 .75) is 
true for some I > 0, /' > 0. Si is defined as a cyclic P[o, r ] -g roup generated 
by Ao and isomorphic to the additive group of the quotient ring Q?[x, y\!3, 
through 
f(x,y)^Af0<a1'^, f(x,y)£8[x,y]. 
Next we specify m, n so that 
(3 .0) / < / ) ' " , /' < pn 
where 1,1' are the integers in (2.71), (2.75), and define © as the group 
generated by S, T with the relations 
(3 .01) TS = STAq 
(3 .02) Ao S - - SAT 
(3 .03) A o T ^ T A l 
(3 .04) S1,m = H, Tp" = K 
where H, K are suitable elements of SC. Trivially, H and K must be such that 
(3 .05) H" J I, Kc ^ K. 
We also stipulate 
(3 .06) 5 ' ' " ' =f= 1, r " ~ l =f= 1 
in case that H= 1, l^p"1-1 or A " = 1, l'^pn~x. 
By definition, @ is an extension of the abelian group St of type 
(p,.. .,p) by an abelian group 93 of the type ( p m , p n ) . A Schreier factorsystem 
is obtained by taking S'V as the selected representative of a'i;j, 0^i<pm, 
i) This is a defect which is shared by all forms of the canonical basis. 
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'0 j < p". The faclorsystcm 
C(h, ji; W a ) , 0 Si,.<pm, 0 Sj,.<P", 0 = 1 , 2 ) ' 
is then defined by 
(3 .1) s ^ r ' S ^ r ' - ^ S ^ *•'»> yi'i- Wa}c(4,j\',i->, j>), 
(3. 11) {/i + / a ) ==/i + ' a — « ( / i , {Ji+M=>Jt+J*—nUujs)P* 
where 
(3. 12) e(4, 4) 0 if 0 £5 4 + k < Pm 
= 1 if p'" A k < 2p>", 
(3 .13) n U u h ) - 0 if 0=£ h - \ - k < p " 
= 1 if -\-h<2p\ 
To determine C(h,j\',k,j>) explicitly, we obsei-ve first that 
(3 .14) ' TjS" = S{ TjAVa'v~'W~X) (1 K+'"+I,_1) (i > 0, j > 0). 
(3 .14) can be verified by induction with the help of the generating relations 
(3 .01)—(3.03) first for / ' = 1 and 1 then for fixed l and arbitrary 
/ s i . The formula is also valid for / = 0, provided that 1-f 1-c^1'"1 is 
interpreted to be 0 for i = 0; similarly we agree that 1 -| f ' = 0 
for 7 = 0. 
From (3.14) we obtain immediately 
Su Tj[ Sia T3'1 = Si,+'3 TJ' A " 
and hence by an easy computation from (3.05), (3. 1), (3 .11) 
(3 .15) C(/i,y'i; ^ h K r > u > - 3 > \ 
The Schreier conditions to be satisfied are 
' (3 .16) C ( 4 , / ; {4 + 4}, {A+h})C(h,J2; 4,7s) = 
= C({h + 4}, { / +y 2 }; 4 , / ) C(iuju h,j.f"h. 
If we put here first 4 = 0 , 4 = 1, 4 =/> '" — 1 , / = 1, / 2 = 7 3 = 0 then 
4 = 4 = 0, 4 = 1, /1 = / > " — 1, /2 = 1, /3 = 0, we obtain 
hence with (3.05) 
(3 .17) H" l= \, Hl l= A i ( " 
<3. 18) / T " 1 = , /C1"1 = 1. 
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Conversely one can verify that (3.17), (3.18) are sufficient for all Schreier 
conditions (3 .16) to be satisfied so that (3.17), (3.18) are the only restric-
tions to which H and K are subjected. 
Let us write 
(3 .19) H = A 1 t ~ l ' z - 1 \ K = A t ~ 1 , T ~ 1 ) ; 
we then have the condition that 
(3 .21) ' xh(x,y) = 0, yh(x,y)=—x^ (3) 
(3 .22) xk{x, y) = y>{" -1, yk(x, y) = 0 (3). 
We want to characterize all polynomials h(x,y), k(x,y) which satisfy these 
congruences. 
Suppose first that 





 = 0 ( 3 ) and 
(3 .24) xh(x, y)==yh(x,y) = 0 (3) 
is valid instead of (3.21). 
Now, a polynomial h(x, y) which satisfies xh = 0 (3) can be written 
uniquely in the form 
(3. 25) h = 2 1 9»(y) \ g: (3) (0 < cps < s ~ l A 
where the gl are the polynomials gs of Lemma 2 .4 . This can be shown by 
the same argument as used in the proof of Lemmas 2 . 4 and 2 . 5 . Since 
(Ps{y) = 0 if Cs-i—cs = 0, we can also write 
(3 .26) h = Z V.OO \ g< (3) (0 ^ V . ( = <p-0 < / ' ) 
where g%=gt%. The second condition in (3 .24) can now be expressed as 
(3 .27) ¿ ^ ( r f ^ i ^ O (3). 
L e m m a 3 .3 . Let fSJ(y) be as in Theorem 1, 
(3. 3) a,-j = <pSi,i(0) (1 s i / s i j =i /c). 
Lei (§!, be a solution vector over § of the linear homogeneous system 
(3 .31) ¿&a,j = 0 ( J ^ l , . . . , k ) , 
i—i 
A 19 
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and set 
i 
(3 .32) y > k ( y ) - - 2 ^ P n , j ( y ) l , . . . , / c ) ; 
¿=1 
then the congruence (3 .27) holds. 
Conversely, every set of 1 p j € § [ y ] , \ , ...,k) for which (3.27) is 
true can be written uniquely in the form (3.32) where (§,,..., &•) is a solution 
vector of {3.31). 
It follows from Lemma 3 . 3 that an h(x, y) which satisfies (3.24) can 
be characterized completely by a solution vcctor £ — , . . . , & < ) of (3.31). 
Note thai the i/jj(y) defined by (3.32) arc polynomials, because of (3.31). 
Note also thai 
(3 .33) au=- 0 (i=l,...,k) 
from (3.36) below, so that the rank of the system (3.31) is always less 
than k. In particular, §£ = 0 for 1 ^ i < k, is a non-zero solution of 
(3.31). The corresponding h(x, y) is given by 
(3 .34) h ( x , y ) = h y " ' r l x k - \ 
The proof of the Lemma is based on the formula 
(3.35) i?si,j(y)±g3=0 (3) (/= 1 , . . k ) 
with 
(3.36) ? > . „ < = / ' , 0 s i 'Pnj(y) < Vdj (!<j^k). 
The formula follows directly from (2.65), (2.66) and the fact that ¿^ = (3 (3). 
Suppose now that the j;,- are a solution of (3 .31) and ipj is given by 
(3.32). Substitution into the left hand member of (3 .27) gives 
if j lc^ j j k k | 
Z 2 9sij—gj=o (3) J=1 r j=1 V=\ i—1 j—h 
by (3.35), as required. 
Conversely, suppose that the ipj satisfy (3. 27) ; then 
(3 .37) ¿ y ^ g j ^ O (9,0), (q=\,...,k) 
j—i A 
and we show that (3 .37) holds for q ^ r (r ^ k given) only if ip1}.. .,ipr are 
of the form (3.32) where § ( j = \ , , . . . , r ) is a solution of (3 .31) for 
j=\,...,r. 
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Suppose that the statement is true for r — 1 (in the case of r = 1 the 
assumption is empty), i. e. ip3 for j < r is of the form (3.32). Substitution 
into the left hand member of (3.37) gives, by (3.35) and the definition of gj, 
1 1 - 1 1 1 ' - i 1 1 
y^r —gr + £yipj—g3 = yip, ~ gr + 2 = 
~gj 
J r 1 »-1 J 
'-yfr—r gr + 2 ^ 2 ^ j — i=i j=i X 
1 1 
= y^ — gf— 2 £ 9 H , r —gr (3, Xs'-) A i~\ A 
hence by (3. 37), 
'y ipr - 2 g. CPs,, r I ys>- Xs'' 1 = 0 (3, Xs'). 
r-1 
 1=1 
This can only hold, by definition of the sr and cs, if 
r-l 
z> 
1 = 1 
y^—2b?silrjys'=o ( y V i ) , 
f—i 
i. e. if 
ytpr = 2 l i < P s v r - \ -% r y r ?=1 
for some jj. £ § which is uniquely determined by ipr (since </>S;,< y'r, 
( / = 1 , . . . , / ' — 1), and 1pr < / ' ' ) . Hence 
yip, = 2%iCfis r 
»=1 
and the right hand side must be divisible by y, implying 
2 = 0. 
¿=i 
This proves the statement and the Lemma. . 
If l = pm then we have (3.21) instead of (3.24) and 
(3.38) ¿ y y t ± - g i + * - i = o ( S ) 1=1 
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instead of (3.27). A trivial modification of the proof of Lemma 3 . 3 shows 
that the solutions of (3. 38) arc given by 
(3.39) y % ( y ) - È h ^ A y ) - 0 ^ ( / - 1, • • - , k) 
where ( & , . . . , is a solution of 
(3 .40) i ha« = ôJk (y = \,...,k) 
(ôjk = 1 for y = k, 0 for j -/= /c). Hencc not all systems of invariants are ad-
missible but only those for which (3.40) has a solution vector, that is, for 
which the vector (an,,..., a№) is linearly independent of the ( a y , . . . , ctjj, 0 , . . . , 0) 
(y = l , . . . , / c - l ) . 
To characterize k(x,y) in (3.22) we can use the same method as for 
h(x, y), provided that I' < /;". The equations to be. satisfied are then xlc(x, y) = 
=yk(x,y) = 0 (8) and the k(x,y) are obtained from Lemma 3 .3 . If / ' = / > " , 
however, the method cannot be used directly and it seems best to make use 
of the conjugate invariants c*s> s*, q*si, obtained by interchanging the roles of 
x and y in Theorem 1. If cp*si(y) are the corresponding polynomials and 
<fij=<P** ¡(0) then k(x, y) is given by 
k* , 
(3.26") k { x , y ) = ' Z ^ { y ) - g h 
j= 1 A 
(3.39*) yip](y) = É S f : t i j ( y ) + ôjk, (y = 1 , . . . , k*) I—1 1 , J 
where £* = ( £ * , . . . , S*) is a solution vector of 
(3. 40*) £ m = - ô j k , (y = 1 , . . . , /c*). 
i—1 
For the sake of uniformity it is perhaps better to use the conjugate in-
variants even if /' < pn; we then have 
(3.32*) r t f ( y ) = £ Wsi :i(y) ( y = i , • • •, n 
(3.31*) ¿ S 4 = 0 
Î=1 
with k(x, y) given by (3.26*). 
T h e o r e m 2. A metcibelian p-group with two generators S, T and 
commutator subgroup of type (p,...,p) is completely specified by (i) a set of 
integers di,Si,qSi subject to the conditions (2.61), (2 .62) and (2 .63) with 
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/ > 1, (ii) integers m, n subject to (3.0), (iii) solution vectors of (3.31), 
( З . З Г ) if there is strict inequality in (3 .0) or of (3.40), (3.40*) if the equality 
sign is valid in (3. 0). 
The construction of the group @ is carried oat in the following steps: 
1. Construct a cyclic §[a-\,T—\]-group 91 = {Л0} with annulling 
ideal 3 where 3 is the ideal belonging to the invariants (i) according to De-
finition 2. 6. 
2. Define 9Г, 9t as in (3.19), with h(x, у), k(x, y) given by 
(3.26), (3.26*) where I* are the invariants (iii). 
3. Define ® by the generating relations (3 .01)—(3.04) where m,n are 
the invariants (ii). 
We have called the system of numbers (i), (ii), (iii) of Theorem 2 in-
variants of in fact, to each such system there belongs precisely one meta-
belian © and each @ with the specified properties can be obtained in- this 
manner. Nevertheless the system (i), (ii), (iii) is not a true system of inva-
riants; for (3 can usually be obtained from several different such systems. 
There are two ways in which one can change the invariants of a given 0 . 
First, one can select new representatives 
( 3 . 4 i ) S1=SB, TI— тс, ВЕ % с 6 % 
of the cosets о, т of S = @/2i. Secondly one can replace а, т by new basis 
elements of 58. 
The first of these changes implies a replacement of A0 = T'S^TS by 
Ai= TI1SI1T1S1=R1S-1TS&-'(R~1 = A0B^'1)CA'1 
and a replacement of / / = S:P"', K= TPU by 
HI = s r " = S^B1^*1"1-1 = HB^PM-\ КГ = TF = KC^L-\ 
These changes do not affect the ideal 3, hence sl>dl,qai, in any way, also 
not m and n. Furthermore 
^/i(<r-l,T-l) _ дП(р--1,г-1) g-(f-l)%(<r-l, i-l) Qf/r-lMa-l,i-l) _ — f ] 
by (3.17) and (3.19), and similarly 
Hence, h(x, у), k(x, y) remain unchanged and the system of invariants of © 
is completely independent of the particular representatives (3.41) of the 
cosets а, т . 
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Not quite so simple is the case with the second type of change, viz. 
transition to a new basis in 23. Evqn the simplest of these transformations, 
namely interchange of the two basis elements, is non-trivial as it causes the 
invariants to be replaced by their conjugate system. Other transformations of 
the basis elements may change the ideal 3 itself. The enumeration of the 
groups ® in Theorem 2. cannot be regarded as wholly satisfactory until the 
problem of selection of a well-defined representative among equivalent systems 
of invariants is solved.8) 
4 . There is a further class of metabclian //-groups with two generators 
which can be determined by the previous method, namely the ones which 
contain an abelian normal subgroup 9t such that 23 = @/9l is cyclic. We shall 
indicate briefly the necessary steps. It can be assumed that 91 is a smallest 
subgroup with the above property. Let S, T be generators of At least one 
of them, say T, is a representative of a generating coset r = T 9 t of iQ. Then 
5 = TVA0, A„ £ 91, hence T and A0 generate S, therefore they generate 
Take a fixed A0 £ 9T such that T and A0 generate 91 is now a (2['//]-
group and as such it is generated by A0. For, if 9f is the subgroup of ele-
ments A8T) then clearly 9 f ^ 9 l and @/9f is cyclic, hence by the assumption 
on 9T, 91* = 91 
The annulling ideal of A0 is an ideal in S[x] under the correspon-
dence r — 1 x with the properties 
for suitable positive integers h, I. The first is trivial (ph is simply the expo-
nent of 9i), the second follows from 
where p" is the order of 23. For by (4.13), ( r — l f " = 0 (/;), (T— 1 ) ^ = 0 O ) 
hence by (4.11), ( t — 1 ) ^ * = 0 (]) . 
If it were not for the condition (4.12), the enumeration of the ideals j. 
would be a matter of straightforward application of the Kronecker—Hensel 
theorem. Because of (4 .12) we must proceed as in § 2 . 
D e f i n i t i o n 4 .2 . Given a set of positive integers 
(4.21) di> 0 ( / = 1 , . . . , £ ) , 
a set of integers 






8) The problem is analogous to (though not identical with) the determination of all 
non-isomorphic cyclic rings, as discussed by REDEI in [5], § 109. 
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and a set of integers 
(4.23) 0 < qs, < p"1 (0 < s < Sj, 1 ^ i s i k) 
the ideal 
is said to belong to the invariants (4.21), (4.22), (4. 23)9) if the g, are ob-
tained from 
(4.24) gk-x> 
(4.25) xVi £ %(x)g, 
where 
(4-26) Vv(*) = 2 (0 ^ i < j m k ) 
°=> <si+i-si 
with 
(4-27) qSn,- P'l> ( / = 1 , . . . , k). 
By trivial modifications of the argument in § 2 one obtains 
T h e o r e m 3. To each set of invariants (4.21), (4.22), (4.23) there 
belongs exactly one ideal "J with the property 
(4.31) xl = 0 (]), p°sx° = 0 ( | , x s + 1 ) ( 0 z s s < /) 
where 
(4.32) cs = 2 t i . 
s{>s 
cs is the smallest number with property (4. 31 ). 
Conversely, given with the property (4.31) where cs is the smallest 
such number, and 
(4.33) d,. ~ c.V l — ch (i=\,...,k) 
where 
(4. 34) Cst H < cH, cs = ca. for s ! ^ s < s,+1 (i=0,...,k), 
there is exactly one system of invariants (4.23) to which "J belongs. 
From (4. 31) we conclude that there is a smallest h and m such that 
(4.35) P" = 0 ( | ) , ( x + 1 ) ^ = 1 0 ) . 
The exact values of h and m depend on arithmetic properties of cs, qSi and 
°) 3 is an ideal in (2 [x] so that there is no danger of confusion with Definition 2.6. 
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must be determined in each individual case; the estimates 
/-i 
(4.36) h s £ c s , pm < lph «=o 
i-1 
are trivial. The order of <2[x]/°J. is p>\ r = 
To construct an arbitrary melabelian group 0j with the required pro-
perties we start from an ideal | with / > 1 , as obtained in Theorem 3, and 
define a cyclic (2[i-]-group 9t generated by A
0
 and isomorphic to the additive 
group of the quotient ring (2[x]/e| through 
f(x)<->Atl\ f(x)te[x]. 
We then determine n so that 
(4. 4) n = m 






 = K= A'o1^ I* = %— 1, 
where k(x) is a suitable polynomial of Q[x]. By taking V ( 0 ^ y < pn) as the 
selected representative of Tj, the Schreier conditions are satisfied if 
(4.43) Kl = I< 
i. e. if 
(4.44) xk(x)^0 (]). 
A polynomial which satisfies (4.44) can be written uniquely in the form 
(4.45) k(x) = Z b ~ g i ( x ) , 0 ( i = 1 , . . A r > /. i x 
where the di,gi(x) are from Theorem 3. As there are no further conditions 
on k(x), K is completely characterized by a set of numbers bt (i=\, ...,k) 
to be chosen freely in the range 0 pdi, 
A simple calculation shows that for a fixed set of cs, the number of 
ways in which one can assign values to the invariants qSi and bi is pr, 
i-i 
r = £ c s , which is just the order of 91. Hence the total number of distinct s=0 
(2 [r]-groups of order pr, to which an element K with the property (4.43) 
has been assigned, is 
(4.46) prN(r), 
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where N(r) is the number of unrestricted partitions of r. For comparison 
1 note that N(r) is the number of distinct (ordinary) abelian groups of order pr. 
Turning now to the question of equivalence of the various systems of 
invariants bi,dl,qSi, the following changes must be considered: 
(a) Replace T by a new representative = TB, B 6 91 of the coset r . 
(b) Replace A0 by a new generator Ai —/loW of 9i. 
(c) Replace r by a new generator r, = %>, (J, p)= 1 of S . 
(d) Replace 9t by another minimal abelian normal subgroup 9T with 
cyclic quotient group S3* = @/9ts. 
(a) and (b) affect the numbers bi} but not the other invariants. They 
cause k(x) to be replaced by 
(4.51) ak(x)Jrbn„(x) 
modulo "J where 
Pn r n \ 
(4.52) J*1"1 
and a, b are integers. Note that xrcn(x)= xPn— 1 = 0 (]), so that (4.51) is a 
legitimate transformation. 
A replacement of t by r , = (j,p) = 1 induces a transformation of 
"J into the ideal "J* formed by all polynomials which have the form f*(x) = 
=f((x+ l)1— 1) where fix) £ "J and i j = 1 (mod pn). Neither of the trans-
formations (a), (b), (c) can be expressed in the form of a simple explicit 
transformation law of the bt, qSL. 
The existence of a second subgroup 9f as envisaged under (d) is rather 
exceptional. It requires T to commute with each element of the commutator 
subgroup K, which is so if and only if 
(4.53) x ^ O Q ) , 
i .e. / = 2 in (4.22). 9C* is then the subgroup generated by T and K. 
There are two classes of invariants compatible with 1 = 2: 
(4.54) k=\, s0 = O, s1 = 2 
(4.55) k = 2, s0 = O, S i = 1, s2 = 2. 
In the first case we have (with d=du q - - qu, b = b,) 
g0(x)=pd + qx, g1(x) = x\ k(x) = bx, 
0 ^ q < p<\ 0^b< p"; n m = d. 
It is easy to verify that this system is equivalent to 
(4.56) g«{x) = pa+paix, gy(x) = x% 
(4.57) k{x)=pa*x, 0 ( / /==1,2) 
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where in the case of a,, -d we can replace p"'' by 0. The order of 9l/ii is 
//•', the order of T / K is p" g: p'1 so that the minimum condition on 9i is 
satisfied. 
In the case of n d, 9t and 9(* have equal orders and therefore they 
are both minimal. We can make an appropriate selection e. g. by requiring 
that A0 should have a largest possible order. This leads to the supplementary 
conditions 
(4.59) n < d or n ' d , a2 s a, 
which specify the canonical system (4.56), (4.57) uniquely. 
Finally we consider invariants of the type (4.55). The corresponding 
canonical basis has the form 
(4 .60) g0 (x) = /A1''* -\-qx, 0^q<p'h-
gl (x)= p'^x, g2(x) = x2 
with 
( 4 . 6 1 ) ° k{x) = bxpcl* + b2x, 0 =G b,„ < p * v ( / ' = 1, 2 ) . 
It can be shown that this system is equivalent to one with 
( 4 . 6 2 ) q=P">, d, 
= p"1, 0 0^bs<pa\ 
The minimum condition on 9t demands that n-\-d1 —Oj ^ -\-d2, i . e . 
( 4 . 6 3 ) n ^ FII + d2 = «! + m. 
If n = a l - \ -d 2 then also 9f is minimal and the invariants related to 91* have 
the same form (4.60)—(4.62) as those related to 91, with possibly different 
values of a2, b2. We can use either of the two systems to characterize this 
particular type of 
5 . In conclusion we set up a list of all "known" types of finite meta-
belian //-groups, that is classes of groups whose members have been deter-
mined explicitly. The catalogue does not contain every individual metabelian 
/ /-group which has ever been determined or described; a notable example of 
an exception is the maximal metabelian / /-group with k generators and expo-
nent p, determined by M E I E R - W U N D E R L I [4] , which does not belong to either 
of these classes. But it should nevertheless give a fair idea of the extent to 
which the general structure problem of metabelian //-groups has been settled. 
In the list below, 9t denotes an abelian normal subgroup of the meta-
belian / /-group ® with stated properties. 
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(1) (55 of exponent p and generated by at most 5 elements.10) 
(2) @/9I of order p.n) 
(3) 9C of exponent p, @/9f cyclic.32) 
(4) (&ßf cyclic, @ generated by two elements.13) 
(5) §[ of exponent p, @/9t abelian, @ generated by two elements.18) 
Numerous other metabelian group determinations of the past were 
omitted because they were included in at least one of the above classes. 
For example the classical Hölder case when both 3i and @/9i are cyclic is 
included in (4). 
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