In this paper, we introduce a method to estimate the object's pose from multiple video cameras. We derive a centralized solution to pose estimation from multiple video cameras by solving a general matrix equation. Moreover, we provide an equivalent distributed solution to the pose estimation problem based on the independent pose estimation obtained from each camera. We demonstrate that both methods generate superior estimates to the results obtained from any specific camera view. The resulting pose estimation technique is shown to be robust to occlusion and errors from specific camera views, and the computational complexity of the distributed solution grows linearly with the number of cameras. Furthermore, the proposed approach does not require feature matching among images from different camera views nor does it demand reconstruction of 3D points.
INTRODUCTION
Object pose estimation from monocular or multiple view image sequences is one of the most active research topics over the past years. And the 3D rotation angles can be obtained by using various methods for pose estimation.
In the monocular view case, pose estimation based on Singular Value Decomposition (SVD) techniques have been well established [1] . Ji et al. [2] develop a linear least-squares framework for multiple geometric features. In the multi-view case, a structure-from-motion (SFM) framework for various camera models is introduced in [3] , based on point correspondence across views. Frahm et al. [4] combine all information of all cameras to estimate the pose of a multicamera system. Object pose estimation from multiple views can also be achieved with appearance based methods. A learning based procedure with probabilistic boosting network [5] is developed for joint real-time object detection and pose estimation.
In this paper, we assume that there are multiple fixed cameras and one moving object, and also the transforms between all cameras are known. Given the videos from the cameras, we directly estimate the 3D motion of the object, including its rotation and translation, with the information from all cameras. In each view, the object of interest is firstly circled with edge and color based particle filtering tracking method. Then SIFT [6] is used to extract corresponding feature points from the object region in image sequences of the same camera, and RANSAC [7] is applied to remove the false matched pairs. We estimate the pose change between two successive frames in a video sequence, and if we also begin with a known pose (i.e. frontal face), the the current state can be obtained by cumulating all of the past results.
The remainder of this paper is organized as follows: In Section 2, we introduce the transform and the projection model. We develop the centralized and distributed pose estimation from multiple views in Section 3. In Section 4, computer simulations are conducted to demonstrate the efficiency of the proposed approach. Finally, a brief summary is presented in Section 5.
GEOMETRY IN MULTIPLE CAMERA SYSTEMS
We are using calibrated cameras in this paper. For simplicity, we will restrict our discussion to only two camera views. However, the ideas presented here can be easily extended to multiple views.
Transformation between Two Camera Views
We firstly suppose that all cameras could capture the same points in the object, but our conclusion is independent of this assumption. Moreover, we begin with 3D object points to construct various transform, but only 2D image features are known and finally used. Accordingly we have the relations:
The subscript t and t + 1 represent the coordinates before and after movement, and the superscript l or r stands for left camera or right camera coordinate system. The subscript 3 × 3 points out the matrix dimensions, and the translation dimension is 3 × 1. R o 3×3 and T o are the rotation and translation transform between two cameras, and both are known. The above two equations can be specified as:
From Eq. (2), we obtain
As Q l t is arbitrary, for the rotation matrix, we have
Projection from 3D to 2D
For one camera (either in the left or right camera coordinate system), the problem is to determine the rotation R3×3 and translation T from the matched points from two images. Eq. (1) can be rewritten as:
is the 3×1 translation vector within the image plane. Here, we regard z j t /z j t+1 = 1, which is similar to the weak projective camera model [8] . This assumption is valid when the object is comparably far from the camera and the depth change is small between successive frames in the video sequence (usually less than 1/24 second). Furthermore, if only the first two rows of Eq. (8) are considered, we have
where lx = r13f + t x and ly = r23f + t y are the new translations.
POSE ESTIMATION FROM MULTIPLE CAMERAS

Estimation of the Translation
The vector (lx ly) T can be determined from the following equation once the rotation are known [1] :
where
T are the mean of the feature points from two sequential images respectively. M is the number of feature points. If (lx ly)
T is solved, we can obtain (t x t y ) from Eq. (10), once the focal length f l and f r are known. Furthermore, with Eq. (9), we can rewrite Eq. (5) as
Since T l and T r have been computed, we can further calculate z l t+1 and z r t+1 from Eq. (12), and then the 3D translation T can be obtained with Eq. (9).
Lagrange Multiplier Method
Although (lx ly)
T can only be computed after estimating rotation matrix, it can be removed from Eq. (10) by Eq. (11), such that only the rotation matrix remains in Eq. (10). The discussion above is presented with one pair of points. Considering all of the matched points from SIFT, we have
where R = R1 R2 = r11 r12 r21 r22 , the top-left four elements
, the feature points from two sequential images minus their respective mean. Given two views, the pose estimation problem is concluded as
subject to
where R l and R r are the top-left four elements of R 
where Λ l = λ1 λ3 λ3 λ2 and Λ r = λ4 λ6 λ6 λ5 are the Lagrange multiplier matrices.
Centralized Pose Estimation
Denote 
Replacing R r in Eq. (17) with Eq. (18), we have
and B r = P r t+1 P rT t , which are from 2D feature points and are all known. The partial derivatives of F are taken with respect to R l to yield 
where I is the identity matrix. On the other hand, if the rotation matrix R l could be computed, H can be calculated with Eq. (19). Consequently, we develop the following numerical algorithm. Note that Eq. (22) mainly involves the inverse of a 4 × 4 matrix, which does not change during iterations of computation. Therefore it is just computed once and stored in the memory, and Algorithm 1 will be very fast. Moreover there is only one H term in the two-camera case, and for the N -camera case, there are (N − 1) H terms which are all treated similarly. 
Algorithm 1 Centralized Solution for N Cameras
Distributed Pose Estimation
By calculating the partial derivatives of Eq. (17), we have
Actually, Eq. (23) As a result, we can use the estimates of other views to compute the pose with regard to the first camera, even to a virtual camera. The equation obtained for one camera is analogous to that of other cameras. Furthermore, our algorithm can be directly extended to the approaches with N cameras; i.e. set a reference camera view α, and project every other camera n, (n = 1, . . . , N, n = α) to the selected view α with the corresponding rotation R o(nα) .
Algorithm 2 Distributed Solution for N Cameras
given a constant C ∈ (1, 2), compute R α from the Sylvester's equation of the reference camera view α. repeat 1. Calculate R n for each other camera view n with the computed R α and Eq. (4). 2. Put R n into the Sylvester's equation of camera view n, and compute the residual. 3. Average the residuals for all n, (n = α) in
Step. 2, and divide by C. 4. Put the scaled mean residual in Step. 3 back into the Sylvester's equation of the reference camera view α, and compute R α . until R α does not change much or the preset iteration number is achieved.
For the two-camera case, if there is no noise, one exact solution is found for both Eq. (23) and Eq. (24); if there is noise, such a solution might not exist. Accordingly, the main procedure in Algorithm 2 recursively updates Eq. (23) with the residual from Eq. (24) (with the previous iteration results) to limit residuals in both equations. For the N -camera case, it repeats the process by using the reference camera to update all of the other cameras, obtain the average residual from them (i.e. the mean residual could be regarded as from one camera), and then update the reference camera view based on this mean residual. The constant is used to adjust the convergence speed, and C = 1.3 in this paper.
What is more, it is unnecessary for all cameras to capture the same feature points. In the centralized and distributed solutions, all of the observations (with or without noise, same or different feature points) from each camera view are combined together, which extends the field of view (FOV) of specific cameras, to generate a better estimate by using all these information at the same time.
Sylvester's Equation
For the general Sylvester's equation problem [9] 
an example solvent with the vec operator and Kronecker Product [9] is given by
Especially, the Sylvester's equation (Eq. (23) and Eq. (24))
can be solved as
where I is the identity matrix. In our case, the challenge to solve the Sylvester's equation is that Λ (both Λ l and Λ r ) are unknown. In the experiments, we first obtain an initial estimate of Λ0 with the assumption that R (both R l and R r ) is an identity matrix (i.e. all three rotation angles are zero): Λ0 = B − A = Pt+1P Λ0(2, 1) with (Λ0(1, 2) + Λ0(2, 1))/2, getting the first evaluation. We also iteratively compute Λi to satisfied the orthogonality constraints: R1R For one view, once Sylvester's equation is solved, the object's 3D rotation angles between two images are obtained. Then the centralized and distributed solution can be applied to refine these estimates by using all observations. Note that all of our discussion is about the pose update between sequential frames, however, the final pose state can be similarly acquired.
EXPERIMENTAL RESULTS
Synthetic Points with Ground Truth
We firstly demonstrate the noise robustness of our algorithm with synthetic points. Here we use 20 points and run 5000 times. We test the centralized solution by adding various noise levels to different cameras. In Table. 1, the first three columns are root mean square errors (RMSE) from three cameras separately, and the fourth column is the centralized solution for Camera 3 with the information from all three views. Here the centralized solution is always of less error than any specific camera, because it applies all observations from all cameras at the same time. 
Real Video Sequences
We also test our algorithm with real video sequences. The Bottle sequence from each view has 1011 frames with a resolution of 320× 240 pixels and a frame rate of 30 fps. This sequence includes pure translation, translation with rotation and depth change. As shown in Fig. 1 , it is hard to notice the rotations of the bottle without the bottle label. Throughout this experiment, Camera 3 does not directly face the label, and this camera also has less pixel numbers than the other two. However, the distributed solution (DS) can provide much better results for Camera 3 with the support from other cameras.
CONCLUSION
This paper presents a new approach to pose estimation from multiple video cameras without reconstruction of 3D points. We relied on a solution to Sylvester's equation to estimate the pose for each view, and developed centralized and distributed solutions to pose estimation from multiple cameras. We showed that pose estimation from multiple cameras can be obtained from linear combination of observations from each individual cameras. Moreover, we do not assume that the features are visible in all camera views. Nonetheless, the results demonstrate that we can use the proposed approach to pose estimation from multiple cameras to improve the estimate for any camera or estimate the pose from a virtual camera view. The three rows are from three cameras separately. The transform is R o = 45 degrees between Camera 1 and Camera 2, and R o = 90 degrees between Camera 2 and Camera 3. The horizontal and vertical bars at the edge of the images are used to represent the estimates of the pan and tilt, and these estimates are also provided in the table.
