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Preface 
These proceedings contain the papers presented at the 30th Nordic Seminar on Computational 
Mechanics (NSCM30), held at The Technical University of Denmark (DTU), 25-27 October 2017. 
In order to celebrate the anniversary of NSCM, the seminar is this year extended by a half day of 
plenary lectures, including presentations from outside the Nordic community and a historical 
overview of NSCM and its association. As a new contribution, this year’s conference also 
introduces a poster session. 
The Nordic Association for Computational Mechanics (NoACM) was founded in October 1988 by 
a group of people from university and industry in the Nordic countries, and in 1991 the Baltic 
countries joined NoACM. Its objective is to stimulate and promote research and applications within 
computational mechanics, to foster the interchange of ideas among the various fields contributing to 
computational mechanics, and to provide a forum for personal contacts and dissemination of 
knowledge about computational mechanics. In addition, NoACM represents the interests of its 
members in the International Association for Computational Mechanics (IACM). 
The organizers wish to thank all the invited lectures and the contributors for their effort in preparing 
their presentations, posters and manuscripts in these proceedings. The financial support from 
DCAMM, The Department of Mechanical Engineering, NoACM and DYNAmore Nordic is 
gratefully acknowledged.  
Kgs. Lyngby, 12 October, 2017 
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Abstract 
We present advances in the development and application of a new particle-discrete-finite element 
method based on the blending of an enhanced discrete element method (DEM, 
www.cimne.com/dempack ) [1] for non-cohesive and cohesive materials and an extension of 
an innovative combination of  particle-based techniques and the finite element method (the 
PFEM, www.cimne.com/pfem/) [2]. The hereafter called PDFEM allows the study of flows 
incorporating particles of different sizes and their interaction with structures. The goal is to solve 
particulate fluid-solid-structure interaction problems at the scales that are necessary for predicting 
the response and safety of structures under water hazards with accuracy and reliability. 
The PDFEM uses a Lagrangian description to model the motion of discrete physical particles 
within a fluid and nodes (viewed as “virtual particles”) in both the fluid and the solid 
domains. These “continuum” domains are discretized with a mesh in which the governing 
equations for the corresponding continuum problem (i.e. a fluid or a solid) are solved using 
the FEM. The analysis mesh is re-generated at each time step in terms of the motion of the 
nodes belonging to the moving continua. The interaction between the discrete particles with 
the underlying fluid is modelled with an embedded technique. Structural failure is predicted 
using an innovative combination of FEM and DEM procedures [3]. 
In the paper we present advances in the PDFEM for studying the frictional contact between a 
particulate flow and deforming structures, surface erosion and multi-fracture situations in a 
structure under the effect of the forces induced by a particulate flow. We present applications 
of the PDFEM to several problems in civil, mechanical, marine and naval engineering. 
Keywords: Particle Finite Element Method, Discrete Element Method, Finite Element Method, 
Particulate Flow, Fluid-Structure Interaction. 
References 
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and concrete, Comput. Particle Mechanics.,2,139-160, 2015. 
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COMPUTATIONAL MECHANICS-ON THE EVOLUTION OF A NEW 
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Summary. This paper is written on the occasion of the 30th anniversary of the Nordic 
Seminar on Computational Mechanics (NSCM). The development of the digital computers 
after the Second World War has dramatically changed the mathematical and numerical 
methods to solve problems in physics and mechanics. Due to this development a new 
scientific field called Computational Mechanics has evolved.  It is then of interest to have a 
look at the evolution process of science as such and the joint efforts of researchers to support 
interchange of knowledge. The successive establishment of international as well as local 
associations as the Nordic Association on Computational Mechanics (NoACM) is described 
together with personal comments on the development of the scientific field.  
1 INTRODUCTION 
 It has always been a need to understand nature and predict performance of for example 
structures to be built, and to create tools to achieve this. The use of mathematical models to 
describe physical and mechanical phenomena in nature has a long history. Modelling and 
simulation of problems in physics and mechanics have undergone a dramatic development 
since the 1950s. Due to the advent of the digital computer new mathematical and numerical 
techniques have developed to be an indispensable tool to better understand the physical and 
mechanical behavior and to make better “constructions”. This has meant that a new scientific 
field denoted Computational Mechanics or more generally Computational Methods in 
Applied Sciences has appeared. A new scientific field demands joint efforts and cooperation 
among the researchers on different levels. Associations on local, European and international 
levels have been established such as the Nordic Association on Computational Mechanics 
(NoACM).  
A major effort of the associations is to arrange and coordinate seminars, conferences and 
congresses. This paper is written on the occasion of the 30th anniversary of the Nordic 
Seminar on Computational Mechanics (NSCM). At a jubilee like this, it can be appropriate to 
look back and see how it all developed and to put things in a longer perspective. It will deal 
with the evolution of the scientific field of Computational Mechanics in a general context, 
describing the establishment of Computational Mechanics Societies as well as to give some 
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brief comments to the evolution of the field with glimpses from personal experiences during a 
50 year period. It is stressed that the young generation should be in focus in order to vitalize 
the whole society. 
 
2 NORDIC SEMINARS ON COMPUTATIONAL MECHANICS (NSCM) 
On the initiative of Alf Samuelsson, some scientists and engineers from the Nordic 
Countries (Denmark, Finland, Norway and Sweden) were personally invited to Chalmers 
University of Technology in Gothenburg, Sweden in October 1988 to the 1:st Nordic Seminar 
on Computational Mechanics (NSCM). The NSCM is after that organized annually by the 
Nordic Association for Computational Mechanics (NoACM). The hosting of the seminars is 
circulated among the member countries.  
 
On certain occasions the seminar is extended with an additional day. An example of this 
was at the retirement of Alf Samuelsson at NSCM-8 at Chalmers in 1995. It is known as the 
snow conference with a warm farewell. 
 
The effort of the NoACM-Seminars has been to encourage young people to meet, to 
present scientific work in a friendly atmosphere and to create a personal network early in life, 
which is invaluable. At the same time it makes it possible for more experienced researchers to 
meet and discuss common matters. 
 
3 COMPUTATIONAL MECHANICS SOCIETIES 
3.1 Computational mechanics-a new type of conferences 
In the field of mechanics International Union of Theoretical and Applied Mechanics 
(IUTAM)) dates back to 1922 when the first International Conference in Mechanics took 
place in Innsbruck. It was arranged by Theodore von Karman, who wanted to bring scientists 
from all countries together after the First World War. After the Second World War applied 
mechanics changed drastically due to the development of fast computers. To promote this 
evolving field young scientists and engineers together with their mentors had a special need to 
come together, so a new type of conferences were arranged by Engineering Societies as AICE 
and by Engineering Departments as Civil Engineering in Swansea UK. In 1960s and 70s the 
development of computers and computer-based methods of analyses was very intensive and 
fast: new types of conferences, scientific journals and books appeared. Soon discussions 
appeared to bring the community of computational mechanics together.   
3.2 IACM 
In 1981, some individuals (R.H. Gallagher, T. Oden and O.C. Zienkiewicz) in the field of 
computational mechanics took the initiative and called to a meeting in Atlanta. At this 
meeting the International Association of Computational Mechanics (IACM) was established. 
The first World Congress was held in Austin 1986. The congresses were from start arranged 
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every 4th year but later every 2nd year. Alf Samuelsson from NoACM has in periods been its 
secretary as well as president. It was soon understood that the main work of IACM must be 
locally based, close to the roots of research. Therefore discussions came up that local 
Chapters/Associations should be created. Early associations of this kind were the US 1987, 
the Nordic 1988 and the Spanish 1989. 
3.3 NoACM 
At NSCM-1 in 1988 the Nordic Association of Computational Mechanics (NoACM) was 
established. In fact NoACM became one of the very first associations of this kind. The Nordic 
Seminar series NSCM was by that started and since then being held annually. At NSCM-3 
1990, held in Helsinki, the question to invite the newly liberated Baltic countries (Estonia, 
Latvia and Lithuania) to join NoACM. This became a reality at the seminar in Lund in 1991.  
 
Within the local associations in Europe the question then arose, that there should be some 
cooperation on European level, between the local Associations and with IACM to better 
match the larger US and Japanese Associations. 
3.4 ECCOMAS 
After some years of discussions in early 1990s between different local Associations mainly 
from the fields of Computational Solid and Structural Mechanics (CSM) and Computational 
Fluid Mechanics (CFD) a European Association was formed. It became a reality at the First 
European Congress in Brussels 1992, when the European Community of Computational 
Methods in Applied Sciences, (ECCOMAS) was born. Now it is a federation of 23 members 
in Europe to promote joint efforts of European associations with interests in the development 
and applications in science and technology. The main goal is to arrange and coordinate 
Congresses and conferences in Europe. To better promote science a number of Committees 
has been formed like Computational Applied Mathematics, Computational Fluid Mechanics, 
Computational Solid and Structural Mechanics. ECCOMAS has got strong administrative 
support from the international research center CIMNE in Barcelona, by managing the 
Secretariat. 
 
A most successful initiative has been the “Thematic Conferences” that started in 2003 
(held in every 2nd odd year). Now about 25 small/medium sized conferences are organized in 
these years. This really shows vitality and strength of the field and its organization. Examples 
of contributions started from NoACM are the ADMOS-conference now on its 8th edition and 
MARINE-conference on its 7th edition. 
 
To recognize and encourage young researchers the “ECCOMAS PhD-Thesis Awards” is 
delivered every year since 2003. It is given to the two best theses in Europe Meaning: honor, 
prize money in cash, and a plenary lecture at an ECCOMAS conference. The competition is 
very strong with around 100 applications every year. Another initiative is the “Young 
Investigators Conference” which target is PhD students and young researchers under the age 
of 35. It is run mainly by the young researchers themselves. 
                 . 
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4 COMPUTATIONAL MECHANICS - COMMENTS ON ITS EVOLUTION  
4.1 Introduction 
The development in the field of Computational Mechanics has been dramatic and never 
dreamed of since the advent of the digital computer. It paved the way for numerical 
approximation methods. Some notes on the development will be given together with 
comments related to the authors experience during a 50-year period.   
4.2 Development of computational mechanics 
Starting up period (1950-1980): With the digital computer the first systemized analysis 
were first made on beam-like structures with matrix manipulation methods. From mid 1950s 
pioneering work was made by J. Argyris on energy methods and by R. Clough on structural 
analysis of thin airplane wings. Clough coined the name “Finite Element Method” in 1960. 
My experience started in mid 1960s with matrix based sub-structuring techniques combining 
displacement and force methods. Solution with a skyline solver. 
 Approximation methods like FEM came into wide use. The first book on FEA by O.C. 
Zienkiewicz was published in 1967.  General FEA codes like ASKA (by Stuttgart, J. Argyris), 
NASTRAN (by NASA) and SESAM69 (by DNV Oslo, P. Bergan) were released at the end of 
1960s. Papers, journals and conferences appeared in different fields. Notable is the conference 
“Finite Elements in Nonlinear Mechanics” in Geilo 1977, a cooperation between NTNU and 
Chalmers, gathering the expertise of the field. Courses entered curriculums of universities. 
Maturing period (1980-2010): Simulation techniques, more mature and in many new 
fields of applications, became a tool for daily use in simulation of large scale problems. Error 
control and improved solutions became new subjects. Input and output facilities such as CAD 
and VR were added to the analyses programs as it is of utmost importance for engineers in 
practice. To strengthen joint efforts, societies like IACM, NoACM and ECCOMAS were 
established. Examples from the authors own experience are: Adaptive methods, Wave 
propagation problems. Use of iterative methods for large scale indefinite problems appearing 
in analysis with constraint equations and in multi-physics. 
Period without limits (2010- and forward): Although much have been achieved, there are 
many scientific challenges which need effective numerical procedures such as for: multi-
physics problems, multi-scale problems, fluid flow, analysis in real time, automated adaptive 
models with error control in all fields. Lifelong education is a must on all levels in order to 
properly utilize new achievements in science and engineering.  
5   CONCLUSIONS 
Many challenges are waiting for us all to better understand and handle nature. We quote 
the vision of Astrid Lindgren, “Everything great that happened in the world, happened first in 
some human mind, and how the world of tomorrow will look like depends to a great extent on 
the amount of strength of imagination that exists in those who just now are learning to read”. 
Thus let the young generation be in focus, and this is also the mission of NSCM. 
Computational Mechanics offers a great future for young scientists.  
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Abstract. We survey our recent and ongoing work1,2 on finite element methods for con-
tact problems. Our approach is to first write the problem in mixed form, in which the
contact pressure act as a Lagrange multiplier. In order to avoid the problems related to
a direct mixed finite element discretisation, we use a stabilised formulation, in which ap-
propriately weighted residual terms are added to the discrete variational forms. We prove
that the formulation is uniformly stable, which implies an optimal a priori error esti-
mate. Using the stability of the continuous problem, we also prove a posteriori estimates,
the optimality of which is ensured by local lower bounds. In the implementation of the
methods, the discrete Lagrange multiplier is locally eliminated, leading to a Nitsche-type
method3.
For the problems of a membrane and plate subject to solid obstacles, we present nu-
merical results.
Keywords: Variational inequalities, Contact problems, Stabilised finite element meth-
ods, Nitsche’s method, error analysis.
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NUMERICAL STABILITY OF STRUCTURES
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Abstract.
All structures — to some degree — react non-linearly to mechanical loading. Compu-
tational equilibrium solutions are often seen as quasi-static, parameterizing response in
fictitious time, but with no inertia effects. Seeing the response as a continuous function
of load level is deeply rooted in engineering, even if multi-parametric simulations could
often be beneficial. A fundamental assumption is also often a conservative system.
Closely related to this view is that of stability. This concept is fundamentally dynamic
in nature, but can for a loaded structure loosely be seen as a capacity to remain close
to the static equilibrium situation. Stability thereby refers to one particular equilibrium
load state, even if engineering views focus on a stability limit, i.e., when and how stability
is lost under a parameterized loading. A sufficient condition for static stability is then
defined as a local minimum for the total potential energy, being the strain energy and the
potential of external loads.
The presentation will discuss the static view on structural stability, and situations
where a minimum of potential energy is not necessary for stability of an equilibrium state,
in particular cases when passive physical constraints restrict the kinematic possibilities.
The most commonly considered static instabilities are limit and bifurcation states. The
latter, i.e., the typical structural buckling situations, are always related to a symmetry-
breaking response to loading. The presentation will discuss the influence of symmetries
— present or lacking in a model — on the instability conclusions.
Keywords: Stability Criteria, Multi-parametric Settings, Physical Constraints, Model
Symmetry.
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SIMULATION AND ANALYSIS OF WIND TURBINE WAKES 
JENS N. SØRENSEN 
Department of Wind Energy 
Technical University of Denmark 
Abstract. Modern wind turbines are often clustered in wind farms in which the turbines are 
fully or partially influenced by the wake of upstream located turbines. As a consequence, the wake 
behind the wind turbines has a lower mean wind speed and an increased turbulence level, as 
compared to the undisturbed flow outside the farm. Hence, wake interaction leads to a decreased 
total production of power, caused by lower kinetic energy in the wind, and an increase in the 
turbulence intensity. The turbulence created from wind turbine wakes is mainly due to the presence 
of the distinct tip and root vortices, which eventually break down and forms small-scale turbulent 
structures. If a wind turbine is located in a wake consisting of tip and root vortices, the fatigue 
loading is more severe than in the case where the tip vortices have already broken down by 
instability mechanisms. Therefore, understanding the physical nature of the vortices and their 
dynamics in the wake of a turbine is important for the optimal design of a wind farm. 
In the past years, wakes behind wind turbine blades have been studied both experimentally 
and numerically, using analytical tools as well as numerical simulations based on RANS or LES 
methodologies combined with actuator disc or line techniques ([1]). From these studies it has been 
shown that helical wakes are inherent unstable and that the flow inside a wind farm to a large extent 
is depending on the ambient turbulence and the stability properties of the atmospheric boundary 
([2], [3]).  
In the present work we study the near wake behavior of a wind turbine in order to elucidate 
the impact of the tip- and root vortices on the turbulence characteristics and in particular on the 
length of the near wake.  The numerical model is based on large-eddy simulations (LES) of the 
Navier-Stokes equations using the actuator line (ACL) method. The wake is perturbed by applying 
stochastic or harmonic excitations in the neighborhood of the tips of the blades. The flow field is 
then analyzed to obtain the stability properties of the tip vortices in the wake of the wind turbine. As 
a main outcome of the study it is found that the amplification of specific waves (traveling 
structures) along the tip vortex spirals is responsible for triggering the instability leading to wake 
breakdown. The analysis furthermore leads to a simple expression for determining the length of the 
near wake. This expression shows that the near wake length is inversely proportional to thrust and 
tip speed ratio and direct proportional to the logarithmic of the turbulence intensity. 
REFERENCES 
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755, DOI: 10.1017/jfm.2014.326. 
20
30th Nordic Seminar on Computational Mechanics 
NSCM-30
J. Høsberg, N.L. Pedersen (Eds.)
2017
ADAPTIVE METHODS FOR CLASSICAL FEM AND
MODERN IGA
TROND KVAMSDAL†∗, KJELL M. MATHISEN‡,
AND KNUT M. OKSTAD∗
†NTNU, Department of Mathematical Sciences
N-7491 Trondheim, Norway
e-mail: Trond.Kvamsdal@ntnu.no - Web page: http://www.ntnu.no
‡NTNU, Department of Structural Engineering
N-7491 Trondheim, Norway
e-mail: Kjell.Mathisen@ntnu.no - Web page: http://www.ntnu.no




Key words: Adaptive Methods, Error Estimation, Finite Element, Isogeometric Analysis
Summary. This paper gives an overview of the work by the authors regarding develop-
ment of adaptive methods for classical finite element methods in the 1990’s and similar for
isogeometric analysis in the 2010’s. Two numerical examples illustrating the achievements
obtained in the two different periods are presented.
1 Introduction
A posteriori error estimates for finite elements dates back to the pioneering work by
Babusˇka and Rheinboldt in the late 1970’s1,2. Claes Johnson an coworkers at Chalmers
University of Technology (CTH) were the pioneers behind duality based error estimates
(today often called Goal oriented adaptivity) starting in the mid 1980’s and we refer here
to the paper by Johnson and Hansbo3 and references therein. An important step for the
interest in adaptive methods within the engineering research community was the work
by Zienkiewicz and Zhu starting with a simple error estimator4, which we herein denote
as Continuous Global L2 (CGL2), and in particular the Superconvergent Patch Recovery
(SPR) method presented in 19925,6. Niels-Erik Wiberg and coworkers at CTH have
made a number of interesting contribution to recovery based error estimation methods
and here we mention two of their early contributions: The extension of the CGL2 to
elastodynamics7 and the enhancement of the SPR-estimator to take into account weak
fullfilment of equilibrium and boundary conditions8.
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We, at NTNU (back then called NTH), started to lecture about adaptive methods for
(classical) finite element methods in structural mechanics during spring 1990 based on the
Chapter 14 in the textbook by Zienkiewicz and Taylor9 that were published in 1988. In
1991 there was a major failure of a Norwegian offshore structure — The Sleipner accident .
According to10, one of the two main causes for the accident was inaccurate calculation
of the shear force at the joint of a tricell wall. In this particular case the magnitude of
the shear force at the critical section was under-estimated with approximately 45%11.
The Sleipner accident gave us increased incentives to develop error estimates and adap-
tive procedures for Quantities of Interest like setional forces and stresses in structural
mechanics.
2 Postprocessing of FE results in structural mechanics
To address error control for quantities of interest in structural mechancs like stresses,
surface tractions and sectional forces we performed a thorough literature review and de-
veloped what we denoted Variational Consistent Postprocessing (VCP) 12. Variationally
(also denoted virtual work) consistent recovery of stress resultants using VCP were pre-
sented at conferences in the first half of 1990’s, see13,14,15. The concept of VCP were
developed inspired by the sequence of papers by Babusˇka and Miller, see16,17,18. In their
post-processing approach they used extraction functions that tried to mimic the under-
lying Green’s functions, whereas our VCP approach was based on extraction functions
belonging to the finite element space on patches of elements12,19. Furthermore, by using
the technique introduced by Ladeve`ze and Leguillon20 to recover self equibrilated element
boundary tractions, we enable recovery of tractions and stress resultants along curves in
2D and surfaces in 3D that does not have to be aligned with inter-element edges in 2D
and inter-element surfaces in 3D, respectively.
3 Adaptive methods for classical FEM
In order to do Goal oriented adaptivity i.e., adapt the finite element mesh for a Quantity
of interest (e.g., stress at a point or stress resultants at a cross section) we need an a
posteriori error estimator to drive the adaptive refinement procedure. Our first attempt
were based on the original simple error estimator by Zienkiewicz and Zhu4 that were
extended to handle geometrically non-linear shell problems21. Then, inspired by the SPR
procedure5,6, the excellent analysis of the recovery methods done by Mark Ainsworth and
co-workers22,23 and the enhancements proposed by Wiberg et al.8, we developed an error
estimatior based on SPR using statically admissible stress fields24,25.
Using the concept of VCP we were able to do goal oriented adaptivity for recovering
variational consistent surface tractions, sectional forces as well as pointwise stresses12,26.
Later on this was extended to be applicable to Stokes flow problems27.
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4 Adaptive methods for modern IGA
The new paradigm of Isogeometric analysis, which was introduced by Thomas J. R.
Hughes et al.28, demonstrates that much is to be gained with respect to efficiency, quality
and accuracy in analysis by replacing traditional Finite Elements by volumetric NURBS1
elements. However, NURBS are not flexible enough to be a common basis for future
CAD and FEA due to the lack of local refinement. The LR B-splines proposed by29 add
versatility by facilitating adaptive refinement based on a posteriori error estimates30. We
have developed two alternative error estimators; One based on Serendipity pairing between
two different splines spaces (utilising k-refinement)31, and one based on superconvergent
gradient recovery32. In32 Kumar, Kvamsdal and Johannessen investigated both CGL2
and SPR and achieved very good results. For randomly refinded meshes the use of SPR
with computed true superconvergent points gave best results. However, for the classical
benchmark cases with a posteriori error adapted meshes both CGL2 and SPR (using
predefined sampling points) gave good results, i.e., effectivity indices close to one. Thus,
we have pursued the use of CGL2 approach for thin plates33.
5 Numerical examples
A 2D frame type structure, which has fixed support at the bottom of the two vertical
walls, is subjected to a uniformly distributed load of intensity tx = 1.0, see Figure 1a).
This problem, herein denoted Frame, is statically undetermined with respect to the dis-
tribution of the reaction forces between the left and right supports. Furthermore, the
distribution of forces within each of the horizontal parts are unknown, as well.
Here the aim was to compute the bending moment M(t,Γ, xc) acting at xc on the cross
section Γ located at the right end of the lower horizontal rigel. In Figure 1a), the surface
Γ is displayed as a dashed line. The purpose of the numerical study was to compare
the VCP approach with the traditional methods for calculation of surface moments. We
used a standard four noded bilinear quadrilateral isoparametric membrane element with
selective reduced integration of shear energy.
The kinematical consistent surface moment M fe were obtained by integration of the
kinematical consistent FE traction field found by direct derivation of the FE displace-
ments. The moment M sm is computed by means of integration of the stresses found by
the SPR-SB procedure24. Finally, the moments Mvw is found by the VCP concept12.
From the results (presented first in19) presented in Figure 1d) and 1e) we clearly see
the increased accuracy obtained for all meshes (except the start mesh) with the VCP
recovered sectional moments compared to the integrated sectional moments based on
either FE or SPR-SB stress fields. For this examples the VCP approach reduces the error
approximately 10 times compared to the traditional methods. Furthermore, notice that
we have achieved optimal order of convergence, which for bilinear elements are O(h2).
1NURBS – Non-Uniform Rational B-splines, the generic representation of freeform curves and sculp-
tured surfaces in CAD-systems.
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Figure 1: The Frame problem: a) Geometry and properties. b) Adapted mesh in the
vicinity of the section Γ. The grey-shaded regions corrsponds to the support of the
recovery function. c) Adapted mesh sequence. d) Computed moments Mvw,M sm, and
M fe at Γ. e) Relative error in the moments Mvw,M sm, and M fe.
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To illustrate the results obtained for adaptive IGA we report here some results related
to the classical benchmark problem Lshape. In general we obtained very good effectivity
indices, i.e., closed to one. Here we have compared the effect of use multi-patch topology
to achieve cartesian grid compared to a single patch with bilinear none-affine mapping.
Notice that the chosen structured mesh refinement30 keep the elements cartesian for the
multi patch case. From the results we see that affine meshes gives better accuracy.
(a) Domian and boundary conditions (b) Convergence rates for p = 1, 2, 3
(c) Final mesh for single patch (d) Final mesh for multi patch
Figure 2: The Lshape problem: Comparing single versus multiple patch topology. The
cartesian grid obtained when using multi patch topology reduces the error.
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TOPOLOGY OPTIMIMZATION OF NON-LINEAR MATERIALS AND 
STRUCTURES  
MATHIAS WALLIN




In this talk, examples of methods and algorithms for non-linear topology optimization will be 
discussed.  In the first example, a dynamic finite strain visco-plastic model that is 
implemented in a gradient based topology optimization framework to design impact 
mitigating structures will be presented. The kinematics relies on the multiplicative split of the 
deformation gradient, and the constitutive model is based on isotropic hardening visco-
plasticity. To solve the dynamic mechanical balance laws the implicit Newmark-beta method 
is used together with a total Lagrangian finite element formulation. The optimization problem 
is regularized using a partial differential equation filter and solved using the method of 
moving asymptotes (MMA). Sensitivities required to form the MMA approximation are 
derived using the adjoint method. To demonstrate the capability of the algorithm several 
protective systems are designed in which the absorbed visco-plastic energy is maximized. The 
numerical examples prove that inertial and viscous effects can successfully be combined with 
finite strain visco-plastic topology optimization. In the second part of the talk optimal design 
of micro-structures will be discussed. Structures that are optimized for maximal negative 
Poisson’s ratio will be presented. It will be shown that the problem of minimizing the 
Poisson’s ratio of a material shares many features with the problem of maximizing the 
tangent-stiffness of structures. In the last example, we will address the problem of designing 
micro-structures that are able to dissipate a large amount of energy during large deformations.  
Keywords: Topology optimization, Plasticity, Finite strains, Non-linear kinematics 
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PROBLEMS IN PARALLEL WITH THE FINITE ELEMENT
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Abstract.
Many problems in computational engineering require parallel computing. There are
many possible bottle-necks that can arise when scaling up a serial problem into a larger
parallel one. We present some strategies to overcome such bottle-necks that have been im-
plemented in Elmer finite element software1 and demonstrate their use in number of cases.
The eminent problem in parallel computing is the algorithmic scalability of the numerical
methods. The larger the system the more important is the choice of optimal algorithm.
In solving the linear systems arising from the finite element method this translates to use
of multilevel strategies. Also more robust preconditioning techniques may be required to
ensure convergence. Here our strategy often has been the use of block preconditioning.
Sometimes the parallel programming task may be practical bottle-neck. Then it may be
desirable to circumvent the complex parallel programming and communication task by
tailored partitioning techniques. For example, the communication related to rotating ma-
chines may be minimized by enforcing a partitioning where the rotating interface always
recides within a subset of partitions.
There are also other issues beyond the actual solution of the finite element problem.
When problems become large enough also pre- and post-processing issues may become
bottle-necks. To circumvent problems with large meshes they may be finalized on the
parallel level in memory. Post-processing bottle-necks are easiest overcome by computing
the figures of interest in parallel without actually saving the results.
Keywords: Finite Element Method, Parallel Computing, Multiphysics, Open Source
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Figure 1: Repeated crack tip flipping in 
large scale testing of a normal strength steel 
plate subject to mode I loading.  
CRACK TIP FLIPPING: A NEW PHENOMENON YET TO BE 
RESOLVED IN DUCTILE PLATE TEARING  
KIM L. NIELSEN
Department of Mechanical Engineering, Solid Mechanics Section, Technical University of Denmark, 
DK-2800 Kongens Lyngby, Denmark 
Email: kin@mek.dtu.dk - Web page: http://www.mek.dtu.dk 
Key words: Plate Tearing, Flipping Mechanism, Crack Tip Condition, Micro-mechanics. 
Summary. Conclusive insight to the mechanics that govern so-called “crack tip flipping” 
remains to be revealed, but details continue to fall into place as researcher dig deeper. The 
work presents an overview of the latest findings and the next steps to be made.  
1 INTRODUCTION 
Strong evidence exists that a number of unexplained transitions in crack surface 
morphology, that appears in mode I tearing of ductile plates, can be assigned to the so-called 
“crack tip flipping” mechanism, or element here of. But, little effort has been devoted to 
getting to the bottom of this intriguing plate tearing 
phenomenon despite numerous researchers reporting 
it. Crack tip flipping reveals itself when a slanted 
tearing crack, propagating in a ductile plate, shifts 
its orientation from one 45-degree angle shear band 
to the other. That is, the mechanics at play during 
crack tip flipping is strongly tied to the well-known 
slant crack propagation, where two equally active 
shear bands travel ahead of the leading tip, within a 
heavily strained region, such that plastic flow and 
damage evolution localize in one shear band and 
leaves the other band inactive. Figure 1 display a 
mode I crack that repeatedly flips back and forth in 
a very periodic manner and with high frequency – 
leaving a “shark teeth”-like surface. The flipping 
frequency is, however, dependent on the set-up (the 
constraints), the plate thickness, and plate material. 
For example, El-Naaman and Nielsen (2013) reports 
high frequencies for steel, whereas the same tests 
performed on aluminum shows a lower flipping 
frequency. In fact, a slant crack can display flipping 
spaced apart on the fracture surface such that the 
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slant crack has propagated some distance before making a new flip to the other 45-degree 
shear band. The mechanics involved are now understood to span multiple length scales – from 
the micro-mechanics governing ductile damage evolution, through the plastic flow 
localization into shear bands and thinning ahead of the crack tip, to the competition between 
the near tip plasticity and the far-field elastic plate response. A status on current insight to the 
crack tip flipping mechanism is given. 
  
2 INVESTIGATIONS 
In a first study dedicated to the crack tip flipping mechanism, El-Naaman and Nielsen 
(2013) conducted an experimental investigation, where extensive crack propagation in plate 
metal (both steel and aluminum) was achieved. Through their effort it was cemented that; i) 
the flipping mechanism develops in a very stable and controlled manner being easily traced 
by the naked eye on the outer free surface, ii) steel displays a higher flipping frequency 
compared to aluminum (the difference is roughly a factor three, when keeping the plate 
thickness constant), and likewise will the plate dimensions and constraints influence the 
flipping. Relax the constraint and the flipping frequency has been observed to drop. The 
asymmetry in the mode I tearing problem, that develops once the crack slants to propagate in 
one 45-degree shear band, must give rise to an out-of-plane deflection and it has long been 
speculated to be the driving force behind the flipping mechanism. In a recent study, Nielsen 
and Hutchinson (2017) attempt to quantify this out-of-plane action by considering a slanted 
through-crack propagating in a symmetrical mode I loaded plate strip of elastic-plastic 
material. Here, relying on a 3D steady-state code tailored to reveal the crack tip conditions 
under the assumption of small strain. This is an approximation to the complex plate tearing, 
but the numerical framework allows extracting results without going through the long 
transient regime. This fundamental study brought out that; i) a competition between the elastic 
far-field and the near tip elastic-plastic field unfold during slant crack propagation. 
Essentially, a purely elastic solution displays an out-of-plane action to one side, whereas a 
plate dominated by the plastic response displays an out-of-plane action to the other side, ii) a 
constraint on the out-of-plane bending imposes a significant influence the mixed mode 
behavior along the crack front (the mode III loading on the crack front increases), iii) the 
asymmetry in the tearing problem manifests itself in the plastic zone ahead of the crack tip 
and the stress distribution, in the acute angle corner where the slant crack intersects the plate 
outer surface, appears to be consistent with initiation of a re-orientated shear crack in the 
flipping direction. Such shear cracks (also referred to as “shear-lips”) are often observed in 
plate tearing and they are a key ingredient in making the slanted crack flipping. Nielsen and 
Gundlach (2017) recently studied a slant crack tip, undergoing flipping, by use of X-ray 
tomography to access the plate interior (Fig. 2). While undergoing a shear band switch, such 
that the flipping mechanism is active, the plate tearing test was interrupted and the crack tip 
extracted for further investigation. Their study reveals that the failure process ahead of the 
flipping crack tip closely resemble that of ordinary ductile slant crack growth governed by 
local thinning and moderate crack tip tunneling, and that; i) the initiation of the flipping is 
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governed by the formation of shear-lips (Fig. 3c) at the both outer free surfaces 
simultaneously such that the flipping process poses 180-degree rotational symmetry about the 
growth direction (-axis), ii) during flipping the crack tip consists of two leading edges – one 
being the edge of the primary slant crack face and one being the edge of the evolving shear-
lips ( Fig. 3b and d) – and upon further loading, the shear lips grow to catch up on the 
primary (slant) crack front such that they overtake the growth to complete the flipping and re-
orient the crack face, iii) the flipping process contrasts existing tearing modes, where the 
orientation of the crack front remains stationary, and the near tip stress/strain field 
continuously chance and never settles in a steady-state. A full 3D numerical study, employing 
the Gurson material model and taking into account finite strain deformations, has been 
presented in Felter and Nielsen (2017). In their work, a slight out-of-plane action is imposed 




Figure 2: X-ray tomography scans of a crack tip flip underway, showing; (a) a 3D perspective of the flipping 
crack with growth direction along the positive -axis (m resolution), (b) flipping crack face and outer 
surfaces that define the thinning region (m resolution), (c) details on one shear-lip close to the outer free 
surface within the thinning region, and (d) manual reconstruction of the flipping crack tip (m resolution) 
from the data in Fig. 2(b). 
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Figure 3: 3D simulation of assisted crack tip flipping using the Gurson model, showing; (a) crack surface at end 
of simulation, (b-d) contours of void volume fraction, with transparent geometry, at different deformation stages. 
 
3 CONCLUSIONS 
- The mechanics governing the crack tip flipping phenomenon is multi-scale as it relies 
on the constraint effect from the surroundings (e.g. an elastic far-field) to facilitate a 
favorable asymmetry in the near-tip plastic stress/strain field for damage to evolve.  
- The loss of symmetry, when the crack slants, manifests itself as an out-of-plane 
action of the top/bottom part of the plate and drives the asymmetry in the near field. 
- The crack first diverges from the slant orientation at the outer free surface as shear-
lips evolve and grow to overtake and govern further advance of the crack tip.  
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Abstract. Monodisperse polymer particles have been widely used in biochemistry and 
pharmaceuticalError! Reference source not found. industry. Recently there is a growing 
interest in polymer particles with potential application in electronic packaging technologies, 
such as metal coated polymer spheres (MPS) as conductive filler in Electrical conductive 
adhesives (ECAs). ECAs are promising alternatives to metallic solders and compete with 
lead-free solders as a non-toxic alternative to traditional solder.  
MPS have been applied in both isotropic conductive adhesives (ICAs) and anisotropic 
conductive adhesives (ACAs). Certain level of mechanical deformation of the particles is 
required in order to achieve electrical contact [1]. Thus it is of high interest to understand the 
deformation and fracture behavior of the individual particles, which will enable the 
development of improved particles and adhesive joining processes. 
Classical molecular dynamics techniques [2] have been employed to predict the effect of 
internal molecular chain structure of nanoscale polyethylene (PE) particles as well as size 
dependent properties of both PE and Ni-coated PE particles, subjected to simulated flat-punch 
compression. The obtained results are compared with experimental observation and provide 
physical insight into the measurement. The findings from both experimental and 
computational tests have been tracked back to the design of micron-sized metal coated 
polymer particles.  
Keywords: metal coated polymer particles, flat punch nanoindentation, molecular dynamics, 
deformation and fracture. 
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Summary. The paper addresses uncertainty related to boundary conditions of a rectangular 
concrete floor with focus on its impact on the modal properties of the flooring system. For 
this purpose, finite-element analysis has been performed using Mindlin theory The hypothesis 
is that even though a floor is intended to be simply supported along a given edge, if may to 
some extent be fixed, and vice versa. The influence of variation in the support conditions on 
the variation of eigenfrequencies of the flooring system is discussed, and the consequences for 
design of flooring systems is addressed. 
1 INTRODUCTION 
Vibration of floors has impact on human comfort in buildings. For example, vibration from 
external sources may cause annoyance during nighttime when inhabitants of a building are 
going to sleep, and vibration caused by footsteps on a floor in a large office may cause 
annoyance to other people working in the same room. The vibration level depends on the 
magnitude, duration, and frequency contents of the source. However, it also depends on the 
modal properties of the flooring system which in turn depend on the materials, usage, and 
supports of the floor. All of these are subject to uncertainty.  
Pedersen et al. [1] and Frier et al. [2] studied the influence of non-structural mass (e.g. 
furniture) on the eigenfrequencies of a simply supported floor. Andersen and Kirkegaard [3] 
performed finite-element (FE) analysis of a multi-storey wooden building with varying joint 
stiffness between the floors and the loadbearing structure. The idea of the study was that 
otherwise identical floors in a building might well have different support conditions due to 
different positions in the building. 
This paper presents a three-dimensional FE model for analysis of a concrete floor with 
uncertain supports conditions. Firstly, a definition of the supports in terms of relative fixity is 
introduced and discussed. Secondly, an example floor is analysed, and the probability density 
functions for eigenfrequencies are derived given a uniform distribution of the relative fixity. 
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2 COMPUTATIONAL MODEL AND METHOD OF ANALYSIS 
A solid rectangular concrete floor with dimensions 89 m2 and slab thickness 0.18 m has 
been considered. The material was assumed linear elastic with Young’s modulus 30 GPa and 
Poisson’s ratio 0.15. The mass density was 2400 kg/m3. Rebar has not been modelled 
explicitly, but the stiffness and density are assumed representative of reinforced concrete. 
 The floor has been modelled using quadrilateral isoparametric shell finite elements with 
nine nodes and biquadratic interpolation of the displacements and cross sectional rotations. 
Mindlin theory has been applied to account for the thick-plate behaviour of the floor observed 
within higher modes of resonance. Further, selective integration has been applied to account 
for the full mass and stiffness in bending and membrane action while at the same time 
avoiding shear locking. A mesh with 1212 elements has been found adequate in order to 
achieve converged results for the first five eigenmodes of the floor with fully clamped or 
simply supported edges. The model is illustrated in Figure 1. 
Real floors are supported at the bottom of the floor. Depending on the friction and bonding 
between the floor and the supports, this will introduce some degree of fixity. To avoid this 
and allow modelling of pinned (i.e. moment free) edges, the floor is here regarded as 
supported along the edge at the mid-plane of the shell. 
In order to model partial fixity, rotational springs are implemented uniformly and 
continuously along the edges of the floor. For eigenmode j, the relative fixity is defined as 
zero when the undamped eigenfrequency fj corresponds to that of the simply supported floor, 
fjs, and it is one when the undamped eigenfrequency matches that of the clamped floor, fjc. A 
rotational stiffness providing the eigenfrequency fj = (1 – a) fjs + a fjc has the relative fixity a. 
Figure 2 shows the rotational spring stiffnesses per unit length along the edge of the floor 
that are necessary in order to achieve a given relative fixity. Evidently, if the stiffness is low, 
such that the floor acts like a simply supported slab, the eigenfrequencies will not change 
significantly due to a further reduction of the stiffness. Similarly, an increase of the stiffness 
has no significant influence when the floor is already close to being fully clamped. Contrarily, 
in the transition, occurring around 105–109 Nm/m for the present floor, the eigenfrequencies, 
and hence also the relative fixity, are strongly influenced by the rotational stiffness. 
 
 Figure 1: Finite-element model of concrete floor with uncertain fixities along the edge. 
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Figure 2: Calibration of rotation stiffness to provide a given relative fixity in Modes 1–5. 
It can be observed in Figure 2 that the transition from pinned to clamped conditions at the 
boundary is not identical for the first five eigenmodes. Thus, Mode 1 requires less rotational 
stiffness to obtain a certain relative fixity compared to Mode 2, which in turn requires less 
stiffness than Mode 3, and so on. 
3 RESULTS AND DISCUSSION 
Figure 3 shows the results obtained by Monte Carlo simulation with 1,000,000 samples of 
the relative fixity, calibrated to Mode 1 and assumed uniformly distributed between the values 
0 and 1. The eigenfrequencies fulfil the criterion fjs  fj  fjc, j = 1, 2, …, 5. Further, the 
probability density function (PDF) for the eigenfrequency related to Mode 1 is again uniform. 
For the other modes, the probability distributions of the eigenfrequencies are right-skewed, 
i.e. not following a uniform distribution. This occurs as result of the calibration to match the 
relative fixity in Mode 1 and demonstrates that the relative fixity is a non-unique property. 
 
Figure 3: Probability density functions for the eigenfrequencies of Modes 1–5 based on rotation stiffness 
calibrated to match the target degree of fixity in Mode 1. 
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The boundary conditions for real floors may heterogeneous, and the uniform distribution 
assumed in the present analysis may oversimplify the random nature of the supports. In any 
case, the results presented in Figures 2 and 3 demonstrate how uncertainty related to supports 
of the floor edges will influence the eigenmodes of the floor. Hence, this uncertainty must be 
treated in the design of floors to assess the risk of noise and vibration causing annoyance to 
users of the floor. However, the assessment requires a proper model of the uncertainty. 
4 CONCLUSIONS 
- A Mindlin shell finite-element model has been utilized for modal analysis of a solid 
rectangular concrete floor with partial fixity along the edges. 
- A relative fixity has been introduced as a means to quantify the rotational stiffness 
required at the edges of the floor in order to match a given eigenfrequency in the 
interval between pinned and fully clamped boundaries. 
- It has been found that lower rotational stiffness at the boundary is required to obtain a 
certain relative fixity in lower modes compared to higher modes. Hence, no simple 
and unique relationship between constant, continuous rotational spring stiffness and 
relative fixity can be formulated. 
- As result of this, when the relative fixity of Mode 1 is assumed uniformly distributed, 
the eigenfrequency of Mode 1 is uniformly distributed as well, but the probability 
distributions of the higher eigenfrequencies are increasingly more right-skewed. 
- Future models for probabilistic assessment of the eigenfrequencies of floors with 
uncertain boundary conditions should focus on better estimation and modelling of the 
probability distributions for the rotational stiffness at the edges. 
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Summary. An approach to evaluate stress intensity factors for the case of cracks exposed
to compressive multiaxial loading, such as often occurs in wheel–rail contact, is proposed.
It relies on the matching of displacement fields, calculated by the extended finite element
method, towards a low order displacement ansatz, using the method of least squares. The
functionality of the approach is demonstrated for the case of a rolling contact fatigue
crack.
1 INTRODUCTION
Rolling Contact Fatigue (RCF)1 cracks in railway applications may lead to wheel and
rail failures and subsequent derailments. In order to deepen the understanding of RCF
defects, and in turn optimise the rail maintenance strategies, it is worth to simulate how
different crack geometries, embedded in the rail head, relate to operational scenarios and
assess their severity, e.g. by Stress Intensity Factors (SIFs).
However, RCF cracks differ in several ways from cracks commonly encounter within
engineering. First of all, they are mainly loaded in compression, which typically leads to
crack closure. Furthermore, the loading conditions beneath a railway wheel are multiax-
ial, leading to mixed mode loading of the crack. In addition it is of great importance,
from a practical point of view, that the crack geometry can be easily changed. These
circumstances put demands on the technique chosen for SIF evaluation.
2 SIF EVALUATION
The eXtended Finite Element Method (XFEM)2 offers a good foundation for fracture
mechanics analyses since it conveniently allows for modifications of the crack geometry
and is available in commercial software packages. According to linear elastic fracture
mechanics theory, it is possible to describe the displacement field close to the crack front
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in terms of asymptotic formulae parametrized by unknown SIFs3. In a post processing
step, the SIFs are then obtained by fitting a developed displacement ansatz to the XFEM
solution in a least squares sense4.
In this study, it is demonstrated that even a low order displacement ansatz provides
good accuracy in test cases involving pure mode I, II or III loading as well as mixed mode
loading. More specifically, the proposed ansatz consists of displacement fields pertinent
to the strain singularities, rigid body motion and uniform strains. The latter terms allow
for high accuracy also for cracks subjected to compressive loads. The effectiveness of the
method is then demonstrated in the case of an inclined surface breaking RCF crack with
a curved crack front subjected to a moving Hertzian load, see Figure 1. Such cracks, in
railway applications often encountered in the form of so-called squats, lead to a complex
problem involving mixed mode compressive loading.
Figure 1: An inclined surface breaking RCF crack, located in the rail head, is subjected to a moving
Hertzian load.
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Abstract. Fluid flows with particle transport are common in many industrial processes
and components. The design of components for addition or removal of particles as well
as mixing or stratification is of great importance in the specific processes. This work
presents a methodology to apply topology optimization to the design of multiphase flow
components. The work is a natural extension of the density based topology optimization
procedure applied to design of passive mixers1 and coolers2 where the transported mat-
ter is not influencing the properties of the governing fluid flow model. In this work the
effective properties of the fluid is changing with concentration.
In this work a multiphase fluid flow model3 is combined with a Brinkman penalization
in order to introduce the design of the fluid component. Gradient based optimization
is applied in order to optimize the performance of flow components. The paper present
the design and optimization of a particle separator and the important interpolation for
modeling both solids, fluids and particles with a monolithic problem formulation. The
interplay with the physics behind the model are discussed and the influence of parameters
are demonstrated.
Keywords: Topology Optimization, Multiphase flow, Particles, FEM
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Summary. This study evaluates the capabilities of adaptive mesh refinement (AMR)
methods in predicting fluid-structure interaction (FSI) effects and ductile failure in blast-
loaded plates. The numerical results were in good agreement with experimental obser-
vations, and able to predict the FSI effects, inelastic response and ductile failure in the
plates. AMR methods were also found to significantly reduce the CPU cost and still
predict the experimental observations.
1 INTRODUCTION
Simulations of blast-loaded structures can be challenging for a number of reasons and
are therefore often problem dependent. One typical problem is the simulation of blast-
loaded flexible plates undergoing large deformations, all the way to failure, which requires
robust computational methods. Since the response of flexible blast-loaded plates is highly
non-linear, both the pressure distribution and the dynamic response may be significantly
influenced by FSI effects. Coupled FSI simulations may therefore be required for detailed
insight in both the loading and the resulting dynamic response. A widely used design
tool for this class of problems is the explicit non-linear finite element method (FEM). In
the particular case of ductile failure, previous studies1 indicate that a mesh size equal to
the plate thickness may be necessary to predict realistic crack growth when using element
erosion. Hence, if coupled FSI simulations are of interest, this implies that also the
fluid mesh needs to be refined because the accuracy of the fluid-structure (F-S) coupling
requires a sufficiently fine fluid mesh compared to that in the plate. However, the fluid
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sub-domain only needs to be refined in the vicinity of the plate and the remaining part
can be modelled with a coarser mesh as long as it predicts the blast wave propagation.
The objective was therefore to investigate the performance of recent developments in
the FE code EUROPLEXUS (EPX)2 using AMR methods both in the fluid and structural
sub-domains. Special focus was placed on reducing the CPU cost and still retaining
sufficient accuracy when predicting the response of thin metallic plates. The numerical
results were compared to experimental data to ensure that the underlying physics were
maintained.
2 EXPERIMENTAL WORK
Experiments were used to validate the numerical simulations and to improve the un-
derstanding of the governing phenomena. A series of tests1,3 were therefore performed in
the SIMLab Shock Tube Facility, since the shock tube produces controlled and repeatable
blast loading in laboratory environments4. Piezoelectric pressure sensors were employed
for pressure recordings, and these measurements were synchronized with two high-speed
cameras in a stereoscopic setup to capture the dynamic response using three-dimensional




























Figure 1: Sketch of the experimental setup (seen from above). Reprint from Aune et al.1.
3 NUMERICAL SIMULATIONS
The numerical simulations were performed by the FE code EPX2. EPX solves the
conservation of momentum (equilibrium) equations in the structural sub-domain and the
conservation of mass, momentum and energy in the fluid sub-domain.
3.1 Material models
The fluid, air in this case, was considered as compressible and inviscid using the Euler
equations and modelled as a perfect gas (GAZP material model in EPX). Initial conditions
for each simulation were taken from the corresponding test in Refs.1,3.
The structure, aluminium and steel plates in this case, was modelled using the VPJC
material model in EPX2. This model allows for finite strains and rotations, high strain
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rates, ductile failure and temperature softening. The plasticity was governed by the von
Mises yield criterion, the associated flow rule and a modified Johnson-Cook relation for
the flow stress. Ductile failure was also included in the material model by using the
Cockcroft-Latham failure criterion, which is an energy-based criterion using the ”plastic
work” per unit volume to predict failure in the material. The material parameters were
already calibrated in previous works by the authors1,3.
3.2 Numerical model
A fully coupled FSI model using one quarter of the experimental setup was established
(see Figure 2). The plate was modelled using a Lagrangian discretization with an element
size of approximately 6 mm as the base mesh and 4-node Reissner-Mindlin shells (Q4GS )
with 6 dofs per node and 20 integration points (5 through the thickness). The bolts and
clamping frames were represented by 8-node brick elements (CUB8 ) with 8 integration
points and elastic material behaviour using the physical constants for steel. The contact
between the plate, clamping frames and the bolts was modelled by including the pre-
tenisoning in the bolts and by using hierarchic pinballs based on a direct penalty method.
Figure 2: Computational model of the fully coupled FSI simulations. Reprint from Aune et al.3.
The fluid sub-domain was partly discretized by 1D finite volumes (TUVF ) and partly
by 3D finite volumes (CUVF ), where the 1D part of the air was used until 0.6 m upstream
the test specimen (see Figure 2). An initial mesh size of 0.01 m was used in the entire 1D-
domain and in the vicinity of the plate, whereas the cell size in the tank was increased up
to 0.08 m towards the internal walls. This resulted in 1587 TUVF s and 105,855 CUVF s
in the fluid sub-domain. Friction and heat exchange against the interior walls of the tube
were accounted for by specifying the average roughness (0.4 micrometers) in the PARO
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directive in EPX.
An embedded FSI technique (FLSW )5 was used for the coupling at the F-S interface,
i.e., the fluid and plate were discretized independently at the topological level. Recent
advancements6 in EPX allow for AMR based on user-defined criteria, which make it
convenient to relate the AMR to the FSI itself and the damage evolution in the plate.
This allows for a sufficiently fine mesh size to represent the near instantaneous rise in
pressure over the blast wave and to predict ductile failure in the plate without too much
loss of mass when using element erosion. EPX then enables automatic refinement of the
fluid mesh in the vicinity of the plate which can move and undergo large deformations,
while the plate mesh is refined locally based on the damage evolution during plastic
deformation. FSI-driven AMR was therefore activated in the fluid sub-domain to obtain
a sufficiently refined fluid mesh at the F-S interface, while damage-based AMR was used
in the plate in an attempt to predict the crack propagation observed in the experiments.
4 CONCLUDING REMARKS
The numerical simulations were in very good agreement with the experiments. AMR
was found to be promising in predicting FSI effects and ductile failure at a reduced CPU
cost. Moreover, FSI-driven AMR improved the representation of the nearly instantaneous
rise in pressure over the blast wave (due to a fine cell size). However, there are still some
unsolved issues. In particular, the use of damage-based AMR needs further studies to
gain more experience and to find proper thresholds.
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Summary. Rock blasting in urban environments could be a challenge due to the potential risk 
of damage to nearby buildings as well as disturbance in vibrations sensitive instrument and 
activities. To avoid unacceptably high vibration amplitudes in the environment the maximum 
amount of blast charge is usually limited. This will often results in high construction costs if 
the distance to the nearby buildings is too short. In order to reduce the vibrations, and thus 
allow higher blast charges, a barrier in the propagation path of the waves may sometimes be 
useful. This extended abstract presents some results from a numerical analysis using an 
axisymmetric 2D FE-model used to study the effectiveness of an open trench as a vibration 
mitigation measure. The numerical modeling shows that the open trench can reduce the 
vibration amplitude by about 30-70% depending on the conditions at the site. 
1 INTRODUCTION 
Ground-borne vibrations due to rock blasting is one of the challenges that need to be 
considered while planning for infrastructure projects in densely populated areas. Development 
needs of the cities has made it inevitable to carry out construction activities close to the 
existing buildings and structures. In order to avoid damage to these buildings the maximum 
level of ground vibrations are usually limited by national standards. In Sweden the SS 460 48 
66 [1] gives guidance vibration levels caused by rock blasting.  The construction methods are 
then adjusted so that ground vibrations are kept below the guidance levels. Usually the blast 
charges are adjusted so that ground vibration levels do not exceed the maximum allowable 
levels in the contract documents based on the guidance levels. If the distance between rock 
blast location and nearby building is too short the blast charges may need to be reduced so 
much that the rock blasting costs become too high and alternative excavation methods have to 
be considered. Even though other methods for rock excavation such as rock sawing are 
available nowadays the method is still too expensive to replace rock blasting in general. 
Therefore if the blast induced vibrations could be limited the rock blasting method could still 
be the most economical method for rock excavation even in densely populated areas.  
Vibration isolation is a known method used to mitigate ground vibrations propagated from 
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a vibration source ([2], [3], and [4]). Here some results from a simple FE-model has been 
used to study the effect of such a barrier in mitigating blast induced ground vibrations. 
2 METHOD 
A simplified axisymmetric FE-model has been created in Plaxis 2D 2016 in order to study 
the mitigating effect of an open trench used to reduce ground vibrations at location behind the 
barrier. Ground vibrations due to a dynamic load representing rock blast were calculated 
using the FE- model, with and without the presence of a trench. A parameter study was 
carried out with respect to the location of the dynamic load (blasting front) and material 
properties in the model. The ratio between maximum displacements amplitude obtained with 
and without the trench was determined for each calculation case considered in the parameter 
study. 
2.1 Geometry 
When constructing the geometry of the model (see Figure 1) it is assumed that first the 
rock is uncovered by excavating the overlaying soil. The soil layer was modeled as a wedge 
with linearly decreasing thickness towards the model’s outer edge. In order to account for the 
variability in soil depth around the assumed site, the analysis was also repeated with the 
wedge defined as rock, i.e. assuming that the bedrock appears on the ground surface. 
The bottom and outer boundaries of the model were defined as absorbing boundaries. The 
centerline of the axisymmetric model is fixed in the x-direction and the ground surface is free 
in all directions. The dimensions of the model were chosen to be large enough that vibrations 
reflected from the outer boundaries would not affect the displacements near the trench or the 
buildings. 
 
Figure 1: Model geometry created and generated mesh in Plaxis 2D. Point A on the ground surface is about 15 m 
behind the trench where the vibration amplitude before and after open trench is compared for this study. 
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2.2  Material properties 
The material in the “wedge” was defined as either soil or rock depending on the calculation 
case, while the material in the remaining part of the model was defined as rock in all 
calculation cases. The rock material was defined as either soft or hard, based on the stiffness 
parameter, in order to cover a range of stiffness. All materials were modeled as linearly elastic 
for this study despite the fact that very close to the blast location the rock is expected to 
behave as plastic material. The chosen input parameters are presented in Table 1. The values 
for unit weight, Young’s modulus and Poisson’s ratio were selected within expected ranges 
for soil and rock material in Sweden while compression and shear wave velocities are 
calculated automatically in Plaxis from other input values. 
 
Table 1 : Material parameters used for soil, soft rock and hard rock in the model. 
2.3 Loads 
The load was modeled as a single pulse (half a sinus cycle), corresponding to 0.005 
seconds. To account for the blasting occurring for several excavation stages, two different 
faces were supposed with different analysis cases as shown in Figure 2. 
 
Figure 2: Loading fronts corresponding to dynamic forces due to rock blasting for two cases with respect to 
excavation stages. 
3 RESULTS 
Figure 3 shows an example of propagation of waves 0.025 seconds after the dynamic load 
has been applied for one analysis case. Displacements amplitude in point A (see Figure 1) due 
to the applied dynamic load were determined with and without the presence of the trench. The 
ratios were calculated to be between about 0.2 and 0.7 for different analysis cases. 
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Figure 3: Example of propagation of waves 0.025 seconds after the dynamic load, top) without the open trench, 
bottom) with the open trench. 
4 CONCLUSIONS 
The results from this study indicate that vertical displacements due to blast induced 
vibrations at point A located about 15 m behind the open trench are reduced by approximately 
30-75% compared to the case without the open trench. Horizontal displacements are reduced 
by approximately 65-80%. It is important to note that the results are somewhat dependent on 
the chosen geometry of the rock model and location of the rock wall. The exact effectiveness 
of the method is thus dependent on how realistic the chosen geometry is as well as location of 
the blasting front. 
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1 INTRODUCTION 
High-speed rails are an efficient and fast way of passenger transportation. For medium-
distance transportation, a well-developed high-speed railway system can rival transportation by 
airplane, both by travel time and cost. Due to these reasons, high-speed rails are seeing an 
increased surge of development across the globe. Unfortunately, increased speeds lead to higher 
excitations of the exposed infrastructure, which in turn requires better numerical models for 
proper understanding of its dynamic behaviour.  
The dynamic behaviour of systems excited by passing trains is a problem that has been 
investigated by a large number of researchers. Various analytical solutions and computational 
models have been created with varying complexity, starting from the most basic analytical 
solutions for a simply supported beam traversed by a mass to full three-dimensional finite 
element solutions. However, currently existing methods are often too simplified, disregarding 
such phenomena as structure–soil–structure interaction, or on the other end—are extremely 
computationally demanding. This work aims to produce a computational model that considers 
the most important phenomena such as structure–soil interaction (SSI), stochastic railway track 
unevenness, vehicle suspension system, etc.  
A multi-span bridge structure with surface footings resting on soil is considered. Similar 
models, modelling the railway track placed directly on the soil surface, have been used by 
Nielsen et al. [1] and Koroma et al. [2]. However, in this case a bridge structure is introduced. 
It is modelled using a finite-element (FE) approach using beam elements, with a layered deck 
structure. Further, the soil is modelled with a semi-analytical approach, as originally proposed 
by Thomson [3] and Haskell [4]. To transform the solution into time domain, consistent 
lumped-parameter models (LPMs) are used as described by Wolf [5] and Andersen [6].  The 
vehicle is modelled as a simplified two-dimensional spring and dashpot system. Further, non-
linear Hertzian springs are used to account for wheel–rail interaction including random railway 
track unevenness. 
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2 COMPUTATIONAL MODEL 
The computational model used is very similar as already presented in previous work [7]. 
Therefore, only a general description of the model is given. 
The vehicle is modelled as a two dimensional system with 10 degrees-of-freedom. This way 
the model accounts for both primary and secondary suspension of a railway locomotive. Only 
a single passing vehicle is considered. The railway track and the vehicle interact only through 
vertical forces and the vehicle travels along the centre line of the bridge. 
The bridge structure is modelled using the FE method. Three-dimensional Euler-Bernoulli 
beam elements with three translational and three rotational degrees of freedom per node are 
used to model both the bridge deck and the pylons. The railway track is modelled as a layered 
structure with rails modelled as a single beam discretely connected to single-degree-of-freedom 
sleepers and further connected to the bridge deck. The rail pads and ballast are modelled as 
spring/dashpot systems with appropriate stiffness and damping values. 
The footings are modelled as rigid slabs resting on the ground surface, and the soil is 
modelled by a semi-analytical approach employing Green’s function in frequency-wavenumber 
domain to obtain a flexibility matrix for the soil–foundation interface. The flexibility matrix is 
then inverted and integrated over the interface area to obtain a dynamic stiffness matrix for the 
foundation system. The bridge structure and the soil interact through structure–soil interaction 
(SSI) nodes, as shown in Figure 1. However, this approach provides only a frequency domain 
solution. Thus, LPMs are used as described in Subsection 2.3. 
The rail track unevenness is generated from a power density spectrum by assigning random 
phase angles to each wavenumber. Only vertical track unevenness is considered. Describing 
the interaction force through a non-linear Hertzian spring requires a time-domain solution as 
the force needs to be determined by iteration at every time step. Therefore, the whole system 
needs to be solved in time domain.
To transform the obtained dynamic stiffness matrix of soil to time domain consistent LPM 
are used. This way, the standard stiffness, damping and mass matrices for soil are obtained, 
which then can be coupled to the FE bridge structure. Consistent LPMs use a polynomial-
fraction approximation to recreate the system behaviour. Curve fitting is performed by changing 
the polynomial coefficients and polynomial order. This can be done by a least-squares 
minimization of the error, or in Matlab using the function invfreqs. 
The obtained solution can then be represented by a combination of linear, first order and 
second order systems, for which the stiffness, mass and damping matrices are readily available. 
The approach does introduce some additional degrees-of-freedom in the system, especially 
when using high order polynomials. However, the number of additional degrees of freedom is 
low when compared with FE or boundary element solutions.  
3 TEST CASE 
To test the performance and the solution procedure of the proposed computational model, a 
test case was created. A bridge structure with three pylons is analysed, as shown in Figure 1. 
The material and cross-sectional parameters of the bridge are the same as in [7]. The distance 
between footings is 30 m. The footings are resting on a 5 m layer of soft soil (the primary wave 
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 Figure 1: Analysed case: bridge structure supported by three pylons, with rigid footings resting on the soil 
surface. Red dots indicate positions from which results were extracted. 
speed is ܿ୔ ൌ 116 m/s and the secondary wave speed ܿୱ ൌ 62 m/s) with an underlying half-space of stiffer soil (ܿ୔ ൌ 414 m/s and ܿୱ ൌ 169 m/s). Three different speeds of the vehicle are tested: 30 m/s, 60 m/s and 90 m/s. For each speed, 100 simulations are performed, each time 
generating new random rail profile. The wavelengths used for the rail-profile generation are 
between 0.2 m and 100 m. Three points of interest are checked: the first wheel of the vehicle, 
the rail in the middle between second and third pylon and the SSI node of the second footing. 
4 RESULTS AND DISCUSSION 
The Fourier transform of the wheel–rail interaction forces, as experienced by the first wheel 
of the vehicle, is shown in Figure 2. The coloured area represents the maximum and minimum 
values, while the darker lines show the mean values from all simulations. It can be seen that 
with increasing vehicle speeds, the interaction forces become higher and, furthermore, a wider 
frequency range is excited. Some peaks are at the same frequencies no matter the vehicle speed. 
This is due to excitation of eigenmodes of various parts of the vehicle and the structure. Other 
peaks are only observed at certain speeds and are caused by wheels passing certain parts of the 
structure, such as the wheel passing the discrete sleepers—at 60 Hz for vehicle speed of 30m/s, 
100 Hz for 60 m/s, and 150 Hz for 90 m/s.  
Further, Figure 3 shows the acceleration of the rail in the middle of a span and at the SSI 
node of the second footing. The same trend can be seen as for the wheel–rail interaction forces, 
with higher vehicle speeds leading to higher excitation. However, especially for the rail, the 
excited frequency range is spread out through a wider frequency range. Comparing the response 
at the rail and SSI node, it is evident that the response is reduced significantly closer to the soil, 
 
Figure 2: Fourier coefficients for wheel–rail interaction force for the first wheel of the vehicle. 
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with high-frequency response (above 150 Hz) disappearing almost completely. Finally, the 
response at the SSI node shows that at some frequencies the excitations at 60 m/s and 90 m/s 
are almost equal. This can be caused by the Rayleigh wave travelling in the soft top layer of 
soil, when the wave speed is close to the vehicle speed. 
4 CONCLUSION 
- The proposed model of a railway bridge interacting with soil offers an approach that can 
be used in early design phases, when considering elevated railway tracks. 
- Stochastic railway track unevenness, vehicle speed and structure–soil interaction all have 
an effect of the system behavior and must be considered when modelling such systems.  
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Figure 3: System excitation. On the left—rail, on the right—SSI node. 
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1 INTRODUCTION 
The interest in reliable structural health monitoring (SHM) systems has increased during the 
last couple of decades, as they have the potential to reduce the operational costs of structural 
systems. The SHM systems can provide information about the structural deterioration, which 
allows for efficient inspections and repairs, hence leading to reduced downtime. An example is 
wind turbines that are subject to regular inspections, as these inspections can be replaced by a 
SHM system. However, this requires for robust solutions to all four components of damage 
identification as proposed by Rytter1; detection, localization, quantification, and consequence. 
Detection of damages in wind turbines has been resolved with reasonable success2, but a robust 
solution for the next logical step, localization, has not yet been provided. 
A typical localization is performed by mapping the damage-induced change in the structural 
response, from an undamaged and damaged state, to a theoretical model of the structure. This 
paper concentrates on the effect of damage modeling in localization methods, whose premise 
is to postulate a damage pattern in a finite element (FE) model. These postulates are 
conventionally modeled by a local reduction of stiffness, which may not represent the actual 
physical behavior adequately for some damage types, leading to a reduced localization 
resolution. The present paper investigates a characteristic debonding failure, typically found in 
wind turbine blades, where the physical stiffness reduction is due to a separation of two 
surfaces. This behavior is modeled by decoupling the degrees of freedom (DOF) between two 
surfaces, and the localization results obtained hereby are compared to those deduced from the 
conventional approach of reducing the stiffness across an element. The comparison is 
conducted using the steady state shift damage localization3 (S3DL) method in the context of a 
residential-sized wind turbine blade, for which the S3DL method has previously been tested 
successfully4. 
2 DAMAGE MODELLING 
The conventional approach with local reduction of stiffness is popular due to the simple 
implementation in FE-models. The approach is, in this paper, performed by reducing the 
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stiffness in each of the elements, one at a time, as illustrated by the gray element in Fig. 1a. The 
separation approach is resolved by decoupling four DOF at a time, along the edge of the blade 
(depicted in Fig. 1b by the opening). It is contended that the decoupling of the two surfaces 
emulates the physical attributes of the debonding failure, which, in this study, is introduced by 
loosening three bolts along the trailing edge of the residential-sized wind turbine blade shown 
in Fig. 2. The red line in the Fig. 2 marks the extent and position of the damage.  
 a) Local stiffness reduction in one element.  b) Decoupling of four DOF along the edge. 
Figure 1: Procedure behind the two investigated damage modeling approaches.  
3 STEADY STATE SHIFT DAMAGE LOCALIZATION 
A brief description of the S3DL method is provided for this paper to be self-contained. The 
method operates by measuring the deviation between a postulated damage pattern and changes 
in steady-state measurements from an undamaged and damaged state. The Fourier transform of 
the accelerations, obtained from single realizations of the undamaged state (denoted by 
superscript u) and damaged state (denoted by superscript d), are organized in 
ࡱሺ݅߱ሻ ൌ ሾܺ௠௨ ሺ݅߱ሻ			ܺ௠ௗ ሺ݅߱ሻሿ, ሺ1ሻ 
where the subscript m refers to the rows associated with the sensor coordinates. A linear model 
consisting of the mass, damping and stiffness matrices can be expressed in the frequency 
domain by ࡳ௨ሺ݅߱ሻ ൌ ሺെࡹ߱ଶ ൅ ࡯݅߱ ൅ ࡷሻିଵ. When subjected to a spatially invariant, 
repeatable excitation, a stiffness perturbation, ∆ࡷ, can be postulated in the model by the 
interrogation matrix  
ࡰ௠,௝ሺ݅߱ሻ ൌ ࡳ௠௨ ሺ݅߱ሻ∆ࡷ௝, ሺ2ሻ 
in which the subscript ݆ ∈ ሾ1, ݇ሿ denotes the number of the postulated damage and k the total 
amount of postulates one seeks to interrogate for. The damage-induced difference between the 
measurements in ࡱ, can be removed by the correct postulated damage in ࡰ࢓ with  
ࡾ௝ሺ݅߱ሻ ൌ ሺࡵ െ ࡰ௠,௝ሺ݅߱ሻ ቀࡰ௠,௝் ሺ݅߱ሻࡰ௠,௝ሺ݅߱ሻቁ
ିଵ ࡰ௠,௝் ሺ݅߱ሻሻࡱሺ݅߱ሻ, ሺ3ሻ 
where I is the identity matrix. The correct damage pattern is postulated when the minimum 
singular value, ߪ௝, of ࡾ௝, under ideal circumstances, is zero. The localization metric is defined 
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as 
ߜ௝ ൌ 1ߪ௝ , ሺ4ሻ	
where a value of ߜ௝ being significantly higher than the rest suggests that a correct damage is 
postulated.  
4 LOCALIZATION RESULTS 
The residential-sized wind turbine blade used in the study, illustrated in Fig. 2, is 
approximately 800 mm long and consists of two surfaces bolted together along the edges. The 
bolts allow for the introduction of debonding failures, and three adjacent bolts are, in this case, 
loosened along the trailing edge; spanning 7.5 % of the total length. The blade is subjected to a 
harmonic input with a frequency of 75 Hz using a shaker mounted at the tip of the blade, and 
the response is captured for 10 seconds in 14 uniaxial accelerometers measuring perpendicular 
to the blade surface.  
 
Figure 2: The residential-sized wind turbine blade. (a) Shaker to excite the blade. (b) Stinger between shaker and 
blade. (c) Accelerometers. (d) Clamp to resemble a fixed support. 
The FE-model, used for the interrogations, is discretized using 3450 first-order shell elements 
and has been calibrated based on modal parameters of the physical blade found through an 
operational modal analysis4. A damage pattern consisting of a local stiffness reduction in each 
of the elements yield the results depicted in Fig. 3a, where elements are colored based on the 
corresponding normalized ߜ-value with respect to ߜ௠௔௫. To investigate if the damage pattern consisting of decoupling is superior, the localization values are illustrated in Fig. 3b, together 
with the conventional approach, such that the decoupling represents the edge values and the 
conventional approach represents the remainder of the blade. This permits for a direct 
comparison between the two approaches by studying the differences. 
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                       a) The conventional approach. 
 
                     b) The decoupling approach. 
Figure 3: Localization results for the two approaches, where the elements have been colored based on their 
normalized ߜ-value.  
The localization results obtained from both modeling approaches are nearly identical and give 
a clear indication of the correct area of the damage. However, an advantage of the decoupling 
approach is the lower calculation time, as there are significantly fewer interrogations to 
investigate. Here, the number of interrogations is approximately 12 times lower than the 
original 3450, resulting in a time saving of the same order.  
 
5     CONCLUSIONS 
This paper deals with the effects of damage modeling in damage localization schemes, 
whose premise is to postulate damages in a theoretical model. The two approaches considered 
for the postulations are; the conventional one based on a local reduction of stiffness and the 
other based on a decoupling of DOF. The localization results are insensitive to the postulations 
being equal to the physically induced damage, as both approaches locate the damage at the 
correct area with only minor discrepancies. The conventional approach is therefore adequate 
for general applications. However, if knowledge is present of where damages typically are 
found, the calculation time can be reduced, as the number of interrogations decreases.  
REFERENCES 
[1] A.  Rytter, “Vibrational based inspection of civil engineering structures”, Ph.D. 
dissertation, (1993).       
[2] M. D. Ulriksen, D. Tcherniak and L. Damkilde, “Damage Detection in an Operating 
Vestas V27 Wind Turbine Blade by use of Outlier Analysis”, IEEE Workshop on 
Environmental, Energy and Structural Monitoring Systems, (2015).        
[3] D. Bernal and A. Kunwar, “Steady state shift damage localization”, Meccanica, 51(11), 
2861-2871 (2016).  
 
[4] M. K. Markvart et al., “Steady State Shift Damage Localization in a Residential-sized 
Wind Turbine Blade”, Proceedings of the International Conference on Structural 
Engineering Dynamics, (2017) 
57
30th Nordic Seminar on Computational Mechanics 
NSCM-30 
J. Høgsberg. N.L. Pedersen (Eds.)
2017
PLASTIC LENGTH SCALE EVOLUTION
CARL F.O. DAHLBERG∗ AND MAGNUS BOA˚SEN∗
∗KTH Royal Institute of Technology
Department of Solid Mechanics
Teknikringen 8D, 100 44 Stockholm, Sweden
Abstract. An extension to an isotropic strain gradient plasticity theory1,2 is presented
based on a hypothesis regarding the length scale, ℓ. The length scale is often taken to
be a constant phenomenological constitutive parameter but here it is hypothesized to
evolve with accumulation of plastic deformation. Theoretical analysis3 and experimental
investigations4 of the relation between the dislocation density, ρ, and a microstructural
length scale, Λ, of dislocation patterning indicates that Λ ∝ ρ−1/2. Assuming that the
constitutive length scale ℓ is proportional to the microstructural length scale Λ the relation
ℓ = A/
√
ρ results, where A is a dimensionless constant of proportionality. From this an
evolution equation can be derived as dℓ = −ℓ3/(2A2)dρ. Gradients of plastic strain can
be treated as proxy to a density of geometrically necessary dislocations or the equivalent
plastic strain can be assumed proportional to the total dislocation density leading to
different evolution equations. The extended theory have been implemented in a 2D FE
code. Results from beam bending are discussed to show the implications of the theory
and are compared to results from 3D discrete dislocation dynamics simulations5.
Keywords: Gradient Plasticity, Length Scale Evolution
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GEOMETRICAL CHARACTERISATION OF INDIVIDUAL
FIBRES FROM X-RAY TOMOGRAMS
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Abstract. Numerous modelling possibilities are opened up by an advanced image anal-
ysis pipeline that can accurately extract individual fibres from X-ray tomograms.
Keywords: X-ray tomography, Individual Fibres, Unidirectional Composites, Modelling.
We have developed an image analysis pipeline1 that can extract individual fibre tracks
from low contrast X-ray tomograms of unidirectional composites with high fibre volume
fraction. Measuring individual fibre tracks opens up the possibility of modelling this
empirical data in a statistical manner. Thus, allowing to analyse the spatial distributions
of the parameters characterising the orientation and curvature of these individual fibres,
which can also provide insights on the interactions amongst the individual fibres.
Finite element models (FEMs) can be built from the extracted geometry to simulate
the performance of the scanned fibre structure under realistic conditions. Moreover, as-
pects of the fibre architecture that influence the macroscopic behaviour of the composite
can be quantified. Examples are 2D FEMs to predict the transverse stiffness2 or the
quantification of fibre orientations to estimate the compression strength.1 And last but
not least, already developed analytical and numerical models to describe the composite’s
behaviour can be validated against the observed data.
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GLASSY POLYMERS
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Abstract. The mechanical response of glassy polymers is often described in terms of the
Helmholtz free energy and a set of evolution laws. The format for the free energy and
the evolution laws have historically been developed to fit simple uni-axial tests assuming
a homogeneous state. This limits the ability of the models to accurately predict the
response during multi-axial loading conditions1. In this work we make use of modern
experimental techniques to gain information which enables us to develop and improve the
predictive capability of polymer material models2,3.
An enhanced form for the Helmholtz’s free energy, which is based on biaxial tests
in combination with full-field deformation measurements using digital image correlation
(DIC), will be presented. The new material model is implemented in a finite element
environment and the new material model is verified for biaxial loading situations. It will
be shown that with the proposed Helmholtz’s free energy, the mechanical response during
biaxial loading is captured in a satisfactory manner.
Keywords: Constitutive Modelling, Experimental Mechanics.
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NUMERICAL CALIBRATION OF COHESIVE ZONE
ENERGY FOR PLATE TEARING
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Anker Engelunds Vej 1
Bygning 404
2800 Kgs. Lyngby
e-mail: dtu@dtu.dk, web page: http://www.dtu.dk/
Abstract. In a cohesive zone model, neighboring elements are connected by nonlinear
springs (instead of directly sharing a node) which are designed to i) absorb the fracture
energy, ii) release the connection between elements in the fracture zone. Unfortunately,
it is often necessary to conduct lab tests combined with curve fitting in order to define
the potential energy and the peak traction of the nonlinear springs.
The present work extends earlier 2D work1 by applying a full 3D numerical model to
the plate tearing problem. A through thickness discretization of 64 elements, and a
total of approximately 500,000 solid finite elements, are used together with the Gurson-
Tvergaard-Neddleman model for simulation of growth and collapse of micro-voids in the
material. Sub-domains of material between planes perpendicular to the crack growth di-
rection are identified and for each sub-domain the elastic energy, plastic energy, and the
force-displacement curve are extracted. These values allow to directly define the cohesive
zone parameters without the need to apply a fitting technique on the global traction-
separation curve of the crack mouth.
The method is used to subsequently define cohesive zone models of different discretizations
and the performance, and validity, of the procedure is demonstrated and discussed in
relation to results from the literature2.
Keywords: Gurson model, Cohesive Zone, Plate Tearing.
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EVALUATION OF MIXED MODE CRACK GROWTH
CRITERIA
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Summary. A framework for the evaluation of mixed mode crack growth criteria is
proposed. The evaluation is based on numerical simulations of crack growth experiments
from the literature. The aim of the evaluation is to investigate the abilities of different
criteria to capture effects of varying operational conditions, crack face contact and friction.
1 INTRODUCTION
It is natural to assume that the evaluation of mixed mode crack growth criteria in
the literature is strongly related to the way numerical modelling of the fracture problem
is performed. In cases of primarily opening mode of fracture and elastic bulk material
response, (traditional) linear elastic fracture mechanics (LEFM) criteria perform well.
In more convoluted crack situations with complicated specimen geometries, pronounced
inelastic material response and crack closure (they may all be present in e.g. rolling contact
fatigue), more sophisticated criteria need to be employed. These criteria are based on
quantities (crack driving forces) computed by the solution of the relevant fracture problem,
which eventually needs to be accurate. For this purpose, a multitude of techniques exists
in the literature: explicit crack models with high mesh resolution in the near-tip region
and/or special crack tip elements, mesh-less methods (such as eXtended Finite Element
Method1). With the computed crack driving forces at hand, stationary or propagating
crack strategies may be employed; both strategies come with known advantages and
limitations.
In this work, we propose a framework for the evaluation of mixed mode crack growth
criteria through numerical simulations of experiments from the literature. The proposed
framework requires only one FE-mesh to be used for modelling the known crack paths
from the experiments at different instances of the fatigue life. This comprises a major
advantage compared to e.g. propagating crack models, in which the computed fields need
to be mapped to the new mesh upon remeshing.
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2 FRAMEWORK FOR THE EVALUATION OF MIXED MODE CRACK
GROWTH CRITERIA
For validation purposes, finite element simulations of crack growth experiments are
carried out, for the measured crack path. The final crack configuration of each experiment
is embedded in an FE-mesh and tie-constraints are enforced between the nodes along the
crack faces. The crack growth directions predicted by different criteria are compared
to the known crack path from the experiment at selected instances of the fatigue life.
In order to model the crack length at each instance of the fatigue life, the appropriate
tie-constrained nodes are released. This requires the use of only one FE-mesh for the
simulation of all the history of crack extension.
As regards candidate criteria for evaluation, they are distinguished here according to
the bulk material response they are related to. In case of elastic response, widely used
LEFM criteria from the literature are employed. These are maximum tangential stress
(MTS2), maximum shear stress (MSS2) and minimum strain energy density (MSE3)
criteria. All the aforementioned criteria rely on a priori determined stress intensity factors.
3 SIMULATION OF FOUR-POINT BENDING EXPERIMENT
The evaluation of criteria based on the framework described in Section 2 is demon-
strated on an asymmetric four-point bending experiment4, see Fig. 1a. The experimental
setting is described in Table 1. The material used in the experiment is SAE 1045 hot
rolled and normalized steel. The precrack and final crack configurations after execution

















Figure 1: (a) Setting of asymmetric four-point bending experiment4. (b) Precrack and
final crack configurations.
Simulation of the experiment was run for linear elastic material response, with Young’s
modulus and Poisson’s ratio of SAE 1045 steel, E = 202 GPa and ν = 0.29, respectively.
The direction of growth, as predicted by MTS, MSE and MSS criteria at four instances
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Initial Precrack S0 S1 Pmax Pmin Final crack length
KII/KI length ax ay
a0y Cycles to
mm mm mm kN kN mm mm failure
0.262 11.91 21 40 14.3 0.89 7.39 13.48 208,900
Table 1: Test conditions of asymmetric four-point bending experiment4.
of the fatigue life, is compared to the direction of the embedded crack path from the
experiment in Fig. 2. As expected, for moderate ratio KII/KI = 0.262, all but MSS,
LEFM criteria can capture crack growth direction satisfactorily.










































Figure 2: Experimentally observed and predicted crack path directions.
4 CONCLUSIONS AND OUTLOOK
A framework for the evaluation of mixed mode crack growth criteria has been proposed,
based on simulation of crack growth experiments from the literature. The crack paths
from the experiments are compared to predictions from the criteria at different instances
of the fatigue life. Criteria that are not bound to elastic material response can also be
evaluated. More specifically, elastic-plastic fracture mechanics criteria will be evaluated
in future work, such as crack tip displacement5 and criteria based on configurational
forces6,7.
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Abstract. As computational models of the cardiovascular system are applied in modern
personalized medicine, maximizing certainty of model input becomes crucial. Increas-
ing the number of arterial segments in a model result in a more realistic description of
the system, but also introduces more uncertain parameters. We present a framework
that aims at minimizing the number of arteries in distributed one-dimensional models,
preserving key features of flow and pressure waveforms. A previously proposed method
and a new method for lumping 1D segments into equivalent 0D windkessel models is
incorporated in the framework. The framework is tested with different criteria for maxi-
mum deviation with the original 96-artery model. By employing our methods for network
reduction we created approximately 30 000 simpler models (in terms of number of 1D
segments), meant to represent the same physical problem. Our novel framework makes
it possible to find the optimal number of arterial segments required to capture the main
features of pressure and flow waveforms at a given arterial location and up to a pre-
scribed error threshold. We present the optimal arterial networks that produce Aortic,
Carotid, internal Carotid, Brachial and Femoral waveforms for a range of threshold rel-
ative errors. An interactive web illustration of the framework can be found at http:
//ec2-52-26-116-174.us-west-2.compute.amazonaws.com:5006/app96Simple.
In order to perform patient specific simulations we want the simplest model able to cap-
ture the physical problem, but not simpler. With this framework we are one step closer
to finding the most appropriate model for a given clinical application.
Keywords: 1D blood flow, 0D models, model reduction.
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VALIDATION OF AN IN VIVO PARAMETER
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1 INTRODUCTION
The leading cause of death in Europe are cardiovascular diseases (CVD)1. The devel-
opment of CVD is closely related to changes in the mechanical properties of the arterial
tissue. Disease diagnostization could, therefore, benefit from a non-invasive method that
can estimate arterial mechanical parameters in situ (in place). This requires a mean-
ingful mechanical description of the artery and a robust parameter identification (PI)
method. Towards this end, our group has proposed a method2 that utilizes a Holzapfel-
Gasser-Ogden (HGO) material model3 and approximates the artery as a pressurized tube.
Supplied with pressure-radius data, this method is capable of determining parameters de-
scribing the mechanical properties of the tissue4. The method has not been validated for
robustness, however. Inspired by a recent study5, we address this shortcoming by using
in silico generated pressure-radius data. This data is obtained from finite element (FE)
simulations on abdominal aorta (AA) like geometries for pre-defined sets of material pa-
rameters. Since the material models in both the PI method2 and the FE model are
identical, it is possible to directly compare identified and pre-defined parameters to vali-
date the method.
2 GENERATION OF IN SILICO PRESSURE-RADIUS DATA
To generate in silico pressure-radius data, relevant geometrical and HGO material data
are taken from the literature6,7. The geometrical and material data include inner radius
Ri, wall thickness H, a parameter c associated to elastin and parameters k1, k2 and β
associated with the collagen fibers.
The AA is modelled as a cylindrical membrane with a mean radius Rm = Ri + 0.5H,
wall thickness H and length L, see Figure 1. For each FE model symmetry in the geometry
and the loading is utilized and only one quarter of the AA is modelled. The mesh consists
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Figure 1: Finite element mesh of one arterial model.
of 4-node, reduced-integration shell elements, 100 in the circumferential direction and 10
in the axial direction, see Figure 1.
The simulation is divided into two steps. First the AA is prestretched. The magnitude
of the axial prestretch λz is chosen such that the reduced axial force is approximately
constant throughout the pulse cycle, in line with experimental observations8. Afterwards
the artery is pressurized using a pressure range from 9.3 kPa (70 mmHg) for diastole to
16 kPa (120 mmHg) for systole, following Smoljkic´ et al.5.
The FE solver Abaqus (Standard version 6.12-3) and the HGO material model are used
for all simulations. From the FE simulation the inner radius of the artery and the pressure
are extracted to serve as a pressure-radius data set. In total eight in silico pressure-radius
data sets are generated.
3 PARAMETER IDENTIFICATION METHOD
The fundamental idea of the PI method2 is to calculate two sets of stresses and deter-
mine the model parameters by a non-linear least squares (LS) fitting of the stresses. The
first set is an equilibrium stress σLp computed by using the Laplace laws while the second
set is a constitutively determined stress σmod based on the HGO model. Both stresses
are determined by a pressure-radius data set and information about the wall thickness for
one arbitrary pressure. The non-linear LS fitting is implemented in Matlab R2015a (The
MathWorks Inc., Natick, MA, USA) and the six unknown model parameters Ri, λz, c, k1,
k2 and β are determined.
4 RESULTS
All eight generated pressure-radius data sets are used in the PI method to identify
the mechanical properties of the simulated tissue. Since both the FE simulation and the
PI method use the HGO material model it is possible to directly compare the identified
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FEM Ri [mm]


































































































Figure 2: Correlation of identified parameters with the ones used in the FE simulations.
In case of significant correlation (p < 0.05) the linear regression line is presented in solid
red. The dotted black line represents perfect agreement.
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parameters with the ones used for the FE simulation.
Figure 2 shows the correlation for all six parameters, the coefficient of determination
R2 and the associated P -value. As can be seen in the plots the identified values and the
values from the FE simulations are highly correlated for the parameters Ri, c, k1 and k2.
For the parameters λz and β notable differences occur. These differences are explained by
the lack of information about the axial deformation in the in vivo measurable data and
the accompanied estimation of the reduced axial force in the PI method.
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Summary. In the present study, a numerical optimisation of guide vanes in an annular
diffuser, is performed. The optimisation is preformed for the purpose of improving the
following two parameters simultaneously; the first parameter is the uniformity perpen-
dicular to the flow direction, a 1/3 diameter downstream of the expansion. The second
parameter is the pressure loss introduced by these guide vanes. The optimisation yields
an improvement of the uniformity of 1.5% and a 28% reduction in the over all pressure
loss.
1 INTRODUCTION
The flow in an axisymmetric expansion (circular diffusor) is used in many different
engineering applications, such as heat exchangers, catalytic converters and filters. These
applications require a relatively uniform flow just after the expansion. To minimise the
pressure loss in the expansion, an ideal solution would be to use a quite long expansion,
but this is often not possible due to space restrictions. Therefore, a short expansion
combined with e.g. guide vanes is often used potentially leading to an inhomogeneous flow
distribution. The present study will use a Selective Catalytic Reduction (SCR) system for
large marine diesel engines as a test case. The catalyst is designed for a specific flow rate
at the inlet. A non-uniform inflow to the catalyst will severely reduce the efficiency of
the process. The SCR system is placed on the high-pressure side of the turbocharger and
in order to maintain the efficiency of the engine, the pressure losses has to be minimised.
The present study analyses the flow using the commercial computational fluid dynamics
(CFD) software STAR-CCM+1 and the geometry with guide vanes in the inlet pipe2 is
optimised using the adjoint capabilities of the software.
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Figure 1: Left: Geometry of the model4, where the numbers refer to: 1) inlet surface 2) straight pipe
3) expansion 4) guide vanes 5) upstream reactor 6) catalytic element 7) downstream reactor 8) diffuser
9) outlet straight. Right: A cross section of the experimental guide vanes where the connection plates is
highlighted in green.
The uniformity is based on the velocity spatial flow variation in sub parts of the area
weighted with the total area and mean velocity.
2 MODEL
A three-dimensional CFD model is created and shown in figure 1. The geometrical
model corresponds to the experimental model described in the technical report3. An
hemisphere is added to the inlet pipe to represent the laboratory facilities regrading the
inflow. The catalytic element is modelled as a porous element. The physics in the CFD
model consisted of a flow solver where the turbulence is modelled with Reynolds-Average
Naiver-Stokes (RANS) equations with a realizable k − ε turbulent model with two layer
all y+ wall treatment. The no-slip condition is imposed at solid walls and the flow is
imposed by applying a mass flow inlet and pressure outlet. The models are chosen such
that the adjoint method can be applied on the guide vanes.
3 MODEL VALIDATION
The CFD models are validated with experimental results obtained from a downscaled
experimental model3 of the catalytic converter. The Reynolds number is 105 upstream the
expansion. The experiments are performed at laboratory conditions, with lower pressure,
temperature and velocity than the full-scale catalytic converter. The results consist of
different velocity planes obtained with Particle Image Velocimetry (PIV) and velocity
along different lines obtained with Laser Doppler Anemometry (LDA). A measured and
simulated out-of-plane velocity field upstream the catalytic element are shown in figure
2. The tendencies from the numerical results of the flow show high velocities near the
reactor wall, while a triangular shaped backwards flow appears in the center. This is in
good agreement with the experimental results A difference can be seen radially outwards
from the connection plates for the guide vanes. From the simulation, it is seen that vortices
are created at the connection plates. The impact of these vortices could be decreased but
not removed by refining the mesh around the connection plates4.
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Figure 2: Visual comparison of the experimental and numerical results4. Left: experimental, right:
simulated. The white line indicated 0. A cross section of the guide vanes is projected down on the
measuring plane and showed as gray.
Figure 3: The guide vanes4. Left original, right optimised, connection plates are highlighted in green.
4 OPTIMISATION OF guide vanes
The validated numerical model is applied on an updated geometry, where the catalytic
element is moved closer to the expansion. Furthermore is the guide vanes changed to
the orginal design2. This geometrical update is done to achieve a more realistic down-
scale model of the SCR-system. The calculation time is reduced by removing the inlet
hemisphere. The connection plates are highlighted in green and shown in figure 1 and 3.
The connection plates are not optimised an remain unchanged. The experimental guide
vanes is thicker and larger than the two, shown in figure 3. The adjoint method is used to
see tendencies for the optimisation and then manually applied the changes to the design,
in order obtain a geometry that can be produced without excessive costs. The result in
figure 3 indicates that the pressure loss and uniformity are improved by changing the
cross sectional area and smoothing out the sharp bends. A velocity field for both cases
are showed in figure 4. This indicate a small change in the uniformity, but as stated a
pressure drop is observe. The reduction in pressure loss is 28%.
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Figure 4: Colours indicate axial velocity field before the catalyc element. Left: the original guide vanes
with a pressure drop of 316 Pa. Right the optimised guide vanes with a pressure loss of 226 Pa4.
5 CONCLUSION
The present study shows that it is possible to achieve a uniform velocity distribution
of γ > 0.95, just 1/3 large diameter downstream of the sudden expansion. It shows also
that the initial design of guide vanes could be improved, such as the pressure loss reduces
by 28% for the entire system.
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The objective of this work is to present a projection method to obtain high-resolution manufacturable 
structures from efficient and coarse-scale, homogenization-based topology optimization results1. The 
focus of this work is on compliance minimization of linear-elasticity problems, for which it is known 
that the optimal solution is in the space of layered materials, the so-called rank-n laminates2. Here 
rank-2 laminates are optimal for plane problems subject to a single load case, and rank-3 laminates are 
optimal for plane problems subject to multiple load cases. 
In a very appealing approach Pantz and Trabelsi introduced a method to project the microstructures 
from homogenization-based topology optimization to obtain a solid-void design with finite length-
scale3. The local structure is oriented along the directions of lamination such that a well-connected 
design is achieved. This work shall be seen as a simplification and improvement of the approach 
introduced by Pantz and Trabelsi3. We simplify the projection approach and introduce procedures for 
controlling the size and shape of the projected design, such that high-resolution (e.g. 1 million 
elements in 2D), near-optimal and manufacturable lattice designs can be achieved within a few 
minutes in a single processor Matlab code on a standard PC.  
Furthermore, a novel method is presented to obtain a near-optimal frame structure4. In an extension of 
the previous approach, we can obtain a frame structures based on a homogenization-based topology 
optimization model that is equivalent to Michell’s problem of least-weight trusses. We introduce a 
simple frame optimization approach to optimize the extracted structures in a few minutes, such that the 
final designs perform close to analytical optima. 
Keywords: Topology Optimization, Homogenization, Compliance Minimization, Michell 
Theory.  
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Summary. This article addresses a crack identification problem in vibrating nano-beams. 
The nonlocal elasticity theory of Euler-Bernoulli nano-beams was applied. The cracks were 
modeled as massless rotational springs connected to the adjacent segments of the nano-beam. 
The machine learning methods were applied to predict the crack positions or crack flexibility 
constants. The integrity and computational efficiency of the methods have been demonstrated 
through a couple of case studies.  
1 INTRODUCTION 
The study of simplified models as nano-beams has received an increasing attention in 
recent decades. Nonlocal elasticity has been proposed by Eringen1 and has been widely 
applied in the vibration problems of nano-beams. Reddy2 has developed analytical solutions 
for bending, vibration and buckling for various beam theories like Euler-Bernoulli, 
Timoshenko, Reddy and Levinson.  
In the present paper, a nonlocal elasticity type approach has been developed for the 
investigation of nano-beams with cracks. The cracks have been modeled as rotational springs 
located at the crack section.  
There are many studies on the identification of cracks in beams using analytical, numerical 
or experimental methods. The methods based on changes in natural frequencies or mode 
shapes have several advantage such as simplicity and quick applicability in practical 
engineering3,4. In the present paper the first natural frequencies and mode shapes have been 
used in predicting the crack parameters in vibrating nano-beams. The characteristic 
parameters of nano-beams with cracks have been predicted using machine learning methods5.  
2 GOVERNING EQUATIONS 
2.1 Free vibrations of intact nano-beam 
The constitutive equation of non-local elasticity can be written as follows 
c
ijijL σσµ =∇− )1(
222  , (1) 
where ijσ is the stress tensor of non-local elasticity, 
c
ijσ  is the classical stress tensor and the 
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operator 2∇  is the Laplace operator and Lae /)( 0=µ . The parameter 0e is a physical constant, 
a stands for the characteristic internal length and L is the beam length. In the generalized 
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where M  is the bending moment of non-local elasticity and cM is the classical bending 
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where E is the Young’s modulus and I stands for the moment of inertia of the beam cross-
section. The quantity W denotes the transverse deflection. The equilibrium conditions for a 
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In (4) and (5), ANQ ρ,,  are the resultant shear force, the external axial force and the mass per 
unit, respectively. Assuming that N and EI are constants, substituting (4) into (5) and taking 
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For the free vibration, the transverse displacement is assumed to take the form: 
)cos()(),( txwtxW w= ,     (8) 















.    (9) 
The solution of (9) can be presented as 
xCxCxshCxchCw ccrr ββββ sincos 4321 +++= ,   (10) 
where rβ and cβ can be found from the corresponding characteristic equation of (9). In (10),  
41 CC −  stand for the arbitrary constants and are determined from the boundary conditions.  
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2.2 Free vibrations of cracked nano-beam 
It is assumed that a crack is located at 1xx = . The open crack is represented as a rotational 
spring connecting two segments at the cracked section. The equation (9) should be solved 
separately in regions [ ]1,0 xx∈  and [ ]Lxx ,1∈ . The solutions 1w and 2w contain eight unknown 
constants which must be determined from boundary conditions and the compatibility 
conditions at the cracked section. The compatibility conditions can be presented as6, 7: 

















      (11) 
where   K stands for the flexibility of the rotational spring, ii QM , are the bending moments 
and shear force in the corresponding region.        
     
3 PREDICTION OF PARAMETERS 
The parameter determination includes the following steps: determination of neural 
networks (NN) or random forests (RF) structure, selection of the parameters, collection and 
normalization of the training examples. In the following examples, a three-layered feed-
forward back propagation NN has been trained using Bayesian regularization and elliot 
sigmoid activation function. The random forest has had 64 trees with two examples at each 
terminal node and six predictors at each node. The input of the models was composed using 
the Haar transform of normalized mode shapes8, 9. Eighty five percent of the data were 
applied to train the models and fifteen percent of data were used to test the models.  
In the first example, the location of the crack in the clamped nano-beam was predicted. In 
Table 1, average mean square errors of 50 runs are shown.  
 
 ANN (16:4:1) RF 
MSE (training) 0.9508 0.9671 
MSE (test) 0.9390 0.9209 
Table 1: Prediction of the crack location in a clamped nano-beam (µ=0.6; K/L=0.35). 
In the second example, the flexibility of a rotational spring representing a crack was 
predicted. The crack was located in the middle of the clamped nano-beam. In Table 2, average 
mean square errors of 50 runs are shown.  
 
 ANN (16:4:1) RF 
MSE (training) 0.9863 0.9786 
MSE (test) 0.9898 0.9468 
Table 2: Prediction of the spring flexibility representing a crack at x1/L=0.5 and µ=0.6. 
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4 CONCLUSION 
The major aim of this study was to show that Haar wavelet transform and machine learning 
methods (neural networks and random forest) can be successfully applied to the crack 
parameter identification in nano-beams with different boundry conditions. The hypotheses 
was evaluated on the test set (not shown to the models in advance) calculating the mean 
square error between the output and target values.  
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Summary. This paper concerns the implementation of Isogeometric Analysis (IGA)
for analysis of free-form shells using Kirchhoff-Love theory. The objective is the study
of accuracy and convergence rate obtained with IGA compared to classic FEA on a
per-degree-of-freedom basis. Findings suggest that the IGA model is more accurate for
the considered problems, due to an accurate geometric description. By utilization of
high continuity over element boundaries, IGA also exhibits superior rates of convergence
compared to classic FEA. These advantages are discussed in relation to the application
of the implemented model to analyse a real shell structure.
1 INTRODUCTION
Reports from several industries state that 80% or more of analysis time is spent on
converting Computer Aided Design (CAD) data to analysis suitable models. The high per-
centage is due to continuously increasing geometrical complexity. A technique that stands
out in its ability to integrate analysis with CAD is Isogeometric Analysis (IGA). The tech-
nique omits change of geometry between models as it shares the Non-Uniform Rational
B-Splines (NURBS) basis, i.e. the mathematical representations of geometries that are
standard in CAD software1. Using a NURBS basis instead of the traditional Lagrange
polynomial basis to describe the geometry also allows for utilization of high regularity
over element boundaries. This property simplifies the implementation of Kirchhoff-Love
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shell theory2. It is of interest to investigate whether these properties make IGA more
advantageous for shell analysis compared to classic FEA.
2 THIN SHELLS
2.1 Analysis model and problem description
The IGA model is set up in Matlab R© and developed based on the work by Hughes et
al.1. It is built from scratch with some routines from the IGA analysis toolbox by Alic3.
It is also inspired by the open source IGA library ”igafem” by Nguyen et al.4. With
Kirchhoff-Love shell theory as basis, the model serves to study accuracy and convergence
rate for shell analysis. In the model, advantage is taken of the increased continuity over
element boundaries that is enabled by IGA. The commercial FEA software programs used
for comparison include COMSOL Multiphysics R© and Abaqus
TM
. The model is initially
used to analyse the “Pinched hemisphere”, a classic benchmark problem described by
Belytschko et al.5
2.2 Results
A convergence analysis is carried out with uniform enrichment of the discretization
grid. The error in strain energy vs. number of degrees of freedom is studied. The finite
element analysis software COMSOL Multiphysics R© is used for the comparison.
Figure 1: A quarter of the ”pinched hemisphere” benchmark problem is modelled, here with the local
directions illustrated on the surface (left). The approximation error is shown for FEA (squares) and
IGA (circles) vs. number of degrees of freedom (ndof) for mesh refinement using different element orders
(right).
Two FE solutions are computed, one with the program’s free triangular mesh and one
with its’ free quadrilateral mesh. The IGA solutions are computed for degrees ranging
from p = q = 2 to p = q = 7. The degree is one of the four parts that defines a NURBS
curve. A NURBS surface can have different degrees along the NURBS curves that defines
82
P. Safari Hesari, S. Almstedt, F. Larsson, M. Ander, V. Alic and R. Bartek
it. The degree is always an integer and a positive number, for example, NURBS polylines
typically have degree 1 and a NURBS circle degree 2. The degree can be raised without
altering the geometry.
The results which are presented in Fig. 1 show similar accuracy for both IGA and
FEA. The locking problems in the isogeometric model with p = q = 2 are seen (yellow
line). The finite element solution with the free quadrilateral mesh performs well, however,
the convergence is not quite as smooth as with the IGA shell model. The most accurate
analysis setup with the highest convergence rate is given by IGA with p = q = 7. In
general it can be seen that the IGA solutions with p, q > 3 show faster convergence rates
than what is given by the finite element analyses.
3 CASE STUDY
3.1 The Crest analysis model
The purpose of the case study is to explore what it is like to work with IGA in a
real project scenario. The shell chosen for analysis is a thin aluminium shell designed by
BuroHappold Engineering and Zaha Hadid Architects and installed at the V&A museum
in London the summer of 2014. The structure was freestanding and depended only on
self-weight and friction to counteract critical loads. The geometry input is defined by a
single patch NURBS surface delivered as a Rhinoceros R© model. This reflects one of the
most common processes in the industry where a design is delivered in a NURBS based
environment. The isogeometric analysis process then starts with the NURBS data being
structured and exported using the Grasshopper R© component that was written for this
project. The remaining data required to complete the model can be found in the thesis
report by Safari Hesari and Almstedt6. The FEA results for comparison are obtained with
the software Abaqus
TM
. The input is the NURBS surface exported from Rhinoceros R© in
SAT-format.
3.2 Results
Figure 2: Comparison of deformation of the ”Crest” shell analysed by IGA (left) and FEA (right).
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The analysis output consists of deformations and in-plane membrane and bending
stresses. In Fig. 2, the out-of-plane displacement results are shown. Abaqus
TM
and the
implemented IGA model use different colour maps, but it can still be seen that the IGA
solution corresponds well with the FE results in terms of displacement values and patterns
on the surface. The FEA model requires approximately 450 000 degrees of freedom to
reach about the same results that are obtained with 14 000 degrees of freedom in the IGA
shell model.
4 DISCUSSION
It is well-known in the industry, and also noted during the case study, that geometry
transfer and meshing for FEA compatibility is tedious. Since it is necessary to return to
the CAD interface to generate a finer mesh one ends up with a time-consuming iterative
procedure. However, in IGA, meshes reflecting the exact geometry are automatically
generated. The geometry and the mesh are inherently connected by sharing the same
underlying description. In industry reports it is stated that about 20% of analysis time
consists of meshing1, and potential for time-savings can thus be seen here.
In conclusion, there are strong upsides to working with IGA such as potential for more
accurate results for fewer degrees of freedom and time-savings in the design process. How-
ever, it is also noted that developments, for example in terms of computational efficiency,
are necessary before IGA can be a practical tool for engineers.
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Summary. Optimization process may consider thousands of thickness transition areas in
a single blade design. These areas may act as crack initiators that cause delamination and
further catastrophic failure of an entire blade. The haphazardness of fatigue process makes
each fatigue failure incident a unique case to be verified experimentally. A numerical
approach is developed in this study to predict the occurrence of fatigue failure and reduce
the number of required experiments.
1 INTRODUCTION
Thickness transitions in composite materials are also known as “ply-drops”. They are
commonly known to be structural weak points and failure often initiates and propagates
from these locations. Ply-drops are unavoidable in the manufacturing of large wind turbine
blades and therefore it is a necessity to have reliable models that can predict the event of
material failure in their vicinity. Numerical studies utilizing a finite element scheme of a
ply-drop under even simple fatigue loading show that each element in the ply-drop region
may experience highly different fatigue stress ratios. Accurate predictions of the fatigue
stress ratios are important if reliable fatigue failure have to be estimated. Adopting the
progressive fatigue failure method proposed by Shokrieh et al.1 and utilizing it on more
complex stress states as in a ply-drop is the scope of this paper.
It is expected that the out-of-plane shear behavior of the material have a significant role
in the failure initiation within a ply-drop region. Chang et al.2 found that shear non-
linearities are responsible for nonlinearly elastic behaviour of the ply-drop models. These
nonlinearities are accounted for by following the approach taken by He et al.3.
This study compares the numerical based predictions of both static and fatigue failure with
experimentally obtained results for a ply-drop definition under similar loading conditions.
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2 METHODS
The process of fatigue failure is defined as monotonic degradation of material properties
depending on 9 different fatigue failure criteria. Each criterion formulates one of the
fatigue failure modes by considering the effect of residual strength and stiffness, remaining
life of the material, and shear nonlinearities that contribute to the process of failure.
Numerical solutions to a chosen ply-drop configuration loaded in fatigue is developed
using user subroutines in ABAQUS finite element package4. The subroutine reduces the
material properties, updates stiffness matrices, and redistribute stresses in all integration
points, as the fatigue proceeds. Failure happens in one or some of the criteria, when
residual material properties under fatigue loading reduce to a level that is lower than
the applied stress. The material properties, corresponding to the failed mode, are then
set to zero to account for the failure. Subsequently, other failure criteria which may be
influenced by the failing element are disturbed in the following increment. The process
continues until catastrophic failure of the material is reached and all material strength
and stiffness values get removed from simulation. Figure (1) shows the effect of high and
low stress levels on final fatigue life of the composite.
Figure 1: Strength degradation under different stress levels versus fatigue life by number of cycles.
The residual material properties are formulated based on the remaining fatigue life
of the material. Even in a simple case of ply-drop under constant fatigue loading, each
element may experience different fatigue ratios and stress levels. Consequently, the re-
maining life of each point with its specific stress state may be different than others. This
mandates the availability of fatigue failure results for different fatigue ratios of all stress
components, which is almost impossible. A method of normalizing the results of constant
life diagram and predicting the final fatigue life for other mean and amplitude stress com-
binations by Gathercole at al.5 is employed and shown in figure (2). By knowing the
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mean and amplitude stresses at each material point, the remaining fatigue life can be
calculated and used in calculating the residual material properties.
Figure 2: Normalized life prediction of material under different fatigue ratios.
3 RESULTS
A ply-drop specimen with normalized layup of [8-2-6], tapered normal to the longitudi-
nal direction is simulated under loading with fatigue ratio of 0.1. Experiments show that
the failure initiates at the tip of the resin pocket in all stress levels. However, evolution
of damage depend on fatigue stress levels. Final failure and separation of the specimens
under mean stress levels lower than 0.21 times the ultimate strength, happen near thick
side of the resin pocket and develop through its faces, while under higher mean stress lev-
els, specimens break in the vicinity of fixture area away from the ply-drop. The numerical
model results fairly represent the test data in predicting the initiation and evolution of the
fatigue damage. The simulated S-N curve results are compared with experimental data,
as shown on figure (3). The predicted fatigue life is in a good agreement with experiment
for high stress levels, but the accuracy reduces for lower stress levels, until the simulated
fatigue life results are about 15% lower than the experiment for mean stresses equal to
0.18 times the ultimate strength value.
4 CONCLUSIONS
The numerical method shows a good capability of following the actual wo˝hler curve
and predicting the damage mechanism. However, the accuracy level reduces in predicting
the fatigue life of the test specimen under low stress levels.
1. The main reason for this drawback may be the fewer experimental data from residual
material properties and final failure results for high cycle fatigue tests,
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Figure 3: Comparison of the actual and numerical test over ply-drop specimen under 0.1 fatigue ratio.
2. Reducing the number of cycle jump can also provide a better resolution in result of
such problems.
However, to the authors’ knowledge, the other methods that use fracture mechanics ap-
proach by measuring the damage based on energy release rate, calculations result in
similar levels of accuracy. They then improve their results by performing reliability anal-
yses and/or calibrating the results with experimental data. However, this study aimed
to assess the level of uncertainty for the current approach and uses untouched results for
comparison. Unlike other approaches that use cohesive elements and need to be analyzed
with explicit solvers, the current method is highly stable with implicit formulations until
final failure stage. The reason is that the mesh dependency is only to the level of calcu-
lating acceptable stresses and the technique determines damage state by failure criteria
within the subroutine.
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Abstract. A comparative overview of methods for topology optimization of acoustic-
mechanical coupling problems is provided. The goal is to pave the road for developing 
efficient optimization schemes for the design of complex acoustic devices such as hearing 
aids. 
Topology optimization methods have gained tremendous popularity in the last decades and 
are now used routinely e.g. in aviation and automotive industries. Applications have spread 
from pure mechanics to various physics such as heat transfer, fluid mechanics, optics and 
acoustics. However, a major challenge exists when considering problems that involve 
coupling of physics through boundaries including acoustic-mechanical coupling where 
structural vibrations and acoustic pressure interact at the boundary. Analysis methods that 
require boundary tracking is difficult to combine with a traditional density-based 
parametrization (pixel- or voxel-based design description) and a varying topology. This calls 
for alternative analysis and/or design parametrization schemes to be developed. 
A mixed finite element approach was proposed earlier1, in which the pressure was introduced 
as an auxiliary variable. This allowed the element physics to be interpolated between 
acoustics and structural vibrations with use of standard design parametrization. Another 
approach was proposed using a level-set design parametrization2. Here, a level-set function 
explicitly separates the physical domains and facilitates the boundary coupling formulation. 
In this work we compare variants of two mentioned formulations as well as a newly proposed 
scheme3 based on acoustic and mechanical computations on fictitious domains and globally 
assembled coupling without explicit boundary tracking. 
Keywords: Topology Optimization, Acoustic-Structure Interaction. 
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Abstract. Due to the high number of fatigue load cycles during the life of a wind turbine 
blade, fatigue is one of the main design concerns. However, it is still not possible to 
realistically predict the fatigue life of the non-crimp fabric based fibre composites commonly 
used for the main load carrying parts of wind turbine blades. Existing modelling attempts 
generally consider the fibre bundle structure as a perfect pattern, however recent experimental 
X-ray CT studies [1,2] have shown that the local variations in the fibre bundle structure have 
a large influence on the observed fatigue damage initiation and progression in the material. In 
the current study, the real bundle structure inside a non-crimp fabric based fibre composite is 
extracted from 3D X-ray CT images and imported into ABAQUS for numerical modelling. 
The local stress concentrations when loaded in tension caused by the fibre bundle structure 
are examined and compared to experimental observations of the fatigue damage. In the 
current study the bundle structure is manually segmented, however the possibility of 
automatic segmentation in the future is also discussed. The study shows the potential of X-ray 
CT based modelling for increased understanding of the fatigue damage mechanisms, but also 
sets the stage for modelling across scales including the variations caused by manufacturing 
process. 
Keywords: Non-crimp fabric based composite, X-ray CT based modelling, Finite element 
modelling, Fatigue damage. 
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A NOVEL APPROACH FOR SIMULATING PRESSURE TUBE 
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Summary. This talk presents a novel method to efficiently simulate a new crash detection 
system for pedestrian impact. 
1 INTRODUCTION 
Automotive crash simulation is paramount to the safety of today’s cars. With increasing 
computational resources, cars are becoming safer every year, and today less than half of the 
road fatalities are car occupants1. However, as cars are becoming safer for occupants, 
pedestrian fatalities are an increasing share of all road fatalities. Pedestrian safety is thus a future 
key area in automotive safety, presenting new challenges for automotive crash simulation. 
This talk presents a novel method to efficiently simulate a new crash detection system for 
pedestrian impact, see Figure 1. In this system, a thin air-filled tube is embedded in the front 
bumper and fitted with pressure sensors at the ends. On impact, the tube is compressed and a 
pressure wave travels to the sensors, enabling localization and extent of the impact. In recent 
years, such systems have gained popularity in the automotive industry, posing a challenging 
task in efficient and accurate simulations. 
The method presented here is implemented as a standard keyword in the finite element 
software LS-DYNA2. The tube is simulated with beam elements, and pressure propagation is 
governed by a 1D model based on the compressible Euler equations, resulting in a very efficient 
method compared to 3D CFD or particle methods. The talk aims to give an overview of the 
theory, as well as to show comparisons with experiments and existing methods in LS-DYNA. 
Figure 1: Schematics of bumper cross section with embedded tube 
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2 THE TUBE MODEL 
Pressure propagation is governed by a 1D acoustic approximation of the compressible 
Euler equations, resulting in a very efficient method compared to 3D CFD or particle 
methods. We assume that the tube cross section is circular but with varying area, 𝐴 = 𝐴(𝑥, 𝑡), 
in time and along the tube length. The quasi-1D Euler equations3 for a compressible inviscid 
fluid (in thermal equilibrium) are then given by 
(𝐴𝜌)𝑡 + (𝐴𝜌𝑢)𝑥 = 0, 
(1) 
(𝐴𝜌𝑢)𝑡 + (𝐴𝜌𝑢
2 + 𝐴𝑝)𝑥 = 𝑝𝐴𝑥 ,  
(𝐴𝐸)𝑡 + (𝐴𝑢(𝐸 + 𝑝))𝑥 = 0.  
where the independent variables are: fluid density 𝜌, velocity 𝑢, energy per unit volume 𝐸, and 








𝑢2,  (3) 
where 𝛾 = 𝑐𝑝/𝑐𝑣 is the adiabatic index, 𝑐𝑝is the specific heat at constant pressure, and 𝑐𝑣 is the 
specific heat at constant volume.  
After a series of simplifications, where we first assume a smooth flow (e.g. acoustic waves) 
where the entropy is constant along a particle path, and then a constant temperature, we arrive 
at the isothermal (and isentropic) Euler equations 
(𝐴𝜌)𝑡 + (𝐴𝜌𝑢)𝑥 = 0, (4) 
(𝐴𝜌𝑢)𝑡 + (𝐴𝜌𝑢
2 + 𝐴𝑐2𝜌)𝑥 = 𝑝𝐴𝑥.  
The pressure is here proportional to the density through 
𝑝 = 𝑐2𝜌, 
and the sound speed, 𝑐, is constant. 
Finally, a linearization around (𝜌0, 𝑝0, 𝑢0 = 0) gives the acoustic approximation  
(𝐴𝜌)𝑡 + 𝜌0(𝐴𝑢)𝑥 = 0, (5) 
𝜌0(𝐴𝑢)𝑡 + 𝑐














𝑝𝑥 = 0.  





The above tube model is implemented as a new keyword (*DEFINE_PRESSURE_TUBE) in 
LS-DYNA, where the tube is modeled by beam elements. At initilization, the beam elements 
give the initial tube dimensions as input to the pressure solver. The pressure and velocity is 
then updated on each beam node using a standard continuous Galerkin method, and the cross 
section area is given by contact penetration from surrounding structures. Apart from contact 
penetration, the pressure solver is fully independent of the beam element deformation. 
3 VALIDATION 
As test example, a mass is dropped onto a 1.7 m long silicone tube with inner diameter 4 
mm and outer diameter 8 mm (Figure 2, left). Three methods were tested; the Corpuscular 
Particle Method (Figure 3), the pressure tube embedded in a shell tube, and the pressure tube 
by itself (Figure 2, right). Experimental data were provided by Volvo Car Corporation. 
 
 
Figure 2: Test setup with beam elements 
 
Figure 3: CPM setup where a shell tube filled with particles. 
Approximate run times for the different methods were 170 hours for CPM, 4 hours for the 
embedded pressure tube, and 10 minutes for the pressure tube by itself. The results gave 
reasonable pressures compared to experimental data, see Figure 4. CPM is the most expensive 
method due to the number of particles required, two million in this case, but is in some sense 
the most physically accurate. On the other hand, the pressure tube by itself relies solely on 
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contact stiffness to model the radial stiffness, with may negatively influence tube 
compression. Note that in all three examples no damping was used to model pressure loss, 
and contact stiffness was adjusted to give roughly the same tube compression at impact. The 
tube compression for the experimental setup was unknown. 
 
Figure 4: Pressure at tube end 
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Summary. Glass fracture statistics are analyzed using a numerical modelling tool based
on the weakest-link principle and Griffith flaws with stochastic crack size, crack plane
orientation and location on the surface. The effect of adopting various fracture criteria is
investigated as well as the effect of varying the distribution of the crack plane angles and
comparisons are made based on simulations of a double ring bending test.
1 INTRODUCTION
Glass as a building material is gaining in popularity and load-bearing units are being
installed into structures at an increasing rate. Strength predictions are in practice based
either on some standard distribution or on tables and diagrams obtained using a modelling
tool such as the Glass Failure Prediction Model1. However, there is disagreement among
researchers as to which prediction model is the correct one to use2,3. There is a need for
further development of a strength prediction model.
2 BACKGROUND
Most often, the strength is explained assuming the existence of Griffith flaws while
adopting the weakest-link principle. According to the weakest-link principle the strength
of a chain is governed by its weakest link4. Griffith5 modelled crack growth as a reversible
thermodynamical process. Griffith flaws in glass are usually represented as plane edge
cracks. Consider a crack subjected to a biaxial stress field with the crack plane inclined at
some angle in the coordinate system of the principal stresses. It is usually assumed that
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only mode I displacement plays into the onset of fracture in glass2. Fracture is governed
by the following criterion
KI ≤ KIc (1)
where KI denotes the mode I Stress Intensity Factor (SIF) and KIc denotes the fracture
toughness6. It is sometimes assumed that all crack planes are oriented in the worst possible
way, i.e. perpendicular to the Maximum Principal Tensile Stress (MPTS)2. However, this
assumption may be overly conservative. It has also been hypothesized that the strength
is decreased when glass has to withstand shear stress7. Current design methods do not
account for the potential effect on the strength due to the presence of shear stress. A
mixed mode fracture criterion based on the maximum non-coplanar energy release rate8









II ≤ KIc (2)
where the left-hand side of inequality (2) is a mode I-equivalent SIF9.
3 NUMERICAL MODELLING TOOL
Using a new numerical method, the strength and fracture locations of glass plates
subjected to bending are simulated and the results are analyzed and compared with
experimental data. The method which is similar to the Monte Carlo simulations carried
out by Yankelevsky10 is based on the assumption of the existence of Griffith flaws as
well as the adoption of the weakest-link principle. The method is also dependent on a
representation of the surface flaws condition in glass. Using this numerical method it is
possible to estimate the effect on the strength while adopting various fracture criteria
including mixed mode criteria and while making different assumptions about the crack
plane angles in the coordinate system of the principal stresses.
4 RESULTS
Small glass plates subjected to double ring bending were analyzed using the numer-
ical method. The mode I fracture criterion produced only a minor difference in the
strength data sample compared with the mixed mode criterion when it was assumed that
the stochastic crack plane angles are distributed uniformly between [0, pi). In this case,
however, the proportion of failures originating from outside the loading ring increased
significantly when taking mode II shearing displacement into consideration. On the other
hand, when it was assumed that the crack planes are always oriented in the worst pos-
sible way, i.e. perpendicular to the MPTS, then the mode I fracture criterion yielded a
significantly lower mean strength value. It also produced the largest proportion of failures
originating from outside the loading ring. The results are illustrated in Fig. 1.
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Figure 1: Left: Uniformly distributed crack plane angles vs crack planes oriented perpendicular to the
MPTS with mode I fracture criterion. Right: Uniformly distributed crack plane angles with mode I
fracture criterion vs mixed mode fracture criterion. Semi-transparent (red) bars indicate the uniformly
distributed crack plane angle mode I data. Overlapping histograms are dark red.
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Abstract. A continuum approach is proposed for modelling multiaxial high-cycle fatigue
of solids which exhibit orthotropic fatigue properties. The model is an extension of the
original isotropic model proposed by Ottosen et al.1, which is based on the concept of a
moving endurance surface in the stress space and an evolving damage variable. Movement
of the endurance surface is modelled with a deviatoric stress tensor which defines the center
of the endurance surface in a similar way than the back-stress tensor in plasticity, thus
memorizing the load history. Damage evolution is activated whenever the stress state
is outside the endurance domain defined by the endurance surface, and the time rate of
the endurance surface is positive. In this model uniaxial and multiaxial stress states are
treated in a unified manner for arbitrary loading histories, thus avoiding cycle-counting
techniques.
The proposed model is formulated using the integrity basis for orthotropic symmetry
group. Also reduction to the transversely isotropic case is given and the derived model is
compared to the previously proposed transversely isotropic model2.
Keywords: High Cycle Fatigue, Anisotropy, Endurance Surface, Evolution Equations,
Fatigue Damage.
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Abstract. A Self-deployable Deorbiting Space Structure (SDSS) is used for drag augmented 
space debris removal. A highly flexible frame allows for a folding of the structure by 
bifurcation. This research models the structural loads during the deployment and unfolding of 
the drag sail in Low Earth Orbit (LEO). The Spacecraft travels with 7.8 km/s at deployment. 
As the drag sail unfolds instantaneously the structure must withstand the loads from the 
unfolding and the drag. Thermal loads are included in the FEA as the temperature varies from 
-80°C to +80°C during deorbit. The results are used to verify the structural integrity, 
reliability and prepare for approval tests prior to launch. 
Keywords: Foldable structures, Spacecraft, CubeSat, Dynamic loads, Thermal loads, 
Applications, Computational Methods, PEEK, Austenitic stainless steel, Aluminum. 
1 INTRODUCTION 
This paper outlines the mission analysis undertaken in support of the TeSeR (Technology for 
Self-Removal) project. The TeSeR project is a European Commission funded project (Grant 
Agreement 687295 – H2020) to provide a standardized PMD (post mission disposal) module 
for spacecraft. Removal of space debris is becoming a critical issue for continued activities in 
space as stated by UN mitigation guidelines of Active Debris removal1,5. The so-called 
Kessler effect or syndrome predicts an exponential increase of human made space debris. 
Thus space debris mitigation will be an important aspect of future spacecraft development. 
However, the cost factor is of outmost importance for operators of commercial satellites for 
communication, surveillance, meteorological monitoring, GPS etc. The technology assessed 
to be the most feasible, for LEO up to 700km, uses drag membranes or drag sails5, i.e. also 
called drag augmented debris removal. A design using a highly flexible frame to deploy the 
drag sail is devised, i.e. a Self-deployable Deorbiting Space Structure (SDSS)2. This design, 
using self-deployable structures for debris removal, is unique and requires multidisciplinary 
research areas such as non-linear structural analysis, electronic systems, mechanical 
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engineering, material technology, spacecraft dynamics and satellite mission analysis etc. For 
example a satellite experiences a wide spectrum of loads occurring during transport, launch, 
deployment, orbit or mission lifetime and re-entry7. For the SDSS principle the de-orbiting is 
initiated by unfolding a drag sail, i.e. the unfolding sequence is seen in figure 13,4. 
a)  b)  c)  
d)  e)  f)  
Figure 1: a) - f) folding of the drag sail 3 times. The highly non-linear folding is achieved by activating 
bifurcations in the flexible frame3,4. The flexible frame has a rectangular cross-section. 
In the present work structural loads from temperature and the drag pressure is considered in 
the SDSS deployment phase. 
 
2 THERMAL LOADS 
A SDSS module is required to be mounted on CubeSat satellites orbiting in LEO up to 700 
km. In these orbits the satellites travels with speeds of about 7.8 km/s. The heat on the 
exterior surfaces of the spacecraft primarily arises from direct solar radiation. In most cases a 
CubeSat is orbiting in an angle relatively to the sun, i.e. the solar flux affect maximum 3 faces 
on the CubeSat the remaining faces being in the shadow absorbing the earths albedo. The 
worst case scenario is when one side of the CubeSat faces directly the sun. The steady-state 
analyses conducted are divided into a hot (facing the sun) and cold (during eclipse) load-case, 
i.e. a temperature ranging from [-80; +80] °C6. The generated heat for different subsystems is 
disregarded in the SDSS deployment phase as deorbit is initiated, i.e. the spacecraft should be 
passivated. At a 700 km mission altitude a CubeSat orbit about 65 minutes in the sun, and 
about 35 minutes in the eclipse region for each orbital period. 
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3 THE SDSS CONFIGURATIONS 
Two design configurations are evaluated, i.e. an In-line and a Side-mounted. In figure 2 two 
SDSS modules are mounted In-line in a CubeSat frame with a sliding release tray2. As the In-
line SDSS configuration rely on a mechanical guided system and hinged apertures even small 
distortions can affect the functionality of the deployment mechanism. The main components 
are designed in Al-6060-T6, PEEK and austenitic stainless steel. 
    
Figure 2: Left – Two SDSS modules placed In-line in the AL-6060-T6 frame. Right – The SDSS model used for 
thermal analysis. 
In order to withstand loads during launch the SDSS module is mounted using pre-tensioned 
bolts in the Al frame. A thermal FEA is conducted to inspect the resulting distortion of the 
SDSS module as seen figure 2 (right). The maximum deformations found in mechanical guide 
are up to 0.3 mm. Although, this load-case is a maximum steady-state thermal load-case this 
highlight some concerns with the In-line approach. Due to these concerns the Side-mounted 
SDSS configuration as shown in figure 3 has been preferred in the H2020 TeSeR project5. 
This concept offers increased scalability for larger spacecrafts. 
 
Figure 3: A Side-mounted SDSS module with a deployed sail. The drag sail is stowed in the compartment during 
mission lifetime and at deployment a protecting cover is removed to allow the release spring to push out the drag 
sail a initiate the automatic unfolding3,4. 
In the Side-mounted configuration the SDSS modules mechanical functionality is less 
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sensitive to thermal distortions, i.e. the drag sail is hinged. However, when the SDSS deploys 
in this configuration, the rotation caused by the torsional release spring in the hinge causes a 
dynamic response in the clamp and hinge bearing. As the clamp and structure holding the 
drag sail is designed in PEEK this load-case is inspected. The drag pressure is 0.1 Pa and the 
drag sail area obtained for one SDSS module adapted for CubeSats is 0.27 m2. From a FEA 
analysis with 5523477 dof’s a maximum stress level of 15 MPa (using a dynamic 
amplification factor of 10) is found for the clamp, designed in PEEK, holding the drag sail. 
 
4 CONCLUSION 
Two SDSS configurations have been investigated for two basic load-cases, i.e. thermal and 
drag forces. Either of the load-cases result in critical stress levels, however a basis for 
establishing continued analysis have been achieved. Having modelled the folding process the 
next step is to include the thermal loads and drag forces in a transient dynamic simulation 
however damping may be an issue due to highly non-linear deformations. 
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Summary. The draping of woven prepreg fabric onto a double curved mold is currently
done manually but a robot system under development will enable to automate the process.
This automation relies on modeling of the fabric during manipulation such that satisfac-
tory layups can be achieved. The present study presents a Virtual Draping Environment
(VDE) that can aid in the generation of robot sequences as well as simulate the process
off-line as a verification. Amongst other things, the VDE consists of a nonlinear transient
Finite Element (FE) model based upon experimental data obtained at different strain
rates. The numerical results illustrate that the model can predict the final configuration
with the fabric on the mold, but that the robot sequences should be chosen carefully in
order to avoid defects such as wrinkles.
1 INTRODUCTION
Woven carbon fiber plies which are pre-impregnated with resin, so-called prepregs,
find considerable application in the aerospace industry due to the favorable mechanical
properties. In the production process of carbon fiber parts, a substantial number of plies
are draped onto a double curved mold prior to curing. This process is manual which not
only is costly but also prone to variations in the final product quality. An automatic robot
draping system which can handle entire prepreg plies is therefore under development as
part of the research project FlexDraper. It features a specially designed tool with an
array of actuated grippers for manipulation of the ply. Current automatic solutions are
restricted to unidirectional plies1.
The ideal draped configuration implies that the ply follows the mold surface within
tight tolerances and that the fiber angles match prescribed angles. While the ideal end
configuration is straightforward to calculate, it is not trivial how to reach it with the robot.
That is, the grippers can move in infinitely many ways but some draping sequences will
result in wrinkles and air pockets. Such flaws will deteriorate the mechanical properties
of the final part and cannot be tolerated. One of the major tasks associated with devel-
opment of the robot system is thus to generate feasible draping sequences. To this end,
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off-line simulation is very convenient during the development process.
The modeling of fabric dates back to 1956 with the kinematic pin-jointed net model
proposed by Mack and Taylor2. More recently the Finite Element (FE) method has
yielded more accurate modeling of reinforcement fabric e.g. for simulating preforming
as part of the Resin Transfer Molding (RTM) process. In the work by Peng et al.3 a
hyperelastic material model with test data input was presented. Hamila et al.4 developed
a special purpose finite element for the simulation of woven fabric. Common for all models
is, that they must account for the changing fiber angles, i.e. shearing or trellising, which is
a result of the transformation from a flat to a double curved mold surface. Experimental
characterization is also a well visited field, see e.g. Cao et al.5.
This study will combine a kinematic mapping algorithm and a nonlinear FE model
to investigate robot draping sequences with emphasis on the path taken to the draped
configuration.
2 THE VIRTUAL DRAPING ENVIRONMENT
The system under consideration consists of the mold, the ply and the grid of actuated
grippers. During draping, the grippers will move the ply down to the mold. In order to
generate and assess draping sequences a Virtual Draping Environment (VDE) has been
developed, see Fig. 1. It consists of a module that can predict the ideal draped config-
uration on the mold and generate draping sequences by means of various interpolation
schemes. The second module it a nonlinear transient Finite Element (FE) model used
to assess the draping sequence by including the physics of the prepreg material. In the







Figure 1: The virtual draping environment.
2.1 Kinematic Mapping Algorithm and Interpolation
The kinematic mapping algorithm6 assumes that the fibers do not extend while the
ply is allowed to shear infinitely. The mapping of the ply from the flat configuration in
R2 onto the mold in R3 is then uniquely determined by a starting point with known
fiber angles. From the mapped ply it is possible to extract target points for the actuated
grippers. That is, the points that the grippers should move to in the final configuration.
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Next, an interpolation from the gripper points in the initial configuration to the gripper
points in the final configuration is carried out. Here, a linear interpolation in time is
employed.
2.2 Nonlinear Transient Finite Element Model
The nonlinear transient Finite Element (FE) model is built using Abaqus Explicit
and linear shell elements. The mold and the grippers are modeled as rigid with the latter
represented by the lower contact surface. The ply is modeled as nonlinear rate-dependent,
which is accomplished by the intrinsic phenomenological material model fabric which is
indeed suitable for fabric material with two initially orthogonal structural directions.
While the fibers are stiff in tension, relative fiber motion within the yarns results in a
low bending stiffness. In order to capture this phenomenon with shell elements based
on lamination theory, the compressive stiffness is lowered effectively causing the Young’s
modulus to be asymmetric. The material model uses test data as input, i.e. nominal
stress and strain for fiber direction 1, direction 2 and for shear. These data are obtained
by material characterization at different strain rates, i.e. tensile tests, bias-extension tests
and cantilever bending tests. The latter is used to determine the compressive stiffness
of the fibers. The grippers are fixed to the ply, such that no slipping is possible. The
contact formulation between the mold and the ply uses a Coulomb friction model in the
tangential direction with an experimentally determined coefficient of friction equal to 1.5.
3 NUMERICAL RESULTS
The ply is mapped onto the mold and the linear interpolation is done for all 25 grippers.
The draping sequence is then simulated using the FE model and the results are depicted in















Increment   3706443: Step Time =    5.000
Primary Var: EFABRIC, EFABRIC12
Deformed Var: U   Deformation Scale Factor: +1.000e+00




Figure 2: Simulation of linear interpolation draping sequence. (a) The ply in the draped configuration
on the mold. Contours: shear strain. (b) The height (z) difference between the ply and the mold.
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or shear buckles, mostly in the concave areas. They can in part be attributed to the
no-slip condition between the grippers and the ply which over-constrains the material
but more importantly to the simple draping sequence employed. So while the model
is capable of simulating the process, more work should be put into developing feasible
draping sequences.
4 CONCLUSIONS
This study has presented a Virtual Draping Environment (VDE) and demonstrated its
applicability in the development of automatic robot draping sequences. The kinematic
mapping algorithm can easily predict the ideal draped configuration, but it doesn’t in-
clude information about how it is reached. This is the reason why the transient Finite
Element (FE) model is employed. The simulation with the simple linear interpolation
draping sequence predicted wrinkles in the draped configuration. Thus, the conclusion
is that feasible draping sequences are path dependent and non-trivial to generate. The
problem will be addressed in a future study.
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Abstract. Crack growth in semi-crystalline polymers, represented by polyethylene, is 
considered. The material considered comes in plates that had been created through an 
injection-molding process. Hence, the material was taken to be orthotropic. Material 
directions were identified as MD: molding direction, CD: transverse direction, TD: thickness 
direction. Uniaxial tensile testing was performed in order to establish the direction-specific 
elastic-plastic behaviour of the polymer. In addition, the fracture mechanics properties of the 
material was determined by performing fracture mechanics testing on plates with side cracks 
of different lengths. The fracture mechanics tests were filmed using a video camera. Based on 
this information, the force vs. load-line displacement could be established for the fracture 
mechanics tests, in which also the current length of the crack was indicated, since crack 
growth took place. In parallel to the experimental testing, an anisotropic plasticity model for 
finite strains was developed, which accounts for orthotropic elasticity and orthotropic plastic 
yielding and hardening. That plasticity model was implemented as a user subroutine in 
Abaqus. The crack growth experiments were then simulated using Abaqus, using the 
implemented plasticity model in combination with a damage model. Different types of crack 
initiation and growth criteria were explored, and the force-displacement-crack length data 
from the experiments could be well reproduced. Furthermore, the direction-specific work of 
fracture had been established from the experiments and these energies could be compared to 
the values of the J-integral from the simulations for the different crack lengths. 
Keywords: constitutive modelling, damage, polymers, crack growth. 
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1 INTRODUCTION 
Offshore jacket structures are in risk of fatigue damage due to cyclic loading of e.g. wind 
and waves. The welded joints between the braces and chords are especially prone to fatigue 
damage. This is due to the weld geometry itself, giving rise to stress concentrations at the 
weld toes but also as any possible weld defects likewise will lead to stress concentrations
1
.
As the stresses and strains around tubular joints are complex and difficult to estimate, it has 
become more and more convenient to use finite element analysis when analysing such tubular 
joints
2
. Depending on the stress estimation method used and geometry of the problem, the
welds can be included or excluded in the FE models
3
. Difficulty, however, arises when the
welds should be included in the FE models. Many different weld modelling techniques for FE 
modelling have been proposed, including welds modelled with shell elements and solid 
elements, depending on mesh element type, local bending, loading, gap size, etc
2,3,4
., thus no
unique method to model the welded joint are present. 
In this paper, a finite element model of a K-node have been developed based on a full-scale 
K-node, manufactured for fatigue testing as part of an EUDP supported project by Siemens 
Wind Power, FORCE Technology and Bladt Industries. As difficulty often arises when 
modelling the weld, this paper proposes a simple modelling technique using a simple fillet 
blend between the chord and brace surfaces in the FE model. The experimental strain gauge 
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results from the fatigue testing of the K-node are compared to the FE model to study the 
accuracy of the weld model. Furthermore, the weld model using a simple blend is compared 




Another difficulty when using finite element analysis to predict the stresses and strains in 
any construction is that the predictions often are not consistent with actual tests
5
. The 
difference between test results and the FE analysis can be due to incorrect modelling of e.g. 
boundary conditions, joints, material properties and geometry. To reduce these errors in the 
analytical FE model, model updating techniques can be used. As the welds in the finite 
element model, is difficult to model using a simple fillet blend function so that it resembles 
the actual weld geometry, parameter based finite element model updating of the fillet blend 
parameters are performed.  
 
The results showed that the simple fillet weld geometry were less accurate than the weld 
model suggested by DNV-GL-C203. A model update of the simple weld were made to 
increase the accuracy of the results, which resulted in the simple weld geometry being as 
accurate as the more complex weld geometry from the DNV.  
2  METHODOLOGY  
To test the simple weld modelling technique two finite element models of the tested K-
node were developed, using the commercial FE software ANSYS Workbench. The FE models 
were modelled linear.  In one model the proposed simple weld geometry using a fillet blend 
with variable radius at the heel and toe locations at the brace-chord joint was used, and in the 
other model the weld modelling technique proposed in the DNV-GL-C203 was used. Both 
modelled welds, were modelled with solid elements and are shown in Figure 1.  
 
Figure 1: Welds used in FE models 
 
The manufactured K-node was loaded axially and with in-plane bending at the braces, in 
order to test the fatigue performance of the weld at the heel and toe points around the brace-
chord joint. To record the strains multiple strain gauges were attached, mainly at the targeted 
points. These gauges were fitted based on the recommendations for capturing hot-spot strains, 
Weld based on DNV-GL-C203 Simple weld using blend function 
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from the IIW (International Institute of Welding)
3
. Global strain gauges were likewise fitted, 
to capture the strains far from the weld at the braces. All loads were in sync, thus the 
maximum and minimum loading occurred simultaneously.   
 
The FE model was loaded similar to the actual tested K-node and the strain predictions 
from the analysis were extracted at the locations corresponding to the strain gauges on the real 
K-node. The results were hereafter compared in order to test the accuracy of the weld 
modelling techniques.      
 
3 RESULTS 
The experimental results from the fatigue testing have been compared to the two FE 
models using the simplified weld geometry and the weld geometry proposed by the DNV-GL-
C203, respectively. The strains, captured by strain gauges in the experiments, have been 
compared to the strains at the same locations from the finite element models. The normalised 
experimental strains are plotted together with the normalised finite element strains from both 
weld models in Figure 2, corresponding to the strains recorded at the maximum load from one 
fatigue load cycle. Discrepancies were observed between the results from the FE model using 
the simplified fillet blend weld and the actual test results. In order to improve the results a 
parameter based model update were performed on the input parameters of the simple weld. 
The updated results are also shown in Figure 2. 
 
 
Figure 2: Comparison of strains between experiment results and finite element predictions 
 
In order to better compare the results the average errors have been calculated as the root-
mean-square-error and are given in Table 1. 
 
111
Mikkel L. Larsen, Vikas Arora, Marie Lützen and Ronnie R. Pedersen. 
Model Weld from DNV-GL-C203 Updated Simple Weld Geometry 
RMSE 0.10 0.13 
Table 1: RMS-error between finite element predictions and experimental strain gauge results 
 
It can be observed from Figure 2, that the updated finite element model is able to predict 
the strains at the maximum load. It can also be observed from Figure 2 and Table 1, that the 
updated weld model is comparable to the complex DNV-GL-C203.  
 
3 CONCLUSIONS 
In this paper, fatigue experiments have been performed on a full-scale K-node to obtain 
experimental strain results. A finite element model has been developed based on the full-scale 
K-node in order to validate a simple weld modelling technique. Some discrepancies have been 
observed between the experimental strain results and the finite element predications. To 
decrease these discrepancies a parametric finite element model updating method has been 
applied. The updated finite element model, using a simplified weld geometry have been 
compared to the more complex weld geometry from the DNV-GL-C203. The results shows 
that the simple fillet blend weld is as accurate as the complex weld from the DNV. 
 
 In the future, the updated K-node finite element model will be used for fatigue analysis, 
with the purpose of estimating the fatigue life of the welded K-node.  
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Abstract. Destruction of metals occurs by two mechanisms: the ductile fracture realized by 
means of the nucleation, growth and coalescence of voids and the brittle fracture realized by 
means of the formation and growth of cracks as a dominant process1. Attention to the plastic 
deformation near the voids and cracks is due to the assumption of the dislocation stimulated 
growth of them2. A two-level model of the dislocation-stimulated growth of nanopores in 
aluminum was proposed earlier3  in order to predict the critical pressure of fracture and to use 
the obtained void growth equation within the fracture models. The growth of nanopores was 
connected with the plastic deformation in the region close to the pore leading to the atoms 
rearrangement on the pore surface. Molecular dynamic simulations were used to verify the 
proposed continuum model and to fit their parameters. Here we continue this work and apply 
the proposed model3 to the case of copper. In the presentation, the results of molecular 
dynamic simulations in comparison with the continuum model are presented. This research 
work is supported by the Ministry of Education and Science of the Russian Federation 
(Project 3.2510.2017/PP). 
Keywords: Dislocation, Fracture, Nanovoids, High-rate deformation. 
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1 INTRODUCTION 
Structural analysis of a sail solution1 to deorbit satellites is presented in this paper. The 
deployable drag sail consists of a circular highly flexible frame, sail and housing. The folding 
process of the highly flexible frame is complex and is only possible to describe analytical2 
without a sail attached to the highly flexible frame. FEA has shown a significant difference in 
the structural behavior with a sail attached to the highly flexible frame and this paper will 
present these results. Stresses, moment reactions and kinematics are compared in two system 
(e.g. with and without a drag sail attached to the highly flexible frame). Simulation of folding 
a drag sail can be challenging due to the instability and slenderness of the structure.  
2 METHOD 
A circular highly flexible frame is discretized with shell elements3 and a rectangular cross 
section is used. The highly flexible frame is made of austenitic stainless steel due to the hostile 
space environment (e.g. ultra violet radiation)4. In one of the two models are beam elements 
used to constraint the highly flexible frame in the positive x-direction. The cross sectional area 
of the beam elements are 1 𝑚𝑚2 . The beam elements represent the effect of a sail attached to
the highly flexible frame and the two models are shown in Figure 1A and 1B. A ratio of  𝑏/ℎ ≤
1.52 results in only one buckling load2 in the simulation. However is the simulation still 
displacement driven due to this challenge of the buckling load. Dimensions and material 
properties are shown in Table 1.  
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Diameter 4,000 mm 
Width of cross section 10 mm 
Height of cross section 3 mm 
Young’s modulus 2e5 MPa 
Table 1: Dimensions and material properties of the highly flexible frame.   
 
 In the FEA is energy stabilization used due to instability and slenderness of the structure. 
When the highly flexible frame is twisted is the diameter reduced 9 times and the area reduced 
81 times compared to the original size of the structure. In Figure 1B it is easily seen that the 
highly flexible frame is constrained in the positive x-direction.       
Figure 1: A. Illustrates the deformation of the highly flexible frame without a sail attached.  
B. Shows the highly flexible frame with a sail attached (beam elements).  
(ROTX = 𝜋, the undeformed shape is also shown in the figures).     
 
In Table 2 is it described how the highly flexible frame is constraint. During the folding process 
is point b applied from 0 to 2𝜋 rotation around the x-axis. In point a and point b are all rotations 
constrained and the reason is to ensure convergence in the structural analysis.    
 
DOF Point a Point b 
UX 0 free 
UY 0 0 
UZ 0 0 
ROTX 0 0 → 2𝜋 
ROTY 0 0 
ROTZ 0 0 
Table 2: Shows how the highly flexible frame is constrained in point a and b.  
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3 RESULTS 
     In both simulations are the force reactions ≈ 0 𝑁 and the reason is the symmetry and that 
only rotation is applied the highly flexible frame. There is a difference in the structural behavior 
when the moment reactions are compared in the two analyses. In Figure 2 is it shown how the 
moment reaction varies during the folding process and there is a slightly difference. Comparing 
peak values in Figure 2 shows that the moment reaction is 6 % higher in the simulation with a 
sail attached to the highly elastic frame. The maximum moment reaction peaks with 9.3 Nm in 
the highly flexible frame with sail attached. However the moment reaction is almost similar in 
last part of the folding process where the sail is loose. The moment of inertia in the beam 
elements are inconsiderable and these will easily buckle in the structural analyses.  
 
 
Figure 2: Illustrates how the moment reaction varies during the folding process of the SDSS 
with and without a sail attached to the highly flexible frame. 
 
In the folding process is the highly elastic frame exposed to high stress levels and these stresses 
will be evaluated. In Figure 3 are the maximum principal stresses compared in the two analyses 
and there is a difference during the folding process. In Figure 3 is it easily seen that the 
maximum principal stresses are almost similar when the rotation is between 0 and  𝜋/4. When 
the rotation is between 𝜋/4 and 5𝜋/4 is there a significant difference in the maximum principal 
stresses and the stresses are lowest in the highly flexible frame with a sail attached. In the last 
part of the rotation where the highly flexible frame rotates between 5𝜋/4 and 2𝜋 are the 
maximum principal stresses again comparable. In this part of the rotation are the stresses also 
peaking and stresses are decreasing when the rotation is conducted. The location of the 
maximum principal stress is varying during the folding process.  
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Figure 3: Illustrates how the maximum principal stresses varies during the folding process of 
the highly flexible frame with and without a sail attached. 
 
Twisting a highly flexible frame with this method results in pure shear stresses in some parts of 
the folding process. When then highly flexible frame is folded is it exposed to pure bending 
stresses. This is not a problem when material is isotropic, however this must be taken into 
consideration if an orthotropic material is used.     
 
4 CONCLUSIONS 
   The results shows that a sail attached to the highly flexible has an influence on the structural 
behavior when folding the structure. From the peaks in moment reactions, it can be concluded 
that the higher reaction moment in the highly elastic frame has no influence on a higher stress 
level. The kinematics are influenced when a sail is attached to the highly elastic frame however 
has it minor influence on the stress level during the folding.   
The maximum principal stresses are almost similar in the two simulations and attaching a sail 
to the highly flexible frame is actually an advantage due to the lower or equivalent stress level 
in the folding process. Peak values are similar in the two systems and this is useful knowledge 
to have when the drag solution is developed.    
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Abstract. Experiments on collapse of cylindrical metal shells1 are used for researching the 
deformation behavior of metals in the conditions of energy accumulation in the converging 
shock waves. Important experimental data has been accumulated currently including the 
results of metallographic researches1. The simulation of this process is basically carried out in 
the hydrodynamic approximation or with using the simplest models of the plastic behavior of 
metals. More realistic models include a specification of the dynamics of dislocations and 
twins, and voids formation process in the material. In the present work, we perform modeling 
of the collapse of the cylindrical aluminum shells. Equations of continuum mechanics are 
solved numerically in the one-dimensional cylindrical formulation with using the numerical 
method2; behavior of material is described by using the of dislocation plasticity model3 and 
fracture model4,5. This research work is supported by the Ministry of Education and Science 
of the Russian Federation (Project 3.2510.2017/PP). 
Keywords: High-rate deformation, Plasticity, Fracture, Dislocations, Voids 
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1 INTRODUCTION 
Many cities experience urban densification due to an increasing population. In these cities, 
previously undeveloped land close to railways are being used for new residential and office 
buildings. The infrastructural demand will also increase, resulting in heavily trafficked roads 
and railways close to where people work and live. Annoyance from traffic-induced vibrations 
and noise is expected to be a growing issue. To predict the level of ground-borne vibration and 
noise in buildings caused by railway traffic, models are needed to estimate the load from the 
vibration source, the vibration transmission through the ground and finally the response of the 
building structure. 
A problem that arises in modeling and analysis of moving loads in a fixed frame of reference, 
is that the computational domain must be very large, for the moving load to stay within the 
computational domain during the time of the analysis. To avoid this problem, models can be 
established in a frame of reference following the moving load. Here, two such models are 
implemented to study the interaction forces between the rail and the wheels, and the ground-
borne vibrations, respectively. The first model is a three-layer railway track model on an elastic 
foundation, the other model being a three-dimensional (3D) solid finite element model.  
2 TRAIN-TRACK MODEL 
To analyze the effect of a train passage on the ground vibrations, one of the difficulties is 
that of describing the load. The excitation caused by a moving train is often divided into a quasi-
static and a dynamic part. The quasi-static part is simply the static deflection due to the weight 
of the train. The dynamic part is much more complex and involves several different phenomena 
that are either periodic or random in nature, such as wheel flats, wheel/rail roughness and 
varying sleeper/subgrade stiffness1. For low speeds, track unevenness is generally considered 
the main contributing factor to the dynamic excitation of the ground. In the sub-section below, 
a method to estimate the dynamic interaction forces between the rail and the wheels due to track 
unevenness, is described. 
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2.1 Three-layer track model in a moving frame of reference 
Train-track analyses are often performed in using two-dimensional models. A train cart is 
commonly modeled with masses, springs, dashpots and rigid connections, such as the 10 degree 
of freedom model shown in Figure 1. The element coefficients can be adjusted to fit many 
different train types2. The track and subsoil is then modeled with varying level of detail, the 
simplest representation being a Winkler beam, i.e. a beam representing the rail, continuously 
supported along its length by springs.  
Lei et al3 presented a three-layer beam model of a slab track formulated in a moving frame 
of reference. The three layers (beams) represent the rail, the concrete slab, and the hydraulically 
bonded layer, which are continuously connected through springs and dashpots representing 
railpads, cement-asphalt (CA) mortar and subgrade, respectively, see Figure 1. The derivation 




Figure 1: Left: Simple representation of train cart. Right: Three-layer track element 
In the present study, the three-layer track element has been implemented in MATLAB to 
estimate the wheel-rail interaction forces due to track irregularities. Track irregularities are 
regularly measured using special measuring carts. The measured unevenness is then 
characterized in a statistical sense by decomposing the irregularities into power (variance) at 
different wavenumbers by means of a power-spectral-density (PSD). A synthetic unevenness 
curve that has the same statistical properties as the original measured curve, can be generated 
from the PSD and used in a spatial/time domain analysis. However, using the track model 
formulated in a moving frame, the interaction forces can be established efficiently in the 
frequency domain as described below.  
The train model is connected to the track elements by means of constraints. A steady-state 
analysis is performed for a range of frequencies, where each wheel is separately subjected to a 
unit harmonic irregularity. The constraint forces between the rail and all four wheels are 
determined, i.e. a frequency response function matrix 𝐇(𝑓) is obtained. From the PSD 
describing the rail irregularity 𝑅?̃?(𝑘), where k is the wave-number, a PSD of the time-dependent 
rail profile can be obtained4 for a specific speed v as 𝑅𝑥(𝑓) = 𝑣
−1𝑅?̃?(𝑓/𝑣). The PSD function 
of the response, i.e. constraint forces between the rail and the wheels due to the rail 
irregularities, is then computed according to theory of random response for multiple 
input/output systems5 as 𝐒r(𝑓) = 𝐇
∗(𝑓)𝐒e(𝑓)𝐇
𝑇(𝑓), where 𝐇∗(𝑓) denotes the complex 
conjugate of 𝐇(𝑓). 𝐒e(𝑓) is an excitation spectral matrix containing the PSD of the time-
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irregularities. The off-diagonal terms are cross spectral density functions obtained by again 
observing that all wheels are subjected to the same irregularities, but with different time delays. 
3 THREE-DIMENSIONAL SOLID MODEL 
The 2D model described in the previous section can be used to efficiently estimate the effect 
of different train and track parameters on the interaction forces. To determine the vibration 
levels on the ground surface due to these interaction forces, a model that includes both the track 
and the surrounding soil is needed. Such a model can be established by means of 3D solid finite 
elements in a moving frame of reference.   
The starting point for the finite element formulation of a 3D continuum is the Navier 
equations (1). Assuming that the load moves at a constant velocity 𝑣𝑖 a Galilean transformation 
from a fixed Cartesian coordinate system 𝑥𝑖 to a co-directional coordinate system ?̃?𝑖 following 










                                                                                         (1) 
















) ?̃?𝑖                   (3) 
Multiplication by an arbitrary weight function and integration over a volume, leads to the weak 
formulation. Adopting Galerkins method, i.e. choosing the element shape functions 𝐍(?̃?) as 
weight functions, the finite element matrices are obtained. 
In the present study a quadratic isoparametric brick element with 20 nodes is implemented 
based on equations (1)-(3). In dynamic problems involving infinite domains such as soil, special 
care has to be taken at the boundaries of the finite element model to avoid reflection of waves 
back into the computational domain. In this study so called impedance boundary conditions are 
implemented. Impedance boundary conditions generate a traction at the boundary, proportional 
to the nodal velocities at the boundary. The idea is to, for each point at the boundary, mimic the 
stress state in an infinite domain due to planar P- and S-waves coming from a distant source. 
Impedance boundary conditions are completely silent for P- and S-waves impinging on the 
boundary in a specific pre-defined direction, but for other angles of incidence and other wave 
types such as the Rayleigh surface waves, partial reflection occurs. However, with fairly high 
damping in the soil and with the boundaries located sufficiently far away from the region of 
interest, the reflected energy is generally small. 
For a non-moving source, both the P- and the S-wave will arrive at the boundary with the 
same angle of incidence. However, this is not the case for moving sources, due to the different 
phase velocities of P- and S-waves. Andersen et al6 derived impedance boundary conditions for 
a moving frame of reference, which are implemented in the present study. Again, the idea is to 
describe the stress state in an infinite media due to planar P- and S-waves, as a function of the 
particle velocities, but now the P- and the S-waves impinge with different angles. 
Figure 2 shows a symmetry model of a railway embankment and the surrounding soil, 
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established in a frame of reference moving with a speed of 30 m/s, subjected to a harmonic load 
at 20 Hz acting on top of the embankment. The Doppler effect is clearly visible, as the 
wavelengths are shorter in front (to the left) of the load than behind the load. 
 
 
Figure 2: Displacements of a railway embankment and surrounding soil in a frame of reference moving at a 
speed of 30 m/s subjected to a harmonic load at 20 Hz. 
4 ONGOING WORK 
The ongoing work involves implementing shell elements in a moving frame of reference that 
can be placed together with beam elements on top of the embankment of the 3D model in 
Figure 2, to represent the slab track. Following the methodology described in Section 2.1, PSD 
of the free-field vibrations may then be obtained.   
The research was carried out in the framework of the project “Urban Tranquility” under the 
Interreg V programme. The authors of this work gratefully acknowledge the European Regional 
Development Fund for the financial support. 
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Abstract. We investigate crack growth initiation and subsequent resistance in metal-
lic materials by means of an implicit multi-scale approach. Strain gradient plasticity is
employed to model the mechanical response of the solid so as to incorporate the role of ge-
ometrically necessary dislocations (GNDs) and accurately capture plasticity at the small
scales involved in crack tip deformation. The response ahead of the crack is described
by means of a traction-separation law, which is characterized by the cohesive strength
and the fracture energy. Results reveal that large gradients of plastic strain accumulate
in the vicinity of the crack, elevating the dislocation density and the local stress1. This
stress elevation enhances crack propagation and significantly lowers the steady state frac-
ture toughness with respect to conventional plasticity2. Important insight is gained into
fracture phenomena that cannot be explained on the grounds of classic continuum theo-
ries. Namely, we show that strain gradient plasticity provides a rational basis for cleavage
fracture in the presence of significant plastic flow, with the lattice cohesive strength being
attained with meaningful values of the fracture energy and the length scale parameter.
In addition, the investigation of short cracks in hydrogen-embrittled steels accounting for
the GND-effect shows that failure takes place at low ductility levels, in agreement with
experimental observations.
Keywords: Fracture, Cohesive zone model, Strain gradient plasticity, Cleavage.
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TWO-LEVEL INVESTIGATION OF DYNAMIC PLASTICITY AND 
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Abstract. Magnesium and magnesium alloys attract increasing attention as lightweight 
structural materials with high specific strength. Appropriate models of plasticity and fracture 
of such materials are necessary tools for prediction of their behavior in mechanical 
computations. Among others, structural models considering evolution of structural defects 
(dislocations, voids) have obvious advantages in possibility to take into account the initial 
microstructure and to be valid in a substantially wide range of loading parameters including 
dynamical regimes with high strain rates. The disadvantage of these models consisting in 
higher number of parameters can be partially compensated by application of atomistic 
simulation for their determination as these parameters typically have clear physical meaning.  
Earlier we developed structural models of plasticity and fracture of several metals using two-
level approach. Here we present their modification for the case of magnesium single crystals. 
The plasticity model is developed to take into account the crystal anisotropy and the finite 
deformations. Thermodynamic consistency of the model is discussed. On the atomic level, the 
molecular dynamic (MD) simulations are used to determine the dislocation motion equation 
and corresponding parameters, as well as the temperature and pressure dependences of the 
elastic modules. The obtained data are used on the continuum level to close the plasticity 
model. The fracture model is developed to take into account the anisotropy of magnesium 
single crystal; it is also based on MD simulations. The models are verified by comparison 
with the literature experimental data for the high velocity plate impact. 
This work is supported by the grant from the President of the Russian Federation (Project No. 
MD-7481.2016.1) and by the grant from the Ministry of Education and Science of the Russian 
Federation (Project 3.2510.2017/PP). 
Keywords: Dynamic Plasticity, Dynamic Fracture, Continuum Models, Molecular Dynamics, 
Magnesium. 
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Summary. Plastic deformation of nanoporous aluminum at both compression and tension is 
investigated. Molecular dynamic simulation of the deformation process is performed in 
comparison with the results of the continuum model of the plasticity-driven variation of the 
pore size with accounting of the dislocation activity in the pore vicinity. 
1 INTRODUCTION 
Porous materials have attractive mechanical properties, such as low density together with 
high specific stiffness. Nanopores can be more suitable in comparison with micropores due to 
the larger pressure required for their compression and more uniform properties of material on 
the macroscale. Various methods are developed for production of nanoporous metals, 
including nanoparticle sintering, gas bubbles introduction in melt and others. Plastic 
deformation regularities of the nanoporous structure are of significant interest for possible 
applications. Models of plastic behavior of nanoporous materials are necessary for mechanical 
computations. 
In present work, we investigate the plastic deformation of nanoporous aluminum at both 
compression and tension. We use molecular dynamic (MD) simulations in comparison with 
the continuum modeling based on the model1 of the plasticity-driven growth of pores. This 
model takes into account the dislocation activity in the pore vicinity; here it is applied to the 
case of pore compaction as well. Influence of size, volume fraction and form of pores on the 
stress-strain curves is numerically investigated. 
2 MOLECULAR DYNAMIC SIMULATIONS 
We use LAMMPS2 for MD simulations and OVITO3 for visualization and analysis of the 
obtained data. The “Construct surface mesh” algorithm4 is used for calculation of the pore 
volume and size. The EAM-type potential5 is used for description of the interaction of Al 
atoms. The MD system is a cube with the face length of 20 nm, it initially contains 0.5 million 
atoms. A single spherical or cubic pore is cut out in the center of the system. In the case of 
spherical shape, the pore diameter varies in the range 8.3–16.4 nm, and the volume fraction of 
pores varies in the range 0.036–0.27. In the case of cubic shape, the pore face length varies in 
the range 6.5–19.4 nm, and the volume fraction of pores varies in the range 0.039–0.94. 
Periodic conditions are set for all the boundaries. The system is thermalized, and then 
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compressed or stretched at a constant temperature from the range 100
deformation is applied by rescaling of atom 
Figure 1: Compression of cubic pore in Al
the initial pore size is 9.7 nm ; the system size is 20 nm 
centro-symmetry parameter indicating the degree of defectness
surface ; green color (5–10) corresponds to the lattice defects (dislocations and stacking faults)
lattice are not shown, only atoms along the defects in 
An example of the system behavior is shown in Figure 1. The initial elastic deformation of 
. 
–900
coordinates with the strain rates 
 : MD simulations. The strain rate is 1 ns–1 ; the temperature is 300 K
(about half a million atoms). The color scale shows the 
 : red color (about 20) corresponds to
the far half of the MD system are shown
 K; the uniform 
1, 3 and 0.3 ns–1.  
 
 ; 
 the pore 
 ; atoms of perfect 
.  
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the sample with retaining of the crystalline lattice around the pore is replaced by the emission 
of dislocations from the pore surface and following plastic collapse or growth of the pore. The 
transition to plastic flow is sharp, especially in the case of cubic pores (Figure 1). The length 
of dislocations quickly increases till some saturation value, and then oscillates around a 
constant level. The plastic deformation at the expansion starts earlier than at the compression. 
It is revealed that the smaller pores require the higher pressure for initiation of the plastic 
stage of compaction. Initiation of plasticity for cubic pores occurs later and goes sharper than 
for spherical ones; after the plasticity initiation, behavior is similar for both shapes of pores. 
Increase in temperature leads to earlier plastic flow at lesser absolute values of pressure. 
3 CONTINUUM MODEL 
Here we refine the continuum model1 and apply it to both compression and tension, see 
Figure 3 as an example. The stabilized radius  differs from the current one  by the elastic 
deformation. Variation of  is determined by the plastic strain rate   in the pore vicinity 
 = /2
 , (1) 
		  =  2⁄ ,  (2) 
where  is the scalar density of dislocations,  is the velocity of dislocations 
 = /
 − /21 − /
/,  (3) 
where  is the modulus of Burgers vector;  is the drag coefficient;  is the transverse sound 
speed;  is the shear stress in the pore vicinity;  =  + 0.5!" is the static yield 
strength with accounting of the deformation hardening. 
 
Figure 2: Comparison of continuum model (solid lines) with MD (dashed lines) for spherical pores with initial 
diameters of 8.3, 10, 11.5, 13.1, 14.7 and 16.4 nm : time dependences of the pore volume fraction (a) and 
average pressute in the MD system (b). The strain rate of compression is 1 ns–1 ; the temperature is 300 K. 
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The kinetics of dislocations is described by the following equation 
 = #$%&' (
)#*+,
-.'




 − 10,  (4) 
and takes into account the nucleation on the pore surface (the first summand), the 
multiplication (the second summand) and annihilation (the third summand). Here :$ =
;</
 is the critical radius of a nucleating semi-loop; ;< is the energy per unit length of 
dislocation formation from the pore surface; ; is the energy of dislocation multiplication. 
The shear stress can be calculated from the stabilized and current radii 
 = 3!>1 + ?/3@
 − /A,  (5) 
where ! and @ is the shear modulus and the bulk modulus, respectively; ? is the pressure 






this expression reflects the balance of forces on the pore surface; I is the surface tension. 
4 CONCLUSIONS 
- Compression and tension of aluminium with nanopores are investigated by means of 
MD simulations. 
- Elastic variation of pore size continues till nucleation of dislocations from pore 
surface and then is replaced by plastic compaction or growth of pores. 
- For the case of spherical pores, the continuum model of plasticity-driven growth is 
employed for description of both compression and tension of nanoporous aluminum. 
The behavior close to MD is observed. 
- For the case of cubic pores, the continuum model requires modification.  
This work is supported by the grant from the President of the Russian Federation (Project No. 
MK-9111.2016.8) and by the grant from the Ministry of Education and Science of the Russian 
Federation (Project 3.2510.2017/PP). 
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1 INTRODUCTION
For long span bridges the wind-induced dynamic response is a design driving factor and
therefore continuously a subject for detailed analysis. Traditionally both buffeting and
stability calculations have been considered in the frequency domain. However, this yields a
limitation in accounting for turbulence when considering the stability limit and further it is
not possible to account for non-linear effects. These limitations suggest to do simulations
of the aeroelastic response of long span bridges in the time domain. For this it is of
interest to have an efficient model while still maintaining sufficient accuracy.
This contribution is on quasi-static reduction of an aeroelastic finite element model
of a 3000m suspension bridge proposed for crossing Sulafjorden in Norway1. The model
is intended for stability limit calculation where the representation of higher modes is of
less importance. The present contribution demonstrates the application of quasi-static
condensation to long suspension bridges as well as introduces an extension of the method
to include the full aeroelastic system. This includes considerations on reduction of external
wind loading as well as motion-induced forces.
2 AEROELASTIC BRIDGE MODEL
The suspension bridge is depicted in Figure 1(a). The bridge is implemented as a finite
element model in Matlab using 3D beam elements for the towers and Green strain truss
elements for the cables. The deck to hanger connections are modelled with rigid links and
the bridge deck elements are aeroelastic beam elements including aerodynamic properties
through additional degrees of freedom in the system.
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Figure 1: (a) Bridge model (b) Mode shapes: Full model, 1:5 and 1:10 reduction.
The equation of motion for the system including motion-induced forces can be written as
Mq¨(t) +Cq˙(t) +Kq(t) = fm(t) + fext(t) (1)
where q is the displacement vector. The coefficient matricesM =Ms+Ma, C = Cs+Ca
and K = Ks + Ka are the mass, damping and stiffness matrices. Here index s and a
refers to structural and aerodynamic property matrices respectively. On the right hand
side there is a contribution from the external forces fext and from the memory part of the
motion-induced forces fm. To enable the memory part of the motion-induced forces to
appear as additional degrees of freedom in the system, a number of j first order differential
equations on the form
f˙m,j(t) +Djfm,j(t) = Ajq(t) (2)
are introduced2, 3. Here the matrix Aj and the diagonal matrix Dj are shape specific
property matrices. The aerodynamic properties are implemented as a single term approx-
imation to the Theodorsen flat plate theory.
3 QUASI-STATIC CONDENSATION
The method of quasi-static condensation builds on the master-slave constraint principle,
but instead of introducing rigid links between master and slave nodes a stiffness relation











qd , S = −K−1ss Ksd (3)
Here qd and qs are the displacement vectors of the master and the slave degrees of
freedom respectively. The first and second index on the stiffness matrix K refer to master
or slave rows and columns respectively. Extending the method to include motion-induced
forces suggest to treat the state proportional aeroelastic terms as the structural mass,
damping and stiffness while the memory part of the motion-induced forces are reduced by
considering the rate of work. Hereby the reduced form of the equation of motion including
motion-induced forces is
M¯q¨d(t) + C¯q˙d(t) + K¯qd(t) = f¯m(t) + f¯ext(t) (4)
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and the differential equation describing the relation between the system displacements
and the memory part of the motion-induced forces is found as:
˙¯fm,j(t) + γj f¯m,j(t) = A¯jqd(t) (5)
The differential equation has maintained the form beneficial for implementation assuming
that Dj = γjI. In equation (4) and (5) the reduced coefficient matrices, external forces
and memory forces are found on the general form:
X¯ = Xdd + S
TXsd +XdsS+ S
TXssS , x¯ = xd + S
Txs (6)
where X ∈ {M,C,K,Aj} and x ∈ {fext, fm, f˙m}.
4 ACCURACY OF REDUCED SYSTEM
The quasi-static system condensation has been applied to the bridge model and reduced
model results are in this section compared to results obtained for the full system. Figure
1(b) shows mode shapes of the 14th still-air mode obtained with the full model, a model
reduced to one fifth and to one tenth of the full model size respectively. It is seen that
the mode shape obtained with the 1:5 model reduction is very similar to the mode shape
obtained with the full model while the 1:10 reduction is resulting in a less smooth mode
shape. This implies that the 1:10 reduction is too coarse and is no longer capturing the
behaviour of the full model.
Figure 2 shows the natural frequencies for the full model (◦), the 1:5 reduction (∗) and
the 1:10 reduction (⋄). The left plot shows the natural frequencies for the still-air system
and the right plot shows the natural frequencies for the aeroelastic system with wind
speed U = Ucr. Both plots indicate that the 1:5 reduction gives a good representation of
modes up to around mode number 15 while the 1:10 reduction shows divergence at mode
9 and up.























Figure 2: Modal frequencies: (left) still air (right) critical wind speed.
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The time domain responses of the full bridge model and the 1:5 reduction are now
considered when excited by turbulent wind loading. The mean wind loading influencing
the aeroelastic terms is set to U = 0.6Ucr, the turbulence intensity is Iu = 0.134 and
the integral length scale is λ = 200m. Figure 3 shows the drag qy, the heave qz and the
torsional rx response for a five minute time interval. It is seen that the response obtained
by the reduced model is corresponding well with the response found by the full model.
The calculation time for the five minute time history is significantly reduced from 59.3s






















Figure 3: Time response at quarter span: Full model (−), 1:5 reduction (−).
5 CONCLUSIONS
It has been demonstrated that flutter analysis of a typical long suspension bridge can be
performed using a model reduced by quasi-static condensation. A reduced model with a
number of around 20 master nodes along the bridge deck and corresponding master nodes
in the suspension cables has been shown to represent the behaviour of the bridge with
sufficient accuracy. A further reduction of the model did not capture the essentials of
relevant modes due to the coarseness.
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Summary. The system of two parabolic nonlinear reaction–diffusion equations with
nonlocal boundary condition is used to model the PID-controlled flow-through bioreactor.
Integral-type nonlocal boundary condition links the solution on the system boundary to
the integral of the solution within the system inner range.
The given bioreactor can be represented as an active transdermal patch which can be
applied to the patient’s skin. Equipped with two electrodes which measure the electro-
chemical characteristics of the specific drug it controls the concentration of the drug in
the inner range of the transdermal patch.1
1 INTRODUCTION
Present mathematical model belongs to an intensely studied class of problems, namely
differential equations subject to nonlocal boundary conditions. Nonlocal boundary condi-
tions are commonly referred to as the boundary (or initial) conditions describing the rela-
tionship between the desired solution values on multiple points. Unlike classical boundary
conditions, nonlocal conditions do not describe the values of the solution or its deriva-
tive in a particular range of the single boundary point. The expressions describing the
nonlocal boundary conditions may contain integral expressions of the desired solution, as
is the case with our model. This is commonly called a problem with nonlocal integral
conditions.
Main peculiarity of the present work is a sufficiently detailed explanation of the physical
principles that were the basis of the nonlocal boundary condition, which reflects the
control (regulation) principle. The solution at boundary points is calculated using the
integral combined with the proportional-integral-derivative (PID) controller algorithm.
We monitor the drug delivery on the bioreactors output edge attached to the body.
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We study a system of two parabolic nonlinear reaction–diffusion equations subject to a
nonlocal boundary condition. This system of nonlinear equations is used for mathematical
modeling of biosensors and bioreactors2. We provide a mathematical model suitable for
the monitoring of the product molar flow into the body. To this end, a control system is
used to monitor the outflow of a bioreactor through manipulation of its input parameters.
This model not only provides a set of diffusion–reaction equations, but also describes
the underlying physical process together with its possible applications.
Today about 5–10% of newly introduced drugs are prodrugs, as they are more stable
and sometimes possess special parameters necessary for the treatment. We model the
controlled immobilized enzyme-containing flow-through reactor for the conversion of pro-
drug into an active form.
However, this approach has some limitations. There is a limited number of suitable
enzymatic systems in the body and/or too low enzymatic activity. Also, there is a prob-
lem with side products of the enzymatic conversion of the prodrug into an active form.
Sometimes, side products are toxic or causing undesirable effects in the body.
In some cases, before delivering the drug into the body, a prodrug outside the body
should be activated. Immobilized enzyme-containing flow-through reactors can be used
in this case, the prodrug on the inlet of the reactor and an active form on the outlet.1
2 MATHEMATICAL MODEL
We analyze a system of two differential equations widely used in mathematical mod-
eling2. The key feature of this model is the nonlocal boundary condition that combines
two different components of the solution.























0, 0 ≤ x < d,
S0, x = d,
P (x, 0) = 0, 0 ≤ x ≤ d, (2)
and boundary conditions









= 0, 0 < t ≤ T.
(3)
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The last nonlocal boundary condition is





, 0 < t ≤ T. (4)
Here




P (x, t)dx, 0 < m,n < d, (5)
Q(t) is a given function (set-point), and Kp, Ki, and Kd are nonnegative coefficients for
the proportional, integral, and derivative terms.
The error function e(t) defines the difference between the required product molar flow






The nonlocal boundary condition (4) links the value of substrate concentration S(x, t)
on the boundary (input edge) where x = d to the integral value of product concentration
P (x, t) in the inner range [n,m]. The main peculiarity of the boundary condition (4) is
its nonlocality due to the integration not only in the space domain [n,m], but also in the
time domain [0, t]. The PID controller continuously evaluates the error value e(t) and
attempts to minimize the error over time by adjusting the control variable S(d, t) to a
new value determined by (4).
We examine the problem of maintaining the molar outflow of a drug (product), which
may vary over time. It is worth noting that the properties of the physical process prohibit
direct measurements at the boundary of the bioreactor; therefore, the viable options are
to regulate either the concentration or the flow of the substrate (or both). In the present
work, the substrate concentration is regulated.1
3 PHYSICAL MODEL
Suppose that an enzyme is immobilized in a drug delivery system named as a bioreactor
(Fig. 1). The enzyme is uniformly distributed in the bioreactor. Inside the bioreactor, an
electrode wire net (electrode) is deposited in order to perform the electrochemical moni-
toring of the enzymatic reaction. On the outer surface of the bioreactor, a reservoir with
variable concentration of substrate is deposited. Let us consider that the concentration
of the substrate S can be monitored depending on the response of the electrochemical
electrode.
The given bioreactor can be represented as an active transdermal patch. The trans-
dermal patch is applied to the patient’s skin; one side of the transdermal patch delivers
the drug (product) to the patient, whereas the other side is equipped with a controlled
substrate (prodrug) supply system, which is designed to alter the substrate concentration
or its flow. The transdermal patch is equipped with two electrodes that measure the elec-
trochemical characteristics of the specific drug. In this way, it controls the concentration
of the drug in the inner range of the transdermal patch.
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Figure 1: Principal structure of bioreactor
The treatment process requires the drug to be transferred to a patient in accordance
with the therapeutic protocol. This can be either a constant flow or a function of the
time, eg., in the early treatment stage the drug flow must start at a high value and then
gradually decline as the treatment progresses, or the drug dose must continually rise until
reaching a prescribed value.1
4 CONCLUSIONS
We propose a new type of nonlocal boundary condition for the parabolic reaction–
diffusion equation system applied to the bioreactor modeling. The condition is nonlocal
w.r.t. the time and space domains. The double integral of this type in the nonlocal
condition poses new challenges for numerical experiments related to this mathematical
model.
The mathematical model was applied for the modeling operation and control of drug de-
livery systems when the prodrug is converted into an active form in the enzyme-containing
bioreactor before being delivered into the body.
The linear, exponential, and stepwise protocols of drug delivery were investigated, and
the corresponding mathematical models for the prodrug delivery were created.1
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1 INTRODUCTION
Floating substructures receive great interest within the offshore wind and wave energy
sector. In the design stage of these substructures, computational methods are often used
to analyze and optimize the structural response. Many of the present computational
methods solve the linearized fluid-structure interaction problem, but more insight may
be gained by analyzing the fully non-linear problem. Regardless of the fluid model, the
non-linear problem requires a computational method which is able to handle the moving
fluid-structure interface. Traditional numerical methods, such as those based on finite
difference, finite volume and finite element, are capable of handling the fluid-structure
interface either directly or indirectly by an immersed boundary method. However, these
methods all have drawbacks due to grid/mesh requirements. Finite difference is in general
not well-suited for irregular boundaries and finite volume/element may require significant
effort in volume/element generation when used for three-dimensional applications. Differ-
ent meshless methods have been proposed in order to circumvent these drawbacks1,2. Two
such methods are briefly introduced in section 2 and applied to solve a benchmark prob-
lem stated in section 3. Numerical results are shown in section 4 and the final conclusion
is drawn in section 5.
2 METHODOLOGY
In this section, two meshless methods are briefly introduced. The first, Kansa’s
method1, is one of the initially proposed methods for solving partial differential equa-
tions by means of radial basis functions. Next, the radial basis function-generated finite
difference2 (RBF-FD), which recently have gained great interest, is introduced. In general,
we may formulate a boundary value problem as
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Lu(x) = f(x), for x ∈ Ω, (1)
Bu(x) = g(x), for x ∈ ∂Ω, (2)
where L is a linear operator for the interior domain, B is a linear operator for the boundary,
u(x) is the unknown function, f(x) is the source term and g(x) is the boundary condition.
2.1 Kansa’s method
In Kansa’s method1 the solution is approximated by a linear combination of a radial





φ(‖x1 − x1‖) · · · φ(‖x1 − xN‖)... . . . ...





where xk is the kth cartesian coordinate vector, ‖·‖ is the Euclidean norm, ck are expansion
coefficients, N is the total number of collocation points and φ is a chosen radial basis
function. Now, the governing equation is collocated at nL nodes in Ω and the boundary
conditions are collocated at nB nodes on ∂Ω, which leads to the system of equations




Lφ(‖xnL − x1‖) · · · Lφ(‖xnL − xN‖)
























where the total number of nodes N = nL + nB and finally the solution can be obtained
from scattered data interpolation by means of equation (3).
2.2 Radial basis function-generated finite difference
In radial basis function-generated finite difference2 (RBF-FD), the methodology is
similar to the traditional FD method. The finite difference weights are determined by
solving the following equation:
n∑
k=1
wkuk ≈ Lu(x)|x=xe , (5)
where wk corresponds to finite difference weights of the differential operator L evaluated at
x = xe. In this paper, the RBF is augmented by polynomials, due to several advantages
2.
If augmented up to linear polynomial terms, the weights are found by solving
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where A is the RBF collocation matrix, for example, from equation (3), 0 is a m×m zero





is the number of polynomial terms for a pth order polynomial in d
dimensions. After the differentiation weights wk are established, the governing equations
are solved in a similar manner as in the FD method. Further details about RBF-FD and
polynomial augmentation have been provided by, for example, Bayona et al.2.
3 POTENTIAL FLOW PAST A CIRCULAR CYLINDER
Assuming inviscid, irrotational and incompressible flow allows one to model the flow
around an object by means of potential flow theory. In this study, a circular cylinder is
used as benchmark and the mathematical problem is stated as
∇2Φ = 0, for x ∈ Ω = [−1, 1]2, (7)
∂Φ
∂n
= 0, for x ∈ ∂Γ, (8)
Φ = g(x), for x ∈ ∂Ω, (9)
where Φ is the velocity potential, g(x) is the analytical solution, Ω specifies the fluid
domain, while ∂Ω and ∂Γ specify the outer boundaries of the fluid and cylinder domain,
respectively.
4 RESULTS
Both meshless methods are tested with the radial basis function φ(r) = r5, also known
as a 5th order polyharmonic spline (PHS). The RBF-FD method is augmented by 4th
order bivariate polynomials and a stencil size of 38 nodes is used. In figure 1, the different
node layouts are illustrated, along with relative errors based on the `2-norm. Relative
errors from a finite element method (FEM) solution is also plotted, where CST-elements
have been used. Expectedly, the RBF-FD shows a higher convergence rate compared to
Kansa’s method, which may be attributed the polynomial terms. It is also noticed that
even Kansa’s method provides relative stable behavior for the triangular node layouts,
whereas the quasi-random node layout seems rather unstable for both methods. Finally,
the RBF-FD method achieves the highest accuracy, while Kansa’s method achieves less
accurate solutions, but at the same order as the FEM solution.
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(1) Smooth triangulation (2) Quasi-random (3) Non-smooth
triangulation
Figure 1: Relative errors for the benchmark problem and the different node layouts used.
5 CONCLUSION
Two meshless methods were introduced, namely Kansa’s method and radial basis
function-generated finite difference. A benchmark problem was solved and relative er-
rors were compared to those from a finite element solution. The comparison shows that
meshless methods are interesting alternatives to other numerical methods for solving po-
tential flow past solid objects.
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Summary. Current design trends of footbridges lead towards light and slender structures
susceptible to vibrations induced by walking or running pedestrians. In this work, the
dynamic response of a composite (steel & concrete) bridge is analyzed. The bridge is
designed so that the fundamental frequency of the structure is close to the load excitation
frequencies of pedestrians. Different load models are studied in the context of a simplified
structural model and the results can then be compared to those of more advanced models.
Also the sensitivity of the results to the values of the main design parameters can be
evaluated.
1 INTRODUCTION
A simplified model for a single-spand footbridge can be based on the Euler-Bernoulli
beam theory where the governing differential equation can be written in terms of the




(x, t) + c
∂w
∂t
(x, t) + ρA
∂2w
∂t2
(x, t) = f(x, t), 0 < x < L, t > 0, (1)
where E is Young’s modulus of the material and I and A are the moment of inertia and
area of the beam cross section, respectively. The parameter c is the viscous damping
parameter and ρ stands for the mass density of the material. All parameters are assumed
to be constant over the interval (0, L), where L is the length of the bridge and the external
load is represented by the function f(x, t).
The equation of motion can be decoupled in space and time and transformed to an
ordinary differential equation for the deflection amplitude z(t):
k˜z(t) + c˜z′(t) + m˜z′′(t) = f˜(t). (2)
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For simply supported or hinged ends, the first bending mode is φ(x) = sin(pix/L) and the


























f(x, t)φ(x) dx. (3)
Division of Eq. (2) by the modal mass m˜ yields the customary form of a damped
harmonic oscillator



















is the dimensionless damping ratio.
2 LOAD MODELS
Referring to the above model, three conventional harmonic loads of the form
fi(x, t) = pi(x, t) sin(ωt), i = 1, 2, 3
can be specified. The first model is associated to the so called pedestrian stream model,
where the random load due to a stream of random pedestrians is replaced by an equivalent
uniformly distributed load p1 over the bridge surface area. The second load consists of
a pedestrian group of weight P2 moving with a constant velocity v across the bridge.
Finally, in the third case the load P3 is assumed to act at the center of the bridge at
x = L/2, where the maximum amplitude of the first bending mode occurs. This kind of
models have been advocated in2 and in the references therein.
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Referring to the assumed structural model, the load functions for the above load cases
are
f1(x, t) = p1 sin(ωt),
f2(x, t) = P2δ(x− vt) sin(ωt),
f3(x, t) = P3δ(x− L/2) sin(ωt),
where δ(·) stands for the Dirac delta function. The corresponding generalized loads ac-




L · p1 sin(ωt),






f˜3(t) = P3 sin(ωt),
where T = L/v is the time it takes for the group to cross the bridge in the second load
case.
3 NUMERICAL RESULTS
We consider now a steel-concrete composite single-span bridge model which has been
verified in the ultimate limit state. The bridge properties are as follows:
• Length and width: L = 28 m & H = 3 m
• Total mass: M = 77 158 kg
• Bending rigidity: EI = 2 891 201 kN ·m2
• Natural frequency: f = ω
2pi
= 2.052 Hz
• Assumed damping ratio: ζ = 0.3%
In the first loading case, we assume a pedestrian density of d = 0.5 m−2. According to
the pedestrian stream model, see2, the corresponding equivalent number of pedestrians






In this model, the vertical load is assumed as Pw = 280 N and the reduction factor
ψ1 = 1 corresponding to the natural frequency is determined based on Table 4-8 of
2. The
distributed load over the beam length becomes p1 = Pw · ψ1 · n′ ·H = 38.336 N/m.
In the second loading case with a moving load, we assume a group of four pedestrians
(n = 4) moving with a constant velocity.
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Figure 1: Acceleration response of the model bridge for a moving load.
In the third loading case with a stationary load at the center, we reduce the number
of pedestrians as n′ =
√
n so that P3 = n
′ · Pw · ψ2 = 560 N.
The maximum acceleration in the first and third cases can be calculated as based on















In the second case, the acceleration response was evaluated numerically and is shown in
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Summary. This processes the highly flexible frame for a drag sail in FEA with contacts and 
compared with experiments to get a better understanding of how well ANSYS can describe 
highly non-linear systems.  
1 INTRODUCTION 
Space Debris is a growing concern because the need for more satellites in Low Earth Orbit is 
imminent for many companies. With drag augmented solutions as Self-deployable Space 
Structures (SDSS)1 that rely on drag sails, new satellites can be deorbited after the end of their
operation. The SDSS drag sail is deployed with a highly flexible frame2. For the system to
deploy from its complex folding position, the elastic energy in the frame is used. The highly 
flexible frames are made of stainless steel with a yield strength of 1600 MPa. From related 
research3,4 stress levels during the folding process have been determined. The folding of the
highly flexible frame is done by holding one point and twisting at another point by 360 
degrees3. To get an insight into the influence from self-contact in the highly flexible frame
while folding a transient FEA with pure penalty contact elements has been performed in order 
to understand the complex stress state and frictional condition in the folding process. Pure 
penalty based contact gives the fastest and easiest convergence to model the full folding 
process. This transient FEA is then compared to experimentally determined forces and 
torsional moments and validate the ANSYS solution5.
2 THE HIGHLY FLEXIBLE FRAME 
The drag sail is developed for a CubeSat system as this is currently the smallest system on the 
market for satellites. By understanding the complexity and limitations this Spacecraft size 
impose, it is relatively easy to scale up of the drag sail for larger satellites. The setup for the 
numerical analysis and the experiment is done by holding point A in Figure 1 of the highly 
flexible frame and rotating the point B of the frame 360 degrees. The cross-section is 
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rectangular with the frames inner diameter D=245 mm as illustrated in Figure 1and the 
selected material is an austenitic stainless steel with an Elastic modulus of E = 200,000 MPa. 
This research considers an SDSS without the drag sail, i.e. only self-contact of the flexible 
frame is considered. 
 
 
Figure 1: Boundary condition for the highly flexible frame and the cross-section. D is the inner diameter of flexible frame. 
The material used is an austenitic stainless Steel with an Elastic modulus of E = 200,000 MPa 
 
By using a rectangular cross-section, the instability from its weak axis is utilized for an easier 
folding (bifurcation) and lower stresses as seen in earlier research3. The ratio between height 
and wide of the cross-section needs to be 3 or higher to assure a smooth folding process. The 
setup for the experiment is done in a holding test rig to control the movement (rotation and 
linear translation of point B in figure 1) and holds the HBM multiaxial measurement tool, so 
the 3 forces and 3 moments are measured as seen in Figure 2.  
 
 
Figure 2: Configuration of the test setup unfolded(left) and folded frame(right) Left - The HBM multiaxial measurement tool 
(blue) in the unloaded condition. Right -  The folded frame where the self-contact can be observed. 
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In the FEA point B in figure 1 translates frictionless whereas in the experiment point B is 
supported in a mechanical guide. In the FEA the contact elements are configured as a pure 
penalty to achieve convergence in the simulations. Pure penalty contacts use the normal force  as seen in equation 1.  This is a factor between the penetration  of elements and a normal 
stiffness  and where the normal stiffness  is a factor of Young’s modulus  standard set to 
0.1 times the Young’s modulus.  
 
  =  0, 	
	 > 0	, 	










	 = $% + % −  < 0	(	*	+)
, 	





These parameters are then adjusted to give a comparable solution to the experiment the 
allowable penetration factor	, normal stiffness * and friction	: 
 
⋅ Penetration factor        0.5 mm - 2.5 mm 
⋅ Normal stiffness factor      0.1 
⋅ Friction factor       0.2 
 
The FEA is a solid model with low order elements, and all the surfaces are selected to be 
contact and target to describe the self-contact issues in the folding process. Gravity is 
neglected under these circumstances as the forces are so small compared to the torsional 
moment needed to fold the frame. 
 
3 RESULTS 
Comparing the results from FEA and the experiment gives a good correlation up to 210 
degrees here the experiment moment do not drop as far down as the FEA as seen in Figure 3. 
At a rotation angle of 210 degrees, the torsional moment found in the FEA is lower than 
found in the measurements. This is due to that at this point the terminal bifurcation of the 
folding has occurred, and the friction in the guide is dominating the response. The FEA 
continues to go down and ends up in a self-locking position so that the frame will not unfold 
by itself when released. 
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Figure 3: Comparing the torsional moment between FEA (blue curve) and experiment (red curve). There is a good 
comparison between FEA and measurements until a rotation angle of 210 degrees. Only up to a rotation angle of 340 degrees 
are the measurements valid due to boundary conditions in the test rig 
 
4 CONCLUSIONS 
A test rig to study internal forces and frictional forces during folding of highly flexible frames 
has been devised. The initial test indicates good agreement with numerical models. By 
comparing the moment under the folding process between the FEA and the experiments, it is 
seen that op to a rotation angle of 210 degrees is incoherence. By changing the penetration 
factor 	in the contact elements gives no noticeable difference only fluctuation with the 
moment. The test rig will be used in further work to determine the forces and moments in 
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Summary. Topology optimization of 2D continua with the objective of minimizing
the mass while considering finite-life fatigue constraint is considered. The structure is
subjected to proportional variable-amplitude loading. The topology optimization problem
is solved using the density approach. The fractions of fatigue damage are estimated using
the stress-based Sines fatigue criterion and S −N curves, while the accumulated damage
is estimated using Palmgren-Miner’s rule. The method is a natural extension of classical
density-based topology optimization with static stress constraints, and thus utilizes many
of the same methods. A benchmark example is presented.
1 INTRODUCTION
Since the seminal work by Bendsøe and Kikuchi1, the topology method has been applied
to the optimal material distribution problem in a variety of fields. Most work has been
done on minimizing compliance subject to an overall volume constraint, but the method
has also been extended to e.g. stress-constrained optimization, fluid-structure interaction
problems, and many complicated multi-physics problems. Limited research on fatigue-
constrained topology optimization has been published. However, fatigue failure is one of
the most common failure modes of structures subjected to repeated loading. A few works
on fatigue-constrained topology optimization have been published, where most work either
design for infinite life, e.g. Collet et al.2, or reformulate the fatigue problem into a static
stress-constrained problem, see e.g. Holmberg, Torstenfeldt, and Klarbring3.
In the recently published work by Oest and Lund4 a method is proposed where the
entire fatigue analysis is included directly in the optimization problem, including the entire
load-history. By utilizing an effective adjoint formulation of the design sensitivities, the
computational cost of the finite-life fatigue-constrained problem is comparable to static
stress-constrained topology optimization. The method is currently limited to linear quasi-
static finite element analysis, linear elastic material behavior, and proportional loading.
The method can sometimes experience gray-scale issues, which in the current work is
addressed using the heaviside density filter.
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2 PHYSICS
A reference load vector Pˆ is applied to a structure, and a reference displacement uˆ is
obtained by solving the static equilibrium state equation:
K(x˜(x))uˆ = Pˆ (1)
K is the interpolated global stiffness matrix, x˜ is the vector containing the filtered (phys-
ical) variables, and x is the design variables. The response for any other magnitude of the
reference load can then be determined efficiently by linear superposition of the reference
displacement vector. The global stiffness matrix is interpolated using the well-known
modified SIMP with a penalization factor p = 3. Consequently, the effective Young’s
modulus Ee in each element e is given by:
Ee(x˜e(x)) = Emin + x˜e(x)
p(E0 −Emin), x ∈ [0; 1] (2)
Here Emin << E0 is a lower bound on the effective modulus representing the stiffness
of a void region. The element reference stresses σˆe are obtained using the reference




Here 0 ≤ q < 1 is the stress interpolation exponent, E is the constitutive matrix, B is
the strain-displacement matrix, and ue is the vector of element displacements.
To estimate each fraction of damage caused by each load cycle, the stress-based Sines
criterion is applied. The Sines criterion includes all stress components and accounts for
amplitude and mean stresses, which are determined using traditional rainflow-counting. A
beneficial property of the Sines criterion is that it reduces the stress state to an equivalent
uniaxial stress, σ˜ei, for each stress cycle i. This allows for the use of S − N curves and
Palmgren-Miner’s rule. In the present work, a linear S − N curve has been applied.







f and b are material parameters, and Nei is the expected amount of cycles to failure








cD ≥ 1 is a scaling factor to make the data representative of a lifetime, ni is the amount
of cycles for a stress cycle, and η is the allowable damage. The above equation constitutes
a fatigue constraint in every element. To reduce the computational costs, the P -norm
method is applied to reduce the large amount of constraints to a single global constraint.
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Due to the cumulative nature of Palmgren-Miner’s rule, it is possible to solve just one
adjoint equation per load case4. Thus, for large load series, the computational costs are
only increased slightly, as the amount of adjoint equations is independent of the size of
the load cases.
In the original work, it was shown that grayscale issues may occur. To address this the
regularization scheme has in this work been changed from the consistent density filter to
the heaviside density filter7. The heaviside filter is given by:
x˜e = 1− e−βx¯e + x¯ee−β (6)
x¯e is the density as obtained using the classical density filter, and β is a filter parameter.
For a β value of zero, the physical variables x˜ are similar to those obtained using the
classical density filter. When β goes to infinity the design variables are all 0 − 1. Note
that the implementation is using the standard element density, and not the mapped nodal
design variables which reportedly improves the problem numerically.
3 EXAMPLES
An optimized cantilever beam with two holes added to introduce stress concentrations
is shown in Figure 1. The asymmetric design is a direct consequence of the mean stress
contributions caused by the loading condition. The example is obtained using careful
optimizer settings, a very slowly increasing β parameter, and with a P -norm factor of
P = 8. For comparison, the same problem is solved using the original formulation, i.e.
with a density filter and a P -norm factor of P = 12. However, as compared with the
original publication, more iterations are allowed in this framework in both examples. The
0.24 m
0.10 m





















Figure 1: Minimization of mass problem with fatigue constraints demonstrated on a
cantilever beam, sketched in (a). The time-varying load is shown in (d). The original
formulation from Oest and Lund4 is shown in (b) and (e), and the results obtained using
Heaviside filtering is shown in (c) and (f).
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design obtained using the heaviside is with β = 20, presents a slightly more 0− 1 design.
However, the formulation adds an additional tuning parameter and is more difficult to
solve. Thus, a lower P -norm factor had to be applied, which resulted in a less well-
distributed damage as compared with the original formulation.
3.1 CONCLUSION
A minimization of mass topology optimization problem constrained by finite-life fa-
tigue is demonstrated using the heaviside filter. However, the added non-linearity makes
the already very non-linear problem even more difficult to solve. Thus, the example
shown here is solved with a P -norm parameter lower than in the original work. It is not
necessarily worth the extra effort to use the heaviside filter for this specific purpose as
compared with the density filter. However, if the optimization can be made more stable
by other means, the heaviside filter may prove a good regularization approach for fatigue
constrained topology optimization using the density method.
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Summary. Recovery-based error estimation for thin plate problems (the bi-harmonic
equation) is revisited in the context of Isogeometric analysis. The energy-norm error
between the recovered and finite element solutions is appended by the residual error in
the recovered solution, to obtain an upper bound estimate.
1 Introduction
Through the isogeometric finite element analysis concept1 using splines as basis func-
tions instead of traditional Lagrange polynomials, the Kirchhoff-Love thin plate equations
can efficiently be solved numerically without the introduction of rotational degrees of free-
dom, since the inter-element continuity is of order p − 1 for elements of order p. Using
the more recently proposed Locally Refined B-splines2, we may also perform adaptive
analyses of such problems based on a posteriori error estimates.
In the current study, the recovery techniques studied by the authors earlier3,4 are revis-
ited and enhanced by including residual-based estimates as proposed by Kumar et al.5,6.
Due to the increased inter-element continuity resulting from the use of the splines dis-
cretization, the inclusion of such estimates is rather simple and can be added without
significant computational cost.
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2 The thin plate problem
The partial differential equation based on Kirchhoff-Love plate theory for a thin plate
with a constant stiffness D = Et
3
12(1−ν2) , where E is the Young’s modulus, ν the Poisson’s




∀ xα ∈ Ω (1)
mαβnβ = M¯α ∀ xα ∈ ∂Ωm (2)
Dw,ααβnβ = −Q¯ ∀ xα ∈ ∂Ωq (3)
w = w¯ ∀ xα ∈ ∂Ωw (4)
w,αnα = θ¯ ∀ xα ∈ ∂Ωθ (5)
where Einsteins summation convention over repetitive indices is assumed and α and β
are running indices over coordinate directions, i.e., w,ααββ := w,xxxx + 2w,xxyy + w,yyyy.
The bending moments, mαβ, are related to the unknown transverse displacement field w,
through mxx = −D(w,xx + νw,yy), myy = −D(w,yy + νw,xx) and mxy = −D(1− ν)w,xy.
Furthermore, nα is the outward-directed normal vector on the boundary ∂Ω, M¯α denote
some applies edge torque and moment in the local axes directions of ∂Ωm = ∂Ω \ ∂ωθ,
and Q¯ denotes the applied transverse shear force on ∂Ωq = ∂Ω \ ∂ωw. Finally, p = p(xα)
is the distributed transverse load, whereas w¯ and θ¯ denote the prescribed transverse
displacement and normal rotation at the boundaries ∂Ωq and ∂Ωθ, respectively.
The weak form is obtained by multiplying Equation (1) by a test function v(xα) ∈ V(xα)
and then integrating over the domain Ω. The, after applying Green’s identity twice and
other manipulations, we arrive at the following. Find w ∈ W(x,α) such that
a(w, v) = l(v) ∀ v ∈ V(xα) (6)
where we introduce the bilinear form a(w, v) and the linear functional l(v) as follows
a(w, v) := D
∫
Ω







Q¯ v dS +
∫
∂Ωm
M¯α v,α dS (8)
Proper function spaces for the trial- and test displacements w and v are, respectively
W = {w ∈ H2(Ω) | w = w¯ on ∂Ωw and v,αnα = θ¯ on ∂Ωθ} (9)
V = {v ∈ H2(Ω) | v = 0 on ∂Ωw and v,αnα = 0 on ∂Ωθ} (10)
and we then introduce finite dimensional sub-spaces ofWh ⊂ W and Vh ⊂ V to obtain our
finite element (FE) formulation. In the current study, we use quadratic tensor-product
splines in our discretization.
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3 Error estimates
An estimate of the discretization error in the FE solution is obtained by projecting the
discontinuous secondary solution, wh,αβ onto the basis used for the the primary solution
wh, resulting in the recovered solution, w∗,αβ. Herein, we use global L2-projection to obtain
this recovered continuous solution. An error indicator based on the energy norm is then
η∗ = ‖w∗ − wh‖E (11)
where ‖w‖E :=
√
a(w,w). The error estimate given by Equation (11) will underestimate
the true error, defined as ‖w − wh‖E, which is bounded by
‖w − wh‖E ≤ ‖w∗ − wh‖E + ‖w − w∗‖E (12)
An upper bound estimate of the second term of Equation (12) can be obtained by a





h4k‖R∗‖2L2(Ωk) + hk‖J∗m‖2L2(∂Ωmk) + h3k‖J∗q ‖2L2(∂Ωqk)
}
(13)
where hk denotes some characteristic size of element k (typically the length of the longest
diagonal). R∗, J∗m, J
∗
q are, respectively, the interior residual of the recovered solution w
∗
,αβ,
and the jump (boundary residual) between the recovered solution and the prescribed edge
moment M¯α and shear force Q¯.
4 Numerical example
We consider the bi-harmonic equation solved on the bi-unit domain:
∇4w = w,xxxx + 2w,xxyy + w,yyyy = f(x, y) ∀ (x, y) ∈ [−1, 1]× [−1, 1] (14)
subjected to the homogeneous Dirichlet boundary conditions
w = 0 ∀ (x, y) ∈ ({−1, 1} × [−1, 1]) ∪ ([−1, 1]× {−1, 1})
w,x = 0 ∀ (x, y) ∈ {−1, 1} × [−1, 1]
w,y = 0 ∀ (x, y) ∈ [−1, 1]× {−1, 1}
(15)
With the loading function equal to
f(x, y) = 24(5x−1)(y2−1)2 + 32(x−1)(5x2 + 2x−1)(3y2−1) + 24(x−1)(x2−1)2 (16)
the solution that satisfies Equations (14) and (15) becomes
w(x, y) = (x− 1)(x2 − 1)2(y2 − 1)2 (17)
which is 5th order in x-direction and 4th order in y-direction.
We then conduct a FE analysis on a series of uniformly refined meshes, using a bi-
quadratic spline basis. Since the analytical solution is available, we can compare the
following error quantities and their associated effectivity indices
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• η∗ = ‖w∗ − wh‖E θ∗ = η∗/‖w − wh‖E
• ηEX = ‖w∗ − wh‖E + ‖w − w∗‖E θEX = ηEX/‖w − wh‖E
• ηRES = ‖w∗ − wh‖E + Res(w∗)E θRES = ηRES/‖w − wh‖E
The results are shown in Figure 1. We see that the residual estimate Res(w∗)E has the
same rate of convergence as the corresponding true error ‖w−w∗‖E and give a conservative
estimate, but its convergence rate is higher than that of η∗ such that the corresponding
effectivity index approach unity as the mesh is refined.
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Figure 1: Convergence results for the bi-harmonic problem using quadratic splines discretization.
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Summary. This paper presents a novel fatigue analysis software, called Fatlab, for post
processing FE models. The program is open-source and intended for teaching and research
as well as practical engineering. It handles both non-linear FE models and multiaxial
loading using the critical plane approach.
1 INTRODUCTION
Fatigue analysis can be a very cumbersome and time-consuming process especially
in case of non-simple geometry and/or loading, e.g. multiaxial loading. A number of
FE post-processing softwares have therefore been developed, e.g. MSC.Fatigue1, nCode
DesignLife2, FEMFAT3, winLIFE4, etc.
The drawback of using such commercial software, except from the generally high price5,
is the closed nature of the code. The user cannot see exactly how the calculations are
performed. It is also difficult to adapt the software to industry-specific requirements,
e.g. special load simulators, special assessment criteria or the like. Additionally, the
implementation and testing of newly proposed scientific methods is difficult or impossible.
To remedy these shortcomings many companies develop their own in-house fatigue
software. Recently, some research groups have also developed such software, e.g. P-FAT6
and PragTic5. Neither are open-source, but PragTic is available as freeware.
This paper serves as short introduction to Fatlab, a novel post processing software for
fatigue analysis developed by the author. Whereas the calculation procedures applied in
Fatlab are probably more or less identical to the other programs, Fatlab is different on the
following key aspects; 1) It is free and open-source, 2) It is developed in Matlab, enabling
easy modification by engineers and students with limited programming experience. 3) It
has an intuitive, visual user interface designed for learning and de-mystifying advanced




Figure 1 shows the workflow of the program. The process is repeated for each node in


























Figure 1: Fatigue analysis flow.
Firstly, the time-dependent stress tensor (the stress-time history) is established as a
starting point for the analysis.
σ(t) =
σxx(t) τxy(t) τxz(t)τxy(t) σyy(t) τyz(t)
τxz(t) τyz(t) σzz(t)
 (1)
This can be achieved in several ways using scaling/interpolation and superposition of
stresses from unit load cases (LCs). Non-linear behavior in the FE model (e.g. contact,
large displacement, varying load directions, etc.) is also supported by allowing two or
more separate unit LC stresses for each load component and using interpolation.
In the most elementary case, unit LC stresses σFi=1 are scaled linearly with the asso-




σFi=1 · Fi(t) (2)
Various measures of fatigue relevant stresses can then be resolved from this, e.g. prin-
cipal stresses. In case of multiaxial loading however, the direction of the principal stresses
may change over time and therefore they constitute a poor choice. Multiaxial fatigue is
usually analyzed using the critical plane approach.
3 CRITICAL PLANE ANALYSIS
The idea behind the critical plane approach is to find the plane in which cracking will
initiate, i.e. the critical plane. To do so, a number of search planes intersecting the surface
orthogonally and at some inclination are searched for the maximum value of a damage
parameter. The plane that maximizes the damage parameter is then called the critical
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plane. Each search plane is defined by its unit normal vector n, which is again defined by
the angle to the local x-axis θ and the inclination angle φ, as shown in Figure 2a.
The tip of the stress vector Sn describes some curve in stress space, as illustrated in




and parallel to the plane, i.e. the shear stress
τ (t) = σ(t)n− nnTσ(t)n (4)
The range of normal stress is easily resolved, also for variable amplitude loading,


















Figure 2: Search plane definition and extraction of stress ranges7.
A damage parameter must then be calculated for each search plane in order to deter-
mine which is the critical one. Many proposals have been made as to which particular
combination of normal- and shear stress ranges should be the relevant for fatigue.
The simplest is the so-called normal stress criterion, typically applied in the Danish
wind industry for fatigue assessment of ductile cast iron components. Here, we search for
the plane that experience the maximum damage calculated from normal stress alone.
The criterion can be expressed as
max
0≤θ≤pi
∆σn,eq(θ) ≤ ∆σR (5)
where ∆σn,eq is the damage equivalent stress range calculated using Rainflow counting




Figure 3 shows example results for a wind turbine hub; utilization ratio as contour plot
over the model. The lower right part shows an assessment of multiaxiality in a selected
node, i.e. the magnitude of the largest principal stress as a function of its direction.
Figure 3: Example results: wind turbine hub section.
REFERENCES
[1] MSC Software. MSC.Fatigue. www.mscsoftware.com.
[2] HBM. nCode software. www.ncode.com.
[3] MAGNA. FEMFAT software. www.femfat.com.
[4] STZ Verkehr GmbH. winLIFE. www.stz-verkehr.de.
[5] Papuga, J. Mapping of Fatigue Damages Program Shell of FE-Calculation. Ph.D.
thesis, CTU, Prague (2005).
[6] SINTEF. P-FAT, FEM post-processor for fatigue analysis. www.sintef.no/en/sintef-
materials-and-chemistry/softvare/fem-post-processor-for-fatigue-analysis/.
[7] Pedersen, M. M. Multiaxial fatigue assessment of welded joints using the notch stress
approach. Int. Journal of Fatigue (2016).
160
30th Nordic Seminar on Computational Mechanics 
NSCM-30 
J. Høgsberg. N.L. Pedersen (Eds.)
2017
ON SHAFT FILLET STRESS CONCENTRATION
N. L. PEDERSEN
Dept. of Mechanical Engineering, Solid Mechanics
Technical University of Denmark
Nils Koppels Alle´, Building 404, DK-2800 Kgs. Lyngby, Denmark
e-mail: nlp@mek.dtu.dk
Abstract. A shaft is typically loaded by three different load types; torsional, bending
and normal load separately or more generally in combinations. In most cases the size of
the shaft is controlled by the constraints on the maximum allowable deflection and/or
rotation at e.g. the position of bearings or gears. But if care is not taken to limit the
stress concentrations these will control the durability of the shaft. With the use of fillets
we have stress concentration described by the stress concentration factor Kt (theoretic
stress concentration factor).
The stress concentration factor is typically found in charts in textbooks or papers. The
charts are given for circular fillets and for the three different loading situations separately.
Many of the charts are based on experimental results from photo elasticity. The typical
procedure for the case of a combination of the loading situation is to find the maximum
stress resulting from each of the loadings and from these maximum values calculate a
reference stress although the maximum stress is not found in the same point for the
different load cases. With this procedure we end with a conservative estimate on the
strength. Although structural optimization is a mature science and optimization have
been performed on shafts this has had limited impact on the practical design of shafts,
these are still mainly based on the circular fillet design.
The minimization of maximum stress and thereby increasing the strength of compo-
nents can be found in many papers. The majority of papers deals with flat or circular bars
in tension. Despite the large number of publication no optimization have been reported
for the combined loading case to the knowledge of the author.
Typically relatively large improvements of the strength can be found for simple design
modifications. Central for these design modifications is that revised design can still oper-
ate with the design specified by the standards. The evaluation of the stress concentration
is performed using the FE method. For a successful application of shape optimization a
couple of point are important. The main point is that the parameterization of the shape
with the high stress is done separately from the FE meshing of the design domain, i.e.
the position of the nodes in the FE mesh should not be used as design variables
Keywords: Machine elements, Optimization, Bending, Torsion, Normal force, Harmonic
FE.
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1 INTRODUCTION 
The densification that occurs today in the urban development of cities increases the risk of 
having disturbing building vibrations. An example of an increasingly disturbing source is 
faster trains, and an example of a more sensitive receiver is the more advanced equipment 
housed in hospitals and research facilities. The distance between source and receiver is 
nowadays shortened due to densification of cities, e.g. having railways closer to buildings. 
Moreover, due to economic and environmental reasons, the building industry tends to build 
with lighter structural elements and thus use less material, for example, using wooden 
structures and long-span hollow-core concrete slabs. Analysis of traffic-induced ground 
vibration is complicated since the problem involves a vast amount of unknown factors, the 
problem can, in general, roughly be divided into different parts as illustrated in Figure 1: the 
source; the region of propagation; and the receiver. The parameters and properties of each 
region affect the vibration levels occurring in a building. In case of predicting or measuring 
too high vibration levels in a building, vibration-reduction measures can be applied, see for 
example: soil stabilization1,4, wave barriers1,3,4. For extensive reading see, for example, 5. 
The aim of the investigation presented here is to study, by using an efficient computational 
methodology (see Section 2), to which extent the building structure itself can be used for 
reducing traffic-induced building vibrations. The objective is to investigate the effect of 
various geometrical and material parameters of the structural building elements on the 
vibrational response on slabs.  
Figure 1: Simplified illustration of the vibration propagation problem. 
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The work presented in this paper has been performed in collaboration with the master’s 
dissertation students Rickard Torndahl and Tobias Svensson6, as well as with Professor Kent 
Persson at the Department of Construction Sciences at Lund University. 
2 COMPUTATIONAL MODEL 
The computational methodology described in here essentially consists of two parts: model 
reduction of a finite element (FE) model of the ground; and parametric studies using the 
reduced ground model assembled with an FE building model. In the first part, a large three-
dimensional (3D) FE model of the ground using solid elements is reduced by eliminating 
degrees-of-freedom (DOFs) by a four step approach: (i) create a full 3D FE model; (ii) set up 
load cases where the retained DOFs are loaded, one at the time; (iii) using Abaqus for steady-
state load case analysis, the displacement results are saved for the retained DOFs; (iv) the 
results are imported to Matlab where the dynamic compliance matrix is established—its being 
inverted to obtain a reduced dynamic stiffness matrix for each of the frequencies considered. 
The DOFs used for loading and evaluation are chosen as retained DOFs. In the second part of 
the methodology, an FE model of the building structure is established in Abaqus using 
structural finite elements. Thereafter the system matrices are exported to Matlab and the 
dynamic stiffness matrix for each frequency is calculated. The dynamic stiffness matrices of 
the building structure are then assembled, by sharing DOFs, with the reduced dynamic 
stiffness matrices of the ground model. Now the complex displacement amplitudes can be 
obtained by using Matlab to solve the steady-state problem. 
For the example case used in this study (see Section 3), the computational time for one 
frequency step in a steady-state analysis took 2.8 s when using the reduced soil model, as 
aforementioned described, to be solved on two Intel Xeon E5-2650v3 of 2.3 GHz ten-core 
processors with 62 GB of RAM available. On the same set-up it took 965 s with the non-
reduced ground model, hence, the computational time was reduced by 99.7%. Moreover, by 
using the developed methodology, the parametric studies are now possible to be solved on a 
regular desktop computer, e.g. Intel Core i5 3.4 GHz processor with 4 GB available RAM—
the computational time being in the order of seconds per frequency.   
3 PARAMETRIC STUDY  
The ground in the example case employed here consists of a rather stiff soil layer resting 
on top of bedrock. The mass density (ρ), the Young’s modulus (E), Poisson’s ratio (ν) and the 
loss factor (η) for the ground materials, as well as the geometry of the reference building are 
shown in Figure 2. Seven different parameters were varied, one at the time while the others 
were kept constant. The parameters considered in the analyses being: slab span-length; slab 
thickness; cross-section of structural building elements; angle of the impinging wave front; 
and comparison of light-weight (wooden) versus heavy-weight (concrete) building structure. 
The buildings in the study are subjected to ground vibrations stemming from a vertical 
harmonic unit point load applied 20 m from the long-side of the building. The frequency 
range used in the paper is set to 5–50 Hz, applied in steps of 1 Hz. The complex magnitude of 




Figure 2: (left) Parameters of the ground. (right) Dimensions of the reference building. 
Two examples of results are given in this paragraph. As seen in Figure 3 the response is 
higher in the heavier concrete building than in the lighter wooden building. This might be 
explained by two reasons: (1) the excited modes of the wooden building were of higher order 
than those excited in the concrete building—thus they may require more energy to oscillate; 
(2) higher damping was applied to the wooden structure than to the concrete structure. The 
effect of various concrete slab thicknesses on the vibration response at two different floor 
levels can be seen in Figure 4. As shown, the influence of varying the thickness of the slabs is 
modest at both slabs. Actually, the response was only decreased by 10–15% by increasing the 
thickness from 200 to 400 mm. In this case, it is simply not a realistic vibration-reduction 
measure to increase the slab thickness. 
4 CONCLUDING REMARKS 
The paper presents a numerical study using an efficient methodology for investigating the 
effects of structural modifications to a building structure exposed to traffic-induced ground 
vibrations. The methodology was proved efficient by reducing the computational time by up 
to 99.7% and making it possible to run the numerical simulations on a regular desktop 
computer. In this way, several reduced models of different types of soils may be computed on 
a high-performance computer cluster and be stored in a library. They would then be available 
for steady-state analysis on a regular desktop computer.  
Seven different parameters were varied in order to investigate differences in the vibrational 
response of the slabs in the building structure. It was found, for example, that varying the slab 
thickness was of low importance in affecting the vibrational response. However, the order of 
the modes that were excited was of considerable importance for the slab response. It was also 
shown that a light-weight wooden building may experience lower slab response than a heavier 
concrete building, given external soil surface excitation. 
The research was carried out in the framework of the project “Urban Tranquility” under the 
Interreg V program. The author gratefully acknowledge the European Regional Development 




Figure 3: The vertical velocity evaluated for different locations.  
(left) Light-weight wooden structure. (right) Heavy-weight concrete structure. 
 
Figure 4: The vertical velocity evaluated for the heavy concrete structure with different slab thicknesses.  
(left) First floor. (right) Second floor. 
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FE-MODELING OF STARVED HYDRODYNAMIC
LUBRICATION WITH FREE SURFACE EFFECTS
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Abstract. This work concerns a new finite-element formulation for solving hydrody-
namic lubrication problems that include partially flooded regions, where the lubricant
film behavior is governed by free surface flow.
Two rigid solids separated by a lubricant film are considered with the film assumed to
remain attached to the lower of the solids. Depending on the amount of available lu-
bricant the film may touch the upper solid or not, resulting in two distinct versions of
the thin film flow equation with different boundary conditions at the top surface of the
lubricant film. In fully flooded regions, the upper boundary of the film and its velocity
are prescribed by the geometry and motion of the upper solid, while in partially flooded
regions, a condition of prescribed pressure is employed with a capillary term superim-
posed to a given environmental pressure. These two distinct regimes are formulated as a
complementarity problem with both a pressure field and a film thickness field as unknowns.
Due to the specific structure of the resulting equations, a C1 continuous approximation
of the film thickness field is required. In this work, both unknown fields are actually
approximated with quadratic B-spline functions and the finite-element discretization of
the governing PDEs is based on the Galerkin procedure. A new stabilization method is
proposed to avoid oscillatory solutions around nearly discontinuous transitions of the film
thickness field, which is is a consistent one, in the sense that it vanishes as the mesh is
refined sufficiently.
The behavior of the developed model is illustrated by means of numerical examples and
a parametric study with respect to different model parameters is presented in addition to
mesh convergence studies.
Keywords: Hydrodynamic Lubrication, Thin Film Flow, Free Surface Flow, Finite-
Element, Stabilization.
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FINITE ELEMENT MODELLING OF SWELLING KINETICS
OF HYDROGELS: APPLICATION TO
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Summary. Material and diffusion properties of acrylamide-based hydrogels with cationic
monomers are determined by means of an inverse finite element method.
1 INTRODUCTION
Hydrogels are polymer networks swollen in an aqueous solution. In this study, we
investigate the swelling kinetics of acrylamide-based hydrogels with different fractions of
cationic monomers (DMAPAA)1 with a finite element model. The constitutive material
model of the gel is adapted for cationic gels from the model reported by Marcombe et al.2
and implemented in the ABAQUS user-subroutine UMAT. In order to capture the hydrogel
swelling kinetics, we used the formulation presented by Toh et al.3. In this work, swelling
experimental data are used in two steps: first to determine the elastic material properties
and second to estimate the diffusion parameter of the hydrogel, by means of an inverse




In this study, the experimental data presented by Tierney et al.1 for swelling of
acrylamide-based hydrogels with different fractions of cationic monomers (DMAPAA)
are used. These hydrogels are sensitive to pH and salt concentration in the external
solution. In their experiments, hemi-ellipsoidal hydrogels (radius about 50-60 µm) were
attached to the end of an optical fiber and subjected to variations in the ionic strength of
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the surrounding solution. A high resolution interferometric technique was employed for
monitoring the optical length changes of the hydrogels.
2.2 Constitutive model and swelling kinetics formulation
To describe the mechanical behaviour of the cationic gel used in this study, we use the








































where N is the network crosslink density, vS the volume per solvent molecule, kB is the
Boltzmann constant, χ the Flory-Huggins parameter and γ the molar heat of association.
Cα and c
ref
α are the nominal and reference concentrations, respectively, of the different
mobile species (protons H+, positive ions +, negative ions−). CAH+ and CA are the
nominal concentrations of the associated group AH+ and dissociated group A, respec-
tively. J is the Jacobian of the deformation and I1 is the first principal invariant of the
right Cauchy-Green deformation tensor C. This free-energy function for cationic gel5 is
adapted from the model reported by Marcombe et al.2 for anionic gels and implemented
via the ABAQUS user subroutine UMAT.
To simulate the transient process of hydrogel swelling, the migration of solvent molecules
into the hydrogel network needs to be accounted for. In this work, we assume that the
diffusion coefficient of the solvent molecules D is isotropic and is independent of the de-
formation gradient F and the nominal concentration of the solvent molecules CS
6. The
flux vector j(X, t) is the number of molecules per unit time crossing per unit area of the
current state of the gel and is expressed as7








where µS is the chemical potential of the solvent molecules. The methodology described by
Toh et al.3 was implemented via the ABAQUS user subroutines HETVAL ans USDFLD.
2.3 Inverse finite element procedure
A finite element model is used to simulate the ionic strength induced swelling of the
cationic hydrogel (see Figure 1). The network crosslink density N, the Flory-Huggins
parameter χ and the diffusion coefficient D are identified by fitting the computed length
L (Figure 1) to the corresponding experimental length.
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Figure 1: Illustration of axisymmetric finite element model of the hemi-ellipsoidal hydrogel of radius R
and height L
2.4 Material and kinetic parameters
















































D = 6 ¢ 10¡3 mm2/s



















Figure 2: (left) swelling equilibium response for different levels of DMAPAA, (right) transient swelling
response of the gel with 3 mol% DMAPAA
Figure 2 (left) shows that the material parameters determined by means of our inverse
finite element technique gives a good agreement with the equilibrium swelling experiments.
However, for transient swelling (Figure 2 (right)) , the model is unable to capture the
correct level of equilibrium swelling for each step change of ionic strength but the total
change in gel length agrees well with the experiment. As can be seen from Figure 2 (left)
for the gel with 3 mol% DMAPAA, the response of the FE model is too stiff in the ionic
strength range (0.03-0.074 M) where the transient swelling experiments are performed.
This explains the discrepancies between our simulations and the experimental results for
transient swelling. However, a diffusion coefficient D = 6 · 10−3 mm2/s gives a good
representation of the experimental kinetics.
2.5 Influence of geometry on free swelling response
We conduct several FE simulation of free transient swelling of spherical gels (R = L)
and ellipsoidal gels (R 6= L) with different values of L. As predicted by Tanaka and
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Fillmore8, the normalized swelling behaviour is independent of the initial size and diffusion
parameter for spherical gels. For ellipsoidal gels on the other hand, the normalized swelling
response depends on the reference gel length L. This illustrates the importance of the
initial geometry on the global response.
3 Concluding remarks
We developed a method to characterize material cationic gels. In addition, a framework
for modelling kinetic properties of the gels using an analogy between heat transfer and sol-
vent diffusion is presented. Initial conditions such as geometry and initial equilibrium are
crucial to determine these properties. Additional tests to describe the transient swelling
behaviour of hydrogels due to change in pH or/and ionic strength will be performed. More
experimental data on transient swelling are needed to obtain more accurate diffusion pa-
rameters. This framework gives the ability to study various aspects of hydrogel swelling,
one example being swelling induced buckling phenomena.
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1 INTRODUCTION 
Wind turbines are repeatedly exposed to natural loads, which, in general, have a significant 
influence on the structural lifetime. Therefore, maintenance and manual inspection are of great 
importance in the attempt to reduce catastrophic failures; both in onshore and offshore 
scenarios. Vibration-based structural health monitoring (SHM) has the potential to provide 
information about potential structural deterioration, hence allowing for efficient inspection and, 
as such, a reduction in operational costs. However, this requires a robust method for each step 
of the damage identification process, which consists of four subcategories proposed by A. 
Rytter [1]; namely, detection, localization, assessment and consequence. The process is 
performed stepwise, hence leading to that detection must be completed before locating the 
damage. Detecting damages in wind turbines has been solved with reasonable success [2], but 
a robust solution to the next step in the damage identification process, finding its location, has 
not been provided. A contribution to the second step is the newly developed method subspace 
exclusion zone (SEZ), proposed by Bernal and Ulriksen [3]. The SEZ method is a model-based 
damage localization approach, which facilitates a user-defined localization resolution. The 
method operates by mapping the damage-induced difference in the kinematic response, from 
an undamaged and damaged state, to a theoretical model of the structure. The SEZ method has 
shown promising results in the context of numerical simulations and laboratory experiments 
with a simple beam structure [4]. Therefore, the focus of this paper is to test the SEZ method 
on a more complex geometry, here, the residential-sized wind turbine blade in a laboratory 
environment.  
2 SUBSPACE EXCLUSION ZONE 
The SEZ method is a model-based damage localization scheme, which seeks for differences 
in two domains, a physical and a theoretical one. With reference to figure 1, consider now the 
physical and theoretical domains where Ω𝑢 and Ω𝑑 are, respectively, the undamaged 
subdomain and damaged one. The dashed boundary, Γ, represents the boundary of an EZ of 
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user-defined size. The principles of locating damages are to obtain an experimental feature, 
for instance, accelerations or displacements, from an undamaged and damaged state of the 
structure in question. Subsequently, one postulates an EZ in a theoretical model, for instance a 
finite element (FE) model, of a user defined size and removes the DOF within the interior of 
the EZ. If the damage is within the postulated area, the experimental feature can, under ideal 
circumstances, be reproduced by applying a stress field across the boundary of the EZ.  
 
Figure 1: (a) Physical model presented with a damaged area. (b) Theoretical model with a postulated EZ 
subjected to a stress field. 
Suppose now a linear transformation  
 
𝛼𝐴𝑥 = 𝑏, (1) 
 
where 𝐴 ∈ ℝ𝑚𝑥𝑝 is the interrogation matrix, populated with 𝑚 observations for each of the 𝑝 
DOF on the boundary of the exclusion zone. Matrix 𝐴 is generated by applying the stress field 
across the boundary of the EZ. The damage-induced difference, 𝑏 = 𝜂𝑢 − 𝜂𝑑, is here denoted 
as the experimental feature, and 𝛼 is an arbitrary scaling factor that corrects the discrepancy 
between the input loading magnitude in the undamaged and damaged state. By rearranging 








𝐴†𝑏 = 𝑏 → 𝜖 = (𝐼 − 𝐴𝐴†)𝑏, (2) 
 
with † denoting the Moore-Penrose pseudo-inverse based on the assumption, 𝑚 > 𝑝, indicating 
that SEZ operates with more rows than columns. Subsequently a residual, 𝜖, value being 
significantly close to zero, indicates that the damage is within the postulated EZ. The 











in which, equation (3) represents a sum of stresses accumulated in the matrix, A, for the 
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respective EZ, where 𝜔𝑗, 𝜁𝑗  and 𝜙𝑗 are the natural frequency, damping ratio and mass 
normalized eigenmodes, respectively, for the j’th mode.  
3 TEST SETUP 
For locating damages with the SEZ method, data is required from the undamaged and 
damaged state. This is, however, possible with the residential-sized wind turbine blade, which 
is designed specifically for damage identification purposes. The blade, which consist of two 
parts of polymer that are bolted together along the leading and trailing edge, has a length of 
approximately 800 mm and weighs 720 g, including the accelerometers and bolts. The bolts 
mounted on the blade allows one to introduce edge debondings of different sizes. The blade is 
fixed at the root and excited with a harmonic load of 75 Hz at the tip. 
 
 
Figure 2: The residential-sized wind turbine blade. (a) The shaker exciter. (b) The connection between shaker and 
blade. (c) Accelerometers. (d) The fixed support. 
The accelerations are captured by 14 uniaxial accelerometers, mounted close to the edges 
underneath the blade, hence providing measurements perpendicular to the surface.    
4    LOCALIZATION RESULTS 
The blade is modelled in ANSYS Workbench, using 3450 first-order shell elements. The FE-
model compensates for the mass contribution from accelerometers and bolts in order to 
minimize the discrepancy between the FE- and actual model. In this case, three bolts are 
loosened along the trailing edge, spanning 7.5 % of the total length. The process for data 
acquisition is carried out by 49 experiments for the undamaged and damaged state, positioned 
as illustrated in figure 2.    
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Figure 3: Residual, 𝜖 ,values for each element, associated with colours. The red dots mark the sensors and the red 
line is the location for the edge debonding.  
The SEZ method is capable of locating the damaged area, although the resolution is low. As 
shown in figure 3, larger areas indicate damaged elements, which suggest for an 
implementation of a strategy to further improve the resolution. A solution for this could be a 
statistical evaluation of the results, implemented in the SEZ method.  
5    CONCLUSIONS 
The paper presents the SEZ method applied on a residential-sized wind turbine blade. The SEZ 
method constitutes a model-based approach, which relies heavily on a calibrated FE model.  
The damage was presented by loosening three bolts, allowing the damage length to be 7.5 % of 
the total length. One issue of measuring vibrations is the noise inherent in the signals. This 
could lead to a larger area being damaged, as shown in figure 3. However, the SEZ is capable 
of locating the damage but a further development is needed to increase the accuracy of the 
damage location. To improve the accuracy and robustness in the method, an implementation of 
a statistical evaluation is suggested in the SEZ method.    
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Summary. Numerical analysis have been performed on tensile test experiment data to
evaluated the performances of a 9 microns thick aluminium foil. The identification of the
anisotropic material properties is based on tensile tests performed in 11 different angles
from 0◦ to 90◦ from the rolling direction. By least square fitting and extrapolation to
zero load the elastic modulus is, as opposed to the general belief, proven to be very close
to the expected bulk values for this specific material. The elastic modulus is shown to
be anisotropic with a stiffness variation of aound 15%. Minimum stiffness is obtained in
around 45◦ from the rolling direction.
1 INTRODUCTION
Thin foils and composite layers of aluminium are utilised in products for containers for
beverage, food, medicine, etc.1,2. In these applications the thicknesses of the aluminium
foil varies a lot and the thinnest are of the order of only a few microns. The appli-
cation development and design depends increasingly on accurate predictive engineering
methods. Thus, a thorough understanding of mechanical properties is required. Many
experimental test and theoretical analyses have been performed to characterise the me-
chanical response2,3,4. A severe obstacle is that the mechanical response of thin samples
are sensitive to geometrical effects, sample size and imperfections like wrinkles, weak grain,
thickness variations etc. Therefore, the correct representation of mechanical properties
and complete understanding of the mechanical behaviour involves delicate work of exper-
imental test combined with theoretical studies. The numerical analysis is an important
175
W. Reheman, P. St˚ahle, E. Andreasson and S. Kao-Walter
part needed to make correct evaluation of test result.
The aim of this work is to thoroughly characterise aluminium foil by the use of physical
testing and computational method. The earlier studies on this specific aluminium foil
limited to uniaxial loading in the manufacturing direction i.e. Rolling Direction (RD). In
this study, the anisotropic properties and material behaviour are investigated.
2 NUMERICAL APPROACH AND RESULTS BASED ON EXPERIMENT
The experimental measurements were performed on strips of this aluminium foil with
the cross section dimensions of 15 x 100 mm2 and a thickness of 9 microns, which is
delivered from the production line at Tetra Pak. The samples were cut with incremental
angles of 10◦ from the RD. An uniaxial tensile test were performed on the samples from
different angles, see Fig. 1 for the result. Further details regarding the experiment is
published in the work by Ka¨ck and Malmstro¨m4.
Figure 1: Experimental tensile test results for 0◦ (RD), 45◦ and 90◦ (TD)4
.
The handling of thin samples and correct performing during the test is quite challenging
because of the extremely small thickness. Even though a very careful attention is paid
to the test performing details, it is still difficult to correctly capture the initial elastic
response. It is well know that Young’s modulus for isotropic poly-crystalline aluminium
is around 69 to 71 GPa, depending on the different alloying elements. In many engineering
applications of thin aluminium foil Young’s modulus is taken to be 40-45 GPa, referring to
tensile test results performed on foils similar to the one tested by1,5. It is by us assumed
that the rather low moduli are chosen as an engineering practicality and are deliberately
including the plastic deformation that is initiated at very low load. It could also be
caused by misalignment of the sample, slippage in the grips or devices used for measuring
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the displacements or similar. The mere thinness of the foil as such does not seem as a
reasonable argument. It is argued that as long as the material contains more than 10
to 20 atomic layers, e.g. more than 100nm, bulk properties may be assumed6. This
motivates the present detailed exploration of the obtained data and its characterisation
of the material properties.
From the performed test the force and elongation were measured for each direction, and
the corresponding stress and strains are calculated. The stretching before the final rupture
is rather homogeneous and below 10%. Further, the cross sectional area is unknown, which
makes the, e.g. Cauchy stress unknown. Because of this, engineering stress and strain is
used in this pilot study. The general stress and strain relationship on incremental form is
written dσij = Cijkldkl, where Cijkl is the tangent stiffness of the material.
The stiffness tensor Cijkl, being a rank 4 tensor, transforms according to the following
C ′pqrs = βpiβqjβrkβlsCijkl, (1)
where the βij are the directional cosines. For the rotation in the x1, x2-plane all indices
assume values 1 and 2. The Einstein summation rule applies.
Here the assumption is that the material is orthotropic and subjected to plane stress,
thus the stiffness tensor is represented by the four relevant components, C1111, C1122, C2222
and C1212 in the principal coordinates x1 and x2. The components C1112 = C1222 = 0.
In non-principal directions in the x1, x2-plane, the components C1112 and C1222 may be
non-zero. The relation in Eq. (1), gives the uniaxial component as,
C ′1111 = C1111 cos
4(θn) + (C1122 − 2C1212) cos2(θn) sin2(θn) + C2222 sin4(θn), (2)
where the angle θn = θ0 + n∆θ with n = 0, 1, ..., 10... The angle θ0 is the anti-clockwise
angle from the rolling direction to the principal direction of the material and ∆θ = 10◦.
The least square set of constant parameters (A,B,C, θ0) is implicitly given by Eq. (2),
where A = C1111, B = C1122 − 2C1212, and B = C2222.
Three linear equations allow elimination of A, B, and C from the least square require-
ments. A final non-linear equation is solved iteratively for θ0. The solution for θ0 is not
unique and therefore the iterative procedure was locked into a small range of plausible
angles. The range −20◦ to 20◦, gave realistic solutions for all tensile test directions given
by n = 0, ..., 11. The set (A,B,C, θ0) represents the tangent stiffness and is a function of
the strain. The result is displayed in Figs. 2 a) and b), where E ′ and C ′1111 is shown.
3 CONCLUSIONS
1. Detailed analysis of tensile tests on a 9 micron thick aluminium foil show that the
stiffness practically assume bulk values.
2. The material is slightly anisotropic with around a ±7% variation.
177
W. Reheman, P. St˚ahle, E. Andreasson and S. Kao-Walter
a) b)
Figure 2: a) Elastic modulus E′ = C ′1111 as δ → 0 for different loading directions vs the RD. The dashed
vertical delimiters show the principal directions. b) Uniaxial tangent stiffness at different elongations,
δ=1, 2 and 3 mm. Both are as a function of the angle n∆θ. The angle θ0 is visible on the left side of the
diagram.
3. The primary principal direction is initially close to −14◦ from the rolling direction
and decreasing with increasing deformation to around −2◦ at 3 mm elongation.
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Abstract. To allow for large scale forming applications, such as converting paperbaord
into package containers, efficient and reliable numerical tools are needed. In finite element
simulations of thin structures, structural elements are required to reduce the computa-
tional cost. Solid-shell elements based on reduced integration with hourglass stabilizations
is an attractive choice. One advantage is the natural inclusion of the thickness direction,
not present in standard degenerated shells, which is an advantage for many contact al-
gorithms. Furthermore, no restrictions to the constitutive model is imposed for solid
shell elements i.e. they can be used without enforcing the plane stress condition. To be
able to simulate the converting process, the solid-shell element proposed by Schwarze and
Reese2 is implemented together with the state of the art continuum model for paperboard
developed by Borgqvist et.al.1. This approach is validated by comparing the obtained re-
sults with those found from 3D continuum elements. Finally, to show the potential for
this approach, a large scale forming simulation for paperboard is illustrated as proof of
concept.
Keywords: Paperboard, Application, Solid-Shell Element, Constitutive Model, Forming
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1 INTRODUCTION
Image registration is about finding a transformation that warps a source image into
a target image, matching gross features. It is a critical task in medical imaging. Com-
putational anatomy (CA) is a state-of-the-art framework for image registration, founded
in the theory of fluid dynamics and PDE: one seeks a time-dependent vector field that
generates a continuous warp of the source image into the target image.
Here we construct a finite element realisation of CA by representing the continuous
warp by a moving mesh. The PDE governing the motion of the mesh is an infinite-
dimensional nonlinear gradient flow1; a brief description is given in section 2. In essence,
it is a time-stepping problem, where an elliptic PDE is solved in each time step using the
FEniCS finite element package2. The solution process is summarised in fig. 1.
Although commonly used in medical contexts, we stress that CA has promising appli-
cations also in structural engineering, as discussed in section 4.
2 THEORY
In this section we give a brief account of the infinite-dimensional gradient flow equation
by Bauer et. al.1. Our spatial domain is the n-dimensional unit square Ω = [0, 1)n ⊂ Rn.
An image is a function I : Ω→ [0, 1]. A warp is an invertible smooth mapping ϕ : Ω→ Ω
(a diffeomorphism). Denote the source and target images by I0 and I1. The governing
PDE is given in terms of a time-dependent vector field u = u(t,x) and a time-dependent
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Source
image













Figure 1: Solution method overview: Source and target images are discretized as FE
meshes. By stepping through time, the nodes of the source mesh are moved in such a way
that the intensity difference between the moved mesh and the target mesh is minimised.
warp ϕ = ϕ(t,x) as
(1− α∆)ku = (I0 ◦ ϕ−1 − I1)∇ (I0 ◦ ϕ−1) , (1)
∂ϕ
∂t
= u ◦ ϕ, (2)
where k ∈ {1, 2, . . .} and α > 0 specify the order and scale of ’warp smoothing’. The
compositions are with respect to the spatial variable: I0 ◦ ϕ−1 = I0(t, ϕ−1(t,x)) and
u ◦ ϕ = u(t, ϕ(t,x)).
3 IMPLEMENTATION
A spatial discretisation of the PDE system (1) is obtained by representing the velocity
field u as a finite element vector field on a (fixed) mesh representation of Ω. The warp
ϕ is represented as another (moving) mesh, who’s nodal points are updated from u using
the forward Euler time discretisation. The compositions are obtained by standard finite
element interpolation. Thus, at each time-step we need to solve an elliptic, vector valued
PDE of the strong form
(1− α∆)ku = (I − I1)∇I, (3)
where I = I0◦ϕ−1. We use periodic boundary conditions. Furthermore, at each time-step
the nodal coordinates of the moving mesh are updated as xi(t+ h) = xi(t) + hu(t,xi(t)),
where h is the time-step size.
The implementation is done using FEniCS via the Python interface2 in a package called
Narwhal. The pixel intensity values of the source and target images are read into arrays
and mapped to the vertices of a mesh consisting of triangular Lagrange elements of order
k. The strong form of all used PDE:s are then computed depending on the k parameter. A
time stepping loop then solves the problem iteratively until the norm of the velocity field u
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is small enough. The system of linear equations can be solved using various methods and
preconditioning. The full implementation along with the code needed for the following
two examples is available via Bitbucket1.
3.1 Example 1: Proof of concept using smileys
The implemented solver has been tested by transforming smileys (fig. 2). Using fig. 2a1
as source and fig. 2b as target, the result seen in fig. 1 is obtained. Similar results are
obtained for figs. 2a2 and 2a3 and to some extend also for fig. 2a4 as source. Figure 2a5 has
a different topology compared to the target—the existence of eyebrows—and, as expected,
the solver can not handle this and the eyebrows remain when convergence is obtained.
Figure 2a6 is exactly the same image as the target fig. 2b but for a 90◦ clockwise rotation.
Here the solver reaches a local minimum and not a global; instead of twisting the mesh
to reach global minimum, half of the mouth is merged with one of the eyes to form the
target mouth and the other half forms a new eye. This issue can be handled by adding
rigid motion to the warp model, as is a common technique in CA.
(a1) (a2) (a3) (a4) (a5) (a6) (b)
Figure 2: Source faces (a) and target face (b).
3.2 Example 2: The effect of the k parameter
The effect of the smoothness parameter k of eq. (1) has been investigated using images
obtained from µ-CT scans of snail shells. Higher values of k force the transformations of
the mesh to be smoother, thereby better preserving edges in the source image, see fig. 3.
4 FUTURE WORK
In order for the solver to be applicable to big scale problems, further enhancements
are needed. Adding a volume change penalisation as well as ensuring global—rather
than local—minimum may improve the quality of the result. It is also suggested that
a parameter study is performed in order to find out reasonable choices for time-step h
and smoothing parameters k and . To find costly computations, profiling of the code is
suggested.
Regarding applications in structural mechanics and architecture, it may be possible
to start with a uniform mesh and a source image with constant intensity and morph the
image into a target image representing a stress plot. The outcome is expected to be a non-
uniform mesh with densely packed elements in areas with high stresses and sparsely packed
1https://bitbucket.org/sehlstrom/fenics-diffeomorphic/
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(a) Source image (b) Resulting mesh, k = 1 (c) Resulting image, k = 1
(d) Target image (e) Resulting mesh, k = 4 (f) Resulting image, k = 4
Figure 3: Source image, target image and resulting meshes and images for k = 1 and
k = 4. A low value of k allows for more extreme deformations of the mesh compared to
higher values.
elements in areas with low stresses. By adding members with equal cross section along the
edges of all elements in the mesh, an effective configuration can be achieved yielding about
the same utilisation of all elements. Another possibility is pattern matching, enabling e.g.
a glass roof structure to cast shadows in a predetermined pattern on the floor of a covered
courtyard.
REFERENCES
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Summary. With the objective of mass minimization, a 73-m offshore wind turbine blade is 
optimized using a gradient based approach on a Finite Element (FE) model. Constant loads 
and a fixed outer geometry are assumed. Plies of the same material and same orientation are 
grouped together in plygroups. The thicknesses of the plygroups are chosen as design 
variables. Manufacturing constraints such as ply-drops are taken into account using linear 
constraints. Structural constraints include buckling, tip displacement and max. strain failure 
indices. 
1 INTRODUCTION 
Offshore wind turbine blades are getting increasingly longer and heavier every year. These 
blades are often manufactured in big molds where the dry material is build up and solidified 
with resin using a vacuum process. The molds are relatively expensive, and a large number of 
blades needs to be manufactured in each mold before they are profitable. In the case of 
tailoring a blade for a new site with different loads, or simply redesigning a blade using 
improved design tools, changes to the outer geometry are not permitted as that would require 
changing the mold. In this work a proposed design method for minimizing the mass of an 
offshore wind turbine blade with a fixed outer geometry will be presented.  
Mass minimization of wind turbine blades has been studied in a number of examples. In 
[1], a genetic optimization algorithm is used to find the optimal thickness of the shell and 
webs. However, the entire shell and web are assumed to have the same thickness. This is a 
consequence of genetic algorithms being very computationally expensive for many design 
variables. Another approach is used in [2] where a gradient based method called ‘Discrete 
Material and Thickness Optimization’ (DMTO) is used. In this method each layer has a 
density variable to determine if there should be material or not (topology). This is combined 
with multi-material optimization where each ply in addition also have material weight factors 
allowing it to ‘choose’ the best material. As this approach yields multiple design variables for 
each ply, it becomes computationally expensive for large structures. 
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In the following a parameterization with relatively few design variables will be presented. 
The parameterization approach will be demonstrated on a 73-m offshore wind turbine blade.  
 
2 PARAMETERIZATION 
The parameterization is done by first dividing the wind turbine blade into regions of 
similar layup. This can be seen on Figure 1 with the divisions marked using red dotted lines. 
Within these regions a constant layup is assumed.  
 
Since wind turbine blades are often build up using many layers of the same material and 
same orientation, it is possible to group these together into plygroups. A sequence of these 
plygroups is assumed for each region. An example of a sequence of plygroups is shown on 
Figure 1 for the Main Laminate (MA) region. The thickness of the plygroups are the design 
variables used in the optimization problem. 
 
The wind turbine blade is divided longitudinally into sections. In this work the sections 
have a length of 2 m. The thickness of a plygroup with unidirectional (UD) material located in 
the Main Laminate (MA) in longitudinal section no. j will be denoted tMA,j,UD . The indices 
MA,j constitute what we denote as a patch: A group of finite elements with the same layup. 
 
 
Figure 1 – Wind turbine blade cross section divided into regions of similar layup: Main Laminate (MA), Trailing 
Edge (TE), Trailing Edge Core (TEC), Leading Edge (LE), Leading Edge Core (LEC). Also shown is an 
example of the plygroups, and the sequence of plygroups, of the MA region. 
2.1 Manufacturing Constraints 
Plygroup thicknesses are allowed to vary independently as long as they are within 
manufacturing constraints. In this work ply-drop constraints are demonstrated. These are 
implemented by limiting the change in thickness in a plygroup from one patch to another. 
They are only applied in the longitudinal direction, and as an example they can for the MA 
UD plygroup be written as: 
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tMA,j,UD - tMA,j+1,UD ≤ p (1) 
tMA,j+1,UD - tMA,j,UD ≤ p (2) 
Here is p the allowable change in thickness per meter multiplied with the distance between 
the two longitudinal sections. 
3 MODELLING AND METHOD 
This work takes offset in the outer geometry of a 73-m offshore wind turbine blade. The 
full description of the layup is beyond this extended abstract, but is similar to what is seen on 
Figure 1. Design variables include the UD plygroup thicknesses in TE/LE/MA regions, and 
also the core thicknesses of the LEC/TEC regions are included. 
3.1 Finite Element Model 
The wind turbine blade is modelled using a FE model. The FE model is using layered 
solid-shell elements which is important in order to capture the correct stiffness in the trailing 
edge, see e.g. [3]. Furthermore solid-shell elements provide better results for the out-of-plane 
components. A cross-section of the FE model can be seen on Figure 2.  
 
Figure 2 – A cross-section of the FE model. The blade is modelled using solid-shell elements, with one element 
through thickness. The different colors display the regions which the blade is divided into. 
3.2 Optimization 
The optimization problem is solved using a Sequential Linear Programming (SLP) 
approach. Sensitivities are found using a semi-analytic approach implemented in an in-house 
design and optimization tool called MUST [4]. The SLP approach is combined with merit 
functions, a global convergence filter and an adaptive move-limit strategy, see [2] for more 
details. The optimization objective is to minimize the mass of the blade using thickness 
design variables. Structural constraints are set up for both the edgewise and flapwise load 
cases and include linear buckling load factors, tip displacement and max. strain failure 
indices. Manufacturing constraints include plydrop constraints and upper/lower limits on 
thicknesses. 
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4 RESULTS 
Optimization results are shown on Figure 3 where it can be seen that the mass of the blade 
is reduced from 30105 kg to 28825 kg. Normalized constraint values are also plotted and it 
can be seen that the buckling load factor and tip displacement in the flapwise load case are 
active constraints in the last iterations. 
 
Figure 3 – Optimization results: On the left axis is the mass of the blade. On the right axis are normalised 
constraints. 
5 CONCLUSIONS 
A wind turbine blade design approach has been demonstrated. The design approach utilizes 
gradient based optimization to minimize the mass of the blade. Using two load cases and 
constraining linear buckling factors, tip displacement, failure indices and thickness changes, 
the mass of the blade is reduced from 30105 kg to 28825 kg.  
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Summary. The chemical degradation in a toxic droplet absorbed in a porous medium is
numerically investigated by solving the conservation equations of mass, momentum and
chemical concentration. A level-set method for tracking the liquid-gas interface is ex-
tended to computation of droplet penetration and chemical reaction in a porous medium.
The effects of porosity and initial concentration on the droplet chemical degradation are
quantified.
1 INTRODUCTION
The chemical degradation in a toxic droplet penetrated in a porous medium is impor-
tant in treatment of chemical agents in soil. However, a numerical method for computing
the droplet motion and chemical reaction in the porous medium has not yet been devel-
oped.
Recently, numerical simulations of droplet motion in a porous medium were performed
using a marker-and-cell (MAC) method1, the volume-of-fluid (VOF) method2 and a level-
set (LS) method3. However, the computations were not extended to the chemical reaction
in a porous medium.
In this work, the LS method is extended to computation of droplet penetration and
chemical degradation in a porous medium. The volume averaged conservation equations
of mass, momentum and chemical concentration are employed for the porous medium
including the effects of porosity and drag force caused by the porous solid matrix.
2 NUMERICAL ANALYSIS
The present numerical approach is based on the LS formulation developed by Choi et
al.3 for droplet motion in a porous medium. The droplet surface is tracked by the LS
function φ, which is defined as a signed distance from the liquid-gas interface while the
porous surface is described by another distance function ψ. In this work, the following
assumptions are made: the flow is axisymmetric and isothermal; the chemical reaction
occurs only in the liquid phase.
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We consider the following irreversible chemical reaction between toxic contaminant (A)
and decontaminant (B) components:
A + nB → C (1)
where n is the stoichiometric ratio. Using the matching conditions at the porous-fluid
interface, the conservation equations of mass and momentum in the liquid and gas phases
and the component mass fraction (Y ) in the liquid phase can be expressed as










= −uˆ · ∇YA +∇ · ǫˆ2DˆA∇YA − ǫˆ1krYAYB (4)
∂ǫˆ1YB
∂t





αφ,ψ = 1 if φ, ψ > 0 (6)
αφ,ψ = 0 if φ, ψ ≤ 0 (7)
uˆ = uαψ + ǫu(1− αψ) (8)
n = ∇φ/|∇φ| (9)
κ = ∇ · n (10)
ρˆ = ρlFφ + ρg(1− Fφ) (11)
µˆ−1 = µ−1l Fφ + µ
−1
g (1− Fφ) (12)
ǫˆ1 = αψ + ǫ(1 − αψ) (13)
ǫˆ−12 = Fψ + ǫ
−1(1− Fψ) (14)








fˆ = −ρˆuˆ · ∇ uˆ
ǫˆ1




Here, kr is the chemical reaction rate constant and M is the molecular mass.












(1− |∇φ|) if |φ| ≥ h/2 (19)
where h is a grid spacing.
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(a) (b)
Figure 1: Concentration field of component A for RB0 = 1mm, vB0 = 1m/s, kr = 10
7(1/s) and ǫ = 0.2
and different initial concentrations of component B: (a) YB0 = 0.1 and (b) YB0 = 0.4
3 RESULTS AND DISCUSSION
Computations are performed using the properties of water and air at 1 atm. In this
work, we assume n = 1, MA = MB and DA = DB = 10
−9m2/s. The computational
domain is chosen to be a cylindrical region of 0 ≤ r ≤ 9.6mm and 0 ≤ y ≤ 9.6mm. The
porous region is chosen to be 0 ≤ y ≤ 3mm. Initially, a spherical droplet with a radius
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of 1mm is impacted on the porous substrate. The droplet is assumed to have a toxic
component (A) of YA0 = 0.1. After the droplet is completely penetrated into the porous
medium, a second droplet with a detoxifying component (B) is imposed on the porous
substrate. We take the particle diameter of the porous medium as dp = 10µm and vary
parametrically the initial concentration YB0 of the second droplet and porosity ǫ.
Figure 1 shows the evolution of the liquid-gas interface and the associated concentra-
tion field of component A with different initial concentrations of component B. When the
second droplet collides with the absorbed droplet, the concentration variations are local-
ized near the droplet-droplet interface, and the mass of component A is sharply reduced.
In the later period, when the droplet is completely embedded in the porous medium, the
mass transfer occurs by diffusion and the chemical degradation of component A proceeds
very slowly. The removal rate of component A is observed to significantly increase with
the initial concentration of component B.
4 CONCLUSIONS
A level-set method was developed for computation of droplet penetration and chemical
degradation in a porous medium by solving the conservation equations of mass, momen-
tum and chemical concentration. The computations showed the time variation of the
concentration field during the whole period of droplet penetration and chemical degrada-
tion. The removal rate of toxic component was observed significantly increase with the
initial concentration of detoxifying component.
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Abstract. Wire and Arc Additive Manufacture (WAAM) is widely used for the manufacture 
of large metal components due to its high deposition rate. However, residual stresses and 
distortion are introduced by the non-uniform expansion and contraction of the material during 
the rapid thermal cycle¹,². So studying the thermo-mechanical performance of the WAAM 
process and the effects of manufacturing parameters on residual stress are very important to 
predict the residual stresses. 
In this work, the thermo-mechanical performance of the WAAM process was studied by the 
2D/3D transient fully coupled thermo-mechanical FE models. Plastic deformation zone was 
then analyzed based on the temperature and stress’s distribution and history. In addition, the 
effects of printing speed, heat flux input and mesh size of models on temperature and stress 
were evaluated and they showed sound effect on the thermo-mechanical performance. Finally, 
by comparison, the simulation results of sequential coupled thermo-mechanical model and 
fully coupled thermo-mechanical model are similar, but the latter is much efficient than the 
former. 
Keywords: Thermal-mechanical analysis, Wire + arc additive manufacturing, Manufacturing 
parameters, Residual stress 
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Summary. The present work takes as offset the hypothesis that microstructural parameters, 
related to particle size and distribution, govern the transition between crack surface 
morphologies observed in experiments. The key question is; why does tearing of a given 
metal plate leave a specific morphology on the fracture surface?  
1 INTRODUCTION 
The micro-mechanisms governing ductile plate tearing have been established through 
decades of research. Fracture of ductile metal plates, subject to mode I tearing, is known to 
depend heavily on the metal properties, microstructure and plate dimensions. Intermetallic 
inclusions are often responsible for the nucleation of the micro-voids that, upon loading, grow 
to coalesce and eventually form micro-cracks. However, distinct crack surface morphologies, 
such as cup-cup, cup-cone, and slanting are observed for extensive crack growth in metal 
plates and several investigators report that plates made of high strength age-hardened 
aluminum alloys, or high strength steels, exhibit slanted crack growth, whereas a cup-cup type 
fracture is observed for low strength alloys. Despite such insight, the interplay between 
tearing modes remains to be fully understood, e.g. nowhere is a conclusive answer found to; 
why does a propagating crack choose one tearing mode over others? In the present, work 
focus is turned to the effect of microstructure - in terms of void nucleation sites, number and 
distributions. The hypothesis is that; a population of small particle/void nucleation sites, 
distributed randomly in the material, gives rise to a very different fracture behavior in 
comparison to a population of randomly distributed large particle/void nucleation sites with 
the same overall volume fraction. Essentially, a shift in the governing mechanism from 
multiple void interactions, in a macroscopic deformation band, to a microscopic localization 
process that occurs as void-by-void interaction, is expected. 
193
Muhammet F. Kaçar, Cihan Tekoğlu, and Kim L. Nielsen 
2 MODELLING FRAMEWORK 
The present work adopts, and modifies, the simplified 2D plane strain model setup 
considered by Nielsen and Hutchinson (2012). Rather than restricting the analysis to a 
homogeneous Gurson-Tvergaard-Needleman (GTN) material (a continuum description), the 
present work focuses on the effect of introducing a population of “discrete” particles that act 
as discrete void nucleation sites. Thus, the model setup allows microstructural parameters 
such as the average initial porosity, the particle size (relative to plate thickness), number and 
distribution characteristics to enter the analysis. A number of void nucleation sites, 𝑁𝑁𝑝𝑝, are 
considered to be distributed randomly and modeled by locally introducing a high level of 
damage that locally follows a Gaussian bell (see Eq. (1)). Here, with the constraint that no 
overlapping between neighboring nucleation sites are allowed.   
 
𝑓𝑓0(𝑥𝑥1, 𝑥𝑥2) = 𝑓𝑓0𝑀𝑀 exp�− (𝑥𝑥1 − 𝑥𝑥1𝑀𝑀)2 − (𝑥𝑥2 − 𝑥𝑥2𝑀𝑀)22(𝑅𝑅𝑝𝑝/4)2 � ,                                (1) 
 
with 𝑓𝑓0𝑀𝑀 being the porosity at center of the nucleation site, 𝑥𝑥𝑖𝑖𝑀𝑀 are the coordinates of the 
nucleation site center, and 𝑅𝑅𝑝𝑝 is the radius of the nucleation site (with a minimum of 6 
elements across each nucleation site). A background porosity is assumed to exist between 
nucleation sites, 𝑓𝑓0𝑏𝑏, which allows neighboring sites to eventually coalesce. The GTN material 
model is employed to predict the porosity evolving from the nucleation sites as-well as the 
macroscopic material separation that develops across the plate thickness as voids link up. The 





2 + 2𝑞𝑞1𝑓𝑓∗ cosh �32 𝑞𝑞2𝜎𝜎𝑘𝑘𝑘𝑘𝜎𝜎𝑒𝑒 � − (1 + (𝑞𝑞1𝑓𝑓∗)2),                            (2) 
 
and takes into account void coalescence by the phenomenological 𝑓𝑓∗-criterion introduced by 
Tvergaard and Needleman (1984). Thus, the analysis relies on two key void volume fractions; 
one to define the onset of void coalescence, 𝑓𝑓𝑐𝑐, and one to define the complete loss of load 
carrying capacity at a material point, 𝑓𝑓𝑓𝑓 (= 𝑓𝑓0𝑀𝑀 ). The Tvergaard constants are; 𝑞𝑞1 = 1.5 and 
𝑞𝑞2 = 1.0. 
As plastic flow localizes ahead of the crack tip, the domain above and below the fracture 
process zone elastically unload. This enforces a constraint on the deformation along the 𝑥𝑥3-
direction that leads to a near tip plane strain condition (see Fig. 1). That is, a cross-sectional 
plane, assumed constraint to plane strain in the crack growth direction, is modeled by use of 
ABAQUS/Explicit and the section considered maintains an initial aspect ratio of 𝐻𝐻/𝑊𝑊 = 3. 
Figure 1 outlines the boundary value problem considered. The element size in the finely 
discretized section is; 𝐿𝐿𝑒𝑒/𝑊𝑊 = 0.001, with 𝑊𝑊 being the plate thickness. Elements in that 
region are 4-node and square in the un-deformed configuration (employing reduced Gauss 
integration, CPE4R). ABAQUS/Explicit is employed to facilitate element erosion when a 
sufficient damage level is reached, but it is not the intention to enter a regime where inertia 
plays a role.  
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                                 (a)                                                                                               (b) 
 
Figure 1: (a) Schematic of the sequential fracture process governing ductile plate tearing under mode I loading, 
here identifying the domain height, 𝐻𝐻, and the plate thickness, 𝑊𝑊. (b) The FE mesh for the 2D plane strain plate 
section with imposed boundary conditions and illustrated damaged particle distribution.  
3 RESULTS  
The plate material is assumed to be a typical aluminum alloy in the calculations presented 
below (with a Young’s modulus; 𝐸𝐸 = 70 GPa, Poisson ratio; 𝜈𝜈 = 0.3, density; 𝜚𝜚 =2700 kg/m3, initial yield stress; 𝜎𝜎0 = 300 MPa, and a power-low hardening exponent; 
𝑛𝑛 ∈ [0.05,0.15]). An extensive convergence study has been performed to adjust the model 
parameters; 𝑓𝑓𝑐𝑐, 𝑓𝑓𝑓𝑓, 𝑓𝑓0𝑏𝑏, and the imposed macroscopic strain rate, ?̇?𝐸22, such that dynamic 
effects are eliminated from the results. Here, by ensuring a low kinetic energy and a rate-
independent crack surface morphology (the latter proving to be a strict condition). The 
convergence study showed that with increasing initial porosity in the plate (which depends on 
𝑓𝑓𝑓𝑓, 𝑓𝑓0𝑏𝑏, and 𝑁𝑁𝑝𝑝), the ?̇?𝐸22 value required to provide quasi-static results decreases. This is in 
accordance with the physics of the problem: a larger initial porosity leads to several 
energetically (more or less) equivalent crack paths and even a small change in ?̇?𝐸22 results an 
alternative crack path to be activated. Also, for 𝑓𝑓0𝑏𝑏 values on the same order of magnitude as 
𝑓𝑓𝑐𝑐, the crack path evolves through void-by-void coalescence and is rather insensitive to ?̇?𝐸22. 
Figure 2 shows preliminary results and, as expected, the crack path (here depicted in the un-
deformed geometry) is indeed sensitive to the number, distribution and size of the damaged 
discretely modelled particles as well as to the strain hardening capacity of the plate.  
4 CONCLUSIONS 
A numerical framework is developed to investigate the effects of material/geometric 
parameters on the crack path morphology in ductile tearing of metal alloys. Although more 
calculations need to be performed to reach secure conclusions, the initial results suggest that a 
small (large) strain hardening exponent favors a slanted (cup-cup) crack, in accordance with 
the experimental results in the literature. 
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 (𝐚𝐚) 𝑅𝑅p = 3𝐿𝐿e and 𝑛𝑛 = 0.05  (𝐛𝐛) 𝑅𝑅p = 6𝐿𝐿e and 𝑛𝑛 = 0.05  (𝐜𝐜) 𝑅𝑅𝑝𝑝 = 9𝐿𝐿e and 𝑛𝑛 = 0.05 















 (𝐝𝐝) 𝑅𝑅p = 3𝐿𝐿e and 𝑛𝑛 = 0.15  (𝐞𝐞) 𝑅𝑅p = 6𝐿𝐿e and 𝑛𝑛 = 0.15  (𝐟𝐟) 𝑅𝑅p = 9𝐿𝐿e and 𝑛𝑛 = 0.15 
Figure 2: (a-f) Crack path morphologies in the un-deforment geometry for 𝑁𝑁𝑝𝑝 = 25, 𝑓𝑓𝑐𝑐 = 0.01, 𝑓𝑓𝑓𝑓 = 0.05, 
𝑓𝑓0𝑏𝑏=0.0001, and ?̇?𝐸22 = 0.0008 s−1. The particle radius, 𝑅𝑅𝑝𝑝, and strain hardening, 𝑛𝑛, are given below each figure. 
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1 INTRODUCTION
Plasticity models can be defined by an energy potential, a plastic flow potential and
a yield surface. The energy potential defines the relation between the observable elastic
strains γe and the energy conjugate stresses τ e and between the non-observable internal
strains γ i and the energy conjugate internal stresses τ i, where the internal stresses control
the various hardening mechanisms. Plasticity models may be defined either in terms of
traditional stresses and strains τ = [σ11, σ22, · · · ]T and γ = [ε11, ε22, · · · ]T or generalized
stresses and strains, e.g. τ = [N,My, · · · ]T and γ = [ε, κy, · · · ]T , the latter typically used
in plastic analysis of frame structures. To have a compact notation in the following τ e
and τ i are arranged in a common vector τ˜
T = [τ Te , τ
T
i ] and correspondingly γe and γ i
are arranged in the common vector γ˜T = [γTe ,γ
T
i ].
In traditional stress-based analyses the stress is evaluated at a material point, where
a single plastic mechanism may be active, whereas in the case of frame structures each
beam may have two active plastic mechanisms, in the form of a yield hinge in each
end as illustrated in Fig. 1. In general multiple plastic mechanisms may be active for
different types of elements. Each plastic mechanism has a yield surface described by a yield
function Fj and a flow potential Gj describing the plastic flow evolution by its gradient
and these potentials are conveniently collected in the vectors fy = [F1(τ˜ ), ... , Fn(τ˜ )]
T
and g = [G1(τ˜ ), ... , Gn(τ˜ )]
T respectively.
The key to developing a general and robust return algorithm for anisotropic plasticity
models is the strain evolution equation. The strain evolution equation is obtained from


















































Figure 1: Beam with plastic hinges and corresponding yield surface.
where γ˙t is the total increment in the observable strains. The plastic multipliers λ˙ are
determined by the consistency condition that during plastic loading, the stress state τ e
must stay on the yield surfaces defined in fy.
2 RETURN ALGORITHM
The strain evolution equation (1) is reformulated to finite increments and is assumed to
be satisfied in the final generalized stress state3. For non-trivial yield surfaces the strain













The final state where rγ˜ = 0 is obtained by a first order variation of the residual (2)
combined with the consistency condition that the final stress state must be on the yield
surface. The first order variation is formulated entirely in terms of δτ˜ and δλ with use
of the constitutive relation
δτ˜ = K˜ δγ˜ , (3)
where the tangent stiffness matrix K˜ contains the double derivatives of the energy poten-



























where K˜A is the consistent algorithmic stiffness matrix. Instead of solving (4) directly
it is solved sequentially by eliminating δτ˜ in the first equation and determining δλ from
the second equation and back-substituting the result into the first equation. Anisotropic
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plasticity models may have yield surfaces with regions with large curvature, Fig. 1, leading
to large changes in the direction of the gradient of the yield surface and the plastic flow
potential. Though δτ˜ is a linear function of the residual rγ˜ and the value of the yield







fy in general are
non-linear. The increment δτ˜ = δτ˜ (ξrγ˜, ξfy) is therefore represented by a second order
approximation













where the constant term is zero for ξ = 0 and the two derivatives are given by
∂(δτ˜ )
∂ξ















The differences ∆Kr and ∆Kf are determined by making half a step, i.e. setting ξ = 1/2





as the second order derivatives ∂2Gj/(∂τ˜
T∂τ˜ ). These are combined with the solution of





. Inserting the results into (6) and (5)
with ∆ξ = 1/2 and setting ξ = 1 gives the relation
δτ˜ = K1/2
r
rγ˜ −K1/2f fy . (7)
This is analogous to a method used in explicit stress integration3 where a midpoint is
found and the elasto-plastic stiffness at the midpoint is used for a full step.
3 NUMERICAL EXAMPLES
The robustness of the return algorithm is illustrated by deformation of a beam with
plastic hinges, Fig. 1, described by a cyclic plasticity model1 in terms of the normalized
section forces2 n = N/My and m = M/My. The yield surface is slightly rounded in
comparison to the one shown in Fig. 1. The energy potential consists of two quadratic
terms uncoupling τ e and τ i whereby K˜ becomes a block diagonal matrix with Ke and
Ki in the diagonals. The yield surface is kinematic hardening and is tailored for cyclic
plasticity models with general hardening behaviour1. The beam is modelled with param-
eters representing ideal-plastic behaviour, Fig. 2(a) and (b), and parameters representing
non-linear hardening plastic hinges, Fig. 2(c) and (d). Both beams are subjected to a
large strain increment with an equivalent estimated elastic stress state with n = 14 and
my = 4 at one hinge and n = 14 and my = 0 at the other hinge.
The estimated elastic stress state is located far away from the yield surface in a region
with relatively large curvature of the yield surface and two plastic mechanisms. Never-
theless the algorithm returns the stress state to the yield surfaces in just 10 iterations
in the ideal plasticity case as illustrated in Fig. 2(a) and (b). About half the number of
iterations is used to get to the neighbourhood of the final state and the remaining half is
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Figure 2: Return with ideal plasticity parameters (top) and hardening plasticity parameters (bottom).
Left: Yield surface 1. Right: Yield surface 2.
to ensure rγ˜ = 0. Hardening typically eases return and as shown in Fig. 2(c) and (d) it
does in the present case as well, as the return is made in only 7 steps. It is noted that
a traditional single-step return algorithm fails to converge for the predicted stress states
shown in Fig. 2. In general the method presented here is more robust, e.g. if half the
deformation increment used above is applied a traditional single-step return algorithm
will converge in the ideal-plastic case but not in the hardening case.
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Summary. This study introduces a new correction method to obtain equivalent stress-strain 
curve in large strain by converting true stress-strain curve from axisymmetric notched tensile 
specimen. Experimental work were performed with a 420 MPa structural steel to verify the 
correction method. Equivalent stress-strain curves derived with the proposed correction 
method show good agreement with those from extensometer before diffuse necking and 
present lower stress-strain curves than those from Bridgman correction method in large strain.  
1 INTRODUCTION 
A good understanding of material’s equivalent stress-strain behavior in large strain is very 
important for large deformation analysis. For example, for ductile fracture assessment with 
finite element method, material ahead of the crack tip deforms significantly and presents very 
complicate stress and strain field. The material’s equivalent stress-strain curve should be 
given in large strain to characterize the stress state ahead of the crack tip accurately. 
The well-known Bridgman correction is not very accurate when the strain is large1,2. This 
is mainly due to the assumption that the equivalent strain is uniform in the necked specimen 
minimum cross-section. Hybrid experimental-numerical method works elegantly, but it is 
time consuming to match the stress-strain curves3 from test and from simulation iteratively. 
Recently, we proposed a new correction method to correct true stress-strain from any 
axisymmetric notched specimens4,5 to material’s equivalent stress-strain curve. This method 
was derived with numerical analyses with power-law hardening material. In this study, we 
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experimentally verified the proposed correction method with a 420 MPa structural steel by 
performing quasi-static tensile tests with axisymmetric notched specimens. True stress-strain 
curves from axisymmetric notched specimens are then corrected with the proposed correction 
method. Good agreement between the equivalent stress-strain curves from axisymmetric 
notched specimens and from smooth specimens with extensometer before diffuse necking are 
observed. By comparing the equivalent stress-strain curve from Bridgman correction, it infers 
that our proposed method presents good accuracy. 
2 CORRECTION METHOD WITH AXISYMMETRIC NOTCHED SPECIMEN 
By investigating true stress-strain curves from axisymmetric notched specimens with 
power-law hardening materials numerically, we proposed an empirical correction function. 
The correction function can be written in a general form: 
 
0 0 max 0.8, 0 0 0
( ) ( ) ( )
na R P




= ⋅ ⋅   (1) 
where 0 0a R , ε , and maxPε  are the initial notch radius ratio, strain and strain corresponding to 
the maximum load. The correction function consists of three parts. The first part depends on 
the deformation level of an axisymmetric notched tensile specimen, and behaviors linearly 
with the strain, as seen in Eq. (6).  
 
0 0 0 01 2
2
1 0 0 0 0
2
2 0 0 0 0
( ) ( * )
0.02606*( ) 0.2*( ) 0.2764
0.02215*( ) 0.16264*( ) 0.7796
a R a Rg b b
b a R a R
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ε ε= +
= − +
= − + +
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( ) 0.5357* 1p Pf ε ε= − +   (3) 
The third part is used to calculate the reference values used for normalization of the 
perfectly plastic material. A second order polynomial function is used to establish the relation 




0 0 0 0 0 0( ) 0.01579*( ) 0.1411*( ) 1.3647nf a R a R a Rεx = = = − + +   (4) 
When 0 0a R , ε , and maxPε are known, true stress, Tσ , calculated by dividing load by current 
minimum cross-section area can be converted to the equivalent stress, eqσ , by Eq. (5): 
 eq Tσ σ x=   (5) 
3 TESTING PROGRAM 
To verify the proposed correction function, we performed quasi-static tensile tests with 
axisymmetric notched specimens machining from a 420 MPa structure steel. The geometry of 
the notched and smooth specimens is shown in Fig. 1. In this study, 0 6 a mm= and 0 20 d mm=  are 
used for all the axisymmetric notched specimens. 0d is the specimen outer diameter. By 
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varying initial notch curvature radius, 0R , 0 0a R  ranges from 0.5 to 3. All the specimens were 
tested in a universal test machine Instron 5985 in displacement control with the crosshead 
speed of 0.3 mm/minute. The specimen deformation was recorded by a digital high speed 
camera and then analyzed with a so-called edge tracing method to calculate the strain, which 
is defined by the specimen minimum cross-section area reduction. 
 
 
Figure 1: Sketches of the tensile specimens: (a) axisymmetric notched tensile specimen; (b) smooth round bar 
specimen. 
4 RESULTS AND DISCUSSION 
In the tests, the load was recorded with the same frequency as the camera framing rate. All 
the pictures taken in the tests were analyzed with the edge tracing method. The true stress-
strain curves for all the axisymmetric notched specimens and smooth round bar specimen are 
presented in Fig. 2. It is evident that notched specimens with smaller 0 0a R  corresponds to a 
higher true stress at the same strain and fails at larger true stress and smaller strain.  
 















































Figure 2: (a) True stress-strain curves from tests; (b) The equivalent stress-strain curves by correcting curves in 
Fig. 2 (a) with Eq. (1). True stress-strain curve from smooth round bar specimen is also shown. 
maxP
ε is determined from load-strain curves and equals to 0.1 for all the axisymmetric 
notched specimens. True stress-strain curves in Fig. 2 (a) are corrected by Eq. (1) and 
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strain curves measured with extensometer and by correcting true stress-strain from smooth 
round bar specimen with Bridgman correction are also presented. All the curves in Fig. 2 (b) 
almost collapse into one, with small scatters. It indicates that equivalent stress-strain curve 
derived with the correction function is accurate. Difference between the equivalent stress-
strain curves from Bridgman correction method and from our proposed correction method can 
be observed. Usually, the equivalent stress corrected by Bridgman correction method is still 
larger than the material’s equivalent stress at large strain. We can infer that our method can 
present better accuracy than Bridgman correction method when the strain is large. 
5 CONCLUSION 
In this study, we introduced our recent proposed correction method, with which true stress-
strain curve from any axisymmetric notched specimens can be converted to material’s 
equivalent stress-strain curve in large strain. We experimentally verified the accuracy of our 
proposed correction method with a 420 MPa structural steel. Results show that our proposed 
correction method present accurate equivalent stress-strain curve when the strain is large. It 
should be noted that the specimen should fulfill the geometry requirements: 0 03.5d a≥ . This 
correction method can also be used to determine the equivalent stress-strain curves of each 
individual material zone of weldments when the specimen minimum cross-section radius is 
smaller than the material zone length in the notch. 
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Summary. We propose a definition of the minimum length scale for subsets of a bounded
convex design domain, and show that the length scale so defined is tightly linked to the
operators of mathematical morphology. The numerical experiments use density based
topology optimization with morphology mimicking fW -mean filters to impose minimum
length scales on two material phases for a minimum compliance problem. The optimized
designs are essentially binary and exhibit minimum length scales on both material phases.
1 INTRODUCTION TO FILTERS, MATHEMATICAL MORPHOLOGY,
AND MINIMUM LENGTH SCALE CONTROL
Filters ensure existence of solutions to some continuous versions of the filtered penalized
minimum compliance problem1,2. Filters also provide mesh-independent solutions and
combat the so-called checkerboard problem for the discretized problem3. During the
last decade, there has been an intense interest in developing new non-linear filtering
strategies4,5,6. A vast majority of available filters for topology optimization can be written













where f : [0, 1] → [fmin, fmax] ⊂ R and g : [fmin, fmax] → [0, 1] are smooth and invertible
functions, Nx is the neighborhood of x, and the kernel W satisfies
∫
Nx W (x, y) dy = 1
for all x. Typically, g = f−1 and W (x, ·) = χNx/|Nx|, where χNx and |Nx| > 0 are the





(x) to be the f -mean of ρ in Nx.
The underlying idea of mathematical morphology is to gain information about a set
M ⊂ Rd by probing it by another set B ⊂ Rd, called the structuring element. Here, we
restrict our attention to structuring elements that contain 0 and are open, bounded, sym-
metric, and convex. The standard morphological operators (see, for example, the review
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by Heijmans8) are defined for subsets of Rd. Often, design optimization problems are
formulated for the case where the design domain Ω is a d-orthotope, or a hyperrectangle
(or the union of finitely many d-orthotopes), while the structuring element B is an open
Euclidean ball. To take the boundedness of the design domain into account, we define
DΩB(M) = DB(M) ∩ Ω and EΩB(M) = EB(Ω{ ∪M) ∩ Ω, (2)
where DB(M) and EB(M) are the standard dilate and erode operators, respectively. As in
standard mathematical morphology, we define the open and close operators on bounded
domains to be the compositions OΩB = DΩB ◦EΩB and CΩB = EΩB ◦DΩB, respectively. Note that
by taking Ω = Rd, we obtain the standard morphological operators on Rd. We define the
local length scale relative B in Ω at x ∈M as
RΩB(M ;x) = sup{r > 0 | EΩrB(M ;x) 6= ∅}, (3)
where EΩrB(M ;x) = {y ∈ M | x ∈ (y + rB) ∩ Ω ⊂ M}. By using this local length scale,




If an open set M = OΩrB(M) for r > 0, then we say that the set M is rB-open relative
Ω, or just rB-open if Ω = Rd. The following heorems relate sets that are rB-open relative
Ω and length scale definition (4).
Theorem 1. If M 6= ∅, then M is rB-open for any r satisfying 0 < r < RΩB(M).
Theorem 2. If M 6= ∅ and RΩB(M) > 0, then RΩB(M) = sup{r > 0 |M = OΩrB(M)}.
The above theorems show that any non-empty set that has a positive minimum length
scale relative B is rB-open for all r > 0 that are less than RΩB(M), and not rB-open
for any r greater than RΩB(M). Thus, one way of obtaining independent size control of
two materials, occupying regions M and V = Ω \M , respectively, is to require that M
is rMB-open relative Ω and V is rVB-open relative Ω, for some positive constants rM > 0
and rV > 0. Due to duality of the morphological operators, conditions OΩrMB(M) = M
and OΩrV B(V ) = V take the form
OΩrMB(M) =M and C
Ω
rV B
(Ω ∩M) = Ω ∩M. (5)
2 NUMERICAL EXPERIMENT—MINIMUM HEAT COMPLIANCE
Here, we aim to minimize the heat compliance of a square plate that occupies the com-
putational domain Ω, illustrated on the left side of Figure 1, and is subject to uniform
heating. The plate is held at zero temperature along the boundary portion ΓD and is ther-
mally insulated along the rest of the boundary ΓN . For this problem, there are numerical
evidence that an open–close filtering strategy (combined with adequate penalization of
intermediate conductivities) fails to provide designs with minimum length scale on both
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Figure 1: Left: Geometry for the minimum heat compliance problem. Middle: Optimized design on a
resolution of 1024 × 1024 elements. Right: Middle: Optimized design on a resolution of 2048 × 2048
elements. For both optimized design, the neighborhood used to stipulate the minimum size for both
material phases is displayed in the upper right corner.
material phases2. Thus, the minimum heat compliance problem, although its apparent
simplicity, is rather challenging for methods that aim to impose minimum length scale in
density based topology optimization.
To promote designs that satisfy condition (5), we modify the SIMP9 method as follows:
For a given design vector ρ, we define the physical density
ρ˜(ρ) = ρ1+ (1− ρ)(Oh(ρ))p, (6)
where ρ = 10−3 is the relative conductivity of the low condictivity material, p ≥ 1 is
a SIMP penalty parameter, and Oh(ρ) is a differentiable approximation of the discrete
morphological opening. However, instead of usingOh(ρ) in the volume constraint, we use
a differentiable approximation of the discrete morphological closing Ch(ρ). More precisely,
we define the set of admissible designs A as
A = {ρ ∈ Rn | 0 ≤ ρ ≤ 1 and vTCh(ρ) ≤ V ∗} , (7)
where v ∈ Rn is a vector that holds the fractional volume (|E|/|Ω|) of the elements, and
V ∗ is the maximum fractional volume of Ω allowed to be occupied by material.
We use V ∗ = 0.5 and optimize the material distribution by using the optimality criteria
method9 with damping parameter η = 0.5 together with the morphology mimicking
filtering strategy based on harmonic averaging as introduced in topology optimization by
Svanberg and Sva¨rd6. (More precisely, we use a combination of filters of the form (1)
with f(x) = (x+α)−1 or f(x) = (1−x+α)−1, and g = f−1.) Here, we use a continuation
approach for the SIMP parameter p as well as the non-linearity parameter α. The results
in the middle and on the right side of Figure 1 was computed on a resolution of 1024×1024
and 2048× 2048 elements, respectively. In both cases the neighborhood used to stipulate
the minimum size for both material phases is displayed in the upper right corner of the
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image showing the design. A closer analysis reveals these designs are essentially binary
and that both the material phases satisfy the desired minimum size property; in particular,
the achieved minimum size of the high conductivity phase equals the imposed minimum
size.
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Summary. Molecular dynamics simulation has been carried out to investigate spontaneous 
two-phase displacement process into capillary influenced by the surface wettability of NPs. The 
dynamic displacement process and the motion behavior of nanoparticles are analyzed to reveal 
the microscopic displacement mechanism in confined channel.  
1 INTRODUCTION 
Now, most oil reservoirs around the world are experiencing their second half of life. With 
the growth in energy demand and decline in oil production from conventional oil reservoirs, 
the necessity of appropriate enhanced oil recovery (EOR) method as a more efficient 
technology gets further importance. 
One of the emerging interest is the new generation fluid based on nanofluids and 
nanoparticles (NPs) transport in confined channel1. Nanofluids are a class of fluids engineered 
by dispersing NPs in base fluid, which are first known as its thermal properties 2. Recently, a 
renewed interest arise in the application of nanofluid for enhanced oil recovery, such as 
changing the properties of fluid, wettability alternation of rock, advanced drag reduction, 
strengthening sand consolidation, reducing interfacial tension and increasing mobility of the 
capillary-trapped oil 3,4. In this study, we focus on the fundamental understanding of the role 
of NPs on the spontaneous water-oil displacement into an ultra-confined capillary by 
molecular dynamic (MD) simulation using LAMMPS code. 
2 COMPUTATION METHOD 
The simulation system is shown in Figure 1, containing a water-based fluid with dispersed 
spherical NPs, oil fluid and a capillary. The solid capillary used in the system is face-centered 
cubic (fcc) crystal lattice structure of silicon. The fluid consists of 10000 water molecules and 
16 nanoparticles with a diameter of 7.0 Å, so the volume fraction of NPs is about 5%. The 
standard pairwise 12-6 Lennard-Jones (L-J) potential is used to describe the van der Waals 
interaction between water and NPs, water and capillary, and NPs and capillary. For oil 
molecules, a cylindrical oil model composed by decane was built to be filled fully of 
cylindrical capillary completely. In order to ensure spontaneous water-oil displacement, the 
characteristic energy between capillary and water is chosen as 0.6, which means a hydrophilic 
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capillary. By tuning characteristic energy between NPs and water, different wettability of NPs 
can be obtained. Hydrophobic, mixed-wet, and hydrophilic NPs are applied in the water phase 
to explore the displacement mechanism of nanofluids into porous media. 
 
Figure 1. The simulation system contains a water-based nanofluid (red) laden with well-distributed spherical 
nanoparticles (light green) and a capillary (blue): (a) the 3D perspective of the top view; (b) the side view. 
3 RESULTS AND DISCUSSION 
The snapshots of oil displacement process by nanofluids into reservoir are summarized in 
Figure 2, which reveal the influence of wetting properties of NPs on displacing phase behaviour. 
It can be seen that water molecules can spontaneously diffuse into the capillary and displace the 
oil molecules in the referenced NP-free system. Once NPs are added into fluids, the 
transportation of displacing fluids is hindered. Compared with base fluid, the addition of 
nanoparticles would influence the speed of spontaneous capillary displacement process. For 
hydrophilic NPs, almost all of them are dispersed in water phase, and could displace all the oil 
molecules when the simulation time is 16.0 ns, which shows little difference compared with NP-
free case. While for the mixed and hydrophobic NPs are added into base fluids, it is interesting to 
see that some NPs would move into the oil phase, and there is still some oil left in the capillary 
compared with base fluid and fluid with hydrophilic NPs. 
 
Figure 2. The snapshots of nanofluids with different type of NPs as time evolutions. Here x-axis shows the 
simulation time and y-axis the wettability of NPs changing via characteristic energy. 
Then, the dynamic interfacial thickness is calculated to characterize the interfacial change 
during the displacement process, and illustrate the difference of displacement influenced by 
wettability of NPs. During the displacement process, three typical stages are observed for all the 
spontaneous water-oil displacement process, via, Developing Stage, Transition Stage and 
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Equilibrium Stage, respectively. For process with nanoparticles, the main difference is in the 
Transition Stage, which is closely related with the motion behavior of nanoparticles in this 
stage.  
Therefore, the migration dynamics of NPs in fluids is analyzed to explore the dominating 
effects of water-oil mechanism. For hydrophilic NPs, three main motion behaviors are observed: 
(i) NPs dispersed in water, (ii) NPs adsorbed on the capillary, and (iii) NPs adsorbed on 
interface of fluid-fluid. While for hydrophobic and mixed NPs, phenomena that NPs diffuses 
into oil phase is also observed. The motion behaviour for NPs would have great influence on the 
properties of fluids, such as viscosity, and wettability of solid capillary. 
4 CONCLUSION 
Molecular dynamics simulation has been carried out to investigate spontaneous water-oil 
process of nanofluids into capillary influenced by the surface wettability of NPs. Ideal material 
model is adopted to tune the interactions between NPs, water and capillary. It is clear that adding 
NPs will influence the interfacial behavior and hence alternate the properties of nanofluids in the 
solid capillary. The displacement of the nanofluid is hindered compared with NP-free case, due 
to the confinement of nanochannels. 
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Summary. An important requirement put on operation of high speed vertical flywheels is 
minimizing energy losses generated in the flywheel supports. A simple technological solution 
that makes it possible consists in lifting the flywheel by a pair of permanent magnets. The 
carried out research was focused on implementation of the magnets in computational models, 
expressing the energy losses and on the study of efficiency of this design arrangement.  
1 INTRODUCTION 
High speed flywheels with vertical axis of rotation are frequently used as devices for 
energy storage1. One of the main requirements put on their operation is minimizing the energy 
losses. The ones generated in the flywheel supports depend on the forces transmitted between 
the flywheel and its frame. A possible technological solution consists in lifting the flywheel 
by permanent magnets2. The efficiency of this arrangement was studied by means of 
computer simulations. The research was focused on modelling the flywheel, implementation 
of the permanent magnets in the computational model and on expressing the energy losses 
generated in the flywheel supports. The carried out computational simulations confirmed 
reducing the power loss if the magnetic rings were applied.  
2  THE INVESTIGATED FLYWHEEL DEVICE 
The investigated vertical rotor (flywheel) consists of a flexible shaft and of one rigid disc 
(Fig. 1). The shaft is coupled with a rigid frame by two squeeze film dampers with rolling 
element bearings at both its ends. The oil is supplied into each damper by 4 oil inlets. The 
upper bearing is a ball bearing the lower one is a roller bearing. The rotor turns at constant 
angular speed, is loaded by its weight and is excited by the disc unbalance. Two magnetic 
rings are used to reduce the loading transmitted through the flywheel supports. The rings are 
attached to the disc the and to the stationary frame. The distance between the rings is adjusted 
in such a way that their mutual interaction compensates the gravity force acting on the rotor. 
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Figure 1: The studied flywheel system  
3 THE COMPUTATIONAL MODEL 
In the computational model the disc and the frame are considered as absolutely rigid 
bodies, the shaft is represented by a beam body discretized into finite elements, the squeeze 
film dampers by springs and force couplings and the magnetic rings by a force interaction 
between the disc and the frame. 
The equation of motion of the system reads  
 MHUCMP fffxKKxGBBxM ++=++−++ )()( ωω &&& . (1) 
M, G, K, KC are the mass, gyroscopic, stiffness and circulation matrices, BP, BM are the 
matrices of damping produced by the environment and the shaft material, fU, fH, fM are the 
vectors of the unbalance, hydraulic and magnetic forces, x is the vector of the system general 
displacements, ω is angular speed of the rotor rotation, and (.), (..) denote the first and second 
derivatives with respect to time.  
The steady state solution of the motion equation was calculated by application of the 
trigonometric collocation method. 
The squeeze film dampers3,4 are considered as of finite length. The pressure distribution in 
the full oil film is governed by the Reynolds equation3,4. In areas where the pressure drops to 
a critical value, a cavitation is assumed. In accordance with the observations pressure of the 
medium in cavitated regions remains constant and equal to the pressure in the ambient space. 
Components of the hydraulic force acting on the rotor journal are calculated by integration of 
the pressure distribution around the damper circumference and along its length. 
The determination of the magnetic force acting on the disc proceeds from the idea of 
mutual interaction of two magnetic dipoles5. If point magnetic dipole j finds itself in a 
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 are the magnetic moments of point dipoles i, j, Bi is the magnetic induction of the 
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field of magnetic dipole i, ji rr
rr
,  are the position vectors of magnetic dipoles i, j, respectively. 
The magnetic induction of the field of magnetic dipole i at location of dipole j is given 
 






































µ0 is the vacuum permeability. 
To determine the magnetic force and moment by which the magnetic ring fixed to the 
stationary frame acts on the one attached to the disc both magnetic rings were divided into 
small volumes and each of them was considered as a point magnetic dipole. Then it holds  
 VMm MGMG
rr
= . (5) 
MGm
r
 is the magnetic moment, MGM
r
 is the magnetization and V denotes the volume. 
The magnetic force and moment acting on the flywheel was obtained as a sum of magnetic 
forces and moments by which all magnetic dipoles related to the magnet coupled with the 
frame act on all dipoles related to the ring attached to the rotor. 
The power losses in the bearings are given by product of the speed on the rotor rotation 





dfFYFXM += . (6)  
dH is the diameter of the shaft journal,  fB is the friction coefficient6, FR, FA are the radial and 
axial components of the force transmitted through the bearing and X, Y are the loading 
coefficients, the value of which depends on the bearing type 6. 
4 RESULTS OF THE COMPUTATIONAL SIMULATIONS 
The main technological parametres of the system are: the flywheel mass is 139 kg, the 
speed of the flywheel rotation is 1000 rad/s, the outer/inner diametre/thickness of the 
magnetic rings is 320/200/20 mm and the magnets polarization is 0.9 T. 
The dependence of the axial force by which the magnetic ring fixed to the stationary frame 











Figure 2: Dependence of the axial magnetic force on the gap between the permanent magnets 
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The results show that the gap of 18 mm compensates the weight of the flywheel rotor. 
Fig. 3 shows the time history of the loss power in the lower and upper bearings during 
several rotor revolutions. As evident, applications of the magnetic rings has no influence on 
energy losses in the lower bearing (roller bearings) but reduces considerably the power loss in 














Figure 3: Loss power in the bearings for the arrangements without and with permanent magnets 
5 CONCLUSIONS 
One technological solution, which makes it possible to minimize energy losses in the 
supports of high speed vertical flywheels, consists in reducing the axial force caused by the 
flywheel weight by means of permanent magnets lifting the flywheel. The research work was 
focused on implementation of the permanent magnets in the computational models of high 
speed flywheels and on performing the study of efficiency of this design arrangement by 
means of computer simulations. The obtained results show that application of the properly 
adjusted magnetic rings contributes to reducing energy losses in the flywheel supports. 
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Summary. Dynamic modelling and analysis of a newly proposed wave energy point 
absorber, the Gyroscopic power take-off (GyroPTO) absorber, is presented in this study. 
Inside the float of the GyroPTO, there is a mechanical system made up of a spinning flywheel 
with its spin axis in rolling contact to a ring. In order to improve the performance (stability) of 
GyroPTO in irregular sea states, a magnetic coupling mechanism is further added between the 
spin axis and the flywheel. Theoretical modeling of the GyroPTO is carried out using 
analytical rigid body dynamics, and a 4-DOF nonlinear model is established. Linear wave 
theory has been applied together with rational approximation of the radiation damping 
moments, leading to an extended state vector formulation of the coupled structure- wave 
system. Simulation results show that magnetic coupling successfully improves the stability of 
the flywheel in irregular sea states.  
1 INTRODUCTION 
A wave energy converter (WEC) is defined as a dynamic system for converting the energy 
in waves into mechanical energy stored in the oscillating system. Among different types of 
WECs, point absorbers are the most widely investigated WEC devices. A point absorber is a 
WEC that is capable of absorbing energy from waves propagating in any direction, and with 
horizontal dimensions much smaller than the dominating wave length¹. For almost all point 
absorbers, the instantaneous absorbed energy varies significantly with time, making the 
expensive additional power electronics mandatory before the power can be supplied to the 
grid. This motivates a search for an alternative device which is able to deliver a more constant 
power to the grid without introducing power electronics.  
The Gyroscopic power take-off (GyroPTO) wave energy point absorber is a possible 
solution². The general idea is to use the gyroscopic moment on a spinning flywheel inside a 
floating structure, so that almost constant power output from the generator can be obtained 
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from the absorbed wave energy. As shown in Figure 1a), it consists of a float rigidly 
connected to a lever. In the other end the lever is supported by a hinge, which allows for 
rotations around a horizontal axis and a vertical axis. Inside the float is a mechanical system 
made up of a ring, a spinning flywheel and a generator. The ring is free to rotate in a plane 
orthogonal to the lever, while the spin axis of the flywheel is supported by a track in the ring 
with a width slightly larger than the diameter of the axis. This track forms a guidance for the 
precession of the spin axis, which is assumed to roll on the inner side of the track during 
rotations of the ring without slip. In operational conditions, the wave induced pitch and roll 
motions of the float produce a time-varying rotation of the ring, which combined with the 
spinning velocity of the flywheel creates a gyroscopic moment. This moment produces the 
necessary contact force between the spin axis and the inner side of the track, to provide the 
friction force making the rolling of the spin axis possible. Therefore, the gyroscopic moment 
enforces a kinematical constrain between the rotational velocities of the spin axis and the ring. 
When synchronization of the angular frequency of the ring to the peak frequency of the wave 
loading takes place, the responses of the ring and the flywheel become almost harmonic. This 
phenomenon is the basic reason for the functioning of the system. At synchronization, this 
means that the generated electric power becomes almost constant in time, making the need for 
additional power electronics unnecessary before the power can be supplied to the grid. 
 
Figure 1: The GyroPTO point absorber. a) Schematic details. b) Geometry of the GyroPTO and the definition of 
the (ݔଵଵ, ݔଶଵ, ݔଷଵ)- coordinate system fixed to the float.  
2 DYNAMIC MODELLING  
Based on rigid body dynamics, a 4-DOF nonlinear model is to be established for the 
GyroPTO device with magnetic coupling. The DOFs are ߮ଵଵሺݐሻ, ߮ଷଵሺݐሻ, ߖሺݐሻ and ߱ሺݐሻ, where 
߮ଵଵሺݐሻ and ߮ଷଵሺݐሻ represent the rotations of the lever and float (the external structure), ߖሺݐሻ 
represents the rotational angle of the ring and ߱ሺݐሻ represents the rotational angle of the 
flywheel.  
Four different principal axes coordinate systems attached to four rigid bodies moving 
relative to each other are to be introduced for deriving the equations of motion of the device. 
The components of a vector defined with regard to the ݇th principal axes coordinate system 
(ݔଵ௞, ݔଶ௞, ݔଷ௞) are indicated with an upper ݇, where ݇=1,2,3,4. As shown in Figure 1b), the 
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(ݔଵଵ, ݔଶଵ, ݔଷଵ)- coordinate system is fixed to the float with origin at G1, where G1 is the mass 
center of gravity of the lever and float. As shown in Figure 2, the (ݔଵଶ, ݔଶଶ, ݔଷଶ)- coordinate 
system is fixed to the precessing ring with the origin G2, where G2 is the mass center of 
gravity of the ring (G2 is also the mass center of gravity of the sub-structure made up of the 
spin axis and the flywheel). The ݔଵଶ- axis is rotated from ݔଵଵ- axis by the angle ߖሺݐሻ, which is 
one of the DOFs of the system. The kinetic energy T1 of the lever and float and kinetic energy 
T2 of the ring can thus be formulated using (ݔଵଶ, ݔଶଶ, ݔଷଶ)- and (ݔଵଶ, ݔଶଶ, ݔଷଶ)- coordinate systems, 
respectively.  
 
Figure 2: Definition of the (ݔଵଶ, ݔଶଶ, ݔଷଶ)- coordinate system fixed to the ring.  
Instead of a rigid connection, the spin axis is connected to the flywheel via a magnetic 
coupling mechanism allowing for a relative rotation between the spin axis and the flywheel, 
as shown in Figure 3. This coupling acts as a linear viscous damping mechanism on the 
flywheel, with the damping constant depending on the strength of the magnetic field.  
 
Figure 3: The magnetic coupling 
 
As shown in Figure 4, the (ݔଵଷ, ݔଶଷ, ݔଷଷ )- principal axes coordinate system and the 
(ݔଵସ, ݔଶସ, ݔଷସ)- principal axes coordinate system are fixed to the spin axis (with the upper plate) 
and the flywheel (with the lower plate), respectively. The total kinetic energy of the system 
can be obtained by summing up kinetic energies of the sub-structures, and nonlinear equations 
of motion of the 4-DOF model can be established using the Lagrange equation².  
Linear wave theory is used for hydrodynamic loads modeling. The wave excitation 
moments are obtained using JONSWAP spectrum. The FRFs of the radiation damping 
moments are approximated using rational functions, and extended state vector formulation of 
the coupled structure- wave system is finally obtained².  
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Figure 4: The (ݔଵଷ, ݔଶଷ, ݔଷଷ)- coordinate system fixed to the spin axis, the (ݔଵସ, ݔଶସ, ݔଷସ)- coordinate system fixed to 
the flywheel 
3 RESULTS  
 
Figure 5: Responses of (a) the ring and (b) the flywheel, and (c) the power output. Synchronization maintained.  
 
Figure 5 shows when the device is synchronized with the wave frequency, both the ring 
and flywheel are rotating around constant values. The power output (blue line) is almost 
constant as well. But comparing with the mean input wave energy (red line), the efficiency of 
the device is not very high, which might be improved by semi-active control. 
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Abstract. The optimal topology of large structural systems has until now been con-
cerned with the design of individual parts and not that of complete assemblies. However,
due to recent advances in numerical algorithms tailored for large scale structural optimiza-
tion this limitation can now be circumvented1. In this work we present several examples
displaying how high resolution topology optimization can be used to obtain new, as well
as already known2, insight within the field of structural optimization. To demonstrate
the capabilities of the developed framework we apply it to the design of the supporting
structure of an entire wing from a Boeing 777 type aircraft3. In order to obtain a design
that allows for details in the order of those found in existing wing structures, we discretize
the wing with approximately 1.1 billion tri-linear hexahedral finite elements, yielding a
maximum element size of h = 0.8cm. The design problem is solved using mathematical
programming methods, filters from image processing and a multiple load case problem
formulation. The results show how the topology of the wing structure has obvious sim-
ilarities to nature’s own light weight aviation design, i.e. bird bones, and how very fine
resolution topology optimization provides new insight and possible weight savings for
future aircraft designs.
Keywords: Topology optimization, giga resolution, high performance computing, finite
element methods.
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Summary. Within the framework of periodic structures, the calibration of RL shunted
piezoelectric inclusions is investigated with respect to maximum damping of a particular
wave form. A finite element setting is assumed, with local shunted inclusions inside the
unit cell. The effect of the shunts is represented for a targeted wave form, characterized
by its short-circuited eigenvalue problem and two correction coefficients, representing the
influence from residual modes, not addressed by the supplemental damping. Calibration
formulae are finally derived for the shunt inductance L and resistance R. The presentation
contains dispersion diagrams and vibration amplitude curves for the optimally calibrated
RL shunt system in a 1-D periodic structure with local piezoelectric inclusions.
1 PERIODIC STRUCTURE
The equilibrium equation for a structure may be determined by vanishing virtual work
in a finite element formulation with element displacements contained in the element dis-





[−ω2me + ke]ue + befe − fe
)
(1)
with element mass matrix me, stiffness matrix ke, participation vector be, piezoelectric
force fe and external load fe. Wave propagation for a periodic structure is commonly ana-
lyzed by representing the spatial dependence of the wave via the normalized wavenumber
γℓe in the factorized form
ue = E(γℓe)Aeu (2)
Here Ae extracts the element displacements from the global displacement vector u, while
the wavenumber dependent exponential matrix E(γℓe) represents the spatial advancement
of the wave through the element.






























wpfp , wp = (EAp)
Tbp (5)
with summation over the reduced number of elements representing a piezoelectric inclu-
sion. The equilibrium equation from (3) can then be written in homogeneous form1
(−ω2M+K)u+Wf = 0 (6)
The construction of the unit cell is shown in Fig. 1 for a unidirection rod-type structure,
where the gray areas represent piezoelectric inclusions and (c) illustrates the periodicity.
2 PIEZOELECTRIC SHUNT FORCE
In (6) the vector f may contain electromechanical forces fp from several piezoelectric
elements within the unit cell. An electromechanical force is defined as
fp = θV , p = 1, 2, . . .Np. (7)
where V is the voltage across the element nodes, while θ represents the electromechani-




up + CV (8)
where Q is the charge in the element, while C is the capacitance of the piezoelectric
element associated with blocked strain conditions.
1 2 3 4 5




Figure 1: (a) Periodic bar with (b) unit cell and (c) representative spring-mass system.
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The shunt properties are expressed by the impedance relation V = −iωZ(ω)Q, whereby(
1 + iωCZ(ω)
)
f = θ2C−1iωCZ(ω)v (9)
in which the piezoelectric forces are collected in the vector f = [f1, f2, . . . , fNp]
T , while
v =WTu , W =
[
w1,w2, . . . ,wNp
]
(10)
represents the displacement vector for the piezoelectric inclusions.
3 MODAL EQUATION
The free vibration properties (ωj and uj) for the unit cell structure with piezoelectric





uj = 0 (11)
The piezoelectric displacement vector v is approximated by the contribution vrqr from the
targeted mode j = r and supplemental flexibility from the non-resonant modes (j 6= r).
This augmented modal representation can be written as2,3













represent apparent flexibility and inertance ratios

































vr. In (13) the flexibility correction
modifies the apparent electromechanical coupling, while the inertance correction in the last
term represents an artificial inductance that alters the shunt frequency. The corresponding
structural equation of motion follows from a modal representation of (6),
(−ω2mr + kr)qr + vTr f = 0 (14)
The two coupled equations (13) and (14) comprise an eigenvalue problem, governing the




can be determined by introducing a pure inductive shunt Z(ω) = iωL for each of the np
inclusions. Hereby, the structural frequency ωr splits into np + 1 frequencies around ωr,
of which ωA and ωB are associated with structural vibration modes, while the remaining














































The desired resonant vibration damping is obtained by shunts with a resistor R and





























































Effective vibration control of the targeted mode j = r is obtained by initially requiring
that the damping should be identical in the two non-redundant wave forms. This is for
the parallel RL shunt secured by the simple relation
















which determines the shunt inductance L. The maximum damping is then obtained at



























, whereby optimal vibration amplitude mitigation is instead obtained2,3.
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Abstract. We investigate cracking in the presence of hydrogen by means of a hybrid
experimental-numerical approach. Slow strain rate tests are conducted in a Nickel supe-
ralloy under different environmental conditions. Finite element analysis of crack initiation
and subsequent growth is modeled by means of a hydrogen-dependent traction separation
law. A special control algorithm is employed to overcome numerical instabilities intrin-
sically associated with cohesive zone formulations. The fracture energy is degraded by
means of an experimentally-motivated hydrogen degradation relation. Numerical results
provide important insight into the failure process, enabling to identify critical values of
hydrogen concentration and remote stresses that trigger cracking. The work builds upon
previous works by the authors1,2 and brings important insight into the technologically
important problem of hydrogen assisted cracking.
Keywords: Hydrogen embrittlement, Cohesive zone models, Fracture, Finite element
analysis.
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1 INTRODUCTION 
Application of shock loading for consolidation of powders of metals and other materials 
has a long history1,2. This process can lead to the formation of micro- or nanostructured 
metals. Specific feature of the dynamic compression by a shock wave consists in the 
localization of the zone of high temperatures along the particle surface that preserves the 
microstructure of the internal parts of the particles. The shock wave can be generated by 
different ways, but in all cases, the powder is placed in a container inside a shock-loaded 
assembly. The assembly design is selected for minimization of the tensile stresses in the 
resulting compact, because these stresses can cause cracking of the compact. 
Our previous molecular dynamic (MD) simulations3 showed that the exit of a shock wave 
from substrate to a free surface with nanoprotrusions leads to severe plastic deformation of 
them. A part of the shock energy is spent on plastic deformation, and the reflected tension 
wave weakens that leads to an increase in the spallation threshold in comparison with a flat 
surface. The nanoprojections are flattened into a continuous layer. The further investigation 
shows that the same situation takes place for nanopowder distributed along the substrate 
surface. It opens an opportunity to perform the shock-wave compaction of nanopowders in the 
open conditions, without the constraining wall. This process is investigated here by means of 
MD simulations in comparison with the more traditional compaction in the constrained 
conditions, when the nanopowder placed inside the container between the walls. 
2 PROBLEM STATEMENT 
MD simulation is performed using the LAMMPS4. For the pure Al and the Al-Cu system 
we use both the interatomic potential5 based on the embedded atom method (EAM) and the 
more complex potential6 with accounting of the angular dependences (ADP). Visualization 
and analysis of data are carried out using the OVITO7. Defective structure is revealed by the 
centro-symmetry parameter, which value indicates the degree of defectiveness of the lattice. 
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We consider both the nonopowder constrained between two walls and the nanopowder lying 
on the substrate without second wall (open conditions). Periodic boundary conditions are used 
in the directions along the substrate (wall) surface. The shock compression pulses are created 
on the external surface of substrate (or one of walls) by both the high-velocity impact of a flat 
impactor and the pressure pulse imitating the laser irradiation. 
3 RESULTS 
Compaction of nonopowder with the free surface can be performed by a single shock wave 
in the case of the same material of the substrate and the nanoparticles (Figure 1). Multiple 
short pulses of shock compression are more appropriate in the case of different materials 
(Figure 2), because a long single pulse can leads to the spall fracture in this case. 
 
Figure 1: Compaction of Al nanoparticles on Al substrate into a monolitic coating under the action of the 
compression pulse initiated by the impact with velocity of 800 m/s. The flat impactor has the thickness of 40 nm, 
the substrate has the thickness of 85 nm. Nanoparticles with diameters of 6 nm are placed in 6 layers. The MD 
system contains 13.3 milion atoms. Time from the begining of impact is indicated from the right-hand side. 
Color scale corresponts to the centro-symmetry parameter : red colour (around zero) corresponds to perfect 
lattice, green color (about 5) corresponds to lattice defects, blue color (about 20) corresponds to free surfaces. 
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Figure 2: Compaction of Cu nanoparticles (6 nm in diameter, 20 layers) on Al substrate into a monolitic coating 
under the action of the compression pulses with the amplitude of 12 GPa and duration of 3 ps initiated by the 
pressure applied to the opposite surface. The substrate thickness is 122 nm. The MD system contains 11.7 milion 
atoms. Central cross-section of the MD system : initial state (from above) and the state after 15 pulses (from 
below). Color scale for Cu atoms corresponts to the centro-symmetry parameter, see caption to Figure 1 for 
description of colors. Al atoms from the left have one color. 
 
Figure 3: Compaction of Al nanoparticles (6 nm in diameter, 20 layers) placed between Al walls of container 
under the action of one compression pulse with the amplitude of 5 GPa and duration of 50 ps initiated by the 
pressure applied to the external side of the left wall. The wall thickness is 122 nm. The color scale for centro-
symmetry parameter is inverted in comparison with that is used in Figures 1 and 2. 
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The dynamics of compaction is quite similar in both the open conditions (Figures 1 and 2) 
and the constrained conditions (Figure 3). The shock wave initiates the collapse of voids 
between the nanoparticles accompanying by severe plastic deformation and change of the 
particle shape. The only difference is in the further dynamics of shock and tension waves, 
which act on the second wall in the case of constrained system. The formed nanocrystalline 
structure is due to various initial orientations of the crystalline lattice in different particles. 
The formed grain boundaries are the former particle surfaces. The coarsening of grains takes 
place in the course of time after compaction that is the most obvious from Figure 3. 
 
4 CONCLUSIONS 
- The nanopowder lying on the substrate surface and having the free rear surface (open 
conditions) can be compacted into a nanocrystalline coating by plane ultra-short 
shock waves propagating from the substrate onto the interface with nanoparticles. 
- Multiple shock compression pulses with the width of about several nanoparticle 
diameters are well-suited for sequential layerwise compaction of the nanopowder on 
the surface of substrate made of different material. 
- The dynamics and regularities of compaction is quite similar in both the open 
conditions and the constrained conditions of shock loading. 
The work was supported by the Ministry of Education and Science of the Russian Federation, 
state tasks of NIR CSU 3.1334.2014/K and 3.2510.2017/PP, and by the grant from the 
President of the Russian Federation, project MD-7481.2016.1. 
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Abstract. Metals can be subjected to isochoric heating under the action of ultra-short laser or 
electron irradiation. In these conditions, the initially solid substance melts and expands, due to 
the pressure gradients at first and due to inertia thereafter. The ablation of molten metal within 
the energy deposition area goes similar to the spall fracture in solids. Both the complete 
fracture of melt on droplets and the melt solidification as a foamed structure at some 
intermediate stage of tension are of practical interest.  
In the present work, we investigate by means of molecular dynamics (MD) simulations the 
regularities of formation of the foamed metal melts at the high-rate tension. Melt fracture 
includes several stages1: growth of large and collapse of small pores; destruction of walls 
between pores with formation of jets; fragmentation of jets on droplets. The foamed melt 
retains till the void volume fraction exceeds 0.9 at least. The foamed structure evolution is 
controlled by surface tension. Analytical estimations for the time evolution of the mean 
radius, pressure in the system and the work on the melt tension are proposed1 basing on the 
dimensional consideration. The void size grows in time even after termination of further melt 
extension, while the pore number decreases due to collapse of the smallest ones. Simulation 
of the foamed melt cooling down to room temperature shows the formation of an amorphous 
foamed structure, which persists over time. Mechanical properties of this structure are tested 
by means of MD simulations. 
This work is supported by the grant from the President of the Russian Federation, Project No. 
MK-9111.2016.8. 
Keywords: Foamed Aluminum, Foamed Iron, High-Rate Tension, Amorphous Metal, 
Molecular Dynamics. 
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DISCUSSION ON PROBLEMS IN BUCKLING ANALYSIS
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Abstract. In linear buckling analysis the eigenvalue problem, that constitutes the back-
ground for estimating critical buckling load, is
([S0] + λ[Sσ])){∆} = {0} (1)
where [S0] is the initial global stiffness matrix and [Sσ] is the stress stiffness matrix
that is part of the tangential stiffness matrix, both obtained based on linear elasticity.
The matrix [Sσ] is obtained by a reference load vector {A¯} and a factor on {A¯} implies
the same factor on [Sσ]. The estimated critical buckling load vector is {A}C = λ1{A¯}
where λ1 is the lowest eigenvalue for the eigenvalue problem (1). From the assumption
of linearity between {A¯} and [Sσ] follows directly, that the critical buckling load vector
{A}C is independent of the size(norm) of {A¯}. This implies uncertainty in linear buckling
analysis, and this is illustrated by applying geometrical non-linear displacement analysis,
that shows that buckling load also depends on the norm of {A¯}. The relations between
the individual stress components in a finite element are unchanged for linear buckling
analysis. However, with geometrical non-linear displacement analysis this is not the case,
even assuming material linear elasticity. This also give doubts to the estimated buckling
load, obtained by linear buckling analysis. The geometrical non-linear buckling analysis
is based on the full tangential stiffness matrix [S¯t] that is separated in a gamma stiffness
matrix [S¯γ] and a stress stiffness matrix [S¯σ]. These matrices depend on a reference load
{A¯} and therefore the stiffness matrices contain a bar notation and must be determined
by iteration. The eigenvalue problem for non-linear buckling analysis is interpreted as an
extrapolation along the tangential stiffness matrix
([S¯γ ] + λ[S¯σ]){∆} = {0} (2)
Applying this approach for estimating non-linear buckling analysis, comparison to (1) is
used to show errors from linear buckling analysis, i.e., for initial uniform and unchanged
design the buckling load as a function of the size(norm) of reference load {A¯} is shown
not to be constant. A cantilever beam-column and a frame of two beam-columns are used
as examples.
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