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Abstract
In this article we present certain formulas involving arithmetical functions.
In the first part we study properties of sums and product formulas for general
type of arithmetic functions. In the second part we apply these formulas to the
study of Jacobi elliptic theta functions theory.
1 General Theorems and Preparations
Proposition 1.
If x is positive real number and f is analytic in (−1, 1) with f(0) = 0, then
exp
(∫ x
∞
f(e−t)dt
)
=
∞∏
n=1
(1− e−nx)
1
n
∑
d|n
f(d)(0)
d! µ(
n
d ), (1)
where x > 0 and µ is the Moebius-µ arithmetic function (see [1]). The function
µ(n) take the values (−1)r when n is square free and product of r primes, else
is 0. Also µ(1) = 1.
Proof.
Because f(0) = 0 and f analytic in (−1, 1), the integral ∫ x∞ f(e−t)dt exists for
every x > 0. We assume that exists arithmetic function X(n) such that:
exp
(∫ x
∞
f(e−t)dt
)
=
∞∏
n=1
(1− e−nx)X(n) (2)
we will determine this function X .
Taking logarithms in both sides of (2) we have
∫ x
∞
f(e−t)dt =
∞∑
n=1
X(n) log(1− e−nx) = −
∞∑
n=1
X(n)
∞∑
m=1
e−mx
m
=
= −
∞∑
n,m=1
X(n)n
e−mnx
mn
= −
∞∑
n=1
e−nx
n
∑
d|n
X(d)d : (A)
1
Derivating (A) we get
f(x) =
∞∑
n=1
e−nx
∑
d|n
X(d)d : (B)
But from analytic property of f in (−1, 1) we have
f(x) =
∞∑
n=1
f (n)(0)
n!
xn
and consequently
f(e−x) =
∞∑
n=1
f (n)(0)
n!
e−nx
Therefore from (B) and the above relation it must be
f (n)(0)
n!
=
∑
d|n
X(d)d
By applying the Moebius inversion theorem (see [1]) we get
X(n) =
1
n
∑
d|n
f (d)(0)
d!
µ
(n
d
)
This completes the proof. Note also that holds the following similar expression
e−f(q) =
∞∏
n=1
(1− qn)
1
n
∑
d|n
f(d)(0)
Γ(d)
µ(nd ) (3)
Examples on Proposition 1.
1) If f(x) = x then f
(n)(0)
n! = δn, n = 1, 2, 3, . . . i.e δ1 = 1, 0 else. Hence
X(n) = 1n
∑
d|n δdµ
(
n
d
)
= µ(n)n and
∞∏
n=1
(1− qn)µ(n)n = e−q (4)
2) Let f
(n)(0)
n! = n, n = 1, 2, 3, . . ., then f(x) =
x
(x−1)2 andX(n) =
1
n
∑
d|n dµ
(
n
d
)
=
φ(n)
n . Where φ(n) =
∑
d|n dµ
(
n
d
)
is Euler’s phi arithmetic function.
Hence ∞∏
n=1
(1 − qn)φ(n)n = e qq−1 (5)
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3) Let f
(n)(0)
n! =
µ(n)
nν , n = 1, 2, 3, . . ., then f(x) =
∑∞
n=1
µ(n)xn
nν and X(n) =
1
n
∑
d|n d
−νµ(d)µ
(
n
d
)
=
σ
(−1)
−ν
(n)
n , i.e σν(n) =
∑
d|n d
ν is the sum of the ν-th
power of divisors of n and σ
(−1)
ν is its arithmetic inverse.
This means
∑
d|n σν(d)σ
(−1)
ν
(
n
d
)
= δn.
∞∏
n=1
(1 − qn)
σ
(−1)
−ν
(n)
n = exp
(
−
∞∑
n=1
µ(n)qn
nν+1
)
, (6)
where σ
(−1)
ν (n) is the aritrhmetic inverse of σν(n).
Theorem 1.
When a, b > 0 and f is analytic in (−1, 1) then
∞∏
n=1
(
1− e−nb
1− e−na
) 1
n
∑
d|n
f(d)(0)
d! µ(
n
d )
= exp
(∫ b
a
f(e−t)dt
)
(7)
Proof.
Easy consequence of Proposition 1.
Proposition 2.
If a is positive real number then
∞∑
n=1
∑
d|n
f(d)(0)
d! µ
(
n
d
)
ena − 1 = f
(
e−a
)
(8)
Proof.
Set x = a > 0 in (1) and take the logarithmic derivative in both sides with
respect to a.
Proposition 3.
∞∑
n=1
∑
d|n
f(d)(0)
d! µ
(
n
d
)
ena + 1
= −2f (e−2a)+ f (e−a) (9)
Proof.
Set x = a and x = 2a in (1) to take two relations, divide them. Take the
logarithms and derivate. After a few simplifications we get (9).
Proposition 4.
If A(n) is arbitrary arithmetic function, then for x > 0 we have
dν
dxν
( ∞∑
n=1
∑
d|nA(d)µ
(
n
d
)
enx − 1
)
=
∞∑
n=1
∑
d|nA(d)(−d)νµ
(
n
d
)
enx − 1 (10)
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Proof.
dν
dxν
( ∞∑
n=1
∑
d|nA(d)µ
(
n
d
)
enx − 1
)
=
dν
dxν
f
(
e−x
)
=
∞∑
n=1
f (n)(0)
n!
dν
dxν
(
e−nx
)
=
=
∞∑
n=1
f (n)(0)
n!
(−n)νe−nx
Using again Proposition 1 we get the result.
Lemma 1.
∞∑
n=1
X(n)
enx − 1 =
∞∑
n=1
∑
d|n
X(d)e−nx (11)
Proof.
Set
∑
d|n
f(d)(0)
d! µ
(
n
d
)
= X(n), then from Moebius inversion theorem we have
f(n)(0)
n! =
∑
d|nX(d). Using Proposition 2 we get the result.
Proposition 5.
Let
∑
d|nX(d) =
g(n)(0)
n! and |q| < 1, then for every f we have
∞∑
n=1
qn
1− qn
∑
d|n
X(d)f
(n
d
)
=
∞∑
n=1
g(qn)f(n) (12)
Proof.
Let
∑
d|nX(d) =
g(n)(0)
n! , from Lemma 1 we have
∞∑
n=1
X(n)f(m)
enmx − 1 =
∞∑
n=1
g(n)(0)
n!
f(m)e−nmx.
Summing with respect to m we have
∞∑
n=1
∑
d|nX(d)f
(
n
d
)
enx − 1 =
∞∑
n=1
f(n)g
(
e−nx
)
and the result follows.
Proposition 6.
Let
∑
d|nX(d) =
g(n)(0)
n! , then for every f and |q| < 1 we have
∞∑
n=1
qn
1 + qn
∑
d|n
X(d)f
(n
d
)
=
∞∑
n=1
(
g(qn)− 2g(q2n)) f(n) (13)
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Theorem 2.
Let |q| < 1 then
∞∑
n=1
qn
1− qn
∑
d|n
f(d)φH
(n
d
)
=
∞∑
n=1
f(n)H(qn) (14)
where φH(n) =
∑
d|n hdµ
(
n
d
)
and H(x) =
∑∞
k=1 hkx
k.
Examples.
1) Set X(n) = nν in (11) then
∞∑
n=1
nν
enx − 1 =
∞∑
n=1
σν(n)e
−nx (15)
2) Also setting f
(n)(0)
n! = n
−ν
∞∑
n=1
∑
d|n d
−νµ
(
n
d
)
enx − 1 = Liν
(
e−x
)
, x > 0 (16)
or the equivalent
∞∑
n=1
qn
1− qn
∑
d|n
d−νµ
(n
d
)
= Liν(q) (17)
where Liν(x) =
∑∞
n=1
xn
nν .
3) With hn = δn in Theorem 2 and f(n)→ a(n), we get
∞∑
n=1
qn
1− qn
∑
d|n
a(d)µ
(n
d
)
=
∞∑
n=1
a(n)qn (18)
Differentiating with respect to q and setting q = e2piiz, Im(z) > 0, we get
∞∑
n=1
nX(n)
sin2(pizn)
= 4
∞∑
n=1
a(n)nqn, where X(n) =
∑
d|n
a(d)µ
(n
d
)
. (19)
The case
X(n) =
N∑
k = −M
k − odd
ckn
k, (20)
5
lead us to some kind of ”Eisenstein series” (we have set Ek(q) :=
∑∞
n=1
nkqn
1−qn ):
−
∞∑
n=1
X(n)n
sin2(pizn)
= 4
N∑
k = −M
k − odd
ck
∞∑
n=1
σk(n)nq
n = 4q
N∑
k = −M
k − odd
ck
d
dq
Ek+1(q).
(21)
Hence
−
∞∑
n=1
X(n)n
sin2(pizn)
= 4q
d
dq
N∑
k = −M
k − odd
ckEk+1(q). (22)
Set
Λ(s) =M
( ∞∑
n=1
X(n)n
sinh2(pitn)
)
(s), (23)
where M(f)(s) =
∫∞
0
f(t)ts−1dt is the Mellin transform of the function f(t).
Then
Λ(s) = (2pi)−sΓ(s)
∞∑
n=1
N∑
k = −M
k − odd
ckσk(n)n
−s (24)
and
Λk(s) = (2pi)
−sΓ(s)
∞∑
n=1
σk(n)
ns
= (2pi)−sΓ(s)ζ(s)ζ(s − k). (25)
Then from Hecke theorem for modular forms we have
Λ(s) =
N∑
k = −M
k − odd
cki
k+1Λk(k + 1− s) (26)
If Mk+1 denotes the k + 1−th space of modular forms (that is of weight k + 1)
and
M =Mk1+1 ⊕Mk2+1 . . .⊕Mkp+1, (27)
then we can say f(z) ∈M iff f(z) can be written as a sum of p different weight
modular forms.
The same thing happens and with f in which
∞∑
n=1
N∑
k = −M
k − odd
ckn
k+1 sin−2(pizn) = 4q
d
dq
f(q). (28)
6
Then f is a sum of modular forms of different weights.
Hence we can state that if a function is a ”mixed” modular form
f(z) =
∞∑
n=0
af (n)q
n, q = e2piiz , Im(z) > 0 (29)
with
af (n) =
∑
d|n
X(d), where X(n) = c1X1(n) + c2X2(n) + . . .+ cpXp(n) (30)
and
Λν(s) = (2pi)
−sΓ(s)
∞∑
n=1
∑
d|nXν(d)
ns
(31)
is such that
Λν(s) = i
kνΛν (kν − s) , ν = 1, 2, . . . , p (32)
then
Λf (s) =
p∑
ν=1
cν i
kνΛν(kν − s), (33)
where
Λf (s) = (2pi)
−sΓ(s)
∞∑
n=1
af (n)
ns
(34)
and
Mf (s) =
pi
2(s− 1)
∫ ∞
0
( ∞∑
n=1
X(n)n
sinh2(pint)
)
ts−1dt = Λf(s− 1). (35)
Moreover holds the next Hecke-type theorem for derivatives of modular
forms:
Theorem 3.
If f(z) is modular form of even weight k and we set
g(z) :=
∞∑
n=1
X(n)n
sin2(pinz)
= 4q
d
dq
f(z), af (n) =
∑
d|n
X(d), (36)
then we have
Λ∗(s) =
∫ ∞
0
g(it)ts−1dt = 4
Γ(s)
(2pi)s
∞∑
n=1
af (n)n
ns
=
2
pi
(s− 1)Λf (s− 1), (37)
7
where Λf (s) = (2pi)
−sΓ(s)
∑∞
n=1
af (n)
ns and Λ
∗(s) satisfies the functional equa-
tion
Λ∗(s)
s− 1 = i
kΛ
∗(k + 2− s)
k + 1− s . (38)
Remarks. i) Here the weight is k. ii) The proof of the theorem is based on
Proposition 11 and Hecke’s theorem.
Assume that
f(z) =
∞∑
n=0
af(n)q
n, q = e2piiz = e(z), Im(z) > 0. (39)
Set also
q
d
dq
f(z) =
∞∑
n=1
cf (n)q
n (40)
then
cf (n) = af (n)n (41)
and hence
cf (nm) ≡ 0modnm, for all n,m ∈ {1, 2, . . .} (42)
cf (n)cf (m) ≡ 0modnm, for all n,m ∈ {1, 2, . . .} (43)
From the above we get the following
Lemma 1.
If af (n) are integers, then
cf (nm) ≡ cf (n)cf (m)modnm (44)
Lemma 2.
Suppose that f(q) is differentiatable function of q, |q| < 1, then f(e(z)), z =
x + iy, x, y ∈ R is harmonic, in the sence h(x, y) := f(e(x + iy)) satisfies the
equation
∂2xh(x, y) + ∂
2
yh(x, y) = 0 (45)
Lemma 3.
There exists function K(x, y) ∈ C∞0 (R2) such that
f(e(z)) =
∫ +∞
−∞
∫ +∞
−∞
yK(x′, y′)
(y2 + (x− x′)2 + (y − y′)2)3/2
dx′dy′ (46)
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2 Results in the theory of theta functions
Set (n,m) = gcd(n,m) to be the greatest common divisor of n,m. Then one
can easily see, using arguments of [1] chapter 2, that
n∑
m=1
f((n,m)) =
∑
d|n
f(d)φ
(n
d
)
. (47)
From the relation
∑
d|n φ(d) = n and relation (11) we get
∞∑
n=1
φ(n)
enx + 1
=
1
2
cosh(x)
sinh2(x)
(48)
From Proposition 5 we have for general arithmetic function F :
∞∑
n=1
∑
d|n φ(d)F
(
n
d
)
enx + 1
=
1
2
∞∑
n=1
F (n)
cosh(nx)
sinh2(nx)
or else
2
∞∑
n=1
∑n
m=1 F ((n,m))
enx + 1
=
∞∑
n=1
F (n)
cosh(nx)
sinh2(nx)
(49)
integrating the above relation we get:
Theorem 4.
∞∏
n=1
(1 + qn)
1
n
∑
n
m=1
F ((n,m)) = exp
( ∞∑
n=1
F (n)qn
n(1− q2n)
)
(50)
Set now f(−q) := ∏∞n=1(1 − qn), then we have the next version of Jacobi
triple product identity (see [4]):
∞∑
n=1
cosh(tn)
n sinh(pian)
= log(f(−e−2pia))− log (θ4(it/2, e−api)) , |t| < api (51)
Setting e−api = q, a > 0 and F (x) = cos(2tx) in (50) and using (51) we get
Proposition 7.
If |q| < 1, then
∞∏
n=1
(1 + qn)
1
n
∑
n
m=1
cos(2t(n,m)) =
(
f(−q2)
θ4(t, q)
)1/2
, (52)
where
θ4(z, q) =
∞∑
n=−∞
(−1)nqn2e2niz , |q| < 1
9
is Jacobi’s 4th theta function (see [2]).
Setting t = pi2 in (52) we get
q1/2
∞∏
n=1
(1 + qn)
12
n
∑
n
m=1
(−1)(n,m) = q1/2
(
f(−q2)
θ4
(
pi
2 , q
)
)6
= q1/2
(
f(−q2)
θ3 (q)
)6
,
(53)
where θ3(q) is the ”null” theta function θ4
(
pi
2 , q
)
=
∑∞
n=−∞ q
n2 .
Hence we can state the next
Proposition 8.
If q = e−pi
√
r, r > 0, then
q1/2
∞∏
n=1
(1 + qn)
12
n
∑
n
m=1
(−1)(n,m) = 4kk′. (54)
Proof.
We use (see [6] pg.488):
f(−q2)6 =
∞∏
n=1
(
1− q2n)6 = 2kk′K(k)3
pi3q1/2
(55)
and (see [2] pg.107 and related theory):
θ3(q)
2 =
( ∞∑
n=−∞
qn
2
)2
=
2K
pi
(56)
and relation (53). The functions k = kr, K = K(k) are the elliptic singular
modulus and elliptic integral of the first kind at singular values respectively.
The function k′ =
√
1− k2 is called complementary modulus (see [2] pg.11).
Also if q = e−pi
√
r, r > 0 we set
ψ(ν, z, q) =
∞∑
n=1
nνzn
n(1− qn) . (57)
Then using the summable version of Jacobi triple product identity (relation
(51)), we get after differentiating with respect to t:
ψ(2ν, q, q2) =
∞∑
n=1
n2νqn
n(1− q2n) = −
1
2(−4)ν
[
∂2ν
∂t2ν
log (θ4(t, q))
]
t=0
. (58)
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Hence from (50) we have
Theorem 5.
If q = e−pi
√
r = eipiτ , τ =
√−r, r > 0, then
log
( ∞∏
n=1
(1 + qn)
1
n
∑
n
m=1
(n,m)2ν
)
=
(−1)ν+1
22ν+1
[
∂2ν
∂t2ν
log (θ4(t, q))
]
t=0
=
=
B2ν
4ν
(
E2ν(q
2)− E2ν(q)
)
(59)
is a modular form of weight 2ν, where
Eν(q) = 1− 2ν
Bν
∞∑
n=1
nν−1qn
1− qn (60)
are the known Eisenstein series (see [18]).
Theorem 6.
For ν = 1, 2, . . ., we have
∞∑
n=1
n2ν−1
sinh(pin
√
r)
=
B2ν
2ν
(
E2ν
(
q2
)− E2ν(q)) , q = e−pi√r, r > 0 (61)
Proof.
Easy. From (60) we immediately get the result.
Theorem 7.
Let F (n) = a2n
2 + a4n
4 + . . . + a2kn
2k + . . . be even function with F (0) = 0,
then
∞∏
n=1
(1 + qn)
1
n
∑
n
m=1
F ((n,m))
= exp
( ∞∑
ν=1
a2νB2ν
4ν
(
E2ν(q
2)− E2ν(q)
))
. (62)
Another interesting result which follows from relation (59) is
log
(
θ4(t, q)
1/2θ4(−t, q)1/2
θ4(q)
)
= log
(
θ4(t, q)
θ4(q)
)
= −2
∞∑
n,m=1
(−4)n
(2n)!
B(n,m)t2nqm
(63)
where B(ν, n) = − 1n
∑
d|n(−1)n/d
∑d
k=1(d, k)
2ν .
This can be done by writing
∞∑
n=1
(
1
n
n∑
m=1
(n,m)2ν
)
log (1 + qn) =
(−1)ν+1
22ν+1
[
∂2ν
∂t2ν
log (θ4(t, q))
]
t=0
11
Expanding the logarithm on the left into power series we get
(−1)ν+1
22ν+1
(
∂2ν
∂t2ν
log(θ4(t, q))
)
t=0
= −
∞∑
n=1
qn
1
n
∑
d|n
(−1)n/d
d∑
m=1
(d,m)2ν
From this we arrive to (66) and we have the next
Proposition.
If |q| < 1, then
log
(
θ4(t, q)
θ4(q)
)
= −2
∞∑
n=1
P (n, t)qn, (64)
with P (n, t) = 1n
∑
d|n(−1)n/d
∑d
m=1 (1− cos (2(d,m)t)).
Notes.
Relation (67) can also be found if we use directly the Jacobi’s formula
∂zθ4(z, q)
θ4(z, q)
= 4
∞∑
n=1
qn
1− q2n sin(2nz). (65)
This can be done integrating (68) from z = 0 to z = t. Then we arive to (67)
expanding q
n
1−q2n =
x
1−x2 into Taylor series of x = q
n and making the double
infinite series into single using divisor sumation.
The above formula (67) for t = pi2 gives
Proposition 9.
Let |q| < 1, then
log
(
θ3(q)
θ4(q)
)
= −1
2
log(k′) =
∞∑
n=1
P1(n)q
n (66)
where P1(n) =
1
n
∑
d|n(−1)n/d
∑d
k=1
(
1− (−1)(d,k)).
Definition 1.
We define (Ta)(n) to be such that
exp
(
−
∞∑
n=1
anx
n
)
=
∞∑
n=0
(Ta)(n)xn, (67)
Theorem 9.
The above transformation Ta(n) = bn is given from relation
nbn = −
n∑
k=1
akkbn−k, n = 1, 2, . . . , (68)
12
where b0 = 1. Hence given the general form of an, we can construct all Ta(n).
Notes. In general hold the following relations
1. Set cn = an + bn, then
(Tc)(n) =
n∑
k=0
(Ta)(n− k)(Tb)(k) (69)
2. If cn = an +
1
n , then
(Tc)(n) = (Ta)(n)− (Ta)(n− 1) (70)
3. Consider the function
exp
(
x
x− 1
)
(1 − x) =
∞∑
n=0
a(n)xn, (71)
then ∞∑
n=0
a(n) = 0. (72)
This happens because
exp
(
−
∞∑
n=1
xn
)
= exp
(
x
x− 1
)
=
∞∑
n=0
h(n)xn (73)
and a(n) = (T 1)(n) − (T 1)(n − 1) = h(n) − h(n − 1), with limn→∞ h(n) = 0.
Infact it is
exp
(
−
∞∑
n=1
xn
)
= exp
(
x
x− 1
)
=
∞∑
n=0
h(n)xn (74)
and
N∑
n=1
h(n) = (T 1)(N − 1), (75)
with limN→∞(T 1)(N) = 0.
Continuing we set the numbers s(n) such that
θ4(q) = exp
( ∞∑
n=1
s(n)qn
)
, (76)
then (our thoughts motivated from [16]):
n
∑
d|n
s(d)µ
(n
d
)
= 1− (−1)n (77)
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Hence using Moebius inversion theorem
s(n) =
∑
d|n
1− (−1)d
d
. (78)
From (67), the property of s(n) and Definition 1, we get
Theorem 10.
For |q| < 1 and t real, we have
θ4(t, q) = exp

− ∞∑
n=1

2P (n, t) +∑
d|n
(−1)d − 1
d

 qn

 . (79)
and
θ4(t, q) =
∞∑
n=0
T

2P (n, t) +∑
d|n
(−1)d − 1
d

 qn. (80)
If we consider the theta function θ3(q) =
∑∞
n=−∞ q
n2 , |q| < 1, then writing
θ3(q) = exp
( ∞∑
n=1
t(n)qn
)
, (81)
we get
n
∑
d|n
t(d)µ
(n
d
)
= −ψ4(n), (82)
where ψ4 is a 4-periodic arithmetic function with
ψ4(n) =


0 if n ≡ 0(mod4)
−2 if n ≡ 1(mod4)
8 if n ≡ 2(mod4)
−2 if n ≡ 3(mod4)

 . (83)
Hence as above
Theorem 11.
The next expansion is valid
θ3(q) = exp

− ∞∑
n=1
∑
d|n
ψ4(d)
d
qn

 , |q| < 1 (84)
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and
rν(n) = T

ν∑
d|n
ψ4(d)
d

 (n), (85)
where rν(n) is the number of the representations of the positive integer n into
ν squares.
We can use the Chebyshev polynomials Cn(x) to recover the theta functions.
From the property
Cn(cos(x)) = cos(nx), (86)
we get
Proposition 10.
If |q| < 1, then
log
(
θ4(arccos(t), q)
θ4(q)
)
= −2
∞∑
n=1
P ∗(n, t)qn (87)
where P ∗(n, t) = 1n
∑
d|n(−1)n/d
∑d
m=1(1 − C2(d,m)(t)) and Cn(x) is the n-th
order Chebyshev orthogonal polynomial, hence the P ∗(n, t) is a 2n-degree even
polynomial in t.
Proposition.
Let f have Fourier series expansion
f(φ) =
∞∑
n=1
an cos(2nφ), (88)
then ∫ pi
0
f(φ) log
(
θ4(φ, q)
θ4(q)
)
dφ = −pi
∞∑
n=1
anq
n
n(1− q2n) (89)
Proof.
From Proposition 10 and using the orthogonality of Chebyshev polynomials we
get
∫ 1
−1
f(t)√
1− t2 log
(
θ4(arccos(t), q)
θ4(q)
)
dt = −pi
∞∑
k=1
∞∑
n=1
P1(k, n)a2kq
n/2, (90)
where P1(k, n) = 1/k if k|n while 2k 6= 0(modn) and otherwise 0.
The function P1 is a characteristic periodic arithmetical function and can be
evaluated using arithmetic progressions. After summing with respect to n and
making the change of variable t→ cos(φ) in the above integral we get the result.
15
Notes.
1) The author feels to ask if the above problem may be treated with countor
integration and residuals calculus, since the following very interesting formula
rises from the work of Chouika (see [20]):
θ4(u, q) = θ4(q)
∞∏
n=0
(
1−
(
sin(piu)
sin((n+ 1/2)piτ)
)2)
, q = epiiτ , Im(τ) > 0 (91)
2) For to get integral (92), we pass through
∫ 1
−1
f(t)√
1− t2 log
(
θ4(arccos(t), q)
θ4(q)
)
dt = −pi
∞∑
n=1
a2nq
n
n(1− q2n) , (92)
when f(x) =
∑∞
n=1 a2nC2n(x).
Examples.
i) For f(x) = C2(x) = −1 + 2x2 we get∫ 1
−1
1− 2t2√
1− t2 log
(
θ4(arccos(t), q)
θ4(q)
)
dt =
piq
1− q2 (93)
ii) If an = n
−3 then f(x) = 8−1
∑∞
n=1
cos(2n arccos(x))
n3 and hence if q = e
−x,
x > 0 we get
∫ 1
−1
f(t)√
1− t2 log
(
θ4(arccos(t), q)
θ4(q)
)
dt = − pi
16
∞∑
n=1
1
n4 sinh(nx)
(94)
iii) If an =
1
n then f(x) = − 12 log(2 sin(x)) and hence∫ pi
0
log(2 sin(φ)) log
(
θ4(φ, q)
θ4(q)
)
dφ = pi
∞∑
n=1
qn
n2(1− q2n) (95)
iv) If an = q
n2 , then f(x) =
∑∞
n=1 q
4n2 cos(2nx) = θ3(x,q
4)−1
2∫ pi
0
θ3(φ, q
4)− 1
2
log
(
θ4(φ, q)
θ4(q)
)
dφ = −pi
∞∑
n=1
q4n
2+n
n(1− q2n) (96)
v) If an = nq
n2/2+n/2, then
∫ pi
0
ψ(φ, q1/2) log
(
θ4(φ, q
1/2)
θ4(q1/2)
)
dφ = −2pi
∞∑
n=1
qn
2+n
1− qn (97)
16
where ψ(φ, q) = 2
∑∞
n=1 nq
2n2+n cos(2nφ), where |q| < 1.
In the same way as in (20),(21) we obtain
2
∞∑
n=1
∑n
m=1 F ((n,m))
enx − 1 =
∞∑
n=1
F (n)
cosh(nx) − 1 (98)
Taking in both sides of (100) the Mellin transform (the Mellin transform of the
function g(x) is M(g(x))(s) =M(g)(s) =
∫∞
0
g(t)ts−1dt), we get
2Γ(s)ζ(s− 1)
∞∑
n=1
F (n)
ns
=
∞∑
n=1
F (n)
∫ ∞
0
xs−1
cosh(nx) − 1dx.
Hence if F (n) = X(n) is arithmetic function, in view of [1] we get
Proposition 11.
M
( ∞∑
n=1
X(n)
sinh2(nx)
)
(s) = 4 · 2−sΓ(s)ζ(s− 1)L(X, s) (99)
where L(X, s) =
∑∞
n=1
X(n)
ns . In case X(n) = XT (n) is T periodic, then
M
( ∞∑
n=1
XT (n)
sinh2(nx)
)
(s) = 4 · 2−sΓ(s)ζ(s− 1)T−s
T∑
m=1
XT (m)ζ
(
s,
m
T
)
(100)
The function ζ(z, ν) =
∑∞
n=0
1
(z+n)ν is the Hurwitz zeta function and is a gen-
eralization of the Riemann’s ζ(ν) function.
Proposition 12.(see [4])
If
X1(n) =


1, n ≡ p− a(modp)
−1, n ≡ p− b(modp)
1, n ≡ a(modp)
−1, n ≡ b(modp)
0, else


, (101)
then ∞∏
n=1
(1 − qn)X1(n) = ϑ4
(
(p− 2a)ix/4, e−px/2)
ϑ4
(
(p− 2b)ix/4, e−px/2) (102)
∞∑
n=1
X1(n)n
2
sinh2(nx)
= − d
2
dx2
log
(
ϑ4 ((p− 2a)ix/2, e−px)
ϑ4 ((p− 2b)ix/2, e−px)
)
(103)
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and∫ ∞
0
log
(
ϑ4
(
(p− 2a)ix/4, e−px/2)
ϑ4
(
(p− 2b)ix/4, e−px/2)
)
xs−1dx = −Γ(s)ζ(s+ 1)
ps
p∑
m=1
X1(m)ζ(s,
m
p
)
(104)
Examples.
i) If q = e−2x, then
∞∑
n=1
(n
8
) n2
sinh2(nx)
= − d
2
dx2
log
(∑+∞
n=−∞(−1)nq4n
2+3n∑+∞
n=−∞(−1)nq4n2+n
)
(105)
ii) If q = e−2x, then
∞∑
n=1
(n
5
) n2
sinh2(nx)
= − d
2
dx2
log
(∑+∞
n=−∞(−1)nq5n
2/2+3n/2∑+∞
n=−∞(−1)nq5n2/2−n/2
)
(106)
iii) If |q| < 1, then
∞∏
n=1
(1− qn)(n5 ) = 1
1+
q
1+
q2
1+
+ . . . (107)
Proposition 13.
In general if q = e−2x and X(n) is arithmetic function then
∞∑
n=1
X(n)
n2
sinh2(nx)
= − d
2
dx2
log
( ∞∏
n=1
(
1− e−2nx)X(n)
)
(108)
Examples.
i)
∞∑
n=1
µ(n)n
sinh2(nx)
= 4e−2x (109)
ii)
∞∑
n=1
n2
sinh2(nx)
=
d2
dx2
log (η(2x)) , (110)
where η(x) =
∏∞
n=1 (1− e−nx) is the Ramanujan-Dedekind eta function.
iii) If G = ga11 g
a2
2 . . . g
as
s , with a1, a2, . . . , as non negative integers is the prime
decomposition of a perfect square, then (see [4],[16])
∞∑
n=1
( n
G
) n2
sinh2(nx)
=
18
= − d
2
dx2
log

η(2x) λ∏
i=1
η(2gix)
−1∏
i<j
η(2gigjx)
1
∏
i<j<k
η(2gigjgkx)
−1 . . .


(111)
For example
∞∑
n=1
( n
25
) n2
sinh2(nx)
= − d
2
dx2
log
(
η(2x)
η(10x)
)
. (112)
From [16] and (110) we have the next:
Theorem 13.(Conjecture)
If G = 2aga11 g
a2
2 . . . g
as
s , with a1, a2, . . . , as non negative integers, a 6= 1 and
g1 < g2 < . . . < gs are primes congruent to 1(mod4), then
∞∑
n=1
( n
G
) n2
sinh2(nx)
= − d
2
dx2
log


[G−12 ]∏
j=1
ϑ
(
G
2
,
G
2
− j; e−2x
)( jG ) .
Also
∞∏
n=1
(1− qn)( nG ) =
[G−12 ]∏
j=1
ϑ
(
G
2
,
G
2
− j, q
)( jG )
(113)
and
∞∑
n=1
( n
G
) n
sinh(nx)
= 2

q
d
dq
log


[G−12 ]∏
j=1
ϑ
(
G
2
,
G
2
− j; q
)( jG )


q=e−2x
q=e−x
,
(114)
where
ϑ(k, l; q) =
∞∑
n=−∞
(−1)nqkn2+ln. (115)
Examples.
∞∑
n=1
( n
13
) n2
sinh2(nx)
= − d
2
dx2
log

 4∏
j=1
ϑ
(
13
2
,
13
2
− j; e−2x
)( j13 ) . (116)
and
2−1
∞∑
n=1
(n
5
) n
sinh(nx)
=
{
q
d
dq
log
(
q−1/5R(q)
)}q=e−2x
q=e−x
=
19
= e−2x
R′
(
e−2x
)
R (e−2x)
− e−xR
′ (e−x)
R (e−x)
.
But it is known that
R′(q)
R(q)
= 5−1
f (−q)5
qf (−q5) (117)
The above equality (120) has given by Ramanujan and proved later by Andrews
[21] althought in the more detailed version
R(q) =
√
5− 1
2
exp
(
1
5
∫ q
1
f5(−t)
tf(−t5)dt
)
. (118)
Hence
5
2
∞∑
n=1
(n
5
) n
sinh(nx)
=
f
(−q2)5
f (−q10) −
f (−q)5
f (−q5) (119)
Let now
χ0(n) =


−2 if n ≡ 1(mod4)
3 if n ≡ 2(mod4)
−2 if n ≡ 3(mod4)
1 if n ≡ 0(mod4)

 (120)
then if q = e−2x we get (see [15])
∞∑
n=1
χ0(n)
n2
sinh2(nx)
= − d
2
dx2
log
( ∞∑
n=−∞
qn
2
)
= − d
2
dx2
log
(
θ3
(
e−2x
))
(121)
and ∞∑
n=1
(−1)nn2
sinh2(nx)
= − d
2
dx2
log
( ∞∑
n=−∞
qn(n+1)/2
)
(122)
The general correspondence of hyperbolic sine function series and theta func-
tions is the following:
Theorem 14.
If q = e−2x, x > 0 and
χk,h(n) :=
{
1 if n ≡ 0, k + h, k − h(mod2k)
0 otherwise
}
, (123)
then
∞∑
n=1
χk,h(n)n
2
sinh2(nx)
= − d
2
dx2
log
( ∞∑
n=−∞
(−1)nqkn2+hn
)
, (124)
when k > h, k ∈ N, h ∈ Z and
log
( ∞∑
n=−∞
(−1)nqkn2+hn
)
= −
∞∑
n=1
fk,h(n)q
n, (125)
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where
fk,h(n) :=
1
n
∑
d|n
χk,h(d)d. (126)
Proof.
The proof is similar to the proof of the next theorem.
Theorem 15.
If |q| < 1, k > |h| > 0, k ∈ N, h ∈ Z, then
log
(
η(qk)−1
∞∑
n=−∞
qkn
2+hn
)
= −
∞∑
n=1
fk,h(n)q
2n +
∞∑
n=1
fk,h(n)q
n. (127)
Proof.
For |q| < 1, k > 0, the Jacobi triple product identity ([17] Theorem 13 chapter
8 page 169) becomes
∞∑
n=−∞
qkn
2+hn =
∞∏
n=0
(
1− q2kn+2k) (1 + q2kn+k+h) (1 + q2kn+k−h) . (128)
Hence we get
∞∑
n=−∞
qkn
2+hn = η(qk)
∞∏
n=1
(1 + qn)χk,h(n), (129)
when k > |h| > 0, k ∈ N, h ∈ Z.
Using the fact that for x > 0 holds the relation (analogous to (3)):
exp
(
f
(
e−x
)− f (e−2x)) = ∞∏
n=1
(
1 + e−nx
) 1
n
∑
d|n
f(d)(0)
Γ(d)
µ(nd ) . (130)
Hence we get (126).
Also we have the next general result:
Theorem 16.
If |q| < 1 and k, h integers such k > |h| > 0, then
∞∑
n=−∞
qkn
2+hn = exp
(
−
∞∑
n=1
Gk,h(n)q
n
)
, (131)
where
Gk,h(n) := fk,h
(n
2
)
− fk,h(n) + k
n
σ1
(n
k
)
(132)
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and σ1(n) =
∑
d|n d.
(In relation (131) we have assumed that only integer points count, i.e. yk,h
(
n
2
)
=
0, when n is odd and takes its regular value otherwise (the same thing holds
and with σ1
(
n
k
)
)).
Proof.
From
log
(
η
(
qk
))
= −
∞∑
n=1
qnk
n
∑
d|n
d, |q| < 1 (133)
and relation (126) we have
log
( ∞∑
n=−∞
qkn
2+hn
)
= −
∞∑
n=1
fk,h(n)q
2n+
∞∑
n=1
fk,h(n)q
n−
∞∑
n=1
qnk
n
∑
d|n
d, (134)
and the result follows.
Theorem 18.
If kl, hl are integers such kl > |hl| > 0, then the number of representations of a
positive integer n into form
n =
N∑
l=1
(
klX
2
l + hlXl
)
(135)
is
r{k1,k2,...,kN ;h1,h2,...,hN}(n) = T
(
N∑
l=1
Gkl,hl(n)
)
. (136)
Examples.
i) The Diophantine equation
2X21 + 3X
2
2 −X1 + 2X2 = 3 (137)
have r(3) = r{2,3;−1,2}(3) solutions. For to find the value of r(3) we use the
relations (70),(127),(132),(136):
For k = 2 and h = −1, we have f2,−1(1) = 1, f2,−1(2) = 3/2, f2,−1(3) = 4/3.
For k = 3 and h = 2 we have f3,2(1) = 1, f3,2(2) = 1/2, f3,2(3) = 4/3.
Hence
G2,−1(1) = 0−1+0 = −1, G2,−1(2) = 1−3/2+1 = 1/2, G2,−1(3) = 0−4/3+0 =
−4/3. Also
G3,2(1) = −1, G3,2(2) = 1/2, G3,2(3) = −1/3.
Hence G2,−1(1) +G3,2(1) = −2, G2,−1(2) +G3,2(2) = 1, G2,−1(3) +G3,2(3) =
−5/3 and b0 = 1, b1 = 2, b2 = 1, b3 = 1. Hence equation (137) has 1 solution
22
in the set of integers.
Note also that equations
2X21 + 3X
2
2 −X1 + 2X2 = 2 (138)
2X21 + 3X
2
2 −X1 + 2X2 = 1 (139)
have exactly 1 and 2 solutions respectively.
ii) The equation
3X21 + 5X
2
2 + 6X
2
3 −X1 + 2X2 − 2X3 = 20 (140)
have 3 solutions in the set of integers.
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