Using Data Envelopment Analysis for Evaluating Alternative Software Development Process Configurations by Anderson, Timothy R. & Ghavami, Peter K.
Portland State University
PDXScholar
Engineering and Technology Management Faculty
Publications and Presentations Engineering and Technology Management
1-1-1999
Using Data Envelopment Analysis for Evaluating Alternative
Software Development Process Configurations
Timothy R. Anderson
Portland State University, tim.anderson@pdx.edu
Peter K. Ghavami
Portland State University
Let us know how access to this document benefits you.
Follow this and additional works at: http://pdxscholar.library.pdx.edu/etm_fac
Part of the Engineering Commons
This Article is brought to you for free and open access. It has been accepted for inclusion in Engineering and Technology Management Faculty
Publications and Presentations by an authorized administrator of PDXScholar. For more information, please contact pdxscholar@pdx.edu.
Citation Details
Anderson, T.R.; Ghavami, P.K., "Using data envelopment analysis for evaluating alternative software development process
configurations," Management of Engineering and Technology, 1999. Technology and Innovation Management. PICMET '99. Portland
International Conference on , vol.1, no., pp.447, 1999
Using Data Envelopment Analysis for Evaluating Alternative Software Development
Process Configurations
Timothy R. Anderson, Peter K. Ghavami
Engineering Management Program, Portland State University, 1900 SW 4th Avenue, Suite LL-50, Portland, OR 97201- USA
Abstract - The goal of achieving better software depends on
improvements in software development processes.  This paper
provides a non-parametric, quantitative methodology for
evaluating alternative software development process
configurations as a tool for process improvement.  The
methodology uses Data Envelopment Analysis (DEA) for
comparing the impact of varying degrees of software inspection
on project schedule, cost and quality.  Since every phase of the
development process can be inspected at varying levels, a large
number of process combinations become possible.  Thus a
manager’s job to compare and select an efficient process
configuration can become tedious.  This is especially the case
when several process configurations are being evaluated by
comparing several productivity measures.  Fortunately, Data
Envelopment Analysis (DEA) can be applied as a method to
reduce the long list of candidates for best practices to a selected
few process options for further analysis.  In this study, 257
different process options were compared against each other.
The input and output values for each process option were
estimated and compared using DEA.  Of this quantity, 7
models were identified as candidates for best practices.  An
extension to this model incorporated managerial preferences in
the form of weight restrictions applied to input/output
variables.
I. INTRODUCTION
Despite advances in software development methodologies,
many software development organizations still struggle with
increased complexity in determining an appropriate process
model that improves their quality, cost and schedule.  The
objective of this paper is to apply DEA as a quantitative
methodology for comparing various process models and
arriving at a short list of candidates for a best development
process model.
A software development process is typically decomposed
into smaller tasks or phases.  Development process at the end
of each phase can be measured and compared according to
quality, schedule, development cost and other metrics.
Based on historical data available from prior projects and by
using software economic models, one can estimate the results
of these tasks and predict the overall outcome of the project
with adequate certainty [7][17][15].
Changing a development process without any evaluation
of its impact on these metrics can be detrimental to an
organization’s productivity.  It is shown that Simulation
models can accurately mimic the organization’s environment
to predict result of process changes [21].  In this paper, the
effects of varying inspection effort in four phases of software
development are studied.  To estimate the outcome of each
process change, and as a data generation tool, a spreadsheet
was developed that relied on COCOMO equations [8] and
the software company’s internal metrics.  The data derived
from this tool was used in the subsequent DEA analyses.
Data Envelopment Analysis (DEA) has received
considerable attention since Charnes, Cooper and Rhodes
[11] published their paper describing DEA using linear
programming formulations.  Since then, several application
examples and extensions have been published [12][22][3].
For example, Banker and Kemerer [18] among others [23]
have examined factors affecting software development and
maintenance productivity using DEA.  These studies
compared the efficiency of multiple organizations against
one another.  In contrast, our study focuses on comparing the
efficiency of multiple process models available to a single
software development organization.  This approach is
similar to a paper published by Shafer and Bradford [24], in
which they estimated the productivity of various machine
configurations in a single factory and compared those
estimates using DEA.  Analogous to configuring
manufacturing cells, we simulated several software
development process combinations that can be applied to a
single software project.  After estimating the output of each
process, we applied DEA for comparison.
The rest of this paper is organized as follows: Section I,
offers an introduction and overview of literature in the
subject area, Section II presents the methodology and tools
used for this research, Section III provides the results and
interpretation of those results, Section IV discusses future
research topics.
A. Literature Review
In 1981, Barry Boehm published his seminal work on
estimating software development costs and schedules by
introducing the COCOMO model.  Since that time, several
other estimating approaches have been developed including
COCOMO II, a derivative of Boehm’s earlier work [8].
Some researchers have relied on the number of function
points instead of KLOC (K Lines of Code) as a software
metric [1].  However, for the purpose of our methodology
and for comparing multiple variations of a single project,
using KLOC is sufficient and appropriate.
Marc Kellner [16] offered a new approach to estimation by
applying process modeling at the individual process activity
level.  Meanwhile, as software estimation and process
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modeling research evolved during the 80’s, a relatively new
benchmarking technique called Data Envelopment Analysis
emerged.  Studies by Banker [4][5][18], and others including
Paradi [20], Mahmood and Pettingell [19] introduced new
applications for DEA as a benchmarking tool for comparing
software development productivity among multiple
organizations.
In the software development process area, Bhandari [6].
explored methods for improving software development
process by analyzing defect data. Fenton pointed out that
software process metrics used in estimating software costs
and duration require a rigorous scientific measurement
approach to be valid [13].   In 1996, Mahmood and Pettingel
[19] investigated the productivity of 78 commercial software
development projects.  The results showed that DEA can be
used successfully to identify the efficient and inefficient
development groups.
While research on software process productivity has been
extensive [16][21][17][18], the investigations so far have
relied on reducing the process productivity measurements
into a single metric such as life-cycle cost or utility.  For
example, Kellner uses “Utility” of a software process as a
weighted measure of the project’s three key attributes:
schedule, defects and cost.  Likewise, Raffo compares
multiple process configurations by reducing the results of
each process into a single variable, i.e. “Utility” by use of
piecewise linear utility function.  This method forces the
evaluator to apply strict weights to software metrics and
assumes a-priori knowledge of the weights.
However, DEA can support comparison of multiple
process configurations on multiple measurements as
described in this study.  An advantage of DEA is that it
allows comparison without applying strict pricing weights to
each variable.  Thus, DEA can narrow the number of process
options to a few candidates for best practices.  Although
determining the “best” process can be controversial and
subject to interpretation [3], our approach allows managers
to focus on a short list of process options as candidates for
most efficient process.
II. METHODOLOGY
Initial steps in this investigation required gathering
historical information about the company’s previous software
projects (size, schedule, number of programmers, cost, defect
rate at each phase of development, defect detection capability
at each phase, etc.).  This information provided the input and
functional parameters to our software estimation template.
Since the company in our investigation used the waterfall
development method, we assumed a waterfall process for this
study.  However, the same methodology and tools can be
applied with minor modifications to spiral, evolutionary and
other development models.
The development process at this particular company
consisted of eight phases: Functional Specification (FS),
High Level Design (HLD), Low Level Design (LLD), Code
(CODE), Unit Test (UT), Functional Verification (FV),
System Verification (SV), and Field deployment (FIELD).
For this study, we examined the effects of adding inspection
to the initial four phases of development.  We limited the
inspection effort to 4 levels, High, Medium, Low or None.
As a result, 256 hypothetical process configurations (or
process scenarios) were possible.  Adding the Basecase
scenario (the current development process used at this
organization) a total of 257 process configurations are
possible.
A.
 Data Generation
A Microsoft  Excel template was developed to generate
data, i.e. estimates for cost, duration, effort, risk and quality
for each of the 257 process configurations.  Where applicable
COCOMO formulations were used, and for the rest we relied
on the software company’s development parameters for
functional relationships.  Thus, this spreadsheet and the
results are unique to the company in our study.  Users who
wish to apply this methodology to their organization are
encouraged to use an estimation tool of their choice. We
estimated the outcome of each of the 257 process
configurations by calculating 7 process measurements.
These measurements were:
1. Effort, (EFFORT): the number of person weeks
required to complete the project.  This variable is
estimated based on project size and amount of
inspection.
2. Duration, (SCHED:, the duration of project in
weeks.  It is calculated based on programmer
productivity.
3. Development Cost, (COST): the development cost
which is affected by EFFORT and the number of
programmers.
4. Maintenance cost, (MAINT): this is a function of
software defects remaining and reflects the cost of
maintaining the software product after its is
released.
5. Risk exposure, (RISK): is the relative measure of
risk, determined proportional to project duration
and defects remained in the software.
6. Defects discovered, (DEF_DIS): indicates the
number of defects discovered.
7. Defects corrected, (DEF_COR): is the number of
defects corrected.
Other variables such as programmer skill, complexity,
project size, tools and CPU speed were not used in DEA
analysis, since they were identical across all process
configurations.  The final results were reviewed by an expert
to ensure that they are satisfactory.
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A correlation analysis of the estimate values is shown in
Table I.  The highly negative correlation between RISK and
DEF_DIS or DEF_COR are easily explained.  RISK
increases as quality deteriorates.  High positive correlation
between COST and SCHED or EFFORT is understandable
since (all else being equal) an increase in EFFORT will
increase COST and SCHED.
Several DEA models were evaluated using an algebraic
modeling language called AMPL.  In this paper we will only
discuss the results of two DEA formulations, the CCR model
and the CCR model with weight restrictions.
B. Productivity Analysis using DEA
DEA is a non-parametric method for relative efficiency of
different decision making units (DMUs).  In this study each
process configuration, denoted by its 4-letter inspection
designation is an independent DMU.  Table II indicates the
naming convention for each DMU corresponding to its
unique process configuration.  For example, HMML
represents a DMU which uses High level of inspection at the
Functional Specification phase, followed by Medium level
inspections for High and Low level design phases, followed
by Low level inspection in the Code phase.
1. CCR Model: Charnes, Cooper and Rhodes [11]
provided a linear programming formulation to measure
efficiency of multiple DMUs (Charnes, Cooper and Rhodes
1978).  They extended the simple ratio of output over input
analysis to estimate technical efficiency and production
frontier based on multiple outputs and inputs.  The result of
this analysis is a frontier formed by efficient process
configurations using constant returns-to-scale.
TABLE II
PROCESS CONFIGURATION TYPES
FS
Phase
HLD
Phase
LLD
Phase
Code
Phase DMU
None None None None NNNN
Low None None None LNNN
. . . . . . . . . . . . . . .
High Medium Medium Low HMML
High Medium Medium Medium HMMM
. . . . . . . . . . . . . . .
High High High High HHHH
BaseCase BaseCase BaseCase BaseCase BASECAS
Our early DEA models used 5 inputs and 2 output
variables.  EFFORT, SCHED, COST, MAINT and RISK
were input variables.  Output variables were quality metrics:
DEF_COR and DEF_DET.  Later on, RISK was transformed
so it could be used as an output variable.  The new set of
DEA models produced similar results, namely the same set
of efficient and inefficient process configurations.  The
efficiency scores were identical regardless of using RISK as
input variable or using its transformations as output variable.
TABLE I
INPUT-OUTPUT CORRELATION TABLE
Variables/
DEA method
Input-1
Effort
Input-2
Cost
Input-3
Sched.
Input-4
Maint.
Cost
Input-5
Project
Risk
Output-1
Defects
Correct
Output-2
Defects
Discov.
Effort 1.000
Cost 0.915 1.000
Sched. 0.997 0.902 1.000
Maint Cost -0.684 -0.547 -0.715 1.000
Project Risk -0.645 -0.515 -0.678 0.996 1.000
Defects Correct 0.721 0.575 0.749 -0.993 -0.980 1.000
Defects Discov. 0.652 0.523 0.686 -0.997 -1.000 0.981 1.000
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The formulation for the primal, input-oriented CCR model is
shown below:
The dual model has the following formulation for the
input-oriented model is given in (2):
2. DEA With Weight Restrictions: The CCR model allows
all input and output variables to be equally important.
However, in software development projects, time to market
takes precedence over cost and often times over quality.
These preferences are imposed by market conditions or
environmental factors which can be outside of manager’s
control.  Thus, incorporating these preference structures into
DEA becomes necessary.
Paradi, Reese and Rosen [20] investigated several methods
to determine appropriate weight restrictions.  One method
starts with considering inequality relationships among
productivity ratios, such as DEF_DIS/EFFORT and
DEF_COR/COST.  From these relationships, Paradi, et. al.
generate a system of linear equations that can be solved to
determine weight restrictions.  The other method, which is
also used in this paper uses the economic or managerial
emphasis towards each input/output variable.
Manager’s preference structure can be applied via weights
applied to input and output variables.  Weight restrictions
can be applied to the CCR model as lower bound and upper
bound limits to reflect managerial pricing preferences.  In
the above formulation, µ and ν are weights applied to output
and input variables respectively.  To select weights
appropriately, it is necessary to define a meaningful and
realistic transformation for prices and costs of input and
output variables.
User-specified weights, which reflect the preference over
the adjustments of inputs or outputs require some a priori
knowledge or assumptions about the variables.  Selecting
weights, i.e coming up with values for µ and ν can be a
practical difficulty.  One approach is to rank input or input
variables according to their importance using the Analytic
Hierarchy Process to obtain a set of ordinal weights.  In this
study we used both the economic relationship and hierarchy
between variables to indicate the preference structure (Paradi
1997).  The input variables, COST, MAINT, EFFORT and
SCHED have economic trade-offs.  The output variables,
DEF_COR and DEF_DIS can be related via importance
hierarchy.
For example, it is conceivable that a manager might be
willing to pay more for programmers in order to improve the
scheduled completion date, by outsourcing part of the
project.  In other words, the manager perceives SCHED to be
more important than EFFORT.  This preference structure
reflects his/her willingness to pay the additional COST of
EFFORT to reduce SCHED.
In situations where skilled contractors are scarce, consider
a manager who is in a bind and is willing to pay 4 times (but
less than 5 times) the regular programmer wages to improve
her schedule by one week.  This hypothetical situation puts
strict upper and lower bounds on weights.  In other words,
v3 / v2 >4, and v3 / v2 <5.  But in the case of this project that
employs 7 developers, one week improvement equates to
gaining 7 person weeks.  The correct economic relation
implies that gaining one week of SCHED is equivalent to
hiring 7 programmers, i.e. the weight constraints should be
formulated as v3 > 7 * 4 * v2, and v3 < 7 * 5 * v2 .  Of course,
not all preference structures need to be as restrictive as in
this scenario.  In fact if the weight restrictions are too
restrictive, the DEA model will result in no feasible solution.
Similarly, management might believe that correcting a
defect is 2 to 3 times as resource intensive as finding a
defect, hence the weight ratios of µ1 > 2 * µ2  and  µ1 < 3 *
µ2.
III. RESULTS
As discussed earlier, the CCR model revealed 7 efficient
process configurations.  Contrary to our initial expectation,
the base case which is the current software development
practice at this company, was not among the efficient group.
In fact the efficiency score for the base case (DMU257) was
below the average score of .836.
A closer examination of efficiency scores provides
interesting findings: For example, while MHHH (DMU160)
was selected to be on the efficiency frontier, other
combinations such as HHHM (DMU237) were not deemed as
efficient.  But even this DMU scored higher than the base
case.  The median of CCR efficiency scores came to .856,
still higher than base case efficiency score.  In fact,
compared to the base case, at least 219 DMUs were more
efficient than the base case, and only about a dozen process
configurations performed worse than the base case.
From a software development perspective, it is more
economical to detect and correct as many errors as early as
possible.  This preference justifies a heavier bias towards
corrected defects over detected defects.  Another preference
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might be given to project duration (schedule) over effort.
These preferences were handled by imposing weight
constraints in the second CCR model.
A review of efficiency scores suggests that DEA can be
successfully used for evaluating the overall performance of
these process configurations.  It can also provide paths to
efficient DMUs by indicating the amount of increase or
decrease in input/output variables.  For example, consider
process configuration NHHH (DMU64).  This DMU is
dominated by its target DMU, MMHH (DMU191).
Compared to its target, this DMU must decrease its input by
5%, 15%, 2% and 4% respectively for EFFORT, COST,
SCHED and RISK.
A selected list of process estimates and their efficiency
scores, including all DMUs with efficiency score of 1.0 are
shown in Table III.
TABLE III
PROCESS CONFIGURATION INPUT-OUTPUT VALUES AND CORRESPONDING EFFICIENCY SCORES
CCR Model CCR Model
MAINT No weight Weight
DMU Seq. EFFORT COST SCHED Cost Total Total restrictions Restrictions
Config. No. Weeks ($000) Weeks ($000) RISK DEF_COR DEF_DIS Efficiency Efficiency
NHHH 64 290.38 421.75 46.25 12 73 221 235 0.9857 0.9857
LHMH 116 269.48 424.43 45.05 14 78 219 233 0.9940 0.9940
LHHH 128 282.76 399.89 45.82 12 69 221 235 0.9934 0.9934
MLNN 139 188.17 297.29 39.73 162 707 89 107 0.6140 0.5892
MHMH 153 264.72 408.80 44.77 14 75 219 234 1.0000 1.0000
MHML 154 223.88 386.42 42.22 62 242 165 200 0.9474 0.9210
MHMM 155 232.25 396.59 42.77 38 149 189 219 1.0000 1.0000
MHMN 156 217.00 374.21 41.76 97 390 135 170 0.8308 0.7888
MHHM 157 251.82 384.03 44.00 31 120 196 225 0.9905 0.9623
MHHH 160 279.04 386.20 45.61 12 65 221 236 1.0000 1.0000
MNNN 161 192.58 296.09 40.06 178 791 79 90 0.5102 0.5023
MMNN 179 186.34 302.91 39.60 149 641 98 120 0.6909 0.6597
MMLL 181 217.39 360.39 41.79 80 325 151 183 0.8990 0.8679
MMLN 182 195.49 319.55 40.27 124 520 116 144 0.7893 0.7482
MMMH 185 270.81 401.16 45.13 15 81 218 233 0.9896 0.9888
MMMN 186 204.75 331.57 40.92 104 430 131 162 0.8496 0.8056
MMML 187 218.11 356.13 41.84 68 268 161 195 0.9582 0.9221
MMMM 188 231.87 376.60 42.74 41 165 187 215 0.9971 0.9899
MMHN 189 236.44 342.50 43.04 83 335 148 182 0.8471 0.7919
MMHL 190 240.09 348.56 43.27 54 209 174 207 0.9484 0.9064
MMHH 191 275.01 359.66 45.38 12 70 221 235 1.0000 1.0000
MMHM 192 245.77 353.60 43.62 33 131 195 223 1.0000 0.9798
HNLM 208 286.93 464.27 46.05 55 228 176 204 0.8476 0.8044
HMNH 211 309.37 471.85 47.28 20 104 214 229 0.9267 0.9258
HMMM 217 243.61 389.57 43.49 40 155 188 218 0.9742 0.9540
HMMN 218 220.86 352.87 42.02 100 407 132 167 0.8145 0.7592
HMML 219 231.84 372.89 42.74 65 252 162 198 0.9185 0.8777
HMHM 221 259.60 370.42 44.47 32 123 195 224 0.9756 0.9363
HMHH 224 288.10 375.05 46.12 12 67 221 236 1.0000 0.9940
HHHM 237 270.04 406.91 45.09 30 113 196 226 0.9597 0.9597
HHHH 240 297.01 408.62 46.61 11 63 221 237 1.0000 1.0000
HLHH 256 299.37 390.21 46.74 12 71 221 235 0.9779 0.9779
BaseC 257 252.46 402.90 44.04 114 484 125 152 0.6656 0.6246
Min Score 186.34 296.09 39.60 11.01 62.93 67.33 67.35 0.3985 0.3985
Max Score 473.69 775.97 54.89 199.22 904.08 221.03 236.74 1.0000 1.0000
Avg Score 264.80 419.68 44.64 66.74 286.65 168.01 191.60 0.8360 0.8127
No. of Efficient
DMUs
7 5
A. Results Interpretation
The CCR model with weight restrictions, imposed price
ratio limits on SCHED, DEF_COR and DEF_DIS.  The
CCR model selected only 7 process models (less than 3% of
all process configurations) as efficient. When manager’s
preference in form of weight restrictions were applied, the
list was reduced to 5 DMUs (less than 2% of all process
configurations).
The efficiency scores have a distribution range from .399
to 1.000 with the majority of scores falling between .800 and
.999 (Fig 1).  The average efficiency score decreased from
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.836 in CCR model to .813 when preference weights were
applied.
Fig 1. Distribution of DMU efficiency scores
An important finding for the project manager was that the
current practice, i.e. the BASECASE scenario was relatively
inefficient under both DEA models.  To illustrate this point,
compare the BASECASE efficiency score in each DEA
analysis with the mean efficiency scores.  The BASECASE
efficiency score is consistently below the average score.
We learned that the company in our study typically applies
medium level inspection early in the development process
and then ad-hoc levels of inspections (below the Low level)
through-out the rest of the project.  This practice is close to
the MLLN (DMU130) configuration and understandably
influenced by the conventional thinking that applying
inspection to the functional specification phase is a key
determinant of the project success.  While this is true, it is
insufficient for achieving highest productivity in software
development.
The DEA results indicate that for this project, there are
many more efficient practices possible.  The company can
gain better results if it raised its inspection efforts to at least
a Medium level across all phases of development.   For
example, MMMM process configuration (DMU188) delivers
almost 50% better output (less defects) than the current
practice by using by 9%, 7%, 30%, and 64% less inputs of
EFFORT, COST, SCHED, MAINT respectively.  The DMUs
which produced efficiency scores of 1.000 included at least
one iteration of High level of inspection to any one of the
development phases.  To illustrate this, consider software
development practices such as MMHM (DMU192), MHMM
(DMU155), and MHMH (DMU153) which are far more
efficient than the base case.
Every DMU is compared against a virtual DMU that is a
convex combination of other DMUs.  This convex
combination is described by the λ values as in (1).  The vast
majority of inefficient DMUs were compared against three
efficient DMUs: MMHM (DMU192), MHMM (DMU155),
and MHMH (DMU153).  This was evident from the λ values
of inefficient DMUs, because they consisted of fractions of λ
values from these three efficient DMUs.  The results indicate
that applying intense level of inspection at either the High
Level Design, Low Level Design or the CODE phase
achieves most efficient results.  The MHMH process in
particular dominated more than 75% of the inefficient
DMUs.
In other models, additional weight restrictions can be
imposed to reflect manager’s preference for SCHED or
COST relative to RISK.
B. Correlation of DEA results
Table IV shows results of correlation analysis between
data variables and efficiency scores follow. A high negative
correlation between efficiency scores and RISK or MAINT
on one hand and high positive correlation with DEF_COR or
DEF_DIS are the indication that these values played a more
significant role in DEA’s evaluation of DMUs.
TABLE IV
CORRELATION OF DEA RESULTS AND INPUT-OUTPUT VARIABLES
Variables/
DEA method
Input-1
Effort
Input-2
Cost
Input-3
Sched.
Input-4
Maint.
Input-5
Project
Risk
Output-1
Defects
DEF_COR
Output-2
Defects
DEF_DIS
CCR model, Input-
Oriented/
No weight
0.349279 0.232376 0.383861 -0.91242 -0.93394 0.876313 0.930362
Dual DEA Input model
Weight constraints:
S>=28C, DC>=2DD
0.388799 0.273266 0.419519 -0.92636 -0.93744 0.90437 0.934328
It is plausible that by introducing weight restrictions in
favor of DEF_COR over DEF_DIS, that we find higher
correlation between efficiency scores and DEF_COR.
Indeed, the scores from weight restriction DEA model,
indicate higher correlation with DEF_COR.
High correlation among the output variables is due to the
design of this experiment, i.e. due to limited variation
produced by the data generation model, because we
compared the process configurations on a single project.
Had we compared results of process changes amongst several
companies, then the output variation would have been
greater, and thus we could expect lower correlation between
input-output values.  Fortunately, DEA is robust enough to
be immune to these high correlation values.
DMU efficiency range
1 2
9
26
48
74
90
7
0
10
20
30
40
50
60
70
80
90
100
.3 TO .4 .4 TO .5 .5 TO .6 .6 TO .7 .7 TO .8 .8 TO .9 .9 TO .99 1.000
DMU efficiency range
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A broader comparison of the DEA results can be
accomplished by comparing the range of values, i.e. the
difference between the lowest and highest input-output
values for efficient DMUs.  This comparison is shown in
Table V.
The normalized Relative Difference (RDIFF) between
each variable for all efficient DMUs were calculated by (3),
where Xo -max and Xo -min represent the high and low values
for a given input-output variable of DMUs present on the
efficiency frontier.
As shown in Table V, the CCR model with weight
restrictions has narrowed its selection of DMUs by giving
more importance to SCHED, while allowing the COST to
increase.  This technique allows managers to interpret
DEA’s selection process.  Note that the range of input-output
variables decreases as we use the DEA with weight
restrictions, i.e. DEA becomes more selective by narrowing
its range of input-output values.
For example, the CCR model produced 7 efficient DMUs.
The values for COST, an input variable varied between
353.6 and 408.62.  In the weight restriction model, the
values for COST varied between 359.66 and 408.62.
C. Summary of Results
DEA can be an excellent tool for reducing a large number
of process configurations to a small set of candidates for best
practices.  One can realize the practical difficulties of
actually coming up with a short list of efficient process
configurations from a long list of 257 possibilities.  The
distribution of efficiency scores (Fig 1) underscores this
difficulty, as 63% of DMUs have efficiency scores that fall
some where between .8 to .99, but without DEA analysis
appear as viable processes.
DEA with weight restrictions can be highly desirable and
seems to have considerable potential for software project
planners or process consultants, because A) the model
further reduces the number of candidates for best practices,
and B) It allows managers to explore various business
policies by imposing various managerial preferences on
either inputs or outputs.  We have shown that by applying
preference in form of weight restrictions, the list of candidate
DMUs can be further reduced.
When DEA is applied to software development process
configurations as discussed in this study, managers can arm
themselves with the necessary evidence to make a case to
upper management for changing their current processes.
The results of the study can point managers to fewer selected
process options to choose from.
TABLE V
INCREASE IN EFFICIENCY SCORES RELATIVE TO REDUCTION OF INPUT-OUTPUT RANGES
DEA Model Input
EFFORT
Input
COST
Input
SCHED
Input
MAINT
Input
RISK
Output
DEF_COR
Output
DEF_DET
CCR Model results
    MIN 232.25 353.60 42.77 11 63 189 219
    MAX 297.01 408.62 46.61 38 149 221 237
    RDIFF 22.5% 11.5% 25.1% 14.4% 10.2% 20.6% 10.6%
    Above Mean 4 0 5 0 0 7 7
    Below Mean 3 7 2 7 7 0 0
CCR with Weight Restrictions
    MIN 232.25 359.66 42.77 11 63 189 219
    MAX 297.01 408.62 46.61 38 149 221 237
    RDIFF 22.5% 10.2% 25.1% 14.4% 10.2% 20.6% 10.6%
    Above Mean 3 0 4 0 0 5 5
    Below Mean 2 5 1 5 5 0 0
(3)
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IV. FUTURE RESEARCH TOPICS
Software development is characterized as a highly non-
linear activity with possibly variable return to scale
characteristics.  The CCR model is a constant return to scale
model.  Thus, for comparing efficiency of software
development process configurations, the CCR formulation
may not be an accurate model.  For example, increasing the
number of programmers does not necessary increase output
proportionally.  Instead, adding programmers to a project
may produce diminishing effects on productivity, although
not proportionally.  Also, removing defects can cause the
code to become fragile and eventually introduce other defects
and “side-effects”.
Other exciting applications of DEA in software
development are possible.  DEA might be used to measure
productivity of individual programmers on a specific project,
or efficiency of structured programming vs. object oriented
programming technique over several development projects.
Another extension to this study may include the application
of Monte Carlo simulation as a technique to generate better
data for DEA analysis.
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