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Abstract
Let K be an abelian extension of a totally real number field k, K+ its maximal real subfield and G =
Gal(K/k). We have previously used twisted zeta-functions to define a meromorphic CG-valued function
ΦK/k(s) in a way similar to the use of partial zeta-functions to define the better-known function ΘK/k(s).
For each prime number p, we now show how the value ΦK/k(0) combines with a p-adic regulator of
semilocal units to define a natural ZpG-submodule of QpG which we denote SK/k . If p is odd and
splits in k, our main theorem states that SK/k is (at least) contained in ZpG. Thanks to a precise relation
between ΦK/k(1 − s) and ΘK/k(s), this theorem can be reformulated in terms of (the minus part of)
ΘK/k(s) at s = 1, making it an analogue of Deligne–Ribet and Cassou-Noguès’ well-known integrality
result concerning ΘK/k(0). We also formulate some conjectures including a congruence involving Hilbert
symbols that links SK/k with the Rubin–Stark Conjecture for K+/k.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
Let K/k be an abelian extension of number fields with Galois group G. We shall write CG for
the group-ring over C (and more generally RG for the group-ring over a commutative ring R).
For each σ ∈ G, let us denote the associated partial zeta-function by ζ(s;σ). Letting σ vary,
we obtain a meromorphic, group-ring-valued function ΘK/k :C → CG defined by ΘK/k(s) :=∑
σ∈G ζ(s;σ)σ−1 (for more details of this construction, see Section 2). It turns out that ΘK/k is
analytic at s = 0 and, with a few trivial exceptions, its value there is zero unless k is totally real
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QG, as follows from work of Siegel [Si] and Klingen (or of Shintani [Sh, Cor. to Thm. 1]).
Denote by μ(K) the group of roots of unity in K and let annZG(μ(K)) be its annihilator ideal
as a module for the group-ring ZG. Deligne–Ribet and P. Cassou-Noguès proved the following
integrality property concerning ΘK/k(0) (see [D-R] and [CN]):
annZG
(
μ(K)
)
ΘK/k(0) ⊂ ZG. (1)
In particular, if wK denotes |μ(K)| then wKΘK/k(0) lies in ZG. Brumer conjectured further that
wKΘK/k(0) annihilates the class group Cl(K). In the case k = Q this is essentially Stickelberg-
er’s Theorem, the classical proof of which uses the factorisation property of cyclotomic Gauss
sums. Certain other properties of these sums are simultaneously encapsulated in the so-called
Brumer–Stark Conjecture which strengthens Brumer’s Conjecture. The article [Gr] gives an ac-
count of recent work demonstrating the Brumer–Stark Conjecture in many cases. As its name
implies, this Conjecture—and also the above rationality and integrality properties—fit into the
more general framework of the Stark Conjectures concerning the leading terms at s = 0 of the
L-functions of Artin characters, see [Tate]. Section I.8 of loc. cit. explains how the most basic—
and hence also the most general—Stark Conjecture can be reformulated equivalently at s = 1
by means of the ‘functional equations’ of these L-functions. In our special, abelian set-up, the
basic conjecture corresponds roughly to the above rationality property of ΘK/k(0). By contrast,
the more refined properties of ΘK/k(s), such as integrality or Brumer–Stark are not easily trans-
lated to s = 1 because of the rather complicated constants in the functional equations and their
use of characters (which must, furthermore, be primitive). In fact, until recently there was very
little detailed work on ΘK/k(s) at s = 1. In their preprint [Br-Bu], however, the authors conjec-
ture a link between the leading terms at s = 1 of the Artin L-functions of a Galois extension
L/k (not necessarily abelian) and an algebraically-constructed element of the relative K-group
K0(ZGal(L/k),R). Under certain hypotheses they also show that their conjecture is equiva-
lent to a case of the equivariant Tamagawa Number Conjecture (E.T.N.C.) which is known for
some L/k.
This paper initiates the study at s = 0 of another CG-valued function, namely ΦK/k(s), in
which, roughly speaking, the partial zeta-functions comprising ΘK/k(s) are replaced by the
twisted zeta-functions introduced and studied in [So2–So4] and [R-S1] (see ibid. and Section 2).
Importantly, however, the functional equations mentioned above give a simple relationship be-
tween ΦK/k(1 − s) and ΘK/k(s). Thus all the results in this paper concerning ΦK/k(0) can be
immediately rephrased in terms of ΘK/k(s) at s = 1. (This is explained in more detail in Re-
mark 3.1(iv). It turns out that essentially only the ‘minus part’ of ΘK/k(s) relates to ΦK/k(0)
but we shall explain why it is reasonable to separate this from the ‘plus part’.) We shall prove a
‘rationality property’ and (under certain assumptions) an ‘integrality property’ for ΦK/k(0) and
also formulate a new, Stark-type ‘Congruence Conjecture’ for ΦK/k(0) as a sort of counterpart
of the Brumer–Stark Conjecture. None of these is an obvious variant of the corresponding prop-
erty of ΘK/k(0) mentioned above. Neither are their reformulations in terms of ΘK/k(s) at s = 1.
In particular, they are all essentially p-adic in nature.
Section 2 of this paper contains more on the definitions of the functions ΘK/k(s) and ΦK/k(s)
and gives two relations between them. The first is the above-mentioned relationship between
ΦK/k(1 − s) and ΘK/k(s) (Theorem 2.1). The second, Theorem 2.2, is, roughly speaking, a for-
mula linking ΦK/k(s) to the functions ΘK˜/k(s) as K˜/k runs through certain sub-extensions
of K/k.
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which we shall therefore assume for the rest of this summary. The ‘rationality property’ for
ΦK/k(0) is Proposition 3.4. In order to state it, we first define a p-adic group-ring-valued reg-
ulator RK/k,p on the group Up(K) of p-semilocal units of K . Then we show that the product√
dkΦK/k(0)∗RK/k,p(θ) lies in QpG for any θ ∈∧dZGUp(K), where d = [k : Q] and dk de-
notes the absolute discriminant of k and other notations will be defined later. If we denote this
product by sK/k(θ) then we have defined for each prime p a map sK/k from
∧d
ZGUp(K) to
QpG. The image SK/k of sK/k is a ZpG-submodule of QpG which is somewhat analogous to
the generalised Stickelberger ideal annZG(μ(K))ΘK/k(0). Unlike ΘK/k(s) however, ΦK/k(s)
has no ‘trivial zeroes’ at s = 0. Consequently SK/k has the pleasing property of spanning the
entire minus part of QpG (w.r.t. all complex conjugations. See Remark 3.3(ii) for more details).
Section 4 contains the most substantial new result of this paper, namely Theorem 4.1, the
‘integrality property’ for ΦK/k(0): Under certain assumptions (principally that p is odd and
splits completely in k) we show in particular that SK/k is contained in ZpG. On the one hand
our proof borrows ideas from Coleman’s method in [Cole] for studying the dual of the image of
the local logarithm using one-variable p-adic formal power-series. On the other, it uses Shintani’s
method, improved by Colmez and adapted to the present situation, to write the required twisted
zeta-values in terms of cone decompositions and multivariable formal power series. The algebraic
properties of the two sets of power-series marry together very naturally and actually lead to a neat
formula for sK/k(θ) under our hypotheses.
The final section contains three conjectures. The second, which we call the ‘Integrality Con-
jecture’, proposes that Theorem 4.1 should hold more generally (at least for p odd) and in
particular that SK/k should lie in ZpG without any splitting assumption on p. The third is
the ‘Congruence Conjecture’ (5.4) mentioned above: Assuming that p = 2 splits in k, that K
contains the pn+1th roots of unity and that SK/k ⊂ ZpG, it proposes certain congruences for
sK/k(θ) modulo pn+1 in terms of Hilbert symbols and the Rubin–Stark elements of K+/k,
where K+ denotes the maximal totally real subfield of K . Both the Integrality and the Congru-
ence Conjecture have their origins in the results of [So4]. It would be very interesting to link
them to the E.T.N.C. and hence with the principal conjecture of [Br-Bu] mentioned above. For
the Integrality Conjecture, some progress in this direction has been made by Andrew Jones (see
Section 5.2).
In addition to those introduced above, the following notations and conventions will be used
throughout this paper. All number fields will be considered as finite extensions of Q within the
algebraic closure Q¯ of Q in C. Concerning the ‘base field’ k, we shall write O = Ok for its
ring of integers, E(k) =O× for its unit group and S∞ = S∞(k) for the set of its infinite places,
r1(k) of which we shall initially assume to be real and r2(k) complex so that r1(k)+ 2r2(k) = d .
We also fix once and for all elements τ1, . . . , τd of Gal(Q¯/Q) extending the d distinct embed-
dings k → Q¯.
A cycle for k will be a formal product fz where f is a non-zero ideal of O and z is (the
formal product of) a subset of the real places of k. The ray-class group and the ray-class field
of k modulo m will be denoted Clm(k) and k(m) respectively. If Gm denotes Gal(k(m)/k) then
the Artin isomorphism Clm(k) → Gm takes a ray-class c to σc = σc,m. If a is a fractional ideal
of k prime to f then its class in Clm(k) will be denoted [a]m and we shall sometimes write
σa,m in place of σ[a]m,m. If m˜ is a cycle dividing m, then k(m˜) is contained in k(m) and the
restriction homomorphism Gm → Gm˜ corresponds by the Artin maps to the homomorphism
Clm(k) → Clm˜(k) taking [a]m to [a]m˜. We shall write πm,m˜ for either homomorphism or indeed
108 D. Solomon / Journal of Number Theory 128 (2008) 105–143for the R-linear extension of πm,m˜ to a homomorphism RGm → RGm˜ for any commutative
ring R.
If K is any abelian extension of k we shall, by a slight abuse of notation, write Sram(K/k) for
the set of finite places of k which ramify in K together with all those in S∞. For any place v of k,
whether finite or infinite, Dv(K/k) will denote the decomposition subgroup of G associated to
some (hence any) place of K above v. If K˜/k is a subextension of K/k then π
K,K˜
will denote
the restriction Gal(K/k) → Gal(K˜/k) (linearly extended to group rings where appropriate). We
shall write m(K) = f(K)z(K) for the conductor of K over k, namely the minimal cycle m such
that K ⊂ k(m). The support of m(K) consists of the places ramified in K/k (finite or infinite)
and for any fractional ideal a of k whose support is disjoint from this set, we write σa,K for the
corresponding element of G under the Artin map, i.e. σa,K = πk(m(K)),K(σa,m(K)).
For each prime number p we denote by Cp the completion of a fixed algebraic closure Q¯p
of Qp with respect to the p-adic metric. We denote by | · |p the unique absolute value on Cp
normalised such that |p|p = p−1. Finally, for any positive integer f , we shall write μf for the
group of f th roots of unity in the field under consideration (C, Cp , etc.).
2. The functions ΘK/k(s) and ΦK/k(s)
We first record some basic facts about these functions, referring to [Tate, Ch. IV] and
to [So2–So4] for more details on ΘK/k(s) and ΦK/k(s) respectively. If m = fz is any cycle
for k and c is any ideal class in Clm(k), we define the corresponding partial zeta-function of a
complex variable s by the following Dirichlet series (absolutely convergent for Re(s) > 1)
ζ(s; c) = ζm(s; c) :=
∑
a
Na−s
where the sum runs over the set of integral ideals a (prime to f) in c. This extends to a meromor-
phic function on C having only a simple pole at s = 1 and we define a CGm-valued meromorphic
function Θm on C by setting
Θm(s) :=
∑
c∈Clm(k)
ζ(s; c)σ−1c,m =
∏
pf
(
1 −Np−sσ−1p,m
)−1 (2)
where the Euler product (over primes ideals of k not dividing f) converges for Re(s) > 1. If
m˜ = f˜z˜ is another cycle with m˜|m then clearly
πm,m˜
(
Θm(s)
)= ∏
p|f, pf˜
(
1 −Np−sσ−1p,m˜
)
Θm˜(s). (3)
For any (finite) abelian extension K of k with group G we set
ΘK/k(s) := πk(m(K)),K
(
Θm(K)(s)
) (4)
(a meromorphic function of s ∈ C with values in CG). We thus have the following expressions
intrinsic to K
ΘK/k(s) =
∏ (
1 −Np−sσ−1p,K
)−1 = ∑ ζ(s;σ)σ−1 (5)p/∈Sram(K/k) σ∈G
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the sum
∑
Na−s as a runs through the ideals of O with support disjoint from Sram(K/k) and
such that σa,K = σ . If K˜/k is a sub-extension of K/k then clearly
π
K,K˜
(
ΘK/k(s)
)= ∏
p∈Sram(K/k)
p/∈Sram(K˜/k)
(
1 −Np−sσ−1
p,K˜
)
Θ
K˜/k
(s). (6)
Remark 2.1. Note that Θm and ΘK/k are the functions Θk(m)/k,S∞∪Sf and ΘK/k,Sram(K/k)
of [Tate, Ch. IV], where Sf := {p : p|f}. The containment Sf ⊃ Sram(k(m)/k) may be strict
for a general cycle m (though not if m is a conductor) in which case it follows that Θm(s) is
not equal to Θk(m)/k(s) but is obtained from it by multiplying by (1 − Np−sσ−1p,k(m)) for all
p ∈ Sf \ Sram(k(m)/k). In this case ζm(s; c) is not equal to ζk(m)/k(s;σc,m), for c ∈ Clm(k).
For any cycle m = fz, we defined in [So2] a finite set denoted Wm and consisting, in brief,
of the z-equivalence classes of those additive characters of fractional ideals of k whose precise
O-annihilator is f. We equipped Wm with a distinguished element, denoted w0m, and a free,
transitive action of Clm(k). For each w ∈ Wm we shall here write simply Z(s;w) for the case
T = ∅ (the empty set) of the twisted zeta-function ZT (s;w). We refer to [So2] for the precise
definition of this latter Dirichlet series (see also the proofs of Theorem 2.2 and Lemma 4.14, and
Example 3.1 for a special case). As in [So2], we set
Φm(s) :=
∑
c∈Clm(k)
Z
(
s; c ·w0m
)
σ−1c (7)
to get a meromorphic, CGm-valued function Φm with at most a simple pole at s = 1. (In fact, Φm
is holomorphic if f =O.) For m˜|m, Theorem 3.2 of [So2] gives the following analogue of (3):
πm,m˜
(
Φm(s)
)= (N f
N f˜
)1−s ∏
p|f, pf˜
(
1 −Nps−1σ−1p,m˜
)
Φm˜(s). (8)
For any abelian extension K/k as above, we now define a meromorphic, CG-valued function by
setting
ΦK/k(s) :=
(|dk|N f(K))s−1πk(m(K)),K(Φm(K)(s)). (9)
(This agrees with the case T = ∅ of equation [So4, Eq. (4)] although there K was assumed
to be totally real.) Note in particular the factor (|dk|N f(K))s−1 in this definition which, when
combined with (8) gives the following analogue of (6) in the same situation
π
K,K˜
(
ΦK/k(s)
)= ∏
p∈Sram(K/k)
p/∈Sram(K˜/k)
(
1 −Nps−1σ−1
p,K˜
)
Φ
K˜/k
(s). (10)
Unlike Θm(s) and ΘK/k(s), however, there is no Euler product for Φm(s) or ΦK/k(s) (but see
Theorem 2.1). The coefficient of σ−1 in ΦK/k(s) may be denoted ZK/k(s;σ) and loosely called
‘a twisted zeta-function of K/k’.
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a character of Gm(K) and hence of Clm(K)(K). We write m(χ) = f(χ)z(χ) for the conductor
of the extension Kker(χ)/k cut out by χ . Then χ = χˆ ◦ πm(K),m(χ) where χˆ is the prim-
itive character associated to χ , as defined on Clm(χ)(k), hence on Gm(χ) and also on the
group of fractional ideals prime to f(χ). The corresponding L-function is L(s, χˆ) which equals∏
pf(χ)(1 − Np−s χˆ (p))−1 for Re(s) > 1. Using this notation and extending χ linearly to CG,
Eq. (5) gives
χ
(
ΘK/k(s)
)= ∏
p|f(K), pf(χ)
(
1 −Np−s χˆ−1(p))L(s, χˆ−1). (11)
An analogous equation for χ(ΦK/k(s)) follows from [So2, Thm. 3.3] and (9) above, namely
χ
(
ΦK/k(s)
)= g(χˆ)(|dk|N f(χ))s−1 ∏
p|f(K), pf(χ)
(
1 −Nps−1χˆ−1(p))L(s, χˆ) (12)
where g(χˆ) = gm(χ)(χˆ) ∈ Q¯× is the Gauss sum attached to χˆ as a character of Clm(χ)(k) or
Gm(χ). (For a definition, see [So2, §6.4] or our Remark 2.3(ii).) The last two equations give
alternative definitions of ΘK/k(s) and ΦK/k(s) respectively since for any x ∈ CG we have
x =∑χ χ(x)eχ where eχ := |G|−1∑g∈G χ(g)g−1 is the idempotent of CG associated to χ .
However, for many purposes the ‘equivariant’ definitions (2) and (7) are more helpful.
The function ΘK/k—and in particular, its rôle in the Stark Conjectures—is far better known
than ΦK/k so we now give two relations between these functions. For each place v ∈ S∞, we
write cv = cv,K for the unique generator of Dv(K/k). Thus if v|z(K) then cv is the associated
complex conjugation. Otherwise (and in particular, if v is itself complex) cv is trivial. We also
define a function Cv :C → CG by
Cv(s) =
{
eiπs − e−iπscv = 2i sin(πs) if v is complex,
eiπs/2 + e−iπs/2cv if v is real.
Theorem 2.1. If K is any abelian extension of k then, with the above notations,
ir2(k)
√|dk|ΦK/k(1 − s) = ((2π)−sΓ (s))d
( ∏
v∈S∞
Cv(s)
)
ΘK/k(s) (13)
as meromorphic, CG-valued functions of s ∈ C. (Note that ir2(k)√|dk| is a square-root of dk .)
Proof. It suffices to prove the χ -part of this equation for each character χ . By means of Eqs. (11)
and (12) we are reduced to showing
g(χˆ)
(|dk|N f(χ))−sL(1 − s, χˆ)/L(s, χˆ−1)
= ((2π)−sΓ (s))d i−r2(k)√|dk|−1 ∏
v∈S∞
χ
(
Cv(s)
)
. (14)
This is in fact the functional equation for the L-function. To put it into a more familiar form we
may use the identities Γ (z)Γ (1 − z) = π/ sin(πz) and Γ (z)Γ (z + 1 ) = (2π) 12 2 12 −2zΓ (2z) to2
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if v is real and v|z(χ) (i.e. χ(cv) = −1) and as 2sπ 12 Γ (s)−1(Γ ( s2 )/Γ (1 − s+12 )) if v is real and
v  z(χ) (i.e. χ(cv) = 1). Equation (14) then becomes
g(χˆ)
(|dk|N f(χ))−sL(1 − s, χˆ)/L(s, χˆ−1)
= 2r2(k)(1−2s)π−d(s− 12 )√|dk|−1iq(Γ (s)/Γ (1 − s))r2(k)
× (Γ ((s + 1)/2)/Γ ((2 − s)/2))q(Γ (s/2)/Γ ((1 − s)/2))r1(k)−q
(where q = |z(χ)| = |z(χ−1)|) and this, after rearranging, is the functional equation in the form
of [Tatu, Eq. (5)], with ‘χ ’ and ‘χ¯ ’ replaced by our χˆ−1 and χˆ respectively. (The Gauss sum
which would be denoted F(χˆ−1) in [Tatu] is our g(χˆ) by [So2, Rem. 6.3].) 
Remark 2.2. One could of course use Theorem 2.1 to define ΦK/k(s) in terms of ΘK/k(s), which
is certainly better known. However, the definition given via Φm(s) and the twisted zeta-functions
also has some advantages and several properties stemming from this definition will be important
later on (e.g. in the proof of Theorem 4.1).
For any abelian group H and commutative ring R we define an involutive automorphism ∗
of RH by setting (
∑
ahh)
∗ =∑ahh−1. Our second relation expresses Φm(s)∗ in terms of the
functions Θgz(s) as g runs over the ideals dividing f. For the rest of this section we shall use the
notation n generically to represent the cycle gz for an ideal g dividing f. Let ν˜n,m :CGn → CGm
be the corestriction, namely the linear extension of the map sending an element of Gn to the sum
of its pre-images under πm,n. Thus νn,m := |ker(πm,n)|−1ν˜n,m is a right inverse to πm,n which
preserves addition and multiplication. As in [So2], we write k×n for the group of elements of k
which are congruent to 1 mod× n and En for E(k)∩ k×n . For any fractional ideal I we denote by
T (g, I ) the set of classes in k/I whoseO-annihilator is precisely g, so that T (g, I ) ⊂ g−1I/I . As
I varies, these sets parametrise Cln(k) as shown in [So2, Prop./Def. 6.1]: For any fractional ideal
J , each y ∈ T (g,gJ−1) gives a well-defined class [y;J ]n ∈ Cln(k) lying in the fibre of πn,z over
[J ]z (which we denote π−1n,z([J ]z)) and defined by [y;J ]n := [bJ ]n for any b in y∩k×z . We write
e(z) for exp(2πiz), Tr for Trk/Q and Dk for the different of k/Q. Thus the map u → e(Tr(u))
is a well-defined (additive) character of k/D−1k , taking g−1D−1k /D−1k onto μf ′ where f ′ ∈ Z
denotes the positive generator of the ideal g∩ Z of Z. Let
An :=
∑
u∈T (g,D−1k )
e
(
Tr(u)
)
σ[u;gDk]n ∈ Z[μf ′ ]Gn.
Theorem 2.2. With notations and hypotheses as above,
Φm(s)
∗ =
∑
g|f
(
N f
Ng
)−s
[En : Em]ν˜n,m
(
AnΘn(s)
) (15)
=
∑
g|f
(
N f
Ng
)1−s( ∏
p|f, pg
(
1 −Np−1))νn,m(AnΘn(s)). (16)
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real in this case.
(ii) For any character χ :Gm → C× a Gauss sum ‘modulo m’ gm(χ) is defined in [So2,
Def. 6.1] to be χ−1(Am). Thus the group-ring element Am may be thought of as a sort of
‘equivariant Gauss sum’. Note however that χ−1(Am) sometimes vanishes when f = f(χ). In
fact, a more detailed study of the elements χ(νn,m(An)) can be used to establish Theorem 2.2
character by character, by means of Eqs. (11) and (12).
(iii) A rather complicated ‘functional equation for Θ’ might be obtained by combining Theo-
rem 2.2 (with 1 − s for s) and Theorem 2.1.
Proof of Theorem 2.2. By meromorphic continuation we can assume Re(s) > 1 so that all the
sums below are absolutely convergent. The definition of the twisted zeta-function Z∅ in [So2]
together with Lemma 6.1 of ibid. with H = Em, T = ∅ yields the expression
Φm(s)
∗ = [Ez : Em]−1
∑
J∈J
∑
y∈T (f,fJ−1)
( ∑
a∈(f−1D−1k J∩k×z )/Em
e
(
Tr(ay)
)
N
(
afDkJ−1
)−s)
σ[y;J ]m
where J is any set of fractional ideals representing Clz(k) and a runs over a set of representatives
for the action of Em on f−1D−1k J ∩ k×z . Now, for fixed y, the value of e(Tr(ay)) depends only
on the class w of a in the O-module f−1D−1k J/D−1k J . Moreover, for each such class w, the set
w ∩ k×z is clearly stable under the action of Em. Writing f−1D−1k J as the union of such classes
and grouping them according to their O-annihilator g (which must divide f) we see that the sum
over a in the last equation may be written as
∑
g|f
N
(
fg−1
)−s ∑
w∈T (g,D−1k J )
e
(
Tr(wy)
) ∑
(a∈w∩k×z )/Em
N
(
agDkJ−1
)−s
=
∑
g|f
N
(
fg−1
)−s ∑
w∈T (g,D−1k J )
e
(
Tr(wy)
)[En : Em]ζn(s, [w;gDkJ−1]n)
by part (iv) of [So2, Prop./Def. 6.1] applied to w in place of y, mutatis mutandis. Hence
Φm(s)
∗ =
∑
g|f
N
(
fg−1
)−s[Ez : En]−1
×
∑
J∈J
[ ∑
w∈T (g,D−1k J )
ζn
(
s,
[
w;gDkJ−1
]
n
) ∑
y∈T (f,fJ−1)
e
(
Tr(wy)
)
σ[y;J ]m
]
. (17)
Now for fixed g and J , the reduction map δ : J−1/fJ−1 → J−1/gJ−1 takes T (f, fJ−1) onto
T (g,gJ−1). Let us gather up the terms in the last sum of (17) according to the value of z = δ(y).
We note that e(Tr(wy)) = e(Tr(wz)) and we claim that for each z ∈ T (g,gJ−1),
∑
y∈T (f,fJ−1)
σ[y;J ]m = [En : Em]ν˜n,m(σ[z;J ]n) (18)
δ(y)=z
D. Solomon / Journal of Number Theory 128 (2008) 105–143 113(proof deferred). Furthermore, if z is fixed, then as w ranges through T (g,D−1k J ) so u := wz
ranges exactly once through T (g,D−1k ) and [u;gDk]n = [w;gDkJ−1]n[z;J ]n (see Props. 6.1
and 6.2(i) of [So2]). Therefore the term in square brackets in (17) can be rewritten as
∑
w∈T (g,D−1k J )
ζn
(
s,
[
w;gDkJ−1
]
n
) ∑
z∈T (g,gJ−1)
[En : Em]e
(
Tr(wz)
)
ν˜n,m(σ[z,J ]n)
= [En : Em]ν˜n,m
( ∑
z∈T (g,gJ−1)
{ ∑
u∈T (g,D−1k )
e
(
Tr(u)
)
ζn
(
s, [u;gDk]n[z;J ]−1n
)}
σ[z,J ]n
)
.
Notice that the term in braces is simply the coefficient of σ[z,J ]n in AnΘn(s). Note also as
J runs through J and z through T (g,gJ−1) for each J , so σ[z,J ]n runs exactly [Ez : En]
times through Gn (by [So2, Prop./Def. 6.1] again). Therefore, substituting the R.H.S. of the
last equation for the term in square brackets in (17), the factor [Ez : En]−1 is cancelled, giv-
ing (15). Equation (16) follows easily from the latter and the equality [En : Em]|ker(πm,n)| =
|(O/f)×|/|(O/g)×| which follows in turn from the exact sequence
1 → Ez/Em −→ (O/f)× −→ Clm(k) −→ Clz(k) → 1 (19)
and a similar one with n and g in place of m and f. It only remains to establish Eq. (18). But this
follows from the commutativity of the square (20) of surjective maps
T (f, fJ−1)
δ
α
π−1n,z([J ]z)
πm,n
T (g,gJ−1)
β
π−1m,z([J ]z)
(20)
(with α(y) := [y;J ]m, β(z) =: [z;J ]n) together with the following lemma.
Lemma 2.1. Given z ∈ T (g,gJ−1) and c ∈ π−1m,z([J ]z) such that β(z) = πm,n(c), there exists
precisely one En-orbit of elements y ∈ T (f, fJ−1) such that δ(y) = z and α(y) = c. In particular,
there are exactly [En : Em] such elements.
This lemma is in turn easily deduced from [So2, Prop./Def. 6.1] with some diagram chas-
ing. 
Now suppose that K/k is an abelian extension with group G such that m(K) = m. Then
we can use Theorem 2.2 to obtain rather complicated expressions for ΦK/k(s)∗ in terms of
the Θ
K˜/k
(s) as K˜/k runs over certain sub-extensions of K/k. As an example we record the
specialisation at s = 0 of one such expression which will be useful in the next section and,
potentially, for computation. For each n|m as in Theorem 2.2, we set K[n] = K ∩ k(n) and for
any K˜ with K ⊃ K˜ ⊃ k we define ν˜
K˜,K
:CGal(K˜/k) → CG in a manner entirely analogous to
ν˜n,m. It is easy to see that
πk(m),K ◦ ν˜n,m =
[
k(m) : Kk(n)]ν˜K[n],K ◦ πk(n),K[n]
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.as maps from CGn to CG. Therefore, (15) and (9) give
ΦK/k(0)∗ = 1|dk|N f
∑
g|f
[En : Em]
[
k(m) : Kk(n)]ν˜K[n],K(πk(n),K[n](AnΘn(0))).
Since m(K[n]) divides (but is not in general equal to) n, we use (3) and (4) to calculate
πk(n),K[n](Θn(0)) giving
Corollary 2.1. Suppose m(K) = m then with the above notation (m = gz etc.) we have
ΦK/k(0)∗ = 1|dk|N f
∑
g|f
ν˜K[n],K
(
BnΘK[n]/k(0)
) (21)
where, for each g|f, the element Bn of Z[μf ′ ]Gal(K[n]/k) is given by
Bn = [En : Em]
[
k(m) : Kk(n)]πk(n),K[n](An) ∏
p|n
pm(K[n])
(
1 − σ−1p,K[n]
)
. 
3. The behaviour of ΦK/k(0)
The main object of interest in this paper is the value of ΦK/k(s) at s = 0, particularly from a
p-adic viewpoint. We shall suppose to start with that K/k is any abelian extension with notation
as in the previous section. For any character χ :G → C×, Eq. (12) shows that the order of van-
ishing of χ(ΦK/k(s)) at s = 0 is the same as that of L(s, χˆ). One knows (e.g. by the functional
equation) that for χ = χ0 (the trivial character of G) the latter order equals the number of places
v ∈ S∞ for which Dv(K/k) ⊂ ker(χ) while if χ = χ0 then it equals |S∞| − 1. A first conse-
quence is that ΦK/k(0) vanishes unless k is either a totally real or an imaginary quadratic field.
Moreover, in the latter case it is given as an explicit rational multiple of ζk(0)eχ0 = −(hk/wk)eχ0
by (12) and is of no great interest in the present context. We shall therefore assume henceforth
the following
Hypothesis 3.1. The base field k is totally real.
This condition implies that dk is a positive integer. Siegel–Klingen and Shintani’s results, men-
tioned in the introduction, imply that ΘL/k(m) has rational coefficients for any abelian L/k and
any m ∈ Z0. It follows from Corollary 2.1 that ΦK/k(0) lies in Q(μf (K))G where f (K) is
the positive generator of f(K)∩ Z (see also [So3, Lemma 3.3]). Let e−K/k denote the idempotent∏
v∈S∞(
1
2 (1 − cv)) of QG.
Proposition 3.1. If k = Q then ΦK/k(0) is a generator of the ideal e−K/kQ(μf (K))G of Q(μf (K))G
For k = Q the same is true of ΦK/Q(0)+ 12
∏
q|f (K)(1 − q−1)eχ0 .
Proof. Except in the case k = Q and χ = χ0, the previous discussion gives the equivalences
χ(ΦK/k(0)) = 0 ⇔ χ(cv) = 1 ∀v ⇔ χ(cv) = −1 ∀v. The proposition follows easily, using
Eq. (12) to show that χ0(ΦK/Q(0)) = − 12
∏
q|f (K)(1 − q−1). 
D. Solomon / Journal of Number Theory 128 (2008) 105–143 115Remark 3.1. (i) Let H+ and H− be the subgroups of G generated by the sets {cv: v ∈ S∞} and
{cvcv′ : v, v′ ∈ S∞} respectively. Thus G ⊃ H+ ⊃ H− and the index |H+ : H−| is 1 or 2. Now
cve
−
K/k = −e−K/k ∀v ∈ S∞ and it follows that H− fixes e−K/k . Thus, if H+ = H− (⇔ 1 is the
product of an odd number of cv’s) then e−K/k vanishes and so will ΦK/k(0), by Proposition 3.1,
unless k = Q. Thus one loses very little in assuming that |H+ : H−| = 2. This condition is
equivalent to the statement that K contains a CM subfield and so, in particular, is totally complex.
Indeed the unique maximal CM subfield is K− := KH− and K+ := KH+ is its maximal real
subfield. In this case, one can show that e−K/k is non-zero. The proposition therefore implies that
ΦK/k(0) is non-zero and fixed by H−. It follows from (10) (with K˜ = K−) that in this case
ΦK/k(0) = |H−|−1ν˜K−,K
( ∏
p∈Sram(K/k)
p/∈Sram(K−/k)
(
1 −Np−1σ−1
p,K−
)
ΦK−/k(0)
)
. (22)
Furthermore, |H−| divides 2d−1. For certain purposes, this formula allows one to further reduce
to the case where K is a CM field.
(ii) Using Eq. (11) in place of (12) one can show similarly that ΘK/k(0) = 0 unless k is
totally real or k is imaginary quadratic and K/k is unramified. Assuming the former, one finds
that ΘK/k(0) lies in e−K/kQG (unless K = k = Q) and the analogue of (22) holds with Θ in place
of Φ and the product replaced by
∏
(1 − σ−1
p,K−). Since the latter lies in ZG, the reduction to the
CM case is even easier than for ΦK/k(0) (cf. [Tate, Thm. IV.5.2]).
(iii) In general, ΘK/k(s) ‘has more zeroes’ at s = 0 than ΦK/k(s), i.e. ΘK/k(0) may not
generate the whole of e−K/kQG over QG. More precisely, a comparison of Eqs. (11) and (12)
shows that χ(ΘK/k(0)) vanishes not only when χ(ΦK/k(0)) does but also when Dp(K/k) ⊂
ker(χ) for some finite prime p ∈ Sram(K/k). This also explains the necessity of using not only
ΘK/k(0) but also ΘK˜/k(0) (for subfields K˜ of K) to express ΦK/k(0), as in e.g. Corollary 2.1.
(iv) On the other hand, Theorem 2.1 gives a simple relation between ΦK/k(0) and ΘK/k(s) at
s = 1. To avoid some relatively unimportant complications coming from the pole of the latter, we
write Θn.t.K/k(s) for the function (1 − eχ0)ΘK/k(s) which is regular at s = 1. Then Theorem 2.1
gives
√
dk(1 − eχ0)ΦK/k(0) = (i/π)de−K/kΘn.t.K/k(1).
In particular, the coefficients of e−K/kΘn.t.K/k(1) are algebraic numbers multiplied by πd . By con-
trast, the coefficients of (1 − e−K/k)Θn.t.K/k(1) are expected to contain other transcendental terms
(as well as powers of π ) which encode arithmetic information on K . Indeed, if χ is neither totally
odd nor trivial then the Stark Conjectures predict factors in χ(Θn.t.K/k(1)) coming from logarithms
of absolute values of units of K . (See [Tate], particularly Conjecture I.8.2 and Lemme I.8.7.)
Every element α of Gal(Q¯/Q) induces an automorphism of Q(μf (K))G by its action on coef-
ficients. To describe its effect on ΦK/k(0), we let Qab and kab denote respectively the maximal
abelian extensions of Q and k inside Q¯ and we write Ver for the transfer homomorphism
from Gal(Qab/Q) (identified with the abelianisation Gal(Q¯/Q)ab) to Gal(kab/k) (identified with
Gal(Q¯/k)ab). If F is any extension of k within kab we compose Ver with the restriction to get a
homomorphism VF : Gal(Qab/Q) → Gal(F/k).
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in Q(μf (K))G).
Proof. The result follows on applying (dkN f(K))−1πk(m(K)),K to both sides of
α
(
Φm(K)(0)
)= Vk(m(K))(α|Qab)Φm(K)(0) (23)
which in turn follows from [So3, Prop. 3.1]. One ingredient of the latter was [So3, Lemma 3.2]
whose proof was rather sketchy, so we indicate an alternative approach to (23) that uses The-
orem 2.2: Take m = m(K) and s = 0 in (15) and apply _∗. Since Θn(0)∗ lies in QGn for all
n of form gz dividing m, we reduce easily to showing α(A∗n) = Vk(n)(α|Qab)A∗n for all such n.
Now suppose f ′Z = g ∩ Z, f ′ > 0 and that α|Q(μf ′ ) = σdZ,f ′Z∞ where (d, f ′) = 1, d > 0. Ex-
plicit Class Field Theory over Q then tells us that α(e(Tr(u))) = e(Tr(u))d = e(Tr(du)) for
all u ∈ T (g,D−1k ). But the map u → du permutes T (g,D−1k ), so the definition of An and
the fact σ[du;gDk]n = σ[u;gDk]nσ[dOk]n give α(A∗n) = σ[dOk]nA∗n. We therefore need σ[dOk]n =
Vk(n)(α|Qab). But this follows from the commutative diagram on [So3, p. 397], taking ‘m’ to be
n so that ‘Q(mQ)’ is Q(f ′Z∞) = Q(μf ′) and the map ‘tm’ sends σdZ,f ′Z∞ to σ[dOk]n . 
We now turn to the p-adic properties of ΦK/k(0) where p is a prime number, fixed throughout
this paper. We fix also an embedding j : Q¯ → Q¯p which extends coefficient-wise to a homomor-
phism of group rings j : Q¯H → Q¯pH for any group H . In particular, for any abelian extension
K of k, j (ΦK/k(0)) is an element of j (Q(μf (K)))G ⊂ Qp(μf (K))G.
Let us define the p-adic regulator RK/k,p = R(j)K/k,p mentioned in the introduction. We use
the natural topological ring isomorphism to identify Qp ⊗Q K with the product ∏P|p KP of
the completions of K at the primes P of OK dividing p. This allows us to regard each K×P
as a subgroup of (Qp ⊗Q K)× and identifies (Zp ⊗Z OK)× (resp. its Sylow pro-p subgroup)
with the p-semilocal unit group Up(K) :=∏P|p U(KP) (resp. with U1p(K) :=∏P|p U1(KP)).
Each g ∈ G acts by 1⊗g on (Qp ⊗Q K)×, sending the subgroup K×P isomorphically onto K×g(P)
for each P|p and making U1p(K) into a natural ZpG-module.
For each i = 1, . . . , n, we write Pi for the prime of K above p defined by the embedding
jτi := j ◦ τi :K → Q¯p . Namely Pi = {a ∈ OK : |jτi(a)|p < 1} and we write pi for Pi ∩ O.
(Note that {p1, . . . ,pd} = {p|p} but in general we may have pi = pi′ , and even Pi = Pi′ , for
i = i′.) The embedding jτi extends to a homomorphism Qp ⊗Q K → Q¯p which is the com-
posite of the projection onto KPi with the natural isomorphism KPi → j (τi(K)) (topological
closure in Cp) induced by jτi . Both this extension of jτi and this isomorphism will, by abuse,
also be denoted jτi . We define a ZG-homomorphism λi,p = λ(j)K/k,i,p : (Qp ⊗Q K)× → Q¯pG
by setting λi,p(a) =∑g∈G logp(jτi(ga))g−1 where logp denotes Iwasawa’s p-adic logarithm.
Thus λi,p factors through the projection onto
∏
P|pi K
×
P and actually takes values in j (τi(K))G.
Furthermore, its restriction to Up(K) also factors through the natural projection of this group
onto U1p(K) and its restriction to the latter is ZpG-linear. There is therefore a unique ZG-
homomorphism R(j)K/k,p :
∧d
ZGUp(K) → Q¯pG taking u1 ∧ · · · ∧ ud to det(λi,p(ut ))di,t=1. More-
over R
(j)
K/k,p is the composite of the natural map
∧d
ZGUp(K) →
∧d
ZpG
U1p(K) with a ZpG-
homomorphism
∧d
ZpG
U1p(K) → Q¯pG which is also denoted R(j)K/k,p and is determined by the
same formula.
D. Solomon / Journal of Number Theory 128 (2008) 105–143 117Remark 3.2. The kernel and image of R(j)K/k,p are hard to determine precisely but it is not diffi-
cult to see that the former is finite and the latter spans Q¯pG over Q¯p . We sketch a proof. For the
image, it obviously suffices to construct θ0 ∈∧dZpG U1p(K) such that R(j)K/k,p(θ0) lies in Q¯pG×.
Now, by means of the p-adic exponential function in each completion KP, one can construct
Expp :pOK → U1p(K) such that λi,p(Expp(x)) = ρi(x) :=
∑
g∈G jτi(gx)g−1 (a sort of resol-
vent of x). Let θ0 = u1 ∧ · · · ∧ ud where ut = Expp(ytα), {y1, . . . , yd} is any Q-basis of k and α
generates a normal basis for K over k (i.e. K = kGα), these being chosen so that ytα ∈ pOK ∀t .
Then R(j)K/k,p(θ0) = det(ρi(ytα))di,t=1. That this lies in Q¯pG× now follows from a simple calcu-
lation of this determinant, the fact that
∑
g∈G g(α)g−1 lies in KG× (see [Fr, Prop. I.4.1]) etc. For
the kernel, one shows easily that Expp extends to a ZpG-linear injection on pOK ⊗Z Zp and
then that the ut for t = 1, . . . , d span a free ZpG-submodule of rank d whose index in U1p(K) is
finite. The finitude of kerR(j)K/k,p now follows from the fact that R(j)K/k,p(θ0) is a unit.
The dependence of R(j)K/k,p on j is determined as follows.
Proposition 3.3. For any α ∈ Gal(Q¯/Q) and θ ∈∧dZGUp(K), we have
(j ◦ α)(√dk)R(j◦α)K/k,p(θ) = VK(α|Qab)j (√dk)R(j)K/k,p(θ).
Moreover, j (
√
dk )R
(j)
K/k,p(θ) lies in Qp(μf (K))G.
Proof. The proof of the first statement uses the definition of the transfer map and differs in
little but notation from that of the second statement of [So3, Prop. 3.2], to which we refer. The
second statement above follows from the first, using also the class-field-theoretic fact that VK =
πk(m(K)),K ◦Vk(m(K)) factors through the restriction map Gal(Qab/Q) → Gal(Q(μf (K))/Q) (see
loc. cit. for details, noting that K is there assumed to be a totally real ray-class field). 
Proposition 3.4. For any θ ∈∧dZGUp(K) the element j (√dkΦK/k(0)∗)R(j)K/k,p(θ) of Q¯pG ac-
tually has coefficients in Qp and is independent of the choice of the embedding j .
Proof. Propositions 3.2 and 3.3 show that j (
√
dkΦK/k(0)∗)R(j)K/k,p(θ) is unchanged when j is
replaced by j ◦ α for any α ∈ Gal(Q¯/Q) which proves the second statement. For the first, note
that any β ∈ Gal(Q¯p/Qp) commutes with logp . Hence, letting it act on coefficients and using
the second statement, we find that
β
(
j
(√
dkΦK/k(0)∗
)
R
(j)
K/k,p(θ)
)= (β ◦ j)(√dkΦK/k(0)∗)R(β◦j)K/k,p(θ)
= j(√dkΦK/k(0)∗)R(j)K/k,p(θ).
(Since β ◦ j = j ◦ α for some α.) Now let β run through Gal(Q¯p/Qp). 
118 D. Solomon / Journal of Number Theory 128 (2008) 105–143As a consequence, the following makes sense and is independent of the choice of j above:
Definition 3.1. For K/k as above, we define sK/k = sK/k,p :∧dZGUp(K) → QpG by setting
sK/k(θ) := j (√dkΦK/k(0)∗)R(j)K/k,p(θ) for every θ ∈
∧d
ZGUp(K). We write SK/k = SK/k,p
for the image of sK/k .
Thus sK/k is ZG-linear and factors through a ZpG-linear map on
∧d
ZpG
U1p(K). Conse-
quently its image SK/k is a (finitely generated) ZpG-submodule of QpG.
Remark 3.3. (i) Slight variants of the proofs of Propositions 3.3 and 3.4 give the following:
If xt ∈ K for t = 1, . . . , d then √dkΦK/k(0)∗ det(∑g∈G τig(xt )g−1)i,t lies in QG. This result
illuminates Proposition 3.4 which may be deduced from it as follows: take xt to be the N th
truncation of the logarithmic series evaluated at an element ut of K ∩ U1p(K) (which is dense
in U1p(K)). Then apply j to the result and let N → ∞.
(ii) Proposition 3.1 and Remark 3.2 imply that the Qp-span of SK/k is equal to e−K/kQpG or
to e−K/kQpG+Qpeχ0 according as k = Q or k = Q. Similarly they determine the kernel of sK/k
up to finite index.
(iii) We note that the maps λ(j)K/k,i,p , hence also R(j)K/k,p and sK/k , depend on the choice
and/or ordering of the coset representatives τi, . . . , τd . However, changing these choices clearly
only multiplies these maps by an element of G and/or ±1 and this does not affect SK/k at all.
Example 3.1 (the case k = Q). Suppose k = Q and m is the cycle fZ.∞ for some integer
f > 1. Thus k(m) is the field Q(μf ). We may identify Clm(Q) with (Z/fZ)× by [(a)]m ↔ a¯
for integers a > 0 with (a, f ) = 1. The Artin map then sends a¯ to σa ∈ Gm where σa(ζ ) = ζ a
for every ζ ∈ μf . Working through the definitions in this case and setting ξf = e(1/f ), Eq. (7)
becomes
Φm(s) =
f∑
a=1
(a,f )=1
Z(s;a,f )σ−1a where Z(s;a,f ) :=
∑
n1
ξanf
ns
for Re(s) > 1.
Standard methods of analytic continuation (e.g. a very simple case of [Sh, Prop. 1]) give
Z(0;a,f ) = ξaf /(1 − ξaf ). For any complex abelian extension K of Q with m(K) = m it fol-
lows that
ΦK/Q(0) = 1
f
f∑
a=1
(a,f )=1
(
ξaf
1 − ξaf
)
σ−1a
∣∣
K
. (24)
To simplify, we now suppose that the prime number p is odd and we take K = Q(μpn+1) for some
n 0 in the above. Thus m = m(K) = pn+1Z.∞ and Q(m) equals K which has a unique, totally
ramified prime P = P1 above p. If we also take τ1 to be the identity then j = jτ1 defines an
isomorphism from KP to j (K) = Qp(μpn+1) and by total ramification we have an isomorphism
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any element of
∧1
ZpG
U1p(K) = U1p(K) = U1(KP) then, in this notation,
R
(j)
K/Q,p(u) = λ(j)1,p(u) =
pn+1∑
b=1
(b,p)=1
logp
(
jσb(u)
)
σ−1b =
pn+1∑
b=1
(b,p)=1
σˆb
(
logp
(
j (u)
))
σ−1b .
On the other hand, if we let ζn := j (ξpn+1) then Eq. (24) gives
j
(√
dQΦK/Q(0)∗
)= 1
pn+1
pn+1∑
a=1
(a,p)=1
(
ζ an
1 − ζ an
)
σa = 1
pn+1
pn+1∑
a=1
(a,p)=1
σˆa
(
ζn
1 − ζn
)
σa.
If we write αc for the coefficient of σ−1c in sK/Q(u) then the last two equations imply that
αc = 1
pn+1
TrQp(μpn+1 )/Qp
(
ζn
1 − ζn logp
(
jσc(u)
))
where, of course, jσc(u) lies in U1(Qp(μpn+1)). The right-hand side is familiar from the explicit
reciprocity law proved by Artin and Hasse in [A-H] (see also [A-T, Thm. 10, Ch. 12] for the case
n = 0). More precisely, their law states firstly (and implicitly) that
αc ∈ Zp for all c and all u ∈ U1(KP) (25)
which is far from obvious, a priori, and secondly that
ζ αcn =
(
(1 − ζn)−1, jσc(u)
)
Qp(μpn+1 ),pn+1
for all c and all u ∈ U1(KP) (26)
where (·,·)Qp(μpn+1 ),pn+1 :Qp(μpn+1)× × Qp(μpn+1)× → μpn+1 is the Hilbert symbol with val-
ues in μpn+1 . (Thus (α,β)Qp(μpn+1 ),pn+1 equals (
α
β
) in the notation of [A-H].) Of course, (25) is
simply the statement that SK/Q is contained in ZpG. This motivates the more general question
of the p-integrality of SK/k which we shall address in the next section and in Section 5.2. Equa-
tion (26) amounts to a congruence for sK/Q(u) modulo pn+1 of which we shall give a conjectural
generalisation in Section 5.3.
4. Integrality properties ofSK/k
We shall investigate an integrality condition on SK/k as a ZpG-submodule of QpG. Largely
for the sake of simplicity, we shall assume henceforth
Hypothesis 4.1. p is odd
and we introduce the notation δ(K/k) = δp(K/k) := |{i: 1  i  d,pi /∈ Sram(K/k)}|. A pre-
liminary result is
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If k = Q then Proposition 3.1 gives ΦK/k(0) = 0 and the result is trivial. On the other hand,
ΦK/Q(0) = − 12
∏
q|f (K)(1 − q−1)eχ0 . The result follows from this formula, properties of logp
and the fact that NK/Q(U1p(K)) = NQ(μf (K))/Q(U1p(Q(μf (K)))) ⊂ 1 + f (K)Zp . We omit the
details since Corollary 4.1 is much more general. 
Equation (1) implies that ΘK/k(0) has coefficients in w−1K Z. Equation (21) (and the obvious fact
that wK[n]|wK for all n) therefore implies
ΦK/k(0) ∈
(
wKdkN f(K)
)−1
Z[μf (K)]G. (27)
Now suppose that p is unramified in K/Q. Then p  wKdkN f(K) (recall: p = 2) so Eq. (27)
implies j (ΦK/k(0)∗) ∈ Z¯pG where Z¯p denotes the integral closure of Zp in Q¯p . Furthermore,
in this case, jτi(K) is an unramified extension of Qp for each i. This implies λi,p(u) ∈ pZ¯pG
for all i and u ∈ U1p(K) and hence R(j)K/k,p(θ) ∈ pd Z¯pG for all θ ∈
∧d
ZGU
1
p(K). From these
considerations, we deduce easily
Proposition 4.2. If p is unramified in K/Q then SK/k ⊂ pδ(K/k)ZpG.
Returning to the case in which p may ramify in K/Q, the above argument makes it clear that
we can expect non-p-integral coefficients both in ΦK/k(0)∗ (coming from w−1K , d−1k and/or
N f(K)−1) and in R(j)K/k,p(θ) (coming from logp(x), x ∈ U1(jτi(K))). The proof of the following
result is therefore much more delicate than the above and occupies the rest of this section.
Theorem 4.1. Suppose that p splits completely in k and also that K satisfies at least one of the
following two conditions:
there exists q ∈ Sram(K/k) not dividing p, or (28)
p  wK. (29)
Then SK/k ⊂ pδ(K/k)ZpG.
Corollary 4.1. If k = Q then SK/Q ⊂ pδ(K/Q)ZpG.
Proof. If condition (29) fails then Q(μp) ⊂ K . In particular, K is complex so if Condition (28)
also fails then m(K) = pn+1.∞ for some n  0, hence K ⊂ Q(m(K)) = Q(μpn+1). The last
two inclusions—and the minimality of n in the second—imply K = Q(μpn+1) and this case was
dealt with explicitly in Example 3.1. 
Proof of Theorem 4.1. Since p splits in k, the primes p1, . . . ,pd are distinct and we can uniquely
write
m(K) = f(K)z(K) = f′(K)pn1(K)+1 . . .pnd(K)+1z(K)1 d
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f′(K) =O. If it fails, we proceed as follows. Lemme IV.1.1 of [Tate] implies that
wK = gcd{Nq− 1: q ∈Q}
where Q denotes the set of all prime ideals of k such that q  pwK , q /∈ Sram(K/k) and
σq,K/k = 1. By assumption, condition (29) must hold, so we can find q0 ∈ Q such that
p  Nq0 − 1. Now set
f′ =
{
f′(K) if condition (28) holds,
q0 if not.
Thus f′ =O and (f′,p)= 1 in both cases and we define an ideal f and a cycle m by
m := f∞ = f′pn1+11 . . .pnd+1d ∞ (30)
where ni = max{ni(K),0} and ∞ denotes the ‘product’ of all the infinite (real) places of k. Since
m(K)|m, we have k(m) ⊃ K . (In fact, it is not hard to see that m = m(K(μp)) or q0m(K(μp))
according as condition (28) holds or fails. In the second case, m is not necessarily a conductor
but in either case we actually have k(m) ⊃ K(μp).) Theorem 4.1 is now a consequence of the
two following statements.
Claim 4.1. k(m)/K is at most tamely ramified at all primes dividing p.
Claim 4.2. j (N f−1Φm(0)∗)R(j)k(m)/k,p(θ) lies in Z¯pGm for every θ ∈
∧d
ZGm
U1p(k(m)).
Let us see how Claims 4.1 and 4.2 imply the theorem. Using Eq. (8) we find
πk(m),K
(
N f−1Φm(0)∗
)= πk(m(K)),K ◦ πm,m(K)(N f−1Φm(0)∗)= p−δp(K/k)A√dkΦK/k(0)∗
where A is either
√
dk
∏
p|p,pf(K)(p − σp,K/k) or this element multiplied by 1 − Nq−10 ac-
cording as condition (28) holds or fails. In any case it is easy to see that j (A) lies in ZpG×.
(The fact that p splits in k implies j (√dk ) ∈ Z×p .) Now Claim 4.1 implies that the norm
NK := Nk(m)/K defines a surjective map from U1p(k(m)) to U1p(K) and hence a unique sur-
jection from ∧dZGm U1p(k(m)) to ∧dZGU1p(K)—also denoted NK—sending u1 ∧ · · · ∧ ud to
NKu1 ∧ · · ·∧NKud . It is easy to check that R(j)K/k,p ◦NK = πk(m),K ◦R(j)k(m)/k,p . Thus given any
φ ∈∧dZGU1p(K) we may choose θ ∈∧dZGm U1p(k(m)) such that φ = NK(θ) and we find
p−δp(K/k)sK/k(φ) = p−δp(K/k)j
(√
dkΦK/k(0)∗
)
R
(j)
K/k,p(φ)
= j (A)−1πk(m),K
(
j
(
N f−1Φm(0)∗
)
R
(j)
k(m)/k,p(θ)
)
which lies in Z¯pG by Claim 4.2 and also in QpG hence in ZpG. This gives the theorem.
Some preliminary notation and lemmas will establish Claim 4.1 and pave the way for the
proof of the harder Claim 4.2. Suppose that L/F is a finite, abelian field extension. If L and
F are local fields and l −1 is an integer, we write G(L/F)l for the lth ramification group in
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will denote the lth ramification group at any prime Q of OL above q, naturally identified with
G(LQ/Fq)
l
. Taking F to be k, local and global class field theory give the formula
ordq
(
f(L)
)= min{l ∈ N: G(L/k)lq = {1}} for all primes q of O. (31)
For any integer r −1 we shall use the abbreviation μ(r) for μpr+1 , either as a subgroup of Q¯×
or of Q¯×p . Similarly, ζr will denote either e(1/pr+1) or its embedding in Q¯p under j . It is well
known that, for any l  0
G
(
Qp(ζr )/Qp
)l
equals Gal
(
Qp(ζr )/Qp(ζl−1)
)
if l  r, {1} if not (32)
(see [Se, Ch. IV]). It follows easily from the above that m(k(ζr )) = pr+1O∞. Given any
i = 1, . . . , d and a cycle n = gz we shall write n(i) for its prime-to-pi part so that n =
p
ri+1
i n
(i) where ri + 1 = ordpi (g). We also write Dn,i for Dpi (k(n)/k) = G(k(n)/k)−1pi and
Tn,i for Tpi (k(n)/k) = G(k(n)/k)0pi so that Tn,i ⊂ Dn,i ⊂ Gn and Tn,i = Gal(k(n)/k(n(i))) =
ker(πn,n(i) ). By mapping the sequence (19) for m = n onto the one for n(i), we see that Tn,i is a
quotient of (O/pri+1i )× and since pi splits in k we obtain
Lemma 4.1. The inertia group Tn,i is a quotient of (Z/pri+1Z)× where ri + 1 = ordpi (n).
We also set fn,i := |Dn,i : Tn,i | = |Dn(i),i | (the residual degree of k(n)/k above pi ). Now let
n = max{n1, . . . , nd} = max{0, n1(K), . . . , nd(K)} and let m˜ be the cycle f′pn+1O∞, so that
m(K)|m|m˜ and K ⊂ k(m(K)) ⊂ k(m) ⊂ k(m˜).
Lemma 4.2. For each i = 1, . . . , d we have k(m˜) = k(m˜(i))k(ζn) and k(m˜(i))∩ k(ζn) = k so that
Gal(k(m˜)/k) = Tm˜,i × Gal(k(m˜)/k(ζn)) and the restriction maps Gal(k(m˜)/k(ζn)) → Gm˜(i)
and Tm˜,i → Gal(k(ζn)/k) are isomorphisms.
Proof. Since m(k(ζn)) = pn+1O∞ divides m˜ it follows that k(ζn) ⊂ k(m˜) and k(ζn)/k is totally
ramified at each pi since p splits in k. Hence the reduction map Tm˜,i → Gal(k(ζn)/k) is onto.
But the previous lemma shows that Tm˜,i is a quotient of (Z/pn+1Z)× ∼= Gal(k(ζn)/k) so this
map must be an isomorphism. We have already observed that Tm˜,i = Gal(k(m˜)/k(m˜(i))) so the
result follows. 
The lemma shows that the action of Tm˜,i on μ(n) defines an isomorphism onto (Z/pn+1Z)×. Its
inverse gives rise to a surjection σ˜i :Z×p → Tm˜,i fitting into the exact sequence
1 → (1 + pn+1Zp)−→ Z×p σ˜i−→ Tm˜,i → 1.
The isomorphism Tm˜,i → Gal(k(ζn)/k) respects higher ramification groups in the upper num-
bering, so (32) implies
Lemma 4.3. σ˜i (1 + plZp) = G(k(m˜)/k)lpi for all l  1 and i = 1, . . . , d . If 1 l  n then the
unique maximal subgroup of G(k(m˜)/k)lp equals G(k(m˜)/k)l+1p and is of index p.i i
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Lemma 4.4. Suppose ni(K) 0 for some i so that ni = ni(K) (by definition). Then
G
(
k(m˜)/K
)1
pi
= G(k(m˜)/k(m(K)))1
pi
= G(k(m˜)/k(m))1
pi
= G(k(m˜)/k)ni+1
pi
. (33)
Proof. The inclusions K ⊂ k(m(K)) ⊂ k(m˜) give G(k(m˜)/K)1pi ⊃ G(k(m˜)/k(m(K)))1pi ⊃
G(k(m˜)/k(m))1pi (take Sylow p-subgroups of inertia). Lemma 4.1 shows that G(k(m˜)/k(m))1pi
is a p-subgroup of index at most pni in G(k(m˜)/k)1pi , so Lemma 4.3 gives the inclusion
G(k(m˜)/k(m))1pi ⊃ G(k(m˜)/k)ni+1pi (which also follows from G(k(m)/k)ni+1pi = {1}). If the re-
sulting inclusion G(k(m˜)/K)1pi ⊃ G(k(m˜)/k)ni+1pi were strict then we would have (ni  1 and)
G(k(m˜)/K)1pi ⊃ G(k(m˜)/k)nipi , by Lemma 4.3 again. This would imply G(K/k)nipi = 1 so that
ni(K) + 1 = ordpi (m(K)) could be at most ni , by (31), contradicting our assumption. We con-
clude that G(k(m˜)/K)1pi = G(k(m˜)/k)ni+1pi and the result follows. 
Proof of Claim 4.1. The equality of the first and the third groups in (33) show that if ni(K) 0
then the extension k(m)/K is at most tamely ramified above pi . On the other hand, if ni(K) = −1
then ni = 0 so the same holds of the whole extension k(m)/k (e.g. by Lemma 4.1 with
n = m). 
From now on we can forget the fields K and k(m(K)) and concentrate on k(m) and k(m˜).
Since m(k(ζp)) = pO.∞ which divides m, we have k(ζp) ⊂ k(m). In particular, p − 1 di-
vides epi (k(m)/k) for all i so Lemma 4.1 implies that the tame ramification indices above p
in k(m˜)/k(m) are all 1. Thus
ker(πm˜,m :Tm˜,i → Tm,i ) = G
(
k(m˜)/k(m)
)0
pi
= G(k(m˜)/k(m))1
pi
= G(k(m˜)/k)ni+1
pi
.
Hence by Lemma 4.3 we may deduce the exactness of the sequence
1 → (1 + pni+1Zp)−→ Z×p πm˜,m◦σ˜i−−−−−→ Tm,i → 1. (34)
Now Lemma 4.2 implies that for each i = 1, . . . , d there exists a unique element φ˜i of Dm˜,i
which restricts to the Frobenius σpi ,m˜(i) ∈ Dm˜(i),i on k(m(i)) and fixes μ(n).
Lemma 4.5. Fix i ∈ {1, . . . , d}, let Z be any set of representatives of Z×p modulo 1 + pni+1Zp
and L any set of representatives of Z modulo fm,iZ. Then the map Z×L → Dm,i sending (z, l)
to πm˜,m(σ˜i(z)φ˜
l
i ) is bijective.
Proof. The exact sequence (34) shows that |Z×L| = |Tm,i |fm,i = |Dm,i | so it suffices to prove
injectivity. But if πm˜,m(σ˜i(z′)φ˜l′i ) = πm˜,m(σ˜i(z)φ˜li ) then applying πm,m(i) , we find σ l
′
pi ,m˜(i)
=
σ l
pi ,m˜(i)
so l′ ≡ l (mod fm,i ) so l = l′ and πm˜,m(σ˜i(z′)) = πm˜,m(σ˜i(z)) which implies z′ = z
by (34) again. 
We next introduce some notation and preparatory lemmas in the local situation. We shall
write Pm˜,i and Pm,i for those primes above pi in k(m˜) and k(m) respectively which are
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via jτi to the completions k(m˜)Pm˜,i and k(m)Pm,i respectively. Lemma 4.2 and the split-
ting hypothesis show that Mm˜,i = Hfm˜,i (ζn) and where Hf denotes the unique unramified
extension of Qp of degree f inside Q¯p . The group Dm˜,i is isomorphic to Gal(Mm˜,i/Qp) =
Gal(Mm˜,i/Hfm˜,i )× Gal(Mm˜,i/Qp(ζn)) by the map g → gˇ where gˇ ◦ (jτi) = (jτi) ◦ g on k(m˜).
Now choose a finite, unramified extension H of Qp which contains Hfm˜,i for i = 1, . . . , d . Let
μ(∞) :=⋃m0 μ(n) be the group of all p-power roots of unity and write H(ζ∞) for H(μ(∞))
etc. Thus Gal(H(ζ∞)/Qp) = Gal(H(ζ∞)/H) × Gal(H(ζ∞)/Qp(ζ∞)). The action on μ(∞)
defines an isomorphism σˆ : Z×p → Gal(H(ζ∞)/H) and we shall write φˆ for the unique lift to
Gal(H(ζ∞)/Qp(ζ∞)) of the local Frobenius element φ ∈ Gal(H/Qp). These notations clearly
link up with the global ones as follows
σˆ (z)|Mm˜,i = σ˜i (z)ˇ and φˆ|Mm˜,i = ˇ˜φi for all z ∈ Z×p and i = 1, . . . , d. (35)
Lemma 4.6. For each i we have inclusions Mm,i ⊂ Hfm˜,i (ζni ) ⊂ H(ζni ). Moreover, the extension
H(ζni )/Mm,i is unramified.
Proof. Since e(H(ζni )/Qp) = (p− 1)pni = e(Mm,i/Qp) by the exact sequence (34), it suffices
to prove the first of the two inclusions. Now Mm,i ⊂ Mm˜,i = Hfm˜,i (ζn) so let σ be any element
of Gal(Hfm˜,i (ζn)/Hfm˜,i (ζni )). Clearly, σ may be lifted to σˆ (z) ∈ Gal(H(ζ∞)/H) for some z ∈
1 + pni+1Zp . The sequence (34) shows that σ˜i (z) fixes k(m) and it follows from (35) that σˆ (z)
fixes Mm,i , i.e. σ ∈ Gal(Hfm˜,i (ζn)/Mm,i ). The result follows. 
Remark 4.1. There is in general no reason to suppose that Mm,i is contained in Hfm,i (ζni ).
Both fields are contained in Hfm˜,i (ζni ) and contain Hfm,i over which they are totally ramified of
degree pni (p − 1). In particular, they are equal iff one contains the other iff ζni ∈ Mm,i .
We denote by ‘·’ the unique action of Gal(H(ζ∞)/Qp) on the power series ring H X such that
σˆ (z) · F(X)= F ((1 +X)z − 1) and φˆ · F(X)= φˆ(F(X)) for all z ∈ Z×p and F ∈ H X
(where φˆ(∑m0 aiXi) means ∑m0 φˆ(ai)Xi ). For any σ ∈ Gal(H(ζ∞)/Qp) the map F →
σ · F is a ring automorphism preserving OH X. Moreover, if F lies in OH X then F(ζ − 1)
converges for all ζ ∈ μ(∞) and σ(F (ζ −1))= (σ ·F)(ζ −1) (which also equals F(σ(ζ −1)) if
σ ∈ Gal(H(ζ∞)/H)). The following result, which is a key ingredient in the proof of Claim 4.2,
has its origins in Coleman’s proof of [Cole, Thm. 26].
Lemma 4.7. Suppose i ∈ {1, . . . , d} and uˆ ∈ U1(Mm,i ) are given. Then there exists a power
series g ∈ H X with the following properties
(i) g ∈OH X,
(ii) g(0) = 0,
(iii) g(ζ − 1) ∈ Mm,i ∀ζ ∈ μ(ni), and
(iv) logp(uˆ)=
∑ni
t=0
φˆt (g(ζni−t−1))
pt
.
D. Solomon / Journal of Number Theory 128 (2008) 105–143 125Proof. Since H(ζni )/Mm,i is unramified by Lemma 4.6, we may choose u˜ ∈ U1(H(ζni )) such
that uˆ = NH(ζni )/Mm,i (u˜). Since ζni − 1 is a uniformiser for H(ζni ), we may clearly choose
h˜ ∈ 1 +XOH X such that u˜ = h˜(ζni − 1). Choose also a set Σ ⊂ Gal(H(ζ∞)/Mm,i ) of repre-
sentatives modulo Gal(H(ζ∞)/H(ζηi )) and set h(X)=
∏
σ∈Σ(σ · h˜(X)). Thus 1+XOHX and
h(ζ − 1)= NH(ζni )/Mm,i h˜(ζ − 1) ∈ U1(Mm,i ) ∀ζ ∈ μ(ni). (36)
In particular, h(ζni − 1)= uˆ. Let
g = log(h(X))− φˆ(log(h((1 +X)p − 1)))
p
= 1
p
log
(
h(X)p/φˆ
(
h
(
(1 +X)p − 1)))
where log : 1 + XH X → H X is the homomorphism sending the power series a(X) to∑∞
m=1(−1)m−1(a(X) − 1)m/m. Since h(X)p and φˆ(h((1 + X)p − 1)) lie in the multiplica-
tive group 1 + XOH X, so does their quotient and reducing modulo p it is easy to see that
the latter actually lies in 1 + pXOH X. Applying log, it follows by standard estimates that
g ∈OH X, proving property (i). Property (ii) is immediate. For any ζ ∈ μ(ni) we have
g(ζ − 1)= logp
(
h(ζ − 1))− φˆ(logp(h(ζp − 1)))
p
. (37)
(Identities such as log(h)(ζni − 1) = logp(h(ζni − 1)) etc. may be rigorously treated using e.g.
the one-variable analogue of [So1, Prop. 5.3].) Property (iii) follows by combining (37) and (36)
as does property (iv) after a short computation, noting that h(0) = 1. 
Proof of Claim 4.2. First note that U1p(k(m)) is generated as a ZGm-module by the subgroups
U1(k(m)Pm,l ) for l = 1, . . . , d so we only need to treat the case θ = u1 ∧ · · · ∧ ud where each ui
lies in U1(k(m)Pm,s(i) ) for some map s : {1, . . . , d} → {1, . . . , d}. Moreover λi clearly vanishes
on U1(k(m)Pm,l ) unless Pm,l is G-conjugate to Pm,i , i.e. pl = pi , i.e. l = i (by the splitting
hypothesis). It follows that R(j)k(m)/k,p(θ) = 0 unless s is surjective, hence a permutation. Thus
we may assume w.l.o.g. that ui ∈ U1(k(m)Pm,i ). For the rest of the proof, we fix such a choice
of ui , i = 1, . . . , d . It is easy to see that R(j)k(m)/k,p(u1 ∧ · · · ∧ ud) = λ1,p(u1) . . . λd,p(ud) and,
moreover, that for each i
λi,p(ui) =
∑
g∈Gm
logp
(
jτi(gui)
)
g−1 =
∑
δ∈Dm,i
logp
(
jτi(δui)
)
δ−1 =
∑
δ∈Dm,i
ˇ˜
δ
(
logp(uˆi)
)
δ−1
where we set uˆi = jτi(ui) ∈ U1(Mm,i ) and δ˜ is any lift of δ to Dm˜,i Furthermore, N f−1 =
N f′p−N where N := n1 +· · ·+nd + d and N f′ ∈ Z×p . So, if we define ah in Q¯p (actually in Qp)
by
p−Nj
(
Φm(0)∗
) ∑
δ1∈Dm,1
ˇ˜
δ1
(
logp(uˆ1)
)
δ−11 . . .
∑
δd∈Dm,d
ˇ˜
δd
(
logp(uˆd)
)
δ−1d =
∑
h∈Gm
ahh (38)
then it suffices to show that ah ∈ Z¯p for all h ∈ Gm. Now the definition (7) gives j (Φm(0)∗) =∑
g∈G j (Z(0;g ·w0m))g where we let Gm act on Wm via the Artin isomorphism with Clm(k)m
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four properties of Lemma 4.7 with respect to uˆ = uˆi . Substituting for logp(uˆi) into (38) and
expanding gives
ah = p−N
∑
δi∈Dm,i
i=1,...,d
(
j
(
Z
(
0; δ1 . . . δdh ·w0m
)) d∏
i=1
ˇ˜
δi
(
ni∑
ti=0
φˆti (gi(ζni−ti − 1))
pti
))
= p−N
∑
0tn
ah,t (39)
say, where, in an obvious notation, the last sum ranges over all t = (t1, . . . , td) such that 0 
ti  ni ∀i and
ah,t := p−t1−···−td
∑
δi∈Dm,i
i=1,...,d
(
j
(
Z
(
0; δ1 . . . δdh ·w0m
)) d∏
i=1
ˇ˜
δi φˆ
ti
(
gi(ζni−ti − 1)
))
(which makes sense, by Lemma 4.7(iii)). For each i = 1, . . . , d we fix once and for all a set Zi of
representatives of Z×p modulo 1 + pni+1Zp and a set Li of representatives of Z modulo fm,iZ.
If t is any integer then, as li runs through Li , so li − t runs through another set of representatives
of Z modulo fm,iZ. Hence, by Lemma 4.5, if ti is fixed then each element δi of Dm,i may be
written πm˜,m(σ˜i(zi)φ˜
li−ti
i ) for some unique zi ∈ Zi and li ∈ Li . Thus, taking δ˜i to be σ˜i (zi)φ˜li−tii
and applying (35) we get
ah,t := p−t1−···−td
∑
zi∈Zi
i=1,...,d
∑
li∈Li
i=1,...,d
(
j (Z(0;
(
d∏
i=1
πm˜,m
(
σ˜i (zi)φ˜
li−ti
i
))
h ·w0m))
×
d∏
i=1
σˆi (zi)φˆ
li
(
gi(ζni−ti − 1)
))
. (40)
Our aim is to rewrite this expression for ah,t in terms of certain d-variable power series with
coefficients in a finite extension of H . This requires an interlude during which we recall some
facts about Wm and give some more auxiliary results: An element of Wm is an equivalence class
{ξ, I }m where the pair (ξ, I ) consists of a fractional ideal I of k and a character of finite order
ξ : I → C× such that annO(ξ) := {x ∈O: ξ(xI) = 0} equals f. (See [So2] for more details here
and in the following.) The equivalence relation is given (for z = ∞) by
{ξ, I }m = {ξ ′, I ′}m ⇐⇒ ∃ c ∈ k×∞ such that I = cI ′ and ξ(ca′)= ξ ′(a′) ∀a′ ∈ I ′ (41)
(recall that k×∞ is the group of totally positive elements of k). Suppose w ∈ Wm is represented
by (ξ, I ) (i.e. w = {ξ, I }m) and g = σa,m ∈ Gm for some integral ideal a of O prime to f. Then
our definitions and those of [So2] give
g ·w = [a]m ·w := {ξ |aI ,aI }m.
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of Gm, via Clm(k), on Wm. This action turns out to be free and transitive; moreover Wm con-
tains a distinguished element w0m (see [So2]).
Now suppose that we are given a fractional ideal J of k. For simplicity we shall assume
that J is prime to p which incurs no real loss of generality in the sequel. Let ρ :J → C× be
a character of finite order with annO(ρ) = f′. This means that the image of ρ is precisely μf ′
where, as previously, f ′ ∈ Z denotes the positive generator of f′ ∩Z. But p  f ′ so μf ′ is uniquely
p-divisible and we may extend ρ uniquely to a character
ρ :Z[ 1
p
]J =
⋃
m∈Zd
pmJ −→ μf ′ ⊂ C×
where, for any m = (m1, . . . ,md) ∈ Zd , the short-hand ‘pm’ denotes the fractional ideal
p
m1
1 . . .p
md
d . For any such m and any s = (s1, . . . , sd) ∈ Zdp , we define a character ξρ,s,m : pmJ →
C× by
ξρ,s,m(a) := ρ(a)ζ
∑d
i=1 sip−mi jτi (a)
n . (42)
(The assumptions a ∈ pmJ and (J,p) = 1 imply p−mi jτi(a) ∈ Zp for all i.) Let S(n) denote
the set {s ∈ Zdp: ordp(si) = n − ni,∀i}. By writing characters as the products of their p- and
prime-to-p-parts, the reader should have no difficulty in proving the following
Lemma 4.8. Suppose J and m ∈ Zd are as above. For any ρ :J → C× with annO(ρ) = f′
and s ∈ S(n) we have annO(ξρ,s,m) = f. Conversely, if ξ :pmJ → C× is any character with
annO(ξ) = f then ξ = ξρ,s,m for some ρ :J → C× with annO(ρ) = f′ and s ∈ S(n). Moreover,
ρ is unique and s is unique modulo pnZdp . 
Given ρ, J , m and s as in the lemma, we write wρ,s,m for the class {ξρ,s,m,pmJ }m ∈ Wm.
Lemma 4.9. Suppose given ρ :J → C× with annO(ρ) = f′, m ∈ Zd and s ∈ S(n). Then for any
l = (l1, . . . , ld ) ∈ Zd and z = (z1, . . . , zd) ∈ (Z×p )d , we have
d∏
i=1
πm˜,m
(
σ˜i (zi)φ˜
li
i
) ·wρ,s,m = wρ,zs,l+m
where zs denotes (z1s1, . . . , zdsd) ∈ S(n).
Proof. Since ‘ · ’ is an action, it suffices to treat the case l = (0, . . . ,0,1,0, . . . ,0) (‘1’ in the
ith position) and z = (1, . . . ,1, z,1, . . . ,1) (z ∈ Z×p in the ith position) for some i. To sim-
plify notation, we shall further assume i = 1 (the other i being treated identically). In this case,
we choose an integral ideal a of k prime to f such that σa,m˜ = σ˜1(z)φ˜1 ∈ Dm˜,1 ⊂ Gm˜ so that
πm˜,m(σ˜1(z)φ˜1)= σa,m. The definitions of φ˜1 and σ˜1(z) mean that
a = xp1 for some x ∈ k× with x ≡ 1 mod ×m˜(1) (43)
128 D. Solomon / Journal of Number Theory 128 (2008) 105–143and σa,m˜ acts on μ(n) by ζ → ζ z. By explicit class field theory over Q, this latter condition
translates as
Na ≡ z mod pn+1Zp. (44)
We need to show that {ξρ,s,m|apmJ ,apmJ }m = {ξρ,s′,m′ ,pm′J }m where s′ := (zs1, s2, . . . , sd)
and m′ = (1 +m1,m2, . . . ,md) so that pm′J = p1pmJ . Now xpm′J = apmJ ⊂ pmJ so we may
define ξ ′ : pm′J → C× by
ξ ′(a) = ξρ,s,m(xa) for all a ∈ pm′J .
But (43) implies x ∈ k×∞, so (41) gives {ξρ,s,m|apmJ ,apmJ }m = {ξ ′,pm′J }m. It therefore suffices
to show that ξ ′ = ξρ,s′,m′ , i.e. that
ρ(xa)ζ
∑d
i=1 sip−mi jτi (x)jτi (a)
n = ρ(a)ζ zs1p
−1−m1 jτ1(a)+∑di=2 sip−mi jτi (a)
n ∀a ∈ pm′J. (45)
Now px ∈ a ⊂O and (43) implies px ≡ p mod f′ so that ρ(xa)p = ρ(pxa) = ρ(pa) = ρ(a)p
in μf ′ , hence
ρ(xa)= ρ(a), (46)
Eq. (43) also says that if i  2 then ordpi (x − 1) n+ 1 so that
jτi(x) ∈ 1 + pn+1Zp ∀i  2 (47)
and since x ∈ k×∞, Eq. (44) gives
z ≡ p|Nk/Qx| = pNk/Qx = pjτ1(x)jτ2(x) . . . jτd(x) ≡ pjτ1(x) mod pn+1Zp, (48)
Eqs. (46)–(48) together establish (45), as required. 
Let CpX := CpX1, . . . ,Xd denote the ring of d-variable formal power series over Cp . A typ-
ical element is written as F =∑m0 amXm :=∑m0 amXm11 . . .Xmdd where m runs through
Zd0. For any c in R0 we define the norm ‖ · ‖c by setting
‖F‖c := sup
{|am|pcm1+···+md : m 0} ∈ R0 ∪ {∞}.
Then the set B(n) := {F ∈ CpX: ‖F‖c < ∞ for some c > p−1/(p−1)pn} is precisely the
Cp-algebra of those power series converging and bounded on some ‘open’ polydisc about 0 ∈ Cdp
containing all points of form (ζ (1) − 1, . . . , ζ (d) − 1) for any d-tuple (ζ (1), . . . , ζ (d)) in μ(n)d .
As a group, μ(n)d acts on B(n) by setting
ζ · F(X) := F (ζ (1)(X1 + 1)− 1, . . . , ζ (d)(Xd + 1)− 1)
∀ζ = (ζ (1), . . . , ζ (d)) ∈ μ(n)d, F ∈ B(n).
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of general d may be treated in the same way, mutatis mutandis.) For any r = (r1, . . . , rd) ∈ Zd0
such that ri  n+ 1 ∀i we write μ(r − 1) for the subgroup μ(r1 − 1)× · · ·×μ(rd − 1) of μ(n)d
and define a Cp-linear projection operator Vr onto the subspace of B(n) fixed by μ(r − 1) by
acting with the corresponding idempotent:
Vr : B(n) −→ B(n),
F (X) −→ 1
pr1+···+rd
∑
ζ∈μ(r−1)
ζ · F(X).
(The notation has been chosen in order that V0 should be the identity.) For any z =
(z1, . . . , zd) ∈ Qdp we shall use the abbreviation (1 + X)z for the product of the binomial se-
ries (1 +X1)z1 . . . (1 +Xd)zd ∈ QpX which lies in ZpX (hence in B(n)) if z ∈ Zdp .
Lemma 4.10.
(i) If z ∈ Zp then
Vr(1 +X)z =
{
(1 +X)z if pri |zi for all i,
0 otherwise.
(ii) If M is any (topologically) closed subfield of Cp with ring of valuation integers OM then
VrOMX ⊂OMX.
Proof. The group μ(n)d acts on (1 + X)z by multiplication by the character sending ζ to
ζ (1)
z1
. . . ζ (d)
zd
. This character is trivial on μ(r − 1) if and only if pri |zi for all i. Part (i) follows
as does the statement of part (ii) with OMX replaced by OM [X] (since the latter is clearly
spanned over OM by {(1 + X)m: m ∈ Zd0}). Now if F lies in OMX then ‖F‖c < ∞ for
any c with 1 > c > p−1/(p−1)pn . Moreover, for such c we can find a sequence of polynomials
Fl ∈ OM [X] tending to F w.r.t. ‖ · ‖c as l → ∞ (e.g. a sequence of truncations of F ). On the
other hand, the μ(n)d action preserves the norm ‖ · ‖c (see e.g. [So1, Sec. 3.2]) from which it
follows that Vr is ‖ · ‖c-continuous. Thus VrFl tends to VrF with respect to ‖ · ‖c, hence also
coefficient-wise. But VrFl lies in OM [X] ∀l so VrF lies in OMX. 
The following proposition is crucial to the proof of Claim 4.2 and of some interest in its own
right. For ease of reading we shall defer its proof to the end of this section.
Proposition 4.3. Suppose given ρ : J → C× with annO(ρ) = f′ as in Lemma 4.9. Then there
exists a family {Fm: m ∈ Zd} of d-variable, formal power series (depending on j,ρ and J ) such
that
(i) Fm(X) lies in Zp[μf ′ ]X for all m ∈ Zd ,
(ii) VrFm(X) = Fr+m((1 + X1)pr1 − 1, . . . , (1 + Xd)prd − 1) for all m ∈ Zd and r =
(r1, . . . , rd) ∈ Zd0 with ri  n+ 1 ∀i, and
(iii) j (Z(0;wρ,s,m)) = Fm(ζ s1n − 1, . . . , ζ sdn − 1) for all m ∈ Zd and s ∈ S(n).
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ξ : J → C× with annO(ξ)= f and such that h ·w0m = {ξ, J }m in Wm. Weak approximation and
the equivalence relation (41) allow us to assume that J is prime to p so that, by Lemma 4.8, we
have ξ = ξρ,s,0 for some ρ : J → C× with annO(ρ) = f′ and s ∈ S(n). Thus h · w0m = wρ,s,0.
Let {Fm: m ∈ Zd} be a family of power series satisfying the conditions in Proposition 4.3 w.r.t.
J and ρ. Using also Lemma 4.9 etc., Eq. (40) becomes
ah,t = p−t1−···−td
∑
zi∈Zi
i=1,...,d
∑
li∈Li
i=1,...,d
(
j
(
Z(0;wρ,zs,l−t )
) d∏
i=1
σˆi (zi)φˆ
li
(
gi(ζni−ti − 1)
))
= p−t1−···−td
∑
li∈Li
i=1,...,d
∑
zi∈Zi
i=1,...,d
(
Fl−t
(
ζ z1s1n − 1, . . . , ζ zd sdn − 1
) d∏
i=1
φˆli
(
gi
(
ζ
zi
ni−ti − 1
)))
.
Since ti is strictly less than ni + 1 it follows that, for each i, μ(ti − 1) acts (multiplicatively and
freely) on the difference set μ(ni) \μ(ni − 1) of primitive pni+1th roots of unity and we choose
a set Γ (ni, ti) of orbit representatives for this action for each i. Fixing i we see that ζ zini lies
in μ(ni) \μ(ni − 1) for every zi ∈ Zi and so may be written
ζ zini = γiνi for some unique γi ∈ Γ (ni, ti) and νi ∈ μ(ti − 1) (depending on zi).
Thus ζ zisin = ζ zis
′
i
ni = γ s
′
i
i ν
s′i
i where we write s
′
i for p
ni−nsi ∈ Z×p . Moreover, as zi runs once
through Zi , so ζ zini runs once through μ(ni) \μ(ni − 1), hence the pair (γi, νi) runs once through
Γ (ni, ti)×μ(ti − 1), and the same must obviously be true of the pair (γi, νs
′
i
i ). Finally, γ
pti
i runs
exactly once through μ(ni − ti ) \ μ(ni − ti − 1) as γi runs once through Γ (ni, ti). Putting this
together and using Proposition 4.3(ii), the last equation gives
ah,t =
∑
li∈Li
i=1,...,d
∑
γi∈Γ (ni ,ti )
i=1,...,d
∑
νi∈μ(ti−1)
i=1,...,d
(
p−t1−···−td Fl−t
(
γ
s′1
1 ν
s′1
1 − 1, . . . , γ
s′d
d ν
s′d
d − 1
)
×
d∏
i=1
φˆli
(
gi
(
γ
pti
i − 1
)))
=
∑
li∈Li
i=1,...,d
∑
γi∈Γ (ni ,ti )
i=1,...,d
(
VtFl−t
(
γ
s′1
1 − 1, . . . , γ
s′d
d − 1
) d∏
i=1
φˆli
(
gi
(
γ
pti
i − 1
)))
=
∑
li∈Li
i=1,...,d
∑
γi∈Γ (ni ,ti )
i=1,...,d
(
Fl
(
γ
s′1pt1
1 − 1, . . . , γ
s′dptd
d − 1
) d∏
i=1
φˆli
(
gi
(
γ
pti
i − 1
)))
=
∑
li∈Li
i=1,...,d
∑
ζ (i)∈μ(ni−ti )\μ(ni−ti−1)
i=1,...,d
(
Fl
(
ζ (1)s
′
1 − 1, . . . , ζ (d)s′d − 1) d∏
i=1
φˆli
(
gi
(
ζ (i) − 1))
)
.
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ah = p−N
∑
ζ (i)∈μ(ni)\μ(−1)
i=1,...,d
∑
li∈Li
i=1,...,d
(
Fl
(
ζ (1)s
′
1 − 1, . . . , ζ (d)s′d − 1) d∏
i=1
φˆli
(
gi
(
ζ (i) − 1))
)
= p−N
∑
ζ (i)∈μ(ni)
i=1,...,d
∑
li∈Li
i=1,...,d
(
Fl
(
ζ (1)s
′
1 − 1, . . . , ζ (d)s′d − 1) d∏
i=1
φˆli
(
gi
(
ζ (i) − 1))
)
= Vn+1F(0, . . . ,0) (49)
where we have set n+ 1 := (n1 + 1, . . . , nd + 1) and
F(X) :=
∑
li∈Li
i=1,...,d
(
Fl
(
(1 +X1)s′1 − 1, . . . , (1 +Xd)s′d − 1
) d∏
i=1
φˆli · gi(Xi)
)
. (50)
The power series (1 +Xi)s′i − 1 has coefficients in Zp for all i, so it follows from Lemma 4.7(i)
and Proposition 4.3(i) that F(X) lies in OH [μf ′ ]X. (As well as J ,ρ and s, the power series F
depends on the choices of the Li , the Fl(X) for l ∈ L1 × · · · × Ld and the gi .) Consequently
ah lies in OH [μf ′ ] ⊂ Z¯p (hence actually in Zp) by Lemma 4.10(ii). Thus Claim 4.2 will be
established once we have proved Proposition 4.3.
We shall shortly see that the existence of the power series Fm(X) appearing in Proposition 4.3
is a very natural consequence of the method of Shintani [Sh] (with refinements from [Colm])
for evaluating Dirichlet series like Z(s;wρ,s,m) by means of cone decompositions of fundamen-
tal domains for the action of units on k×∞. Such decompositions are best visualised by using the
embedding τ : k → Rd where τ(a) is defined to be (τ1(a), . . . , τd(a)). This extends to an isomor-
phism k⊗Q R ∼= Rd and sends τ(k×∞) into Rd>0. Similarly, we define an embedding jτ : k → Qdp
by jτ(a) := (jτ1(a), . . . , jτd(a)) (which extends to an isomorphism k ⊗Q Qp ∼= Qdp). For any
m ∈ Zd we shall write p−mjτ(a) for the d-tuple (p−m1jτ1(a), . . . , p−md jτd(a)). Recall also
the notation pm for pm11 . . .p
md
d and the fact that the character ρ appearing in Proposition 4.3 has
been uniquely extended to a homomorphism from Z[ 1
p
]J =⋃m∈Zd pmJ onto μf ′ ⊂ C×. We
shall write simply jρ for the composite j ◦ ρ. Since we are assuming that J is prime to p and
jτi induces pi for each i, it follows that
If a ∈ Z[ 1
p
]
J and m ∈ Zd then a ∈ pmJ ⇔ jτ(a) ∈
d∏
i=1
(
pmiZp
)⇔ p−mjτ(a) ∈ Zdp. (51)
Now, for any d ′-tuple v = (v1, . . . , vd ′) of Q-linearly independent elements of k×∞ (with 1 
d ′  d) we write C(v) for the open simplicial cone in Rd spanned by τ(v1), . . . , τ (vd ′), namely>0
132 D. Solomon / Journal of Number Theory 128 (2008) 105–143C(v) =∑d ′l=1 R>0τ(vl). Given ρ, we make the following informal pseudo-definition:
“Fm,v(X) =
∑
a∈pmJ
τ(a)∈C(v)
jρ(a)(1 +X)p−mjτ(a)” for every m ∈ Zd . (52)
The R.H.S. of (52) is an infinite sum of formal power series in CpX each of whose constant
terms is a root of unity. Since there is no obvious sense in which it converges, the value of Eq. (52)
is largely conceptual. To give a meaningful definition of Fm,v(X) we note first that, for any
m ∈ Zd and l ∈ {1, . . . , d ′}, the intersection Q>0vl ∩ pmJ equals Z>0w0m,l for a unique element
w0m,l of k
×∞. Now choose any element w = (w1, . . . ,wd ′) of (k×∞)d ′ such that wl ∈ Q>0vl ∩ pmJ
(for instance w = w0m := (w0m,1, . . . ,w0m,d ′)). Let us denote by P(w) the half-open parallelepiped∑d ′
l=1(0,1]τ (wl)⊂ C(v) and define Fm,v(X) to be Gm,w(X)/Hm,w(X) where
Gm,w(X) :=
∑
a∈pmJ
τ(a)∈P(w)
jρ(a)(1 +X)p−mjτ(a)
and
Hm,w(X) :=
d ′∏
l=1
(
1 − jρ(wl)(1 +X)p−mjτ(wl)
)
.
The sum defining Gm,w(X) is finite since P(w) has compact closure and τ(pmJ ) is discrete and
closed in Rd . Since Hm,w(X) is non-zero, we may certainly consider Fm,v(X) as an element of
the fraction field of CpX which might, a priori, depend on the choice of w. In fact:
Lemma 4.11. For ρ, v, m and w as above
(i) Gm,w(X) and Hm,w(X) lie in Zp[μf ′ ]X.
(ii) Fm,v(X) is independent of the choice of w (given ρ, v and m).
(iii) If Qvl ∩ pmJ ⊂ ker(ρ) for l = 1, . . . , d ′ then Fm,v(X) lies in Zp[μf ′ ]X.
Proof. Part (i) follows from Eq. (51). Let us write wl as qlw0m,l with ql ∈ Z>0 for l = 1, . . . , d ′
and set R(X) = ∏d ′l=1(∑ql−1rl=0 jρ(rlw0m,l)(1 + X)p−mjτ(rlw0m,l )). Then clearly, Hm,w(X) =
Hm,w0m
(X)R(X). Furthermore, Gm,w(X) = Gm,w0m(X)R(X) because w0m,l lies in pmJ ∀l and
so the set {a ∈ pmJ : τ(a) ∈ P(w)} is the disjoint union of the translates {a ∈ pmJ : τ(a) ∈
P(w0m)}+(r1w0m,1+· · ·+rd ′w0m,d ′) as rl runs from 0 to ql−1 for all l. Thus Gm,w(X)/Hm,w(X) =
Gm,w0m
(X)/Hm,w0m
(X) which proves (ii). Finally, if Qvl ∩ pmJ ⊂ ker(ρ) ∀l then for each l
we may take wl ∈ Q>0vl ∩ pmJ such that jρ(wl) is a non-trivial f ′th root of unity in Cp .
Since p  f ′, the constant term
∏d ′
l=1(1 − jρ(wl)) of Hm,w(X) is then a unit of Zp[μf ′ ] so that
Hm,w(X) is a unit of Zp[μf ′ ]X and part (iii) follows from part (i). 
Remark 4.2. The pseudo-formula (52) can be seen as the result of an informal limiting process
in which the integers ql in the above proof tend to infinity in such a way that Hm,w(X) tends to 1.
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verified by a character ρ :J → C× and a d ′-tuple v as above:
Hypothesis H(ρ,v). For each l = 1, . . . , d ′ we have Qvl ∩ J ⊂ ker(ρ).
If m ∈ Zd then pN(Qvl ∩ J ) ⊂ Qvl ∩ pmJ ⊂ p−N(Qvl ∩ J ) for some N  0 and since ρ takes
values in μf ′ and p  f ′, it follows that H(ρ,v) is equivalent to Qvl ∩ pmJ ⊂ ker(ρ) for all
l = 1, . . . , d ′ and all m ∈ Zd (which in turn is equivalent to ρ(w0l,m) = 1 for all l and m).
Lemma 4.12. Suppose H(ρ,v) holds. Then Fm,v(X) ∈ Zp[μf ′ ]X ∀m ∈ Zd . Moreover, for
any r = (r1, . . . , rd) ∈ Zd0 with ri  n+ 1 ∀i, we have VrFm,v(X) = Fr+m,v((1 +X1)p
r1 − 1,
. . . , (1 +Xd)prd − 1) ∀m ∈ Zd .
Proof. The first statement follows from Lemma 4.11(iii) and the above discussion. For
the second, choose w such that wl lies in Q>0vl ∩ pr+mJ for all l = 1, . . . , d ′. Then
Gm,w,Hm,w,Gr+m,w and Hr+m,w are all defined and lie in Zp[μf ′ ]X. Moreover, it follows
from (51) (with r + m in place of m) that p−mi jτi(wl) ∈ priZp for all l and i, with the result
that μ(r − 1) acts trivially on Hm,w(X). Therefore
Hm,w(X)VrFm,v(X) = Vr
(
Hm,w(X)Fm,v(X)
)= VrGm,w(X). (53)
If a ∈ pmJ then Lemma 4.10(i) combined with (51) shows that Vr(1 + X)p−mjτ(a) equals (1 +
X)p
−mjτ(a) if a ∈ pr+m and 0 otherwise. It follows easily from the definitions of Gm,w(X) and
Hm,w(X) that
VrGm,w(X) = Gr+m,w
(
(1 +X1)pr1 − 1, . . . , (1 +Xd)prd − 1
)
= Hr+m,w
(
(1 +X1)pr1 − 1, . . . , (1 +Xd)prd − 1
)
×Fr+m,v
(
(1 +X1)pr1 − 1, . . . , (1 +Xd)prd − 1
)
= Hm,w(X)Fr+m,v
(
(1 +X1)pr1 − 1, . . . , (1 +Xd)prd − 1
)
.
Combining the last equation with (53) and cancelling Hm,w(X) gives the result. 
Remark 4.3. The inequalities ri  n + 1 in the statement of the lemma are unnatural and un-
necessary. Indeed, if n is allowed to tend to infinity, we get an action of μ(∞) on the subring⋂
n0B(n) of CpX (namely, those power series converging on the ‘open’ polydisc radius 1
about 0 ∈ Cdp) which contains Zp[μf ′ ]X. The argument then goes through for any r ∈ Zd0.
Furthermore, the second statement of the lemma is easily seen to hold even when H(ρ,v) fails,
provided we use a natural extension of the μ(∞)-action to the fraction field of Zp[μf ′ ]X.
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fined a character ξρ,s,m :pmJ → C× by (42). This in turn defines a complex Dirichlet series
Zv(s, ξρ,s,m,p
mJ ) by the following formula:
Zv(s, ξρ,s,m,p
mJ ) :=
∑
a∈pmJ
τ(a)∈C(v)
ξρ,s,m(a)
(τ1(a) . . . τd(a))s
=
∑
a∈pmJ
τ(a)∈C(v)
ξρ,s,m(a)Nk/Q(a)
−s .
Lemma 4.13. Suppose H(ρ,v) holds for some d ′-tuple v as above. Then for any m ∈ Zd and
s ∈ S(n) the function Zv(s, ξρ,s,m,pmJ ) converges absolutely for Re(s) > d ′/d and possesses a
meromorphic continuation to C. Moreover the latter is regular at zero with value in Q(μf ′pn+1).
More precisely, we have
j
(
Zv
(
0, ξρ,s,m,pmJ
))= Fm,v(ζ s1n − 1, . . . , ζ sdn − 1). (54)
Proof. This all follows from the results of [Sh], the particularly simple form of (54) being a
consequence our Hypothesis H(ρ,v). We sketch the derivation. Let us fix m, s and choose w =
(w1, . . . ,wd ′) with wl ∈ Q>0vl ∩ pmJ for l = 1, . . . , d ′ and ρ(wl) = 1 ∀l (by H(ρ,v)). The
set {a ∈ pmJ : τ(a) ∈ C(v)} is the disjoint union of the translates {a ∈ pmJ : τ(a) ∈ P(w)} +
(r1w1 + · · · + rd ′wd ′) as rl runs from 0 to ∞ for each l. It follows that Zv(s, ξρ,s,m,pmJ ) =∑
a ξρ,s,m(a)Zw(s, a, ξρ,s,m) where a runs through the finite set {a ∈ pmJ : τ(a) ∈ P(w)} and
Zw(s, a, ξρ,s,m) :=
∑
r1,...,rd′ ∈Z0
ξρ,s,m(w1)r1 . . . ξρ,s,m(wd ′)rd′∏d
i=1 τi(a + (r1w1 + · · · + rd ′wd ′))s
.
The last two equations are formal until the absolute convergence of Zw(s, a, ξρ,s,m) is estab-
lished. But this series is just ‘ζ(s,A,x,χ)’ in the notation of [Sh, p. 396] where Shintani’s (n, r)
is our (d, d ′), his A is the matrix (ali) := (τi(wl)) with 1  l  d ′, 1  i  d , his x is the d ′-
tuple (x1, . . . , xd ′) ∈ (Q ∩ (0,1])d ′ such that a = x1w1 + · · · + xd ′wd ′ and his χ is the d ′-tuple
(χ1, . . . , χd ′) := (ξρ,s,m(w1), . . . , ξρ,s,m(wd ′)). The first statement of the lemma now follows
from that of [Sh, Proposition 1]. Furthermore, this proposition actually implies the regularity of
Zw(s, a, ξρ,s,m) at s = 1 −m for all m ∈ Z1 and also (taking m= 1) the formula
Zw(0, a, ξρ,s,m)= 1
d
d∑
i=1
B1(A,1 − x,χ)(i)
where B1(A,1 − x,χ)(i) denotes the constant term of a certain Laurent series. But since ρ(wl)
is a non-trivial f ′th root of unity and p  f ′, it follows from (42) that χl = 1 ∀l which
means that these Laurent series are actually all power series in Shintani’s variables u and
ti , . . . , ti−1, ti+1, . . . , td . Setting these all equal to zero we deduce that B1(A,1 − x,χ)(i) is
simply equal to (
∏d ′
l=1(1 − χl))−1 independently of i and a, which is therefore also the value
of Zw(0, a, ξρ,s,m) for all a. Thus
Zv
(
0, ξρ,s,m,pmJ
)=
∑
a∈pmJ
τ(a)∈P(w)
ξρ,s,m(a)
∏d ′
(1 − ξ (w )) .l=1 ρ,s,m l
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noting that if a ∈ pmJ then j (ξρ,s,m(a)) is the value of the power series jρ(a)(1 + X)p−mjτ(a)
at X = (ζ s1n − 1, . . . , ζ sdn − 1), by (42). (Recall that “j (ζn)= ζn” in our notation.) 
The group E∞ = E∞(k) of totally positive units of k acts on Rd>0 by setting ε(x1, . . . , xd) :=
(τ1(ε)x1, . . . , τd(ε)xd) for all ε ∈ E∞ and (x1, . . . , xd) ∈ Rd>0. Given any subgroup E of finite
index in E∞, a k-rational cone decomposition of a fundamental domain for E acting on Rd>0
(called just a cone decomposition for E for short) is a finite set C of d ′-tuples v of Q-linearly
independent elements of k×∞ (with d ′ depending on v and varying between 1 and d) such that
the cones εC(v) = C(εv) for v ∈ C and ε ∈ E are pairwise disjoint and their union is Rd>0.
Shintani proved in [Sh] that cone decompositions exist for any such E. Their relevance to our
situation comes from a corresponding decomposition of twisted zeta-functions. Recall that for
ρ :J → C×, s ∈ S(n) and m ∈ Zd as above, Lemma 4.8 implies that annO(ξρ,s,m) = f where
m = f∞. In this situation:
Lemma 4.14. For any subgroup E of finite index in Em (hence in E∞) and any cone decompo-
sition C for E we have the following equality (as meromorphic functions of s ∈ C)
Z(s,wρ,s,m) = N(p
mJ )s
|Em : E|
∑
v∈C
Zv
(
s, ξρ,s,m,p
mJ
)
.
Proof. By meromorphic continuation, it suffices to prove the equality for Re(s) > 1. Now by
definition, wρ,s,m = {ξρ,s,m,pmJ }m ∈ Wm. Therefore, the definitions, notations and equations
of [So2, pp. 15, 16] give
Z(s,wρ,s,m)= Z∅(s,wρ,s,m) = 1|Em : E|Z∅(s,wρ,s,m,E)
= N(p
mJ )s
|Em : E|
∑
a∈R
ξρ,s,m(a)Nk/Q(a)
−s
for all s ∈ C, Re(s) > 1, where R is any set of orbit representatives for the (multiplicative) ac-
tion of E on k×∞ ∩ pmJ . We may clearly take R to be the set {a ∈ pmJ : τ(a) ∈
⋃
v∈C C(v)} =⋃
v∈C{a ∈ pmJ : τ (a) ∈ C(v)} (a disjoint union). The lemma therefore follows by absolute con-
vergence from the definition of Zv(s, ξρ,s,m,pmJ ). 
The final ingredient in proving Proposition 4.3 concerns the existence of subgroups of Em and
cone decompositions with the properties we require.
Lemma 4.15. Suppose given ρ : J → C× with annO(ρ) = f′. Then there exists a subgroup E of
finite index in Em and a cone decomposition C for E satisfying
p  [Em : E] (55)
and
H(ρ,v) holds for all v ∈ C. (56)
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small modifications. We shall harmonise our set-up with his by suppressing τ and regard-
ing k as embedded in Rd . A direct application of Colmez’ Lemma 2.1 loc. cit. (with F = k,
n= d , V = Em) would give rise to elements ε1, . . . , εd−1 of Em satisfying Colmez’ hypothe-
sis (H). However, to ensure that they generate a subgroup E satisfying condition (55), we need
to modify their construction in the proof of Lemma 2.1 to which we now refer. Specifically,
we recall that Colmez chooses a positive real number r(V ) = r(Em) such that Log(Em) has
non-empty intersection with the ball B(lt (M), r(Em)) for each i and each M > 0. (We follow
him in using the sup-norm ‖ · ‖ on Rd .) Let us choose a Z-basis η1, . . . , ηd−1 of Em and set
r ′(Em) = r(Em) + (p − 1)(d − 1)max{‖Log(ηt )‖: 1  t  d − 1}. It is easy to see that the
larger ball B(lt (M), r ′(Em)) must contain a complete set of representatives for Log(Em) mod-
ulo pLog(Em) = Log(Epm). Therefore, for any M > 0 we may choose εt ∈ Em, t = 1, . . . , d−1
such that Log(εt ) ∈ B(lt (M), r ′(Em)) ∀t and such that the matrix A in Md−1(Z) representing
the εt ’s in the basis of the ηt ’s has any required reduction A¯ in Md−1(Z/pZ). In particular we
may insist that det(A¯) = 0 so that p  |det(A)| = |Em: 〈ε1, . . . , εd−1〉|. By this means, we pro-
duce units ε1, . . . , εd−1 such that condition (55) holds with E := 〈ε1, . . . , εd−1〉. Moreover, if we
substitute r ′(Em) for r(Em) throughout the proof of Lemma 2.1, the reader may easily check
that its validity (with a new, corresponding choice of M) is unaffected. Consequently the units
ε1, . . . , εd−1 produced will also satisfy Colmez’ hypothesis (H). Now, for each i ∈ {1, . . . , d}
and permutation σ ∈ Sd−1 Colmez defines fi,σ :=∏1t<i εσ(t) ∈ E (with f1,σ := 1 ∀σ ). For
any non-empty I ∈ P({1, . . . , d}) (the power set) and σ ∈ Sd−1 we shall write v(σ,I ) for the
|I |-tuple consisting of the fi,σ ordered by increasing i ∈ I . Then Lemma 2.2 of [Colm] says
that a cone decomposition C˜ for E may be obtained by setting C˜ := {v(σ,I ): (σ, I ) ∈ T } where
T is any set of representatives of equivalence classes for Sd−1 × P({1, . . . , d}) modulo a cer-
tain natural equivalence relation. Finally, since f′ = O, the character ρ is non-trivial, so there
exists b ∈ J with ρ(b) = 1. Adding to b a large positive element of f′J ∩ Z if necessary, we
may assume that it also lies in k×∞. Now take C to be the ‘multiplicative translate of C˜ by b’.
In other words, C := {bv(σ,I ): (σ, I ) ∈ T } where bv(σ,I ) is the |I |-tuple consisting of the bfi,σ
ordered by increasing i ∈ I . It is easy to see that C is a cone decomposition for E (since C˜ is).
Moreover, since fi,σ lies in Em, we have bfi,σ ∈ J and bfi,σ − b ∈ fJ ⊂ f′J for each i and σ .
Hence ρ(bfi,σ ) = ρ(b) = 1 ∀i, σ which implies condition (56) and thus completes the proof of
the lemma. 
Remark 4.4. (i) The above proof clarifies the purpose of conditions (28) and (29): they allow us
to take f′ and hence ρ to be non-trivial so that the useful condition (56) can be satisfied.
(ii) In practice, the construction of Lemma 4.15 may yield a subgroup E whose index in Em
is far larger than the minimum required to satisfy conditions (55) and (56) for some C. Indeed, in
the interesting case d = 2 (k real quadratic) we can always take E to be Em itself (so, explicitly,
C = {(b), (b, bε)} where Em = 〈ε〉 and ρ(b) = 1).
Proof of Proposition 4.3. Lemma 4.15 gives a cone decomposition C for E ⊂ Em such that
p  [Em : E] and H(ρ,v) holds for the given character ρ and all v ∈ C. We set
Fm(X) := 1|Em : E|
∑
Fm,v(X) for each m ∈ Zd .
v∈C
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tion (ii) follows from the second statement and the linearity of Vr . Finally, Lemmas 4.14 and 4.13
imply that j (Z(0;wρ,s,m)) lies in Q(μf ′pn+1) and that, for any m ∈ Zd and s ∈ S(n),
j
(
Z(0;wρ,s,m)
)= 1|Em : E|
∑
v∈C
j
(
Zv
(
0, ξρ,s,m,pmJ
))
= 1|Em : E|
∑
v∈C
Fm,v
(
ζ s1n − 1, . . . , ζ sdn − 1
)= Fm(ζ s1n − 1, . . . , ζ sdn − 1)
which establishes condition (iii). This completes the proof of Proposition 4.3 hence also of The-
orem 4.1. 
Remark 4.5. A particular feature of our proof of Theorem 4.1 is that by means of Eqs. (49)
and (50) it gives a neat and more-or-less explicit expression for the coefficients of sK/k(u1 ∧
· · · ∧ud) where ui ∈ U1(KPi ) for i = 1, . . . , d . This assumes of course that the gi ’s and the Fl’s
are known explicitly. In practice, one might first choose a power series ‘h˜’ as in Lemma 4.7 to de-
termine each ui as well as the corresponding series gi . Furthermore, the proof of Proposition 4.3
would give a quite explicit choice for Fl once a suitable subgroup E and cone decomposition C
had been found (e.g. by Remark 4.4 for d = 2).
5. Further remarks and three conjectures
5.1. The p-integrality of Φm(0)
Suppose that m = f∞ but p does not necessarily split completely in k. If p  wk(m) then (1)
implies that Θm(k(m))(0) = Θk(m)/k(0) lies in ZpG and so therefore must Θm(0) (which is a
ZG-multiple of Θm(k(m))(0) by (3)). It follows from (15) that
j
(
Φm(0)
) ∈ Z¯pG (57)
whenever p  wk(m). Suppose on the other hand that p = 2 splits completely in k and that m is
as in (30) (in particular, the prime-to-p part f′ of f is non-trivial). Then we may deduce from
Lemma 4.8 and Proposition 4.3 parts (i) and (iii) that j (Z(0;w)) lies in Z¯p for all w ∈ Wm
so (57) still holds even though we are assuming p|m, which is equivalent to p|wk(m) in this case.
In fact, Eq. (8) and Lemma IV.1.1 of [Tate] can be used as in the proof of Theorem 4.1 to reduce
the condition on m in this case to: either f′ =O or p  wk(m). The above considerations suggest
the following synthesis (with no splitting hypothesis on p).
Conjecture 5.1. Suppose k is totally real and p = 2. Then (57) holds if either f′ =O or p  wk(m).
This conjecture might be established by adapting the techniques used in the proof of The-
orem 4.1 to the case where p does not split completely in k. On the other hand, even when it
does, (57) will not hold without some condition on f′ and/or wk(m). (Consider the case k = Q,
f = pn+1Z, cf. Example 3.1.) The condition p = 2 may however be unnecessary.
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We conjecture the following general property of SK/k .
Conjecture 5.2 (Integrality Conjecture). Suppose that K/k is abelian, k is totally real and p is
an odd prime. Then
SK/k ⊂
( ∏
p|p,pf(K)
Np
)
ZpG
The product
∏
Np runs over the set of primes of k above p which are unramified in K . It
is clearly equal to pδ(K/Q) if and only if all primes in this set are also unramified over p. Thus
Theorem 4.1 establishes Conjecture 5.2 in the case where p splits completely in k and either
condition (28) or (29) is satisfied. Similarly, Corollary 4.1 and Propositions 4.2 and 4.1 deal
with the progressively less interesting cases where k = Q, p is unramified in K or e−K/k = 0
respectively. However, the author has also shown that a generalisation of Conjecture 5.2 holds
whenever p  |G| (so, in particular, K/k is at most tamely ramified above p) without any assump-
tion on the behaviour of p in k. This will appear as [So5, Cor. 1 to Thm. 6]. The argument works
character-by-character and uses logp to connect with the tame, additive results of Fröhlich.
The work [Jo] of Andrew Jones mentioned in the introduction proposes a refinement of Con-
jecture 5.2 that would follow from the Equivariant Tamagawa Number Conjecture (E.T.N.C.).
More precisely, if K is CM, Jones shows that the E.T.N.C. for the pair (h0 Spec(K)(1),ZG)
would imply not only the integrality of (
∏
p|p,pf(K) Np−1)SK/k but also a its inclusion in the
(initial) ZpG-Fitting Ideal of (C⊗Zp)− where C is a certain ray-class group of K . Known cases
of the E.T.N.C. thus establish Conjecture 5.2 when K is abelian over Q (but k not necessarily
equal to Q). The connection between Jones’ work and ours will be explained in [So5].
Now suppose for simplicity that K = k(m) where m = f∞ is a conductor. Definition 3.1 and
Eqs. (9) and (16) give (suppressing j from the notation)
sK/k(θ) =
∑
g|f
1√
dkNg
( ∏
p|f, pg
(
1 −Np−1))νn,m(AnΘn(0))RK/k,p(θ) (58)
for any θ ∈ ∧dZGUp(K). (Recall that n generically denotes the cycle g∞.) Conjecture 5.2
predicts that the L.H.S. of (58) lies in ZpG. However, it is worth noting that, in general, the
individual summands on the R.H.S. do not. To be more precise, we write Υ (m,g, θ) for the sum-
mand corresponding to g and show that the coefficients of Υ (m,g, θ) may in fact be arbitrarily
large in p-adic absolute value, and this for fixed k and g =O. To do so, we suppose that p splits
in k and choose an ideal a of O prime to p such that a∞ is a conductor. Then mn := pn+1a∞
is also a conductor for all n  0 (that of k(a∞)(μpn+1)). Write also Kn for k(mn) and Gn for
Gal(Kn/k). Then, taking m = mn and θn ∈∧dZGn U1p(Kn), we have A∞ = 1 and so
Υ (mn,O, θn) = cν∞,mn
(
Θ∞(0)
)
RKn/k,p(θn)
= cν∞,mn
(
Θ∞(0)πmn,∞
(
RKn/k,p(θn)
))
= cν∞,mn
(
Θ∞(0)Rk(∞)/k,p(Nk(mn)/k(∞)θn)
)
= c[k(mn) : k(∞)]−1ν˜∞,mn(Θ∞(0)Rk(∞)/k,p(Nk(mn)/k(∞)θn))
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∧d
ZGn
U1p(Kn) →
∧d
ZG∞ U
1
p(k(∞)) is the norm map previously described
and c ∈ Q×p is independent of n  0. The idea is now to choose a sequence {θn}n0 such
that Nk(mn)/k(∞)θn is a fixed element θ ∈
∧d
ZG∞ Up(k(∞)) independent of n and such that
Θ∞(0)Rk(∞)/k,p(θ) = 0. The desired result will then follow, since k(mn) contains k(μpn+1)
which implies that pn divides [k(mn) : k(∞)]. The existence of such sequences is particularly
easy to establish under the following additional assumptions
(i) Leopoldt’s Conjecture holds for k at p,
(ii) k(∞) is a totally complex quadratic extension of k, and
(iii) for each i = 1, . . . , d there is a unique prime Pi of k(∞) lying above pi .
These assumptions—as well as the splitting hypothesis—are valid when k = Q(√7) and p = 3,
for example. Conditions (ii) and (iii) imply that k(∞)Pi /Qp is unramified of degree 2 for each
i so that U1(k(∞)Pi ) ∼= Z2p while condition (i) implies that the quotient of lim←− Gn by a fi-
nite group is isomorphic to Zp . It follows from local class field theory that for each i there
exists ui ∈ U1(k(∞)Pi ) \ {1} which is the (local) norm of a principal local unit of k(mn) (com-
pleted at any prime above Pi ) for every n  0. Setting θ := u1 ∧ · · · ∧ ud ∈∧dZG∞ U1p(k(∞))
we see that θ equals Nk(mn)/k(∞)θn for some θn ∈
∧d
ZGn
U1p(k(mn)) for every n  0. It only
remains to check that Θ∞(0)Rk(∞)/k,p(θ) = Θ∞(0)λ1,p(u1) . . . λd,p(ud) is non-zero. Suppose
this were not the case. Condition (ii) implies that the unique non-trivial character χ of G∞
is totally odd, so χ(Θ∞(0)) = L(0, χ) = 0 and we would have χ(λi,p(ui)) = 0 for some i.
On the other hand Nk(∞)Pi /kpi ui is, by construction, a norm from Qp(μpn+1) (the completion
of k(μpn+1) ⊂ k(mn)) for every n  0 which implies that ui is a (local) p-power root of unity.
Since kpi ∼= Qp it follows from local class field theory that Nk(∞)Pi /kpi ui = 1. Therefore the triv-
ial character also vanishes on λi,p(ui), so λi,p(ui) = 0 and in particular logp(jτi(ui)) = 0 which
implies that ui is a (local) p-power root of unity. Since Pi/p is unramified, this contradicts the
fact that ui ∈ U1(k(∞)Pi ) \ {1} and the desired result follows.
5.3. Hilbert symbols, Rubin–Stark elements and a congruence conjecture for sK/k
We assume from now on that p is odd and splits in k and that K contains μpn+1 for some
n 0 so that K is totally complex and δ(K/k) = 0. We also need to assume that SK/k ⊂ ZpG.
(For instance, we could assume that (28) holds and use Theorem 4.1.) In this situation we shall
set out some conjectural congruences for sK/k(θ) modulo pn+1 which were foreshadowed in
Example 3.1 as generalisations of those coming from (26) in the case k = Q, K = Q(μpn+1).
First, we need to define some pairings coming from local Hilbert symbols. If L is any finite
extension of Qp containing f th roots of unity, then the Hilbert symbol denoted (·,·)L,f gives
a well-defined bilinear pairing on L× with values in μf considered as a subgroup of L×. In
particular, if L ⊂ C is any number field containing ζn then, for each prime P of OL divid-
ing p, the Hilbert symbol (·,·)LP,pn+1 on the completion LP of L at P gives rise to a pairing
[·,·]P,n :L×P ×L×P → Z/pn+1Z defined by
ζ
[α,β]P,n
n = (α,β)L ,pn+1 for all α,β ∈ L×P P
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Qp ⊗Q K and identifying the latter with ∏P|p LP we obtain a bilinear pairing
[·,·]L,n : L×p ×L×p −→ Z/pn+1Z,
(α,β) −→
∑
P|p
[αP, βP]P,n
where the projection Lp → LP sends α to αP. Now take L to be K . Since we are assuming that
p splits in k we have
[α,β]K,n =
n∑
i=1
∑
ρ∈Ri
[αρPi , βρPi ]ρPi ,n
where, with notations as in Section 3, Pi is the prime of K above pi corresponding to the em-
bedding jτi into Q¯p and for each i we have chosen a set Ri of coset representatives of the
decomposition group Dpi = G(K/k)−1pi in G. For the purposes of calculation, this can be writ-
ten more concretely as follows. First, let κn : Gal(Q¯/Q) → (Z/pn+1Z)× denote the cyclotomic
character of conductor pn+1 defined by ζ κn(g) = g(ζ ) ∀ζ ∈ μpn+1 . This gives rise to a well-
defined character G → (Z/pn+1Z)×, also denoted κn. Let Li denote the topological closure
jτi(K) which is a finite, abelian extension of Qp isomorphic to KPi via jτi . Then
[α,β]K,n =
n∑
i=1
∑
ρ∈Ri
κn(ρ)
−1[ρα,ρβ]K,n,i
where, for any α, β in K×p , we define [α,β]K,n,i ∈ Z/pn+1Z by
jτi(ζn)
[α,β]K,n,i = (jτi(α), jτi(β))Li,pn+1 .
From the independence of the choices of Ri above, or directly, we find
[gα,gβ]K,n = κn(g)[α,β]K,n for all g ∈ G.
Now define a pairing [·,·]GK,n : K×p ×K×p → (Z/pn+1Z)G by
[α,β]GK,n :=
∑
g∈G
[α,gβ]K,ng−1.
It is easy to see that this is ZG-(semi)linear in each variable as follows. For any α,β ∈ K×p
[xα,β]GK,n = κ∗n(x)[α,β]GK,n and [α,xβ]GK,n = x[α,β]GK,n for all x ∈ ZG (59)
where κ∗n : ZG → (Z/pn+1Z)G is the ring homomorphism sending
∑
agg to
∑
a¯gκn(g)g
−1
.
(We shall summarise property (59) by saying that the pairing [·,·]G is (κ∗n ,1)-bilinear.) Finally,K,n
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HK,n from
∧d
ZGK
× ×∧dZpG U1p(K) to (Z/pn+1Z)G which is (κ∗n ,1)-bilinear and satisfies
HK,n(x1 ∧ · · · ∧ xd,u1 ∧ · · · ∧ ud) = det
([xi, ut ]GK,n)i,t .
We would now like to construct an element η ∈ ∧dZGK× such that HK,n(η, ·) plays essen-
tially the same rôle as ((1 − ζn)−1, ·)Qp(μpn+1 ),pn+1 played in Eq. (26) of Example 3.1 (where
d = 1). The best tool we currently have for this construction is Rubin’s restatement of the Stark
Conjecture for K+/k where K+ is the maximal real subfield of K . Not only is this conjecture
itself unproven in almost all the relevant cases but, as we shall see, its very nature makes our
conjectural congruences for sK/k vaguer and more awkward than Example 3.1 might reason-
ably lead one to expect. With these caveats, let us recall Rubin’s formulation using the higher
derivatives of the function ΘK+/k(s) at s = 0, referring to [Ru] and [So2, §4] for more de-
tails and relevant remarks. (See also [So2, §5] and [So4] for a reformulation using ΦK+/k(s)
at s = 1, essentially by Theorem 2.1.) Let us write S0 for Sram(K/k) and US0(K+) for the
group of (global) S0-units of K+. Our assumptions force pi ∈ S0 ∀i. This means that |S0| 2d
(and also that US0(K+) is not contained in the product of local units, Up(K+), despite the
notation). Set G+ := Gal(K+/k) and define the archimedean analogue λK+/k,i of λK+/k,i,p
by λK+/k,i (a) =
∑
g∈G+ log |τi(ga)|g−1 ∈ RG+ for any a ∈ K+,×. We obtain a unique, QG-
linear archimedean regulator RK+/k : Q ⊗
∧d
ZG+ US0(K
+) → RG+ taking 1 ⊗ (u1 ∧ · · · ∧ ud)
to det(λK+/k,i (ut ))di,t=1. On the other hand, we may define
ΘK+/k,S0(s) :=
∏
p∈S0
p/∈Sram(K+/k)
(
1 −Np−sσ−1
p,K+
)
ΘK+/k(s) = πK,K+
(
ΘK/k(s)
)
.
(This is the function ΘK+,S0,∅(s) of [Ru]). Since S0 contains at least d + 1 places of k, and
the d real ones split completely in K+, it follows that ΘK+/k,S0(s) has at least a d-fold zero at
s = 0. We set Θ(d)
K+/k,S0(0) := lims→0 s−dΘK+/k,S0(s) ∈ CG+ and write X(S0, d,G+) for the
set of complex irreducible characters χ of G+ for which χ(Θ(d)
K+/k,S0(0)) = 0. Let us take the
extension ‘K/k’ of [Ru] to be K+/k, ‘S’ to be S0, ‘T ’ to be ∅, ‘r’ to be d and the chosen places
‘w1, . . . ,wd ’ of K+ to be the real ones defined by τ1, . . . , τd . The torsion subgroup of US0
is {±1} so the conditions of Rubin’s Conjectures B and B′ ‘over Z’ (see [Ru, Hyp. 2.1]) are
actually not quite met with T = ∅. However, we shall only need his Conjecture A′ ‘over Q’, for
which the choice of T is irrelevant. The latter is in fact equivalent to Stark’s Conjecture for each
χ ∈ X(S0, d,G+) (see [Tate, Conjecture I.5.1]) and states
Conjecture 5.3 (Conjecture A′ of [Ru]). There exists an element ηK+/k,S0 of Q⊗
∧d
ZG+ US0(K
+)
such that
(i) Θ(d)
K+/k,S0(0) = RK+/k(ηK+/k,S0) and
(ii) eχηK+/k,S0 = 0 in C ⊗
∧d
ZG+ US0(K
+) for every character χ of G+ not in X(S0, d,G+).
We assume henceforth that ηK+/k,S0 satisfies the two conditions of this conjecture. This
actually makes ηK+/k,S unique and we define η+ to be its image under the natural map0 K/k
142 D. Solomon / Journal of Number Theory 128 (2008) 105–143Q ⊗∧dZG+ US0(K+) → Q ⊗∧dZGK×. Consider the case K/k = Q(μpn+1)/Q, taking τ1 to
be the identity. We have d = 1, S0 = {∞,p} and one can check that Conjecture 5.3 always
holds with ηK+/Q,S0 = − 12 ⊗ (1 − ζn)(1 − ζ−1n ). (Cf. [Tate, §III.5] and [So3, §3.5]. In fact,
ΘK+/Q,S0(s) = ΘK+/Q(s) except in the trivial case pn+1 = 3.) It follows that η+K/Q = 1 ⊗ (1 −
ζn)
−1 ∈ Q⊗∧1ZGK× = Q⊗K×. Moreover the reader may check that (26) is precisely the state-
ment that sK/Q(u) =HK,n((1 − ζn)−1, u) in (Z/pn+1Z)G for all u ∈ U1p(K) =
∧1
ZpG
U1p(K).
Unfortunately, for general K+/k, Rubin’s conjecture does not require that η+K/k should be of the
form 1 ⊗ η˜ for some η˜ ∈∧dZGK×. So we define an ideal I(η+K/k) of finite index in ZG by
I(η+K/k) := {x ∈ ZG: xη+K/k = 1 ⊗ η˜ for some η˜ ∈∧dZGK×}
and formulate the
Conjecture 5.4 (Congruence Conjecture). Suppose that p is odd and splits completely in k and
that other hypotheses and notations are as above. Then for every x ∈ I(η+K/k) there exists η˜x ∈∧d
ZGK
× such that
(i) xη+K/k = 1 ⊗ η˜x and
(ii) κ∗n(x)sK/k(θ) = κn(τ1 . . . τd)HK,n(η˜x, θ) in (Z/pn+1Z)G for all θ ∈
∧d
ZpG
U1p(K).
Remark 5.1. It clearly suffices to check this conjecture for a set of elements x generating
I(η+K/k) over ZG.
Note also that condition (i) only determines η˜x up to Z-torsion in
∧d
ZGK
×
, which does not
lie in the kernel of HK,n(·, θ) for all θ , even in the case K/k = Q(ζ n+1p )/Q. This means firstly
that condition (ii) cannot be expected to hold for all lifts η˜x satisfying condition (i) and secondly
that one could weaken the conjecture by allowing η˜x satisfying the equality in (ii) to depend on θ
as well as x (subject to (i)).
The factor κn(τ1 . . . τd) in (ii) serves to make the conjecture independent of the choice
of τ1, . . . , τd , once the effects of the latter on sK/k(θ) and η+K/k are taken into account. However,
the splitting condition implies that k/Q is linearly disjoint from Q(μpn+1)/Q and hence that the
τi may all be chosen to satisfy κn(τi |K) = 1, making this factor disappear.
Conjecture 5.4 was originally suggested by calculations coming from [So4]. In a forthcoming
paper [So5], we shall present a new version of this conjecture (and of Conjecture 5.2) which
is both more general—for instance, it does not require p to split in k—and also considerably
smoother: it avoids the need for the η˜x ’s by relying on a stronger, ‘integral’ version of Rubin’s
‘Conjecture A′’ and an ‘extension’ of the pairing HK,n. We shall also survey the theoretical
evidence for the new of versions Conjectures 5.2 and 5.4 and, in particular, we shall prove both
conjectures whenever K is an abelian field. (If k = Q then we require a mild technical condition,
but this holds, for instance, whenever p  [k : Q].) Finally, in a forthcoming joint paper with X.-F.
Roblot [R-S2], we shall present numerical verifications of the conjectures in a large number of
cases with k real quadratic, n = 0 or 1 and varying K and p.
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