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Moje práce bude pojednávat o popisu, návrhu a implementaci simulátoru pro FPNN. FPNN je 
způsob implementace neuronových sítích v hardware, konkrétně v hradlových polích FPGA. 
Takovýto simulátor může být velmi užitečný v případě, že nemáme k dispozici FPGA, nebo 
nemáme dostatečné prostředky na implementaci kódu FPNN. Simulátor může být velmi užitečný 
pro svoji jednoduchost použití. 
Podobný simulátor je již implementovaný a je součástí PyFPNN. Ten je napsán ve skriptovacím 
jazyce, a díky tomu není příliš rychlý. Mým cílem bude proto napsat simulátor v některým 
z vyšších programovacích jazyků a tím dosáhnout větší rychlosti výpočtu. 
Jako prvním tématem, se v práci zabývám neuronovými sítěmi. Popisuji zde matematický model 
neuronu, a jeho inspiraci v živých organismech a v biologii. Neuronové sítě jako nástroj pro 
tvoření algoritmů na bázi umělé inteligence a učení neuronových sítí. Dále se zabývám 
problematikou implementace neuronových sítí v hardware. Popisuji zde používané metody pro 
jejich popis v obvodech FPGA a jejich výhody. Další část práce je zaměřená na princip 
implementace simulátorů a jejich fungování. V textu dál píšu požadavky na vlastní aplikaci, 
východiska, předpokládané výsledky a návrh samotné aplikace, tedy simulátoru. V další kapitole 
popisuji již hotovou aplikaci, její funkci a použité datové struktury. Nakonec výslednou aplikaci 




2 Neuronové Sítě 
Neuronová síť [1] je algoritmus inspirován funkcí lidského mozku. Lidský mozek je tvořen 
velkým množstvím, přibližně 100 milionů, vzájemně propojených neuronů. Neurony 
zpracovávají a přenášejí informace z vnějšího světa. Komunikují spolu pomocí elektrických 
signálů. 
 
Biologický neuron, znázorněn na Obrázek 1, je speciálním typem nervové buňky. Je tvořen 
dendrity, které jsou v místě synaptických spojení. Ty fungují jako místo příjmu a uchování 
informace. Synapse mají schopnost učení způsobem, že mění synaptické váhy od jednotlivých 
vstupů. Dále tělo neuronu přijímá a zpracovává informace ze synaptických spojení. Agregují se 
zde signály z jednotlivých vstupů neuronu, čímž se určí potenciál neuronu. Pokud potenciál 
přesáhne určitý práh, tak tělo neuronu aktivuje výstupní signál. Další důležitou částí neuronu je 
axon. Ten přenáší informaci z výstupu neuronu, do dalších neuronů pomocí synaptických spojení. 
1 
Obrázek 1: Neuronová buňka (1 - Dendrit, 2 - Soma, 3 - Buněčné jádro, 4 - Axon, 5 - Axionální 
zakončení)1 
2.1 Matematický model neuronu 
V roce 1943 Warren McCulloch a Walter Pitts navrhli základní matematický model neuronu, 
který se dnes běžně používá. Dokázali, že jednoduché typy neuronových sítí dokáží vypočítat 
libovolnou logickou nebo aritmetickou funkci. Donald Hebb napsal v roce 1949 knihu The 
Organization of Behaviour ve které navrhl algoritmus pro učení neuronových sítí. V roce 1957 
zobecnil Frank Rosenblat model neuronu tak, aby dokázal počítat s reálnými čísly. Také navrhl 
                                                     
1 Převzato z https://commons.wikimedia.org/wiki/File:Neuron_Hand-tuned.svg 
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učící algoritmus, který dokázal najít, bez ohledu na počáteční konfiguraci, váhový vektor 
neuronové sítě. 
Matematický model neuronu [2] se skládá ze tří částí. Obsahuje vstupní část, funkční část a 
výstupní část. Vstupní část je několik vstupů, jenž mají přiřazeny synaptické váhy. Tyto váhy lze 
nastavovat, a tím zesilovat, či zeslabovat jednotlivé vstupy. Funkční část zpracovává informace 
ze vstupů, a generuje signál na výstup neuronu. Poslední, výstupní část přivádí informaci 
z výstupu neuronu na vstupy dalších neuronů. 
 
Obrázek 2: Neuron 
Na Obrázek 2 je grafické znázornění neuronu. Na vstupu neuronu jsou hodnoty 𝑥𝑖, které se 
pomocí bázové funkce převedou na skalární hodnotu. Dále je na ně aplikována aktivační funkce 
𝑓(). Tato funkce je obvykle nelineární. Na obrázku je také vidět, že jeden ze vstupů do neuronu 
není připojen na výstup jiného neuronu, ale je na něj připojena pevná hodnota. Tato hodnota 
slouží jako práh a když jej ostatní vstupy nepřekročí, tak výstup zůstane nezměněný. 
Matematicky lze neuron definovat následovně: 
 𝑦 = 𝑓(𝑔(?⃗?)) (1)  
Bázová funkce určuje, jakým způsobem se agregují jednotlivé vstupní signály. Používá se: 
Lineární bázová funkce (LBF): 
 𝑔(?⃗?) = ∑ 𝑥𝑖𝑤𝑖
𝑛
𝑖=0
 (2)  
Radiální bázová funkce (RBF): 
 𝑔(?⃗?) = ‖?⃗? − ?⃗⃗⃗?‖ = √∑(𝑥𝑖 − 𝑤𝑖)2
𝑛
𝑖=0
 (3)  
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2.1.1 Aktivační funkce 
Neurony jsou hlavní částí neuronové sítě. Provádí váhový součet jednotlivých vstupních signálů, 
a aplikují na něj nějakou funkci, většinou nelineární, nazývanou aktivační funkce. Poté se 
výstupní signál pošle dále, na vstup dalšího neuronu. U neuronových sítí se používá velké 
množství aktivačních funkcí. Zejména funkce signum, sigmoid, nebo hyperbolický tangens. 




Skoková funkce signum je dána vztahem (4). Na Obrázek 3 je zobrazen průběh funkce. Funkce 
signum je nespojitá a má tři parametry. Funkce má obor hodnot < 𝑦1, 𝑦2 > a skok je v bodě 𝑥0. 
 𝑠𝑔𝑛 𝑥 = 𝑓(𝑥) = {
𝑦1 𝑥 < 𝑥0
𝑦2 𝑥 ≥ 𝑥0
 (4)  
 




















Funkce sigmoid patří mezi spojité funkce. U neuronových sítí se jedná o jednu z nejvíce 
používaných funkcí. Její předpis je dán vztahem (5). Parametr 𝜆 udává rychlost růstu funkce. Její 
průběh s parametrem 𝜆 = 0,7 je znázorněn na Obrázek 4. 
  𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1
1 + 𝑒−𝜆𝑥
 (5)  
 
Obrázek 4: funkce sigmoid 
Rampová funkce: 
Rampová funkce je nespojitá rostoucí funkce. Funkce obsahuje čtyři parametry. Její obor hodnot 
je určen intervalem < 𝑦1, 𝑦2 > a funkce je rostoucí na intervalu < 𝑥1, 𝑥2 >. Její předpis je dán 
vztahem (7) a její graf zobrazen na Obrázek 5. 
 𝑟𝑎𝑚𝑝(𝑥) = {




∙ (𝑦2 − 𝑦1) 𝑥1 < 𝑥 <
𝑦2 𝑥 ≥ 𝑥2
𝑥2 (6)  
 
















Funkce hyperbolický tangens je také používána u neuronových sítí. Jedná se o spojitou funkci, a 




− 1 (1)  
 
Obrázek 6: funkce hyperbolický tangens 
2.2 Neuronová síť 
Jednoduchý neuron není schopen vykonávat složitější funkce. Proto se neurony propojují do 
složitějších sítí. Jednotlivé neurony jsou navzájem propojeny a mají různě nastavené váhové 
koeficienty na vstupu. Ty lze průběžně měnit, a tím neuronovou síť učit. Učení neurnové sítě 
znamená mapování kombinací vstupů na určitý výstup. Na základě toho dokáže síť odhadovat 
nové výsledky. Při příliš vysokém počtu neuronů může docházet ke snížené schopnosti 
generalizace a tím k horším výsledkům neuronové sítě. 
Velkou výhodou neuronových sítí je paralelizmus výpočtu. Oblasti, ve kterých se neuronové sítě 
nejvíce využívají, jsou klasifikace, rozpoznávání, a předpovídání. 
2.2.1 Vrstvy 
Struktura neuronové sítě je většinou organizována po vrstvách. V základě existují sítě jednovrstvé 
a vícevrstvé. Jednovrstvé sítě dokáží řešit lineární úlohy. Vícevrstvé sítě dokáží řešit mnohem 
složitější úlohy. Vícevrstvé sítě obsahují jednu nebo více skrytých vrstev. Skryté vrstvy přijímají 
signál ze vstupní a posílají signál do výstupní vrstvy neuronové sítě. 
2.2.2 Učení neuronové sítě 
Učení neuronové sítě má za cíl najít takové hodnoty pro váhy neuronů, aby síť pro vstupní signál 
našla správný výstupní signál. Jsou dva způsoby učení sítě, a to sice učení s učitelem, a učení bez 
učitele. Při učení s učitelem jsou síti podávány vstupy, a síť se snaží srovnáním aktuálního 
výstupu a požadovaného výstupu správně nastavit váhy u jednotlivých neuronů. U učení bez 









-5 -3 -1 1 3 5
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2.2.3 Backpropagation model 
Backpropagation model je jeden z nejvíce používaných způsobů zapojení neuronů mezi sebou. 
Model se skládá z jedné vstupní vrstvy, jedné výstupní vrstvy a jedné nebo více skrytých vnitřních 
vrstev. Neurony mezi jednotlivými vrstvami jsou propojeny způsobem každý s každým. Každý 
neuron tedy řeší pouze část celého problému. 
Učení takovéto sítě probíhá s učitelem, tedy tak, že jsou na vstup neuronové sítě přiváděny 
příklady, a výstup je porovnán s očekávaným výstupem. Pro učení se používá gradientní metoda 
nazývaná zpětné šíření chyby. Cílem metody je minimalizovat chybu mezi očekávaným a 
skutečným výstupem neuronové sítě. Postup metody je, že se zezačátku inicializují váhy neuronů 
na náhodné nízké hodnoty v rozsahu < −1, 1 >. Poté se na neuronovou síť přiloží vstupní data, 
získá se výstup a spočítá chyba mezi získaným a správným výstupem. Podle vypočítané chyby se 
upraví váhy u jednotlivých neuronů. 
Pro neuronovu síť, které se předkládá 𝑚 trénovacích vektorů ?⃗?, a kde její výstup je vektor ?⃗? a 
očekávaný výstup je vektor 𝑡, se chyba 𝐸 vypočítá jako: 







 (2)  
 
Obrázek 7:Příklad neuronové sítě - Backpropagation model 
Při učení je nutné chybu 𝐸 co nejvíce snižovat. K tomu můžeme použít například gradientní 
metodu. 
Výpočet nových vah, které jsou označeny 𝑤𝑘𝑙, kde 𝑘 je zdrojový neuron a 𝑙 je cílový neuron: 
 𝑤𝑘𝑙 ← 𝑤𝑘𝑙 + ∆𝑤𝑘𝑙 (1)  
Výpočet pro výstupní vrstvu, kde 𝑦𝑘 je výstup neuronu z předchozí, skryté vrstvy, 𝑦𝑙 je výstup 
neuronu z výstupní vrstvy a 𝑡𝑙 je očekávaný výstup neuronu: 
 ∆𝑤𝑘𝑙 =  𝜂 ∙ 𝛿𝑙 ∙ 𝑦𝑘 (2)  
 𝛿𝑙 =  𝑦𝑙 ∙ (1 − 𝑦𝑙)(𝑡𝑙 − 𝑦𝑙) (3)  
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3 Field Programmable Neural Arrays 
Programovatelné hradlové pole (FPGA, Field Programmable Gate Array) je určitý druh 
číslicového integrovaného obvodu. Je programovatelný, a je tedy určen pro programování 
různých aplikací. FPGA obsahuje různé programovatelné bloky a lze je mezi sebou propojovat 
pomocí konfigurovatelné propojovací matice. 
FPGA se skládá hlavně z velkého počtu logických hradel. Je možné na něm vytvářet paralelně 
běžící procesy a díky tomu lze dosahovat vysoké rychlosti výpočtu. Jedná se o obvody, které se 
programují u zákazníka a poskytují velkou flexibilitu. 
Pro popis FPGA obvodů se používá jazyk VHDL. Tento jazyk obsahuje mnoho konstrukcí pro 
popis hardware a číslicových obvodů. Jazyk byl standardizován IEEE v roce 1987. 
 
3.1 FPNA 
FPNA, neboli Field Programmable Neural Arrays [4], bylo navrženo pro zjednodušení 
implementace neuronových sítích v FPGA tak, že umožňuje sdílení zdrojů mezi synaptickými 
spoji původní neuronové sítě. Vytvoří se tedy síť se stejným počtem neuronů, ale s nižším počtem 
synapsí. Tato síť aproximuje původní neuronovou síť. 
FPNA je definováno jako orientovaný graf, kde uzly a hrany jsou dva různé druhy výpočetních 
jednotek, kterým se říká neurální zdroje. Uzly grafu, nazývané aktivátory. Ty reprezentují 
původní neurony, a provádí i stejné akce, pomocí bázové funkce, iteračním způsobem, agregují 
jednotlivé potenciály, a počítají aktivační funkci. Orientované hrany grafu jsou nazývány spoje, 
a aproximují původní synaptické spojení v neuronové síti. 
FPNA jako orientovaný graf (N, E) kde: 
 𝑁 je množina aktivátorů 
 𝐸 je množina spojů (orientovaných hran) 
 Každý aktivátor má množinu předchůdců: 𝑃𝑟𝑒𝑑(𝑛) = {𝑝 ∈ 𝑁, (𝑝, 𝑛) ∈ 𝐸} 
 Každý uzel má množinu následníků: 𝑆𝑢𝑐𝑐(𝑛) =  {𝑠 ∈ 𝑁, (𝑛, 𝑠) ∈ 𝐸} 
 Množinu vstupních uzlů: 𝑁𝑖 = {𝑛 ∈ 𝑁, 𝑃𝑟𝑒𝑑(𝑛) =  ∅} 
 Každý spoj (𝑝, 𝑛) ∈ 𝐸 Má definován afinní operátor: 𝛼(𝑝,𝑛) = 𝑊𝑛(𝑝)𝑥 + 𝑇𝑛(𝑝) 
 Každý nevstupní aktivátor 𝑛 ∈ 𝑁 má definován iterační operátor 𝑖𝑛 
 Každý nevstupní aktivátor 𝑛 ∈ 𝑁 má definován funkční operátor 𝑓𝑛 
Iterační operátor slouží pro sběr potenciálů. Funkční operátor je aktivační funkce neuronu. Spoje 
provádějí transformaci svých vstupů pomocí afinních operátorů. Násobí vstupy různými vahami 
a posílají signál dál do aktivátorů. Aktivátory dále neprovádí vážený součet, ale pouze operaci 
určenou iteračním operátorem. Dále na výsledek aplikují aktivační funkci, danou funkčním 
operátorem. 
Rozdílem oproti synapsemi v neuronových sítích a spoji FPNN je ten, že spoje neaproximují 
každou synapsi zvlášť, ale každý spoj aproximuje pouze část jedné synapse. 
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FPNA popisuje celou množinu možných neurálních sítí, nikoli jednu konkrétní. Konkrétnější 
specifikaci poskytuje FPNN (Field Programmable Neural Network). 
 
3.2 FPNN 
FPNN je jedna z instancí FPNA. Definuje konkrétní parametry aktivátorů a spojů. Popisuje 
existenci propojení mezi dvěma neurálními zdroji. Propojení může být mezi spojem a 
aktivátorem, aktivátorem a spojem, nebo mezi spojem a spojem. Propojení dvou spojů je zajímavá 
vlastnost FPNN, která umožňuje vytvářet posloupnosti spojů a tím dochází ke sdílení zdrojů mezi 
původními synapsemi. 
Pro každý nevstupní aktivátor a spoje FPNN definuje: 
 Počáteční hodnota vnitřní proměnné v aktivátoru (ta může sloužit jako práh): 𝜃𝑛 ∈ 𝑅 
 Počet iterací, kolikrát aktivátor použije iterační operátor a poté aplikuje funkční 
operátor: 𝑎𝑛 ∈ 𝑁 
 Konkrétní hodnoty afinního operátoru: 𝑊𝑛(𝑝) ∈ 𝑅, 𝑇𝑛(𝑝) ∈ 𝑅 
 Binární příznak, který určuje, jestli je spoj (𝑝, 𝑛) a aktivátor 𝑛 propojeny:  
∀𝑝;  𝑝 ∈ 𝑃𝑟𝑒𝑑(𝑛): 𝑟𝑛(𝑝) 
 Binární příznak, který určuje, jestli je spoj (𝑛, 𝑠) a aktivátor 𝑛 propojeny:  
∀𝑠; 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛): 𝑆𝑛(𝑠) 
 Binární příznak, který určuje, jestli jsou spoje (𝑝, 𝑛) a (𝑛, 𝑠) propojeny:  
∀𝑝, 𝑠; 𝑝 ∈ 𝑃𝑟𝑒𝑑(𝑛), 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛): 𝑅𝑛(𝑝, 𝑠) 
Pro každý vstupní aktivátor FPNN definuje: 
 Počet vstupů: 𝑐 ∈ 𝑁 
 Binární příznak, který určuje, jestli je vstupní aktivátor 𝑛 a spoj (𝑛, 𝑠) propojeny:  
∀𝑠; 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛): 𝑆𝑛(𝑠) 
Neurální zdroje pracují autonomně. Většinou jsou propojeny se svými předchůdci, od kterých 
získávají data. Ty dále zpracovávají a posílají na výstup dalším neurálním zdrojům. Toto 
předávání se děje způsobem dotaz-odpověď. Neurální zdroj tedy připraví na svůj výstup data, 
která vypočítal, a čeká na odpovědi od všech svých následovníků, že si data převzali. Poté muže 
neurální zdroj pokračovat ve výpočtu a sám přijmout nová data ze vstupu. Činnost lze shrnout 
následovně: 
1. Neurální zdroj čeká, dokud na jeho vstup nepřijde požadavek od předchůdce, že si má 
převzít data. 
2. Neurální zdroj načte ze svého vstupu data od předchůdce. 
3. Zašle předchůdci potvrzení, že přijal data. 
4. Zpracuje data: 
a. Spoj: Na přijatá data aplikuje afinní operátor. 
b. Aktivátor: Na přijatá data aplikuje iterační operátor. Pokud ještě neprovedl 
určitý počet iterací, tak pokračuje bodem 1. Pokud ano, tak pokračuje dalším 
bodem. 
5. Vloží data na svůj výstup, a odešle požadavky všem svým následovníkům. 
6. Počká na potvrzení od všech následovníků. 
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7. Pokračuje bodem 1. 
Je možné vytvářet různé struktury FPNN. Jedním z nich je mřížové FPNN. To je znázorněno na 
Obrázek 8. Jak již název napovídá, taková struktura má podobu mříže. To je takové zapojení, kde 
výstup každého aktivátoru je připojen jedním spojem k aktivátoru v další vrstvě. Dále je taky 
připojen k posloupnosti dvou proti sobě jdoucích řetězců spojů, které zajišťují distribuci dat mezi 
všechny aktivátory v dané vrstvě. Tohle výrazným způsobem šetří zdroje FPGA a také snižuje 
složitost propojení. 
 
Obrázek 8: Mřížové FPNN 
3.3 Mapování neuronových sítí na FPNN 
Pokud nechceme učit samotné FPNN, tak potřebujeme na mapovat již naučenou neuronovou síť 
na mřížové FPNN. To je vhodné, pokud nechceme investovat prostředky do učení. 
Každý neuron z původní neuronové sítě odpovídá jednomu aktivátoru v FPNN. Aktivátory se 
dále mezi sebou propojí spoji tak, aby vznikla křížová struktura FPNN. Každý spoj v FPNN má 





Modelování a simulace [3] má za cíl získávání nových znalostí o nějakém systému. Při simulaci 
se často využívá počítačových systémů. Simulace na nich mají výhodu, že mohou být v mnoha 
případech ekonomičtější a bezpečnější. Také lze simulaci velmi zpomalit, a pozorovat rychlé 
chemické děje velmi pomalu a podrobně, a nebi ji naopak zrychlit. Pro ověření našeho modelu 
lže využít reálných experimentů, a porovnat jejich výsledky s našimi, získanými pomocí modelu. 
Systém je něco, co budeme dále zkoumat a modelovat. Lze jej popsat jako množinu vzájemně 
propojených prvků. Pomocí znalosti vlastností určitého systému jsme dále schopni předpovídat 
chování toho systému. Na základě toho můžeme vytvořit model. 
Model je napodobení jednoho systému nějakým jiným systémem. Model systému musí 
napodobovat všechny vlastnosti, které jsou pro jeho chování a pro naše účely podstatné. V našem 
případě se může jednat například o počítačový program. Existují dva základní druhy modelů. 
Spojitý a diskrétní model. 
Modelování je proces, při kterém, na základě našich znalostí, vytváříme modelový systém. 
Transformujeme tedy naše znalosti do podoby nějakého modelu. Kvalita modelu výrazně 
ovlivňuje správnost výsledků získaných naším modelem. 
Simulace je metoda, při které se z modelu získávají nové znalosti o namodelovaném systému. 
Většinou kvůli získávání potřebných nových znalostí musíme provést simulační experimenty 
několikrát. 
 
4.1 Spojitá simulace 
Spojitá simulace se využívá například u modelů elektrických obvodů, přírodních dějů, 
chemických procesů a mnoho dalšího. 
Formy popisu spojitých systémů jsou pomocí diferenciálních rovnic, algebraických rovnic, nebo 
pomocí blokových schémat. 
Při spojité simulaci musíme mít metody pro řešení diferenciálních rovnic a algebraických rovnic. 
Často se využívá více metod současně. 
 
4.2 Diskrétní simulace 
Diskrétní simulace je typ simulace, ve které se pracuje s diskrétním časem. Čas se tedy v simulaci 
posouvá skokově, a říká se mu modelový čas. 
Paralelní události v reálných systémech můžeme popsat pomocí sekvence kroků. Pokud máme 
více paralelních procesů, musíme zajistit jejich vzájemnou komunikaci. Například pomocí 
zasílání zpráv. Při simulaci využíváme hodně často jen jeden procesor, a proto musíme paralelní 
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procesy modelovat kvaziparalelně. Spouštíme jednotlivé procesy postupně, po jednom, a ostatní 
procesy jsou pozastaveny. 
4.2.1 Události 
Událost je činnost, při které dojde ke změně stavu diskrétní simulace. Událost je z hlediska 
simulace atomická operace. To znamená, že proběhne celá v jednom okamžiku modelového času 
a má tedy nulovou dobu trvání. Příkladem události může být například příchod zákazníka do 
fronty v obchodě. Každý diskrétní model lze popsat pomocí událostí. 
4.2.2 Procesy 
Proces je definován jako posloupnost po sobě jdoucích událostí. V reálných systémech se procesy 
provádí paralelně. Pro implementaci paralelizmu v simulátoru nám stačí kvaziparalelní 
zpracování procesů. V případě, že se mají procesy provádět současně, tak se místo toho 
v simulátoru provádí postupně, jeden po druhém, v jednom okamžiku modelového času. Čas se 
poté diskrétně posune na další hodnotu, kde se budou vykonávat další procesy. 
4.2.3 Řízení diskrétní simulace 
Pro řízení simulace se používá kalendář událostí. Ten slouží jako seznam událostí, co se mají 
provést. Každá položka v kalendáři obsahuje i údaj o čase kdy se má provést. Anglicky se tomuto 
způsobu implementace, s využitím kalendáře událostí říká „next-event“. Každá událost 
v kalendáři má také prioritu. Ta určuje, v jakém pořadí se provedou události, jestliže se mají 
provést všechny v jednom okamžiku modelového času. 
Kalendář událostí je struktura, která musí umožňovat test prázdnosti kalendáře, vkládání nových 
záznamů a výběr záznamu s nejnižším časem. 
Jednotlivé události většinou plánují do kalendáře nějaké další události. V případě, že je kalendář 
prázdný, a tedy neobsahuje žádné události, může simulace skončit. 
 
4.3 Kombinovaná simulace 
Kombinovaná simulace spojuje diskrétní a spojitou simulaci. Jedná se o spojitou simulaci, při 
které dochází k určitým událostem. Je tedy nutné nějakým způsobem zkombinovat numerickou 
integraci s událostmi. 
U plánovaných událostí známe předem čas, kdy má nastat. Je důležité, aby událost začínala 
s určitým stavem spojitého modelu. Toho se docílí pomocí dokročení numerické integrační 
metody na čas události. 
Stavové podmínky určují podmínky, při jejichž změně se má provádět nějaká událost. 
Potřebujeme tedy při spojité simulaci vyhodnocovat stavové podmínky a detekovat jejich změnu. 
Protože neznáme přesný čas, kdy má událost nastat, ale pouze víme, že se změnila stavová 
podmínka, musíme provádět dokročení numerického výpočtu na předem neznámý čas. 
Při detekci stavových podmínek může docházet k několika problémům. V jednom kroku 
numerické integrace se může stavová podmínka změnit dva krát, a mi tedy nezaregistrujeme 
změnu. Druhý problém může být, když kvůli numerické chybě se nedostaneme za hranici, kdy se 




Vytvářet FPNN sítě v programovatelných hradlových polích není jednoduché. V takovém případě 
se kód píše například ve VHDL. Musel by se zde psát samostatný kus kódu pro každý neurální 
zdroj v FPNN. Dále jim všem nastavit mnoho parametrů a nakonec všechny vzájemně mezi sebou 
patřičně propojit. Tohle je velmi složitá činnost, a mohl by se zde autor velmi jednoduše dopustit 
chyb. Proto byla vytvořena sada nástrojů PyFPNN, která má usnadňovat tuto práci. 
PyFPNN [4] je několik programů, sloužících ke konstrukci, simulaci a verifikaci neuronových 
sítí a FPNN. Jedná se o několik konzolových aplikací. Ty využívají ke komunikaci s uživatelem 
parametry příkazového řádku a vstup ze standardního vstupu a textový výstup na standardní 
výstup. Projekt je napsán ve skriptovacím jazyce Python 3. 
 
5.1 FPNN Generátor 
FPNN generátor je první z aplikací. Ta dokáže převést normální neuronovou síť na neuronovou 
sít v FPNN. Jako vstup slouží parametr příkazové řádky s popisem již naučeného vrstveného 
modelu neuronové sítě backpropagation. Výstup aplikace je textový popis ekvivalentní 
neuronové sítě pomocí mřížové struktury FPNN. Tu lze dále použít například k simulaci sítě. 
Aplikace neumí jen mřížovou strukturu FPNN ale také přímé převedení každého prvku původní 
neuronové sítě na zapojení jednotlivých neurálních zdrojů FPNN. 
 
5.2 Simulator 
Simulátor dokáže simulovat chování zapojené FPNN neuronové sítě. Jako parametr příkazové 
řádky se programu předá zápis struktury konkrétní neuronové sítě. Tento zápis je ve stejném 
formátu, jaký dokáže generovat program FPNNGenerator a obsahuje všechny důležité informace 
pro běh a nastavení simulace. Simulátor potom implementuje síť pomocí objektů. Každý neurální 
zdroj odpovídá jednomu samostatnému objektu, a ten běží v programu každý ve vlastním vlákně. 
Jednotlivé objekty tedy počítají paralelně. 
Na standardní vstup jsou simulátoru předkládána vstupní data pro neuronovou síť. Simulátor dále 
odsimuluje chování oné FPNN a na standardní výstup vypíše výsledek. Simulátor pracuje 
s pevnou, nebo s pohyblivou desetinnou čárkou. 
Aplikace také dokáže verifikovat správnost struktury předloženého FPNN. Dále dokáže porovnat 
svůj výstup s očekávaným výstupem, který je zapsán společně se vstupem na standardní vstup, a 




5.3 VHDL Generator 
Aplikace VHDL generátor dokáže generovat kód ve VHDL pro FPNN. Jako vstup se aplikaci 
předá zápis FPNN. Používá se zde stejný formát, jako vygeneruje program FPNNGenerator. Dále 
program vygeneruje odpovídající kód ve VHDL, pro konkrétní zadané FPNN. Každý neurální 
zdroj je představován jednou komponentou ve VHDL. Vygenerovaný kód obsahuje všechny 




6 Návrh řešení 
Projekt PyFPNN obsahuje simulátor FPNN napsaný v jazyce Python 3. Python patří do 
skriptovacích programovacích jazyků. Ty mají výhodu v jednodušší implementaci a údržbě kódu, 
a také v možnosti spustit program na jakémkoli stroji, kde je nainstalovaný potřebný interpret 
daného jazyka. Jejich nevýhoda je především v nižší rychlosti interpretace, než je u vyšších 
programovacích jazyků. Především kvůli rychlosti simulátoru by mohlo být tedy vhodné 
simulátor přepsat do některého vyššího, kompilovaného programovacího jazyka. Mým cílem tedy 
je navrhnout a implementovat simulátor FPNN. Pro implementaci použiji jazyk C++, který je pro 
tento projekt vhodný. 
Simulátor bude schopen simulovat běh FPNN. Bude načítat popis FPNN z textového souboru. 
Podle popisu sestaví patřičnou neuronovou síť. Na vstupu simulátoru se také předá vektor hodnot 
pro vstupní vrstvu neuronové sítě. Poté simulátor vstup zpracuje a vypíše na výstup hodnoty 
vypočtené výstupní vrstvou neuronové sítě. Výstup lze vypisovat do souboru, nebo na standardní 
výstup. Pro každý jeden vektor vstupních hodnot simulátor vrátí jeden vektor vypočítaných 
výstupních hodnot. Simulátor půjde spustit v režimu výpočtu, kde pro každý vstup vypočítá 
výstup. Dále je simulátor možné spustit v režimu, ve kterém bude sám kontrolovat správnost 
svého výpočtu. V takovém případě mu budou na vstup předkládána data, a na dalším řádku 
očekávaný výstup. Simulátor potom bude moci porovnat svůj výstup, s tím očekávaným, a 
případně spočítat chybu, které se dopustil. 
Program se bude muset skládat ze dvou hlavních částí. První část bude zpracovávat vstupní soubor 
s popisem neuronové sítě a poskládá z ní zapojení. Druhá část bude načítat data ze vstupu a 
provádět výpočet. Především druhá část by měla být dostatečně rychlá. 
Při samotné simulaci neuronové sítě bude program pracovat paralelně ve více vláknech, takže 
musíme zajistit konzistenci dat, ke kterým bude program přistupovat. Dvě vlákna nesmí zároveň 
přistupovat ke stejným datům. Dále musíme navrhnout vhodný způsob komunikace mezi 
jednotlivými vlákny. Program běžící ve více vláknech má především výhodu ve vyšší rychlosti. 
Každé vlákno může běžet na samostatném jádru v procesoru, a tak může být celková doba 
výpočtu výrazně nižší. Nevýhoda je potom v těžším návrhu aplikace. Ve více vláknové aplikaci 
je výrazně těžší sledovat tok programu, a proto je zde mnohem více míst kde může programátor 
udělat chybu. Mezi nejčastější chyby patří deadlock, kdy na sebe vzájemně čeká více vláken. Je 
to situace kdy jedno vlákno čeká, až druhé dokončí nějakou činnost a druhé vlákno čeká současně 
na to první. Takovéto chyby je většinou velmi těžké odhalit, neboť se objevují jen občas, někdy i 
v hodně málo případech. 
 
6.1 Zpracování vstupního souboru 
První část programu načte vstupní soubor s popisem zapojení FPNN. Vstupní soubor musí 
obsahovat popis platného zapojení, parametry neurálních zdrojů a jejich vzájemné propojení mezi 
sebou. Dále obsahuje typ FPNN. Jsou celkem tři typy FPNN, které se mezi sebou liší funkcí 
jednotlivých spojů: 𝐿𝑖𝑔ℎ𝑡, 𝑁𝑜𝑟𝑚𝑎𝑙 a 𝐹𝑢𝑙𝑙. Potom soubor obsahuje seznam vstupů a globální 
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parametry všech aktivátorů a spojů. Dál je v souboru seznam všech aktivátorů a jejich parametrů 
a seznam spojů a jejich parametrů. Parametry aktivátoru jsou iterační operátor, aktivační funkce, 
počáteční hodnota akumulátoru a hodnota, kolikrát se má aplikovat iterační operátor. Parametry 
spoje jsou hodnoty afinních operátorů. U každého aktivátoru a spoje je seznam nejbližších 
následovníků a předchůdců, ke kterým je neurální zdroj přímo připojen. 
V případě, kdy u nějakého aktivátoru nebo spoje nebudou zadané všechny parametry, se využijí 
globální hodnoty pro onen neurální zdroj. 
Vstupní soubor budeme číst po řádcích, a každý řádek zvlášť zpracovávat. Na začátku řádku je 
vždy příkaz následovaný dvojtečkou. Za dvojtečkou jsou jednotlivé parametry příkazu odděleny 
středníkem. Načtu tedy řádek, podle textu před dvojtečkou určím příkaz, který na řádku je, a dále 
budu postupně zpracovávat jednotlivé parametry oddělené středníkem. Při rozpoznání každého 
příkazu a jeho parametru vykonám patřičný příkaz. Postupně takto poskládám celé zapojení 
FPNN. 
 
6.2 Neurální zdroje 
Jsou dva druhy neurálních zdrojů, ze kterých se FPNN skládá. Jedná se o aktivátory a spoje. 
V simulátoru budou reprezentovány pomocí třídy objektů. U každého objektu budou uložena 
potřebná data. Každý objekt má své jméno, podle kterého jej lze identifikovat. Také musí znát 
všechny svoje přímé následovníky, kteří jsou k němu připojeni. Těm bude odesílat zpracovaná 
data. Proto bude existovat nadtřída, pro všechny neurální zdroje, která bude obsahovat společné 
parametry a metody. 
6.2.1 Neurální zdroj 
Neurální zdroj je hlavní třída. Bude obsahovat informace společné pro oba neurální zdroje, jak 
pro spoje, tak pro aktivátory. To je název neurálního zdroje. Ten je potřeba pro jednoznačnou 
identifikaci. Dále seznam všech jeho následovníků, kterým bude po výpočtu posílat svoje data. U 
každého neurálního zdroje musí být nějaká metoda, kterou se do něj předají vstupní hodnoty, a 
aktivuje se výpočet. 
Neurální zdroje obsahují data, která se při každé aktivaci mohou změnit. Z důvodu že se bude 
jednat o více vláknovou aplikaci, tak nesmí nastat, že by jeden neurální zdroj aktivovalo více 
vláken současně. Proto musí být u každého neurálního zdroje mechanizmus, kterým zajistíme 
výlučný přístup. 
6.2.2 Aktivátor 
Třída objektů, reprezentující aktivátory bude odvozena od třídy neurální zdroj. Každý aktivátor 
má jako parametry počáteční hodnotu akumulátoru (𝑡ℎ𝑒𝑡𝑎), iterační operátor (𝑖), hodnota kolikrát 
se má iterační operátor aplikovat, než se na výsledek zavolá aktivační funkce (𝑎) a aktivační 
funkci (𝑓). Výsledek aktivační funkce se předá jako vstup všem jeho následovníkům. 
Simulátor pracuje s čísly s pohyblivou řadovou čárkou. Proto i počáteční hodnota akumulátoru u 
každého aktivátoru je desetinné číslo. 
Iteračním operátorem se agregují vstupy do neuronu. V programu bude reprezentovaný funkcí, 
co přijímá dva parametry, prvním je hodnota akumulátoru a druhým je vstup aktivátoru. Výstup 
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bude použit jako nová hodnota akumulátoru. Mezi iterační operátory, které se budou v simulátoru 
vyskytovat, patří plus, mínus, krát, děleno, modulo a medián. Proto jako iterační operátor u 
každého aktivátoru bude odkaz, ukazatel, na iterační funkci. 
Počet opakování iteračního operátoru je tedy zjevně celé kladné číslo. Při každém použití 
iteračního operátoru se jeho hodnota sníží o jedničku, a když dosáhne nuly, tak se na hodnotu 
akumulátoru aplikuje aktivační funkce. 
Aktivační funkce bude aplikována vždy až po určitém počtu použití iteračního operátoru. Jedná 
se o matematickou funkci, která přijímá jedenu vstupní hodnotu a vrací vypočítaný výsledek. Tato 
funkce může mít sama o sobě nějaké pevné parametry, zadávané na začátku programu ve 
vstupním souboru. Tyto parametry si musí pamatovat, proto je vhodné pro její realizaci použít 
třídu a každou aktivační funkci realizovat jako instanci té třídy. 
Každá aktivační funkce bude realizována samostatnou třídou a všechny budou mít jednu 
společnou nadtřídu. Použité aktivační funkce budou sigmoid, hyperbolický tangens, rampová 
funkce, skoková funkce a funkce kopírování vstupu na výstup. V případě rampové funkce jsou 
jejími parametry interval oboru hodnot a interval na ose x, kdy je funkce rostoucí. Skoková funkce 
má parametry obor hodnot, a hodnotu x, ve které funkce skáče. 
Aktivátor bude mít dvě metody. Jednu pro přijetí vstupu, který dále zpracovává. Druhou pro 
aplikování funkčního operátoru. 
6.2.3 Spoj: 
Objekt typu spoj bude obsahovat afinní operátor. 
Vstupní soubor s popisem také bude obsahovat typ FPNN. Jednotlivé typy se mezi sebou liší 
v použití afinních operátorů u spojů. Existují celkem tři typy: 
 Light: V tomto případě má každý spoj pouze jeden afinní operátor. Na každý vstup tedy 
aplikuje jeden stejný operátor a pošle výslednou hodnotu všem svým přímým připojeným 
následovníkům. 
 Normal: Zde má každý spoj několik afinních operátorů, a to sice pro každého svého 
bezprostředního předchůdce jeden. Znamená to tedy, že na přijatá data aplikuje takový afinní 
operátor, který je přiřazen konkrétnímu předchůdci. 
 Full: Spoj má afinní operátor pro každý aktivátor, od kterého k němu vede cesta. Jedná se 
pouze o aktivátory připojené buď přímo, nebo přes jeden a více spojů. 
V režimu 𝐿𝑖𝑔ℎ𝑡 tedy stačí mít u každého spoje uloženou pouze jednu hodnotu, se kterou program 
vždy vynásobí vstupní data. U režimu 𝑁𝑜𝑟𝑚𝑎𝑙 musí být u spoje uloženo několik afinních 
operátorů. Ty se vyberou na základě toho, od kterého zdroje se do spoje pošlou data. Je tedy 
zřejmé, že posílané data musí vždy obsahovat informaci, od koho pochází. V režimu 𝐹𝑢𝑙𝑙 je opět 
několik afinních operátorů. Zde nebude stačit pouze informace, od koho data pochází, ale musí 
být poslána společně s daty i informace o posledním aktivátoru, kterým data prošla. Pokud 
hodnota afinního operátoru pro konkrétní vstup nebude zadaná, použije se hodnota běžného 
afinního operátoru použitého v režimu 𝐿𝑖𝑔ℎ𝑡. 
Na Obrázek 9 je zobrazen diagram tříd, na kterém jsou vidět hlavní použité třídy a jejich metody 
a proměnné. Metodu 𝑝𝑟𝑖𝑗𝑚𝑜𝑢𝑡_𝑑𝑎𝑡𝑎 mají oba dva neurální zdroje (jak aktivátory, tak spoje) 




Obrázek 9: Diagram tříd 
 
6.3 Simulátor 
Program před spuštěním samotné simulace musí ze vstupního souboru s popisem FPNN poskládat 
zapojení z objektů, reprezentující neurální zdroje. Při zpracovávání vstupního souboru se 
v programu postupně vytváří nové objekty, a jejich zapojení. Při vytvoření celého zapojení se 
může začít se simulací. Simulátoru bude předložen soubor se vstupními daty. Na každém řádku 
budou za sebou hodnoty pro jednotlivé vstupy. Po načtení vstupů se nad nimi provede výpočet, a 
vypíše se výstup. Simulace se bude provádět ve více vláknech. 
6.3.1 Kalendář událostí 
Kalendář událostí je struktura, ve které jsou uloženy akce, které se mají vykonat a čas kdy má 
dojít k jejich aktivaci. V našem případě budou akce znamenat předání konkrétní hodnoty na vstup 
nějakého neurálního zdroje. Tyto akce se budou moci provádět v libovolném pořadí, a tak tedy 
nepotřebujeme ukládat čas, kdy má k události dojít. Znamená to tedy, že v simulátoru bude 
struktura, seznam, který bude obsahovat všechny úlohy, co se mají provést. 
Při načtení vstupů pro FPNN neuronovou síť se pro každý vstup vloží do seznamu událostí 
záznam obsahující odkaz na neurální zdroj, kterému se má vstup předat, jméno předchůdce a 
hodnota toho vstupu. Jak budou neurální zdroje vstupy zpracovávat, tak pro každého svého 
následovníka vytvoří nový záznam do seznamu událostí. 
6.3.2 Řízení simulace 
Program bude pracovat paralelně, ve více vláknech. Pro každé vlákno bude existovat funkce, ve 
které program poběží ve smyčce, a bude postupně obsluhovat jednotlivé požadavky ze seznamu 
událostí. Pokud seznam událostí bude prázdný, vlákno se uspí. 
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Při používání více vláken je nutné dávat pozor, aby k jedné proměnné nepřistupovalo více vláken 
současně. Taky při volání metod jednotlivých objektů by nemělo dojít u jednoho objektu 
k zavolání metody z více vláken. U čtení záznamů ze seznamu událostí a při jejich vytváření a 
mazání také nesmí k tomuto seznamu přistupovat více vláken současně. 
Zavolá se metoda pro zpracování vstupních dat neurálním zdrojem. Ta nám vrátí svůj výstup a 
seznam jeho následovníků, kterým se má výstup předat. Musí se zde vyřešit i situace, kdy 
aktivátor pouze aplikuje iterační operátor, ale nepoužije funkční operátor, a tak nevrátí žádný 
výsledek. To se zajistí speciální, na to určenou proměnnou. Program z těchto dat, co mu vrátí 
neurální zdroj, vytvoří záznamy do seznamu událostí. 
Pokud aktivátor nemá žádného následovníka, znamená to, že se jedná o výstupní aktivátor. Pokud 
tento aktivátor vrátí nějakou hodnotu, tak je považována za výstup neuronové sítě. Až se vypočítá 
výstup všech výstupních aktivátorů, tak je simulace pro konkrétní vstupy hotová a jednotlivá 
vlákna tedy nemají co počítat. V takovém případě se ke slovu dostane hlavní část programu. 
Hlavní část programu spouští jednotlivá vlákna a vytváří ze vstupů záznamy do seznamu událostí. 
Poté předá řízení jednotlivým vláknům, které provedou výpočet. Když je výpočet u konce, předá 
se řízení opět hlavní části programu. Program může být spuštěn ve dvou režimech. V režimu 
výpočtu, kdy jsou na každém řádku vstupní data, a v režimu testu, kdy jsou na jednom řádku 
vstupní data, a na řádku dalším hodnoty správného výstupu. Program pak může vypočítat chybu, 
které se při simulaci dopustil. V prvním případě tedy program vypíše na výstup všechny hodnoty 
výstupních neuronů. V případě druhém program načte další řádek se správnými výstupy, hodnoty 
porovná, a vrátí informace o tom, jak byla simulace úspěšná. Poté pokračuje načtením dalších 







7 Popis řešení 
Program je implementovaný v programovacím jazyce C++. Dále zde napíšu popis funkce 
programu, a použitých tříd a funkcí. V programu je pro výpočet aktivačních funkcí použita 
knihovna math.h. Pro práci s více vlákny jsem použil standardní knihovnu pthread.h a 
synchronizaci zajišťuji pomocí mutexů a semaforů. 
7.1 Popis použitých datových struktur 
Simulátor na začátku načte vstupní soubor a zpracuje ho. Každý řádek ve vstupním souboru 
zpracovává zvlášť. Ve vstupním souboru je popis neurálních zdrojů. Neurální zdroje jsou 
v simulátoru reprezentovány třídami objektů. Třída neurální zdroj má dvě podtřídy aktivátor a 
spoj. 
7.1.1 Třída neurální zdroj 
Nadtřída tedy obsahuje všechny proměnné a metody společné pro oba neurální zdroje. 
 Tím je jméno neurálního zdroje, reprezentované datovým typem string. Jméno 
neurálního zdroje se využije především v případě, když nějaký neurální zdroj potřebuje 
informace o tom, od koho mu přišla data. Případně svoje jméno pošle s daty dál, svým 
následovníkům. 
 Dále má každý neurální zdroj u sebe uložený seznam všech svých následovníků. Pro ten 
jsem použil datovou strukturu vector. Ve vstupním souboru s popisem FPNN je u každé 
definice aktivátoru, nebo spoje seznam všech přímo připojených následovníku a předků, 
včetně těch které ještě nebyli definovány. Proto bude seznam následovníku na začátku 
jen seznam jejich jmen. 
 Seznam ukazatelů na následovníky. Ten bude inicializován až v době, kdy budou známy 
všechny neurální zdroje v simulátoru (pro všechny bude vytvořen patřičný objekt). 
 Mutex, který se zamkne v případě, že daný neurální zdroj hodláme využívat. Zabrání se 
tak tomu, aby jeden neurální zdroj využívalo současně více vláken. 
 Metodu pro předání vstupních dat, do neurálního zdroje. Vstupem bude hodnota vstupu 
a název neurálního zdroje, od kterého data pochází. Výstup budou výstupní data, což je 
hodnota a jméno neurálního zdroje, a seznam všech jeho následovníků, kterým má data 
předat. Tato metoda bude implementována zvlášť jak pro aktivátory, tak pro spoje. 
7.1.2 Třída Aktivátor 
Třída aktivátor je podtřídou neurálního zdroje. Informace, které musí každý aktivátor obsahovat: 
 Iterační operátor. Ten je v programu reprezentován funkcí, a tak stačí ukazatel na tu 
funkci. 
 Aktivační funkce, ta může mít u sebe uložené nějaké parametry, a z toho důvodu je 
aktivační funkce reprezentována objekty. Proto u každého aktivátoru je ukazatel na 
konkrétní objekt, s potřebnými parametry a metodou pro aktivační funkci. 
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 Hodnota kolikrát se v aktivátoru opakuje iterační operátor. Tato hodnota je celé číslo. 
 Počáteční hodnota akumulátoru. 
 Protože Aktivátor si bude pamatovat různé hodnoty v průběhu výpočtu, tak musí mít další 
dvě proměnné pro aktuální hodnotu akumulátoru, a pro již vykonaný počet iterací 
iteračním operátorem. 
 Metoda pro předání vstupních dat do aktivátoru musí prvně použít na vstup iterační 
operátor, a pokud se již jeho aplikace několikrát opakovala, tak na výsledek aplikuje 
aplikační funkci a vrátí výsledek. Metoda taky k výstupním datům připojuje svůj název, 
nebo název předchůdce, v závislosti na tom, o jaký typ FPNN se jedná. 
7.1.3 Třída spoj 
Jako další neurální zdroj je tu spoj. Pro ten je také definována třída s nadtřídou neurální zdroj. 
 Ta obsahuje afinní operátory. Protože afinní operátor jsou dvě hodnoty, 𝑊 a 𝑇, tak se 
bude jednat o dvě proměnné. Taky v závislosti na typu FPNN, může být pro každého 
předchůdce definován jiný afinní operátor. Proto jsem pro jeho definici použil datovou 
strukturu map. Ta umožňuje mapovat hodnoty ke klíčům. Klíč je v tomto případě název 
neurálního zdroje, ke kterému afinní operátor patří, a hodnota je desetinné číslo, kterého 
může afinní operátor nabývat (datový typ double). 
 Metoda pro předání vstupních dat musí aplikovat afinní operátor na vstupní data. Proto 
vyhledá afinní operátor pro název svého předchůdce, a pokud takový afinní operátor 
neexistuje, tak použije univerzální operátor pro všechny vstupy. Získaný výsledek se dále 
pošle všem jeho následovníkům. 
7.1.4 Další struktury 
Iterační operátory jsou reprezentovány funkcemi. Každá přijímá dva parametry, nad mini provede 
patřičnou operaci, a vrátí výsledek. Pro každý iterační operátor existuje jedna funkce. Funkce 
pracují s datovým typem double. 
Aktivační funkce jsou v programu reprezentovány třídami. Existuje nadtřída pro všechny 
aktivační funkce. Ta má virtuální metodu, kterou implementují až třídy pro konkrétní aktivační 
funkce. Přijímá jeden vstupní parametr, a vrací výsledek funkce s tímto vstupem. Protože 
v programu můžou mít různé aktivační funkce různé parametry (například hodnota lambda u 
funkce sigmoid), tak se pro každou aktivační funkci, co budu v programu využívat, vytvoří objekt, 
s nastavením hodnot parametrů. 
Pro seznam úkolů, které mají neurální zdroje spočítat, používám seznam událostí. Pro ten je 
použita datová struktura vektor. Každý záznam v seznamu událostí obsahuje desetinné číslo 
s hodnotou vstupu, který se má volanému neurálnímu zdroji předat a ukazatel na ten objekt 
reprezentující neurální zdroj. Dále obsahuje jméno předchozího objektu, které je použito 




7.2 Popis funkce programu 
Program je napsaný jako konzolová aplikace. Při spuštění se parametry zadávají názvy vstupních 
a výstupních souborů, a lze zvolit i libovolný počet vláken, které program vytvoří pro výpočet. 
7.2.1 Zpracování vstupního souboru 
Po spuštění program zpracuje parametry. Parametry se zadá název vstupního souboru s popisem 
FPNN, dále název souboru se vstupními daty, název souboru pro výstupní data, mód ve kterém 
bude simulátor pracovat a počet vláken, které budou v programu počítat. Pokud nebude zadaný 
výstupní soubor, tak data budou vypisována na standardní výstup. Jsou dva módy, ve kterých 
může simulátor pracovat. První je počítání, kdy pro každý vstup vypočítá výstup, a druhý je 
kontrola, kdy pro každý vstup vypočítá výstup, a zkontroluje svůj výstup s referenční hodnotou 
výstupu. 
Vstupní soubor s popisem FPNN program zpracovává po řádcích. Pro každý řádek, který přečte, 
vykoná patřičné operace: 
 Pro typ FPNN (light, normal, nebo full) uloží do globální proměnné hodnotu 
reprezentující onen typ. 
 U seznamu vstupů, pro každý vstup uloží záznam do vektoru vstupů v podobě textového 
řetězce. Na pořadí vstupů záleží. Protože tento seznam je ve vstupním souboru 
definovaný dříve než jsou definované jednotlivé neurální zdroje, tak musíme později 
v programu přiřadit každý vstup ke správnému aktivátoru. 
 Globální nastavení všech aktivátorů se uloží do dočasných proměnných. 
 Jedná se o iterační operátor, ten je reprezentován ukazatelem na funkci. 
 Aktivační funkce, aktivační funkce jsou v programu reprezentovány objekty, 
tudíž program vytvoří objekt pro patřičnou funkci a uloží si na ni ukazatel. 
 Hodnota kolikrát má aktivátor opakovat iterační operátor. Tato hodnota je celé 
číslo, proto jsem použil datový typ integer. 
 Hodnota theta, což je počáteční hodnota akumulátoru. 
 Globální nastavení všech spojů. To se také uloží do dočasných proměnných. 
 U spojů lze nastavit hodnoty afinních operátorů (W, T), případně hodnoty 
afinních operátorů, které se týkají pouze určitých předchůdců. 
 Definice jednotlivých spojů. Při definici každého spoje se vytvoří objekt reprezentující 
spoj, a přiřadí se mu jeho jméno. Jako výchozí hodnoty všech jeho parametrů se použijí 
dočasné proměnné s globálním nastavením pro spoje. Vytvořený objekt je uložen do 
vektoru všech objektů. U každého spoje je dále definováno: 
 Seznam všech jeho následovníků, jak spojů, tak aktivátorů. Pro každého 
následovníka se uloží jeho název v podobě textového řetězce do vektoru 
následovníků. 
 Parametry spoje. Pokud je definován nějaký parametr spoje, přepíše se tím 
původní hodnota tohoto parametru u spoje. Původní hodnota byla zkopírována 
z globálního nastavení. 
 Definice jednotlivých aktivátorů. Zde je to podobné jako u spoje. Pro každý aktivátor je 
vytvořen objekt, je mu nastaveno jméno a zkopírovány globální parametry. 
 Seznam všech následovníků je uložen stejně jako u spoje. 
 Parametry spoje jsou pozměněny stejně jako u spoje. 
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 Děle se provede kontrola, jestli aktivátor není ve vektoru vstupů, vytvořeném 
dříve. Pokud aktivátor ve vektoru vstupů je, tak se ke jménu vstupu uloží i 
ukazatel na objekt aktivátoru. To může být výhodné v pozdějším předáváním 
vstupních hodnot aktivátorům. 
 
Nyní jsou vytvořené objekty pro všechny neurální zdroje, použité v programu. Každý neurální 
zdroj si zatím pamatuje jména všech svých následovníků. Kdyby chtěl neurální zdroj zavolat 
svého následovníka, musel by jej najít pomocí jeho jména, v seznamu všech neurálních zdrojů. 
Tohle by bylo zdlouhavé. Proto je výhodné na začátku programu vyhledat pro každý neurální 
zdroj ukazatele na všechny jeho následovníky, a uložit je k němu. 
7.2.2 Čtení vstupních dat 
Simulátor dále načítá vstupní data. V souboru s popisem FPNN byl seznam názvů všech vstupů 
a tudíž simulátor ví, kolik vstupů má načíst. Pro každou vstupní hodnotu vytvoří záznam do 
seznamu událostí. Záznam bude obsahovat název vstupu, ze kterého data pochází, samotná 
hodnota vstupu a ukazatel na aktivátor, do kterého vstup vede. 
Seznam událostí bude ovládán pomocí mutexů a semaforů. Mutex zajistí, aby více vláken 
současně nemohlo přistupovat k datům v seznamu událostí. Semafor pak povolí zpracování 
položky v seznamu událostí, pokud v něm nějaká položka bude. Při každém vložení položky do 
seznamu událostí se inkrementuje hodnota semaforu. Při každém obsloužení jedné události se 
naopak hodnota semaforu sníží. Pokud je semafor roven hodnotě nula, znamená to, že seznam 
událostí je prázdný, a program tedy musí čekat, dokud do něj někdo nevloží nová data. Při 
samotné práci se seznamem, přidávání položek čtení a odebírání položek, se zamkne mutex. 
7.2.3 Simulace 
Program dále vytvoří několik vláken, v závislosti na nastavení simulátoru. Pro vlákna je zde 
připravena funkce, kterou budou vykonávat. Každé vlákno poběží zcela samostatně. Vlákno 
poběží ve smyčce, kde bude postupně obsluhovat záznamy v seznamu událostí. Obsluha události 
se spustí pouze, pokud v seznamu nějaké události jsou. Vlákno vyjme událost ze seznamu a smaže 
ji z něj. To, aby nedošlo k modifikaci seznamu událostí z více vláken současně, zajistí mutex. 
Poté vlákno událost obslouží, zde se opět zamyká mutex konkrétního neurálního zdroje, aby jej 
nevyužívalo více vláken zároveň. Dále neurální zdroj vrátí data, a seznam svých následovníků. 
Zde může dojít k situaci, kdy aktivátor na vstupní data použil pouze iterační operátor, ale nikoli 
funkční, a tak nevolá své následníky. V takovém případě seznam následovníků co aktivátor vrátí 
je ukazatel na NULL. Další situace je, že aktivátor nemá žádné následovníky. To znamená, že se 
jedná o výstupní aktivátor a vrácená hodnota je výstup z FPNN. V ostatních případech vlákno 
vloží pro každého následovníka jeden záznam do seznamu událostí, a zvýší o patřičnou hodnotu 
semafor. 
Výstup simulátoru jsou hodnoty, spočítané aktivátory, co nemají žádné následovníky. 
V programu je předem známý počet výstupů, které má FPNN síť vypočítat, takže při každém 
vypočítaném výstupu zkontroluje, jestli už dohromady vypočetl všechny, co měl. Pokud ano, 
simulace se ukončí. Protože simulátor může počítat výstupy v libovolném pořadí, a výpis hodnot 
z výstupu má být v určitém pořadí, tak program musí prvně všechny výstupy uložit, a poté 
správně seřadit a vypsat. V případě, že simulátor běží v módu pro testování, tak se na výstup 
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vypíšou vstupní hodnoty, očekávané výstupní hodnoty, vypočítané výstupní hodnoty a hodnota o 
kolik se simulátor spletl. V tomto bodě může simulátor opět pokračovat čtením vstupních hodnot 
a puštěním simulace, nebo ukončením simulace. 
 
7.3 Problémy při implementaci 
Při samotné implementaci aplikace, a následném testování jsem se potýkal s několika problémy. 
Největším problém nastal při testování rychlosti, více vláknové aplikace. 
Můj předpoklad byl, že více jádrový procesor dokáže spustit více vláken současně, a tím by se 
měla doba výpočtu celkově snížit. Procesory mají hierarchii pamětí. Načítání dat z RAM paměti 
je nejpomalejší. Dále je u procesoru několik úrovní cache pamětí. Často je pro každé jádro 
procesoru zvlášť jedna, nejrychlejší, cache paměť (L1). Další úrovně pamětí už je společných pro 
více jader. 
Protože čtení z nejbližší cache paměti je nejrychlejší, tak se kompilátor snaží výsledný kód 
optimalizovat takovým způsobem, aby se u často využívaných proměnných využívala cache 
paměť. V našem programu je hodně často využíván seznam událostí, ve kterém jsou záznamy 
všeho, co se má vypočítat. V programu je jeden společný seznam událostí pro všechna jádra. 
Každé jádro do něj zapisuje, a čte z něj. Zde nastává problém, při použití více vláken. V případě, 
kdy dvě a více vláken pracují souběžně, každé na jiném jádru procesoru, tak program načte 
seznam událostí do cache paměti do každého jádra zvlášť. Nyní, když jedno vlákno upraví seznam 
událostí (v cache paměti jádra, na kterém je spuštěno) a dále provádí výpočty, tak jakmile druhé 
vlákno chce načíst ze své cache paměti záznam z kalendáře událostí, tak zjistí, že data v jeho 
cache paměti nejsou aktuální. V takovém případě musí požádat první vlákno, aby svoji cache 
paměť uložilo někam, kam můžou přistupovat oba. 
V případě, že je tedy spuštěn program s více vlákny, tak se program zpomalí v závislosti na tom, 
na kolika jádrech procesoru vlákna jednou. V případě že všechny vlákna běží na stejném jádře 
jednoho procesoru, tak mají všechny vlákna přístup do jedné a té samé cache paměti, a problém 
se tak neprojeví. Na druhou stranu nemá smysl spouštět více vláken na jedno jádrovém procesoru. 
7.3.1 Možné řešení 
Jeden z možných způsobů řešení by byl rozdělení seznamu událostí na několik částí, zvlášť pro 
každé vlákno. Protože by každé vlákno mělo jen ty záznamy, které se mu vloží ze vstupu, a které 
si sám vypočítá, tak by bylo dobré udělat jedno vlákno s jedním seznamem událostí pro každou 
vstupní hodnotu do neuronové sítě. Každá vstupní hodnota by se tedy vkládala do jiného 
kalendáře, a každé vlákno by počítalo jiné úlohy. 
Každé vlákno by tedy mělo na začátku v kalendáři událostí jeden záznam, a postupně, jak by 
počítalo, by přidávalo nové záznamy. Vlákna by tak mohli pracovat naprosto samostatně, a 
nepotřebovali by sdílet žádná společná data. 
Ale i zde je problém. Pokud vlákno vybere záznam ze seznamu a záznam je aktivování spoje, tak 
každý spoj má za sebou jednoho či více následovníků, a tak se do seznamu událostí toho vlákna 
přidá několik záznamů. V případě, že načtený záznam z kalendáře je aktivace aktivátoru, tak ten 
vrací hodnoty pouze, pokud načetl už potřebný počet vstupů. V ostatních případech aktivátor 
nevrátí výstup, a tak vlákno nepřidá žádné nové záznamy do svého kalendáře. Ve výsledku bude 
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v kalendáři i jeden záznam méně. Často se potom může stát, že jedno vlákno dokončí všechny 
svoje úlohy, co má v seznamu, nepřidá žádné nové, a zbytek výpočtu je na zbylých vláknech. 
Pokud se tohle stane i zbylým vláknům, tak je celý zbytek výpočtu na jednom jediném vláknu. 
Na Obrázek 10 je znázorněno, které neurální zdroje obslouží jaké vlákno. První vlákno, červené, 
pošle data do obou aktivátorů jako první. Tím pádem je u obou aktivátorů použit pouze iterační 
operátor, a nevolají žádné následovníky (tzn. do kalendáře událostí se prvnímu vláknu už nic 
nového nepřidá). Druhé vlákno poté pošle data do obou aktivátorů, oba aktivátory aplikují funkční 
operátor a vrátí výstup se seznamem následovníků. Nyní musí druhé vlákno vypočítat úplně celý 
zbytek sítě samo. 
 
Obrázek 10: Zpracovávání neuronové sítě více vlákny 
V tomto případě tedy pokud aplikace běží na více jádrech, tak se nezpomaluje, ale v podstatě se 
ani nijak závratně nezrychlí. Obvykle většina práce totiž zbyde na jedno vlákno, ostatní vykonají 
jen zlomek. 
V mé aplikaci jsem tohle neimplementoval. Takže program může běžet ve více vláknech, ale nijak 




Výsledný simulátor budu testovat a porovnávat se simulátorem PyFPNN. Hlavně se budu 
zaměřovat na rychlost obou simulátorů, a potom i na správnost výsledků. Porovnání budu 
provádět na školním serveru merlin. 
Rychlost obou simulátorů budu měřit pomocí unixového příkazu time. Příkaz time vypíše dobu, 
po kterou byla daná aplikace spuštěná. Všechny testy budu provádět v testovacím módu 
simulátoru, kdy simulátor porovnává svůj výstup s referenčním výstupem. Pro každý testovaný 
vstup budu měřit dobu celkem 3x, a potom z nich vypočítám průměr. 
 
První test porovnání: 
Jako první vyzkouším simulovat FPNN síť se zapojením logického obvodu XOR. Jedná se o síť 
s jednou skrytou vrstvou. Počet vstupních hodnot, které simulátorům předáme, budou čtyři. Jedna 
pro každou kombinaci. 
 Průměrná doba trvání PyFPNN simulátoru:   0.048 sekundy. 
 Průměrná doba trvání simulátoru psaného v C++:  0.001 sekundy. 
Vypočítané hodnoty obou simulátorů byli v tomto případě zcela totožné. Rychlost aplikace 
v C++ je větší. 
 
Druhý test porovnání: 
Další porovnání bude s FPNN sítí s názvem diabetes. Mám celkem tři verze této sítě. První 
s jednou skrytou vrstvou, pracující s FPNN typem full. Druhá verze má tři skryté vrstvy a opět 
pracuje s typem full. Třetí verze má tři skryté vrstvy, a je typ light. Vstupní soubor obsahuje 384 
různých vstupů k výpočtu. 
 Doba trvání se simulátorem PyFPNN: 
 Síť diabetes 1 počítal dobu   15,59 sekundy. 
 FPNN diabetes 2 počítal   23,82 sekundy. 
 FPNN zapojení diabetes 3 trvala dobu  87,80 sekundy. 
 Doba trvání c++ simulátoru: 
 Síť diabetes 1 počítal dobu    0,287 sekundy. 
 FPNN diabetes 2 počítal    0,544 sekundy. 
 FPNN zapojení diabetes 3 trvala dobu   0,912 sekundy. 
V tomto případě se vypočítané výstupy mezi simulátorem v pythonu, a simulátorem v C++ mírně 
lišili. Oba se průměrně dopustili zhruba stejně velké chyby. Oproti tomu v rychlosti simulátorů 





Třetí test porovnání: 
Další testy budu provádět na náhodně vygenerovaných sítích. Sítě budu generovat pomocí 
nástroje PyFPNN. Zkusím vygenerovat kombinace sítí s velkým a malým počtem aktivátorů 
v jedné vrstvě, a s velkým a malým počtem skrytých vrstev. První síť je typem full a má 64 
skrytých vrstev, a v každé vrstvě pouze dva aktivátory. Druhá síť je taky typu full a má naopak 
pouze jednu skrytou vrstvu ale za to má vrstva 128 aktivátorů. Třetí náhodně vygenerovaná FPNN 
síť bude velká jak do počtu aktivátorů v každé vrstvě, tak do počtu vrstev. Počet skrytých vrstev 
je osm a v každé je po třiceti dvou aktivátorech. Protože se jedná o náhodně vygenerované sítě, 
tak jim budou předkládána i náhodná data. Správnost dat se nijak kontrolovat nebude. Počet 
vstupů, co budou simulátoru předložen, bude jednou deset, a podruhé 100. 
 Výsledky pro simulátor PyFPNN: 
 Pro deset vstupních hodnot: 
 První síť s velkým počtem skrytých vrstev trvala dobu  0,16 sekundy. 
 Druhá síť s jednou skrytou vrstvou byla počítána  16 sekund. 
 Vypočítat výsledky pro třetí síť zabralo   40 sekund 
 Pro 100 vstupů: 
 První síť      0,83 sekund. 
 Druhá síť      19 sekund. 
 Třetí síť      72 sekund. 
 Výsledky pro simulátor napsaný v jazyce C++: 
 Pro 10 vstupnů: 
 První síť      0,007 sekund 
 Druhá síť      0,02 sekundy. 
 Třetí síť      0,118 sekundy. 
 Pro 100 vstupů: 
 První síť      0,016 sekund. 
 Druhá síť      0,057 sekundy. 
 Třetí síť      0,628 sekundy. 
Na tomto příkladu je opět vidět že je simulátor v C++ rychlejší. U druhé sítě, s jednou skrytou, 
vrstvou o šedesáti čtyřech aktivátorech je rozdíl v rychlosti dokonce 300x. Taky je zajímavé, že 
poměr doby zpracování sta vstupů, a doby zpracování deseti vstupů, je u simulátoru PyFPNN  o 












Test více vláken: 
Třetí test, který provedu, se bude týkat pouze simulátoru v C++.  Pokusím se zjistit, jak moc má 
počet vláken vliv na rychlost výpočtu. Jako FPNN síť použiji třetí síť z minulého příkladu, 8 
skrytých vrstev, každá po 32 aktivátorech. Použiji vstupní soubor se 100 vstupy. 
 Spuštění s jedním vláknem  0,642 sekund. 
 2 vlákna aplikace   0,855 sekund. 
 4 vlákna    1,44 sekund. 
 8 vláken    1,72 sekund. 
 16 vláken    1,73 sekund. 
 32 vláken    1,51 sekund. 
Z testu vyplívá, že opravdu větší počet vláken aplikaci zpomalí, a tudíž nemá smysl ji s více 
vlákny spouštět. Počet vláken jde u simulátoru nastavit přepínačem. Při vyšším počtu vláken jich 
pracuje několik na jednom jádru procesoru, a tím se problém přestane zhoršovat. 
 
 
Z testů jde vidět, že simulátor, kterým se v této práci zabývám, je ve všech případech výrazně 
rychlejší než simulátor PyFPNN. Co se týká výsledků, tak vypočítané hodnoty obou simulátorů 
se moc neliší. Hlavní chyba vzniká v použití datového typu double, který nemá nekonečnou 





Zdárně jsem implementoval simulátor FPNN a popsal postup jeho tvorby. Výsledný program 
v jazyce C++ porovnávám se simulátorem PyFPNN. Jak jsem předpokládal dříve, simulátor 
napsaný v jazyce C++ je výrazně rychlejší než ten v pythonu. Vypočítané výsledky obou 
simulátoru jsou hodně podobné. Rozdíl je způsoben hlavně zaokrouhlováním datových typů. 
V práci jsem popsal návrh simulátoru a dále popis jeho vývoje a konečné podoby. Simulátor 
přijímá data stejné jako starší simulátor v jazyce Python. Dál jsem změřil a porovnal rychlost 
obou aplikací na různých vstupních FPNN zapojeních. 
V práci jsem se dopustil chyby v návrhu více vláknové aplikace. Ta může způsobovat při použití 
více vláken zpomalení výpočtu. V budoucnu by v aplikaci mohl být tento problém řešen. 
Aplikovat řešení, kdy každé vlákno dostane svůj kalendář událostí, a bude mít tedy minimum 
společných dat s ostatními vlákny. K tomuto by byl potřeba vyřešit způsob ovládání vláken tak, 
aby nedocházelo k problému popsanému v kapitole 7.3.1. 
Další věcí, která by mohla být u takového simulátoru užitečná, je možnost pracovat s čísly 
s pevnou řadovou čárkou. To z důvodu, že v obvodech FPGA se pevná řadová čárka používá 
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Popis přiloženého DVD, a souborů, co obsahuje. 
./technicka_zprava 
 ./technicka_zprava.docx  Zdrojový text technické zprávy. 
 ./technicka_zprava.pdf  Technická zpráva. 
./simulator 
 ./Makefile    Makefile. 
 ./FPNNSimulator.cpp  Zdrojový soubor simulátoru. 
 ./Dokumentace.pdf   Stručná dokumentace k simulátoru. 
./test_files    Soubory použité při porovnávání a měření. 




 ./random_3x2x_x2x1.fpnn  1. náhodně vygenerované FPNN 
 ./random_3x128x1.fpnn  2. náhodně vygenerované FPNN 
 ./random_3x32x_x32x1.fpnn 3. náhodně vygenerované FPNN 
 ./xor.train    Vstupní hodnoty pro XOR. 
 ./diabetes.train   Vstupní hodnoty pro diabetes. 
 ./random_10.train   Deset vstupních hodnot pro náhodné FPNN. 






Příloha 1. Obsah DVD 
