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En los u´ltimos 20 an˜os se ha dado un gran incremen-
to en la proliferacio´n masiva de datos originado por la
aplicacio´n de nuevas tecnolog´ıas. Estas cantidades de in-
formacio´n se almacenan en grandes repositorios de da-
tos que quedan disponibles para su uso cotidiano como
bases de conocimiento (KB), por ejemplo para utilizar
como soporte en la toma de decisiones. En este contex-
to la presencia de informacio´n conﬂictiva (inconsisten-
cia) es ubicua; dada la cantidad y variedad de procesos
y aplicaciones que modelan situaciones del mundo real,
las actualizaciones de los mismos producen inevitable-
mente inconsistencias que se almacenan en las KB. Por
lo tanto, la inconsistencia es ineludible y esperable en
KBs del mundo real. Dependiendo del dominio de apli-
cacio´n pueden aparecer inconsistencias que necesitan ser
resueltas pero la decisio´n de resolverlas, el enfoque de
la resolucio´n y cuando deben ser resueltas deber´ıan ser
procesos sensibles al contexto. Por ejemplo, ciertos tipos
de conﬂictos en los datos puede ser visto como acep-
table y hasta deseable en un sistema con razonamiento
utilizado para detectar fraudes; en otros escenarios la re-
solucio´n inmediata de inconsistencias puede resultar en
pe´rdida de informacio´n valiosa. Esta l´ınea de investiga-
cio´n propone explorar el a´rea de razonamiento basado
en tolerancia a la inconsistencia en Inteligencia Artiﬁcial
y en Teor´ıa de Base de Datos. Esta tarea consiste en
realizar la recoleccio´n, ana´lisis y cr´ıtica de los diferen-
tes me´todos propuestos en la literatura sobre el manejo
de inconsistencias en el proceso de razonamiento y res-
puesta a consultas y su consolidacio´n en un trabajo que
relacione estas perspectivas diferentes.
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1. Contexto
La presente l´ınea de investigacio´n se encuentra inser-
ta en el marco del proyecto PRH-2014-0007 “Respuesta
de consultas a bases de conocimiento sociales con incerti-
dumbre utilizando las preferencias de los usuarios”, coor-
dinado por la Agencia Nacional de Promocio´n Cient´ıﬁ-
ca y Tecnolo´gica, Ministerio de Ciencias, Tecnolog´ıa e
Innovacio´n Productiva, y llevado a cabo dentro del De-
partamento de Ciencias e Ingenier´ıa de la Computacio´n,
Universidad Nacional del Sur.
2. Introduccio´n
Esta investigacio´n se centra en el estudio de me´todos y
arquitecturas para razonamiento tolerante a la inconsis-
tencia. En las u´ltimas dos de´cadas se han desarrollado en
diferentes sub-a´reas de la Inteligencia Artiﬁcial y Teor´ıa
de Bases de Datos, varias propuestas al respecto enfoca-
das a resolver problemas de distinta naturaleza pero que
comparten el mismo esp´ıritu de conservar la mayor can-
tidad de informacio´n posible en presencia de potenciales
conﬂictos. Sin embargo, las propuestas no son comple-
tamente satisfactorias en relacio´n al compromiso en la
calidad del resultado y la eﬁciencia computacional del
proceso de razonamiento realizado bajo estas condicio-
nes; por lo tanto, se considera que el problema de inves-
tigacio´n au´n esta´ abierto. La inﬂuencia de la informa´tica
en las comunicaciones ha producido una situacio´n en la
que la sociedad se nutre de informacio´n. La mayor parte
de la informacio´n esta´ en forma “cruda”, no elaborada
como datos elementales. La tecnolog´ıa informa´tica dispo-
nible, actuando sobre el espacio comunicacional, permite
capturar, administrar y almacenar grandes cantidades
de datos en repositorios masivos que quedan disponi-
bles para su uso cotidiano como base de conocimiento.
Estos repositorios alimentan una gran variedad de siste-
mas de computacio´n, tales como los que brindan soporte
para la toma de decisiones, sistemas de comando para
control de emergencias, gestio´n de desastres, aplicacio-
nes en la web sema´ntica, entre muchos otros. En este
contexto, la inconsistencia en las bases de conocimien-
to es ubicua. Esto se explica a trave´s de la cantidad y
variedad de procesos y aplicaciones que modelan situa-
ciones del mundo real, que inevitablemente produce in-
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formacio´n conﬂictiva durante las actualizaciones y que
es almacenada en las bases de conocimiento. La incon-
sistencia en la informacio´n es ineludible y esperable en
las bases de conocimiento del mundo real, y como tal,
su existencia reconocida en los sistemas de informacio´n
con los que interactuamos cotidianamente y su manejo
deber´ıa ser formalizado. Cuanto ma´s grande es una ba-
se de conocimiento, menos posibilidades existen que los
datos contenidos en ella sean completos y coherentes (o
consistentes). Durante mucho tiempo, en diferentes a´reas
de Ciencias de la Computacio´n, se sostuvo la postura ge-
neral de que las bases de datos, bases de conocimiento, y
especiﬁcaciones de software, deb´ıan estar completamente
libres de inconsistencia; posteriormente, el problema se
abordo´ formalmente aislando o resolviendo las inconsis-
tencias localmente. Desde el punto de vista del sentido
comu´n, un conjunto de datos que contenga la forma α y
¬alpha no deber´ıa existir en una base de conocimiento.
De existir el conﬂicto, este deber´ıa resolverse. Sin em-
bargo, hay situaciones en las que pueden aceptarse su
almacenamiento conjunto, dado que no deber´ıa entorpe-
cer el razonamiento sobre el resto de la informacio´n que
mantiene su consistencia. Tambie´n es posible considerar
la inconsistencia como conocimiento extra que permi-
te identiﬁcar situaciones ano´malas y razonar adecuada-
mente con esa informacio´n. Consideremos, por ejemplo,
una base de datos del impuesto sobre la renta donde la
informacio´n contradictoria sobre un contribuyente pue-
de ser una prueba u´til en una investigacio´n de fraude.
Tal vez el contribuyente haya completado un formula-
rio que indique que tiene seis hijos (de ah´ı los beneﬁcios
ﬁscales para eso) y completado otro que establece que
no tiene ninguno. Aqu´ı, esta informacio´n contradictoria
necesita ser almacenada, descubierta y utilizada apro-
piadamente para resolver la situacio´n. La inconsistencia
puede ser u´til para dirigir el razonamiento y la investiga-
cio´n de procesos naturales de argumentacio´n, bu´squeda
de informacio´n, interaccio´n multi-agente, adquisicio´n y
perfeccionamiento, adaptacio´n y aprendizaje de conoci-
miento. En un sentido, la inconsistencia puede ser vista
como aceptable y hasta deseable en un sistema, siem-
pre y cuando el sistema tenga los mecanismos apropia-
dos para actuar sobre ellas, esto es, el razonamiento que
se utiliza es supra-cla´sico. Otro conjunto de problemas
de gran intere´s es la cuestio´n de cua´ndo resolver las in-
consistencias. La resolucio´n inmediata de inconsistencias
puede resultar en la pe´rdida de informacio´n valiosa si se
elige arbitrariamente sobre lo que debe rechazar. Consi-
deremos por ejemplo la etapa de ingenier´ıa de software
de captura de requerimientos. Aqu´ı una resolucio´n pre-
matura puede forzar una decisio´n arbitraria hecha sin
que la eleccio´n sea ponderada adecuadamente. Esta for-
ma de proceder puede limitar excesivamente la captura
de requisitos del proceso. Por supuesto, dependiendo del
dominio de aplicacio´n, pueden aparecer inconsistencias
que necesitan ser resueltas, pero la decisio´n de resolver-
las, el enfoque de la resolucio´n y cuando deben ser re-
sueltas deber´ıan ser procesos sensibles al contexto. En
los u´ltimos veinte an˜os, a ra´ız de la aplicacio´n de las
nuevas tecnolog´ıas de informacio´n se ha producido la
proliferacio´n masiva de datos en la ciencia ba´sica (Big
Data) lo que diﬁculta a los cient´ıﬁcos mantenerse al d´ıa
con los resultados y tecnolog´ıas desarrolladas. Esto lle-
va, por ejemplo, a que los cient´ıﬁcos malgasten tiempo,
esfuerzo, recursos y talento. Los grandes repositorios de
datos de la experiencia esta´n disponibles a costos bajos
e incluso gratuitos, listos para ser explotados por proce-
sos informacionales. Por esta razo´n, este plan de trabajo
propone una investigacio´n exploratoria del a´rea de ra-
zonamiento basado en tolerancia a la inconsistencia en
Inteligencia Artiﬁcial y en Teor´ıa de Base de Datos. Esta
tarea implica realizar la recoleccio´n, ana´lisis y cr´ıtica de
los diferentes me´todos propuestos en la literatura sobre el
manejo de inconsistencias en el proceso de razonamiento
y respuesta a consultas y su consolidacio´n en un trabajo
que relacione estas perspectivas diferentes.
3. L´ıneas de Investigacio´n y
Desarrollo
Intuitivamente, una base de conocimiento es inconsis-
tente cuando el proceso de inferencia que opera sobre ella
obtiene conclusiones conﬂictivas. La gravedad de esta si-
tuacio´n depende de la infraestructura inferencial dispo-
nible. En el caso de la deduccio´n en lo´gica cla´sica (propo-
sicional o de primer orden), la maquinaria deductiva es
capaz de deducir cualquier sentencia del lenguaje. Este
problema es descripto como el principio de explosio´n o
de trivializacio´n (ex falso quodlibet en Lat´ın), que resul-
ta claramente en una situacio´n indeseable. Un sistema
que usa el lenguaje de la lo´gica de primer orden para re-
presentar el conocimiento almacenado en la KB, puede
tener diferentes respuestas de acuerdo la ma´quina infe-
rencial que se elija. Si se sigue una aproximacio´n deduc-
tiva cla´sica, una KB conteniendo inconsistencia sufrira´
el problema del ex falso quodlibet, pero podr´ıa evitarlo
si su ma´quina de inferencia esta´ construida modelando
alguna forma de razonamiento rebatible cuya misma de-
ﬁnicio´n contempla este problema resolvie´ndolo por me-
dio del ana´lisis de las consecuencias de aceptar alguna
de las alternativas considerando como se llega a las con-
clusiones. La tolerancia a la inconsistencia trata sobre la
deﬁnicio´n de estos procesos inferenciales [6]. La presente
l´ınea de investigacio´n se enfoca en el estudio de las di-
versas (a veces aparentemente distintas) maneras de ha-
cer frente a la presencia de informacio´n inconsistente o
conﬂictiva. Describiremos brevemente algunos enfoques
“clasicas” de abordar esta problema´tica.
Chequeo y reparacio´n de inconsistencia. En bases
de datos (DB), la inconsistencia es una nocio´n relativa a
la satisfaccio´n de un determinado conjunto de restriccio-
nes de integridad (CI), estas restricciones de integridad
establecen propiedades de los estados de una DB admi-
sible; imponen restricciones sema´nticas sobre los datos
con el ﬁn de capturar su correspondencia con lo que esta´
siendo modelado en la DB. Decimos que una DB (que es
posible modelar como una estructura de lo´gica de primer
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orden [27] es inconsistente cuando las restricciones de
integridad, expresadas como fo´rmulas lo´gicas, no esta´n
satisfechas por la DB. De esta manera, el chequeo de
satisfaccio´n de las restricciones de integridad se puede
hacer fa´cilmente planteando y respondiendo una consul-
ta desde/a la DB. Si bien este es un proceso simple, la
dina´mica y evolucio´n en el contenido de las DBs hacen
necesario realizar este chequeo perio´dicamente. A partir
del trabajo de Arenas et al. [3] el a´rea de “reparacio´n y
respuesta consistente” (CQA Consistent Query Answe-
ring en Ingle´s) a consultas en bases de datos relacionales
ha ganado mucha atencio´n ya que, en ese trabajo se deﬁ-
ne la construccio´n de un modelo teo´rico para una repara-
cio´n de una DB: un reparacio´n de una DB inconsistente
es un modelo del conjunto de restricciones de integridad
(ICs) que es minimal con respecto a la DB original, i.e.,
“tan cercano a la DB original como sea posible”. Las re-
paraciones a realizar a una DB pueden no ser u´nicas, y
en el caso general pueden existir muchas de ellas. Una
sema´ntica ampliamente aceptada para consultar una DB
posiblemente inconsistente es la de “respuestas consis-
tentes”. Una respuesta consistente para una consulta so-
bre una DB posiblemente inconsistente es el conjunto de
tuplas que aparecen en la respuesta a la consulta pa-
ra cada posible reparacio´n. CQA impone consistencia en
el tiempo de consulta como una alternativa al requeri-
miento a nivel de instancia como lo hacen las te´cnicas
convencionales de limpieza de datos. Esto permite cen-
trarnos en una pequen˜a parte de la base de datos para
la cual las reparaciones no necesitan ser computadas o
pueden ser computadas ma´s fa´cilmente. En [12] se pre-
senta un marco formal para reparacio´n de DBs basado en
costos, el cual permite encontrar “buenas” reparaciones
para bases de datos que exhiben inconsistencia en forma
de violacio´n de dependencias funcionales o de inclusio´n.
Claramente, CQA propone un enfoque cauteloso, y pue-
de conducir a una gran pe´rdida de informacio´n. Aunque
existen varios trabajos sobre el problema de reparacio´n
y consulta inconsistente de datos considerando diferen-
tes clases de consultas y restricciones, solo recientemente
se han desarrollado propuestas que centran la atencio´n
en mejorar la calidad de las respuestas [10, 29]; estos
enfoques se centran en el desarrollo de estrategias de re-
paracio´n espec´ıﬁcas y en mejorar su calidad de acuerdo a
algu´n criterio especiﬁcado por el administrador de base
de datos de acuerdo con las preferencias del usuario.
Lo´gicas Paraconsistentes. Dados los inconvenientes
que genera la inconsistencia en la lo´gica cla´sica, es evi-
dente que el razonamiento con inconsistencia implica un
compromiso con la maquinaria de inferencia de la lo´gica
que se utiliza para modelar el conocimiento. Algunos de
los tipos de lo´gica paraconsistente que han sido usados
en sistemas computacionales inteligentes incluyen:
Lo´gicas De´bilmente Negativas, utilizan el lenguaje
cla´sico completo para un subconjunto de la teor´ıa
cla´sica de prueba [13],
Lo´gicas de Cuatro Valores, utilizan subconjuntos del
lenguaje cla´sico y subconjuntos de la teor´ıa cla´sica
de prueba y sema´ntica de cuatro valores [4],
Sistemas Signados que implican renombrar todos los
literales en una teor´ıa y luego restaurar algo de la
teor´ıa original de forma progresiva an˜adiendo equi-
valencias formales entre los literales originales y sus
cambios de nombre [8].
Lo´gicas Cuasi-Cla´sicas que utilizan la teor´ıa de
prueba cla´sica pero restringen la nocio´n de prueba
de deduccio´n natural [18].
Cada una de las propuestas tiene ventajas y desventajas,
y en general se comportan de manera muy diferente. Se-
leccionar una lo´gica paraconsistente apropiada para una
aplicacio´n depende de los requisitos de esta aplicacio´n
y ninguno puede ser considerado como perfecto para el
manejo de informacio´n inconsistente en general.
Sistemas de Argumentacio´n. Argumentar es un pro-
ceso natural que los seres humanos usan para decidir
cua´les son sus creencias. Al argumentar se comparan ra-
zones (en la forma de argumentos) en favor y en contra de
aceptar una aﬁrmacio´n. Un argumento estructuralmente
sostiene una aﬁrmacio´n, y el soste´n se obtiene siguiendo
alguna forma de razonamiento a partir de un conjunto
de premisas. Un contraargumento es un argumento que
ataca la conclusio´n, las premisas o la conexio´n entre las
premisas y la aﬁrmacio´n que representa la conclusio´n.
Argumentacio´n es dar razones para justiﬁcar aﬁrmacio-
nes e involucra una audiencia que decide si la aﬁrmacio´n
se acepta o no, todo esto en el contexto de un desacuer-
do. Esta forma de razonamiento ha encontrado un lugar
importante en el estudio de los procesos asociados con
el pensamiento de sentido comu´n y tambie´n en el mo-
delamiento computacional de muchas actividades huma-
nas. En particular, la aplicacio´n del ana´lisis diale´ctico del
contenido de bases de conocimiento posiblemente incon-
sistentes ha dado lugar un nu´mero importante de pro-
puestas, entre las que podemos mencionar las siguientes:
Sistemas basados en la formacio´n de coaliciones: Se
basan en la identiﬁcacio´n de grupos de argumentos
que se deﬁenden unos a otros contra contraargumen-
tos al unirse para defensa propia [15].
Sistemas basados en coherencia: La estrategia es ra-
zonar con subconjuntos consistentes de la base de
conocimiento. Esto esta´ estrechamente relacionado
con un enfoque de eliminacio´n de informacio´n de la
base de conocimiento que esta´ causando inconsis-
tencia [24, 11, 5, 2, 7].
Sistemas basados en lo´gica rebatible: Existen dife-
rentes propuestas para considerar la rebatibilidad
en argumentacio´n; la caracter´ıstica comu´n es la in-
corporacio´n de una implicacio´n rebatible en un len-
guaje lo´gico (puede ser cla´sico o de programacio´n
en lo´gica). A partir de la conceptualizacio´n de Po-
llock [26] de las nociones ba´sicas del proceso de ar-
gumentacio´n tales como la nocio´n de razones, razo-
nes prima facie, derrotadores, refutadores de derro-
tadores y subvaloracio´n de derrotadores, en te´rmi-
nos de una lo´gica formal, surgieron otras propues-
tas como las de argumentos abstractos [30], lo´gica
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condicional [25], programacio´n en lo´gica rebatible
(DeLP) [16], ASPIC framework [9], entre otras.
Medidas de Inconsistencia. Dado una KB inconsis-
tente, es posible que necesitemos saber ma´s sobre la na-
turaleza de esa inconsistencia y de la informacio´n que
ofrece la KB. En cierto sentido, podemos desear hacer
el ana´lisis de inconsistencia en base a nociones que pue-
dan ser medidas. El trabajo seminal sobre la medicio´n de
inconsistencia es de Shannon [28], el cual se basa en la
teor´ıa de probabilidades y puede ser utilizado en un en-
torno lo´gico cuando los mundos son los eventos posibles.
Este trabajo es tambie´n la base de la obra de Lozins-
kii [23] para la deﬁnicio´n de cantidad de informacio´n de
una fo´rmula (o KB) en lo´gica proposicional. Pero esta
deﬁnicio´n no es adecuada cuando la base de conocimien-
to es inconsistente. En este caso, la base de conocimiento
no posee un modelo cla´sico, por lo que no existen “even-
tos” para contar. Para hacer frente a esto, se consideran
modelos de subconjuntos consistentes maximales de la
base de conocimiento. Alternativamente, se puede medir
la contradiccio´n contenida en una base de conocimiento.
En la lo´gica cla´sica se utiliza una medida binaria de con-
tradiccio´n: consistente o inconsistente; claramente, esta
medida carece de sentido en la presencia de inconsis-
tencia. Sin embargo, dado que en la actualidad hay una
serie de lo´gicas paraconsistentes desarrolladas para obte-
ner conclusiones no triviales de una base de conocimiento
inconsistente, es necesaria la utilizacio´n de medidas ma´s
ﬁnas. Algunas propuestas interesantes incluyen: ana´lisis
basado en consistencia que se centraliza en los subcon-
juntos consistentes e inconsistentes de la base de conoci-
miento [19], ana´lisis teo´rico de informacio´n que se adapta
la medida de informacio´n de Shannon [23, 31], ana´lisis
sema´nticos probabil´ısticos que consideran distribuciones
de probabilidad consistente maximal sobre un conjunto
de fo´rmulas [21] entre otros.
Revisio´n de Creencias. Dada una base de conocimien-
to KB y una formula p de revisio´n, la teor´ıa de revisio´n
de creencias se reﬁere a las propiedades que debe con-
tener una nocio´n racional para la actualizacio´n con res-
pecto a la fo´rmula p. Si KB ∪ {p} es inconsistente, la
teor´ıa de revisio´n de creencias asume el requisito que el
conocimiento debe ser revisado de manera que la base
de conocimiento resultante sea consistente. Los axiomas
del sistema AGM [1, 17] delinean el comportamiento de
las funciones de revisio´n de conjuntos de creencias (con-
junto de todas las inferencias obtenidas a partir de un
conjunto de fo´rmulas). Un operador de revisio´n intenta
cambiar lo menos posible del conjunto de creencias con
el ﬁn de incluir la nueva informacio´n. Este requerimien-
to de cambiar lo menos posible se opone al cambio de
un conjunto consistente a uno inconsistente, i.e., algu-
nas creencias sera´n eliminadas con el ﬁn de mantener la
consistencia. Obtener sistemas computacionalmente eﬁ-
cientes y efectivos que cumplan con los postulados de
AGM ha resultado ser un reto. Ha habido muchos desa-
rrollos de teor´ıa de revisio´n de creencias como iteracio´n
de revisio´n de creencias [14, 22] y revisio´n de creencias
para actualizacio´n de base de datos [20].
4. Resultados y Objetivos
En esta investigacio´n se estudiara´n los diferentes for-
malismos para el razonamiento en presencia de conoci-
miento inconsistente que se han desarrollado en las a´reas
de Inteligencia Artiﬁcial y Teor´ıa de Bases de Datos en
las u´ltimas dos de´cadas. El objetivo principal de este
plan de trabajo es generar un panorama global del es-
tado del arte en esta a´rea que permitira´, por un lado,
clariﬁcar el grado de avance en el a´rea y, por otro, iden-
tiﬁcar posibles caminos de investigacio´n a seguir con el
objetivo de desarrollar formalismos que manejen la in-
formacio´n inconsistente de una manera adecuada para
la utilizacio´n en sistemas verdaderamente inteligentes y
u´tiles para los seres humanos. Para este desarrollo se han
ﬁjado varios objetivos parciales tales como:
Se estudiara´n las diferentes propuestas desde un
punto de vista formal que demuestre claramente las
bondades y/o falencias de cada propuesta.
Se clasiﬁcara´n y comparara´n los distintos formalis-
mos; esta clasiﬁcacio´n permitira´ realizar una com-
paracio´n formal entre los me´todos, como as´ı tam-
bie´n identiﬁcar nuevas direcciones de investigacio´n
y desarrollo en pos de la generacio´n de sistemas inte-
ligentes con capacidades de razonamiento ma´s cer-
canas a la de los seres humanos que permitan un
mejor desempen˜o de e´stos u´ltimos en diversas ta-
reas computacionales.
Los objetivos listados tienen como ﬁn clariﬁcar el gra-
do de avance en el a´rea y, por otro lado, identiﬁcar nue-
vas vertientes de investigacio´n. Los resultados esperados
pueden resumirse de la siguiente manera:
Estudio de los formalismos existentes en las siguien-
tes a´reas: (1) Lo´gicas paraconsistentes, (2) Repara-
cio´n y respuestas consistentes a consultas en bases
de datos relacionales y lenguajes ontolo´gicos, (3) Sis-
temas argumentativos y (4) Revisio´n de creencias.
Desarrollo de ejemplos que muestren pros y contra
para cada formalismo.
Deﬁnicio´n de un conjunto de propiedades deseables
para el razonamiento basado en la tolerancia a la
inconsistencia para la clasiﬁcacio´n de las diferentes
propuestas dependiendo de si cumplen con dichas
propiedades (o hasta que´ punto lo hacen) o no.
Clasiﬁcacio´n y comparacio´n de los diferentes forma-
lismos en base al conjunto de propiedades.
5. Formacio´n de Recursos Huma-
nos
En la presente l´ınea de investigacio´n se enmarca el
desarrollo de una tesis de posgrado en el Master en Cien-
cias de la Computacio´n del Departamento de Ciencias e
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