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Abstract
We study the dynamics and formation of differently ordered lateral phases
of interfacial lipid layers for two types of lipid systems, a vesicle-supported
bilayer and a Langmuir–Blodgett monolayer, both in experiment and by simu-
lation. Similarly, we investigate the dynamics of objects embedded in a simpler
interface given by an air–water surface and demonstrate the surface-acoustic-
wave-actuated separation of enantiomers (chiral objects) on the surface of
the carrier fluid. It turns out that the dynamics and the separation of the
phases do not only depend on parameters such as temperature, mobilities
and line tension but also on the mechanics of the lipid layers subjected to
exterior forces as, for instance, compression, extensional and shear forces in
film-balance experiments. Since the mechanical behavior of lipid layers is vis-
coelastic, we use a modeling approach based on the incompressible Navier–
Stokes equations with a viscoelastic stress term and a capillary term, a con-
vective Jeffrey (Oldroyd) equation of viscoelasticity, and the Cahn–Hilliard
equation with a transport term. The numerical simulations are based on C0-
interior-penalty discontinuous-Galerkin methods for the Cahn–Hilliard equa-
tion. Model-validation results and the verification of the simulation results by
experimental data are presented. The feasibility of enantiomer separation by
?Corresponding authors: T. Franke (thomas.franke@glasgow.ac.uk), M. A. Peter
(malte.peter@math.uni-augsburg.de)
2 O. Boyarkin et al.
surface-acoustic-wave-generated vorticity patterns is shown both experimen-
tally and through numerical simulations. This technique is cost-effective and
provides an extremely high time resolution of the dynamics of the separation
process compared to more traditional approaches. The experimental setup is
an enhanced Langmuir–Blodgett film balance with a surface-acoustic-wave
generated vorticity pattern of the fluid, where model enantiomers (custom-
made photoresist particles) float on the surface of the carrier fluid. For the
simulations, we propose a finite element immersed boundary method (FEIBM)
for deformable enantiomers and a fictitious-domain approach based on a dis-
tributed Lagrangian multiplier finite element immersed boundary method
(DLM-DEIBM) for rigid chiral objects, both of which lead to simulation re-
sults consistent with experiments.
1 Introduction
Biological cells are complex viscoelastic and soft objects which are composed
of various components and compartments such as the plasma membrane, the
nucleus, the endoplasmatic reticulum and a number of other cell organelles.
All these compartments are surrounded by a bilayer membrane to separate
the interior from its fluid environment and to regulate cell communication and
maintain homeostasis. The biological concept of organelle-enclosing bilayers
is a generic feature of all eukaryotic cells. However, on the molecular level
these bilayers are far more heterogeneous and made of different amphiphilic
molecules which form the “fluid scaffold” of the membrane. Therein, various
types of macromolecules such as proteins and larger aggregates such as ion
channels are embedded. This model was first described by Singer and Nicol-
son in 1972 [62] (cf. Figure 1) and has since then been refined and extended
in several ways. One of those refinements is based on the observation that
the bilayer membrane can undergo different phase-separation processes from
a homogeneous membrane to a laterally structured heterogeneous membrane
[51, 42]. This decomposition is clearly a result of the multicomponent com-
position of the membrane from many types of lipids and a small amphiphilic
molecule called cholesterol.
Lipids are one of the key building blocks of the membrane. They allow the
cell to maintain morphological consistency and structural order in a mechani-
cal as well a thermodynamic sense. Lipid membranes consist of two monolayers
of lipid molecules, each molecule is made up of a polar hydrophilic end and
a nonpolar hydrophobic tail. When exposed to water, the lipids tend to or-
ganize to form bilayers owing to the hydrophobic effect. Under appropriate
conditions, the preferred shape of membranes is a closed shell, a so-called vesi-
cle (cf. Figure 2). Vesicles can be created artificially in a relatively easy way,
since lipids spontaneously self-assemble to form a closed bilayer structure and
they have been analyzed thoroughly both theoretically and experimentally
as model cell membranes. Such artificially created containers made of closed
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Fig. 1. Schematic sketch of a part of a cell membrane. (Adapted from:
https://en.wikipedia.org/wiki/Cell membrane)
Fig. 2. Structure of a lipid (left), many of which form a closed shell, a so-called
vesicle, under appropriate conditions (right). [29]
bilayers have also been used to deliver drugs, e.g. in liposomes. It is thus of
vital importance to gain a profound understanding of the functioning of lipid
membranes and how to manipulate them in order to comprehend their behav-
ior and to ensure the designated effect of drugs. An important step towards
this goal is to introduce mathematical models of the processes and to verify
them by experimental observations. A key feature of the system is that the
layers are essentially complex two-dimensional objects in a three-dimensional
environment.
Biological lipid bilayers are mainly made up of phospholipids and behave
like liquid crystals. The arrangement of the lipids can be changed depending
on the situation (e.g., temperature) so that the membrane can exhibit several
phases. The two liquid phases are distinctly ordered and are referred to as the
liquid-ordered phase and the liquid-disordered phases. Because of the coex-
istence of phases, such a membrane can be thought of as a two-dimensional
binary fluid. Below the characteristic temperature Tm, which is a function
of the concentrations of the liquid-ordered phase and the liquid-disordered
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Fig. 3. Film balance experimental setup equipped with a microscopic observation
unit. The total area of the lipid monolayer can be controlled by the motion of a
teflon barrier.
phase, we can observe the phase-separation process. The kinetics of this sep-
aration process depend on whether the system is cooled to a metastable or
an unstable region. In the metastable region, the decomposition of the phases
is characterized by nucleation and growth. Cooling to the unstable region re-
sults in spinodal decomposition. Both types of separation have been observed
experimentally.
Phase separation processes can be modeled by the Cahn–Hilliard equa-
tion [13]. In Section 2, as a first step, we compare qualitatively and quanti-
tatively the results of experiments and simulations for temperature-induced
lipid phase separation in artificially created vesicles neglecting mechanical ef-
fects. It is shown that the Cahn–Hilliard equation is an appropriate model in
this context.
Since lipid layers often show a viscoelastic behavior, the Cahn–Hilliard
equation has to be coupled with a viscoelastic fluid flow model such as a
convective Jeffreys (Oldroyd) model (see [39, 44] for a detailed description).
We are interested in experiments and numerical simulations where a lipid
monolayer is spread onto the surface of a Langmuir–Blodgett trough filled with
water. Phase separation is studied for a surface acoustic wave actuated fluid
flow in the trough featuring four counter-rotating vortices at the upper surface
of the trough (cf. Figure 3). In this case, the numerical simulation is based on a
system of equations consisting of the incompressible Navier–Stokes equations
with a viscoelastic stress term and a capillary term, a convective Jeffreys
(Oldroyd) equation of viscoelasticity, and the Cahn–Hilliard equation with a
transport term [8, 17, 9]. This system will be referred to as the NS/CJ/CH
system. Both experimental measurements and numerical simulations for this
system will be addressed in section 3 and section 4, respectively.
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Fig. 4. Left- and right-handed enantiomers. (Source:
https://en.wikipedia.org/wiki/Chirality (chemistry))
Finally, we explore the experimental acoustic control and understanding
of microflows that we gained in the previous sections to a practical problem of
immense importance – the separation of enantiomers. Enantiomers are chiral
geometric objects, where an object is said to be chiral if it is not identical to
its mirror image. Since the word “chiral” stems from the Greek “χειρ”, which
means “hand”, one distinguishes enantiomers by their handedness (right- resp.
left-handedness; cf. Figure 4).
In chemistry, chirality refers to a molecule, which is not superposable on
its mirror image. Compounds consisting of molecules of the same handedness
are called enantiopure or unichiral, whereas compounds consisting of the same
amount of right- and left-handed enantiomers are referred to as racemic. Since
the chemical synthesis of enantiomers usually gives rise to racemic compounds,
enantiomer separation plays a significant role in agrochemical, electronic, and
pharmaceutical as well as food, flavor and fragrance industries. Traditional
separation technologies are based on gas or high pressure liquid chromatog-
raphy, capillary electrophoresis, or nuclear magnetic resonance, but most of
them are slow and require costly chiral media.
A different approach uses the fact that enantiomers drift in microflows
with a direction depending on their chirality [46, 48]. Enantiomer separation
using a quadrupolar force field generated by surface acoustic waves has been
theoretically predicted in [43] for simple idealized chiral objects.
In section 5, we report both on an experimental setup for surface-acoustic-
wave-actuated enantiomer separation and the mathematical modeling and
numerical simulation of this setup by the finite element immersed boundary
method and the distributed Lagrangian multiplier finite element immersed
boundary method. The results confirm that the setup is capable of separating
enantiomers by their handedness.
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2 Phase separation and decomposition in a lipid bilayer
membrane
This section deals with the phase-separation process of a bilayer system, which
is caused by lateral demixing of its multiple molecular components into differ-
ent domains and describes the demixing in the framework of a Cahn–Hilliard
model.
Domain structures can occur on length scales, which are amenable to op-
tical light microscopy (several micrometers), though it is assumed that they
also develop at scales of 10− 100 nm and have been associated within the so
called “lipid raft hypothesis” [61, 36] in biological cells. This hypothesis links
the formation of a phase-separated membrane and its structure to biological
functions, e.g. to control adhesion and cell signaling. It is hypothesized that
the decomposition of the phase is directly related to molecular organization
of proteins and other macromolecules, e.g. for adhesion, and is essential for
physiological and cellular processes.
Here, to reduce the cell membrane complexity, we use Giant Unilamellar
Vesicles (GUVs) as a simple model system, which is also accessible to light
microscopy. GUVs are composed of a well-controlled number of different lipid
types and cholesterol but still display the basic properties of cell membranes.
Over the past years, there has been extensive experimental effort undertaken
to study ternary lipid systems [2, 4, 68, 70] consisting of two types of phos-
phatidylcholines (PC) such as 1,2-Dipalmitoyl-sn-glycero-3-phosphocholine
(DPPC) and 1,2-Dioleoyl-sn-glycero-3-phosphocholine (DOPC) and choles-
terol as the third component. The phase separation of this system has been
found to occur in two different ways, either by a nucleation process with sub-
sequent ripening of the discrete domains into larger domains or by a spinodal
decomposition process [69].
From a theoretical perspective, there have been a number of studies to
reproduce the experimental findings qualitatively. However, quantitative com-
parison of the theoretical simulations with experimental data is rare [42]. Here,
we address this shortcoming by directly comparing the temporal development
of liquid-ordered domains in a GUV bilayer system. We quantitatively relate
the optically observed domains in our experiments with a numerical simula-
tion based on the Cahn–Hilliard equation.
2.1 Vesicle experiments
We produce GUVs with diameters of up to 200 µm using the electroformation
method as described by Angelova et al. [1]. In short terms, a small volume
(5µl) of a 1 mg/ml total lipid in chloroform solution is deposited onto an
ITO coated microscope slide and the solvent is evaporated. A second ITO
slide is positioned opposite to the slide with the dried lipid spot and the gap
between two slides is filled with distilled water or an aqueous solution contain-
ing sucrose. Then, an electric field of 10 Hz and 10 V/cm is applied and kept
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constant overnight (at least 6 hours) and the GUVs form during this period.
In all experiments, we use a mixture of 60 mol% lipid and 40 mol% choles-
terol. Among the lipid part, we use the ratio of DOPC:DPPC:DPPG (5:4:1).
Note that in addition to the commonly used DOPC/DPPC system, we added
small traces of negatively charged 1,2-Dipalmitoyl-sn-glycero-3-phospho-rac-
(1-glycerol) (DPPG). In previous experiments, we found that using DPPG
enables supercooling of the vesicles and prevents undesired and uncontrolled
spontaneous prematuring of the vesicles. The lipids and cholesterol (> 99%)
were purchased from Sigma Aldrich (Munich, Germany) and were used with-
out further purification. The visualization of domains was enhanced by the
fluorescence marker Texas Red (TR) which was also obtained from Sigma
Aldrich. For observations, we used a Zeiss Axiovert 200 inverted fluorescence
microscope (Zeiss, Oberkochen, Germany) and a CCD camera (Hamamatsu,
Herrsching, Germany) for video recording. All experiments were performed
in a custom-made and temperature-controlled fluidic chamber and observa-
tions were directly done after GUV formation. Therefore, the GUVs were
supercooled below the critical phase-transition temperature Tm and then illu-
minated with the microscope lamp to observe the spontaneous phase decom-
position of the bilayer membrane. A typical temporal sequence of fluorescence
micrograph frames is depicted in the right column of Figure 5.
In the first micrograph, a continuous and still diffuse pattern of domains
can be seen, which closely resembles what is expected in the regime of spin-
odal decomposition. In the second frame, discrete yet connected domains have
been already formed, which are, however, still far away from their circular
equilibrium shape. In the further course of the experiment (micrograph 3),
the domains quickly relax into a circular shape and start to grow mainly by
coalescing with neighboring domains [12].
2.2 Cahn–Hilliard simulations
The challenge for the numerical simulation is to reproduce both the qualitative
topological features as well as the quantitative temporal development and
the domain size correctly. To model bilayers, a number of different methods
have been applied including Monte–Carlo methods [38] or molecular-dynamics
simulations [3]. In the past, phase-field models have been successfully used to
reproduce complex microstructures [14]. Here, we use a Cahn–Hilliard model,
which has been applied to a number of diverse problems before [66, 6] and
which is discussed elsewhere in more detail [23, 52].
We capture the temporal decomposition into two different phases by in-
troducing the mole fraction c as an order parameter of the system. The values
c = 1 and c = 0 indicate the pure phases and are represented in white and
black, respectively, in the simulation pattern in Figure 5 (left column). We














Fig. 5. Comparison of the temporal evolution of domain patterns obtained from a
numerical simulation (left) and in the corresponding experiment (right micrographs).
Each set of images shows the same bilayer changing its domain morphology during
the phase decomposition. The numbers in the images indicate the time that has
passed since the onset of phase decomposition. The time difference between the
images is chosen such that each image shows a representative pattern that is observed
in the distinct phases of decomposition illustrated in Figure 6. The scalebar is 10µ m.
Reprinted with permission from S. Burger et al., Comparative study of the dynamics
of lipid membrane phase decomposition in experiment and simulation. Langmuir 29
(25), 7565–7570. Copyright 2013 American Chemical Society.
Here, f = f(c) is the local free energy per unit of area. In the first approach,
we use a double-well potential f(c) := ϕc2(c − 1)2 with a scaling parameter
ϕ. The parameter M is the mobility which depends on the diffusion constants
D0 and D1 of both phases according to M = D0(1 − c) + D1c. For simplic-
ity, we assume the same diffusion coefficients for both phases described by an
effective constant D [54], i.e. M = D. The parameter ε describes the energy




model, the physical properties of the system are captured by the three control
parameters D [m
2
s ], ϕ [
J
m2 ], and ε
2 [J ]. We explore the solution of the Cahn–
Hilliard equation and the temporal development of the phases and their do-
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main size systematically on these control parameters and compare them with
the experiments. The simulations were performed using a C0-interior-penalty
discontinuous-Galerkin finite-element method [71, 28], which has proved to be
stable and efficient for such kind of problems. This method was particularly
chosen to account for the fourth-order spatial derivatives of the Cahn–Hilliard
equation. In this way, it was not necessary to introduce a coupled system of
partial differential equations and instead we could use the standard second-
order Lagrangian finite elements. We solve the nonlinear discrete equation
with periodic boundary conditions by a Newton method. The triangulation
was carefully chosen to avoid artificial symmetry effects, which could have
been introduced by the discretization otherwise.
2.3 Comparison of Cahn–Hilliard simulations and experiments
We match the simulation to the microscopic observation and find optimal val-
ues for the control parameters D [m
2
s ], ϕ [
J
m2 ] and ε
2 [J ] by comparing the
temporal development of mean domain sizes in both experiment and simula-
tion. Since the domain size is difficult to determine directly from a distribu-
tion of sizes we analyze the micrographs and simulation plots with a 2D Fast
Fourier Transform (FFT) and use the structure factor of a given mode q to




The structure factor is obtained from the image grey value a(pj) at pj
depending on position pj and the scaling factor N given by the number of
qj . For comparison, we plot the mean domain size against time as shown in
Figure 6 (upper-left image) for parameter values of D = 1.0 µm2/s, ϕ = 4.0
J/m2 and ε2 = 1.0 · 10−12 J together with the experimental domain size. At
first, it is apparent that the domain growth occurs in three distinct temporal
periods in the simulations as well as in the experiments. It can be characterized
by a slow initial domain growth, followed by accelerated growth and then,
finally, a reduced growth approaching the final domain size. In the first period
which ends at t ≈ 2 seconds for the simulations and at t ≈ 1.5 seconds for the
experiments, we observe the spinodal decomposition of the membrane, which
is also depicted in the upper panel of Figure 5. The second period lasts about
3 seconds in the experiment and about 2.5 seconds in the simulation and is
characterized by an enhanced domain growth rate of a factor of 8. Domain
growth in this period is dominated by coalescence of adjacent small domains
in the experiments while, in the simulations, domain formation still occurs as
depicted in the middle panel of Figure 5. In the last period, which sets in at t ≈
4.5 s (the lower panel of Figure 5), matured and circular equilibrium domain
shapes have been formed with a significant decrease in growth rate. The mean
diameter at the end of the considered interval is approximately 5.0 µm for both
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simulations and experiments. These qualitative and quantitative agreements
of our simulations with the experimental data confirm that we capture the
basic physics of the decomposition.
However, there are also quantitative differences, which we address in the
following systematic parameter study as shown in the plots of Figure 6. There-
fore, we keep two of the control parameters constant and vary the remaining
parameter. The sensitivity of the domain growth on the diffusion parameter
D is plotted in the top right image of Figure 6. As qualitatively expected,
the domain growth rate increases with increasing values of D because lipids
are more mobile and can achieve the energetically favorable states faster. The
simulation parameter D is related to the physical lateral diffusion coefficient
in lipid bilayers and has been measured to be of the order of 1 − 20 µm2/s
using various types of methods and lipid systems [20, 26, 54, 40]. The values
for the ternary system containing the lipids DOPC, DPPC and cholesterol
have been given by Orädd [54] and were used to guide this parameter study.
The other two control parameters ϕ and ε2 are addressed in the lower-right
and -left image of Figure 6, respectively. It is important to point out that
unlike D, these two parameters cannot directly be correlated to physically
measured values from the literature. Although, for example, the parameter
ε2 controls the energy associated with the boundary of the two domains, it
cannot be identified with the line tension [57]. To relate ϕ and ε2 directly
to physically-measured quantities, another model would be necessary, which
clearly exceeds the frame of this study but is interesting to consider in the
future. In the lower-left image, the dependence on ϕ indicates that for larger
ϕ the decomposition occurs earlier and the rate of growth is enhanced. Since
the parameter ϕ characterizes the shape of the double-well potential and in-
creases its steepness, energetically unfavorable states relax more rapidly into
the equilibrium states. The last control parameter ε2 plotted in the right image
strongly affects the final size of the domains. Together with the experimentally
measured value, it was therefore taken to guide the simulations.
However, despite the good agreement with the experiments, some features
of the domain growth still remain challenging. First, as can be seen from Fig-
ure 6, the initial values of domain sizes do not correspond well. This cannot
be compensated by variation of the control parameters because, as becomes
clear from Figure 6, the initial domain size only weakly depends on the cho-
sen values of D, ϕ and ε2. We hypothesize that the larger value for the size
in the experiment is attributed to incomplete mixing in the beginning and
may also be affected by the limited resolution of the optical system as well
as nonlinear partitioning of the Texas Red marker between the two phases.
Another characteristic difference to the experiments is that, in the second
domain growth period, the experiment is mainly driven by coalescence while,
in the simulations, coalescence occurs as well but seems to be less dominant.
We can speculate that one reason for this behavior is the role of the traces
of negatively charged DPPG used in the experiments. Moreover, our model
does not account for the mechanical effects in the system and the mechanical
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Fig. 6. Top Left: Evolution of the mean domain diameter during the phase tran-
sition. Orange crosses mark experimental data while blue squares represent results
of numerical simulations (D = 1 µm
2
s
, ε2 = 1 · 10−12 J, ϕ = 4 J
m2
). Top Right:
Results of numerical simulations with varying mobility parameter D. Bottom Left:
Results of numerical simulations with varying local free energy scaling parameter
ϕ. Bottom Right: Results of numerical simulations with varying effective line ten-
sion parameter ε2. Note that the curve represented by blue squares is identical in
all panels. Reprinted with permission from S. Burger et al., Comparative study of
the dynamics of lipid membrane phase decomposition in experiment and simulation.
Langmuir 29 (25), 7565–7570. Copyright 2013 American Chemical Society.
stress that certainly impact the values of the control parameters. We address
the dynamics of a lipid system in the subsequent section by compressing a
lipid monolayer on a Langmuir film balance and address the dynamic effects
that include viscoelastic shear properties.
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Fig. 7. (adapted from [63]) a) Typical isotherms for DPPC monolayers at differ-
ent temperatures; b) The area elasticity of the monolayer approaches a maximum
at the phase transition.
3 Probing mechanics of lipid monolayers by acoustic
actuation
In the previous section, we focused on the decomposition of a lipid bilayer
system. One of the limitations was that mechanical effects were not taken into
account. Here, we use a slightly different system, a lipid monolayer, spread on
a Langmuir trough film balance, and investigate the viscoelastic response to
an external mechanical excitation.
There has already been a vast amount of work dedicated to investigate lipid
monolayers and bilayers [55] (see also the book [51] for a better understanding
of the physical properties of these systems). For monolayers, mechanical prop-
erties such as the area elasticity and dilatational viscosity have been studied
intensively depending on the thermodynamic state of lipid monolayers. Most
natural lipids typically show a first-order transition between a liquid-expanded
(LE) and a liquid-condensed (LC) phase. In monolayers, this transition be-
comes apparent in a pronounced plateau in the surface pressure vs. molecular
area isotherm, which is commonly recorded on a Langmuir film balance, see
Figure 7.
In a Langmuir film balance, the lateral pressure is measured as a function
of the molecular area and is given as the difference in surface pressure in the
presence and the absence of the lipid monolayer. Thermodynamically, the lat-
eral pressure is the derivative of the surface free energy with respect to the
area per molecule. The isothermal compressibility and the isobaric thermal
expansivity as material parameters are then given as the partial derivatives of
the molecular area with respect to the pressure and temperature, respectively.
The horizontal section in Figure 7(a) suggests that the transition is discon-
tinuous and of first order. In the vicinity of a critical state (near the phase
transition) the thermodynamic fluctuations of a system approach a maximum
[63].
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Since these fluctuations are closely related to the susceptibilities and hence
linked to the material properties, parameters like area elasticity, heat capacity
or electrical conductivity change dramatically and often take extreme values
in the transition region. Whereas these phenomena have been investigated in-
tensively for the area properties, much less work has been done to investigate
the shear properties of these systems. Here, we focus on the shear properties of
lipid monolayers in the vicinity of their LE–LC transition. The LC-regime has
been investigated extensively due to its outstanding relevance for the physics
of breathing and due to its good accessibility for established rheological meth-
ods [41, 24, 15]. In contrast, lipid layers in the liquid-expanded regime do not
show any shear elasticity and have very low shear viscosities. The ratio of drag
forces arising from the surface to those arising from the subphase underneath










where ηs and η0 are the viscosities of inter- and subphase, respectively, and the
ratio R/A describes the geometry of the probe used, i.e. the ratio of contact
perimeter with the interphase and contact area with the subphase [10]. For
direct shear measurements, where R/A is limited by technical means, low
surface viscosities are difficult to measure. While some work has been done
for LE-phase of lipid monolayers at constant surface pressure [60], very little
data is available for the main transition regime [58, 56, 21, 59]. Especially
the influence of the monolayer microstructure on the shear properties has
not been investigated systematically, even though it is well known that the
structure of LC-domains in the phase-transition regime is sensitive to their
growth velocity and impurities as for example tracer particles or fluorophore
molecules [49, 50, 33].
To probe the monolayers mechanically, we introduce here a new method for
investigating the shear viscosity and elasticity of lipid monolayers as functions
of surface pressure. We show that both viscous and elastic properties depend
on the total area of LC-domains as well as on their microstructure.
For all experiments, a customized Langmuir trough from NIMA was used.
The surface area can be adjusted by a movable teflon barrier. The surface
pressure is measured using a Wilhelmy plate and a NIMA force sensor. A
focused interdigital acoustic transducer was installed at the bottom of the
trough for the excitation of an acoustic flow in the observed region as shown
in Figure 3 and Figure 24. The chip is powered by a high frequency generator
and an amplifier at its resonance frequency with an input amplitude of 9 dBm.
The trough is covered by a plastic lid to protect the interface from potential
air motion. Additionally, several teflon barriers spanning the full height of the
trough were introduced to suppress large scale streaming (see Figure 8). The
temperature of the teflon trough and the subphase was stabilized by a heating
bath at 23◦C. The monolayer was observed through a glass window with an
upright fluorescent microscope equipped with a Photron FastCam camera.
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Fig. 8. Top view of the trough geometry. Two additional semicircular barriers
decouple the observed area from large scale flow excited by external disturbance.
The SAW chip (red) is mounted at the bottom such that the fluid streamline with
maximal velocity crosses the observed monolayer area.
Dipalmitoyl-sn-glycero-phosphatidylcholine (DPPC) from Avanti Polar
Lipids (Alabaster, USA) and Texas Red-DHPE from Invitrogen were used
without further purification. All other chemicals were purchased from Sigma
Aldrich (Germany). Ultrapure water (> 18 MΩcm, PureAqua, Tuttlingen,
Germany) was used for all aqueous solutions. A solution of 10 M HEPES
buffer and 90 mM NaCl was adjusted to a pH of 7.0 and was used as sub-
phase for all experiments and shields electrostatic interactions. DPPC and
Texas-Red-DHPE with a molar ratio of 0.5% were dissolved in chloroform
with an overall concentration of 1 mg/ml. Lipid monolayers were formed by
slowly pipetting a fixed amount of lipid solution onto the fluid surface. Before
starting the experiments, the monolayer was equilibrated for ten minutes to
allow for the evaporation of chloroform traces.
After equilibration, the monolayer was compressed slowly until first LC
domains appear. From here, the pressure was increased in steps of 0.5 mN/m
until the domains were strongly compressed. Afterwards the barrier motion
was reversed and the area was increased again in steps of 0.5 mN/m. At each
step, the monolayer was equilibrated at constant area for five minutes before
the SAW flow was repeatedly turned on and off for time intervals of 5 s. To
track the flow, videos of the domain motion were captured with a frame rate
of 125 fps.
Captured videos were first analyzed by a script based on the open source
PIVlab toolkit22 to obtain the velocity field for the complete field of view at
different time steps. 20 frames were used for the particle imaging velocimetry
(PIV) analysis of one time step to reduce motion and data processing arte-
facts. Hence, the velocity information for further processing has a temporal
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Fig. 9. Typical flow profile obtained from the PIV analysis. The larger solid frame
indicates the region of interest, the double lined squares indicate the reference fields.
resolution of 160 ms. A region of interest of 50×50 pixels in one center stream
line of the quadrupolar flow field was chosen and the y-component of the ve-
locity field was averaged spatially. We refer to the velocity obtained in this
way as vy in the following. In the same way, a reference velocity vref,y was
determined by spatially averaging the flow fields in the two opposing corners
of the field of view.
The structure of the (dark) LC-domains within the region of interest was
analyzed by using ImageJ-scripts. The area ratio α = ALCALE+ALC was deter-
mined by “thresholding” and the connectivity ζ by the BoneJ plugin from
ImageJ. The latter value is derived from the Euler characteristic of the in-
dexed picture and measures the “porosity” of the LC-domains (e.g. small,
isolated domains will result in very negative ζ values).
3.1 Experimental results and discussion
Velocity amplitude and viscosity
In a first set of experiments, we periodically excite acoustic streaming by re-
peatedly switching the SAW on and off for 5s at a period of 10s. As a response
to this excitation the differential velocity 4vy = vy − vref,y in the selected
ROI has been analyzed for different thermodynamic states of the membrane.
Figure 10 gives an overview of the measured data. We introduced the differen-
tial velocity 4vy to compensate vibration artefacts in the experimental setup
from various sources as small vibration of the damping table or air flow. Since
usually 4vy  vref,y, the error introduced here is very small.
One can clearly see from Figure 10 that the maximum amplitude of 4vy
decreases with higher surface pressure as can be expected as consequence of
increasing surface viscosity at higher surface pressures. For quantification, we
derive vy,max by averaging over ten data points from each period just before
the SAW is switched off. When we increase the surface area after compression
into the LE-regime, we observe very strong hysteresis effects and there is no
clear correlation to the measured surface pressure (see Figure 11a). Hysteresis
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Fig. 10. 4vy as a function of time for different membrane states (ratio of the LC
phase), i.e. different area ratios. a) α = 50% b) α = 60% c) α = 80%. With rising LC-
ratio, the velocity amplitude decreases significantly as a result of increasing viscosity.
The SAW was switched on and off for a duration of 5s at the power of 9dBm. The
vertical lines tag the time points when the SAW power is switched on/off.
Fig. 11. a) A comparison of surface pressure and 4vy shows only moderate corre-
lation. However, the maximum velocity amplitude seems to lag behind the surface
pressure. b) In contrast the graphs for the relative area of LC-domains and vy,max
match very well. As a guide to the eye we connected the subsequent data points by
lines to simplify the comparison in between the two graphs.
behavior is well known and has been reported in the literature [55]. The reason
for this is the domain growth dynamics of these systems, which was intensively
discussed [51], particularly the fact that labeled lipid monolayers may have
to be regarded as a two-component system. If we choose the relative area of
LC domains α instead of the surface pressure π as the independent variable
for further analysis, the correlation becomes much more significant, as can be
seen in Figure 11b.
In Figure 12, we summarize the data obtained from a large number of
experiments. A clear trend can be observed, even though there is quite a
high scattering of the data points. The reasons for this become apparent
when we consider the domain structure of the monolayer at different data
points. As pointed out by Möhwald and others, the diffusion of dye molecules
or other impurities controls the typical fractal domain growth [49, 50, 33].
Additional factors like history dependence and mechanical disturbances lead
to the fact that the microstructure of lipid monolayers is not fully controlled
in the transition regime. Therefore, it is not surprising that different domain
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Fig. 12. Relative viscosity η/ηLE as a function of the LC area proportion α. The
strong scattering of the measured values is most likely a consequence of a variation
in domain microstructure. The continuous line is a fit using Einsteins equation with
C = 4 and indicates the increase of the viscosity ratio with α.
structures lead to different shear properties. If we regard the monolayer in the
transition regime as a system, which consists of more or less solid-like LC-
rafts floating in a fluid LE-matrix, it is obvious that its fine structure affects
the flow. However, as a first attempt, we treat the LC-domains as weakly
interacting circular discs and consider the system as a 2-dimensional quasi-
continuous (emulsion-like) medium. The viscosity of such systems can usually
be described empirically by a modified Einstein’s equation [32, 22]
η
η0
= 1 + 2.5α+ Cα2. (4)
Here, η0 is the viscosity of the fluid LE-phase. We further assume that
4vy ∝ Fy/η ∝ 1/η, where Fy denotes the y-component of the SAW stream-
ing force field, which engages on the interface, we can fit our data with (4)
after normalization with the maximum measured value for 4vy, which rep-
resents 1/η. For the solid line in Figure 12, we choose C = 4. An empirical
description of the system as a 2D colloid is thus feasible. For a more quan-
titative description, however, a precise analysis of the flow field as well as a
refined model for the relation between surface viscosity and domain structure
is necessary.
Domain structure and viscoelasticity
So far, the lipid monolayer was treated as purely viscous without considering
elastic effects. However, a closer look at the data in Figure 10 reveals that
there is an elastic contribution to the waveform of 4vy. This becomes much
more pronounced for smaller SAW power, i.e. reduced excitation force (see
Figure 13).
This elastic behavior can be observed in many experiments. However, the
quantitative strength of it varies significantly between experiments and dif-
ferent ROIs in one experiment. Figure 14 shows a typical picture captured
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Fig. 13. 4vy as a function of time for small SAW power. The reversal of the flow
direction indicates a pronounced elastic contribution to the shear properties of the
lipid monolayer.
during an experiment. There are two clearly distinguished regions of different
domain morphology. Region one consists of isolated LC islands (disconnected),
whereas region two exhibits a mesh-like domain structure (connected). Both
morphologies were stable without mechanical disturbance and have similar
LC proportion. However, the formation of morphology 2 was a result of a pre-
ceding SAW excitation and demonstrates that the domain structure can be
influenced by slight disturbances. If one observes the dynamics of regions like
the ones shown under flow excitation, one realizes that regions with uncon-
nected domains behave more viscous, whereas those with connected domains
show strong viscoelastic characteristics. One possibility for a quantification of
the domain structure is the connectivity ζ, which can be determined by the
BoneJ plugin for ImageJ as shown in Figure 14. This clearly demonstrates
that the shear viscosity of lipid monolayers in the LC–LE coexistence region
depends strongly on the area proportion of LC domains as well as on the struc-
ture of the domains. A more thorough quantitative analysis of the dependence
of the material properties on the connectivity is a very promising direction
for further experimental and analytical studies of this highly interesting and
complex system and remains the subject of ongoing work.
The development of a numerical model that considers the mutual influ-
ence of mechanical stress and domain structure is a first step towards a better
understanding of the viscoelastic shear properties of lipid membranes in the
vicinity of their phase transition. From a physical point of view, the sim-
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Fig. 14. Coexistence of two regions of very distinct morphology: a) original picture;
b) “thresholded” picture region 1 (disconnected): ζ = −458; c) “thresholded” picture
region 2 (connected): ζ = +208.
plest mechanical model that can cover the observed dynamics is an extended
Maxwell model as proposed by [45] for viscoelastic fluids. The combination of
such a simple material model with a dynamic simulation of the quadrupolar
force field for the SAW excitation is the subject of the following Section and
can be a basis for later data analysis. A second step should be the identifica-
tion of relations between the mechanical material parameters and the phase
separation behavior of lipid membranes and a first attempt to develop such a
model is presented in the next Section.
4 Numerical simulation of the NS/CJ/CH system
We consider a monolayer of lipids spread onto the upper surface of a water-
filled Langmuir–Blodgett trough and study phase separation under the in-
fluence of a surface-acoustic-wave-actuated fluid flow, which generates four
counter-rotating vortices at the upper surface. The process can be described by
the NS/CJ/CH system consisting of the incompressible Navier–Stokes equa-
tions with a viscoelastic stress term and a capillary term coupled with the con-
vective Jeffreys (Oldroyd) equation of viscoelasticity and the Cahn–Hilliard
equation with a transport term.
4.1 The convective Jeffreys (Oldroyd) model of viscoelasticity
Classical models of viscoelastic fluids are given by one-dimensional mechanical
systems composed by springs and dashpots (cf., e.g., [67]). In particular, a
Maxwell element consists of a spring and a dashpot in series. We denote by
σ the stress and by ε the strain, and we refer to G as the elastic modulus
of the spring, to η as the viscosity of the dashpot, and to τrel = η/G as the
relaxation time. The constitutive equation for the Maxwell element reads





Fig. 15. The anti-Zener model also known as the non-standard three-parameter








On the other hand, a Voigt element consists of a spring and a dashpot in
parallel. Its constitutive equation is given by




The Zener model [72] is a Voigt element in series with a spring and also referred









where the additional parameter a is related to the elastic modulus of the
additional spring.
The anti-Zener model consists of a Voigt element in series with a dashpot
of viscosity ηf (cf. Figure 15). Denoting by τrel = (η + ηf)/G the relaxation














The anti-Zener model is also known as the non-standard three-parameter
Voigt model [67] or the Jeffreys model [37].
















Transport at Interfaces in Lipid Membranes and Enantiomer Separation 21
The first part ηs
∂ε
∂t is a Newtonian stress. The second part T is the so-called








The explicit solution of (11) is given by














i.e., at time t = 0, the material experiences an immediate viscous response
























exp(−(t− s)/τret) σ(s) ds. (13)
In terms of the displacement u, we have ε = ∂u/∂x for the strain and v =
∂u/∂t for the velocity. It follows that ∂ε/∂t = ∂v/∂x = ∂2u/(∂x∂t). Hence,

















This equation can be easily generalized to higher dimensions. We refer to
u = (u1, · · · , ud), d ∈ {2, 3}, as the displacement vector, to v = ∂u/∂t as
the velocity, and to σ = (σij)
d
i,j=1 as the stress tensor. Further, let D(v) =
(∇v + ∇vT )/2 be the stretch tensor and D/Dt be any convective tensorial












As a particular convective tensorial time derivative, we consider the one-
parameter family of Gordon–Showalter derivatives [31]. For a tensor-valued
function G, this family is given by






+ v ·∇G− (aD(v) + W(v))G−G(aD(v)−W(v)), (16)
where W(v) stands for the spin tensor W(v) = (∇v−∇vT )/2. The param-
eter a, which defines the family, is supposed to lie in the interval [−1,+1].
As in the one-dimensional case, the stress tensor σ can be split into a
Newtonian stress and an extra-stress according to
σ = 2ηsD(v) + T.




+ T = 2ηeD(v).
The equation (15) with the Gordon–Showalter derivatives (16) is known as the
convective Jeffreys or Oldroyd model. In particular, the choice a = 1 results
in the so-called Oldroyd-B fluid model.
For two-dimensional problems, the local existence of a weak solution and
the global existence under the assumption of small data have been shown in
[25]. For the parameter a = 0 the global existence of a weak solution without
the assumption of small data has been established in [47]. More recent global
existence results can be found in [18] which, however, do not include the case
a = 1 (Oldroyd-B model).
4.2 The NS/CJ/CH system
We assume that the fluid volume in the Langmuir–Blodgett trough occu-
pies a domain (−`, `)2 × (0, h), where (−`, `)2 is the cross-section of the
trough and h is its height. We consider the viscoelastic fluid flow on the up-
per surface (−`, `)2 × {h} of the trough over the time interval [0, T ]. As
a model, we choose the NS/CJ/CH system which is a system of parabolic
partial differential equations consisting of the incompressible Navier–Stokes
equations for the velocity v and pressure p coupled with a regularized convec-
tive Jeffreys (Oldroyd) model for the extra-stress σ, and the Cahn–Hilliard
equation for the order parameter c (concentration of one of the components
of the binary mixture). The system will be given in the dimensionless form.
To this end, we introduce Lref , vref , ρref , and ηref as a reference length, veloc-
ity, density, and dynamic viscosity, respectively. The computational domain
is Ω = (−`/Lref , `/Lref)2, which is Ω = (−1, 1)2, if we choose Lref = `.
We denote by nΓ the exterior unit normal vector on the boundary Γ = ∂Ω,
and we set Q = Ω × (0, T/Tref) and Σ = Γ × (0, T/Tref). We further denote
by Tref = Lref/vref the reference time. In dimensionless form, the NS/CJ/CH
system represents an initial–boundary value problem given by the system of
partial differential equations




+ v · ∇v)− 1
Re
ηs∆v + ∇p−∇ · σ −
1
2
Ca µ(c)∇c = f in Q, (17a)
∇ · v = 0 in Q, (17b)
∂σ
∂t




ηeD(v)− κ∆σ = 0 in Q, (17c)
M(a)σ = (aD(v) + W(v))σ + σ(aD(v)−W(v)), (17d)
∂c
∂t
+ v ·∇c− 1
Pe
∇ · (M∇µ(c)) = 0 in Q, (17e)
µ(c) = F ′(c)− ε2∆c, (17f)
with the boundary conditions
v = 0, σnΓ = 0, nΓ ·∇c = nΓ ·∇µ(c) = 0 on Σ, (17g)
and the initial conditions
v(0) = 0, σ(0) = 0, c(0) = c0. (17h)
Here, Ca, Pe, Re, and Wi refer to the capillary number, the Péclet number,
the Reynolds number, and the Weissenberg number as given by










where γ is the surface tension between the two phases, vrel is the characteristic
relative velocity between the two phases, and τrel stands for the relaxation time
of the convective Jeffreys model. The surface-acoustic-wave-actuated fluid flow




fq, if IDT is turned on ,
0, if IDT is turned off,
. (19)
Here, fq represents a quadrupolar force field which can be motivated as follows:
The velocity field of an incompressible two-dimensional fluid can be described
by means of a scalar function Ψq(x1, x2) such that the velocity field follows as








It is the divergence free solution of the Stokes equation for a fluid driven by
the force density
fq = −ηw∆vq,
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where ηw is the viscosity of water. For the surface-acoustic-wave actuated flow
field in Ω we use the quadrupolar stream function







where vm denotes the maximum value of the velocity magnitude depending on
the frequency of the interdigital transducer that generates the surface acoustic
waves. With this choice, the fluid flow exhibits a vorticity pattern consisting
of four mutually counter-rotating vortices which is what is experimentally
observed (cf. Figure 26 in subsection 5.4).
We further refer to ρ as the mass density of the lipid, to I as the fourth-
order identity tensor, to κ > 0 as a regularization parameter in Oldroyd’s
equation, to M as the mobility coefficient in the Cahn–Hilliard equation, to
F (c) = c4/4 − c2/2 as the coarse-grain free energy density function, to c0
as a given initial concentration, and to ε > 0 as a parameter related to the
thickness of the diffuse interface between the two phases (also cf. Section 2.2
for a thorough discussion of the parameters of the Cahn–Hilliard model). Note
that the coarse-grain energy density function was chosen differently from the
one in Section 2.2 (c.f. [8]). Here, we assume that the pure phases correspond
to the value of the order parameter c = ±1 (rather than c = 0 and c = 1).
4.3 Numerical solution of the NS/CJ/CH system
We solve the initial–boundary value problem (17a)-(17h) numerically by a
splitting algorithm with respect to a partition of the time interval [0, T̄ ], T̄ =
T/Tref , into subintervals [tn, tn+1] of length ∆t = T̄ /N,N ∈ N, 0 ≤ n ≤ N−1.
We denote by v(n), p(n),σ(n), and c(n) approximations of v, p,σ, and c at time
t = tn and set the initial values v
(0) = 0,σ(0) = 0, c(0) = c0.
Step 1: Solution of the incompressible Navier–Stokes equations.
Given v(n),σ(n), and c(n), we compute v(n+1) by the Chorin–Temam projec-
tion method [16, 64, 65]. This involves the following three fractional steps:
Step 1.1: Computation of a tentative velocity ṽ(n+1)








∇ · σ(n) − 1
2
Ca µ(c(n))∇c(n) = f in Ω,
ṽ(n+1) = 0 on Γ. (22b)
Step 1.2: Computation of the pressure p(n+1)
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Compute p(n+1) as the solution of the Poisson problem:
−∆p(n+1) = − ρ
∆t
∇ · ṽ(n+1) in Ω, (23a)
nΓ ·∇p(n+1) = 0 on Γ. (23b)
Step 1.3: Computation of the velocity v(n+1)
Compute v(n+1) as the projection of the tentative velocity ṽ(n+1) onto the




+ ∇p(n+1) = 0 in Ω, (24a)
v(n+1) = 0 on Γ. (24b)
Step 2: Solution of the regularized convective Jeffreys model
Compute σ(n+1) by the following two fractional steps:
Step 2.1: Computation of a tentative stress σ̃(n+1)
Compute σ̃(n+1) as the solution of the regularized transport equation:
σ̃(n+1) − σ(n)
∆t
+ v(n+1) ·∇σ̃(n+1) − κ∆σ̃(n+1) = 0 in Ω, (25a)
nΓ · κ∇σ̃(n+1) = 0 on Γ. (25b)
Step 2.2: Computation of σ(n+1)
Compute σ(n+1) as the solution of the implicitly-in-time discretized equation







− κ∆σ(n+1) − 2
ReWi
ηeD(v
(n+1)) = 0 in Ω,
nΓ · κ∇σ(n+1) = 0 on Γ. (26b)
Step 3: Solution of the Cahn–Hilliard equation
Compute c(n+1) as the solution of
c(n+1) − c(n)
∆t






= 0 in Ω,
(27a)
nΓ ·∇c(n+1) = nΓ ·∇µ(c(n+1)) = 0 on Γ.
(27b)
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The discretization in space is done by finite element approximations with
respect to a uniform grid consisting of right isosceles triangles of mesh size
h = 1/64. In particular, the components of the velocities ṽ(n) and v(n) as well
as the components of the stress tensors σ̃(n) and σ(n) are approximated by
C0-conforming Lagrangian finite elements of polynomial degree 2, whereas the
pressure p(n) is approximated by C0-conforming Lagrangian finite elements of
polynomial degree 1 (cf., e.g., [19]). Finally, for the numerical solution of
the implicit-in-time discretized Cahn–Hilliard equation we use a C0-Interior-
Penalty Discontinuous-Galerkin method based on C0-conforming Lagrangian
finite elements of polynomial degree 2 (cf. Section 2.2).
4.4 Numerical results
We have implemented the NS/CJ/CH system (17a)-(17h) for the parameters
and the associated capillary, Péclet, Reynolds, and Weissenberg numbers given
in Table 1 and Table 2. The algorithm described in the previous subsection
has been applied with a time step size ∆t = 1.0 · 10−3 and a uniform finite
element mesh of mesh size h = 1/64.
Table 1. Parameters in the NS/CJ/CH system
` Lref T Tref Ts ρ ρw
1.0 · 10−2 1.0 · 10−2 65 1.0 10 1.0 · 103 1.0 · 103
ρref vm vref vrel ηw ηs,phase1 ηe,phase1
1.0 · 103 1.0 · 10−2 1.0 · 10−2 1.0 · 10−4 1.0 · 10−3 7.5 · 10−3 5.0 · 10−3
ηs,phase2 ηe,phase2 ηref τrel γ κ a
7.5 · 10−3 1.0 · 10−3 1.0 · 10−3 1.0 1.0 · 10−6 1.0 · 10−4 1.0
In a first series of numerical simulations, we investigate the impact of vis-
coelasticity on the surface-acoustic-wave-generated velocity field at the upper
surface of the Langmuir–Blodgett trough. We turn the interdigital transducer
(IDT) on and off periodically with period Ts = 10.0. In particular, the IDT is
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Table 2. Capillary number, Péclet number, Reynolds number, and Weissenberg
number
Ca Pe Re Wi
1.0 · 10−2 1.0 · 102 1.0 · 102 1.0
Fig. 16. Quadrupolar velocity field vq with vm = 1.0 (left) and velocity v at time
t = 10.00 when the interdigital transducer is switched off (right).
Fig. 17. Velocity field at time t = 11.25 (left) and at time t = 11.50 (right).
turned on at t = 0, 2Ts, 4Ts, 6Ts, and turned off at t = Ts, 3Ts, 5Ts. Figure 16
displays the vorticity pattern consisting of four counter-rotating vortices cor-
responding to the quadrupolar velocity field vq with unit maximal magnitude
vm = 1.0 (left) and the computed velocity v at time t = 10.00 (right) at the
moment when the interdigital transducer is switched off. Figure 17 shows the
velocity field at time t = 11.25 (left) with the formation of counterflows in a
vicinity of the origin and at time t = 11.50 (right) with a complete change of
the direction of the velocity and accelerated velocity magnitudes owing to the
release of stored elastic energy.
The computed concentration profiles at different time moments are shown
in Figure 18 and Figure 19. The left part of Figure 18 shows c at t = 0.9,
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Fig. 18. Concentration at time t = 9.0 (left), and at time t = 10.0 (right).
Fig. 19. Concentration at time t = 11.25 (left), and at time t = 12.0 (right).
while the right part corresponds to t = 10, the exact time when the IDT is
switched off. We can clearly see the movement of the pure phase domains in
the direction of the quadrupolar force field. Figure 19 shows c at t = 11.25
(left) and t = 12.0 (right). It can be seen that the direction of the flow is
reversed for the short time.
We also choose a test point x0 = (2/32, 14/32), which lies in the north-
east quadrant near the line of separation of the counter-rotating vortices, and
track the change in time of the vertical component vy of the velocity v at
this point. The results are shown on the Figure 20. We observe the typical
viscoelastic flow pattern, namely,
• Initially the fluid is at rest (time t = 0);
• After switching the IDT on at t = 0, vy attains its maximal value (by
modulus). In our case, this level is |vy| ≈ 0.08;
• Then, it stabilizes at |vy| ≈ 0.07. The wiggles indicate the effect of the
heterogeneity of the domain as well as the elastic contribution;
• At time t = 10.0 (corresponds to 1000 in the Figure), we turn the IDT off
and observe the flow by inertia, i.e. vy remains negative and |vy| decreases;
• After becoming zero, the flow does not stop as it would in the viscous case.
Rather, vy reaches its maximum level vy ≈ 0.01 (at this time we observe
the maximum magnitude counter-flow).
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Fig. 20. Vertical component vy of the velocity field v at the test point x0 =
(2/32, 14/32).
• Then, the flow decays to zero. Due to elastic effects, it may cross zero
back and forth several times with amplitude too small to be visible in the
Figure.
Thus, qualitatively we observe the same effect as in the experiments, cf. Fig-
ure 13.
In the second series of experiments, we consider only a one-phase fluid.
For numerical simulations, we use the system (17a)-(17c) with the value of
the order parameter c ≡ 1 (therefore, the term (1/2)Caµ(c)∇c in the equa-
tion (17a) vanishes). Again, as in the two-phase case, the interdigital trans-
ducer is switched on at times t = 0, 2Ts, 4Ts, 6Ts and switched off at times
t = Ts, 3Ts, 5Ts with Ts = 10.0.
First, we simulate the flow of the pure viscous liquid (ηe = 0) and the
flow of the liquid-disordered phase of the lipid (phase 2 in the notations of
Table 1). The history of the y-component of the velocity vy at the test point
(2/32, 14/32) is shown in Figures 21 and 22. We can see that vy does not
cross the zero level in the pure viscous case as expected whereas little elastic
contribution to the model leads to small positive values which indicate very
slow reverse motion.
Second, we simulate the flow of the condensed phase of the lipid (phase 1
in the notations of Table 1) and compare the simulation results with corre-
sponding experimental measurements as shown in Figure 23. Qualitatively, the
pictures look alike. Again, we see the crossing of zero of the vertical component
vy more expressed than for the liquid-disordered phase. In the experiments,
the relaxation is more moderately expressed than in the case of simulations.
A possible reason for this is a relatively low Weissenberg number (Wi = 1.0)
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Fig. 21. Vertical component of the velocity at the test point. Simulation of the pure
viscous liquid.
Fig. 22. Vertical component of the velocity at the test point. Simulation of the
disordered phase of the lipid.
used. For larger values of Wi a more sophisticated numerical scheme to solve
the convective Jeffreys equation would have to be implemented.
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Fig. 23. Vertical component of the velocity at the test point. Top: experimental
measurements. Bottom: simulation of the ordered (condensed) phase of the lipid.







Fig. 24. Left: Photograph of the experimental setup. Right: Schematic sideview,
where a particle is placed on the water surface and the IDT is driving the acoustic
streaming.
5 Enantiomer separation
In this section, we report on the experimental setup for surface-acoustic-wave-
actuated enantiomer separation (subsection 5.1), the mathematical modeling
and numerical simulation based on the finite element immersed boundary
method (subsection 5.2) and the distributed Lagrangian multiplier finite el-
ement immersed boundary method (subsection 5.3), a comparison of experi-
mental measurements and numerical simulation results (subsection 5.4), and
the separation mechanism due to the specific flow pattern created by the
surface acoustic waves (subsection 5.5).
5.1 Experimental setup
To drive the microfluidic flow, we apply surface acoustic waves (SAWs) that
are generated by an interdigital transducer (IDT). An IDT consists of two
interlocking electrodes deposited on a piezoelectric substrate, which are con-
nected to an alternating current generator such that interfering periodic sub-
strate deformations cause the propagation of SAWs. When SAWs couple into
a liquid, two fluid jets are formed, which transport material. These jets drive
a bulk streaming, which generates a specific flow pattern consisting of four
counter-rotating vortices.
The experimental setup to apply SAW flow to the surface is shown in the
photograph in Figure 24. An IDT is connected using a circuit board and a
frame of plexiglas (PMMA) is attached to the board to form a miniaturized
trough. The top right panel of the same figure shows a schematic sideview
of the setup with the IDT on the bottom of the trough with a reservoir of
water on top and a particle floating on the surface. Applying an alternating
frequency drives the streaming and creates the specific flow pattern.
For the production of the photoresist L-shaped enantiomers, we followed
the protocol described by [34] with some modifications. The whole process of
manufacturing is shown in Figure 25 and the numbers in parenthesis in the
following text also refer to that Figure.
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Fig. 25. Schematic representation of fabrication of the photoresist particles. 1)
Clean silicon wafer. 2) A sacrificial layer of omnicoat is applied 3) SU8-2 is ap-
plied. 4) Photoresist is partially exposed. 5) Unexposed SU8-2 is developed. 6)
Surface is treated with silane. 7) Lift-off. 8) Particles are brought onto water sur-
face and float stably in well defined orientation. Reprinted with permission from
S. Burger et al., Numerical simulation of surface acoustic wave actuated separation
of rigid enantiomers by the fictitious domain Lagrange multiplier method. Com-
put. Meth. Appl. Math. 15 (3), 247–258. Copyright 2015 Walter de Gruyter.
First a sacrificial layer of omnicoat is spincoated on a silicon wafer (2). In a
second spin coating process, SU8-2 photoresist laden with 0.5mg/ml Nile Red
is spun onto the omnicoat layer at 3000 rounds per second achieving a film
thickness of about 1.5 µm (3). After soft baking, the photoresist is exposed
using a mask aligner and then baked a second time (4). After the substrate
has cooled to room temperature, the unexposed photoresist is developed using
MR-DEV300 leaving the desired particles attached to the sacrificial layer of
omnicoat (5). In order to render the particles hydrophobic on one side, a layer
of Trichloro(octadecyl)silane (OTS) is applied by spin coating (6). To this
end, 10µl OTS are dissolved in 3ml n-hexane and spun onto the particles at
1000 rpm for 10 seconds. The OTS solution has to be applied after the spin
coater has reached its maximum rate of revolution since n-hexane evaporates
very quickly thus leaving the OTS scattered on the surface inhomogeneous if
the spinning rate is too low. The layer of OTS renders the particles highly
hydrophobic on the top side. After these steps, the particles are still firmly
attached to the substrate and can be stored in a dark ambient until use to
prevent bleaching of the fluorescent dye. To remove the particles from the
wafer, a lift-off procedure is performed using omnicoat developer. The wafer
is immersed in the solution until the omnicoat layer has been sufficiently
dissolved, which takes approximately 30 seconds depending on the geometry
of the sample. The wafer is then transferred to the experimental setup and
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the detached particles can be washed off using pure water. Due to the top side
of the particles being considerably more hydrophobic than their bottom side,
the orientation of the particles is conserved during the lift off process in most
cases and the particles float stably on the surface of the fluid.
5.2 Finite element immersed boundary method
Following the experimental setup as described above, the simulation of the
separation of L-shaped enantiomers has been considered by the Finite Element
Immersed Boundary Method (FEIBM; cf. [7]). It is based on a coupled system
consisting of the incompressible Navier–Stokes equations on the surface Ω
of the fluid-filled container and the equations of motion of the enantiomers
described with respect to an Eulerian and a Lagrangian coordinate system,
respectively. Denoting by u, p the velocity and the pressure of the carrier
fluid, by ρf , ηf its density and viscosity, and by X the position vector on the





+ (u · ∇)u
)
− ηf∆u +∇p = fq + fg in Ω × (0, T ), (28a)
∇ · u = 0 in Ω × (0, T ), (28b)
u = û on ∂Ω × (0, T ), (28c)
u(·, 0) = û in Ω, (28d)
whereas the equation of motion is given by
dX
dt
(q, t) = u(X(q, t), t), q ∈ [0, `], t ∈ [0, T ], (29a)
X(q, 0) = X0(q), q ∈ [0, `], (29b)
In (28a), the source term fq stands for the quadrupolar force density, cf. (19)–
(21). On the other hand, the force density fg reflects the impact of the enan-




fl(q, t) ·w(X(q, t)) dq, w ∈ H10(Γs),
where H10 is the vector-valued Sobolev space of square-integrable functions
with square integrable weak derivative and vanishing boundary trace and
fl(q, t) = −E′(X(q, t)) with E′ being the Gâteaux derivative of the total
energy E of the immersed body defined by




Ee(X(q, t)) dq, Eb(t) :=
L∫
0
Eb(X(q, t)) dq. (31)
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Here, Ee(t) and Eb(t) are the local energy densities according to
Ee(X(q, t)) = κe
2
( ∣∣∣∣∂X∂q (q, t)
∣∣∣∣2 − 1), Eb(X(q, t)) = κb2
∣∣∣∣∂2X∂q2 (q, t)
∣∣∣∣2 , (32)
where κe > 0 and κb > 0 denote the elasticity coefficients with respect to
elongation-compression and bending.
Based on the variational formulation of the coupled system (28),(29) in an
appropriate function space setting, for the spatial discretization we have used
Taylor–Hood P2/P1-elements for (28) with respect to a geometrically con-
forming simplicial triangulation Th(Ω) of the computational domain Ω and
periodic cubic splines for (29) with respect to a partitioning of the interval
[0, L]. Given an equidistant partition of the time interval [0, T ], for discretiza-
tion in time we have used the implicit Euler scheme for (28) and the explicit
Euler method for (29) resulting in a semi-implicit Backward Euler/Forward
Euler FE-IB which has to satisfy a CFL-type stability condition (see also [27]
for a related application of the FEIBM and [35] for an alternative uncondi-
tionally stable fully implicit scheme). For further details we refer to [5].
5.3 Distributed Lagrangian multiplier finite element immersed
boundary method
In the Distributed Lagrangian Multiplier Finite Element Immersed Bound-
ary Method (DLM-FEIBM) the rigid enantiomer is supposed to occupy a
subdomain B(t) ⊂ Ω, t ∈ [0, T ]. The motion of the rigid enantiomer with
density ρs and the first Piola–Kirchhoff stress tensor P is coupled by a dis-
tributed Lagrangian multiplier λ ∈ (H1(B)2)∗. Hence, the DLM-FEIBM rep-
resents a fictitious domain approach in the spirit of [30]. In particular, setting
V := {v ∈ H1(Ω)2 | v|Γ = û}, the DLM-FEIBM requires the computation
of u ∈ V, p ∈ L20(Ω),X ∈ H1(B)2, and λ ∈ (H1(B)2)∗ such that for all







+ (u · ∇)u) · v dx+ ηf
∫
Ω




p∇ · vdx+ 〈λ,v(X(·, t))〉 =
∫
Ω
fq · v dx+ 〈fg, v〉H−1,H10 ,∫
Ω









P : ∇Y dx− 〈λ,Y〉 = 0, (33c)
〈µ,u(X(·, t))− ∂X
∂t
〉 = 0, (33d)
u(·, 0) = û in Ω, X(·, 0) = X0, (33e)
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Fig. 26. Left: Experimental SAW generated surface streaming profile. Right: Sim-
ulated vorticity pattern generated by the quadrupolar force field. Reprinted with
permission from S. Burger et al., Numerical simulation of surface acoustic wave ac-
tuated separation of rigid enantiomers by the fictitious domain Lagrange multiplier
method. Comput. Meth. Appl. Math. 15 (3), 247–258. Copyright 2015 Walter de
Gruyter.
where 〈·, ·〉 stands for the duality pairing between (H1(B)2)∗ and H1(B)2.
For the numerical solution of the DLM-FEIBM we use inf–sup stable
Taylor–Hood P2/P1-elements for the approximation of (u, p), conforming P1-
elements for the approximation of X and λ, and the Yanenko–Marchuk frac-
tional step method combined with a Chorin–Marsden splitting for discretiza-
tion in time. For details we refer to [11].
5.4 Comparison of experimental and simulation results
The SAW-induced flow field at the surface and the motion of particles within
that flow field can be easily visualized using either bright field or fluorescence
microscopy. Figure 26 (left) displays the experimentally observed flow field in
the upper-right quadrant of the surface generated by the SAWs, whereas Fig-
ure 26 (right) shows the simulated flow pattern generated by the quadrupolar
force field.
Moreover, Figure 27 (left) shows a micrograph of the experiment and
tracked trajectories of two particles (solid colored lines) as they pass through
the center of the flow field. The streamlines are visualized by calculating an
overlay of many frames. Figure 27 (right) displays the simulated trajectories
based on the DLM-FEIBM.
5.5 Numerical simulation of enantiomer separation
As far as enantiomer separation is concerned, Figure 28 displays the motion
of a right-handed and a left-handed L-shaped enantiomer initially placed be-
tween the two counter-rotating vortices in the lower quadrants of the surface
of the fluid as simulated using the DLM-FEIBM. As can be seen in Figure 28
(left), the right-handed enantiomer gets attracted by the counter-clockwise
rotating vortex in the lower-left quadrant. On the other hand, as shown in
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Fig. 27. Left: Experimentally measured trajectories of a square shaped particle (red
line) and an L-shaped particle (yellow line). Right: Simulated trajectories. Reprinted
with permission from S. Burger et al., Numerical simulation of surface acoustic
wave actuated separation of rigid enantiomers by the fictitious domain Lagrange
multiplier method. Comput. Meth. Appl. Math. 15 (3), 247–258. Copyright 2015
Walter de Gruyter.
Figure 28 (right), the right-handed enantiomer follows a trajectory that leads
to a path around the center of the clockwise rotating vortex in the upper-right
quadrant. Likewise, Figure 29 shows that a right-handed (left-handed) enan-
tiomer initially placed a little bit to the right of the middle between the two
counter-rotating vortices gets attracted by the counter-clockwise (clockwise)
rotating vortex in the upper-right (lower-right) quadrant. This behavior is in
accordance with experimental measurements and similar to numerical simu-
lation results that have been obtained for deformable L-shaped enantiomers
by an application of the FEIBM [5]. We note that [5] also contains numeri-
cal results for multiple enantiomers of different handedness which confirm the
separation mechanism described above.
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1. M. Angelova, S. Soléau, Ph. Méléard, F. Faucon, and P. Bothorel, Preparation
of Giant Vesicles by external AC electric fields. Kinetics and applications. In:
Trends in Colloid and Interface Science vol VI (eds. C. Helm, M. Lösche, and
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