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a b s t r a c t
In this paper we analyze a new dual mixed formulation of the elastodynamic system
in polygonal domains. In this formulation the symmetry of the strain tensor is relaxed
by the rotation of the displacement. For the time discretization of this new dual mixed
formulation, we use an explicit scheme. After the analysis of stability of the fully discrete
scheme, L∞ in time, L2 in space a priori error estimates are derived for the approximation of
the displacement, the strain, the pressure and the rotation. Numerical experiments confirm
our theoretical predictions.
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1. Introduction
The purpose of this paper is the analysis of a finite element method for approximating the linear elastodynamic system
using a new dual mixed formulation for the discretization in the spatial variables and an explicit Newmark scheme for the
discretization in time. The explicit Newmark scheme is shown to be stable under an appropriate CFL condition. The analysis
of an implicit Newmark scheme will be presented in [1].
The analysis of a priori error estimates for the mixed finite element method of a second order hyperbolic system in
regular domains using symmetric approximations of the stress was initiated in [2,3] see also [4]. But to our knowledge a
similar analysis for the dual mixed formulation of the linear elastodynamic system in nonregular domains, introducing as
a new unknown strain tensor, was not yet done. Therefore the goal of this paper is to make this analysis. A priori error
estimates are proved for the approximation of the displacement, the strain, the pressure and the rotation, firstly for the
semi-discretized solution and then for the completely discretized solution by the explicit Newmark scheme in the time
variable.
Over the last two decades there has been considerable interest in the areas of mixed finite element discretizations of the
corresponding stationary problem, i.e. the system of linear elasticity; let us quote, for example, [5–10]. The main difficulty
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appearing in this problem is finding a way to take into account the symmetry of the strain tensor. In our approach, the
symmetry of the strain tensor is relaxed by a Lagrange multiplier, which is nothing else than the rotation.
The outline of this paper is as follows: Section 2 defines some notation, presents the model evolution problem we shall
consider and recall two comparison results concerning continuous and discrete Gronwall’s inequalities. In Section 3, we
define the new dual mixed formulation of the model evolution problem. Section 4 is devoted to some regularity results of
the solution of our elastodynamic system in terms of weighted Sobolev spaces. In Section 5, we introduce the semi-discrete
mixed formulation and prove the existence and uniqueness of the solution for this formulation and recall some results
concerning the inf–sup and coercivity conditions. Then, under some adequate refinement rules of meshes, we establish
some error estimates on some interpolation operators and we prove an inverse inequality for the divergence operator. In
Section 5.1.1, we derive some error estimates between the exact solution of the mixed problem and the solution of the
elliptic projection problem, which will be used in Section 5.1.2 to derive the error estimates between the exact and the
semi-discrete solution. Section 6 is concerned with the fully discrete finite element scheme: existence and uniqueness of
the solution of the fully discretized problem, stability analysis and a priori error estimates between the exact solution and its
fully discrete approximation for the explicit scheme. The proof of the error estimates rest on the introduction of an auxiliary
problem: the elliptic projection problem. The numerical experiments of Section 7 confirm our theoretical predictions. In
Section 8 we present conclusions.
2. Preliminaries and notations
2.1. The model problem
Let us fix a bounded plane domainΩ with a polygonal boundary.More precisely, we assume thatΩ is a simply connected
domain and that its boundary Γ is the union of a finite number of linear segments Γ¯j, 1 ≤ j ≤ ne (Γj is assumed to be an
open segment). We also fix a partition of {1, 2, . . . , ne} into two subsets IN and ID . The union ΓD of the Γj, j running over ID ,
is the part of the boundary Γ , where we assume zero displacement field. The union ΓN , of the Γj, j ∈ IN , is the part of the
boundary Γ where we assume zero traction field.
In this domain Ω , we consider isotropic elastic homogeneous material. Let u = (u1, u2) be the displacement field and
f = (f1, f2) ∈ [L2(Ω)]2 the body force per unit of mass. Thus the displacement field u = (u1, u2) satisfies the following
equations:
utt − div σs(u) = f in [0, T ] ×Ω,
u = 0 on [0, T ] × ΓD,
σs(u).n = 0 on [0, T ] × ΓN ,
u(0, .) = u0 inΩ,
ut(0, .) = u1 inΩ,
(2.1)
where u0 and u1 are the initial conditions on displacements and velocities. n denotes the unit outward normal field along
Γ . The stress tensor σs(u) is defined by
σs(u) := 2µ(u)+ λtr (u)δ. (2.2)
The positive constants µ and λ are called the Lamé coefficients. We assume that
(λ, µ) ∈ [λ0, λ1] × [µ1, µ2] (2.3)
where
0 < µ1 < µ2 and 0 < λ0 < λ1.
As usual, (u) denotes the linearized strain tensor (i.e., (u) = 12 (∇u+ (∇u)T )) and δ the identity tensor.
For reasons of simplicity in our theoretical analysis,we have chosen homogeneous boundary conditions on both Dirichlet
and Neumann boundaries. The extension to nonhomogeneous boundary conditions is done without difficulty. Let us note
that numerical tests (see Section 7) are made under the nonhomogeneous surface traction. In what follows, we will use the
following notation. For τ = (τij) ∈ [H(div ;Ω)]2, we denote by
div (τ ) =
(
∂τ11
∂x1
+ ∂τ12
∂x2
,
∂τ21
∂x1
+ ∂τ22
∂x2
)
,
as (τ ) = τ21 − τ12.
For v = (v1, v2) ∈ [H1(Ω)]2, we recall that
rot v = ∂v2
∂x1
− ∂v1
∂x2
.
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As usual, we denote by L2(.) the Lebesgue space of square integrable functions and by Hs(.), s ≥ 0, the standard Sobolev
spaces. The usual norm and semi-norm of Hs(D) are denoted by ‖ · ‖s,D and | · |s,D. The inner product in [L2(Ω)]2 will be
written (., .). If σ = (σij), τ = (τij) ∈ [L2(Ω)]2×2, then we denote by
σ : τ =
∑
i,j
σijτij and (σ , τ ) =
∫
Ω
σ : τ dx.
We now introduce the Hilbert space
[H1ΓD(Ω)]2 := {v ∈ [H1(Ω)]2; v|ΓD = 0}.
Finally, in order to avoid excessive use of constants, we use the following notation: a . b stand for a ≤ c b, with positive
constant c independent of a, b, h and1t .
2.2. Gronwall’s inequalities
In this section, we recall two comparison results [11], which will be useful in the stability and convergence analysis of
our problem. Let φ(.) ≥ 0 be such that φt(t) ≤ ρφ(t) + η(t) for 0 ≤ t ≤ T , where ρ ≥ 0 is some constant and η(.) ≥ 0,
η ∈ L1([0, T ]). Then
φ(t) ≤ eρT
(
φ(0)+
∫ T
0
η(s) ds
)
, ∀ t ∈ [0, T ]. (2.4)
Let two nonnegative sequences (kn)n≥0, (pn)n≥0 be given, g0 ≥ 0 given also and let us suppose that the sequence (φn)n≥0
satisfies:
φ0 ≤ g0,
φn ≤ g0 +
n−1∑
s=0
ps +
n−1∑
s=0
ksφs, ∀n ≥ 1. (2.5)
Then
φn ≤
(
g0 +
n−1∑
s=0
ps
)
exp
(
n−1∑
s=0
ks
)
, ∀n ≥ 1. (2.6)
3. The dual mixed formulation
Introducing as new unknowns:
σ := 2µ(u), p := −λdiv (u) and ω := 1
2
rot (u),
and the spaces:
Σ0 := {(τ , q) ∈ [L2(Ω)]2×2 × L2(Ω); div (τ − qδ) ∈ [L2(Ω)]2, (τ − qδ).n = 0 on ΓN}, (3.1)
M := {(v, θ) ∈ [L2(Ω)]2 × L2(Ω)}, (3.2)
we state the dual mixed formulation for our model hyperbolic equation (2.1): find (σ (.), p(.)) ∈ L2([0, T ];Σ0), u(.) ∈
H2([0, T ]; [L2(Ω)]2) and ω(.) ∈ L2([0, T ]; L2(Ω)) such that for all (τ , q) ∈ Σ0, for all (v, θ) ∈ M and for a.e. t ∈ [0, T ], we
have 
1
2µ
(σ(t), τ )+ 1
λ
(p(t), q)+ (div (τ − qδ), u(t))+ (as (τ ), ω(t)) = 0,
(utt(t), v)− (div (σ (t)− p(t)δ), v)− (as (σ (t)), θ)− (f (t), v) = 0,
u(0) = u0, ut(0) = u1.
(3.3)
We conclude this section by introducing some notations. We set
σ∼ = (σ , p), τ∼ = (τ , q), u∼ = (u, ω), v∼ = (v, θ),
a(σ∼ , τ∼) :=
1
2µ
(σ , τ)+ 1
λ
(p, q), ∀ σ∼ , τ∼ ∈ Σ0, (3.4)
b(τ∼, v∼) := (div (τ − qδ), v)+ (as (τ ), θ), ∀ τ∼ ∈ Σ0,∀ v∼ ∈ [L
2(Ω)]2 × L2(Ω). (3.5)
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With these notations, the mixed formulation (3.3) may be rewritten: find σ∼ (.) = (σ (.), p(.)) ∈ L
2([0, T ];Σ0) and
u∼(.) = (u(.), ω(.)) ∈ H
2([0, T ]; [L2(Ω)]2)× L2([0, T ]; L2(Ω)) such that u(0) = u0, ut(0) = u1 and for a.e. t ∈ [0, T ]:{
a(σ∼ (t), τ∼)+ b(τ∼, u∼(t)) = 0, ∀ τ∼ ∈ Σ0,
b(σ∼ (t), v∼)+ (F (t), v∼) = (utt(t), v), ∀ v∼ ∈ [L
2(Ω)]2 × L2(Ω), (3.6)
where (F (t), v∼) := (f (t), v).
4. Regularity of the solutions
Let u ∈ L2(0, T ; [H1ΓD(Ω)]2) be such that dudt ∈ L2(0, T ; [L2(Ω)]2), be the solution of (2.1). We consider the Lamé operator
defined by
L := −µ∆− (λ+ µ)∇div.
Thus, equivalently u is the weak solution of the problem
utt + Lu = f in [0, T ] ×Ω,
u = 0 on [0, T ] × ΓD,
σs(u).n = 0 on [0, T ] × ΓN ,
u(0, .) = u0 inΩ,
ut(0, .) = u1 inΩ.
(4.1)
It is well known (see [10] or [12–14]) that the weak solution of the corresponding Lamé system of (4.1) presents vertex
singularities. To describe them, we need to introduce the following notations:
Definition 4.1. Let Sj (1 ≤ j ≤ ne) be the vertex of our polygonal domain Ω at the intersection of the sides Γj and
Γj+1 (Γne+1 := Γ1). Let us denote by ωj the measure of the angle at the vertex Sj. By the characteristic equation associated
to the vertex Sj, we mean the transcendental equation in the complex variable α:
sin2(αωj) =
[
λ+ µ
λ+ 3µ
]2
α2 sin2 ωj, (4.2)
if Sj is a vertex of Dirichlet type, i.e. j, j+ 1 ∈ ID ,
sin2(αωj) = α2 sin2 ωj, (4.3)
if Sj is a vertex of Neumann type, i.e. j, j+ 1 ∈ IN ,
sin2(αωj) = (λ+ 2µ)
2 − (λ+ µ)2α2 sin2 ωj
(λ+ µ)(λ+ 3µ) , (4.4)
if Sj is a vertex of mixed type, i.e. j ∈ ID , j+ 1 ∈ IN or j ∈ IN , j+ 1 ∈ ID .
Definition 4.2. For any scalar function φ ∈ C0(Ω) such that φ(x) > 0 for every x ∈ Ω¯ \ {S1, S2, . . . , Sne} and anym, k ∈ N,
we define
Hm,kφ (Ω) = {v ∈ Hm(Ω) ∩ Hm+kloc (Ω);φDβv ∈ L2(Ω), ∀β ∈ N 2 such thatm < |β| ≤ m+ k}.
Hm,kφ (Ω) is a Hilbert space equipped with the norm:
‖v‖m,k;φ,Ω =
(
‖v‖2m,Ω +
∑
m<|β|≤m+k
‖φDβv‖20,Ω
)1/2
.
On this space, we also define the semi-norm:
|v|m,k;φ,Ω =
( ∑
|β|=m+k
‖φDβv‖20,Ω
)1/2
.
We consider also the spaces L2(0, T ;Hm,kφ (Ω)) endowed with the norm:
‖v‖L2(Hm,kφ ) =
(∫ T
0
‖v‖2m,k;φ,Ω dt
)1/2
,
and L∞(0, T ;Hm,kφ (Ω)) endowed with the norm ‖v‖L∞(Hm,kφ ) = ess sup0≤t≤T ‖v(t)‖m,k;φ,Ω .
L. Boulaajine et al. / Journal of Computational and Applied Mathematics 231 (2009) 447–472 451
Let us set ξ = minj=1,...,ne ξj where
ξj = inf
k
{Re αj,k; Re αj,k > 0},
where αj,k is solution of the appropriate transcendental equation appearing in Definition 4.1. By ([10], Lemma 2.2), ξ > 12 .
Let us pick some α ∈]1− ξ, 1/2[ if ξ ≤ 1, and let us take α = 0 if ξ > 1.
Now we can give the following regularity result:
Proposition 4.3. Let us suppose that the appropriate characteristic equation among (4.2)–(4.4) for each vertex of Ω has no
root on the vertical line Re α = 1 in the complex plane. Let φ ∈ C0(Ω), as above in Definition 4.2, such that φ(x) = rj(x)α in a
neighborhood of the vertex Sj of the polygonal domainΩ for every j = 1, . . . , newhere rj(x) = |x−Sj| (|.|means Euclidian norm).
Let us suppose that:
f ∈ H3(0, T ; [L2(Ω)]2),
u0, u1, f (0)− Lu0, ft(0)− Lu1 ∈ [H1ΓD(Ω)]2,
ftt(0)− Lf (0)+ L2u0 ∈ [L2(Ω)]2.
(4.5)
Then u ∈ C(0, T ; [H1,1φ (Ω)]2 ∩ [H1ΓD(Ω)]2) and utt ∈ L2(0, T ; [H1,1φ (Ω)]2 ∩ [H1ΓD(Ω)]2).
Consequently σ ∈ L∞(0, T ; [H0,1φ (Ω)]2×2), p ∈ L∞(0, T ;H0,1φ (Ω)) and ω ∈ L∞(0, T ;H0,1φ (Ω)). Moreover σtt ∈
L2(0, T ; [H0,1φ (Ω)]2×2), ptt ∈ L2(0, T ;H0,1φ (Ω)) and ωtt ∈ L2(0, T ;H0,1φ (Ω)).
Proof. According to Theorem 30.1 p. 442–443 of [15] we have u ∈ H3(0, T ; [H1ΓD(Ω)]2) and u(4) ∈ L2(0, T ; [L2(Ω)]2).
In particular utt ∈ L2(0, T ; [H1ΓD(Ω)]2) and (utt)tt ∈ L2(0, T ; [L2(Ω)]2). Knowing that Lu = f − utt , we have Lutt =
ftt − (utt)tt ∈ L2(0, T ; [L2(Ω)]2). Thus utt ∈ L2(0, T ; [H1ΓD(Ω)]2) and Lutt ∈ L2(0, T ; [L2(Ω)]2). That is utt ∈ L2(0, T ;D(L))
where D(L) denotes the domain of the Lamé operator. But D(L) ↪→ [H1,1φ (Ω)]2 by adapting Corollary 2.4 p. 326 of [10]. Thus
utt ∈ L2(0, T ; [H1,1φ (Ω)]2) and consequently σtt ∈ L2(0, T ; [H0,1φ (Ω)]2×2), ptt ∈ L2(0, T ;H0,1φ (Ω)), ωtt ∈ L2(0, T ;H0,1φ (Ω)).
On the other hand ut ∈ H2(0, T ; [H1ΓD(Ω)]2) and Lut = ft − uttt ∈ L2(0, T ; [L2(Ω)]2). So that ut ∈ L2(0, T ;D(L)). And hence,
ut ∈ L2(0, T ; [H1,1φ (Ω)]2). (4.6)
Similarly, we have u ∈ H2(0, T ; [H1ΓD(Ω)]2) and Lu = f − utt ∈ L2(0, T ; [L2(Ω)]2), so that u ∈ L2(0, T ;D(L)), and hence
also u ∈ L2(0, T ; [H1,1φ (Ω)]2). From this and (4.6) we get
u ∈ C(0, T ; [H1,1φ (Ω)]2) ⊂ L∞(0, T ; [H1,1φ (Ω)]2).
Thus σ ∈ L∞(0, T ; [H0,1φ (Ω)]2×2), p ∈ L∞(0, T ;H0,1φ (Ω)) and ω ∈ L∞(0, T ;H0,1φ (Ω)). Moreover u, ut ∈
L2(0, T ; [H1ΓD(Ω)]2) implies u ∈ C(0, T ; [H1ΓD(Ω)]2). 
Proposition 4.4. Let us suppose that the appropriate characteristic equation among (4.2)–(4.4) for each vertex of Ω has no root
on the vertical line Re α = 2 in the complex plane. Let φ ∈ C0(Ω) as in Proposition 4.3 Let us suppose that:
f ∈ H6(0, T ; [L2(Ω)]2)
f (4) ∈ L2(0, T ; [H1(Ω)]2)
u0, u1, f (0)− Lu0 ∈ [H1ΓD(Ω)]2
f (1)(0)− Lu1 ∈ [H1ΓD(Ω)]2
f (2)(0)− Lf (0)+ L2u0 ∈ [H1ΓD(Ω)]2
f (3)(0)− Lf (1)(0)+ L2u1 ∈ [H1ΓD(Ω)]2
f (4)(0)− Lf (2)(0)+ L2f (0)− L3u0 ∈ [H1ΓD(Ω)]2
f (5)(0)− Lf (3)(0)+ L2f (1)(0)− L3u1 ∈ [L2(Ω)]2.
(4.7)
Then σtttt ∈ L2(0, T ; [H0,1φ (Ω)]2×2), ptttt ∈ L2(0, T ;H0,1φ (Ω)), ωtttt ∈ L2(0, T ;H0,1φ (Ω)) and utttt ∈ L2(0, T ; [H1,2φ (Ω)]2) ∩
C(0, T ; [H1ΓD(Ω)]2).
Proof. By oncemore Theorem30.1 p. 442–443 of [15], it follows thatu ∈ H6(0, T ; [H1ΓD(Ω)]2). By the equation Lu(4) = f (4)−
u(6) and the hypothesis f (4) ∈ L2(0, T ; [H1(Ω)]2), it follows by Corollary 2.4 p. 326 of [10] that u(4) ∈ L2(0, T ; [H1,2φ (Ω)]2).
This implies the above assertions. 
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5. The semi-discrete mixed formulation
We assume that Ω is discretized by a regular family of triangulations (Th)h>0 in the sense of [16]. If T ∈ Th, then we
denote by hT its diameter. By abuse of notation ([16], remark 17.1 p. 131), h denotes also maxT∈Th hT (the real meaning of
h is indicated by the context). We introduce the finite dimensional subspaces Σ0,h and Vh ×Wh of Σ0 and M respectively
defined by
Σ0,h := {(τh, qh) ∈ Σ0; ∀T ∈ Th : qh|T ∈ P1(T ) and τh|T ∈ [P1(T )]2×2 ⊕ [R Curl bT ]2} (5.1)
Vh ×Wh := {(vh, θh) ∈ M; ∀T ∈ Th : vh|T ∈ [P0(T )]2 and θh|T ∈ P1(T )}. (5.2)
Note that by τh|T ∈ [P1(T )]2×2⊕[R Curl bT ]2, we mean that there exist polynomials on T of degree≤ 1 : p11 ∈ P1(T ), p12 ∈
P1(T ), p21 ∈ P1(T ), p22 ∈ P1(T ) and two real numbers α1, α2 such that
τh|T =
p11 + α1
∂bT
∂x2
p12 − α1 ∂bT
∂x1
p21 + α2 ∂bT
∂x2
p22 − α2 ∂bT
∂x1
 ,
where bT denotes the bubble function for the actual triangular element T defined by
bT = 27λ1λ2λ3.
λ1, λ2, λ3 denote the barycentric coordinates on T . Now we introduce the following semi-discretized problem: Find
(σh(.), ph(.)) ∈ L2([0, T ];Σ0,h), uh(.) ∈ H2([0, T ]; Vh) and ωh(.) ∈ L2([0, T ];Wh) such that for all (τh, qh) ∈ Σ0,h, for
all (vh, θh) ∈ Vh ×Wh and for a.e. t ∈ [0, T ], we have:
1
2µ
(σh(t), τh)+ 1
λ
(ph(t), qh)+ (div (τh − qhδ), uh(t))+ (as (τh), ωh(t)) = 0,
(uh,tt(t), vh)− (div (σh(t)− ph(t)δ), vh)− (as (σh(t)), θh)− (f (t), vh) = 0,
uh(0) = u0,h, uh,t(0) = u1,h.
(5.3)
We may think u0,h and u1,h as approximations in Vh of u0 and u1 respectively. The initial conditions u0,h and u1,h
will be specified later. With the notations (3.4) and (3.5), the semi-discretized problem (5.3) may be rewritten: Find
σ∼ h
(.) = (σh(.), ph(.)) ∈ L2([0, T ];Σ0,h) and u∼h(.) = (uh(.), ωh(.)) ∈ H
2([0, T ]; Vh) × L2([0, T ];Wh) such that for a.e.
t ∈ [0, T ], we have:
a(σ∼ h
(t), τ∼h
)+ b(τ∼h, u∼h(t)) = 0, ∀τ∼h = (τh, qh) ∈ Σ0,h,
b(σ∼ h
(t), v∼h
)+ (F (t), v∼h) = (uh,tt(t), vh), ∀v∼h = (vh, θh) ∈ Vh ×Wh,
uh(0) = u0,h, uh,t(0) = u1,h.
(5.4)
The existence and uniqueness of a solution ((σh(.), ph(.)), (uh(.), ωh(.))) of (5.3) or equivalently to (5.4) are shown in the
following lemma:
Lemma 5.1. A solution ((σh(.), ph(.)), (uh(.), ωh(.))) of (5.3) or equivalently to (5.4) exists and is unique.
Proof. The first and the second equation of the evolution problem (5.4) can be rewritten for a.e. t ∈ [0, T ] as{
a(σ∼ h
(t), τ∼h
)+ b(τ∼h, u∼h(t)) = 0, ∀τ∼h = (τh, qh) ∈ Σ0,h,
b(σ∼ h
(t), v∼h
) = −(f (t)− uh,tt(t), vh), ∀v∼h = (vh, θh) ∈ Vh ×Wh.
(5.5)
Wemay think the solution (σ∼ h
(t), u∼h
(t)) ∈ Σ0,h×(Vh×Wh) of (5.5), for a fixed time, as a solution of the stationary problem:
find (σ∼ h
, u∼h
) ∈ Σ0,h × (Vh ×Wh) solution of{
a(σ∼ h
, τ∼h
)+ b(τ∼h, u∼h) = 0, ∀τ∼h = (τh, qh) ∈ Σ0,h,
b(σ∼ h
, v∼h
) = (g, vh), ∀v∼h = (vh, θh) ∈ Vh ×Wh,
(5.6)
where g = −(f (t)− uh,tt(t)) ∈ [L2(Ω)]2. We consider the pair of operators (Sh, Th) defined by
(Sh, Th) : [L2(Ω)]2 −→ Σ0,h × (Vh ×Wh)
g 7−→ (σ∼ h, u∼h).
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The evolution problem (5.5) can be rewritten as
u∼h
(t) = −Th
(
P0h f (t)−
d2uh
dt2
(t)
)
,
σ∼ h
(t) = −Sh
(
P0h f (t)−
d2uh
dt2
(t)
)
,
where P0h is the L
2-orthogonal projection from [L2(Ω)]2 onto Vh.
In particular
uh(t) = −Th,1
(
P0h f (t)−
d2uh
dt2
(t)
)
. (5.7)
Let us show that the operator Th,1|Vh : Vh → Vh is invertible. Suppose that
∫
Ω
g.Th,1g dx = 0. Then from (5.6) we get
a(σ∼ h
, σ∼ h
) = 0, i.e.
1
2µ
∫
Ω
|σh|2 dx+ 1
λ
∫
Ω
|ph|2 dx = 0.
Hence σh = 0 and ph = 0, i.e.
σ∼ h
= 0. (5.8)
By the first equation of (5.6), it now follows that:
b(τ∼h
, u∼h
) = 0, ∀τ∼h ∈ Σ0,h.
The inf–sup inequality (5.10) yields
u∼h
= (uh, ωh) = 0.
Thus in particular, if
∫
Ω
g.Th,1g dx = 0, then Th,1g = 0.
Now, if gh ∈ Vh and
∫
Ω
gh.Th,1gh dx = 0, then by (5.8) we have σ∼ h = 0 and by the second equation of (5.6), we have
(gh, vh) = 0, ∀vh ∈ Vh. Thus
gh = 0.
Finally, we have proved that Th,1|Vh : Vh −→ Vh is injective, thus invertible. From (5.7) follows:
− P0h f (t)+
d2uh
dt2
(t) = (Th,1|Vh)−1(uh(t)). (5.9)
Hence
d2uh
dt2
(t) = P0h f (t)+ (Th,1|Vh)−1(uh(t)).
If we consider a basis of the subspace Vh, we obtain an inhomogeneous linear system of differential equations, and if
furthermore we fix the initial conditions uh(0) and
duh
dt (0) in Vh, problem (5.9) has a unique solution. 
Before discussing some error estimates between the exact solution and its elliptic projection, let us recall some auxiliary
results [10]. Adapting the proof of Proposition 4.2 of [10] we obtain:
Proposition 5.2 ([10]). There exists a strictly positive constant β∗, independent of h, such that
sup
τ∼h=(τh,qh)∈Σ0,h
b(τ∼h
, v∼h
)
‖τ∼h‖0,Ω
≥ β∗‖v∼h‖0,Ω , ∀v∼h = (vh, θh) ∈ Vh ×Wh. (5.10)
Proposition 5.3 ([10]). The bilinear form a(., .) defined by (3.4) is coercive uniformly with respect to λ on
Kh :=
{
τ∼h
= (τh, qh) ∈ Σ0,h; b(τ∼h, v∼h) = 0, ∀ v∼h = (vh, θh) ∈ Vh ×Wh
}
;
in other words
a(τ∼h
, τ∼h
) ≥ C‖τ∼h‖
2
0,Ω , ∀τ∼h ∈ Kh, (5.11)
with a strictly positive constant C independent of λ > 0.
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Adapting the proof of Proposition 4.4 [10] we obtain:
Proposition 5.4 ([10]). Let φ = φα be a function as in Proposition 4.3. Then there exists an operator
Πh : Σ0 ∩ ([H0,1φ (Ω)]2×2 × H0,1φ (Ω)) −→ Σ0,h
τ∼ = (τ , q) 7−→ Πh τ∼ = (τh, qh)
such that
b(τ∼−Πh τ∼, v∼h) = 0, ∀v∼h = (vh, θh) ∈ Vh ×Wh. (5.12)
We now recall from [10] three adequate refinement rules of grids imposing constraints on the diameters of the triangles
of the triangulations according to their geometrical situation in order to recapture optimal order of convergence of the
interpolates.
Let (Th)h>0 be a regular family of triangulations onΩ . In the following, we will suppose that (Th)h>0 satisfies some of the
following refinement rules:
R1: if T is a triangle of Th admitting Sj as a vertex, then
hT . h1/(1−α),
(α has been defined just before Proposition 4.3); as usual h := maxT∈Th hT ;
R2: if T is a triangle of Th admitting no Sj (j = 1, . . . , ne) as a vertex, then
hT . h inf
x∈T φ(x),
(φ has been defined in Proposition 4.3);
R3: for all T ∈ Th
hT & hβ ,
where β ≥ 1/(1− α).
Remark 5.5. Regular families of meshes satisfying the refinement conditions R1–R3 are easily built, see for instance [17].
Corollary 5.6 ([10]). Under the hypotheses R1–R2, the following error estimate holds for every q ∈ H0,1φ (Ω),
‖q− P1h q‖0,Ω . h|q|0,1;φ,Ω , (5.13)
where P1h denotes the L
2-orthogonal projection on {θh ∈ L2(Ω); θh|T ∈ P1(T ),∀T ∈ Th}.
Corollary 5.7 ([10]). Under the hypotheses R1–R2, the following error estimate hold for every τ∼ = (τ , q) ∈ [H
0,1
φ (Ω)]2×2 ×
H0,1φ (Ω)
‖ τ∼−Πh τ∼ ‖0,Ω . h(|τ |0,1;φ,Ω + |q|0,1;φ,Ω). (5.14)
Lemma 5.8. Under the hypothesis R3 on the regular family of triangulations (Th)h>0, there exists a constant C0 > 0 independent
of h, such that for every vectorfield vh ∈ {vh ∈ H(div ;Ω); vh|T ∈ [P1(T )]2 ⊕ R Curl bT ,∀T ∈ Th}:
‖div vh‖0,Ω ≤ C0h−β‖vh‖0,Ω . (5.15)
Proof. It suffices to apply Definition 4.7 p. 333 of [10] of the Piola transformation, and a simple scaling argument completes
the proof. 
5.1. A priori error estimates
5.1.1. The elliptic projection error estimates
Our next purpose is to derive error estimates for ((σh(t), ph(t)), (uh(t), ωh(t))). Firstly, we consider the ‘‘elliptic
projection’’ of the exact solution. Let us introduce the following discrete elliptic projection problem:
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Find σ̂∼h
(.) = (σ̂h(.), p̂h(.)) ∈ L2([0, T ];Σ0,h), û∼h(.) = (̂uh(.), ω̂h(.)) ∈ L
2([0, T ]; Vh ×Wh) such that for all (τh, qh) ∈ Σ0,h,
for all (vh, θh) ∈ Vh ×Wh and for a.e. t ∈ [0, T ], we have:
1
2µ
(σ̂h(t), τh)+ 1
λ
(̂ph(t), qh)+ (div (τh − qhδ), ûh(t))+ (as (τh), ω̂h(t)) = 0,
(utt(t), vh)− (div (σ̂h(t)− p̂h(t)δ), vh)− (as (σ̂h(t)), θh)− (f (t), vh) = 0.
(5.16)
With the notations (3.4) and (3.5), the discrete elliptic projection formulation (5.16) may be rewritten:
find σ̂∼h
(.) = (σ̂h(.), p̂h(.)) ∈ L2([0, T ];Σ0,h), û∼h(.) = (̂uh(.), ω̂h(.)) ∈ L
2([0, T ]; Vh ×Wh) such that, for a.e. t ∈ [0, T ], we
have {
a(σ̂∼h
(t), τ∼h
)+ b(τ∼h, û∼h(t)) = 0, ∀τ∼h := (τh, qh) ∈ Σ0,h,
b(σ̂∼h
(t), v∼h
)+ (F (t), v∼h) = (utt(t), vh), ∀v∼h := (vh, θh) ∈ Vh ×Wh.
(5.17)
We are now in a position to establish optimal error estimates. In the following, we estimate the error between
((σ (.), p(.)), (u(.), ω(.))) the exact solution of themixedproblem (3.3) or equivalently (3.6) and ((σ̂h(.)), p̂h(.)), (̂uh(.), ω̂h(.))
the solution of the discrete elliptic projection problem (5.16) or equivalently (5.17).
Proposition 5.9. Let (Th)h>0 be a regular family of triangulations onΩ . We suppose that (Th)h>0 satisfies conditions R1 and R2.
Under the hypotheses of Proposition 4.3, the following error estimate holds for a.e. t ∈ [0, T ]:
‖σ(t)− σ̂h(t)‖0,Ω + ‖p(t)− p̂h(t)‖0,Ω . h
[|u(t)|1,1;φ,Ω + |p(t)|0,1;φ,Ω] . (5.18)
Proof. If we subtract (5.17) from (3.6), we get the system in the errors for a.e. t ∈ [0, T ]:
a
(
σ∼ (t)− σ̂∼h(t), τ∼h)+ b(τ∼h, u∼(t)− û∼h(t)
)
= 0, ∀ τ∼h ∈ Σ0,h,
b
(
σ∼ (t)− σ̂∼h(t), v∼h
)
= 0, ∀ v∼h ∈ Vh ×Wh.
(5.19)
Let (P0hu(t), P
1
hω(t)) denote the L
2-orthogonal projection of (u(t), ω(t)) on the space Vh × Wh and let us set Πh σ∼ (t) =
Πh(σ (t), p(t)) = (σ ∗h (t), p∗h(t)). Eq. (5.12) and the relation (5.19) yield for a.e. t ∈ [0, T ]:
a
(
σ∼ (t)− σ̂∼h(t),Πh σ∼ (t)− σ̂∼h(t)
)
= (as (σ̂h(t)− σ ∗h (t)), ω(t)− P1hω(t)) ,
b
(
Πh σ∼ (t)− σ̂∼h(t), v∼h
)
= 0, ∀ v∼h ∈ Vh ×Wh.
(5.20)
The first equation of (5.20) implies
a
(
Πh σ∼ (t)− σ̂∼h(t),Πh σ∼ (t)− σ̂∼h(t)
)
= 1
2µ
(
σ ∗h (t)− σ(t), σ ∗h (t)− σ̂h(t)
)+ 1
λ
(
p∗h(t)− p(t), p∗h(t)− p̂h(t)
)
+ (as (σ̂h(t)− σ ∗h (t)), ω(t)− P1hω(t)) . (5.21)
Thus due to Proposition 5.3, we have
‖Πh σ∼ (t)− σ̂∼h(t)‖0,Ω .
[
‖Πh σ∼ (t)− σ∼ (t)‖0,Ω + ‖ω(t)− P
1
hω(t)‖0,Ω
]
. (5.22)
Using (5.13) and Corollary 5.7, we get
‖Πh σ∼ (t)− σ̂∼h(t)‖0,Ω . h
[|σ(t)|0,1;φ,Ω + |p(t)|0,1;φ,Ω + |ω(t)|0,1;φ,Ω]
. h
[|u(t)|1,1;φ,Ω + |p(t)|0,1;φ,Ω] . (5.23)
Finally, (5.18) follows from (5.23), Corollary 5.7 and the triangle inequality. 
Proposition 5.10. Under the hypotheses of Proposition 5.9, the following error estimates hold for a.e. t ∈ [0, T ]:
‖σtt(t)− σ̂h,tt(t)‖0,Ω + ‖ptt(t)− p̂h,tt(t)‖0,Ω . h
[|utt(t)|1,1;φ,Ω + |ptt(t)|0,1;φ,Ω] , (5.24)
‖ωtt(t)− ω̂h,tt(t)‖0,Ω + ‖P0hutt(t)− ûh,tt(t)‖0,Ω . h
[|utt(t)|1,1;φ,Ω + |ptt(t)|0,1;φ,Ω] , (5.25)
‖utt(t)− ûh,tt(t)‖0,Ω . h
[|utt(t)|1,1;φ,Ω + |utt(t)|1,Ω + |ptt(t)|0,1;φ,Ω] . (5.26)
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Proof. Let us consider the second derivative with respect to time of system (5.19):
a
(
σ∼ tt
(t)− σ̂∼h,tt(t), τ∼h
)
+ b
(
τ∼h
, u∼tt
(t)− û∼h,tt(t)
)
= 0, ∀ τ∼h ∈ Σ0,h,
b
(
σ∼ tt
(t)− σ̂∼h,tt(t), v∼h
)
= 0, ∀ v∼h ∈ Vh ×Wh.
(5.27)
Firstly, let us observe that with the same techniques as in Proposition 5.9, we get from (5.27), the following estimate:
‖σ∼ tt(t)− σ̂∼h,tt(t)‖0,Ω . h
[|utt(t)|1,1;φ,Ω + |ptt(t)|0,1;φ,Ω] , (5.28)
which proves (5.24).
To prove (5.25), we shall use the uniform inf–sup condition (5.10). Firstly, it follows from the first equation of (3.5) and (5.27)
that
b
(
τ∼h
,
(
P0hutt(t), P
1
hωtt(t)
)− û∼h,tt(t)
)
= −a
(
σ∼ tt
(t)− σ̂∼h,tt(t), τ∼h
)
+ (as (τh), P1hωtt(t)− ωtt(t)) , ∀τ∼h ∈ Σ0,h.
Thus by the uniform inf–sup condition (5.10), we have
‖P0hutt(t)− ûh,tt(t)‖0,Ω + ‖P1hωtt(t)− ω̂h,tt(t)‖0,Ω .
[
‖σ∼ tt(t)− σ̂∼h,tt(t)‖0,Ω + ‖P
1
hωtt(t)− ωtt(t)‖0,Ω
]
. (5.29)
Finally, (5.25) and (5.26) follow from (5.28), (5.29), (5.13), (1.47) p. 27 of [18] (or (45) p. 624 of [19]) and the triangle
inequality. 
Remark 5.11. Under the hypotheses of Proposition 4.4, if we consider fourth order derivatives with respect to t instead of
second ones of the system of errors (5.19), and using similar techniques as above, we obtain the following estimate for a.e.
t ∈ [0, T ]:
‖utttt(t)− ûh,tttt(t)‖0,Ω . h
[|utttt(t)|1,1;φ,Ω + |utttt(t)|1,Ω + |ptttt(t)|0,1;φ,Ω] . (5.30)
If instead, we consider third order derivatives with respect to t of the system of errors (5.19), we obtain the following
estimate for a.e. t ∈ [0, T ]:
‖uttt(t)− ûh,ttt(t)‖0,Ω . h
[|uttt(t)|1,1;φ,Ω + |uttt(t)|1,Ω + |pttt(t)|0,1;φ,Ω] . (5.31)
5.1.2. Error estimates for the evolution problem
Before giving optimal error estimates for our mixed method, we choose the initial conditions u0,h and u1,h in the semi-
discretized problem (5.3) or equivalently (5.4), as the elliptic projections of the initial conditions u0 and u1 respectively. We
can now derive the following error estimates:
Theorem 5.12. Under the hypotheses of Proposition 5.9, the following error estimates hold:
‖σ − σh‖L∞(L2) + ‖p− ph‖L∞(L2) . h
[
||utt ||L2(H1,1φ ) + |ptt |L2(H0,1φ ) + |u|L∞(H1,1φ ) + |p|L∞(H0,1φ )
]
, (5.32)
‖ω − ωh‖L∞(L2) + ‖P0hu− uh‖L∞(L2) . h
[
||utt ||L2(H1,1φ ) + |ptt |L2(H0,1φ ) + |u|L∞(H1,1φ ) + |p|L∞(H0,1φ )
]
, (5.33)
‖u− uh‖L∞(L2) . h
[
||utt ||L2(H1,1φ ) + |ptt |L2(H0,1φ ) + ||u||L∞(H1,1φ ) + |p|L∞(H0,1φ )
]
. (5.34)
Proof. Let ((σ̂h(t), p̂h(t)) , (ω̂h(t), ûh(t))) be the elliptic projection of ((σ (t), p(t)) , (ω(t), u(t))) and set
εh(t) = σh(t)− σ̂h(t), χh(t) = uh(t)− ûh(t), ψh(t) = ωh(t)− ω̂h(t) and rh(t) = ph(t)− p̂h(t).
Wemay then write the error system in the form
1
2µ
(εh(t), τh)+ 1
λ
(rh(t), qh)+ (div (τh − qhδ), χh(t))+ (as (τh), ψh(t)) = 0,
(div (εh(t)− rh(t)δ), vh)+ (as (εh(t)), θh) = (uh,tt(t)− utt(t), vh),
(5.35)
for all τ∼h
= (τh, qh) ∈ Σ0,h and all v∼h = (vh, θh) ∈ Vh ×Wh.
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Choosing the initial conditions for the semi-discrete problem implies that χh(0) = 0 and χh,t(0) = 0. Afterwards, from
the first equation of (5.35) at time t = 0 with (τh, qh) = (εh(0), rh(0)) and the fact that (as (εh(0)), θh) = 0, ∀θh ∈ Wh,
follows that εh(0) = 0 and rh(0) = 0.
We then differentiate the first equation of (5.35) with respect to time to obtain
1
2µ
(εh,t(t), τh)+ 1
λ
(rh,t(t), qh)+ (div (τh − qhδ), χh,t(t))+ (as (τh), ψh,t(t)) = 0. (5.36)
Now taking (τh, qh) = (εh(t), rh(t)) in this last equality, we obtain
1
2µ
(εh,t(t), εh(t))+ 1
λ
(rh,t(t), rh(t))+ (div (εh(t)− rh(t)δ), χh,t(t))+ (as (εh(t)), ψh,t(t)) = 0. (5.37)
The second equation of (5.35) with (vh, θh) = (χh,t(t), ψh,t(t)) gives
(div (εh(t)− rh(t)δ), χh,t(t))+ (as (εh(t)), ψh,t(t)) = (uh,tt(t)− utt(t), χh,t(t)). (5.38)
Subtracting (5.38) from (5.37) gives
1
2µ
d
dt
‖εh(t)‖20,Ω +
1
λ
d
dt
‖rh(t)‖20,Ω = 2(utt(t)− uh,tt(t), χh,t(t))
= 2(utt(t)− ûh,tt(t), χh,t(t))− ddt ‖χh,t(t)‖
2
0,Ω . (5.39)
Using the Cauchy–Schwarz inequality to bound the right-hand side of (5.39) we obtain
1
2µ
d
dt
‖εh(t)‖20,Ω +
1
λ
d
dt
‖rh(t)‖20,Ω +
d
dt
‖χh,t(t)‖20,Ω = 2(utt(t)− ûh,tt(t), χh,t(t))
≤ ‖utt(t)− ûh,tt(t)‖20,Ω + ‖χh,t(t)‖20,Ω . (5.40)
Now applying Gronwall’s inequality (2.4) to (5.40) we get
1
2µ
‖εh(t)‖20,Ω +
1
λ
‖rh(t)‖20,Ω + ‖χh,t(t)‖20,Ω ≤ eT
∫ T
0
‖utt(s)− ûh,tt(s)‖20,Ω ds.
Thanks to (5.26) one can write
1
2µ
‖εh(t)‖20,Ω +
1
λ
‖rh(t)‖20,Ω + ‖χh,t(t)‖20,Ω
. h2
[∫ T
0
|utt(s)|21,1;φ,Ω ds+
∫ T
0
|utt(s)|21,Ω ds+
∫ T
0
|ptt(s)|20,1;φ,Ω ds
]
. (5.41)
Taking the square root of (5.41) and using assumption (2.3) on λ and µ give us
‖εh(t)‖0,Ω + ‖rh(t)‖0,Ω . h
[
|utt |L2(H1,1φ ) + |utt |L2(H1) + |ptt |L2(H0,1φ )
]
. (5.42)
Therefore, (5.42), (5.18) and the triangle inequality, we get
‖σ(t)− σh(t)‖0,Ω + ‖p(t)− ph(t)‖0,Ω
. h
[
|utt |L2(H1,1φ ) + |utt |L2(H1) + |ptt |L2(H0,1φ ) + |u(t)|1,1;φ,Ω + |p(t)|0,1;φ,Ω
]
. (5.43)
Taking the supremum over all t ∈ [0, T ] in this last inequality we get (5.32).
Proceeding similarly as in the proof of Proposition 5.10, we get:
‖ω(t)− ωh(t)‖0,Ω + ‖P0hu(t)− uh(t)‖0,Ω
.
[‖σ(t)− σh(t)‖0,Ω + ‖p(t)− ph(t)‖0,Ω + ‖P1hω(t)− ω(t)‖0,Ω] . (5.44)
This last inequality combined with (5.43), (5.13) and the triangle inequality we get
‖ω(t)− ωh(t)‖0,Ω + ‖P0hu(t)− uh(t)‖0,Ω
. h
[
|utt |L2(H1,1φ ) + |utt |L2(H1) + |ptt |L2(H0,1φ ) + |u(t)|1,1;φ,Ω + |p(t)|0,1;φ,Ω
]
. (5.45)
Taking the supremum over all t ∈ [0, T ] in this last inequality we get (5.33). Using furthermore the bound on the error
of the P0h projection (1.47) p.27 of [18] (or (45) p. 624 of [19]) and the triangle inequality, we obtain (5.34). 
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6. The fully discrete mixed finite element scheme
6.1. Notation
Let1t := TN > 0 denote the time step size and define ti = i1t (i = 0, 1, . . . ,N), tN = T and t0 = 0. For any function φ
of time, let φn denote φ(tn). We denote by tn+
1
2 := tn+tn+12 , φn+
1
2 := φn+φn+12 , and we define the following discrete temporal
derivatives:
∆tφ
n := φ
n+1 − φn−1
21t
, ∆tφ
n+ 12 := φ
n+1 − φn
1t
, ∆2t φ
n := φ
n+1 − 2φn + φn−1
(1t)2
.
We can easily see that we have
∆2t φ
n := ∆tφ
n+ 12 −∆tφn− 12
1t
and ∆tφn := ∆tφ
n+ 12 +∆tφn− 12
2
. (6.1)
6.2. The explicit Newmark scheme
The explicit-in-time discrete mixed formulation is as follows: Find (σ n+1h , p
n+1
h ) ∈ Σ0,h, and (un+1h , ωn+1h ) ∈ Vh × Wh
such that
u0h = uˆh(0), (6.2)
u−1h = uˆh(−1t) ' uˆh(0)−1t uˆh,t(0)+
1t2
2
uˆh,tt(0), (6.3)
and 
1
2µ
(σ n+1h , τh)+
1
λ
(pn+1h , qh)+ (div (τh − qhδ), un+1h )+ (as (τh), ωn+1h ) = 0, ∀n ≥ −1,
(as (σ n+1h ), θh) = 0, ∀n ≥ −1,
(∆2t u
n
h, vh)− (div (σ nh − pnhδ), vh)− (f n, vh) = 0, ∀n ≥ 0,
(6.4)
∀(τh, qh) ∈ Σ0,h, ∀(vh, θh) ∈ Vh ×Wh.
The existence and uniqueness of a solution to problem (6.4) is provided by the following lemma:
Lemma 6.1. A solution
(
(σ n+1h , p
n+1
h ), (u
n+1
h , ω
n+1
h )
)
of (6.4) exists and is unique.
Proof. Let us consider n ≥ −1.With every ((σ n+1h , pn+1h ), ωn+1h ) ∈ Σ0,h×Wh, we associate the element of its dualΣ ′0,h×W ′h:(τh, qh) 7−→ 12µ(σ n+1h , τh)+ 1λ(pn+1h , qh)+ (as (τh), ωn+1h )
θh 7−→ (as (σ n+1h ), θh)
 .
Let us call this mapping T nh ; it is a linear mapping fromΣ0,h×Wh into its dual. We have to prove that T nh is bijective. But the
arrival and departure spaces have the same dimension. Thus, by a well-known theorem of linear algebra it suffices to prove
that T nh is injective. Thus, let
(
(σ n+1h , p
n+1
h ), ω
n+1
h
) ∈ Σ0,h ×Wh be such that:
1
2µ
(σ n+1h , τh)+
1
λ
(pn+1h , qh)+ (as (τh), ωn+1h ) = 0, ∀(τh, qh) ∈ Σ0,h, (6.5)
(as (σ n+1h ), θh) = 0, ∀θh ∈ Wh. (6.6)
From (6.6), it follows that (as (σ n+1h ), ω
n+1
h ) = 0 and then by taking (τh, qh) = (σ n+1h , pn+1h ) in (6.5), we get
1
2µ
‖σ n+1h ‖20,Ω +
1
λ
‖pn+1h ‖20,Ω = 0,
which implies that
σ n+1h = 0, pn+1h = 0.
Thus (6.5) reduces to:
(as (τh), ωn+1h ) = 0.
By inf–sup inequality (5.10), with (vh, θh) = (0, ωn+1h ), we get ωn+1h = 0.
Thus, we have proved that the mapping T nh is an isomorphism fromΣ0,h ×Wh into its dual. 
L. Boulaajine et al. / Journal of Computational and Applied Mathematics 231 (2009) 447–472 459
Let us now explain how to construct the solution to system (6.4). Firstly, let us recall that u0h and u
−1
h are given by the
initial conditions. Starting with u0h , we deduce from the first two equations of system (6.4) with n = −1 by the invertibility
of T−1h : σ
0
h , p
0
h ,ω
0
h . From the third equation of system (6.4) with n = 0 and u0h , u−1h , we are now able to deduce u1h . Returning to
the first two equations of system (6.4) with n = 0, we deduce by the invertibility of T 0h : σ 1h , p1h , ω1h . Using the third equation
of system (6.4) with n = 1, we deduce u2h and so on.
Note, that it follows by uniqueness from the first two equations of system (6.4) with n = −1 using u0h = uˆh(0) that
σ 0h = σˆh(0), p0h = pˆh(0) and ω0h = ωˆh(0). (6.7)
6.3. The stability of the fully discrete explicit scheme
Before the statement of the result concerning the stability of the fully discrete scheme, we begin by the proof of the
following lemma:
Lemma 6.2. Under the hypothesis R3, we have
‖∆tuN+
1
2
h ‖20,Ω +
1
2µ
‖σ N+ 12h ‖20,Ω −
1t2
8µ
‖∆tσ N+
1
2
h ‖20,Ω +
1
λ
‖pN+ 12h ‖20,Ω −
1t2
4λ
‖∆tpN+
1
2
h ‖20,Ω
= 21t
N∑
n=1
(f n,∆tunh)+ ‖∆tu
1
2
h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω −
(1t)2
8µ
‖∆tσ
1
2
h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω −
(1t)2
4λ
‖∆tp
1
2
h ‖20,Ω . (6.8)
Proof. Subtracting from the first equation of (6.4) at time (n + 1)1t , the same equation at time (n − 1)1t , we obtain for
all (τh, qh) ∈ Σ0,h:
1
2µ
(σ n+1h − σ n−1h , τh)+
1
λ
(pn+1h − pn−1h , qh)+ (div (τh − qhδ), un+1h − un−1h )+ (as (τh), ωn+1h − ωn−1h ) = 0. (6.9)
Taking (τh, qh) = 121t (σ nh , pnh) in (6.9) and using the fact that (as (σ nh ), θh) = 0, ∀θh ∈ Wh, we get
1
2µ
(∆tσ
n
h , σ
n
h )+
1
λ
(∆tpnh, p
n
h)+ (div (σ nh − pnhδ),∆tunh) = 0. (6.10)
The third equation of (6.4) with vh = ∆tunh, becomes
(∆2t u
n
h,∆tu
n
h)− (div (σ nh − pnhδ),∆tunh) = (f n,∆tunh). (6.11)
Adding (6.11) and (6.10) yields
(∆2t u
n
h,∆tu
n
h)+
1
2µ
(∆tσ
n
h , σ
n
h )+
1
λ
(∆tpnh, p
n
h) = (f n,∆tunh). (6.12)
It follows from (6.1):
1
2∆t
(
∆tu
n+ 12
h −∆tun−
1
2
h ,∆tu
n+ 12
h +∆tun−
1
2
h
)
+ 1
2µ
(∆tσ
n
h , σ
n
h )+
1
λ
(∆tpnh, p
n
h) = (f n,∆tunh). (6.13)
Thus
1
21t
(
‖∆tun+
1
2
h ‖20,Ω − ‖∆tun−
1
2
h ‖20,Ω
)
+ 1
2µ
(∆tσ
n
h , σ
n
h )+
1
λ
(∆tpnh, p
n
h) = (f n,∆tunh). (6.14)
Now we are going to transform the last two terms on the left-hand side of this last equation. We have
∆tσ
n
h =
σ n+1h − σ n−1h
21t
= σ
n+1
h + σ nh − σ nh − σ n−1h
21t
= σ
n+ 12
h − σ n−
1
2
h
1t
σ nh =
σ n+1h + σ nh
4
+ σ
n−1
h + σ nh
4
− (∆t)
2
4
(
σ n+1h − 2σ nh + σ n−1h
(1t)2
)
.
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Using these last two equalities, we can write
1
2µ
(∆tσ
n
h , σ
n
h ) =
1
2µ
σ n+ 12h − σ n− 12h
1t
,
σ n+1h + σ nh
4
+ σ
n−1
h + σ nh
4
− (1t)
2
4
(
σ n+1h − 2σ nh + σ n−1h
(1t)2
)
= 1
2µ
σ n+ 12h − σ n− 12h
1t
,
σ n+1h + σ nh
4
+ σ
n−1
h + σ nh
4
− (1t)
2
4
∆2t σ
n
h

= 1
2µ
σ n+ 12h − σ n− 12h
1t
,
σ n+1h + σ nh
4
+ σ
n−1
h + σ nh
4
− (1t)
2
4
∆tσ
n+ 12
h −∆tσ n−
1
2
h
1t

= 1
2µ
1
21t
(
σ
n+ 12
h − σ n−
1
2
h , σ
n+ 12
h + σ n−
1
2
h
)
− 1
2µ
(1t)2
4
∆tσ nh , ∆tσ n+
1
2
h −∆tσ n−
1
2
h
1t

= 1
4µ1t
(
‖σ n+ 12h ‖20,Ω − ‖σ n−
1
2
h ‖20,Ω
)
− 1
2µ
(1t)2
4
∆tσ n+ 12h +∆tσ n− 12h
2
,
∆tσ
n+ 12
h −∆tσ n−
1
2
h
1t

from (6.1)
= 1
4µ1t
(
‖σ n+ 12h ‖20,Ω − ‖σ n−
1
2
h ‖20,Ω
)
− 1t
16µ
(
‖∆tσ n+
1
2
h ‖20,Ω − ‖∆tσ n−
1
2
h ‖20,Ω
)
.
In the same way, we get:
1
λ
(∆tpnh, p
n
h) =
1
2λ1t
(
‖pn+ 12h ‖20,Ω − ‖pn−
1
2
h ‖20,Ω
)
− 1t
8λ
(
‖∆tpn+
1
2
h ‖20,Ω − ‖∆tpn−
1
2
h ‖20,Ω
)
.
Using the previous two identities, Eq. (6.14) can be rewritten:
1
2∆t
(
‖∆tun+
1
2
h ‖20,Ω − ‖∆tun−
1
2
h ‖20,Ω
)
+ 1
4µ1t
(
‖σ n+ 12h ‖20,Ω − ‖σ n−
1
2
h ‖20,Ω
)
− 1t
16µ
(
‖∆tσ n+
1
2
h ‖20,Ω − ‖∆tσ n−
1
2
h ‖20,Ω
)
+ 1
2λ∆t
(
‖pn+ 12h ‖20,Ω − ‖pn−
1
2
h ‖20,Ω
)
− 1t
8λ
(
‖∆tpn+
1
2
h ‖20,Ω − ‖∆tpn−
1
2
h ‖20,Ω
)
= (f n,∆tunh). (6.15)
Summing Eqs. (6.15) from n = 1, . . . ,N , we obtain (6.8). 
Theorem 6.3. Under the hypothesis R3, the explicit scheme defined by (6.2)–(6.4) is stable if the following CFL condition is
satisfied:1t < min{ 1C0√2µ+λhβ , 1}, i.e.,
α0‖∆tuN+
1
2
h ‖20,Ω +
1
2µ
‖σ N+ 12h ‖20,Ω +
1
λ
‖pN+ 12h ‖20,Ω
≤
[
‖∆tu
1
2
h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω + T
(
max
t∈[0,T ]
‖f (t)‖0,Ω
)2]
× exp (Tα−10 ) , (6.16)
β∗
(
‖uN+ 12h ‖0,Ω + ‖ωN+
1
2
h ‖0,Ω
)
≤ 1
2µ
‖σ N+ 12h ‖0,Ω +
1
λ
‖pN+ 12h ‖0,Ω , (6.17)
where
α0 = 12 −
C20
2
(2µ+ λ)1t
2
h2β
(β is defined in R3)
and β∗ is the constant of the inf–sup condition defined in (5.10).
Proof. Subtracting from the first equation of (6.4) at time (N + 1)1t , the same equation at time N1t , we obtain for all
(τh, qh) ∈ Σ0,h:
1
2µ
(σ N+1h − σ Nh , τh)+
1
λ
(pN+1h − pNh , qh)+ (div (τh − qhδ), uN+1h − uNh ) +(as (τh), ωN+1h − ωNh ) = 0.
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Thus
1
2µ
1t(∆tσ
N+ 12
h , τh)+
1
λ
1t(∆tp
N+ 12
h , qh)+1t(div (τh − qhδ),∆tuN+
1
2
h )+1t(as (τh),∆tωN+
1
2
h ) = 0.
Choosing (τh, qh) = (∆tσ N+
1
2
h ,∆tp
N+ 12
h ) and, applying Cauchy–Schwarz inequality and inequality (5.15), we obtain:
1
2µ
(∆tσ
N+ 12
h ,∆tσ
N+ 12
h )+
1
λ
(∆tp
N+ 12
h ,∆tp
N+ 12
h ) = −
(
div (∆tσ
N+ 12
h −∆tpN+
1
2
h δ),∆tu
N+ 12
h
)
≤ ‖div (−∆tσ N+
1
2
h +∆tpN+
1
2
h δ)‖0,Ω‖∆tuN+
1
2
h ‖0,Ω
≤ C0 h−β‖ −∆tσ N+
1
2
h +∆tpN+
1
2
h δ‖0,Ω‖∆tuN+
1
2
h ‖0,Ω
≤ C0 h−β
(
‖∆tσ N+
1
2
h ‖0,Ω + ‖∆tpN+
1
2
h ‖0,Ω
)
‖∆tuN+
1
2
h ‖0,Ω
≤ C0
√
2 h−β
√
λ+ 2µ
(
1
2µ
‖∆tσ N+
1
2
h ‖20,Ω +
1
λ
‖∆tpN+
1
2
h ‖20,Ω
) 1
2 ‖∆tuN+
1
2
h ‖0,Ω .
Thus√
1
2µ
‖∆tσ N+
1
2
h ‖20,Ω +
1
λ
‖∆tpN+
1
2
h ‖20,Ω ≤
√
2C0h−β
√
λ+ 2µ‖∆tuN+
1
2
h ‖0,Ω .
From (6.8) we get(
1− 1
2
C20 (2µ+ λ)
1t2
h2β
)
‖∆tuN+
1
2
h ‖20,Ω +
1
2µ
‖σ N+ 12h ‖20,Ω +
1
λ
‖pN+ 12h ‖20,Ω
≤ 21t
N∑
n=1
(f n,∆tunh)+ ‖∆tu
1
2
h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω −
(1t)2
8µ
‖∆tσ
1
2
h ‖20,Ω −
(1t)2
4λ
‖∆tp
1
2
h ‖20,Ω
≤ 1t
N∑
n=1
‖f n‖20,Ω +1t
N∑
n=1
‖∆tunh‖20,Ω + ‖∆tu
1
2
h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω
− (1t)
2
8µ
‖∆tσ
1
2
h ‖20,Ω −
(1t)2
4λ
‖∆tp
1
2
h ‖20,Ω . (6.18)
Moreover
N∑
n=1
‖∆tunh‖20,Ω =
N∑
n=1
∥∥∥∥∥∥∆tu
n+ 12
h +∆tun−
1
2
h
2
∥∥∥∥∥∥
2
0,Ω
≤ 1
2
(
N∑
n=1
‖∆tun+
1
2
h ‖20,Ω +
N−1∑
n=0
‖∆tun+
1
2
h ‖20,Ω
)
= 1
2
(
2
N−1∑
n=1
‖∆tun+
1
2
h ‖20,Ω + ‖∆tuN+
1
2
h ‖20,Ω + ‖∆tu
1
2
h ‖20,Ω
)
≤
N−1∑
n=0
‖∆tun+
1
2
h ‖20,Ω +
1
2
‖∆tuN+
1
2
h ‖20,Ω . (6.19)
Thus (6.18) becomes(
1
2
− 1
2
C20 (2µ+ λ)
∆t2
h2β
)
‖∆tuN+
1
2
h ‖20,Ω +
1
2µ
‖σ N+ 12h ‖20,Ω +
1
λ
‖pN+ 12h ‖20,Ω
≤ 1t
N∑
n=1
‖f n‖20,Ω +∆t
N−1∑
n=0
‖∆tun+
1
2
h ‖20,Ω + ‖∆tu
1
2
h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω
− (1t)
2
8µ
‖∆tσ
1
2
h ‖20,Ω −
(1t)2
4λ
‖∆tp
1
2
h ‖20,Ω , (6.20)
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due to our hypothesis that the time step1t is< 1. Let us note that by
1t <
1
C0
√
2µ+ λh
β , (6.21)
that α0 := 12 − 12C20 (2µ+ λ)1t
2
h2β
> 0.
Inequality (6.20) implies a fortiori:(
1
2
− 1
2
C20 (2µ+ λ)
∆t2
h2β
)
‖∆tuN+
1
2
h ‖20,Ω +
1
2µ
‖σ N+ 12h ‖20,Ω +
1
λ
‖pN+ 12h ‖20,Ω
≤ 1t
N∑
n=1
‖f n‖20,Ω +∆t
N−1∑
n=0
‖∆tun+
1
2
h ‖20,Ω + ‖∆tu
1
2
h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω . (6.22)
Discrete Gronwall’s inequality (2.6) to (6.22) yields
α0‖∆tuN+
1
2
h ‖20,Ω +
1
2µ
‖σ N+ 12h ‖20,Ω +
1
λ
‖pN+ 12h ‖20,Ω
≤
[
‖∆tu
1
2
h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω +1t
N∑
n=1
‖f n‖20,Ω
]
× exp
(
1t
N−1∑
n=0
α−10
)
≤
[
‖∆tu
1
2
h ‖20,Ω +
1
λ
‖p 12h ‖20,Ω +
1
2µ
‖σ 12h ‖20,Ω + T
(
max
t∈[0,T ]
‖f (t)‖0,Ω
)2]
× exp (Tα−10 ) ,
which is inequality (6.16).
Inequality (6.17) follows from the equation
1
2µ
(σ
(
N+ 12
)
h , τh)+
1
λ
(p
(
N+ 12
)
h , qh)+ (div (τh − qhδ), u
(
N+ 12
)
h )+ (as (τh), ω
(
N+ 12
)
h ) = 0, (6.23)
by the inf–sup condition (5.10).
Inequalities (6.16) and (6.17) imply that the quantities ‖uN+ 12h ‖0,Ω , ‖σ N+
1
2
h ‖0,Ω , ‖pN+
1
2
h ‖0,Ω , ‖ωN+
1
2
h ‖0,Ω are bounded
independently of N , therefore proving the stability of the explicit scheme defined by (6.2)–(6.4) under the CFL condition:
1t < min( 1C0
√
2µ+λh
β , 1). 
6.4. A priori error estimates for the fully discrete explicit scheme
We shall prove the optimal error estimates between the solution of the fully discrete explicit-in-time mixed finite
element problem and the solution of the continuous problem. To this end, we start by the proofs of the following Lemmas:
Lemma 6.4. Let (Th)h>0 be a regular family of triangulations onΩ . We suppose that (Th)h>0 satisfies the refinement rulesR1–R3.
Let ((σ̂h(tn), p̂h(tn)) , (ω̂h(tn), ûh(tn))) be the elliptic projection of ((σ (tn), p(tn)) , (ω(tn), u(tn))) and set
εnh = σ nh − σ̂h(tn), χnh = unh − ûh(tn), ψnh = ωnh − ω̂h(tn) and rnh = pnh − p̂h(tn).
Under the hypotheses of Proposition 4.4 and1t < ζ 1C0
√
2µ+λh
β with 0 < ζ < 1, we have
‖ε•h‖L∞(L2) + ‖r•h‖L∞(L2) . 1t
N−1∑
j=0
‖utt(tj)−∆2t ûh(tj)‖0,Ω , (6.24)
where ε•h denotes the mapping tn 7→ εnh and r•h the mapping tn 7→ rnh .
Proof. From (6.4) and (5.16) follows that the quantities εnh , χ
n
h , ψ
n
h and r
n
h are linked by the system of equations for all
(τh, qh) ∈ Σ0,h, for all θh ∈ Wh and for all vh ∈ Vh:
1
2µ
(εn+1h , τh)+
1
λ
(rn+1h , qh)+ (div (τh − qhδ), χn+1h )+ (as (τh), ψn+1h ) = 0,
(as (εn+1h ), θh) = 0,
(div (εnh − rnh δ), vh) = (−utt(tn)+∆2t ûh(tn)+∆2t χnh , vh).
(6.25)
Note that ε0h = 0, ψ0h = 0 and r0h = 0 from (6.7). Furthermore χ0h = 0 and χ−1h = 0 from (6.2) and (6.3) respectively and
thus∆tχ
− 12
h = 0.
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If we apply the difference operator∆t to the first equation of (6.25), we obtain:
1
2µ
(
∆tε
n+ 12
h , τh
)
+ 1
λ
(
∆t r
n+ 12
h , qh
)
+
(
div (τh − qhδ),∆tχn+
1
2
h
)
+
(
as (τh),∆tψ
n+ 12
h
)
= 0. (6.26)
Now taking (τh, qh) =
(
ε
n+ 12
h , r
n+ 12
h
)
in this last equality and using the second equation of (6.25), we obtain
1
2µ
(
∆tε
n+ 12
h , ε
n+ 12
h
)
+ 1
λ
(
∆t r
n+ 12
h , r
n+ 12
h
)
+
(
div
(
ε
n+ 12
h − rn+
1
2
h δ
)
,∆tχ
n+ 12
h
)
= 0. (6.27)
The last equation of (6.25) with vh = 12 (∆tχ
n+ 12
h +∆tχn−
1
2
h ) gives(
div (εnh − rnh δ),
1
2
(
∆tχ
n+ 12
h +∆tχn−
1
2
h
))
=
(
−utt(tn)+∆2t ûh(tn)+∆2t χnh ,
1
2
(
∆tχ
n+ 12
h +∆tχn−
1
2
h
))
. (6.28)
Subtracting (6.28) from (6.27), we get
1
2µ
(
∆tε
n+ 12
h , ε
n+ 12
h
)
+ 1
λ
(
∆t r
n+ 12
h , r
n+ 12
h
)
+ 1
2
(
div (εn+1h − rn+1h δ),∆tχn+
1
2
h
)
− 1
2
(
div (εnh − rnh δ),∆tχn−
1
2
h
)
=
(
utt(tn)−∆2t ûh(tn)−∆2t χnh ,
1
2
(
∆tχ
n+ 12
h +∆tχn−
1
2
h
))
.
Thus
1
2µ
(
∆tε
n+ 12
h , ε
n+ 12
h
)
+ 1
λ
(
∆t r
n+ 12
h , r
n+ 12
h
)
+ 1
2
(
div (εn+1h − rn+1h δ),∆tχn+
1
2
h
)
− 1
2
(
div (εnh − rnh δ),∆tχn−
1
2
h
)
+
(
∆2t χ
n
h ,
1
2
(
∆tχ
n+ 12
h +∆tχn−
1
2
h
))
=
(
utt(tn)−∆2t ûh(tn),
1
2
(
∆tχ
n+ 12
h +∆tχn−
1
2
h
))
. (6.29)
We expand (6.29) to get
1
2µ
(
εn+1h − εnh
1t
,
εn+1h + εnh
2
)
+ 1
λ
(
rn+1h − rnh
1t
,
rn+1h + rnh
2
)
+ 1
2
(
div (εn+1h − rn+1h δ),∆tχn+
1
2
h
)
− 1
2
(
div (εnh − rnh δ),∆tχn−
1
2
h
)
+
∆tχn+ 12h −∆tχn− 12h
1t
,
∆tχ
n+ 12
h +∆tχn−
1
2
h
2

=
(
utt(tn)−∆2t ûh(tn),
1
2
(∆tχ
n+ 12
h +∆tχn−
1
2
h )
)
.
So
1
21t
(
1
2µ
(‖εn+1h ‖20,Ω − ‖εnh‖20,Ω)
)
+ 1
21t
(
1
λ
(‖rn+1h ‖20,Ω − ‖rnh‖20,Ω)
)
+ 1
2
(
div (εn+1h − rn+1h δ),∆tχn+
1
2
h
)
− 1
2
(
div (εnh − rnh δ),∆tχn−
1
2
h
)
+ 1
21t
(
‖∆tχn+
1
2
h ‖20,Ω − ‖∆tχn−
1
2
h ‖20,Ω
)
=
(
utt(tn)−∆2t ûh(tn),
1
2
(∆tχ
n+ 12
h +∆tχn−
1
2
h )
)
. (6.30)
Multiplying (6.30) by 21t , replacing n by j and summing these equations from j = 0 to n− 1 yield
1
2µ
(‖εnh‖20,Ω − ‖ε0h‖20,Ω)+
1
λ
(‖rnh‖20,Ω − ‖r0h‖20,Ω)+1t
(
div (εnh − rnh δ),∆tχn−
1
2
h
)
−∆t
(
div (ε0h − r0h δ),∆tχ−
1
2
h
)
+ ‖∆tχn−
1
2
h ‖20,Ω − ‖∆tχ−
1
2
h ‖20,Ω
= 1t
n−1∑
j=0
(
utt(tj)−∆2t ûh(tj),∆tχ j+
1
2
h +∆tχ j−
1
2
h
)
. (6.31)
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Recall that ε0h = 0, r0h = 0 and∆tχ
−1
2
h = 0. Thus (6.31) becomes
1
2µ
‖εnh‖20,Ω +
1
λ
‖rnh‖20,Ω −1t
(
div (−εnh + rnh δ),∆tχn−
1
2
h
)
+ ‖∆tχn−
1
2
h ‖20,Ω
= 1t
n−1∑
j=0
(
utt(tj)−∆2t ûh(tj),∆tχ j+
1
2
h +∆tχ j−
1
2
h
)
. (6.32)
By the Cauchy–Schwarz inequality and the inverse inequality (5.15), and as1t < ζ h
β
C0
√
2µ+λ by hypothesis, we obtain∣∣∣∣1t (div (−εnh + rnh δ),∆tχn− 12h )∣∣∣∣ ≤ 1t‖div (−εnh + rnh δ)‖0,Ω‖∆tχn− 12h ‖0,Ω
≤ 1tC0h−β‖ − εnh + rnh δ‖0,Ω‖∆tχn−
1
2
h ‖0,Ω
≤ √21tC0h−β(‖εnh‖0,Ω + ‖rnh‖0,Ω)‖∆tχn−
1
2
h ‖0,Ω
≤ 21tC0h−β
√
2µ+ λ
(
1
2µ
‖εnh‖20,Ω +
1
λ
‖rnh‖20,Ω
) 1
2 ‖∆tχn−
1
2
h ‖0,Ω
≤ ζ
(
1
2µ
‖εnh‖20,Ω +
1
λ
‖rnh‖20,Ω + ‖∆tχn−
1
2
h ‖20,Ω
)
. (6.33)
As 0 < ζ < 1, it follows from (6.32) using the preceding inequality:
1
2µ
‖εnh‖20,Ω +
1
λ
‖rnh‖20,Ω + ‖∆tχn−
1
2
h ‖20,Ω ≤ C1t
n−1∑
j=0
∣∣∣∣(utt(tj)−∆2t ûh(tj),∆tχ j+ 12h +∆tχ j− 12h )∣∣∣∣
≤ C1t
n−1∑
j=0
‖utt(tj)−∆2t ûh(tj)‖0,Ω‖∆tχ j+
1
2
h +∆tχ j−
1
2
h ‖0,Ω
≤ 2C1t
n−1∑
j=0
‖utt(tj)−∆2t ûh(tj)‖0,Ω‖∆•+
1
2
t χh‖L∞(L2),
since ‖∆tχ j+ 12 ‖0,Ω ≤ ‖∆•+
1
2
t χh‖L∞(L2) := sup0≤j≤N−1 ‖∆tχ j+
1
2
h ‖0,Ω . Then
1
2µ
‖εnh‖20,Ω +
1
λ
‖rnh‖20,Ω + ‖∆tχn−
1
2
h ‖20,Ω ≤ 2C1t‖∆•+
1
2
t χh‖L∞(L2)
N−1∑
j=0
‖utt(tj)−∆2t ûh(tj)‖0,Ω
≤ 1
3
‖∆•+ 12t χh‖2L∞(L2) + 3C2(1t)2
(
N−1∑
j=0
‖utt(tj)−∆2t ûh(tj)‖0,Ω
)2
. (6.34)
Taking the supremum on n on the left-hand side of (6.34) we get
1
2µ
‖ε•h‖2L∞(L2) +
1
λ
‖r•h‖2L∞(L2) + ‖∆
•+ 12
t χh‖2L∞(L2) ≤ ‖∆
•+ 12
t χh‖2L∞(L2) + 9C2(1t)2
(
N−1∑
j=0
‖utt(tj)−∆2t ûh(tj)‖0,Ω
)2
.
This last inequality and assumption on µ and λ yield (6.24). 
Lemma 6.5. Under the hypotheses of Lemma 6.4, we have
‖ε•h‖L∞(L2) + ‖r•h‖L∞(L2) . h
[
|utt |L∞(H1,1φ ) + |utt |L∞(H1) + |ptt |L∞(H0,1φ ) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ )
]
+ (1t)2‖utttt‖L∞(L2). (6.35)
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Proof. To obtain (6.35), we have to bound the right-hand side of the inequality (6.24). We write
utt(tj)−∆2t ûh(tj) = utt(tj)−∆2t u(tj)+∆2t u(tj)−∆2t ûh(tj).
If we denote by Rh the elliptic projection operator, we can write
∆2t u(tj)−∆2t ûh(tj) = (I − Rh)∆2t u(tj) = (I − Rh)
u(tj+1)− 2u(tj)+ u(tj−1)
(∆t)2
.
By Taylor expansion with integral remainder up to the second order term, we have
u(tj−1) = u(tj)−1t ut(tj)+ (∆t)
2
2
utt(tj)+ 12
∫ tj−1
tj
(tj−1 − s)2uttt(s) ds,
and
u(tj+1) = u(tj)+1t ut(tj)+ (∆t)
2
2
utt(tj)+ 12
∫ tj+1
tj
(tj+1 − s)2uttt(s) ds.
Summing these two equations and dividing by (1t)2, we obtain:
∆2t u(tj) = utt(tj)+
1
2(1t)2
(∫ tj−1
tj
(tj−1 − s)2uttt(s) ds+
∫ tj+1
tj
(tj+1 − s)2uttt(s) ds
)
= utt(tj)+ 12(1t)2
(
−
∫ 0
−∆t
(1t + t)2uttt(t + tj) dt +
∫ ∆t
0
(1t − t)2uttt(t + tj) dt
)
. (6.36)
Applying the operator I − Rh to both sides, we obtain:
(I − Rh)∆2t u(tj) = (I − Rh)utt(tj)+
1
2(1t)2
(
−
∫ 0
−1t
(1t + t)2(I − Rh)uttt(t + tj) dt
+
∫ 1t
0
(1t − t)2(I − Rh)uttt(t + tj) dt
)
.
Taking norms, we obtain:
‖(I − Rh)∆2t u(tj)‖0,Ω ≤ ‖(I − Rh)utt(tj)‖0,Ω +
1
2
√
1t√
5
(∫ 0
−∆t
‖(I − Rh)uttt(t + tj)‖20,Ω dt
) 1
2
+
(∫ 1t
0
‖(I − Rh)uttt(t + tj)‖20,Ω dt
) 1
2

≤ ‖(I − Rh)utt(tj)‖0,Ω +
√
2
2
√
1t√
5
(∫ 1t
−∆t
‖(I − Rh)uttt(t + tj)‖20,Ω dt
) 1
2
= ‖(I − Rh)utt(tj)‖0,Ω +
√
∆t√
10
(∫ 1t+tj
−1t+tj
‖(I − Rh)uttt(s)‖20,Ω ds
) 1
2
.
And hence, we have found:
‖(I − Rh)∆2t u(tj)‖0,Ω ≤ ‖(I − Rh)utt(tj)‖0,Ω +
√
∆t√
10
(∫ 1t+tj
−1t+tj
‖(I − Rh)uttt(s)‖20,Ω ds
) 1
2
.
From the continuous-in-time error estimate (5.26), we obtain
‖(I − Rh)utt(tj)‖0,Ω . h
[
|utt |L∞(H1,1φ ) + |utt |L∞(H1) + |ptt |L∞(H0,1φ )
]
,
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and by a similar argument as the one used in Remark 5.11:
1t
∫ 1t+tj
−1t+tj
‖(I − Rh)uttt(s)‖20,Ω ds . 1t h2
[∫ 1t+tj
−1t+tj
(|uttt(s)|21,1;φ,Ω + |uttt(s)|21,Ω + |pttt(s)|20,1;φ,Ω) ds
]
. (∆t)2h2
[
|uttt |2L∞(H1,1φ ) + |uttt |
2
L∞(H1) + |pttt |2L∞(H0,1φ )
]
.
By the stability condition (6.21) we can write
√
1t
(∫ 1t+tj
−1t+tj
‖(I − Rh)uttt(s)‖20,Ω ds
) 1
2
. hβ+1
[
|uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ )
]
. h
[
|uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ )
]
.
Summing these last inequalities from j = 0 to j = N − 1, we get
1t
N−1∑
j=0
‖(I − Rh)∆2t u(tj)‖0,Ω
. h
[
|utt |L∞(H1,1φ ) + |utt |L∞(H1) + |ptt |L∞(H0,1φ ) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ )
]
×
N−1∑
j=0
1t
. h
[
|utt |L∞(H1,1φ ) + |utt |L∞(H1) + |ptt |L∞(H0,1φ ) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ )
]
. (6.37)
Using once again Taylor expansion with integral remainder, but up to the third order term this time, we get:
u(tj−1) = u(tj)−1t ut(tj)+ (∆t)
2
2
utt(tj)− (1t)
3
6
uttt(tj)+ 16
∫ tj−1
tj
(tj−1 − s)3utttt(s) ds,
and
u(tj+1) = u(tj)+1t ut(tj)+ (∆t)
2
2
utt(tj)+ (1t)
3
6
uttt(tj)+ 16
∫ tj+1
tj
(tj+1 − s)3utttt(s) ds.
Thus
|∆2t u(tj)− utt(tj)| =
∣∣∣∣ 16(1t)2
(∫ 0
−1t
(1t + t)3utttt(t + tj) dt +
∫ 1t
0
(1t − t)3utttt(t + tj) dt
)∣∣∣∣
≤ 1
6
(1t)
3
2√
7
(∫ 0
−1t
(
utttt(t + tj)
)2 dt) 12 + (∫ 1t
0
(
utttt(t + tj)
)2 dt) 12

. 1t
3
2
(∫ 1t
−1t
(
utttt(t + tj)
)2 dt) 12 .
Hence
‖∆2t u(tj)− utt(tj)‖0,Ω . (∆t)
3
2
(∫ 1t+tj
−1t+tj ‖utttt(s)‖20,Ω ds
) 1
2
. (6.38)
So that
1t
N−1∑
j=0
‖∆2t u(tj)− utt(tj)‖0,Ω . (1t)2‖utttt‖L∞(L2)
N−1∑
j=0
1t
. (1t)2‖utttt‖L∞(L2). (6.39)
By (6.37) and (6.39), (6.24) becomes (6.35). 
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We are now in a position to establish optimal error estimates between the solution of the fully discrete explicit-in-time
mixed finite element problem and the solution of the continuous problem.
Theorem 6.6. Let (Th)h>0 be a regular family of triangulations on Ω . We suppose that (Th)h>0 satisfies the refinement
rules R1–R3. Under the hypotheses of Proposition 4.4 and1t < ζ 1C0
√
2µ+λh
β with 0 < ζ < 1, the following error estimates hold
‖σ − σ •h ‖L∞(L2) + ‖p− p•h‖L∞(L2)
. h
[
|u|L∞(H1,1φ ) + |utt |L∞(H1,1φ ) + |utt |L∞(H1) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1)
]
+ (1t)2‖utttt‖L∞(L2), (6.40)
‖ω − ω•h‖L∞(L2) + ‖P0hu− u•h‖L∞(L2)
. h
[
|u|L∞(H1,1φ ) + |utt |L∞(H1,1φ ) + |utt |L∞(H1) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1)
]
+ (1t)2‖utttt‖L∞(L2), (6.41)
‖u− u•h‖L∞(L2) . h
[
|u|L∞(H1,1φ ) + |utt |L∞(H1,1φ ) + |utt |L∞(H1) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |u|L∞(H1)
]
+ (1t)2‖utttt‖L∞(L2), (6.42)
where σ •h denotes the mapping tn 7→ σ nh , p•h the mapping tn 7→ pnh , ω•h the mapping tn 7→ ωnh and u•h the mapping tn 7→ unh .
Proof. By (6.35), the triangle inequality and taking the supremum on t in (5.18), we then find
‖σ − σ •h ‖L∞(L2) + ‖p− p•h‖L∞(L2) . h
[
|u|L∞(H1,1φ ) + |utt |L∞(H1,1φ ) + |utt |L∞(H1) + |p|L∞(H0,1φ )
+ |ptt |L∞(H0,1φ ) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ )
]
+ (1t)2‖utttt‖L∞(L2).
By the inf–sup inequality (5.10) and the triangle inequality, we get
‖ω(tn)− ωnh‖0,Ω + ‖P0hu(tn)− unh‖0,Ω .
[‖σ(tn)− σ nh ‖0,Ω + ‖p(tn)− pnh‖0,Ω + ‖P1hω(tn)− ω(tn)‖0,Ω] .
Taking the supremum on n, we get
‖ω − ω•h‖L∞(L2) + ‖P0hu− u•h‖L∞(L2) .
[‖σ − σ •h ‖L∞(L2) + ‖p− p•h‖L∞(L2) + ‖P1hω − ω‖L∞(L2)] .
Using the P1h -projection error inequality (5.13), we hence find
‖ω − ω•h‖L∞(L2) + ‖P0hu− u•h‖L∞(L2) . h
[
|u|L∞(H1,1φ ) + |utt |L∞(H1,1φ ) + |utt |L∞(H1) + |p|L∞(H0,1φ )
+|ptt |L∞(H0,1φ ) + |uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ )
]
+ (1t)2‖utttt‖L∞(L2).
The triangle inequality and the P0h -projection error inequality (1.47) p.27 of [18] (or (45) p. 624 of [19]), give us
‖u− u•h‖L∞(L2) . h
[
|u|L∞(H1,1φ ) + |utt |L∞(H1,1φ ) + |utt |L∞(H1) + |p|L∞(H0,1φ ) + |ptt |L∞(H0,1φ )
+ |uttt |L∞(H1,1φ ) + |uttt |L∞(H1) + |pttt |L∞(H0,1φ ) + |u|L∞(H1)
]
+ (1t)2‖utttt‖L∞(L2). 
7. Implementation and numerical results
In this sectionwewill confirm our theoretical analysis by numerical tests. We begin by introducing the so-called ‘‘Hybrid
formulations’’ [7,20,21] for solving the explicit scheme (6.2)–(6.4). The numerical results are presented on an L-shaped
domain. Given f : [0, T ] × Ω −→ R2, a surface force density g : [0, T ] × ΓN −→ R2 and the initial conditions u0 and u1,
the displacement field u satisfies the following equations:
utt − div σs(u) = f in [0, T ] ×Ω,
u = 0 on [0, T ] × ΓD,
σs(u).n = g on [0, T ] × ΓN ,
u(0, .) = u0 inΩ,
ut(0, .) = u1 inΩ.
(7.1)
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7.1. Explicit-in-time scheme
Let us mention that our explicit-in-time scheme (6.2)–(6.4) is fast and easy to implement. In order to fit the complex
geometry of the boundary, the mesh which must be moreover refined accordingly to the rules R1– R3, will usually contain
elements of very small size, which implies, because of the CFL stability condition, the use of a very small time step. Thus the
explicit scheme is essentially appropriate when we are interested only in the behavior of the solution for a short time after
the initial time.
7.1.1. Hybrid formulation
Firstly, we introduce the enlarged space Σ˜h (with respect to Σh,0) by suppressing the requirement for its elements to
have continuous normal component at the interfaces of the triangulation Th:
Σ˜h := {(τh, qh) ∈ [L2(Ω)]2×2 × L2(Ω); ∀T ∈ Th : qh|T ∈ P1(T ) and τh|T ∈ [P1(T )]2×2 ⊕ [R Curl bT ]2}.
We introduce the following hybrid formulation: Find (σ˜ n+1h , p˜
n+1
h , λ
n+1
h ) ∈ Σ˜h ×Λh and (˜un+1h , ω˜n+1h ) ∈ Mh such that
u˜0h = uˆh(0), u˜−1h = uˆh(−1t) ' uˆh(0)−1t uˆh,t(0)+
1t2
2
uˆh,tt(0),
1
2µ
(σ˜ n+1h , τh)+
1
λ
(˜pn+1h , qh)+
∑
T∈Th
∫
T
div (τh − qhδ).˜un+1h dx+ (as (τh), ω˜n+1h )
−
∑
T∈Th
∫
∂T
λn+1h (τh − qhδ).nT ds = 0, ∀ (τh, qh) ∈ Σ˜h, ∀n ≥ −1,
(as (σ˜ n+1h ), θh) = 0, ∀ θh ∈ Wh,∀n ≥ −1,
(∆2t u˜
n
h, vh)−
∑
T∈Th
∫
T
div (σ˜ nh − p˜nhδ).vh dx− (f n, vh) = 0, ∀ vh ∈ Vh,∀n ≥ 0,∑
T∈Th
∫
∂T
µh(σ˜
n+1
h − p˜n+1h δ).nT ds =
∑
T∈Th
∫
∂T∩ΓN
µh.gn+1 ds, ∀ µh ∈ Λh,∀n ≥ −1,
(7.2)
where
Λh := {µh ∈ [L2(Eh )]2; µh|e ∈ [P1(e)]2, ∀e ∈ Eh and µh|e = 0, ∀e ⊂ ΓD}.
Eh denotes the set of all edges in Th and Vh ×Wh is defined in (5.2). It is easy to prove that the hybrid formulation (7.2) is
equivalent to the explicit-in-time discrete mixed formulation (6.4), i.e. that σ˜ nh = σ nh , p˜nh = pnh, u˜nh = unh and ω˜nh = ωnh . Taking
as test functions vh1T in the third equation of the system (7.2), we get explicitly un+1h
un+1h|T = 1t2
[
div (σ nh|T − pnh|T δ)+ P0h|T f n
]+ 2unh|T − un−1h|T , ∀n ≥ 0. (7.3)
Still noting σ n+1h , p
n+1
h , u
n+1
h , ω
n+1
h and λ
n+1
h the vectors of the degrees of freedom of these same unknowns, the algebraic
equations generated by (7.2) have the following form
Aσ n+1h − ETλn+1h + HTωn+1h = −F n+11 ,
Ppn+1h + GTλn+1h = F n+12 ,
Hσ n+1h = 0,
Eσ n+1h − Gpn+1h = F n+13 ,
(7.4)
where A, E, H, P, G are the corresponding matrices of the bilinear forms of the different terms in the system (7.2), and
F n+11 , F
n+1
2 are second member vectors at the (n+ 1)th step obtained by replacing the variable un+1h in the first equation of
the system (7.2) by its value (7.3) obtained from the third equation and putting these terms on the right-hand side. Finally
F n+13 corresponds to the traction on the Neumann boundary ΓN at the (n+1)th step. In system (7.4), we start by eliminating
σ n+1h and p
n+1
h and after we eliminate ω
n+1
h . These eliminations are made element by element. After this procedure, we end
with the following system:
Rλn+1h = F n+1, (7.5)
where
R = EA−1ET − EA−1HT (HA−1HT )−1HA−1ET + GP−1GT ,
and
F n+1 = EA−1F n+11 + GP−1F n+12 − EA−1HT (HA−1HT )−1HA−1F n+11 + F n+13 .
The matrix R is symmetric and positive definite.
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Fig. 1. Uniform meshes.
Fig. 2. Refined meshes.
Table 1
Convergence results when using uniform meshes at T = 1 s.
h Pressure errors Strain errors Displacement errors Rotational errors
2.828427e−001 7.379843e−002 3.733002e−001 6.127325e−002 1.263216e−001
1.414214e−001 5.071551e−002 2.513737e−001 3.054023e−002 8.408249e−002
9.428090e−002 4.070448e−002 2.002361e−001 2.027724e−002 6.671641e−002
7.071068e−002 3.480387e−002 1.706050e−001 1.518150e−002 5.674623e−002
5.656854e−002 3.081811e−002 1.507419e−001 1.212897e−002 5.008866e−002
7.1.2. Numerical test with the explicit Newmark scheme
We now present some numerical results on a test problem in the L-shaped domain
Ω = ] − 1, 1[2 \ ([0, 1[×] − 1, 0])
whose exact solution is the tensor product of the function t 7→ e−t with a singularity of the stationary Navier equation ([22],
Section 4.2 p. 52) arising at the reentrant corner of the L-shaped domain. The numerical tests are performed with T = 1
(second). Using polar coordinates (r, θ), 0 ≤ θ ≤ 3pi2 , which are centered at the reentrant corner, we consider as analytical
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Fig. 3. Errors as a function of 1/h for uniform meshes.
solution:
u(r, θ, t) = e−t rα1−→φ α1(θ)
where
−→
φ α1(θ)1 = C1(ρ + τ){cos((α1 − 2)θ)− cos(α1θ)} + C2((ρ + τ) sin((α1 − 2)θ)+ (ρ − 3τ) sin(α1θ)),−→
φ α1(θ)2 = C1(−(ρ + τ) sin((α1 − 2)θ)+ (3ρ − τ) sin(α1θ))+ C2(ρ + τ){cos((α1 − 2)θ)− cos(α1θ)}.
The parameters are
C1 = (ρ + τ) sin((α1 − 2)ω)− (3τ − ρ) sin(α1ω),
C2 = (ρ + τ){cos(α1ω)− cos((α1 − 2)ω)},
ρ = λ+ µ
µ
(α1 − 1)− 2, τ = λ+ µ
µ
(α1 + 1)+ 2,
where α1 = 0.548643149483 is the smallest strictly positive solution of the transcendental equation (4.2) for ω = 3pi2 ,
λ = 1000, µ = 20. In conformity, which what we have said just after Definition 4.2, we have to choose α ∈]1 − α1, 12 [.
We fix1t = 10−5 a very small time step because of the CFL stability condition. Consequently N = T
1t = 105. All numerical
results will be presented at the final time T = 1 (N = 105). The initial conditions u0h and u−1h are chosen as the elliptic
projection of u(0) and u(−1t), i.e. as follows u0h = uˆh(0), u−1h = uˆh(−1t). We use two kinds of meshes. The first one
(uniform) is obtained by dividing each of the intervals [0, 1] and [−1, 0] into n subintervals of length 1n , and then each square
of sidelength 1n is divided into two triangles (see Fig. 1 where we have chosen n = 10). The second kind of meshes (refined
meshes) are obtained from the first ones by refinement near the reentrant corner (0, 0) according to Raugel’s procedure [17]
in order to satisfy the refinement rules R1, R2, R3 stated just after Proposition 5.4. Namely,Ω is divided into six big triangles;
on the three ones which do not contain (0, 0), a uniform mesh is used; on the other hand each big triangle admitting (0, 0)
as a vertex is divided into strips according to the ratios ( in )
β , 1 ≤ i ≤ n, where β ≥ 1
(1−α) along the sides which end up at
(0, 0) and finally each of these strips divided uniformly (see Fig. 2 where we have chosen n = 10 and β = 1.8). We then
represent the variations of the errors ‖σ Nh − σ(T )‖0,Ω , ‖pNh − p(T )‖0,Ω , ‖uNh − u(T )‖0,Ω and ‖ωNh − ω(T )‖0,Ω , with respect
to the mesh size h, in Figs. 3 and 4. A double logarithmic scale was used such that the slopes of the curves yield the order
of convergence O(h) for refined meshes (see Fig. 4) according to the theoretical results, and O(h
2
3 ) for uniform meshes (see
Fig. 3) due to the singular behavior of the solution. In Tables 1 and 2, we summarize the results on the errors for uniform
meshes and refined meshes respectively.
8. Conclusion
We have constructed and analyzed a finite element method for approximating the elastodynamic system using the dual
mixed formulation for spatial discretization and an explicit Newmark scheme in the time variable. In our analysis, we take
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Fig. 4. Errors as a function of 1/h for refined meshes.
Table 2
Convergence results when using refined meshes at T = 1 s.
h Pressure errors Strain errors Displacement errors Rotational errors
3.307907e−001 4.706629e−002 1.943443e−001 5.413231e−002 6.239506e−002
1.727505e−001 2.408332e−002 9.796571e−002 2.686243e−002 3.111419e−002
1.167855e−001 1.634564e−002 6.628362e−002 1.806031e−002 2.100029e−002
8.819391e−002 1.219502e−002 4.939540e−002 1.340491e−002 1.563465e−002
7.084489e−002 9.788028e−003 3.962408e−002 1.072136e−002 1.253589e−002
into account the singularities of the solution due to the geometric singularities of the boundary. Optimal order L∞-in-time
and L2-in-space a priori error estimates are derived and a quadratic convergence rate in time for the fully discretized scheme
has been established for the explicit Newmark numerical scheme. As mentioned in the introduction, we will present, in [1],
the analysis of the method proposed in this paper by using an implicit Newmark scheme for the time discretization.
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