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by 
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O. Summary 
In this paper the consistency of the two sample tests of Sukhatme [5], 
Ansari and Bradley [1], Siegel and Tukey [4] and Mood [3] is investigated. 
Each of these tess;is a distribution-free analogue of the F-test for testing 
the equality of the variances of two normal distributions. If the two samples 
are taken from continuous distributions with the same median O and distribu-
tion functions F(x) and F(ax) respectively, they can be considered as tests 
for scale; the hypothesis tested states in this case that a.=1 and the tests 
are consistent for ail. 
. If, however, the samples are from continuous distributions with the same 
median O and arbitrary distribution functions F and G, little is known about 
their asymptotic properties. In this paper this case is considered and in 
particular it is investigated if the tests can be considered as tests for 
scale in the sense that they have (at least asymptotically) the property that 
a change in sign of one of the two random variables does not change the result 
of the test. Further it is investigated if the tests satisfy the condition 
that, at least asymptotically, the result of the tests is independent of the 
ratio of the sample sizeso This condition is not specific to the two sample 
tests considered here, but is a general condition for any test based on more 
than one sample. 
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1. Introduction 
In this paper the consistency of the two sample tests of B. V. Sukhatme [5], 
A. R. Ansari and R. A. Bradley [1], S. Siegel and J. W. Tukey [4] and A. M. Mood 
[3] will be investigatedo Each of these tests is based on two independent 
samples x 1 , ••• txm and y1 , ••• ,yn of the random variables X and Y, where X has 
distribution function F and Y has distribution function G. The hypothesis to 
be tested is that X and Y have the same distribution. For all tests the 
assumption is made that X and Y have the same median (say O). 
The tests are nonparametric analogues of the F-test for testing that two 
normal distributions have the same variance. If G(x) = F(ax) for all x, the 
tests can be considered as tests for scale; the hypothesis to be tested 
states that a=l and the tests are consistent for a41. 
In this paper we will consider the case of two arbitrary dsitribution.: 
functions F and G, both with median O, and in particular we are interested in 
inves.tigating whether, for each of the tests, the following conditions are 
satisfied: 
1. If X and Y have the same distribution the test is not consistent 
if applied to observations of -X and Y. In other words, for large samples 
the test does not lead to re!ection too often if applied to samples of -X and X. 
2. If X and Y don't have the same distribution the consistency of 
the test does not change by changing the sign of one of the two random variables. 
In other words, for large samples the conclusion about the scale parameters 
of X and Y is the same as the conclusion about the scale parameters of -X and Y. 
3. The class of alternatives for which the test is consistent is 
independent of the ratio of the two sample sizes. In other words, for large 
samples the conclusion about the scale parameters does not.change if the ratio 
of the sample sizes is changed. 
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The third condition is not specific to the problem of comparing scale parameters; 
it can be stated for any test based on two or more samples (cf e.g., Constance 
. van Eeden and Jo Hemelryk [6]). 
Mood•s test satisfies the conditions only in special cases. If, e.g., 
X and Y have the same distribution F, condition 1 is satisfied for any synnnetric F. 
There exist. however, .asymmetric distributiorsF for which the test is consistent 
if applied to samples from -X and Xo The other tests all satisfy conditions 1 
for any distribution F and condition 3 for any pair of distributions F and G. 
They satisfy condition-2 in the special case that For G is symmetric. There 
exist however, asynnnetric distributions F and G for which, for large samples, 
the test results for X and Y are different from those for -X and Y. 
Throughout this paper the assumption will be made that X and Y have 
continuous distribution functions; further we assume that m and n tend to 
m m infinity with N, such that N is constant and O < N < 1. 
2. Description of the tests 
2.1 Sukhatme's test 
Sukhatme supposes both medians to be known (say 0) and uses as a 
test statistic 
m n 1 (~.1;1) t = I: I: v(xi,yj), nm i=l j=l 
where 
=t if y > X > 0 (2.1;2) v(x,y) otherwise • 
The mean and variance oft under H are 
0 
(2.1;3) CJ2 = N+7 
0 48nm 
or y < x < 0 
with N=m+n. 
The mean and variance in the case that X and Y have distributions F and G, not 
necessarily with the same median, ar-.e given by (see Sukhatme (5]) 
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00 0 
(2.1;4) µ = J. (1-G(x))dF(x) + J G(x)dF:(x) = P(Y > X > 0) + P(Y < X < 0) 
0 
and 
00 0 00 
(2.1;5) nma2 = J · (1-G(x))dF(x) + J G(x)dF(x) + (n-1) [ J · (1-G(x))2dF(x) 
0 ..oo 0 
0 -f,<)o 
+ J G2 (x)dF(x) ] + (m-1) J (F(x)-F(0))dG(x) 
-00 
- (N-1) [ J 
0 
00 0 
(1-G(x)tdF(x) + J G(x)dF(x) ]2 • 
-00 
The critical region of the two sided test consists of large values of )t-%). 
Remark 
The test statistic t can also be written in the form of a sum of ranks. 
Let~ (respectively n1) and~ (respectively n2 ) be the number of positive 
and negative observations of X (respectively Y) and let Ni=ni+mi (i=l,2). If 
the observations in the pooled samples are arranged in increasing order and 
replaced by the ranks l,2, ••• ,N1 ,N2 , ••• ,2,l then 
(2.1;6) 
where R is the sum of the ranks of the observations in the x-sample. 
2.2 The test of Ansari and Bradley 
Ansari and Bradley suppose that the medians of X and Y are equal and 
unknown. They use the following test statistic. The observation;in the pooled 
samples are arranged in increasing order and replaced by the ranks 
1,2, ••• ,M,(M+l),M, ••• ,2,l, where N=2M or 2M+l. The test statistic Wis the 
sum of the ranks of the observations in the x-sample. In this paper we will 
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use the statistic t= .!!... 
nm 
The mean and variance oft under H are 
0 
(2.2;1) 
\ 
N:2 if N is even 
µ -
0 
- (N+l)2 if N is odd 
N 
N2 -4 
2 _ 4Bnm(N-l) if N is even 
ao = (N+l)(N2 +3) if N is odd. 
umN2 
If X and Y have distributions F and G, not necessarily with the same median, 
the asymptotic mean and variance oft may be found from the results of Chernoff 
and Savage [2]. The relation between their statistic TN and tis the following. 
Let the observations in the pooled samples be arranged in increasing order and 
be replaced by the ranks 1,2, ••• ,N, then 
th 
where Zi=l if the i- order statistic is an x and O if it is a y and 
(2.2;3) N+l t = 2N - TN. 
Ansari and Bradley showed that their statistic satisfies the conditions of 
Chernoff and Savage. So if 
<i'ef (2.2;4) D(x) = i F(x) + i G{x) - \ 
we have 
+co 
(2.2;5) µ = \ 
-r (D(x)(dF(x) + o(i) 
-co 
and 
(2o2;6) lim No2 2~ [ m n ], = N 11 + N 12 N 7 oo m 
where 
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11 = J J G(x) ( 1-G(;ir)) D(x) ID(x) ( l~~;~I dF(x)dF(y) 
{ x<y (2.2;7) 
12 = J J F(x)(l-F(y)) D(x) D(y) dG(x)dG(y) • ID(x) I jD(y)j 
x<y 
The critical region of the two sided test consists of large values of It-µ l-
o 
Remark 
Ansari and Bradley give a normal approximation, for large N, to the 
distribution of W for the case that no ties are present. If ti.Es are present 
and the method of mean ranks is applied to assign ranks to equal observations, 
the mean of W remains unchanged. The variance can be found as follows. Let 
t 1,t2, .•• ,tk be the sizes of the ties in the pooled samples and let ri (i=l, ••• ,k) 
be the rank of the observation in the i th tie, then 
k 
16 I: t.r~ - N(N+2)2 
i=l :L :L 
mn 16N if N is even 
o2(wjHo) = { (2.2;8) k 
t.r~ - (N+1)4 16N I: 
i=l :L :L 
nm. if N is odd. 
16N2 (N-1) 
2.3 The test of Siegel and Tukey 
Siegel and Tukey assume the two medians to be equal and unknown and 
define their test statistic as follows. The observations in the pooled samples 
are arranged in increasing order and replaced by the following ranks 
(2.3;1) 
The test statistic Tis the sum of the ranks of the observations in the 
x-sample. 
(2.3;2) 
The mean and variance of T under H are 
0 
N+l 
µo = m-y a~ = J2 mn(N+l) 
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This test is closely related to the Ansari-Bradley test. If T' is the sum of 
the ranks of the observations in the x-sample after arranging them in decreasing 
order and replacing them by the ranks (2.3;1) then 
T+T' = 4W-m, 
where Wis the Ansari-Bradley statistic. 
Remarks 
1. Siegel and Tukey mention in their paper that the distribution of 
their statistic Tis the same as the distribution of the sum of the ranks in 
Wilcoxon's two sample test. This means that Wilcoxon's tables can be used 
for their test. The two distributions are, however, not necessarily identical 
if ties are present. Let, for i=l, ••• ,k, ri (respectively r1) be the rank of 
th ( the observations in the i- tie and let, for i=l, ••• ,k-1, ri < ri+l respec-
tively ri < ri+l) for Wilcoxon's (respectively Siegel and Tukey's) test. 
Then the two distributions are identical if and only if, for each i=l, ••• ,k, 
ti=t1 and ri=r1. This is, e.g., the case if no tie.a are present; then 
ti=t1=1 and ri=r1=i for each i=l, ••• ,k. The means of the two distributions 
are always equal; the variances may be equal even if the two distributions 
are not identical. In those cases the two distributions are, for large N, 
approximately identical, because both are asymptotically normal for N ~ m. 
T+T' 2. Siegel and Tukey propose as a possible test statistic,· 2 instead 
of Tor T' and mention that the Wilcoxon distribution will be a good approximation 
to its distribution. From (2.3;3) it follows that the exact distribution of 
T+T' 
2 can be found from the distribution of W. 
2.4 Mood's test 
Mood assumes the median of X and Y to be equal and unknown and uses 
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the following test statistic. The observations in the pooled samples are 
arranged in increasing order and replaced by the ranks 1,2, ••• ,N. The test 
statistic is 
(2.4;1) 
N 
Q = ~ 
i=l 
( . _ N+l)2z 
1. 2 i ' 
th 
where Zi=l if the :L- order statistic is an x and O if it is a y. In this 
paper we will use the statistic t= ~ 2 o 
The mean and variance oft under H are 
0 
(2.4;2) a2 _ 1 n(N+l)(N2 -4) 
0 - 180 im:14 • 
It can easily be seen that this statistic satisfies the conditions of Chernoff 
and Savage and tblt t=TN. From their results it then follows that (cf. (2.2;4)) 
-too 
(2.4;3) µ= r o2 (x)dF(x) + o(~) 
..co 
and 
(2.4;4) lim Na2 2~ ( m n ) , = N 11,+ N 12 
N ~ co m 
where 
11 = 4 J J G(x)(l-G(y)) D(x)D(y )dF(x)dF(y) 
{ x<y (2.4;5) 
4 J J F(x)(l-F(y)) D(x)D(y)dG(x)dG(y) 12 = . 
x<y 
The critical region of the, two sided test: consist of large values of Jt-µ
0
). 
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3. The .donsistency of the tests 
From the results in Section 2.3 it follows that the tests of Ans~ri-
Bradley and of Siegel and Tukey are asymptotically identical; so they are 
consistent and not consis~ent for the same alternatives. Therefore only the 
tests of Sukhatme, Ansari-Bradley and Mood will be considered and we will 
prove the following result. 
The two-sided tests of Sukhatme, Ansari-Bradley and Mood are, for N 7 oo, 
consistent if and only if 
(µ-µ) + 0 0 
0 
For the proof we will use the following results 
(3.2) 
lim 
N~oo 
(µ-µ) exists 
0 
2. lim Ncr exists and is finite. From this it follows that 
N 7 oo 
lim a2 = O. 
N~oo 
3. The distribution oft is, for N 7 oo, asymptotically normal, 
provided lim N~ > O. For the tests of Ansari-Bradley and 
N~oo 
Mood this follows from the fact that these tests satisfy the 
conditions of Chernoff and Savage. For Sukhatme's test this 
has been shown by him. In particular the distribution oft 
is asymptotically normal under H 
0 
because lim 
N~oo 
If lim (µ-µ
0
) = 0 
N~oo 
then lim (µ-µ
0
)~ = O. 
N~oo 
Na > O. 
0 
Now let t012 be the smallest number satisfying 
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then ta is a function of m, n and a and 
(3.4) lim 
N ~ oo 
t = u a a 
where 
~J 
u 
a 
1 
00 
-~2dx = a. e 
Now suppose lim (µ-µ) > 0 then the probability of not rejecting H is 
0 0 N 7 00 
(3.5) P(jt-µ0 j < ta/200 ) ~ P(t-µ0 < ta/200 ) = P(t-µ < ta/2o0-(µ-µ 0 )). 
From (3.2) and (3.4) it follows that lim t 120 = O, so t~12o -(µ-µ) is N--;;..oo a o v. o o 
negative for sufficiently large N. From the inequality of Bienayme-Tschebycheff 
it then follows that 
(3.6) lim P(jt-µ I< t 120) ~ lim N~oo o a o N~oo 
02 
= o. 
(ta/200-(µ-µo) )2 
or 
(3.7) lim P( It-µ I ~ t 120 ) = 1. N ...;;,. 00 o a o 
In the same way it can be proved that the tests are consistent if lim 
N ...;> oo 
(µ-µo) < o. 
Now consider the case that lim (µ-µ) = O. Then, if lim No2 = O, 
0 N700 N~co 
we have for the probability of rejecting H 
0 
(3.8) lim P(Jt-µ I> t 120) ~ lim P(t-µ > t 120) N o ao N o ao 700 700 
= 
t . 
lim P( t-µ > a/2°0 ...JN - (µ-µ )'1'i 
N~oo a o ) o~ • 
t .-2.o '1N - (µ-µ )..,JN From (3.2) and (3.4) it follows that a/ 0 0 is positive for 
o"1N 
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sufficiently large N, so 
(3.9) lim P(lt-µ I> ta/2a) ~ lim N~00 O O N~00 = o. 
If in this case lim Na2 > 0 then tis asymptotically normal, so then 
N ~ 00 
(3.10) lim P( It-µ I > ta/2a ) = N~00 o o lim N 7 00 
where lim 
N 7 00 
> 0, so in this case 
(3.11) am P ( It-µ I ·> t 12a ) < 1. N o a o ""'?' 00 
00 
2 
~ J aJN t _o __ 
a/2 0 ~ 
e-~ dx, 
It will now be investigated whether the tests satisfy the conditions stated 
in the introduction. 
Sukhatme's test 
This test is consistent if and only if 
(3.12) P(Y > X > 0) + P(Y < X < 0) f \ 9 
Sukhatme proved the consistency for P(Y > X > 0) + P(Y < X < 0) f % not the 
non-consistency if the equality sign holds. 
From this result it follows that the test satisfies condition 3. Further, 
condition 1 is identical with 
P(Y > -X > 0) + P(Y < -X < 0) = % if X and Y have the same distribution. 
And this follows from 
00 0 00 X 
(3.14) P(Y > -X > 0) + P(Y < -X < 0) = J dF(y:) J dF(x)+j dF(x) J dF(y) 
0 -y O ..oo 
00 00 
= J dF(y)[%-F(-y)] + J dF(x) F(-x) = l.,(1-F(0)] = \. 
0 0 
-11-
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So the test satisfies condition 1 • 
Condition 2 states that, for any F and G with the same median 0, 
P(Y > X > 0) + P(Y < X < 0) - \ and P(Y > -X > o) + P(Y < -X < 0) - \ 
have the same sign. This holds if X or Y have a sygnnetric distribution, 
because if X has a symmetric distribution, then 
(3.15) P(Y > X > 0) = P(Y > -X > 0) and P(Y < X < 0) = P(Y < -X < 0) 
and if Y has a ay.mmetric distribution then 
( 3 .16) P (Y > X > 0) = P (Y < -X < 0) and P (Y < X < 0) = P (Y > -X > 0 L 
Now consider the case that X and Y both have asynnnetric distributions. Then 
condition 2 is not necessarily satisfied as may be seen from the following 
example. Let for 0 < c < a < b < d, X and Y have densities 
1 for -b < x < 0 { 2b f(x) = 
1 
2a for O < x < a 
and 
1 for -c < y < 0 2c 
g(x) = { hl for 0<y<a 
with ah1+(d-a)h2 = \. 
h2 for a<y<d 
Then both medians are zero and if we take C hl = 2ab 
b-c 
'h2 = 2b(d-a) then 
and 
(3.18) 
P(Y > X > 0) + P(Y < X < 0) = \ 
P(Y > -X > 0) + P(Y < -X < O) = \ + (b-a)2 (ab-cd) 
8ab2 (d-a) 
So this test is not consistent for X and Y and the consistency for -X and y 
depends on the sign of ab-cd. 
-12-
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Remark 
It is always possible to apply a monotone transformation H to the random 
variables X and Y such that H(X:) has a synnnetric distributiono This trans-
formation does not change the test statistic. This fact might seem to be in 
contradiction with the _above given example, because condition 2 holds if one 
of the two distributions is symmetric. However, the fact that the test 
statistic;_does not change implies that the test applied to X and Y is identical 
to the test applied to H(X) and H(¥) and implies that the test for -X and Y 
is identical to the test for H(-X) and H(Y). Further the fact that H(X) has 
a symmetric distribution implies that the consistency does not change if the 
test is applied to -H(X) and H(Y) instead of H(X) and H(Y). Now -H(X) and 
H(-X) do not necessarily have the same distribution, so the consistency does 
not necessarily remain unchanged if we change from X and Y to -X and Y. If, 
e,g., in the above example c=l, a.=2, b=3, d=4 then 
H(X) = { 
g_ X for -3 < X < 0 3 
X for O < X < 2 
has a symmetric distribution. Further 
2 
= { 
- 3 X for -3 < X < 0 
-H(X) = { 
- 1 X for O < X < 2 and H(-X) 
-X for O < X < 2 
The test of Ansari and Bradley 
This test is consistent if and only if 
+co 
l, - J I i F(X) + j G(x) - \lc!F(x) f Ii; • 
..co 
Now let x satisfy 
0 
(3.20) 
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then (3.19) is identical with 
If X and Y have the same median, then F(x) =~and (3.21) is identical with 
0 
(3.22) P(X > Y > x) + P(X < Y < X) t %. 
0 0 
So if X and Y have the same median this test is consistent for the same 
alternatives as Sukhatme's test for the case X and Y both have median O. 
Ansari and Bradley considered the case where X and Y have the same 
median XO and X and y have distributions F and G respectively with F(x+xo)~G{x~xo)o 
They prove their test is consistent for ef1 and conjecture its consistency in 
the general case of two distributions F and G with equal medians to be 
P((X-x I> (Y-x () + ~- This is, however, not necessarily identical with (3.22). 
0 0 
Mood's test 
This test is consistent if and only if 
-t<X> 
( 3 .23) · J Ci F(x) + i G(x) - ~) 2 dF(x) f 1~. 
Condition 1 states that 
-t<X> 
-J Ci (1-F(-x)) + i F(x) - ~)2 ciF(-x) = 1; • 
-00 
This is obviously satisfied if F is symmetric. Further if m=n, (3 .24) is 
identical with 
-t<X> 
(3.25) J (F_(x) - F(-x) )2 dF(x) = ½ , 
-00 
-14-
Now we have 
+oo +oo +oo 
(3 .26) J (F(x) - F(-x) )2 dF(x) - ½ = J F2 (-x)dF(x) - 2 J F(x) F(-x)dF(x) 
-oo 
+oo +oo +oo 
= F2 (-x) F(x) J - 2 J F(x) F(-x)dF(-x) - 2 J F(x) F(-x)dF(x) = 0 , 
-co -00 -00 
so for m=n condition 1 is satisfied for any F. 
However, if ml=n and Fis not symmetric condition 1 is not necessarily 
satisfied, as may be seen from the following example. Let, for O <a< b, 
X have density 
f(x) = { 
then 
+oo 
1 
2b 
1 
2a 
-b < X < 0 
O<x<a 
(3.27) - J (; (1-F(-x))+ ~ F(x) - !;)2 dF(-x) - {2 = n;m ~ (~ - 1)2 
-00 
so in this case the test is consistent for testing X against -X unless n=m. 
Condition 2 for this test states that 
+oo +oo J (if F(x) + j G(x) - !;)2 dF(x) - {2 and -J (if ( 1-F(-x)) + j G(x) - !;)2 dF(-x) - {2 
-00 -00 
have the same sign. This is obviously satisfied if X has a synnnetric distri-
bution. Further if Y has a synnnetric distribution then 
+oo 
(3 .28) 
-f [ !!! (1-F(-x)) + ~ G(x) - \]2 dF(-x) N N 
+oo 
= -f [ !!! (1-F(-x)) + ~ (1-G(-x)) - \]2 dF(-x) N N 
-00 
-15-
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. ,tco ,tco 
= - J [ i F(-x) + N G(-x) - .\i]2 dF(-x) = J [ i F(x) + N G(x) - .Ji]2 dF(x) • 
So for this test condition 2 is satisfied if X or Y have a symmetric distri-
bution. In general however, condition 2 is not satisfied; this follows from 
the fact that condition 1 is not satisfied. 
Further the test does not satisfy condition 3, i.e., there are distri-
butions F and G for which condition 3 is not satisfied. Let, e.g., for 
O<b<c and O < d < a, X and Y have densities 
1 
-b < X < 0 { 2b f(x) = 
1 
2a O<x<a 
and 
1 
-c < X < 0 { 2c g(y) = 
1 
2d O<x<d 
then 
,tco J <i F(x) + i G(x) - -li)2 dF(x) - 1  
= k [ ~ {(~ + £ ~)2-1) - N~ {(-Nm ~a + N~)2-l) ] • 2'+m N N c N 
b d So if e.g., - = - then (3.29) equals 
C a 
N ~ mn
2 
(£ _ l)2 
24m N N c 
so, for large N, the conclusion is that X has a larger scale parameter than 
Y if n > m and a smaller scale parameter if n < m. 
-16-
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