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Abstract 
The long term evolution of UMTS Terrestrial Radio Access, abbreviated as UTRA LTE, will use OFDM (orthogonal frequency 
division multiplexing) combined with MIMO (multiple-input multiple-output), termed MIMO-OFDM. And spatial 
multiplexing MIMO scheme is deployed in UTRA LTE downlink to provide high data rates. Considering the detection of 
spatial multiplexing signals, well-known techniques such as the V-BLAST schemes provide an attractive error ratio 
performance, but still a considerable signal processing effort, which merits further research towards less complex schemes. In 
this communication, the authors will propose a novel set of detection techniques which use intrinsic block decision feedback 
equalization (BDFE) characteristics instead of successive interference cancellation (SIC). Both zero-forcing (ZF) and minimum 
mean square error (MMSE) schemes based BDFE are proposed, termed as MIMO-BDFE-ZF and MIMO-BDFE-MMSE. 
Setting out from a novel general model for the evaluation of the signal-to-noise ratio (SNR) at the data detector output, the 
authors will evaluate the error ratio performance of the novel MIMO-BDFE and provide comparison results. It will be shown 
that the porposed scheme provide an attractive performance at a lower realization complexity. 
 
Keywords: MIMO; OFDM (Orthogonal Frequency Division Multiplexing); spatial multiplexing; successive interference cancellation; UMTS; 
UTRA LTE; V-BLAST 
 
 
1. Introduction 
Despite many advantageous features, the direct sequence based code division multiple access, chosen for the 
PHY and MAC layers of UMTS (Universal Mobile Telecommunication System), does not allow a flexible 
adaptive engineering of the used frequency resource. Because of its inherent flexibility and its attractive 
implementation potential, OFDM (orthogonal frequency division multiplexing) was thus selected as the preferred 
candidate for the downlink of the evolved UMTS [1],[2]. Furthermore, the combination of OFDM and MIMO 
(multiple-input multiple-output) with spatial multiplexing (SM) scheme, termed MIMO-OFDM in what follows, 
has been viewed as a viable means to achieve high user information rates.  
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The data detection in MIMO-OFDM with SM can be done in various ways. It has been an important aspect to 
facilitate a low number of signal processing instructions for a given desirable quantity of communication. 
Therefore, the evaluation of the signal processing complexity and its minimization has been an important aspect. 
In this communication, detection techniques based on the interference cancellation approach are addressed and 
evaluated in term of performance and complexity. Besides the well-known data detection V-BLAST (Vertical Bell 
Labs Layered Space Time) [3] and ist improved version with minimum mean squared error (MMSE) equalization 
core, authors will propose in this communication another novel set of detection techniques which uses intrinsic 
decision feedback equalization (DFE) characteristics instead of successive interference cancellation (SIC), which 
is the basis of the aforementioned V-BLAST detectors. In view of an efficient implementation, the downlink 
requires a thorough assessment. Therefore, the authors will focus on downlink transmission. 
In what follows, complex base band notation will be used, deploying matrix-vector calculus. Discrete-time 
variables will be denoted by vectors which are given as lower case characters in bold face italics. Matrices will be 
denoted by upper case characters in bold face italics. Complex values will be underlined. Furthermore, ( )T⋅  
denotes vector or matrix transposition, ( )H⋅  denotes Hermitian of a vector or a matrix. { }E •  denotes the 
expectation operation on the given random variable • . And υI  represents the υ υ×  identity matrix. 
This communication is organized as follows: After this introductory section, Sect. 0 will present the system 
model underlying the analysis. In Sect. 0 different interference cancellation based detection techniques will be 
illustrated and analysed. Simulation results will be presented in Sect. 0. Sect. 0 will conclude the manuscript  
2. System model 
In what follows, a general MIMO-OFDM system concept shall be presented with TK , TK ∈` , transmitter 
(TX) antennas and at least RK , R TK K≥ , RK ∈` , receiver (RX) antennas. Within SM, the overall achievable 
data rate at the TX is TK  times the data rate of a single TX antenna transmitter. We will consider a single slot, 
i.e. a single OFDM symbol period, in a time transmission interval (TTI). Each data symbol is assumed to be taken 
from an M -ary symbol alphabet. Each TX antenna shall transmit the data symbols contained in the TK  data 
vectors 
( ) ( ) ( ) ( )( )T T T T T T T, ,k k k k1 2 Ld d d k 1 K= =d " "                         (1) 
which contain L  data symbols each. The complete data vector comprising TK L  elements is hence given by  
( ) ( ) ( )( )T T TT T T1 k K=d d d d" " .                                (2) 
Prior to the transmission, an L  point IDFT (Inverse Discrete Fourier Transform) matrix D , cf. e.g. [4], pp. 78ff. 
is applied to each data vector ( )Tkd , T T1k K= " , of (1) to generate the OFDM symbol vectors.  
Assuming cyclic prefixes being added at the TX output and removed at the RX input, the frequency domain 
received sample associated with subcarrier l , 1l L= " , is given by  
( ) ( ) ( ) ( )TR R T T R
T
,
, ,
K
k k k k k
l l l l l
k 1
r H d n l 1 L
=
= + =∑ " .                          (3) 
In (3), ( )R T,,
k k
l lH  is the l th diagonal element of the diagonal channel matrix 
( )R T,k kH , which connects TX antenna 
Tk  with RX antenna Rk . Owing to this structure of 
( )R T,k kH , the subcarriers do not interfere, i.e. inter-carrier 
interference (ICI) is absent. With the subcarrier specific data vector  
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( ) ( ) ( )( )T T T ,1 k Kl l l ld d d l 1 L= =d " " " ,                         (4) 
with the subcarrier specific channel matrix 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
T
T
R R R T
, , ,
, , ,
, 2,2 2,
, , ,
,
, ,2 ,
, , ,
,
1 1 1 2 1 K
l l l l l l
2 1 K
l l l l l l
l l
K 1 K K K
l l l l l l
H H H
H H H
l 1 L
H H H
⎛ ⎞⎜ ⎟⎜ ⎟= =⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
H
"
" "# # % #
"
,                     (5) 
and with the subcarrier specific noise vector 
( ) ( ) ( )( )R R T ,1 k Kl l l ln n n l 1 L= =n " " " ,                       (6) 
the received vector  
( ) ( ) ( )( )R R T ,1 k Kl l l lr r r l 1 L= =r " " " ,                       (7) 
associated with the l th subcarrier is given by  
, ,l l l l l l 1 L= + =r H d n " .                             (8) 
With mutually uncorrelated data symbols contained in ld , the data covariance matrix is given by  
{ } THd d,TXE ,l l KE l 1 L= = =R d d I " ,                      (9) 
d,TXE  denoting the average energy of a transmitted data symbol.  
Furthermore, we assume that ln  represents the additive white Gaussian noise (AWGN). Wth the single-sided 
power spectral density 0N , the noise covariance matrix becomes 
{ } RHn E ,l l 0 KN l 1 L= = =R n n I " ,                       (10) 
3. Data detectors 
A. Block intrinsic decision feedback equalizers 
Block intrinsic decision feedback equalizers (BDFEs) [5] were initially proposed for the realization receivers for 
the TDD (time domain duplex) mode of UTRA [6],[7]. In this manuscript, these detectors will be adaptated to 
MIMO-OFDM system. Both zero-forcing (ZF) and minimum mean squared error (MMSE) based equalizers have 
been discussed, yielding the equalizer types ZF-BDFE and MMSE-BDFE.  
With (9) as well as (10), the general structure of the characteristic receiver equation for BDFEs is given by  
( ) ( )TH H, , , , ,, ,
.
11
l l l l l l l l l l ll l l K l
l 1 L
−−= − −
=
d B C H H H r B I d 
"
                   (11) 
with T TK K×  matrix  
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T,
ZF core,
.
MMSE core,
K1
l l
0
l 1 L−
⎧⎪= =⎨⎪⎩
I
C
W
"                         (12) 
In (12), we use the Wiener filter 
( )T H, ,
d,TX
,
1
1
0
l l l l0 K
N
l 1 L
E
−
−⎛ ⎞= + =⎜ ⎟⎜ ⎟⎝ ⎠
W I H H " .                      (13) 
Generally, ,l lB  of (11) is a normalized upper triangular matrix, thus the element in the m th row and the n th 
column of ,l lB  is given by  
, ,
for ,
for ,
for ,
l l m n
1 m n
0 m n l 1 L
0 m n
=⎧⎪⎡ ⎤ = > =⎨⎣ ⎦ ⎪≥ <⎩
B " .                       (14) 
With BDFEs, ,l lB  is the result of a Cholesky decomposition with Schur decomposition, yielding  
( )H H, , , ,, , ,2l l l l l l l ll l l l l 1 L= =H H C B Σ B " ,                      (15) 
where ,l lΣ  is a T TK K×  diagonal matrix consisting of real-valued elements. Since  
T, ,
for ,l l K m n 0 m n l 1 L
⎡ ⎤− = ≥ =⎣ ⎦B I " ,                   (16) 
holds, the second term, ( )T,l l K l−B I d , on the right hand side of (11) represents the decision feedback term.  
Using (8), (11) becomes 
( )
( )
T, ,,
H H
, , , ,, ,
,
1
l l l ll l l l K l
11
l l l l l l l ll l l
l 1 L
−
−−
= − −
+
=
d B C d B I d
B C H H H n
 
"
                         (17) 
which yields  
{ }( )
( )
T T, ,
H H
, , , ,, ,
,
1
l ll l l K K l
11
l l l l l l l ll l l
l 1 L
−
−−
= − +
+
=
d B C I I d
B C H H H n

"
                        (18) 
in the case of perfect decision feedback.  
For evaluating the signal-to-noise ratio (SNR) at the BDFEs output and, consequently, the error ratio 
performance, the useful energy, ( )TBE
kE , shall be determined, firstly. It can be calculated when assuming that only a 
single data symbol, ( )Tkld , is transmitted whereas all other data symbols as well as any noise are absent. Setting 
out from (18), 
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( ) { }( )
( ){ } { }( )
T
T T T T
T
T T T T
T T
T
,BE ,
T H H
,,
,d,TX , ,
E
.
1k
l lk l l K K k
2k 1
l ll k l l K K k
2
1
l l l l k k
E e e
d e e
E
l 1 L
−
−
−
= − + ⋅
⋅ − +
⎡ ⎤= ⎣ ⎦
=
B C I I
C I B I
B C
G G
G G
"
,                   (19) 
with the unit vector 
NT
T
Tth position
, , ,k
k
e 0 0 1 0 0 l 1 L
⎛ ⎞⎜ ⎟= =⎜ ⎟⎝ ⎠
G
" " " ,                       (20) 
The disturbance energy, ( )TBE
kN , at the output of a block equalizer can be calculated by assuming  
( )T
T
,kl l l kd e l 1 L= − =d d
G
" ,                             (21) 
and a non-zero noise vector. With (9) and (10) we yield  
( ) { }{ }{
{ }
( )
T
T T
T T
T T T T
T T
H H
, ,BE d,TX , ,
,
, ,, ,, ,
H H H
, , , ,, ,
,
Re
1 1k
l l l ll l K l l K
k k
2
1 1
l l l ll l l lk k k k
11 1
l l l l l l l l0 l l l l
k k
N E
2 1
N
− −
− −
−− −
⎡ ⎤= ⋅ − −⎣ ⎦
⎫⎡ ⎤ ⎡ ⎤+ − − ⎬⎣ ⎦ ⎣ ⎦ ⎭
⎡ ⎤+ ⎢ ⎥⎣ ⎦
B C I C I B
B C B C
B C H H C B
                   (22) 
With (9) and with (10), the SNR at the output of block equalizer is given by  
( )
{ }{ }
{ }
( )
T
T T
T T
T T
T T T T
T T
d,TX
BE
, , ,
H H
, ,, ,
,d,TX
, ,, ,, ,
H H H
, , , ,, ,
,
Re
k
0
2
1
l l l l k k
1 1
l l l ll l K l l K
k k
2
1 10
l l l ll l l lk k k k
11 1
l l l l l l l ll l l l
k k
E
N
E
N 2 1
γ
−
− −
− −
−− −
=
⎡ ⎤⎣ ⎦⋅ ⎧ ⎫⎡ ⎤− −⎣ ⎦⎪ ⎪⎪ ⎪⋅ ⎨ ⎬⎪ ⎪⎡ ⎤ ⎡ ⎤− + −⎣ ⎦ ⎣ ⎦⎪ ⎪⎩ ⎭
⎡ ⎤+ ⎢ ⎥⎣ ⎦
B C
B C I C I B
B C B C
B C H H C B
                 (23) 
with 1 .l L= "  Considering 1, 0l l− =C W , (23) can be written as  
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( )
( )
{ }
( )
T TT
T
T T
T T
T T
T T
, ,d,TX
MMSE-BDFE
H
, ,
,
d,TX
, ,
, ,
H H
, , , ,
,
,
Re
2
l l 0 k kk
2
0
l l l lK0
k k
2
l l 0 k k
0
l l 0 k k
1
l l l l l l l l0 0
k k
E
N
E
N
2 1
γ
−
⎡ ⎤⎣ ⎦= ⋅ ⎧ ⎫⎡ ⎤−⎪ ⎪⎢ ⎥⎣ ⎦⎪ ⎪⎪ ⎪⎡ ⎤⋅ −⎨ ⎬⎣ ⎦⎪ ⎪⎪ ⎪⎡ ⎤+ −⎪ ⎪⎣ ⎦⎩ ⎭
⎡ ⎤+ ⎢ ⎥⎣ ⎦
B W
B W I B
B W
B W
B W H H W B
                      (24) 
which gives the post SNR at the output of MMSE-BDFE detector. Replacing 0W  with identity matrix TKI  in 
(24) yields 
( )T
T T
d,TX
ZF-BDFE , ,
,k 2l l k k
0
E
l 1 L
N
γ ⎡ ⎤= ⋅ =⎣ ⎦Σ " ,                       (25) 
which is the post SNR values at the output of ZF-BDFE detector. 
It is worth mentioning here that if ,l lB  is replaced by the identity matrix TKI  in (11), the BDFEs will be 
transformed to the block linear equalizers (BLEs) [5] in MIMO-OFDM system. Therefore BDFEs can be viewed 
as the generalized version of BLEs. With 
T,l l K
=B I , (24) and (25) become 
( ) ( )( )
( )
T TT
T T T T
T T
,d,TX
MMSE-BLE
d,TX
, ,
H
, ,
,
,
.
2
0 k kk
2
20
0 0k k k k
0
1
l l l l0 0
k k
E
EN
N
l 1 L
γ
−
⎡ ⎤⎣ ⎦= ⋅ ⎧ ⎫⎡ ⎤ ⎡ ⎤−⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭
⎡ ⎤+ ⎢ ⎥⎣ ⎦
=
W
W W
W H H W
"
                   (26) 
and 
( )
( )T
T T
d,TX
ZF-BLE
H
, ,
,
,k
1
0
l l l l
k k
E 1 l 1 L
N
γ −= ⋅ =⎡ ⎤⎢ ⎥⎣ ⎦H H
" ,                     (27) 
respectively, as the post SNR at the output of MMSE-BLE and ZF-BLE detectors, respectively. 
B. V-BLAST and SIC-MMSE detectors 
The V-BLAST scheme [3] is a viable detection approach for SM which also includes interference cnacellation 
strategy, the SIC. The original V-BLAST sets out from a ZF approach. When the MMSE core instead of ZF core 
is applied combinated with SIC, one yields the improved SIC detector, termed as SIC-MMSE.  
In what follows, the SIC detectors shall be described using the same calculus as above. The SIC detectors are 
iterative, having TK  iteration steps. The first step is termed the initialization which will be discussed in the next 
paragraph.  
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In the initialization, we set the index variable i  to be 1. The received vector ( )ilr  is identical to lr  of (8). 
With the system matrix ( ),
i
l lH , being equal to ,l lH , and with the data vector 
( )i
ld , being identical with ld , we 
therefore find  
( ) ( ) ( )
, , ,
i i i
l l l l l l 1 L i 1= + = =r H d n " .                         (28) 
Firstly, we choose the equalizer type by defining the filter matrix to be either  
( ) ( ) ( ) ( )( ) ( )H HSIC SIC-ZF , , , ,
, ,
1i i i i i
l l l l l l
l 1 L i 1
−= =
= =
M M H H H
"
                            (29) 
in the case of the V-BLAST (SIC-ZF) or  
( ) ( ) ( ) ( ) ( )( ) ( )H HSIC SIC-MMSE , , , ,
, ,
1i i i i i i
l l l l l l0
l 1 L i 1
−= =
= =
M M W H H H
"
                     (30) 
in the case of the SIC-MMSE. 
Secondly, we determine the SNR per data symbol at the output of the equalizers, i.e. we compute the either (27) 
or (26), depending on the choice of ( )SIC
iM . 
Thirdly, we rank the computed SNR values select that particular data symbol index, ( ) { }T1, 2i Kν ∈ " , which 
corresponds to the greatest SNR value. 
Fourthly, we determine the detected data symbol 
( )( )i
ld
ν  by quantizing the ( )iν th element of ( ) ( )SICi ilM r  
according to the chosen data symbol alphabet. Let { }Q •  be the quantization operator; then, we have  
( )( ) ( ) ( )
( ){ }SIC , ,i i ill id Q l 1 L i 1ν ν⎡ ⎤= = =⎣ ⎦M r " .                      (31) 
In the next iteration step, 2i = , we first carry out the interference cancellation:  
( ) ( ) ( ) ( )( )
T,
, ,
i 1i i 1 i 1
l l l l l kd e l 1 L i 2
ν −− −= − = =r r H G " .                    (32) 
In the case of perfect decision feedback, i.e. in the case of 
( )( ) ( )( )i i
l ld d
ν ν= , (32) becomes 
( ) ( ) ( )T T TT, ,
, .
i i 1
l l l K k k l le e
l 1 L i 2
−= − +
= =
r H I d n
G G
"
                           (33) 
When applying ( )T T TTK k ke e−I G G  to ( )1,il l−H  as in (33), the ( )( )1iν − th column of the resulting matrix 
( ) ( )T T TT1,il l K k ke e− −H I G G  contains only RK  zeros. This means that ( )( )ild ν  does not have any effect on ( )ilr  of (33). 
Since the influence of the first data symbol has been removed, the modified received vector ( )2lr , contains less 
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interference than ( )1lr . Hence, the detection of the remaining symbols can be improved. The detection procedure, 
as the four steps given above, is then repeated with the new vector ( )ilr , detecting 
( )( )i
ld
ν  with T2, ,i K= " . 
C. Maximum-likelihood sequence detector 
For reference purpose, the maximum likelihood sequence detector (MLSD), the optimum detector for the 
transmission of the data vector ld  given in (4), is given as  
k ,
arg max , ,
2
l l ll l
l
l 1 L⎧ ⎫= − =⎨ ⎬⎩ ⎭d
d r H d  "                        (34) 
The MLSD of (34) requires the evaluation of TKM  hypotheses. Therefore the computation complexity of the 
MLSD increases in the exponential order.  
D. Signal processing efforts evaluation of different data detectors 
With consideration of UTRA LTE environment, the signal processing efforts of BDFE and SIC detectors with 
optimal detection order are evaluted in this subsection. The optimal detection order is achieved by detecting the 
symbol with myopic highest SNR value in each detection iteration [3]. 
Evaluation of the signal processing efforts for different data detectors takes place in one subcarrier. 
The post-processing SNR values of BDFE detectors are given in (24) and (25), which means that self- 
multiplication of channel matrix and cholesky decomposition are required for getting the post-processing SNR 
values. The BDFE detectors with optimal detection order require two times cholesky decomposition operations, 
one for deciding detection order and the other for real symbol detections.  
Due to the changing of system matrix, computation of the post-processing SNR values of remaining undetected 
symbols in SIC detectors requires evaluating of (26) and (27) in each detection iteration. And the two operations in 
the SIC detectors, i.e. matrix multiplication and inversion require the most processing effort. Therefore they 
dominate the processing effort of SIC detectors. 
In summary, following table gives some examples of the signal processing efforts required by different MIMO 
detectors under the typical LTE compliant system configurations with MIMO size of R TK K× .  
 
Detectors R T
K K×  
2×4 4×4 
BDFE woo1: ( )R T T2 3O 2K K 2K 3+  ( )106O 2 ( )170O 2 
SIC woo: ( )T R T3 4O 2K K 3 K 4+  ( )170O 2 ( )234O 2 
1 woo: with optimal ordering 
 
Complexity in the given table has the unit of complex-value operations. 
Due to the extrinsic reconstruction of system matrix and the filter matrix, SIC detectors have the higher 
complexity than BDFE detectors, which requires only the intrinic feedback cancellation operation. 
4. Simulation results 
Uncoded transmission results are addressed in this section for performance evaluation and comparison between 
BDFE and SIC detectors within the UTRA LTE compliant simulation. Following the parameters for UTRA LTE 
system [1],[2], detection of symbols will be carried out in the subcarrier specified sub-MIMO system, 
independently. Performance of BDFE detectors and SIC detectors with both the realistic decision feedback 
(RDFE) and the perfect decision feedback (PDFE), i.e. the feedback of the transmitted data symbols made known 
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by a “magic genie” device, are considered. Performance of MLSD is also presented in the results as the lowest 
bound. 
Fig. 1 shows the obtained simulation results in the form of uncoded bit error ratio (BER) eP  curves versus the 
overall signal to noise ratio ( )10 b 010log E N . 2x2 antenna-array system with QPSK is considered here. 
 
 
 
Fig. 1. Uncoded BER for QPSK modulation, 2x2-MIMO, 3GPP SCM-A channel model [1] 
According to Fig. 1, the MLSD requires an SNR of 15.8 dB for eP  equal to 
310− . SIC-MMSE detector 
requires 19.6 dB and 17.1 dB at eP  equal to 
310−  with RDFE and PDFE, respectively. The SIC-ZF detector 
needs 23.8 dB and 21.5 dB at eP  equal to 
310−  with RDFE and PDFE, respectively. The BDFE-MMSE PDFE 
requires a 18.1 dB SNR at eP  equal to 
310− , and it outperforms BDFE-MMSE RDFE by 2.1 dB at the same eP  
position. The BDFE-ZF PDFE requires a 22.3 dB SNR at eP  equal to 
310− , and it outperforms BDFE-ZF RDFE 
by 0.8 dB with the same eP . 
Fig. 2 shows the obtained simulation results within 4x4 antenna-array system. The MLSD requires an SNR of 
11.9 dB to obtain eP  equal to 
310− . SIC-MMSE detector requires 14.0 dB and 12.5 dB at eP  equal to 
310−  
with RDFE and PDFE, respectively. The SIC-ZF detector needs 22.4 dB and 18.4 dB at eP  equal to 
310−  with 
RDFE and PDFE, respectively. The BDFE-MMSE RDFE needs 21.6 dB for eP  equal to 
310− , requiring 3.6 dB 
more than the BDFE-MMSE PDFE. The BDFE-ZF RDFE needs 27.1 dB for eP  equal to 
310− , requiring 3.4 dB 
more han the BDFE-ZF PDFE. 
It is obvious that the SIC detectors provide  steep BER curves, whereas BDFE detectors also have attractive 
results. The difference between BDFE and SIC based detectors is quite small in Fig. 1, whereas this difference 
increases significantly in Fig. 2. Due to the small size of MIMO system (2x2 in Fig. 1), extrinsic and intrinsic 
interference cancellation provides the similar diversity gain on the detection of second symbol. When the size of 
MIMO system increases, the more diversity gain provided by the reconstruction of the system, given by the 
extrinsic interference cancellation detectors. Therefore SIC detectors outperforms more BDFE detectors in Fig. 2 
(with 4x4). Nevertheless, SIC detectors pay more processing efforts (as shown in D). 
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Fig. 2. Uncoded BER for QPSK modulation, 4x4-MIMO, 3GPP SCM-C channel model [1] 
5. Conclusions 
In this manuscript, the authors discussed a novel set of detection techniques which use interference cancellation 
strategy for symbol detection in MIMO-OFDM system with SM. In this novel set, the SIC-MMSE was found to 
have the best performance. On the other hand, the proposed BDFE detectors, in particular the MMSE-BDFE, were 
found to have less complexity than SIC-MMSE, and still remarkable performance. With consideration of the 
performance and implementation complexity, the BDFE is a good candidate for low-cost terminals in UTRA LTE. 
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