By the methods used for Theorem 1 we also solve some special cases of a problem raised in [2] concerning the existence of an integer k for which m^k^mc (c>l) and (k&^a/k (Theorem 2).
While studying minls¡;sn (<?£), one is naturally led to consider the number of integers k for which l^k^m and (k£)^y. The third theorem deals with this quantity in p dimensions i.e. it considers N(m, y, p), the number of integers k, for which l^k^m and simultaneously (1.1) («i>á7, iK*)úy,-■ -,(kQúy. We shall stick further to the probabilistic language. As far as used here it is of such a simple kind that it should not cause any difficulties. All the required definitions can be found in [9] . Theorems 1, 2 are immediate extensions of the results of Friedman and Niven [3] and of Erdös, Szüsz, and Turan [2] . Theorem 3 is proved by the method of moments. We are forced, however, to prove the convergence of the moments in a rather roundabout way (cf. also the remarks after Lemma 1) . One should compare Theorem 3 with the well-known result of Dirichlet, which states that if y~l is an integer, then there exists for every (£i, • ■ • , £") at least one k ¿y~p satisfying (1.1). Our results show that the Lebesgue measure of the set of (£i, (2) We shall always use x or Xi for random variables, whereas fixed numbers from [O, 1 ] will be denoted by £ or £¡. (3) P{A } = probability of the event A, P{A | B} = conditional probability of the event A,
given B, E(X) = expectation of the random variable X, E(X\ B) = conditional expectation of the random variable X given B, var(X) == E(Xi) -(EX)2 = variance of the random variable X, var(X\B) = E(X2\B) -(E(X\B))1 = conditiona\ variance of the random variable X given B.
The last limit in (2.6) can be found by the methods of Friedman and Niven [3] and of Erdös, Szüsz and Turan [2] . In [3] the first two moments of t(x, a/m) were computed. Let Fk denote the Farey series of order k, that is the series of rational numbers(4) a/b, 0=a=ft^fc, (a, b) = l,in ascending order (cf. [ [2, formula (12)])
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With these preliminaries it is easy to prove Theorem 1.
where (2.14) F (a) = As an example we shall compute the asymptotic behaviour of Pi, the computation for P2 being very similar. Changing the order of summation and putting ft2 = sd and {a} = smallest integer greater or equal to a(b) one has 
Using the fact that [5, p. 268] In an entirely similar manner one obtains 12 r ra y -1 lim T2 = -\a log 2a -(a -1/2) -I -log ydy where F(a) is defined in (2.14). To prove the general relation Proof. (2.26) is Theorem III of [2] . Instead of I(a/b) we now define 3. The distribution of N(m, y) in more dimensions. As we have seen in the last section, the study of the distribution of minis*sm (kx) was equivalent to finding P {N(m, 7) = 0} for appropriate 7. This raises the question of finding the complete distribution of N(m, y). Even though the methods of §2 probably allow us to find the asymptotic distribution of N(m, a/m), it seems as it would if the random variables (kx) were strictly independent. In fact m~112 is not at all the correct normalization factor [7] . It was suggested by M. Kac in a discussion with the author that independence would approximately hold again for analogous random variables in high dimensions. This will be shown to be correct in a certain sense in the next theorem. The limiting distribution obtained in Theorem 3 is precisely the limiting distribution which would pertain if the F's were strictly independent.
Let xy, xt, We adopted here the convention to write k(r) for a generic r-tuple (¿feii • * * i ¿fer) of different integers ki, lûki^m, and to include in E*M all such f-tuples in the r! orders in which they can appear. This convention will be used through the remainder of this section.
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This implies (3.13) when 2o^ft. When 2a>ft (3.13) becomes trivial by (3.11).
(3.14) is proved similar to (3.13). By Applying Jensen's inequality [9, p. 156, c,] twice gives
The last term of (3.25) is estimated first by using Holder's inequality [9, p. 156] (') We shall use the left-hand inequality of (3.22) only for j^{2p+t)/i. For this range the argument in the next few lines suffices but not for all j -¿p. However, the left-hand inequality of (3.22) is true for a\\j^p. The same remark applies to the left-hand inequality of (3.45). In this proof we assume k(r -1) and 7 fixed and shall abbreviate v(i) (7, Jfe(r -1)) by vU). For the same fixed k(r -1) and 7 we put tf'OO = E FÍ(7). Unfortunately, Lemma 3 alone does not seem to be strong enough to prove (3.53), and we have to proceed by induction. (3.53) certainly holds for r=l and let us assume it has already been proved with r replaced by r -1. We shall then prove that it also holds for r. For this purpose, we define 
