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Stochastic partial differential equations with polynomial coefficients have many applications in 
the study of spatially distributed populations in genetics, epidemiology, ecology, and chemical 
kinetics. The purpose of this paper is to describe some methods for investigating the qualitative 
behavior of spatially homogeneous olutions of nonlinear stochastic partial differential equations. 
The stability and bifurcation of solutions, as well as the behavior near critical points are discussed. 
The methods employed are the nonlinear Markov approximatton, moment density inequalities for 
identifying invariant sets of behaviors and resealing and quasi- linearization around critical points. 
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1. Introduction 
A geostochastic system is a stochastic model of a spatially distributed population. 
In modelling a spatially distributed population there are three main effects which 
must be incorporated. These are: 
(i) the spatial motion and dispersion of the population, 
(ii) the inherent fluctuation in the population due to environmental nd demo- 
graphic stochasticity, and 
(iii) the inherent interaction effects such as competition, invasion and predation. 
Continuous population models of systems subject to macroscopic fluctuations 
correspond to measure-valued solutions of stochastic evolution equations of the 
form 
aX(t, l )/at = GX(t, s ) + F(X(t, l )) + W(X(t, 8 )), (1.1) 
where X(-8):[O,m)XR’ + R” denotes the spatial distribution of the t2 species 
present over the environmental space, Rd, on which the population is assumed to 
live. G denotes the adjoint infinitesimal generator of a Markov process on Rd which 
describes the spatial motion of individuals in 
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the population. F( . ) describes the 
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nonlinear interaction effects and W( l ) denotes the population dependent stochastic 
fluctuation term. To prescribe (1 l 1) in a mathematically precise way, it is necessary to 
reformulate it as a measure-valued martingale problem. The solution of such a 
martingale problem is known as a stochastic measure diffusion. The basic existence 
and uniqueness results for the class of martingale problems to be discussed in this 
paper are found in [8]. Some further results an measure-valued martingaIe problems 
are given in [6,15]. 
Stochastic evolution equations of the form (1.1) arise naturally as the equations 
describic gthe diffusion approximations tomany spatially distributed systems uch as 
infinite particle birth and death systems. Examples arise in many fields including 
non-equ’ librium statistical physics, chemical kinetics, population genetics, ecology, 
epidemic logy, human and economic geography, and information systems. 
To ilium trate, we now describe three simple but important examples. 
Example 1.1 (The geostichastic logistic model). The geostochastic logistic model is a 
model of a single species in which the individuals are subject to reproduction, 
migration, and competition for limited resources. The usual deterministic model is 
given by the reaction diffusion equation 
au(t, x)/at =P2Au(t,x)fau(f,x)-bu2(t,x), (1.2) 
where a > 0, C > 0, A denotes the d-dimensional Laplacian, and u(t, x) denotes the 
population density at location x at time t. Either by considering (1.2) with added 
stochastic fluctuations or the diffusion approximation to spatially discrete stochastic 
models, one is naturally led to the stochastic evolution equation 
In (1.3), 8(~.:, y)2 0, denotes the deleterious effect on the population at location x due 
to competition with the population at location y, y is a parameter that measures the 
intensity of the stochastic fluctuations and is proportional to the product of the 
variance of the offspring distribution and the inverse mean life span. An analogous 
model appears in ctemical kinetics and is known as the Schliigl model. 
Exampte 1.2 (Ecological communities). Consider an ecological immunity consis- 
ting of two species. X(t, x) and Y(t, x) denote the mass distribution of the prey and 
predator species at location x and time t. The population evolution is @en by the 
pair of stochastic evolution equations 
aXk ‘) = (1 + kX(t, S,(x)))X(t, x) _ hl a Y(r, &(x))X(t, x) 
+AW, x)+ "p1w1w); (1.4a) 
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am xl 
at = y(t, x)x@, s;?(x)) - Y(t, &(x)) Y(t, x)-i- d2A Y(tp x) + y2 w2( Y), 
(1.4b) 
where S*(x), S*(x), So are spheres centered at x denoting the regions of influence 
of the Alee, predation and crowding effects, respectively. The qualitative behavior of 
the deterministic version ( y1 = y2 = 0) of this system has been extensively studied (cf. 
[24]). There exists a critical value of 8, &, such that when 8 > 8,, the spatially 
homogeneous teady state solution becomes unstable and a spatially periodic Y 
solution emerges. This phenomena of the bifurcation of solutions at a critical point is 
an important aspect of the study of nonlinear systems (cf. [36]). A bifurcation point of 
a system is a value of a parameter at which the solution branches into more than one 
solution. Bifurcation points are usually identified in terms of the spectral properties 
of the linearization of the nonlinear evolution operator at the critical point in 
question. 
Exampk 1.3 (A spatially distributed epidemic model). In this example, X(t, A) and 
Y( t, A) denote the numbers of susceptible and infected individuals in the region A at 
time t, respectively. The evolution of the population is described by the pair of 
stochastic evolution equations 
aX(t, x)/at = elAX(t, X)+C -aY(t, S(x))X(t, x)+ yW(X), (1.5a) 
aY(t, x)/at = e2AY(t, x)+ aY(t, S(x))X(t, x)-- bY(t, x), 
where S(x) denotes the sphere of infectious contact about the location X, a denotes 
the degree of infectiousness, c denotes the rate of production of new susceptible 
individuals, and el, e2, denote the mobilities of the susceptible and infected indivi- 
duals, respectively. Models of this type were first considered by Bartlett [2]. One 
aspect of special importance is the existence of traveling ‘epidemic waves’. Recent 
studies of epidemic waves in a number of discrete models are reviewed in [30]. 
Systems of the type (1.1) can display an amazing variety of complex behavior. In 
the deterministic limit, W = 0, they reduce to nonlinear eaction diffusion equations 
which themselves exhibit complex behavior such as traveling wave solutions, sta- 
tionary spatial structures, and chaotic behavior (recent progress in this field is 
surveyed in the article of Fife [ 141). On the other hand, stochastic measure diffusions 
arise as the diffusion approximations to infinite particle systems, and it is well known 
that the latter can exhibit phase transitions and complex fluctuation behavior at 
critical points. The qualitative study of solutions of stochastic evohrtion equations 
involves questions of stability, singularity, bifurcation, and critical behavior. The 
object of this paper is to analyze the qualitative behavior and probabilistic structure 
of a relatively simple class of stochastic measure diffusions. Although the class of 
systems considered is rather limited, it is hoped that some of the techniques can ‘ire 
employed elsewhere, and that any understanding ained on simpler models may giv? 
some insight into individual behaviors of more complex systems. 
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2. The infinite geostochastk logistic model 
The infinite geostochastic logistic model is a measure-valued stochastic process 
that describes aspatially homogeneous population subject to reproduction, spatial 
dispersion, and a Verhulst-type competition effect. The basic mathematical con- 
struction and relevant erminology are given in [8,9]. We briefly review the essential 
facts below. 
Let C*(Rd) = CK(Rd) w ((1 + Ix1*)-p), where C,(Rd) denotes the space of 
continuous functions on Rd with compact support, and p is the smallest integer larger 
than id + 1, Let M*(Rd) denote the space of Bore1 mea&resI p, on Rd that satisfy 
I (1 + Ixl”)-“cL(dx) <00. (2.1) 
The space, M*;Rd), is furnished with the weakest opology that makes the map- 
pings, p + j&(x)p(dx), continuous for ail Q E C*(Rd). With this topology, M*(Rd) is 
a Polish space. Let IR- denote the space of all continuous functions from [01 OS) into 
M*(Rd), with the topology of uniform convergence on bounded intervals. The 
space, 0, is 31~0 a Polish space. Let sB(a) denote thu;: m-algebra of Bore1 subsets of 52. 
The measure space (J2,9(fz)) is the basic space on which the geostochastic process is 
defined. Let X( 9, l ): [0, 00) x l2 + M*(Rd) be defined by 
X(f,it+~(f) foroff2,tE[O,oOj. 
The space of probability measures on I(L is denoted by n(O). 
Let ,fiT: M*(Rd)+ M*(Rd) be defined by 
where a, b > 0, 4 is the indicator function of a sphere of radius Ro centered at the 
origin and * denott:s convolution. Let D(L) denote the algebra of functions of the 
form 3/(6X(t), 41), I . . p WW, 4A where ( 8 9 l ) denotes the canonical bilinear form, 
r(r is a polynomial of t2 variables and 4, . . . ,4,, E C*(Rd). Let 
Mcc) = W’(lu A P2Ap + F(ct )) + hhm, J/“& h (2*2) 
where pD denotes the measure on Rd )/: Rd defined by ~B(A X B)= 
p(A n B), tf, I++” denote the first and second Frechet derivatives, respectively, and A 
denotes the cl-dimensional Laplacian. 
The geostochastic Logistic martingale problsm is to construct a mapping p + Pp 
from M*(R”) to l7(J2) such that 
for rG_ E D(L) and p E M*(Rd), 




The following basic existence theorem is proved in [S]. 
Theorem 2.1. 77ze martingale problem prescribed by (2.3) has a unique solution. 
The solution of (2.3) is a measure-valued Markov process and is referred to as the 
geo$tocha~tic logistic system (GSLS). 
One of the main tools in the study of the qualitative behavior of the GSLS is the 
cumulant or moment hierarchy. The nth moment measure, m,(t* dxt, . . . T dx,,), is a 
measure on (.?Pjn defined so that 
The following result concerning the moment measures of the GSLS is established in 
c81 . 
~eo~ern 2.2. ~etm~(t; dxl, . . . , dxn) denote the nth moment measure of the sorption 
of the geostochastic martingale problem and assume thatX(0) is a constant multiple, A, 
of Lebesgue measure. 7%en moment densities, m, (t ; x 1, . . . , x,) exist and sa~sfy the 
system of equations 
am?&; Xl, ’ l ’ 9 xn) n 
at 
=($r) C ??Zn-l(t; Xl, l l l 9 -Xi--l* Xi+19 l l l f xR*)sXi-Xj 
i.i= 1 
iZj 
+nam,(t; x1,. . . ) Xtt)+ i @2Axjmn(t;xl,-..,Xn) 
j==l 
where Ax, refers to the action of the Laplacian on the oatlable xi, and 
+h+dt; x1, . . . , x,, y) = I m,+l(t, x1, . l l , x,,, y)((y --xi) dy. 
The initial condition is simply 
m,(O;xl,...,x,)=An, 
3. Qualitative behavior of stochastic popuiation models of growth, competition, and 
dbM!tiO~ 
The geostochast~c logistic model always has at least one steady state solution, 
X(t) = 0, for all t. The’pr:incipal qualitative question concerning the GSLS is that of 
stability, that is, does the system go to extinction, X(t, K) + 0 in probability, for every 
compact set K. or do the.re xist non-degenerate steady state random measures. IIn 
6 D.A. Da wson / Geostochastic systems 
this context, we confine our attention to the spatially homogeneous case, that is, we 
assume that X(0) is an ergodic, spatially homogeneous random measure, for 
example, a constant multiple of Lebesgue measure. In order to put this question in 
the perspective of population biology. we first review some background concerning 
stochastic models of the growth, competition and extinction of populations. 
The basic deterministic model for the growtb ;~f a population is the logistic 
equation of Verhulst, 
dx(t)/dt = ax(t)(l -x(t)/K ), (3.1) 
where a denotes the intrinsic rate of growth of the population in the absence of 
competition for resources, and K denotes the carrying capacity of the environment. 
The solution of (3.1) is 
x(t) = x(O)[x(O)/K +( 1 - x(O)/K)exp( -at)]- ‘. (3.2) 
The fixed points of the system are x = 0 and x = K, that are unstable and asymptotic- 
ally stable, respectively. 
Several stochastic versions of this model have been discussed in the literature. In 
particular the different qualitative behaviors exhibited by solutions to the stochastic 
differential equations of Ito and Stratonovich have been the subject of much 
discussion. The reader is referred to [21,26,383. for a discussion of these questions. 
Based on diffusion approximations to discrete systems, it appears that ti reasonable 
candidate is the Ito stochastic differential equation, 
dX(t) = ax(t)--bX’(t)+(yX(t))“” dwl(t)+crX(t) dw,(t), 
X(O) = x0, (3.3 
where y 2 0, CT 2 0, and wI( l ), w2( l ) are two independent s andard Wiener proces- 
ses. The first noise term corresponds to demographic fluctuation and the second 
noise term corresponds to environmental stochasticity. The Fokker-Planck equation 
corresponding to this stochastic differential equation is given by 
@(t, x) = -a(ax - bx2)p(t, x) 
at ax +Sr 
a2xp(t, X)+!,2a2X2p(t, xl 
ax2 2 ax2 -’ (3.4) 
p&h 4 = S(x -x(-d, 
where p(t, x) is the probability density of the random variable X(t). Keiding [Z l] and 
Turelli [38] have discussed the asymptotic behavior of this system as t +W The 
system has a non-degenerate probability distribution if and only if y = 0, a 3 $c’, and 
b > 0. In this case it is given by the Gamma probability density function, 
p(x) = cx2am ‘-2 exp( - 2bx0 -2) x 2 0, (3.5) 
where c is a normalizing constant. In the remaining cases it is possible to determine 
the clnssification of the boundary point, 0, in the sense of [13,33]. For y >O, 0 is 
always an exit boundary, that is, the system sutiers extinction at a finite time. For 
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y = 0, a < &I?, 0 is natural and attracting, and X(t) + 0 as t + 00, but it does not reach 
zero at a finite time. For y = 0, b = 0, 
X(t)=X(O)exp(ow(C)+(a-$&t). f>O. (3.5) 
Lf a = 0, X(f) is a martingale, E(X(r)) = X(O), Var(X(r)) 3 00, and -‘i’(t) + 0 a.s. If 
a ’ =ya ‘, 0 is a natural and repelling boundary and X(t) is null recurrent. Thus for 
small environmental noise the system is stable but it becomes unstable if the 
environmental noise parameter, c2, exceeds the critical value, 2a. 
Since demogt aphic stochasticity is always present in a natural population, extinc- 
tion is always certain according to this model. Bartlett [2] suggested that for small y, 
the time to extinction can be so large that on a short time scale one can approximate 
the system by its linearization around x(t) = K, and obtain a quasi-stationary 
distribution. However, it has been emphasized by Levins [25] and MacArthur and 
Wilson [27] that extinction in nature is far from rare, especially in the case of isolated 
populations. Although demographic stochasticity is not the sole cause of extinction, 
it certainly comes into play when some other effects cause the population to fall to a 
dangerously low level. 
MacArthur and Wilson [27] introduced a model in which local extinction is 
balanced by migration leading to a steady state. They considered a number of 
‘stepping stone’ islands and an infinite source (the mainland) of migrants, and 
assumed that individuals migrate between the islands and the mainland by some form 
of spatial diffusion. This model was found to be consistent with data describing the 
number of land and freshwater bird species, on the islands and archipelagos of the 
Moluccas, Melanesia, Micronesia, and Polynesia in the Pacific Ocean, as a function 
of their distances from the mainland (New Guinea). 
The geostochastic logistic model is based on the same assumptions as those of 
MacArthur and Wilson. However, rather than the infinite source hypothesis, it 
involves a spatially homogeneous system in Rd in which the migration and extinction 
are balanced in an infinite geographical space and in which the population is locally 
finite and subject to local extinction. Thus the qualitative behavior of the geosto- 
chastic logistic model can provide new insight into the relationship between spatial 
migration, fluctuation, and extinction on a large land mass. 
Migration can be viewed as, possibly population dependent, immigration. To 
observe the effect of constant immigration in the simplest case, consider *he It6 
stochastic differential equation 
dX(f)=edf+aX(r)df-bX2(f)df+(~X(t))”*dw(T), (3.7) 
where e > 0 denotes the constant immigration rate. In this case, there exists a steady 
state distribution if either b > 0, or, if b = 0 and a < 0. The steady state probability 
density function is given in the case b > 0 by 
p,(x) = cx’2=‘y’-1 exp(-b(x-a/b)2/y), x30, (3.8) 
where c is a normalizing constant. This equation could model the population on an 
island where the immigration term, e, represents the imknigration from the mainland. 
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We now return to the question of the existence of nondegenerate steady state 
solutions for the GSLS. This question is closely related to a whole class of sirnil&: 
problems which arise in statistical physics and chemical kinetics, namely, the 
problem of cooperative behavior and phase transitions. One approach to these 
problems is the mean field theory approximation that gives rise to a nonlinear 
Fokker-Planck equation (c.f. 1311). To apply this method to the GSLS a small 
distinguished volume (subsystem) isstudied. It exchanges mass with the rest of the 
system and it is this exchange process which is simplified in the nonlinear Fokker- 
Planck equation approach. Specifically the immigration or flow into the distinguished 
volume is assumed to depend only on its expected value, thus decoupling the external 
and internal fluctuations. For this reason this approach is known as the ‘mean field 
theory’. The key assumption is essentially that the fluctuations in the flow into the 
distinguished volume are statistically independent of the process occurring within 
this volume. The investigations ofSection 5 provide some justification of this method 
and in the next Section we study a nonlinear Markov process which arises from this 
type of approximate, or simplified, model of the geostochastic logistic model. The 
methods introduced are applicable to a wide range of problems. 
For simplicity we consider the distinguished volume to be a sphere of radius 2Ro, 
thus of the same order of magnitude as the range of the interaction. In the mean field 
theory all other spatial structure is ignored and we consider the evolution of the total 
mass of the distinguished volume. Although errors are therefore introduced, it is 
reasonable to expect his model to have the same qualitative behavior as the spatially 
distributed system. This latter conjecture is justified in Section 5. Let X(r), I > 0, 
denote the mass of the distinguished volume at time t. Then X(r) satisfies the 
stochastic differential equation, 
dX(t) = e(t) dt + ax(t) dt - 6X2(t) dr + (yX(r))“2 dw(s), 
X(0) = x0 3 0, (3.9) 
where w(t), ta0, denotes a one dimensional Wiener process and e(r) denotes the 
mass flowing in from the outside, that is, the immigration term. Hence according to 
the mean field theory f-y pothesis, 
e0) = pm(t), p .aO, (3.10) 
where 
Recall that in the case p = 0 , y 2 0, the system suffers certain extinction. However the 
main result of Section 4 is that if p >O, then it is possibJe to obtain both the 
degenerate steady state and a non-degenerate steady state. In this case the system 
has two “phases’, the extinct phase and the populated phase and this fact leads to the 
conjecture that the same is true of the original GSLS, a fact that is established in 
Section 5. 
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This phenomena of the bifurcation of two soluiions from one solution is of great 
importance in applications. Such a bifurcation with respect o a temperature:-like 
parameter, y, is called a stochastic bifurcation or phase transition. Other types of 
related bifurcations may also be of importance. For example in chemical kinetics it is 
usual to study birth and death models rather than their diffusion approximations 
[31]. The parameter which measures the degree of atomicity, or particle size, is 
another with respect to which there may be bifurcations (e.g. [6, Section 61). 
However, it appears that this is a second order effect, whereas the stochastic 
bifurcations are first order effects. Therefore it is reasonable to discuss the bifur- 
cation structure of the diffusion approximation and then to study the auxiliary 
bifurcations as one moves away from the range of validity of the diffusion approxi- 
mation. 
4. The qualitative behavior of the nonlinear Markov model 
In this section the qualitative behavior of the solution of (3.10) is investigated. 
Note that the resulting nonlinear Fokker-Planck equation is given by 
am, X) = a(p(l ypk Y) dy! + ax - bx2)p(t, X) 
at - ax 
+!y(a2x~(tX),~p(t ), po 2 . ax2 ? - . (4.1) 
Nonlinear Fokker-Planck equations in which the coefficients depend on the dis- 
tribution p( l l . ) were first introduced by McKean [22]. The existence of solutions to 
a family of nonlinear Fokker-Planck equations including (4.1) was outlined by It6 
and Watanabe [19]. 
The moment equations for the resulting nonlinear system satisfy the differential 
equations 






m,(O) = x0”. 
The first question to be considered is that of the existence of non-zero steady 
states. If there is a steady state, then * e= pm(e), where m(e) = j xp,(x) dx, and 
p,(x) = &e’y)-l exp(-b(x-a/b)2/y), x30, (cf. (3.8)). 
Note that m(0) = 0, since for e = 0,O is an exit boundary, and that X(0) = 0 is always a 
steady state solution. The existence of a non-zero steady state is equivalent o the 
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existence of a non-zero solution of the equation 
pm(e) = e. (4.3) 
Theorem 4.1. For y sufficiently small (orp sufficiently arge) (4.3) has a non-zero root. 
For y suficiently large (or p sujkiently small) eq. (4.3) has only one root, e = 0. 
Proof. We prove the theorem in the case p = 1; the proof in the general case is 
essentially the same. 
The first moment equation is given by 
dmI(t)/dt = e+amI(t)-b&(t)-bu(r). 
where u(t) denotes the variance of X(t). Then 
m(e) s (a + (aZ + 4be)“2)/2b, (4.5) 
and hence 
m(e)<e fore>eo(a,b). (4.6) 
But for sufficiently small y and e = L 2y, p,(x) is approximately Gaussian with mean 
a/b and variance &v. Hence for sufficiently small ‘y, and e’ = fy, 
m(e’) 3 e’. (4.7) 
Noting that the function m(e) is continuous on (0, OO), the first result follows from 
the intermediate value theorem. 
On the other hand for sufficiently large y, p,(x) can be stochastically dominated by 
0cx~y”2a/b,cl~1, 
1 exp( - b(x - a/b)2/y), x 2 yllra/b, 
where c is a normalizing constant. But then it is easy to verify that 
m&9 = 
I 
q(x) dx = O(y-I”), 
and 
sup (mA(e)le) + 0, as Y + 00, 
eW0lU.b) 
Hence we can choose ‘y such that mA(e) <: e for 0 CI e 6 e&z, b), and hence, m(e) c e 
for all e > 0, and the proof of the assertion is complete. 
Remark 4.1. In the case a = 0, the exact value of m(e) can be explicitly found. It is 
m(e) = (&,l y + ~)l~(ely))(ylb)“2, (4.8) 
where r(z) is the Gamma function 
I 
a0 
r(z) = t“-’ exp( - t) dt. 
0 





f(Z+f)r(;)/r(r+ l)= xr-“2(l-x)-“2dx, 
0 
which implies that it is a decreasing function of z. Furthermore 
Iim r(x + h)/xr(x) = 3~“~. 
xl0 
Therefore, 
am(e) I =limm(“= L *‘2, ( > 84 e=~ 40 e y6 (4.10) 
and 
m(e)/e G (+yb)“’ for all e 2 0. 
Therefore the critical value, yc = m/b in the case a = 0, and a bifurcation occurs at 
this point. It should also be noted that for fixed a > 0 and large ‘y, the above value of 
m(e) will also be a good approximation. 
Remark 4.2. The result of Theorem 4.1 can be interpreted in another way. The total 
positive feedback term is given by e(r) + ax(t). Then a nondegenerate steady state is 
possible only if the positive feedback signal is sufficiently weakly correlated with 
X(t). 
Having established the existence of a non-zero fixed point for suficiently small 7, it 
remains to investigate its stability properties. The direct approach to this question 
involves investigating the linearization of the nonlinear Fokker-Planck operator, 
L( . ), at the fixed point peO. This is given by 
(4.11) 
If L(p,,,) had a compact resolvent, then the stability property could be established in
terms of the spectrum of the operator Lfp,,,) acting on the Hilbert space L’(p,,). 
(Note that L(p,,,) is self-adjoint on this space.) A sufficient condition for compactness 
is that 00 is an entrance boundaryUnfortunately this is not the case in the present 
example and for this reason we do not develop the details of this method here. 
However, this method is useful for such problems in which the highest order term is 
higher than quadratic since in this case a~ is an entrance boundary. Another 
drawback of this method is that it appears to be extremely difficult to adapt to the 
space-time situation. 
The method that appears more promising for this problem as well as more complex 
ones is based on the infinite hierarchy of moment equations (4.2). Hierarchies of 
equations of this type arise in many applications. In order to study such a system 
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truncation methods have been introduced (cf. [35)). For example, one of these is the 
cumullant neglect method in which all cumulants whose order is equal to or larger 
than a given order are set equal to zero, and the resulting finite system of equations is 
solved. In most cases the truncation is at the third order which implies a type of 
‘Gaussian approximat;on’ is involved. For many problems this method produces 
reasonable results; however, there is no rigorous justification of it. The method of 
moment (or cum&ant) inequalities [9] will be used below to obtain rigorous bounds 
on the moments of the solution. 
Consider the nonlinear Markov process described by (3.9), where 
e(t) = (1 -p)aomr(t) and a = pao, OSpC 1. (4.12) 
If we let u(t) = Var(X(t)), and KS(t) denote the third cumulant of X(t), then from 
(4.2) it follows that 
dml(t)fdt = aomI(t) - bm:(t)- bv(t), (4.13a) 
do(t)/dt = 2paov(t)-4bmI(t)v(t)-2&&(t)+ ym,(t). (4.13b) 
Recall that [22, p. 711 , 
KM = E((X(t) - m&tN3). (4.14) 
But since X(t) 20, a.s., X(t)- ml(t)a m,(t), a.s. Hence, 
K3W 2 - m#)E((X(t)- m&j)*) = - ml(t)v(t). (4.15) 
Thus since b ) 0, 
dv(t)/dt s 2paov(t)-2bm&)v(t)+ y.rrl(t). (4.16) 
Now consider the solution of the pair of equations 
driz(t)/dt -= a,&(t)-b&*(t)-bG(t), 
dC(t)/dt = 2paou^(t)-2brit(t)G(t) + yao/b, 
(4.17a) 
(4.17b) 
with initial conditions 
h(O) = ml(O) < a,/b, C(O) = v(0) = 0. (4.17c) 
Theorem 4.2. (i) For sufficiently small y the system (4.17) has a fixed point (mo, 00) 
that is asymptotically stable; 
(ii) Assuming (4.C7c), then m(t)*&(t) and v(t)6 C(t) for all ts0. 
Proof. The stable steady state is given by 
Co= WO ao+(ag -4b2u^oj1’2 
(2bmo - 2pao)b’ ho - 26 ’ 
(4.18) 
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It is easy to verify that these equation:; have a solution for sufficiently small y that is 
an asymptotically stable fixed point of the system (4.17). To prove this, note that the 
linearization of the system (4.17) at (~0, ~0) is given by the matrix 
A= -b ( ao- Zbm() - Zb?l() 1 2(pao- bmo) l (4.19) 
From (4.18) it can be shown that for el, e2 > 0, and any E > 0, there exists ‘y. > 0 such 
that for y<y, ~~-26rn~c-~, paO-bmOc - ~2 and t)o < E. Hence, for sufficiently 
small ‘y, A has strictly negative igenvalues and the system is asymptotically stable. 
To prove (ii) we proceed as follows. Clearly, d&(0)/dtsdmI(O)/dt and 
do^(O)/dt 3 du(O)/dt. Hence, there exists E > 0 such that 
&(t)s m,(t) and i?(t)3 v(t) forOSt<&. 
Now let to={inf t: G(t)> ml(t) or G(t)< v(t)}, or 00, if the corresponding set is 
empty. But if rii(fo) = ntl(to) and 6(to) > u(to), then d&(to)/dt <dml(tO)/dt; if u^(to) = 
a~&) and r;i(tO) <: mt(tO), then do^(to)/dt >do(to)/dt; and if r;Z(to) = m&a) and u^(to) = 
o(t& then d&)/dt >do(to)ldt, drir(to)/dt = dml(to)/dt and d26&)/dt2 < 
d2mi(to)/dt2. Thus if to < 00, a contradiction is obtained. Thus the proof of (ii) is 
complete. 
Remark 4.3. Consider the system (4.17) with so/b replaced by m(t) in (4.17b) and 
let p = 0. Then the system (4.17) has a fixed point if and only if a0 > (2by)“‘. In this 
case 
OS ZJOS& and 




(Note that the solution (ao-(a; - 2by)“2)/2b is always unstable.) This result should 
be compared with the exact bifurcation result in this case given by (4.10), namely, 
c10 =* (6+)‘/2 . Thus the region of stability that is identified by the moment inequali- 
ties (4.17) is a strict subset of that in which there exists a non-zero steady state. 
Remark 4.4. It should be noted that the cumulant neglect method applied to the 
case, e = 0, leads to a ‘false’ asymptotically stable fixed point. This demonstrates, that 
not only is it not rigorous, but qualitatively incorrect conclusions can be drawn from 
the cumulant neglect method. 
Remark 4.5. In principle the method of moment inequalities can be applied widely 
to moment hierarchies that arise in geostochastic models with polynomial 
coefficients. The basic idea is to construct an invariant region by means of a finite 
subset of the moment hierarchy and a finite number of moment inequalities. The 
appropriate moment inequalities are of the following form: 
N 
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where the a, are real numbers chosen so that 
N 
c a,~~ 30 for all x 20. 
n= I 
Exam& For the system described above in this section the third moment inequa 
is given by 
d&(t)/dt = 3(a - 2bmdt)K(t) + 3yv(t) - 3b(g4(t) - v’(t)), 
where p4(t)=E((X(t)- mdt))4)a0. 
The main drawback of this method is that the discovery of the appropriate set of 
inequalities may be difficult. This is analogous to the problem of constructing a
Lyapunov function for a system of differential equations. 
5 Stabiiity via moment inequalities for the GSLS 
In this section the method of moment density inequalities is developed for the 
geostochastic logistic model. Using the resulting inequalities, the stability behavior 
of the GSLS is explored. In particular the conjecture suggested by the nonlinear 
Markov approximation is proved, that is, the existence of a non-zero spatially 
homogeneous teady state for sufficiently low demographic temperatures, y* Note 
that such behavior is impossible if the system is confined to a compact subset 
of Rd even with reflecting boundary conditions. This is similar to the phenomena 
encountered in statistical physics and can be vielaed as a nonequilibrium phase 
transition. 
The method of moment density inequalities for the GSLS involves two steps. The 
first is the reduction of the infinite hierarchy via a finite number of moment density 
inequalities. This produces afinite system of moment density equations and integro- 
differential inequality constraints. The second step involves proving that the resul- 
ting set of moment equations and constraints produces an invariant set that implies 
non-extinction. In the case of the GSLS the results are produced by comparison with 
a related set of differential inequalities. However, more work is needed on the 
problem of invariant regions for systems of partial integro-differential inequali- 
ties(cf. [S]). The principal difficulty is the absence of the maximum principle for 
integro-differential inequalities and a substitute principle is needed. In our dis- 
cussion of the CSLS we propose a pseudo maximum principle which is an attempt in 
this direction. 
Consider the spatially homogeneous GSLS, X(t), t > 0. Let ml(t) denote the mean 
density and let v(t, x) denote the covariance density at time t. Then 
v(t, x) = ?n*(t; y, x + y) - m:(t). 
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Then the first two moment inequalities, (2.5) can be written as 
dml(t)/dt=atnI(t)-bI$(t,x)-bVmf(t), (5.1) 
&.$t, x)/at = 2ag(t, x)+2@Av(t, x)-(ZbVm#)v(t, x) 
- :!bm,(t)I”,v(t, y)- 2bIt&(t; 0, x, z) + yml(t)S(x), (5.2) 
where V = cdRt9 the volrlme of the sphere of radius R0 in Rd, S(x) denotes the Dirac 
delta function, K,( t; 0, x. z) denotes the third cumulant density at time t, and 
+4(y) = I u(y) dy- IIY -IF Jb 
Note that 
K&r dy, dx, dr) = E[(X(t, dy)- ml(t) dy)(X(t, dx)- ml(t) dx) 
x (X(t, dt)- ml(t) dr)] 
3 - m&)o(t; z - y) dx dy dz. 
Similarly 
K3(t; dy, dx, dz! 2 - m&)v(t; x - y) dx dy dz. 
Hence, 
Ks(t; 0, x, z) 3 - m,(t)v(t; x v z), (5.3) 
where 
29 xvz= if Ml > Il4L 
x, if II4 3 1141~ 
Recall that the cumulant neglect method involves setting K3 = 0. A weaker hypo- 
thesis in this spirit is to assume that 
KJt; 0, x, z) a - aml(t)v(t, x) (Hypothesis), (5.4) 
where 0=&z s 1. Under this hypothesis we obtain the differential inequality 
aC(t, x) 
-~s2(a-bV&(t))v’(t, x)+2p2Av’(t, x) 
+ ytfi*(t)S(x)-2(1 - cu)bZi,(t)I;u’(t, y). 6% 
It is then possible to show that the system of integro-differential inequalities (5.1) and 
(5.5) has an invariant region of the desired type for sufficiently small y, thus yielding 
the desired qualitative behavior. However, there appears to be no a priori way to 
justify hypothesis (5.4) although it would be true if X(t) had an appropriate uniform 
spatial mixing property. 
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Instead of the ad hoc hypothesis (5.4) we reformulate (5.2) ‘@y using (4.3), to obtain 
the rigorous inequality 
av(t, x)/St s A(m&))v(t, x)+ ym&)S(x), (5-W 
where for m Xl, 
A(m)u(x) = 2(a - bVm)u(x)+ 2@&(x) + hhD(u; x), 
D(l.4; x) = I (u(x) - u(t)) dz. &z-xi$Ro 
Ilxll=44 
Note that v(:, x) is spherically symmetric, that is, u(t, x) = u(t, t), where r = 11~11. In 
this case 
Au [r) = a2u/ar2 + ((d - 1)/r) dw/ar, 
and 
D(u; r)= 
r_Ro -p(r; s) ds, r 2 Ro, I 
r 
au 
andg&,*) is an appropriate non-negative function. For example for the case d = 1, 
I 
S 
g1(r : s) = Y d-’ dy 
(r-RoJvO 
= s-(r-Ro)+max(O,r-RO) forOv(r-Ro)<ssr, 
0, otherwise. 
We now proceed to show that for sufficiently small ‘y, the system (5.1) and (5.6) has 
a non-zero asymptotically stable fixed point, (ko, Co( l )), and that if a/W a ml(O) 3 
Go, ~(0, x) = 0, then 
ml(t) 2 ~60, v(t, x) S Co(x) for all x, CO. 
The proof follows along the lines of thiat of Theorem 4.2 except that the second 
moment inequality is replaced by the: covariance density inequality (5.6). For 
simplicity the proof is given in the case d - 1, the case d > 1 can be carried out in 
essentially the same manner. 
In order to illustrate the basic idea we first consider the closely related system of 
differential inequalities (5.1) and 
a’(‘9 ‘)s 2(a - bVml(t))u(t, x) + 2@* a2v(t X) 
at ax; 
(5.7) 
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where 
g(x)= 1 1, ifxa0, -1, ifxC0. 
To obtain a steady state comparison function, \ ‘e t.zplace the inequality (5.7) by an 
equality to obtain 
A = yu/Zj3’kobV, (58a) 
wMe ko is the largest root of th: equation 
2(a-bV~~;,)+26;2k2-fmObVRok =O, 
mo= (a - by(1 -exp( - koRo)k~2))/bV. 
(5.8b) 
(5.8~) 
Note that for fixed mo, (5.8b) has two real roots if and qnlj ir’ 
mib* V2Rg -64p2(a - bVm0) 2 0. (5.9) 
It is easy to verify that a pair (mo, ko) satisfying the above ec;uakns exists and is 
asymptotically stable for sufficiently small ‘y. The latter is pr~~:~~ as in the proof of 
Theorem 4.2. In fact the steady state is stable with respect ‘ro perturbations that ale 
dominated by dn exponential function I3 exp( - h()x(l) for h larger than the smallest 
root of (Mb). It is also clear that such a solution does not exist if y is sufficiently large. 
If (5.9) is not satisfied, then (5.8b) has a pair of complex conjugate roots leading to 
UO(X) = A exp(-kor) cos(wt). (5.10) 
However, we do not investigate this case. 
In order to complete the proof under the differential inequality (5.7) it suffices to 
show that if ml(O) = mo, ~(0, x) = 0, then ml(t) 2 mo, v(t, X)S Q(X). The proof 
follows the lines of the proof of Theorem 4.2. For example, assume that (?‘, x’) is the 
componentwise infimum of the set 
{(t, x): v(t9 x) > u,(x>). 
“Wren ml(t) 2 mo for OS t s t’, and 
2(a - bVm*(t))v(t’, x’)+ 2p 
*a2v(t’, x’) 
ax2 + yml(t)S(x’) 
+hWbVR&‘) ax Mt’, x’) < o 9 
and hence 
av(t’, x’)/43t e 0, 
thus yielding a contradiction. Note that this argument is based on modified form of 
the maximum principle for parabolic equations(cf. [ 1,341). , 
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The inequality (5.7) describes the ‘covariance dissipation process’. Heuristically 
the dissipation process proceeds by the combined action of four effects. These are: 
(i) diffusion: the p’ a2v/ax” term, 
(ii) supercritical growth: 2(a - bVm&))v, where u - bVm&) 2 0, 
(iii) drift toward rhe origin: the au/ax terms that arises from the basic cumulant 
inequality, 
(iv) the source-sink term at the origin: 
yml(t)6( 9 ) +p2 a2v/ax2(,=o = SC 9 )[ ym(t) + 282(WWIx~01g 
The dissipation is achieved by the sink term at the origin. As the ‘covariance mass’ 
grows via the supercritical term, it flows to the origin via the drift term. This results in 
a negative gradient dv/axlxJ-o =-av/axl,+ 0 at the origin. In turn the jump 
discontinuity creates a sink that annihilates the excess mass flowing to the origin. 
We now return to the original integro-differential inequality (5.6). A comparison 
function for the pair (5. l), (5.6) of the form (5.8a) is obtained when (5.8b) is replaced 
by the following: 
2~2k2+2(a-bVmo)+2mobRo-2mob(exp(Rok)- 1)/k =O. (5.8b’) 
This equation has an appropriate solution provided that the additional condition 
R. = ao(6@ 2/mob) 1’3, (5.11) 
is satisfied with sufficiently small ao. (Note that this solution must be modified for 
IixII c Ro because of the ‘boundary effect’ at x = 0. The details and implications of this 
modification are discussed in Section 6.) A similar condition arises in the study of the 
time dependent behavior of (5.6) that does not appear in that of (5.7). This is due to 
the fact that the usual maximum principle breaks down for the integro-differential 
inequality (5.6) and a related instability can occur. In order to investigate these 
effects, let w(t, x) = vo(x) - v(t, x) where vo(x) is the upper comparison function 
which has been constructed above. Then 
aw(t, 41% = A(m&v(t, x>+fCt, 4, (5.12) 
where ~(0, x) 2 0 and f(t, x) 3 0, for all t, x. 
Lemma 5.1. Let - A 1 > 0 denote the smallest eigcnvalue of -A on [ - Ro, &I with 
Diaichlet boundary conditions. If
2P2h a > mobV, (5.13) 
then the system (5.12) satisfies the quasi-maximum principle 
I w(t,x)dxaO forallta0. (5.14) 
Proof. Note that for any mass distribution on ( - 00, Ro] VU [&, OO), the total mass is 
non-decreasing with respect o the linear evolution given by the homogeneous part 
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of (5.12). This follows immediately by integrating both sides of (5.12). Hence it 
remains to investigate the evolution of the contribution of the mass located in 
(- Ro, RJ. Nott th-at he only means of creation of ‘negative mass’ is via the linear 
operator D(w; l ) and its total effect is equal to the superposition of local contribu- 
tions. Let B = (a, B) c (- Ro, &) be an interval such that c - E s w&-,, X) s c -t E, for 
x4!3andletB,={x:a-R 0~ x s a, b s x =z b + R,}. We consider the instantaneous 
contribution, y(f), to Be due to mass, x(t), in B at t = to. If #(to) > 0, y(to) = 0, then for 
t = to, 
(5.15) 
where cl, c2 approach 1 for sufficiently small E. Letting u(t)= x(t)- y(t), u(to)> 0 
and 
(5.16) 
Under the assumption (5.13), and for sufficiently small 6, it follows that the system is 
stable and that u(t) ~0, y(t) 2 0, for to < t < to+ q, for some 7 > 0. Thus the quasi- 
maximum principle is verified. 
Since V = 2Ro and Al = c/R& (5.13) is equivalent o the condition (5.11) with a 
aro< 1. Consider the pair (5.1) and (5.6) and assume that (5,16) is satisfied. Then 
there exists an upper comparison function vo(x) that is stable with respect to 
perturbations of characteristic length 2Ro and such that 
I$(t,y)s v(t,y)dyG vo(y)dy<a, forall t>O. (5.17) 
Combining the arguments kading to (5.8) and (5.17), respectively, we have 
established the following theorem. 
Theorem 5.1. Consider the spatially homogeneous GSLS, X(t), t 3 0, and assume 
that condition (5.16) is satisfied. Then for suficiently small y, there xists m. > 0 and a 
function vo( . ) such that 
ml(t) 3 m0, 
I v(t, x) dx s I vo(x) d.u +=m. 
(5.18a) 
(5.18b) 
for all t 2 0. 
Corollary. Assume that the initial random field is given by 
x(0, A) = molA1, 
where IAl denotes the Lebesgue measure of A. Then for sufficiently small y, and 
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inf (P(X(& A) < &IA/)}+ 0, 
f 
(5.19) 
Proof. Using Chebyshev’s inequality, 
P(X(t, A) < EIAI)~ P(IX(t, A)- m&4! ] > (WY- e)IAl) 
TIheorem 5.2. Under the hypothesis of Theorem 5.1, the GSLS leas a non-zero 
spatially homogeneous steady state random measure. 
Proof. Let $0~ C&R*), 41,. . . , (bnc CK(Rd), Spt(<bi), i= 1,. . . , TV belong to a 
common compact set, K. Let 
(5.20) 
where 
and p is the initial measure given by p(A) = molAl. Then fN( l ) defines a probability 
measure Pz on M(K), the space of probability measures on K. In view of the bound 
on the second moments implied by (5. lab), the family of probability measures, PK, is 
uniformly tight and thus contains a convergen! subsequence and a limiting prob- 
ability measure, PK, on M(K). In turn the family PK, K compact in Rd, form a 
uniformly tight family on each M(&), K0 compact. Thus there is a limit probability 
measure on M(Rd) that is obtained from this construction. This probability measure, 
P, describes arandom measure on Rd whose mean density is equal to or greater than 
mo. It is also spatially homogeneous since each X(t), t 2 0, is spatially homogeneous. 
Finally, 









Hence P is an invariant probability measure for the Markov process, X(t). 
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Remark 5.1. Let I denote the set of probability measures on M*(Rd) which 
correspond to spatially homogeneous invariant probability measures for the GSLS. 
Then I is a nonempty convie*: campact subset of the set of probability measures on 
M*(Rd) (with respect o the topclogy of weak convergence of probability measures). 
In addition, the extreme Points of P correspond to ergodic measures, that is random 
measures, M, such that every temporally invariant event has &-measure either zero 
or one. These ergodic invariant measures correspond to pure phases in the 
terminology of statistical physics. Thus in view of Theorem 5.2, there exist at least 
two pure phases for sufficiently small y for the GSLS. 
Remark 5.2. A spatially homogeneous measure-valued Markov process is said to be 
ultimately 2-mixing if 
1 v(t,x)dxs VCOO and ml(t)~mo<~ (5.21) 
for all sufficiently large t. Then the result of Theorem 5.2 can be generalized to 
establish that an ultimately 2-mixing spatially homogeneous measure-valued 
Markov process has at least one spatially homogeneous invariant random 
field. This is a generalization to measure-valued processes of a result of 
Miyahara 1291. 
Remark 5.3. A spatially homogeneous random measure with cumulant densities 
Kso, x1, l l ’ 9 x,,_ 1) on R d is said to be Brillinger mixing if 
K~(O,~~,...,x,&dx~~~~dx~_~~~ forallna0. (5.22) 
Let X( l ) denote a spatially homogeneous Brillinger mixing random field 
and let A be a relatively compact open subset of Rd. Then the following central 
limit tReorem 
(X(hA) - E(X(AA))/Var(X(hA)) -P N(0, l), (5.23) 
as A -) 00, was established by Brillinger [3]. 
Consider the GSLS under the hypothesis of Theorem 5.1. Using the relationship 
WI 9 
mlh, l ’ l 9 GA = Klh, l l l ? xvi) 
j=l pES, 
/J(l)=1 
X &-j(xp(j+l), l l l 9 xp(n))9 (5.24) 
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where c P+Pp(l+l denotes the sum over the (i”-;‘) partitions of (1,. . . , n} into Al and 
AZ, where i E Al, we obtain the system of equations 
aK,(t; . . l ) 
at 
= CA,&(t; l . l )+ n(a - 2hml(t) V)K,(t; l l 9 ) 
-i- c Kl-At; Xl , . . . , Xi-l, &+I, . . . , X”)S(Xj _Xj) 
i#j 
n-1 
-b 1 1 IXy’u,,,,Kn+l_m(t; 9 l l )K,,,(t; 9 . l ), 
m=2 j 
(5.25) 
where for each n, an,m, 2s m S n -- 1, are constants. 
Then under the assumption that y is sufficiently small, and noting that in the stable 
case, a - 2bml(t) V-C 0, it is natural to expect a family of solutions (K,( l ; 9 )} for 
which 
lim K,(t; o, hxl, . . . , hx&/exp( - &,h) = 0, Xi # Xj if i # j, (5.26) #++a 
for some (Y,, > 0. (This result has not been rigorously proved!) However, under the 
assumption that (5.26) is true the process 
YA(l) = [X(t,AA) - E(X(t, AA)]/Var(.Y( 1, AA)) (5.27) 
converges weakly as A + 00 to a stationary Gaussian process, Y(t), t 2 0. However 
this Gaussian process without a temporal resealing is not a Markov process. Holley 
and Stroock [ 181 have obtained results of this type for spin-flip and nearest 
neighbour birth and death systems. Note also that the conjectured result (5.27) has 
been rigorously proved for the. subcritical branching diffusion process with immigra- 
tion [ 111. 
If X( * ) is 3-mixing, that is, j{K (0, xl, x2) dxl dxt c 00, then K&A) << 
KI(AA)K2(AA) for sufficiently large A. Thus there is a close connection between 
3-mixing and the validity of a neglect of the third cunrulant at large distances. This 
suggests that a natural approach to the study of distributed nonlinear Markov 
systems is via a core, in which the higher cumulants are not neglected, and a cumulant 
neglect hypothesis at large distances. 
Remark 5.4. The methods introduced in this sectio/l can also be applied to multitype 
systems uch as those described in Examples 1.2 z:nd 1.3. However the systems of 
differential inequalities that arise become increasijlgly complex. In order to over- 
come this it may be possible to introduce numerical lsolutions which could be used to 
search for invariant sets of behaviors. However for /more complex systems the set of 
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potential behaviors is SO rich that it is very unlikely that a complete constructive 
classification scheme is possible. In particular for sufficiently complex systems there 
may be infinitely many pure invariant sets of behaviors. Furthermore, for complex 
systems multiple bifurcation in the stochastic or temperature-like parameters can 
occur, leading to stationary stochastic states or behavior having no deterministic 
analogues. This possibility is an important feature of nonequilibrium statistical 
systems. 
6. Critical behavior of the GSLS 
In this section the behavior of the GSLS as R o+ 00 is investigated. To facilitate this 
we make a small change of notation and set 
b(Ro) = b/V. (6.1) 
Then 
’ F(x(t)) = ax(r) - bm&)X(t) -[b(Ro)X(t, S?‘) -bml(t)lX(t), (6.2) 
where SF denotes a sphere of radius Ro centered at x. If X( l ) is a spatially 
homogeneous random measure, the ergodic theorem implies that 
b(Ro)X(S?WbmI(x) as Ro-)a. 63) 
In (6.3), ml(x) denotes the mean density of X. Hence it is natural to compare the 
limiting behavior of X(t) as, R. -, 00, with that tif the martingale problem (2.2), (2.3), 
with F*(X) = aX - bmI(X)X. In order to identify the stationary states of the 
F*-martingale problem it suffices to consider measures, X, with ml(x) = a/b, since it 
must be preserved under the evolution. 
Theorem 6.1. Fkw d = 1,2, the F*-martingale problem has no non-zero spatially 
homogeneous stationary state and for E > 0, compact set K, and spatially invariant 
measure p, 
PJX(t, K))E)+O ast+oo. (6.4) 
For d 2 3, the F*-martingale problem has a unique invariant random measure, X*, 
with m,(X*) = a/b, and covariance v(x) = ~.x/-“-‘. 
Proof. See [7]. 
Thus as R. + 00, the system suffers extinction for all y > 0 if d s 2, and has long 
range fluctuations at Ro = a~ for d 3 3. Thus Ro = 00 is a critical point. The critical 
behavior near the critical point is described by the following theorem. 
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Theorem 6.2. Let X& ( 9 ) denote the spatially homogeneous steady state random 
measure for the GSLS with given &. Then if d > 2, 
ml(Xg,) + a/b as &-P 00, 
v&)rd-‘dr 




Proof. We first show that condition (5.16) which eliminates large R. can be 
removed. This is done by replacing the integro-difierential inequality (5.6) by a 
weaker one which is always table and satisfies the quasi-maximum principle. This is 
done by replacing D(u; x) in (5.6) by 
l&4!; x)= I (u(x)- u(z)) dz, ro< Ro. (6.6) 112 -+ QB 
Il~ll~ll~ll~ll~ll-~i~ 
This results in the following integro-differential inequalities for v(t, r), v(t, x) where 
r = Ml, 
ys 2(a - bm,(t))v(t, r)+p 
#v(t r) 
a.; 
for r > ro, and 




at s 2(a - bmAt))v(t, x)+p2Mt, x)+ yml(y)6(x) (6.8) 
for llxll s ro. 
We choose ro so as to guarantee the stability and quasi-maximum principle, that is, 
roe (2p2clRod/~2*(t)b)1”d’2’ or r. = c~R~“~+~). (6.9) 
where Ci, i = I,2 are constants. 
To simplify the computation, we replace the integro-differential inequalities (6.7) 
and (6.8) t)y the following pair of differential inequalities which serve to provide an 
upper comparison function. 
aa 4 
-s 2(a - bm,(t))v(t, r)+p 





-I- ml(t)bcdr$??~d av(t, 4 
ar 
(6.10) 
for r > ro, where cd is a constant. The simplified form of the last term on the 
right-hand side of (6.10) is justified since the resulting comparison function (cf. 
(6.14)) is convex for r > ro. (The ‘boundary effect’ at r = r. is discussed immediately 
after (6.15) below.) 
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To obtain an upper bound for the variance contribution of the supercritical growth 
term in the interior of the sphere of radius r o, we proceed as follows. The mass 
produced by the supercritical growth term is redistributed uniformly on the surface 
of the sphere of radius r 0, thus putting it at a maximum distance frcm the sink and 
thus providing an upper bound for its contribution to the total variance. To take 




~fi2Av(t,x)+yml(t)b(x)+cuo s<M - ro) d_l , 
r0 
(6.11) 
for Ilxll~ ro, and 
(YO = 2(a - bm&)) v(t, x) dx. 
Recall that by (S.l), 
(a - bm@)) = ~~R~~l~v(ao, y). 
There exists a comparison function for (6.10) of the form v(r) = c4 exp( - kor), where 
ml(m) = m, and 
ko~(8p2)-1[mbr$+‘R~d +2((~mbr~‘1R~d)2- 16p2(a -6m))“‘l. (6.13) 
For given ko, we obtain a solution to (6.10) and (6.11) by matching the two values of 
v( l ) and allowing for a jump of size (Ye/&-’ in their first derivatives at r = ro. 
In this way we obtain k. - > cs/ro (cf. consistency condition (6.15b)), and 
v(r) = 
rm[W - 2) + 4 exp(--Mr - robWo&’ I, r> ro, 
rm[((d - 2) + Q) - koro)/ kOrOd_’ + r-(d-2)], rs r(). 
(6.14) 
Then 
V(r)rd-’ dr s (cg + c,cy )r;, 
where cl,. . . , c7 are constants independent of ro. Furthermore 
We look for an iterative solution of the form CY,,+~ = q(cl + c2cyn)*, where q = 
&2d-d2)/(d+2) 
. The sequence a,, is convergent if q is sufficiently small, that is, d > 2 
and R. is sufficiently large. The limit 
cyoo =o(Rfd-d2)/(d+*) 
) . (6.15a) 
Note that (6.15a) provides the justification for the replacement of (6.7) by (6.10) 
for r near ro, since the jump in the derivative au(r)/& at r. is &n&II compared to 
a4r)larl,=,, and v(r) is convex for r < r. and for r > ro. 
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Wing the upper comparison function given by (6.14) it follows that 
a - bm, = ()(Rgd”(d+2)), (6.15b) 




a - brq(Xg,,) + 0 as Ro+ 00, lim 
Ro+m o 
v(r)td-‘df/R;: = 0. 
and the proof is complete. 
Although the theorem is true for all d >2, there is an important difference 
between the case d = 3 and the cace d > 4. This fact is reflected in Theorem 6.5 but 
can also be seen in the context of the proof of Theorem 6.2. The contribution to the 
variance of the supercritical growth term, vs, is given by 
0s = C~(Y& = O(R 
(4d-d’)/(d+2) 
). 
Hence vS + 0 if d > 4 but v, + 00 if d = 3. This means that the approach to the critical 
point is qualitatively different in d = 3 from that in d >4. 
Another approach to the critical behavior of the GSLS in Rd, d 3 3, is to 
investigate the stability of the behavior of the F*-martingale problem, with respect 
to a nonlinear perturbation of the GSLS type for large Ro. Recall that the F*- 
martingale problem has a spatially h.omogeneous steady state random measure, X* 
with m&X*) = a/b. Consider a ‘linearization’ of the F-martingale problem at the 
F*-martingale problem. For the F-martingale problem, we have 
dm,(t)/dt = aml(t)-bm~~.t)-bVs’f~v(t, x), (6.16) 
and for the F*-martingale problem 
lim Izv(t, x) = ym1(t)/2R$. 1*00 (6.17) 
Thus we obtain the first order perturbation estimate for m&o), viz., 
m(Ro) = (a - $bR~-d)/b, d 2 3. (6.18) 
The first order perturbation of the full process is due to the fluctuations in the ‘mean 
field’, that is, 
(bm&) -bX(t, S:")/ V)x(t, x). * (6.19) 
To analyze this effect we introduce the space-time scaling group of order q: for 
KER+, 
R~(t,x)rK-“X(K*t,Kx), K =d--7j,d>2. (6.20) 
0. A. Dawson / Geostochastic systems 27 
Theorem 6.3. Let X” denote the steady state spatially homogeneous random measure 
for the F*-martingale problem with mean m,(X*) = a/b, and Let r) = (id - 1). Then in 
the sense of weak convergence . 
RZ(X”- m,(X*))+ X”* as K “00, (6.21) 
where X”” is a zero mean Gaussian, temporally and spatially homogeneous random 
field with covariance kernel 
R(t, x) = 
I 
11x - #-“p(t; 0, z) dz, (6.22) 
pit; x, y) = (2ntP’” exp( - $11~ - yll’/t). (6.23) 
Proof. Refer to [17, IO]. 
Remark 6.1. The process X** is known as a generalized Ornstein-Uhlenbeck 
process and Theorem 6.3 is known as a renormalization or scaling limit theorem. 
X** is obviously a fixed point of the group of scaling transformations and hence is a 
‘scaling’ or ‘self-similar’ random field. 
Thus, bX*(t, S,“n) is asymptotically Gaussian as Ro + 00, 
Var(bX”(t, SfO )/ V) = F(R~)=O(R~-~),+O as Ro+q (6.24) 
and 
E((bml(t)-bX*(t, S,R”)JV)X*(f, x)) = -~bm&)R~/V+O (6.25) 
as RO+ 00 if d > 2. Thus the first order perturbation about the F*-problem should 
behave as does the solution to the stochastic evolution equation 
“‘,‘; ')=au(r, .)- cyY(t, 9+ w, l w, 9, (6.26j 
where We is a smoothed Ornstein-Uhlenbeck process with Var( WE@, x)) = E(R& 
If such exists, cy > 0 is chosen so that (6.26) has a spatially homogeneous, invariant 
solution whose mean agrees with (6.18). If such a solution exists, the first order 
perturbation term is said to be stable. We will see later that this is the case for high 
dimensions but that no such solution exists for d = 3 for example. 
Eq. (6.26) can be viewed as a ‘quasi-linearization’ of the perturbations of the 
F-martingale problem around the F*-martingale problem. Eq. (6.26) can also be 
viewed as describing the growth of a population in a random environment and as such 
is a space time analogue of (3.3). In the present case the random environment is 
produced by the fluctuations about the mean field produced by the nonlinear GSJ,S. 
Thus it is appropriate to study the stability properties and asymptotic behavior of 
linear random evolutions of the type (6.26). 
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Consider the random linear evolution equation 
wt, 9 
i3t 
=AY(t, l )+eY(t, l )WS-aY(t, l ), (6.27) 
where WS is a smoothed generalized Ornstein-Uhlenbeck process and a MI. Let 
m(t) = E( Y(t, x)), Y(0, 9 ) be spatially homogeneous. If lim,,, m(r) = 0, the system 
is subcritical, if m(t) is constant, he system is criticsI, and if lim,,, m(t) = 00, then it is 
supercritical. If there exists a value of a for which the system is critical, then it is said 
to be potentially stable, otherwise it is essentially unstable. 
If (6.27) is essentially unstable, then (6.26) cannot have a stationary solution and 
the original equation is unstable with respect o the fluctuations predicted by the 
scaling limit theorem. If such a system has a stationary solution, then the critical 
fluctuations must be non-Gaussian. 
Let WS denote a smoothed generalized Ornstein-Uhlenbeck process where the 
smoothing is achieved by convoluting with a continuous function, +9 which has 
compact support and is strictly positive on an open set. Then R,( l , x), the covariance 
kernel of WS. is obtained from R( l , x) by smoothing for small Ilxll; however, the 
asympt::otic behavior for large jxll is the same as that for P-( l , x). 
Theorem 6.4. Let ml(t) denote the mean of Y(t, K), where Y(t, l ) is a solution of 
(6.27). Then 
ml(t) = &( exp[ h2{oc ior&(3-s’; w(s)--w(s’))dsds’]lw(O)=O). 
(6.28) 
where E,( 9 ) denotes the expectatiora with respect to a standard Wiener measure on Rd. 
Proof. The proof is based on the Feynman-Kac formula (cf. [4.32]). 
Theorem 6S. Let ml(t) detzote the mean of Y(t, x), where Y(t, 9 ) is a solution of 
(6.27). Then 
lim t-l log(ml(t)) < 00, 
if d > 4, F is sufficiently small, and a is suficiendy large, 
(6.29) 
lim t-” log(mI(t)) = 00, 
t-+00 
if d = 3 for every finite a and positive E. (6.30) 
Proof. Note that for the smoothed generalized Ornstein-Uhlenbeck process, the 
expression 
R,(s -s’; w(s) - w(d)) ds ds’, (6.31) 
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is nearly maximized by a Wiener path, w( l ), such that 




But then j: Rs(s -s’; W(S)- w(s))) ds’ behaves like 
where h,(z) - zzed, h2(s, z) - z2-d for 1 < s < Z(t), and Z(t) + 00 as t + 00. Hence, 
R,(s - s’; w(s) - w(d)) ds’c oo, 
if and only if 
I (rd-1/r2d-4) dr i 00, 
(6.33) 
(6.34) 
that is, d > 4. 
However, 
lim t-l lOgP(iW(S)l<~~,O~s<t)= -Al, (6.35) 
t--o 
where Al is the smallest eigenvalue of -A with Dirichlet boundary conditions on the 
sphere of radius a 0. This together with (6.34) completes the proof of the theorem, 
Remark 6.2. In the case d = 3, the solution of (6.27) is essentially unstable. This is an 
indication that the large scale fluctuations near criticality for the GSLS in R3 are not 
nearly Gaussian. This phenomenon is a result of the nonlinear amplification of the 
large deviations of the random field. On the other hand, as d + 00, the large scale 
fluctuations are Gaussian. Kac [20] has demonstrated the asymptotic normality of 
fluctuations for a stochastic model of non-equilibrium chemical reactions. In his 
model a large number, N, of particles are considered, the interaction between each 
pair of particles is assumed to be equally likely, and the fluctuations are studied in the 
N+ 00. Limit. It is not surprising that this case behaves in a similar manner to the 
GSLS for high dimension, d, since in the latter the number of interacting neighbors is 
2d. 
The results of this section are analogous to recent results obtained in statistical 
physics (cf. [37,41]). For many systems of statistical physics it is true that the critical 
fluctuations are approximately Gaussian for d > 4 and non-Gaussian for d < 4. It is 
also generally believed that critical behaviors in low dimensions can be described by a 
small number of ‘universality classes’. This latter point of view is certainly consistent 
with the idea of quasilinearization around a critical random field. 
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Remark 6.3. The results of this section suggest hat there are two contributions to 
the medium and long range fluctuations near criticality. The first contribution is the 
scaling fluctuation that is inherited from the limiting critical random field. This 
contribution can be viewed as the ‘intermediate scale’ fluctuation. The second 
contribution is the fluctuation obtained by the amplification of the first via the 
quasilinearized random evolution. The second family determines the fluctuation 
near criticality at the ‘longest scales’. There is some evidence that the second type of 
fluctuation is approximately Gaussian for sufficiently high dimensions. For example, 
if the renormalization limit theorem is valid for (6.27), a self-similar Gaussian 
random field with covariance function, u(x) = (x(-(~-~), would result in dimensions 
d > 6. A systematic study of the limiting behavior of random linear evolutions is 
initiated in [12]. 
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