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v“A mathematical friend of mine said to me the other day half in jest: “The math-
ematician can do a lot of things, but never what you happen to want him to do
just at the moment.” Much the same often applies to the theoretical physicist when
the experimental physicist calls him in. What is the reason for this peculiar lack of
adaptability?”
Albert Einstein
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This thesis deals primarily with the phenomenology associated to quan-
tum aspects of spacetime. In particular, it aims at exploring the phenomeno-
logical consequences of a fundamental discreteness of the spacetime fabric,
as predicted by several quantum gravity models and strongly hinted by
many theoretical insights.
The first part of this work considers a toy-model of emergent spacetime
in the context of analogue gravity. The way in which a relativistic Bose–
Einstein condensate can mimic, under specific configurations, the dynamics
of a scalar theory of gravity will be investigated. This constitutes proof-of-
concept that a legitimate dynamical Lorentzian spacetime may emerge from
non-gravitational (discrete) degrees of freedom. Remarkably, this model
will emphasize the fact that in general, even when arising from a relativis-
tic system, any emergent spacetime is prone to show deviations from exact
Lorentz invariance. This will lead us to consider Lorentz Invariance Viola-
tions as first candidate for a discrete spacetime phenomenology.
Having reviewed the current constraints on Lorentz Violations and stud-
ied in depth viable resolutions of their apparent naturalness problem, the
second part of this thesis focusses on models based on Lorentz invariance.
In the context of Casual Set theory, the coexistence of Lorentz invariance
and discreteness leads to an inherently nonlocal scalar field theory over
causal sets well approximating a continuum spacetime. The quantum as-
pects of the theory in flat spacetime will be studied and the consequences
of its non-locality will be spelled out. Noticeably, these studies will lend
support to a possible dimensional reduction at small scales and, in a clas-
sical setting, show that the scalar field is characterized by a universal non-
minimal coupling when considered in curved spacetimes.
Finally, the phenomenological possibilities for detecting this non-locality
will be investigated. First, by considering the related spontaneous emission
of particle detectors, then by developing a phenomenological model to test
nonlocal effects using opto-mechanical, non-relativistic systems. In both
cases, one could be able to cast in the near future stringent bounds on the
non-locality scale.
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1Preface
Theory is when we know everything but
nothing works. Praxis is when everything
works but we do not know why. We
always end up by combining theory with
praxis: nothing works and we do not know
why.
Albert Einstein
Understanding the small-scale structure of spacetime is one of the main
goals of research in Quantum Gravity (QG). In particular, the question whether
it is fundamentally a continuum — as in General Relativity (GR) and Quan-
tum Field Theory (QFT) — or discrete, dates back to Riemann [189]. Over
the last 30 years, QG research has undergone a rapid development and
many theoretical advancements have been made with the aim to address
at least some of the fundamental aspects of the problem. However, the two
pillars of modern physics, i.e., GR and Quantum Theory, have been shown
to be difficult to be reconciled to the point that a fully consistent theory of
QG has not yet been reached.
One of the major obstacles in QG lies in the fact that the deviations from
standard physics — Standard Model of particles physics and cosmology,
GR and QFT in flat space — due to quantum gravitational effects are ex-
pected to occur at very high-energy/short-lengths, i.e., at the Planck scale,
far outside our observational capabilities. This expectation led the com-
munity to focus on mathematical consistency of the theories as a quality
measure. This landscape started to change at the end of the 90s when dif-
ferent proposals for testing QG effects began to emerge and the new field
of Quantum Gravity Phenomenology (QGP) blossomed. At present, there
exists a plethora of QG models and theories, more or less developed, and
various ideas on how to test them through observations and experiments.
In most cases, constraints have been placed on the free parameters of the
models. It should be noted that, although different from a direct detection
of QG effects, casting bounds on free parameters is undoubtedly a valuable
goal, since it brings QG back to the realm of falsifiable theories and, as the
history of physics teaches, it can set theoretical research on the right path.
This thesis investigates whether spacetime may be fundamentally dis-
crete, addressing the phenomenological signatures of such possibility. In
particular, various aspects related to discreteness of spacetime and phe-
nomenology will be taken into consideration, ranging from toy models of
emergent spacetime and Lorentz Invariance Violations (LIV) to discrete,
Lorentz Invariant spacetime models and their phenomenology. In this way,
a panoramic view of the phenomenological avenues that lead towards a
better understanding of spacetime structure is provided, with particular
emphasis placed on models which preserve Lorentz Invariance (LI).
2Arrangement of the thesis
This thesis is arranged into seven main chapters. Chapter 1 is an introduc-
tion to analogue models, LIV and Causal Set (CS) theory that is preparatory
for the rest of the work.
The other chapters are mainly based on original research and form part
of the work done during the Ph.D.
Chapter 2 considers an analogue model consisting of a relativistic Bose–
Einstein condensate. This chapter is mainly based on [35]. It is argued that,
in general, LIV cannot be avoided in the emergent spacetime even when
the underline system is LI. It is shown that, by fine-tuning the model is pos-
sible to hide such LIV and at the same time to also emerge a gravitational
dynamics for the effective spacetime due to the back-reation of perturba-
tions. This is a proof-of-concept that analogue models can mimic not only
the kinematical features of QFT in curved spacetime but also gravitational
dynamics — although simpler than GR dynamics. Since the model requires
a sort of fine-tuning, it appears that LIV can be hidden only in very peculiar
cases, and to leading order in the approximations used, whereas they are
bound to be present in general.
In Chapter 3, LIV are further investigated in the effective field theory
(EFT) framework. In particular, the Chapter focusses on the naturalness
problem of LIV. Such a problem, although presents in general, can be tamed
by considering a separation of scales between the QG scale — assumed to
be the Planck scale — and an EFT LI scale. Furthermore, LIV in the case in
which dissipation is present — an unavoidable fact if the LIV arise from a
dynamical process — are considered. This chapter is mainly based on [37].
From Chapter 4 onwards we will be concerned with models that do
not violate LI. In particular, Causal Set theory and the construction of an
effective non-local scalar field theory in flat spacetime, derived from causal
sets, are deal with in Chapter 4. This is mainly based on [35].
Chapter 5 explores two different aspects of the non-local field theory de-
rived from causal sets. In particular, both a classical and a quantum aspect
are considered. Namely, the local limit of the discrete CS d’Alembertians in
curved spacetime is obtained and connected with possible violations of the
Einstein Equivalence Principle (EEP). Furthermore, the spectral dimension
of the quantum theory is computed which shows evidence of spontaneous
dimensional reduction, typical of several QG models. This Chapter is based
on [34, 40].
In Chapter 6, two different ways to phenomenologically test non-locality
with low-energy systems are investigated. The first exploits Unruh–DeWitt
particle detectors in inertial motion. A brief discussion on test of Hyugens’
principle violations will be presented whereas a discussion of the uniformly
accelerating case is presented in the conclusions. The second way consist
in employing non-relativistic, macroscopic quantum systems. In particular,
a proposal to experimentally test non-local modification of dynamics with
opto-mechanical systems is advanced. It will be shown which effects are
bound to emerge due to the non-locality and the forecast for bounds that
could be achieved in the near future. Chapter 6 is mainly based on [38, 41]
and unpublished material.
The final chapter draws some conclusion and highlight possible future
directions.
3A note on notation
Throughout this work the metric signature used is (− + ++) apart from
Chapter 3 in which the other convention is used. This is so since the latter
convention is the usual one employed in the particle physics community to
which Chapter 3 — and the work [37] on which the chapter is based — is
aimed. Concerning Chapter 2 and 5, in which curved spacetime are consid-
ered, the differential geometry conventions are those of Wald in ref. [224].

5Chapter 1
Introduction
Per me si va ne la città dolente,
per me si va ne l’etterno dolore,
per me si va tra la perduta gente...
Lasciate ogni speranza, voi ch’intrate
Dante Alighieri
Divina Commedia
1.1 Quantum Gravity and Phenomenology
Our understanding of Nature is based on the two pillars of modern physics,
General Relativity and Quantum Theory. The former is a classical theory
describing the interplay between matter and spacetime as summarized by
the words of Wheeler: Spacetime tells matter how to move; matter tells spacetime
how to curve; the latter is an intrinsically probabilistic theory that describes
the microscopic world and that I think I can safely say that nobody understands
(cit. R. Feymann).
These two theories are far apart and trying to bring them together has
proven to be a tall order. Nevertheless, we know that they are not the final
word on Nature for fairly good reasons. On one hand, General Relativity
marks its own limit with the prediction of singularities both in gravitational
collapses and at the origin of the Universe. On the other hand, Quantum
Theory, when formulated in a relativistic framework — i.e., QFT — and ap-
plied to the gravitational field, is plague by divergences. For these reasons
the search for a consistent theory of quantum gravity is almost as old as GR
and Quantum Mechanics themselves, the first attempts dating back to the
early 30s (see [191] and references therein).
The characteristic scale at which quantum gravitational effects are ex-
pected to be relevant is the Planck scaleEP ≈ 1019 GeV (`P ≈ 10−35m). This
can be understood by various means, e.g., by considering when the per-
turbation of the metric δg, induced by localizing the maximum amount of
energy E allowed by quantum mechanics — i.e., up to its Compton wave-
length — is non-negligible [1, 115]. Using Einstein’s equations, which relate
curvature and energy density, and the fact that the Compton length is given
by c∆x = ~/E we see that
δg ≈ GE
2
c3~
,
and δg ≈ 1 occurs at the Planck energy given by EP =
√
~c3/G ≈ 1019
GeV— the associated Planck length `P ≈ 10−35m can also be defined. The
magnitude of such a Planck scale seems so far out of experimental range
6 Chapter 1. Introduction
that quantum gravity tests were considered completely unfeasible until
recently. Historically, the research in QG had a resurgence of interest in
the 80s but until the end of the 90s it was mainly based on mathematical
consistence of the various models and the possibility of anchoring the re-
search field to observations was hardly considered. As stated by Isham in
1995 [122]:
The feature of quantum gravity that challenges its very right to be
considered as a genuine branch of theoretical physics is the singular
absence of any observed property of the world that can be identified
unequivocally as the result of some interplay between general relativ-
ity and quantum theory. This problem stems from the fact that the
natural Planck length has the extremely small value of approximately
10−35 m which is well beyond the range of any foreseeable laboratory-
based experiments. Indeed, this simple dimensional argument sug-
gests strongly that the only physical regime where effects of quantum
gravity might be studied directly is in the immediate post big-bang era
of the universe—which is not the easiest thing to probe experimentally.
In the past 20 years, though, the field of Quantum Gravity Phenomenol-
ogy [11] has blossomed. Its main aim is to connect quantum gravity ideas
with experiments and observations in the hope to shed some light on the
fundamental structure of spacetime, or at least give theoreticians some point-
ers. Presently, the two major proposal for a quantum theory of gravity are
String Theory (ST) [183] and Loop Quantum Gravity (LQG) [190], to which
a variety of other approaches — Causal Set Theory [58], Causal Dynami-
cal Triangulation [9], Group Field Theory (GFT) [169], to name few — have
to be added. All these approaches are far from being complete and vari-
ous questions remain to be solved. Nevertheless, they have inspired well-
defined phenomenological models aimed to probe specific features the fun-
damental theory might have [11, 115].
Among the most notable examples of phenomenological avenues being
explored we can list
• Violations of Lorentz Invariance (and of other exact symmetries)
• Deformation of Special Relativity
• Space-time foam
• Deformed field dynamics
• Generalized Uncertainty principle
• Quantum Cosmology
It is beyond the scope of this thesis to review all the various possibilities
to test quantum gravitational effects, both directly and indirectly. In what
follows we will be mostly interested on the effects which may arise from
assuming the fundamental structure of spacetime to be discrete.
A final remark is in order. A common trend in QG phenomenology is
that the attention has been focused mainly on astronomical, high-energy
and cosmological experiments/observations. This is justified by the very
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nature of the effects that one often tries to test — e.g., departures from rel-
ativistic symmetries — and the observation that by integrating over very
large distances and times we could be able to observe the pile up of oth-
erwise tiny effects. However, recent proposals, such as test of the gener-
alized uncertainty principle [32] or of the fate of the Equivalence Principle
in quantum physics [8], which use low-energy, macroscopic quantum sys-
tems have been advanced. In connection to this point, in the last chapter of
this work we propose a phenomenological model to test non-locality which
employs macroscopic quantum oscillators and with the potential to achieve
near Planck-scale sensitivity.
1.1.1 Discreteness of spacetime
The fact that our concept of spacetime as we know it — i.e., a continuum dif-
ferentiable manifold endowed with a metric and affine structure — ceases
to be valid around the Planck scale, or at least that some new physics has
to manifest at such scale, seems to be a common feature of approaches to
QG. In particular, the existence of a minimal length scale, usually identified
with the Planck scale, emerges from both gedankenexperiment and various
QG theories. The generality of the arguments from which this result is de-
rived make it an almost model-independent feature of QG.
The presence of a minimal length scale, below which spacetime points
cannot be resolved, can be derived by combining arguments of special rela-
tivity, general relativity and quantum mechanics. As an example, consider
the Heisenberg microscope1. In its standard version [111] this gedankenex-
periment shows that the uncertainty in the position of a particle observed
through a photon is ∆x & 1/∆px. When including Newtonian gravity
an additional source of uncertainty comes into existence due to the grav-
itational attraction between the particle and the photon. The particle ac-
celerate towards the photon — which has energy ω — with acceleration
≈ l2Pω/r2 and acquire a velocity ≈ l2Pω/r during the time r (note that c = 1)
of strong interaction. Thus, the particle travels a distance l2Pω in the un-
known direction in which the photon moves during the interaction time.
Projecting along the x-axis ∆x & l2P∆px and combining with the quantum
mechanical uncertainty
∆x & lP . (1.1)
This last equation shows that the Planck scale sets a limit to the resolution
of the particle position. The same result can be obtained with more refined
examples and we refer the reader to [96, 116] for a detailed analysis.
The existence of such a minimal scale has led many physicist to con-
sider the possibility that spacetime maybe fundamentally discrete2 at the
Planck scale. One of the first to seriously consider such a possibility was
Heisenberg [116] in the 30s, but remarkably already Riemann [189] exhib-
ited doubts about the reality of the continuum and later on Einstein pointed
out how the continuum could be the source of problems in reconciling GR
and quantum theory.
1We follow here [96, 116].
2Note that the existence of a minimal length scale does not imply, a priori, that spacetime
has to be discrete. As an example, in Asymptotic Safe Gravity the Planck scale plays still the
role of minimal scale even if no discrete structure for the spacetime is invoked, see [175].
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There are also various contradictions in existing theories that speak for
abandoning the notion of a continuous spacetime. Quoting Sorkin [202,
205] they can be dubbed as the "three infinities"
• Singularity of classical GR: singularities in GR are inevitable under
fairly reasonable physical assumptions on the collapsing matter. They
do not belong to the spatiotemporal manifold and signal a break-
down of the theory, i.e., the fact that GR has to be replaced by a more
fundamental theory. A discrete spacetime is expected to not present
or, at least, to allow for a fully predictive description of singularities.
• Infinities of Quantum Field Theories: UV divergences that mani-
fest themselves both in loop integrals due to arbitrary high-momenta
and in the correlations of quantum fields which blow up in the coin-
cidence limit. Some of these divergences become even more trouble-
some when QFTs are formulated in curved spacetime [48]. It is clear
that they are related to the small-scale behaviour of the theory and,
in turn, to the continuum nature of spacetime. In a discrete setting
we expect a natural cut-off to tame the divergences and render the
theories finite.
• Black hole (entanglement) entropy: whereas the Bekenstein–Hawking
entropy of black holes, S = kBA/4`2P — where A is the area of the
horizon — is finite, it indicates a limit to how much information can be
stored in spacetime and connects this limit to the Planck scale. When
instead the entanglement entropy of fields living in a black hole back-
ground is calculated the result, again proportional to the horizon area,
is divergent unless a small-distance cut-off is introduced. If the cut-off
is chosen at the Planck scale, then this entropy has the same magni-
tude of the Bekenstein-Hawking entropy. Whether this new entropy
can be interpreted as the whole black hole entropy or just as a part of
it is unsettled, but surely this contribution is present. The divergence
of entanglement entropy is a general result of QFT both in flat and
curved spacetime and, again, can be traced back to the continuum
nature of spacetime. A discrete structure of spacetime should intro-
duce a natural cut-off and ensure the finiteness of the entanglement
entropy. Furthermore, note that a mere minimal length scale present
in a continuum theory, whereas able to regularised the correlations of
the field theory, is not guaranteed to allow for a finite entanglement
entropy [162].
Motivated by these theoretical problems, various approaches to quan-
tum gravity exploit the idea of discreteness. However, they differ in the
kind of discrete structures they invoke and the meaning itself of discrete
spacetime is not unambiguous. First of all, we can distinguish between mod-
els that use discrete structures as mathematical tools to be removed at the
end of the calculations, e.g., Causal Dynamical Triangulation and Regge
Calculus; and models in which the discreteness is physical, e.g., Causal
Set theory, Spin-foam models and GFT. Secondly, a distinction ought to be
made between approaches that assume spacetime to be discrete from the
outset, e.g., GFT and CS theory; and others that, starting from the contin-
uum, find discrete structures upon quantization, e.g., the original version of
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LQG. All these discrete models have to face at least two general problems.
The first one concerns the emergence of a continuum spacetime. The word
emergence has been abused in the recent QG literature and different mean-
ings are attached to it by different communities. However, at the more basic
level, what we mean is that any discrete model has to answer the question
of how to recover the continuum physics starting from a discrete structure
that, in principle, should make no reference to the continuum spacetime to
start with. The second problem concerns phenomenology. How can we test
the hypothesis that spacetime is fundamentally discrete? What are the new
phenomenological effects that we can hope to verify in order to make these
theories scientific?
1.2 Analogue Gravity
How classical spacetime, such as the one we experience, emerges from
models of discrete/quantum spacetime is a pivotal question for QG the-
ories. Given the complexity of the problem, a starting point for this in-
vestigation could be the development of toy-models which capture some
aspects of the emergence of spacetime and gravity. In this context, ana-
logue models of gravity play a relevant role. These models are provided by
several condensed-matter/optical systems in which the excitations propa-
gate in a relativistic fashion on an emergent pseudo-Riemannian geometry
induced by the medium [21] — see below. Thus, they serve as an example
of emergence of spacetime from discrete systems, and constitute a natural
arena where one can develop useful tools to tackle these problems. Indeed,
since the seminal work of Unruh [218] analogue models of gravity have
set a fruitful stage in which issues related to emergent gravity can be stud-
ied and have opened up the possibility of experimentally simulating phe-
nomena expected within quantum field theory on curved spacetime, e.g.,
analogue Hawking radiation [22, 124, 218] and cosmological particle pro-
duction [210, 228, 230]3.
1.2.1 The ancestor of all analogue models
To illustrate the basic ideas of the analogue gravity program consider the
simplest analogue model: sound waves in a moving fluid [218]. At the
level of geometrical acoustic, sound rays which move with velocity csn —
where n is a unit-norm vector — with respect to the fluid, which in turn
moves with velocity v with respect to the laboratory, define a sound cone
in spacetime given by
−c2sdt2 + (dx− vdt)2 = 0,
associated with a conformal class of (in general curved spacetime) metrics
gµν(t, x) ≡ Ω2
−(c
2
s − v2)
... −vT
....... . ......
−v ... I
 , (1.2)
3For a comprehensive review of the subject we refer the reader to [21, 141]
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where Ω2 is an undetermined conformal factor and I is the 3 × 3 identity
matrix. Sound waves are dragged along by moving fluids, thus they can
never escape/enter supersonic flow regions. In conjunction with the emer-
gence of an acoustic (class of) metric(s), supersonic flow regions are seen
to be the analogue of black/white hole regions. These configurations are
dubbed dumb holes.
In order to further appreciate the mathematical analogy between semi-
classical and analogue gravity, it is necessary to consider physical acoustics.
A central result in analogue gravity is the fact that, under rather generic
assumptions on the fluid and its motion — in particular, a barotropic and
inviscid fluid with an irrotational flow — the propagation of sound waves
is described by
1√−g∂µ(
√−ggµν∂νφ) = 0, (1.3)
where φ is the velocity potential describing acoustic perturbations in the
fluid. This equation is the d’Alembert equation of a scalar field in a curved
spacetime with metric eq. (1.2) and Ω = ρ/cs (where ρ is the density of the
fluid).
Acoustic perturbations, which propagate on top of a moving background
fluid, feel a curved spacetime metric or, in other words, propagate as mass-
less (classical) scalar fields on a curved, Lorentzian spacetime. The metric
of this emergent spacetime, g, takes the name of acoustic metric and the same
name is widely used in the analogue gravity literature, even when the sys-
tem considered has nothing to do with acoustic waves in fluid. In fact, it
can be shown that the emergence of a Lorentzian signature metric is a char-
acteristic of a large class of systems [23] of which moving fluid are a rather
significant example for what concern experimental viability [187, 227, 229].
1.2.2 Bose–Einstein condensate analogue
Among the various analogue systems, a preeminent role has been played by
Bose–Einstein condensates (BECs) in recent years. This is because BECs are
macroscopic quantum systems whose phonons/quasi-particle excitations
can be meaningfully treated quantum mechanically and hence used to fully
simulate QFT on curved spacetime phenomena [22, 94, 95].
A BEC is a particular phase of a system of identical bosons in which a
single energy level has a macroscopic occupation number and it is typically
realized by using ultra-cold atoms [177]. Being a non-relativistic, many-
particle, quantum system it can be properly described in the second quanti-
zation formalism. The evolution of a BEC, in the dilute gas approximation,
and neglecting the external potential, is generated by the Hamiltonian
H =
∫
dxΨˆ†(t, x)
[
− ~
2
2m
∇2 − µ+ κ
2
|Ψˆ|2
]
Ψˆ(t, x)
where µ is the chemical potential and κ is the strength of the two-body
interaction proportional to the scattering length. The condensation process
is often treated in the mean field approximation, i.e., it is assumed that the
field operator acquires a non-vanishing expectation value on the ground
state |Ω〉 of the system
〈Ω|Ψˆ(x)|Ω〉 = ψ(x).
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This motivate the (Bogolyubov) decomposition of the field operator as
Ψˆ ≈ ψIˆ+ χˆ,
where the field operator χˆ describes the quantum fluctuations around the
condensate, i.e., the non-condensate fraction of atoms (assumed to be small).
The ground state of the system is the vacuum state for the quasi-particles
(phonons) on top of the condensate. Thus, the condensation can be seen as
the field operator acquiring a non-vanishing vev, i.e., a spontaneous sym-
metry breaking (SSB) of the global U(1) symmetry of the system. This SSB
gives rise to a massless Goldston boson that is identified with the phonons
which propagate on top of the condensate.
At lowest order in the fluctuations, the dynamics of the condensate is
described by the Gross-Pitaevskii equation
i~
∂
∂t
ψ(t, x) =
(
− ~
2
2m
∇2 − µ+ κ|ψ(t, x)|2
)
ψ(t, x), (1.4)
in which the back-reaction of the fluctuations as been completely neglected.
Using the Madelung representation for the condensate field
ψ(t, x) ≡ ρ(t, x)e−iθ(t,x)/~
it is possible to rewrite eq. (1.4) in a fluid form,
∂tρ+∇ · (ρv) = 0 (1.5)
m∂tv +∇
mv
2
2
− µ+ κρ−∇ · ~
2
2m
∇√ρ√
ρ︸ ︷︷ ︸
Quantum potential
 = 0, (1.6)
where we have defined v ≡ ∇θm , the (locally) irrotational velocity field.
These equations are the continuity and Euler equation, respectively, for an
ideal, inviscid fluid with irrotational flow apart from the quantum potential
term in eq. (1.6). When this term can be neglected — the so called hydro-
dynamical regime — the assumptions considered in the case of physical
acoustic are met. Thus, the excitations over the condensate propagate as a
massless scalar field on a curved spacetime described by an acoustic metric
of the form eq. (1.2) with
Ω2 =
ρ
mcs
,
where c2s ≡ κρ/m is the sound velocity, i.e., the speed of phonons in the con-
densate . This shows that BECs are good candidates for analogue models
of gravity where, most importantly, the excitations which feel the acoustic
metric are genuinely of a quantum nature.
The spectrum of excitations in a BEC, without neglecting the quantum
potential, can be found by diagonalizing the equation for the χˆ field using
Bogolyubov mode transformations. The final result is that phonons have a
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dispersion relations given by4
ω2 = c2sk
2 +
~2k4
(2m)2
. (1.7)
This expression shows that
• phonons have a gapless spectrum, as expected since they are the Gold-
ston bosons of the U(1) SSB
• at low energies5, the dispersion relation is linear ω2 ≈ c2sk2. In this
limit phonons behave as relativistic particles, with cs playing the role
of the speed of light. This is consistent with the emergence of an
acoustic spacetime as seen above
• at high energies, the phonons’ dispersion relation become the one
of the non-relativistic atoms which constitute the system. There is
an interpolation between the regime λ  λc, where we have rela-
tivistic massless quasi-particles, and λ  λc, where we recover the
non-relativistic constituent of the system. The transition scale is de-
termined by the healing length λc ≡ ~/(mcs).
The dispersion relation clearly shows that, even if the low-energy dy-
namics of phonons possesses Lorentz symmetry — with cs as the invariant
speed — this is only an approximate symmetry bound to be violated at
high energies, where the Galilean symmetry is present. It is interesting to
ask whether starting from a relativistic BEC one can, in general, solve the
violations of Lorentz invariance just described.
The relativistic BEC as an analogue model was first analyzed in [88].
There it was shown that a relativistic BEC can indeed be seen as an analogue
model, even if out of reach of near future experiments. The way in which
the system is treated is analogous to the non-relativistic case. Using the
mean-field approximation to split the field operator — denoted now by φˆ
— in a condensed (classical) part φ and a quantum (fractional) fluctuations
ψˆ as φˆ ≈ φ(1 + ψˆ) the relativistic version of the Gross-Pitaevskii equation is
given by (
−m2)ϕ− 2λ|ϕ|2ϕ = 0, (1.8)
where m is the mass of the interacting Bose field considered, a λφ4 interac-
tion is assumed and no external potential is considered. The dynamics of
the fluctuations is determined by[
i~uµ∂µ − Tρ −mc20]ψˆ
]
= mc0ψˆ
†, (1.9)
where the condensate field has been expressed in Madelung form φ =
√
ρeiθ,
uµ ≡ ~∂µθ/m is proportional to the U(1)-symmetry current, c20 ≡ λρ~2/m2
incorporates the strength of the interaction, and
Tρ ≡ − ~
2
2mρ
∂µ(ρ∂µ)
4Assuming for simplicity the condensate at rest.
5More precisely, for wavelengths greater than the healing length, i.e., the characteristic
length-scale of the BEC’s dynamics given by ~/(mcs).
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is the relativistic equivalent of the quantum potential. After some manipu-
lations, a single equation for ψˆ can be obtained and is given by{
[i~uµ∂µ + Tρ]
1
c20
[−i~uµ∂µ + Tρ]− ~
2
ρ
ηµν∂µ∂ν
}
ψˆ = 0, (1.10)
Finally, when Tρ can be neglected, phonons — the gapless excitations,
see below — propagate as massless scalar fields on a curved spacetime char-
acterized by the acoustic metric given by
gµν = ρ
c
cs
[
ηµν + (1− c
2
s
c2
)
vµvν
c2
]
, (1.11)
where cs is the speed of sound and vµ = cuµ/ ‖u‖ is the velocity of the fluid
flow.
In this system, the dispersion relation for the perturbations around the
condensate can be obtained from eq. (1.10). Assuming for simplicity the
condensate to be at rest, and ρ, c0 and u0 to be constant both in space and
time the dispersion relation is
ω2± =c
2
{
k2 + 2
(
mu0
~
)2 [
1 +
(
c0
u0
)2]
(1.12)
±2
(
mu0
~
)√√√√k2 + (mu0
~
)[
1 +
(
c0
u0
)2]2 .
This is a generalization of the non-relativistic Bogolyubov dispersion rela-
tion eq. (1.7) and shows that in a relativistic BEC there are both gapless (ω−)
and gapped (ω+) excitations. The gapped excitations are typical of the rel-
ativistic systems since they arise from the presence of anti-particles — thus
they disappear in the non-relativistic limit — and do not propagate in gen-
eral on the acoustic geometry, when it can be defined. For what concern
the gapless excitations, which feel the acoustic geometry, their dispersion
relation shows that6
• in the low-momentum limit and when Tρ can be neglected: ω− ≈ csk,
i.e., the standard phononic dispersion relation is recovered
• in the high-momentum limit: ω± ≈ ck, i.e., the dispersion relation of
the relativistic bosons which constitute the system is found
In the case of a relativistic BEC there is again an interpolation between a
low-energy relativity group, with invariant velocity given by the speed of
sound, and the high-energy one characterized by the speed of light. Thus,
even if the system from which the acoustic spacetime emerges is relativistic,
the emergent physics is still only approximately Lorentz invariant due to
the interpolating behaviour between two relativity groups with different
limit velocities.
6See [88] for a more detailed analysis.
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1.2.3 Emergent dynamics?
Most of the research on analogue gravity so far has dealt with the questions
related to the emergence of a background spacetime and quantum field the-
ory on it. The analogue of gravitational dynamics is generally missing, i.e.,
the spacetime that emerges has a dynamics which cannot be cast in the form
of background independent geometric equations. It goes without saying
that QG theories have to be able to not only emerge a classical manifold as
a, well-defined, low-energy limit of whatever structure they deem as fun-
damental but also the dynamics of general relativity has to emerge.
In ref. [100] a first step in this direction was undertaken by showing how
Newtonian-like dynamics can emerge from a non-relativistic BEC analogue
model. In order to ask dynamical questions the back-reaction of quasi-
particles, the would-be gravitating matter, on the condensate has to be con-
sidered. This can be accomplished by using an improvement of the Gross-
Pitaevskii equation eq. (1.4), the so called Bogolyubov-de Gennes equation
which reads
i~
∂
∂t
ψ(t, x) =
(
− ~
2
2m
∇2 − µ+ κ|ψ|2
)
+ 2κ (n˜ψ + m˜ψ∗) , (1.13)
where n˜ = 〈χˆ†χˆ〉 and m˜ = 〈χˆχˆ〉 are the anomalous density and mass,
respectively. Given the non-relativistic nature of the underlying system,
the hope is to, at most, emerge Newtonian-like dynamics for the emergent
spacetime. In turn, this implies that the gravitating matter should be mas-
sive. Thus, it is necessary to introduce a soft U(1)-breaking term in order to
promote the phonons to Pseudo-Goldston bosons and make them acquire
a mass. As discussed in ref. [100], there are rather physical situations in
which such U(1)-breaking happens7.
Once the U(1) soft breaking is introduced, the analysis of both the emer-
gent acoustic metric and the hamiltonian of the quasi-particles — in the
low-momentum limit, and for nearly homogeneous condensate wave func-
tions — leads to the identification of an analogue gravitational potential
defined by
Φgrav(x) =
(µ+ 4λ)(µ+ 2λ)
2λm
u(x),
where λ is the strength of the soft breaking term and u(x) is the non ho-
mogeneous part of the condensate’s wave function. Finally, the dynamics
of this potential can be deduced from the Bogoliubov-de Gennes equation
and is given in terms of a generalized Poisson equation with a cosmological
constant term (see ref. [100] for further discussions),(
∇2 − 1
L2
)
Φgrav = 4piGNρmatter + Λ. (1.14)
In this equation ρmatter and Λ are determined by the anomalous mass and
density, L2 = ~2/(4m(µ + λ)) and the emergent Newton constant GN is
given in terms of the system parameters.
This model proves that it is possible to emerge a gravity-like dynamics
in analogue models based on BEC by considering the back-reaction of the
excitations on the very same emergent spacetime in which they propagate,
7The U(1) symmetry is associated with particles conservation.
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in the spirit of general relativity. Chapter 2 of this thesis offers the first ex-
ample of an analogue model able to simulate not only the kinematic — i.e.,
QFT on curved spacetime — but also the dynamics of a relativistic gravity
theory, even if not as rich as general relativity. The system exploited will be
a relativistic BEC, like the one introduced in the previous section.
1.3 Lorentz Invariance Violations
At the end of Sec. 1.2.2, we found that even when considering a relativistic
analogue system the emergent physics is only approximately Lorentz In-
variant. This tells us that discreteness and Lorentz Invariance (LI) are not
easy to reconcile and that Lorentz Invariance Violations (LIV) might be, if
present, an hint toward (certain kinds of) spacetime discreteness. More in
general, symmetries play a fundamental role in theoretical physics. In par-
ticular, spacetime symmetries are at the basis of quantum field theory and
general relativity. It is then natural to investigate and question the very
nature of these symmetries, in particular whether they are exact or acciden-
tal, i.e., emerging in the low-energy world that we can access with present
experiments.
(Local) Lorentz invariance is one of the best tested symmetries of Na-
ture even if the Lorentz group, being non-compact, makes its probing pro-
cess an endless task. As far as we can say, Lorentz symmetry presently ap-
pears to be an exact symmetry since tests of Lorentz invariance violations
have provided stringent bounds on possible violations [11, 140, 150]. So,
in principle, one could wonder about the point in questioning this sym-
metry. The answer, as is well known, comes from the fact that various
quantum gravity proposals seem to entail violations (or modifications) of
Lorentz symmetry at the fundamental level. Among the many examples
are models inspired by string theory [137], spacetime-foam models [15, 86],
semi-classical spin-networks calculations in LQG [92]8, non-commutative
geometry [66] and emergent gauge bosons models [50]. Furthermore, there
are also alternative models of gravity which incorporate Lorentz breaking
as a choice of preferred frame, like Einstein-Aether theory [125] and Horava
gravity [113]9; and, as previously discussed, condensed matter analogues
of emergent spacetime [21] which present LIV as a characteristic feature.
It is then imperative to test if such violations can be detected or, alter-
natively, used to rule out some QG scenario. In fact, any viable theory of
quantum gravity/spacetime needs to carefully treat LI in order to recover it
in the low-energy limit. This is far from trivial. Among the various QG the-
ories there are some that are not affected by this problem since they assume
LI from the outset, as in the case of CS theory [57, 58], while other proposals
modify the action of the Lorentz group by making it non-linear [11]. It is
worth mentioning that in the latter approach, known as doublyspecial rela-
tivity (DSR), modified dispersions relations such as the ones considered in
the following, are expression of an extended symmetry group. Accordingly,
naturalness arguments — topic of Chapter 3 — typical of LIV effective field
theory do not straightforwardly apply.
8See however ref. [192] for what concerns loop quantum gravity.
9The latter is claim to give a renormalizable theory of gravity UV complete. As such, it
is directly relevant for the quantum gravity community.
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For what concerns other approaches to QG, the quest for how to re-
cover LI at low energies should be of primary importance and it is, in many
cases, an open issue. Last but not least, it should be noted that discrete-
ness of spacetime — present in many QG models as previously argued —
is something that a priori is hard to reconcile with Lorentz invariance, thus
making LIV phenomenology central for discrete spacetime models.
1.3.1 An experimental window on Quantum Gravity
Searches for Lorentz Invariance Violations motivated by quantum gravity
are a prominent example of, successful, quantum gravity phenomenology.
Despite the fact that ideas concerning LIV were already present in the early
50s [75], only in recent times we have managed to have a fully fledged phe-
nomenological setting to study LIV in a systematic way. In most QG mod-
els which involve LIV, these enter through modified dispersion relations
(MDRs) like
E2 = p2 +m2A +
∞∑
n=1
ξ
(n)
A
pn
Mn−2
, (1.15)
where it is assumed that rotational invariance is preserved for simplicity10,
the subscript A labels different particles — leaving open the possibility that
the LIV coefficients are different for different particles — and dissipative
effects are not taken into account11. The scaleM appearing in these MDRs is
usually identify with the Planck mass, inspired by the idea that violations of
LI are due to QG effects. This being the case, in order to observe significant
deviations from exact LI we need either high energies (still well below the
Planck scale), propagation of signals for long time/distances, or to look
at particular reactions which can be modified — or even allowed only —
in presence of LIV. Here we report a (incomplete) list of possibilities that
could permit us to take a peek into the QG realm [140, 150]:
• in vacuum dispersion and vacuum birefringence
• normally forbidden reactions allowed by LV terms, e.g., photon de-
cay, vacuum Cˇerenkov effect and gravitational Cˇerenkov
• shifting of existing threshold reactions, e.g., GZK reaction
• synchroton radiation
• neutrino oscillations
Whereas MDRs constitute a kinematical framework for studies of LIV,
with the merit of allowing for constraints which are applicable to quite a
large class of scenarios, most of the constraints on LIV depend on the dy-
namics underlying the choice of MDR. A natural framework that allows
one to consider dynamical questions, without knowing the detail of the un-
derlying QG theory, is the Effective Field Theory (EFT) one. Indeed, EFTs
provide a way to extend the Standard Model (SM) of particle physics in-
cluding all LV operators of mass dimension 3 and 4, i.e., (power counting)
10We refer the reader to [140, 150] for further reviews on LIV, both theoretical and experi-
mental.
11We will come back to this point later in this section. See also Chapter 3.
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renormalizable, and higher than 4. This extension goes under the name of
Standard Model Extension (SME) [67]. Just to give an idea of the accuracy
to which LIV have been tested in this framework we report in Table 1.1
constraints available on the SME [140].
Order photon e−/e+ Protrons Neutrinosa
n=2 N.A. O(10−16) O(10−20) O(10−8 ÷ 10−10)
n=3 O(10−16) (GRB) O(10−16) O(10−14) O(40)
n=4 O(10−8) O(10−8) O(10−6) O(10−7)∗
TABLE 1.1: Typical strengths of the available constrains on
the SME at different n orders for rotational invariant, neu-
trino flavor independent LIV operators, from [140]. Up-
dated to 2013.
It has to be mentioned that, some QG models which entail LIV cannot
a priori be described by a low-energy EFT and, as such, can avoid most
of the stringent bounds on LIV. For a discussion of this point we refer the
interested reader to [11, 140]. In the following we will stick to the more
conservative EFT framework.
As we noted before, in the example of MDR in eq. (1.15) dissipative
terms are neglected and only dispersive ones are considered. This has also
been the case in the majority of the literature on LIV, overlooking a worthy
window on quantum gravity. As shown in [173], dissipative terms have
to be present for consistency with the Kramer’s relations, at least as far as
LIV are suppose to have a dynamical origin. Dissipative effects can also
be expected as a consequence of emergent-spacetime models [142]. Note
that, considering these effects in the MDRs leads to stringent constraints
on the coefficients of the dissipative terms from astronomical observations.
In the seminal work [142], the authors show that the bound on a possible
"viscosity of spacetime" term is able to push the scale of such a dissipative
effect way beyond the Planck scale. Thus, they conclude, any viable emergent
spacetime scenario should provide a hydrodynamical description of the spacetime
close to that of a superfluid (i.e., with zero viscosity).
We will come back to this point in Chapter 3, where we consider dissi-
pative effects and their naturalness.
1.3.2 The naturalness problem of LIV
The EFT approach, in the form of the Standard Model Extension, has been
an invaluable tool in testing Lorentz Invariance to an extreme accuracy.
However, the same approach raises also a new theoretical problem: why
is LI such a good symmetry at low energies? In fact, in EFT radiative cor-
rections will generically allow the unsuppressed percolation of higher di-
mensional Lorentz violating terms into the lower dimensional ones, giving
rise to mass dimension 3 and 4 operators, which are already in contrast
with observational bounds [69]. As such, we are left with three possibil-
ities: i) accept that LI is an exact symmetry of Nature; ii) existence of an
extreme fine-tuning in the LI violating terms at high energies; iii) existence
of protection mechanisms, e.g., custodial symmetries, which prohibit the
unsuppressed percolation. The first possibility will be discuss at length in
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the second part of this thesis and by definition falls outside of LIV phe-
nomenology. Among the second and third possibility, the former is much
less appealing than the latter, even if it would not be the first fine-tuning
problem in theoretical physics12.
We briefly discuss now which kind of protection mechanisms have been
envisaged for resolving this fine-tuning problem (see ref. [140] for an ex-
tended discussion and ref. [2] for recent developments).
SUSY as a custodial symmetry: In this case supersymmetry is consid-
ered as a custodial symmetry which forbids lower dimensional LI violat-
ing operators. Although SUSY is strictly related to Lorentz symmetry, it
is still possible to violate the latter while preserving the former. In this
sense, SUSY is allowed to play the role of custodial symmetry for LIV. It
has been shown that, when imposing unbroken SUSY on LIV EFTs, the
lower dimensional LI violating operators which are admitted have mass
dimension 5 and they do not produce lower dimensional ones via radia-
tive corrections [56, 105]. However, SUSY is certainly broken in Nature
and SUSY breaking allows for the percolation of LIV to renormalizable op-
erators, though in this case the percolation is suppressed by ratio of the
SUSY-breaking scale with the Planck one. Mass dimension three operators,
despite the suppressing factor, are problematic and lead to fine-tuning in
order to agree with observations, but they can be eliminated by imposing
CPT symmetry in QED. For what concerns mass dimension 4 operators in-
stead, they are sufficiently suppressed provided SUSY breaking happens
below 100 TeV. The case of SUSY, and other models involving a sponta-
neous symmetry breaking [198], can serve as a paradigmatic example for
the possibility of new (a priori Lorentz invariant) physics between the elec-
troweak scale and an eventual Lorentz breaking at the Planck scale.
Gravitational confinement: Another possible solution to the LIV fine-tuning
problem is to restrict the violation to the gravity sector of the theory, leaving
the matter sector LI, as in the case proposed by Pospelov and Shang [185].
In particular, a separation between the Planck and the LIV scale in the grav-
ity sector — with the latter taken to be smaller than the former — was used
to show how percolation can be tamed. This proposal relies on the Planck
mass suppressed vertices that appear in the matter sector due to the cou-
pling with gravity and on the fact that LIV in the gravitational sector is not
so stringently tested [185].
RG flow and strong coupling: Finally, a third possible way of achieving an
infrared protection from high-energy LIV is the one envisaged by Nielsen
and collaborators in the seventies, which makes use of renormalization-
group techniques [163, 164]. While the standard logarithmic running to-
wards a LI theory in the infrared is generically not fast enough to be com-
patible with current observations, it was nonetheless noticed that a strong
coupling close to the Planck scale can sufficiently enhance the running such
that almost exact LI is rapidly achieved. This is the basic idea behind the
proposal of ref. [33].
12The cosmological constant, the mass of the Higgs and various hierarchy problems in
particle physics are concrete examples of other fine-tuning problems.
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Let us stress that, the presence of the naturalness problem does not detract
anything from phenomenological studies. In fact, test of Lorentz symmetry
— which basically ignore this problem — are valuable in view of the fact
that a definitive QG theory is missing and over restrict our models would
not be a long-sighted choice13.
In Chapter 3 the naturalness problem will be revisited by showing, in a
neat way, that a separation between the EFT scale and the Lorentz violation
one can tame the percolations — as often argued in the literature. Further-
more, the case in which dissipative terms are involved, largely overlooked
in the literature, will be considered.
1.4 Causal Set Theory and Non-Locality
Causal Set (CS) theory is an approach to quantum gravity based on discrete-
ness and causal order, which preserves Lorentz Invariance. The original
idea can be traced back to the late 80s [58]14 and it is based on results which
show the fundamental nature of causal order in Lorentzian geometry.
Given a spacetime, i.e., a couple (M, g) composed of a differentiable
manifoldM and a metric g, the causal order is defined by the set of space-
time pointsM— now seen as merely a set of events, without its standard
manifold-like topological character — and a partial order relation (in spa-
tiotemporal terms, given two points x, y ∈ M, x ≺ y means that x is in
the causal past of y). It is known that, starting from (M,≺), it is possible
to recover all the mathematical structures of spacetime geometry [108, 144,
174, 202]: its topology, differential structure and its metric up to a conformal
factor.
The failure of the reconstruction theorems to account for the conformal
factor, i.e., the necessity to define a measure on spacetime in order to re-
cover the volume information and fix it, was one of the motivations for
the assumption of discreteness which is at the basis of the theory. In fact,
assuming a discrete structure permits to gain the volume information in
a very intuitive way: by counting elements [202]; thus, a discrete structure
might be able to incorporate all the information needed to recover geome-
try. As already discussed, there are also various physical reasons to assume
the small-scale structure of spacetime to be discrete and they come from
quantum mechanical arguments. The natural discretization scale emerging
from these arguments — the Planck scale — is such that lP → 0 if ~ → 0,
i.e., spacetime discreteness is inherently quantum [202].
Causal Set theory combines discreteness and causal order to produce a
discrete structure on which a quantum theory of spacetime can be based. In
particular, the Planck scale cut-off is implemented through the covariantly
well-defined spacetime volume l4P . This leads to the definition of causal
set as a locally finite partial order. In other words, a causal set is a set C
endowed with a partial order relation  satisfying
1. reflexivity: x  x
13As already commented, some approaches to QG cannot be formulated in the EFT frame-
work. This allows them to elude, a priori, the naturalness problem.
14Similar constructions were proposed independently in the same period [161, 213].
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2. acyclicity: if x  y  x ⇒ x = y
3. transitivity: ∀x, y, z ∈ C x  y  z ⇒ x  z
4. local finiteness: ∀x, y ∈ C with x  y the cardinality of
I(x, y) ≡ {z ∈ C|x  z  y} is finite
The last axiom, local finiteness, characterizes causal sets. In fact, the first
three axioms are valid for every spacetime — without close causal curves
— and it is the last one which encodes the fact that causal sets are discrete.
The basic hypothesis of the causal set program is that, at small scales
the continuum spacetime which we experience is superseded by a discrete
structure and it is recovered only as a macroscopic approximation. Thus,
continuum spacetime is an emergent concept in CS theory.
1.4.1 Kinematics
Kinematical results — i.e., results which make no reference to any partic-
ular dynamical law — in CS theory are numerous, we focus here on the
specific question: when is a causal set well approximated by a Lorentzian
manifold? The answer to this question is clearly central to the development
of a phenomenology of causal sets.
Given a spacetime, the discretization procedure chosen has to respect
the Volume-Number correspondence, i.e., the possibility to recover volume
information by counting elements, which is at the basis of the CS program.
It is important to note that, a naïve regular discretization is never compat-
ible with this correspondence, as it can be shown by boosting a regular
lattice [212]. In order to implement the volume-number correspondence a
random lattice discretization is needed.
A causal set C can be generated from a Lorentzian spacetime (M, g) via
the sprinkling process. This consists of a random Poisson process of select-
ing points in M, with density ρ, in such a way as to respect the volume-
number correspondence on average, i.e., the expected number of points in
a spacetime region of volume V is ρV . The sampled points are then en-
dowed with the casual order of (M, g) restricted to the points, see figure 1.1.
A causal set C is said to be well-approximated by a spacetime (M, g) —
M≈ C — if it can arise with high probability by sprinkling intoM.
The sprinkling process is not a dynamical process from which causal
sets arise, i.e., at this level no dynamical law that describes the causal set
has been introduced. It is purely kinamatical. Nonetheless, this process
allows one to describe, e.g., the dynamics of fields propagating on causal
sets which are well-approximated by spacetimes of interest. In particular,
for the rest of this work we will be mainly concerned with causal sets that
are well-approximated by d-dimensional Minkowski spacetime.
1.4.2 Lorentz Invariance and Non-locality
Among the various attractive features of causal sets as a discrete founda-
tion for quantum gravity, the one which truly distinguishes the theory is
undoubtedly (local) Lorentz Invariance.
Since the theory is discrete, it is important to define what Lorentz Invari-
ant actually means. LI is refereed to the continuum approximation to the
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FIGURE 1.1: Sprinkling of 500 points in a 2d diamond of
Minkowski spacetime. In the right panel are shown also
the links between points, i.e., the irreducible relations not
implied by the others via transitivity.
discrete structure rather than to the causal set itself. Whenever a continuum
is a good approximation, discreteness must not, in and of itself, serve to dis-
tinguish a local Lorentz frame at any point [79, 112]. Given its importance,
the quest for LI has been formulated in mathematically rigorous terms and
takes the form of a theorem in [57]. The proof is based on two observations:
causal information is Lorentz invariant and so is the Poisson distribution
since probabilities depend only on the covariantly defined spacetime vol-
ume. These observations already show that the whole sprinkling process is
Lorentz Invariant. However, the fact that the sprinkling process is LI does
not, a priori, ensure that the single realization does not pick a preferred
frame. In [57] this gap was filled by proving that each individual realiza-
tion of the sprinkling process is LI15. The proof works by showing that there
does not exist, in Minkowski spacetime, a measurable equivariant map —
i.e., that commutes with Lorentz transformations — which can associate a
preferred direction to sprinklings, and it is based on the non-compact na-
ture of the Lorentz group. In spacetime other than Minkowski, the existence
of local Lorentz Invariance can be claimed on similar grounds.
On top of the theoretical arguments, Causal sets’ phenomenological mod-
els — some of which will be briefly illustrated below — exhibit Lorentz
invariance, thus proving that the symmetry is preserved in physically rele-
vant circumstances.
Non-locality in Causal Sets
Preserving Lorentz Invariance while assuming a fundamental discreteness
of spacetime comes at a price: A fundamental non-locality of causal sets.
To see this, consider the nearest neighbours to a given point in a causal set
well-approximated by Minkowski spacetime. These will lie roughly on the
15In fact, the proof is even more general and shows that the sprinklings cannot be used to
pick even only a time direction. Furthermore, as a corollary to the theorem, it is shown that
a sprinkling cannot determine a preferred location in Minkowski spacetime, thus extending
the results to the whole Poincaré group.
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FIGURE 1.2: Considering the causal past of a given point,
the nearest neighbours to it, i.e., the points connected with
the chosen one by links, lie roughly on the hyperboloid ly-
ing one Planck unit of proper time away from that point.
hyperboloid lying one Planck unit of proper time away from that point and
therefore will be infinite in number, see figure 1.2. While this is a dramatic
departure from local physics, due to the causality properties of the under-
lying discrete structure no violations of causality whatsoever occur.
This non-locality manifests itself also in the definition of a non-local
d’Alembertian for a scalar field on the causal set. The non-local d’Alembertian
is a discrete operator that reduces in the continuum limit to the standard
(local) wave operator. The precise form of this correspondence is given by
performing an average of the causal set d’Alembertian over all sprinklings
of Minkowski, giving rise to a non-local, retarded, Lorentz invariant linear
operator in the continuum, nl, whose non-locality is parametrised by a
scale ln. In particular, this non-locality scale is conjectured to be much larger
than the discreteness one [203] — in order to tame the fluctuations of the
discrete operator — and this fact opens up interesting phenomenological
possibilities. Locality is restored in the limit ln → 0 in which nl → .
The non-locality scale ln is the free parameter of the theory on which phe-
nomenological bounds should be cast. The general expression for the non-
local d’Alembertians in flat spacetime of dimension d was introduced in
ref. [17] and is given by
(d)ρ φ(x) = ρ
2
d
(
α(d)φ(x) + ρ β(d)
Nd∑
n=0
C(d)n
∫
J−(x)
ddy
(ρV (x, y))n
n!
e−ρV (x,y)φ(y)
)
,
(1.16)
whereNd is a dimension dependent positive integer, ρ = 1/ldn, V (x, y) is the
volume of the causal interval between x and y, J−(x) indicates the causal
past of x and the coefficients α(d), β(d) and C(d)n can be found in equations
(12)-(15) of ref. [80]. In ref. [35] the canonical quantization of the non-local,
free scalar field theory was performed. A different quantization scheme
was investigated, considering non-local field theories that share some com-
mon features with the ones derived from causal sets, with similar results
in [195].
Non-locality in this thesis
Most dynamical system in Nature are described by differential equations
involving at most two derivatives in time. However, several models of
QG predict a non-local dynamics governed by equations of motion with in-
finitely many higher order derivatives — e.g., String Field Theory (SFT) [158,
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214], field theories on non-commutative spacetimes [78], QFTs with a mini-
mal length scale [114] and CS theory as exemplified by eq. (1.16). The focus
of the present work is on dynamical equation of motions with infinitely
many powers of , i.e., → f(). On one hand, the presence of an infinite
number of derivatives, in contrast to higher than second (in time) but finite
derivatives, is justified by the fact that in this way it is possible to evade the
assumptions of the Ostrogradsky theorem [172] and thus avoid the related
dynamical instabilities. On the other, considering infinite powers of  is
consistent with (local) Lorentz Invariance. As it will result clear in Chap-
ter 4, CS theory belongs to a class of theories for which f() is non-analytic,
whereas in the example of SFT the function is analytic. In the second part
of this thesis, the non-local scalar field theory derived from CS theory and
the phenomenology associated to the non-locality of both analytic and non-
analytic functions will be investigated in detail.
Finally, even though causal set theory motivates our study of (a specific
realization of) non-locality, it should be noted that this feature can be seen
to emerge in various QG scenarios, albeit in different forms. For example
non-locality has been considered: to cure the divergences of QFTs [87]; in
AdS-CFT [147], string theory [61] and spin-foam models/LQG [146, 186];
to find a way out of the information-loss problem [98]; as a characteris-
tic feature of non-commutative geometry [78]; for applications in both the
early Universe [29] and late times cosmology [143]; and it appears also as a
feature of quantum field theories with a minimal-length scale [114]. Given
that QG models which aim at preserving LI while postulating some form of
discreteness suggest to consider dynamical random lattices16 and that the
argument exemplified in figure 1.2 rests on the random nature of points’
locations as well as the non-compacteness of Lorentz group, it is tempting
to conjecture that non-locality is a direct consequence of Lorentz Invariant
discreteness [20, 91, 112, 206].
1.4.3 CS Phenomenology (so far)
Despite a quantum dynamics for the theory is presently missing, CS theory
offers a broad range of phenomenological models and predictions based on
its kinematical playground. This may seem restrictive, however it should
be noted that most of the approaches to QG have difficulties to answer dy-
namical questions and most of the QG phenomenology is based on kine-
matical properties expected from QG models.
Here we report on a (non exhaustive) list of phenomenological works
and characteristic effects of CS quantum gravity:
• (Heuristic) prediction of the cosmological constant magnitude [204].
This prediction dates back to 1990 when the acceleration of the expan-
sion of the Universe was far from being discovered.
• Ever present Λ: a proposal for a model of fluctuating cosmologi-
cal constant that could possibly be in agreement with recent data of
BOSS, the Baryon Oscillation Spectroscopic Survey, part of the Sloan
Digital Sky Survey [3, 4, 31, 72, 90]
16See discussion in Sec. 7 of [197]
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• Particles swerves: massive point particles which propagate on a causal
set will swerve due to the discreteness of the background. This pro-
cess leads to the unique LI diffusion equation in momentum space [81,
178]. This equation presents only one free parameter that has been
constrained using astrophysical data [149]
• Polarization diffusion: extension of the previous model to massless
particles which has been confronted with CMB polarization data [70]
The swerves process, although valuable for pointing out the unique LI dif-
fusion equation in momentum space, considers the highly idealized case of
point particles propagating on causal sets. A more realistic model should
take into account the propagation of fields on causal sets. In this respect, it
is clear that the operators in eq. (1.16), and in particular their non-locality,
offers the possibility for new phenomenological studies. We will come back
to this topic in Chapter 4 of this thesis.
1.4.4 Dynamics
Even though this thesis will not touch upon the dynamics of CS theory, if
not transversely, it is worth spending some words on it given its central role
for any QG theory. In fact, at present among the various proposals for a QG
theory, none can claim to have the dynamics under control.
Causal sets are suited for being histories in a sum-over-histories — i.e.
a path-integral — approach to QG dynamics. Indeed, a discrete theory of
spacetime could succeed in the attempt to give a (rigorous) meaning to the
QG partition function
Z =
∫
Geometries,Topologies?...
D[g]eiS[g] −→ Z =
∑
C
eiSBDG ,
where the last sum is over CSs and SBDG stands for Benincasa–Dowker–
Glaser action [44, 80].
Whereas a line of research tries to define the dynamics of causal sets
from first principles [188], another one tries to obtain an action for causal
sets which correspond to the Hilber–Einstein action in the continuum. This
second way was paved in [44], and since then several other works in that di-
rection have appeared [45, 60, 80, 102]. The causal set action can be derived
starting from the causal set non-local d’Alembertian in curved spacetime.
In this thesis we will be concerned with the flat spacetime case but we will
briefly discuss the generalization to curved spacetime.
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Chapter 2
Analogue Gravity as a toy
model of Emergent spacetime
And I cherish more than anything else the
Analogies, my most trustworthy masters.
They know all the secrets of Nature, and
they ought to be least neglected in
Geometry
Johannes Kepler
The reasons why spacetime — and gravity — should be an emergent
phenomenon go from the non-renormalizability of GR to the impossibil-
ity, as for now, to consistently quantize gravity. Even more striking are
the links between thermodynamics and gravitation — black-hole thermo-
dynamics [28, 109, 110]; membrane description of event horizon [71, 216];
the AdS/CFT correspondence [145]; the gravity/fluid duality. In particu-
lar, in a seminal work [127] Jacobson showed that Einstein equations can
be derived from the thermodynamics of local causal horizons paving the
way to the idea that spacetime/gravity could be a coarse-grained (a.k.a.
thermodynamical) description of a more fundamental microscopic theory.
In a recent work [126] by the same author, a new derivation of the Einstein
equation has been obtained from the point of view of statistical physics, i.e.,
exploiting a principle of maximum entropy, lending further support to the
emergence paradigm.
While the emergent gravity paradigm might seem at odd with some ap-
proaches to quantum gravity it is not necessarily incompatible with them.
In particular, emergence akin to that in condensed-matter systems has been
increasingly studied within the quantum gravity community in order to
understand the emergence of spacetime and gravity from different funda-
mental ontologies1. In this sense, emergent gravity settings might end up
being more a completion of quantum gravity scenarios rather than a drastic
alternative.
In this context Analogue models, and in particular analogue models
based on fluid mechanics or the fluid dynamic approximation to BECs,
are specific examples of emergent physics in which the microscopic level is
well understood. As such, they are useful for providing hints as to how
such a procedure might work in a more fundamental theory of quantum
1See also [24] for a recent extension of these ideas to electromagnetism
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gravity. In fact, an active stream of works takes literally the idea of Bose-
Einstein condensation at the basis for the emergence of spacetime from pre-
geometric structures [82, 83, 99, 117, 168, 170, 171, 197] and largely exploits
analogue gravity techniques.
As discussed in Sec. 1.2.2, most of the research on analogue gravity
so far has dealt with questions related to the emergence of a background
spacetime and quantum field theory on it, i.e., QFT on a fixed background.
This has its intrinsic value since it permits to investigate important effects
like Hawking radiation [22, 124, 218] and cosmological particle produc-
tion [228, 230] — otherwise out of our reach — in laboratory systems fully
under control. However, in general the emergent spacetime has a dynam-
ics which cannot be cast in the form of background-independent geomet-
ric equations, precluding the possibility of going beyond fixed background
scenarios. Nonetheless, there are have been in recent times attempts of re-
producing the emergence of some gravitational dynamics within analogue
gravity systems (see e.g. [100, 129, 222, 223]).
The BEC model withU(1) soft-breaking terms, described in the Sec. 1.2.3,
is an example of analogue model with emergent dynamics encoded in a
modified Poisson equation. Noticeably, this equation is sourced, as in New-
tonian gravity, by the density of the quasi-particles (the analogue of the
matter in this system) while a cosmological constant is also present due to
the back-reaction of the atoms which are not part of the condensate (the
so called depletion factor) [89, 199]. While the appearance of an analogue
gravitational dynamics in a BEC system is remarkable, it is not a surprise
that this analogue system is able to produce only Newtonian-like gravity
since it is based on the non-relativistic BEC. Nonetheless, a derivation of
relativistic gravitational dynamics in analogue models has been missing so
far.
Remarkably, BEC can also be described within a completely relativistic
framework [88], as noted in Sec. 1.2.2. It is then natural to expect that a
relativistic BEC (rBEC) might provide a suitable model for the relativistic
dynamics of an emergent spacetime. This is the subject of this Chapter.
2.1 Complex scalar field theory: relativistic BEC
Let us start by considering the general theory for a relativistic Bose–Einstein
condensate. This is generically described by a complex scalar field en-
dowed with an internal U(1) symmetry which ends up to be spontaneously
broken below some critical temperature [46, 106, 107, 134]. Note that in the
present case it is not necessary to introduce U(1)-breaking terms in order
to recover some gravitational dynamics, in contrast to the non-relativistic
case [199]. Indeed, the U(1) breaking was necessary in the non-relativistic
BEC case since in Newtonian-like gravity massless particles cannot be treated
and the back-reaction of massive particles is needed. Since we expect to
emerge a relativistic gravity dynamics, even only massless gravitating quasi-
particles would be enough.
For the general treatment of the rBEC we shall closely follow [134], to
which we refer the reader for a detailed analysis. The Lagrangian of the
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system is given by
L = −ηµν∂µφ†∂νφ−m2φ†φ− λ(φ†φ)2. (2.1)
The theory has a U(1)-invariance under phase rotation of the fields. The
corresponding conserved current is given by
jµ = i(φ
†∂µφ− φ∂µφ†). (2.2)
Space integral of the zeroth component of current gives the conserved charge,
Q = i
∫
d3x(φ†∂tφ− φ∂tφ†). (2.3)
To describe the theory at a finite temperature T = 1/β we Wick-rotate the
time τ = −it and periodically identify the fields with a period τ = β. In-
stead of using a complex field, it is convenient to use the real and imaginary
parts of φ as dynamical variables: (φ1 + iφ2)/
√
2. Defining the momentum
conjugate to the fields as pii = ∂φi/∂t for i = 1, 2, the partition function at a
finite value of charge is then given by
Z = N
∫
Dpi1Dpi2Dφ1Dφ2 exp
[∫ β
0
dτ
∫
d3x
(
ipi1φ˙1 + ipi2φ˙2 − [H− µQ]
)]
,
(2.4)
where µ is the chemical potential sourcing the charge densityQ = φ2pi1 − φ1pi2
in the system andH is the Hamiltonian density
H = 1
2
(
pi21 + pi
2
2 + (
~∇φ1)2 + (~∇φ2)2 +m2
(
φ21 + φ
2
2
))
+
λ
4
(φ21 + φ
2
2)
2. (2.5)
The total amount of charge at equilibrium can be obtained from the parti-
tion function as
Q =
1
β
∂
∂µ
lnZ. (2.6)
In the laboratory, one prepares the system with some net amount of charge
Q and the value of µ is obtained by inverting eq. (2.6).
The integral over momenta in eq. (2.4) is a Gaussian integral. Hence, the
momenta can be integrated away. This gives
Z = Nβ
∫
Dφ1Dφ2 exp
[
−
∫ β
0
dτ
∫
d3x Leff
]
, (2.7)
where Nβ is a β dependent constant, and Leff is the effective Lagrangian of
the theory given by
Leff = 1
2
(
φ˙21 + φ˙
2
2 + (
~∇φ1)2 + (~∇φ2)2
)
+ iµ(φ2φ˙1 − φ1φ˙2) + V (φ) (2.8)
where V (φ) is the effective potential given by
V (φ) =
1
2
(m2 − µ2)(φ21 + φ22) +
λ
4
(φ21 + φ
2
2)
2 (2.9)
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From the form of the effective potential it is clear that at a given β if µ > m
then the system is in the broken U(1) phase and the condensate has formed.
It can be shown [134] that this phase transition is second order and the
critical temperature is given by
Tc =
3
λ
(
µ2 −m2) . (2.10)
Later we shall be interested in the massless limit for which the critical tem-
perature is given by Tc = 3µ2/λ. Thus, in the massless case, a non-zero
chemical potential is necessary in order for the U(1) symmetry to be broken
and the condensate to be formed at a finite non-zero critical temperature.
In the following we shall always consider the system to be at temperatures
T  Tc, so that thermal effects can be safely neglected.
2.2 Relativistic BEC as an analogue gravity model
The effective Lagrangian of eq. (2.8) can be rewritten in terms of the com-
plex valued fields as
Leff = −ηµν∂µφ∗∂νφ−m2φ∗φ− λ(φ∗φ)2 + µ2φ∗φ+ iµ(φ∗∂tφ− φ∂tφ∗)
(2.11)
The equation of motion for φ is obtained by variation with respect to φ∗ and
we get, (
−+m2 − µ2 − 2iµ ∂
∂t
)
φ+ 2λ(φ∗φ)φ = 0. (2.12)
We can factor out explicitly the dependence on the chemical potential and
write the field as
φ = ϕeiµt. (2.13)
This gets rid of the µ dependent terms and we get(
−m2)ϕ− 2λ|ϕ|2ϕ = 0. (2.14)
This was the starting equation in ref. [88] where the acoustic metric was
first derived.
Following our discussion in Sec. 1.2.2, let us decompose the field ϕ as
ϕ = ϕ0(1 + ψ), where ϕ0 is the condensed part of the field (〈ϕ〉 = ϕ0),
which we take to be real, and ψ is the fractional fluctuation. The reality
of the condensate order parameter is the crucial assumption here. We will
comment on this in the discussion section. Note that ψ is instead complex
and 〈ψ〉 = 0. It can be written in terms of its real and imaginary parts
ψ = ψ1 + iψ2. Substituting this decomposition in eq. (2.14) and taking the
expectation value we get the equation of motion for the condensate
(−m2)ϕ0 − 2λϕ30 − 2λϕ30
[
3 〈ψ21〉+ 〈ψ22〉
]
= 0, (2.15)
where we have assumed that the cross-correlation of the fluctuations van-
ish, i.e., 〈ψ1ψ2〉 = 0. This is justified a posteriori by equations (2.19), which
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show that ψ1 and ψ2 do not interact with each other at the order of ap-
proximation we are working. eq. (2.15) determines the dynamics of the
condensate taking into account the backreaction of the fluctuations. It is the
relativistic generalization of the Gross–Pitævskii equation [181].
2.2.1 Dynamics of perturbations: acoustic metric
Having determined the dynamics of the condensate we now want to calcu-
late the equations of motion for the perturbations themselves. To this end,
we insert ϕ = ϕ0(1 + ψ1 + iψ2) in eq. (2.14) and expand it to linear order
in ψ’s. Using the Gross–Pitævskii equation to that order and separating the
real and imaginary parts we get the equation of motion for ψ1 and ψ2,
ψ1 + 2ηµν∂µ(lnϕ0)∂νψ1 − 4λϕ20ψ1 = 0, (2.16a)
ψ2 + 2ηµν∂µ(lnϕ0)∂νψ2 = 0. (2.16b)
We therefore see that ψ2 is the massless mode, which is the Goldstone bo-
son of the broken U(1) symmetry, while ψ1 is the massive mode with mass
2ϕ0
√
λ. We now define a “acoustic” metric, which is conformal to the back-
ground Minkowski,
gµν = ϕ
2
0 ηµν . (2.17)
The relation between the d’Alembertian operators for gµν and ηµν is given
by,
g =
1
ϕ20
+ 2
ϕ20
ηµν ∂µ(lnϕ0) ∂ν . (2.18)
Equations (2.16) can be written in terms of the d’Alembertian of gµν as
gψ1 − 4λψ1 = 0, (2.19a)
gψ2 = 0. (2.19b)
We see from eqs. (2.19) that the fluctuations propagate on a curved metric,
called the acoustic metric, which in this case is conformal to the background
Minkowski space eq. (2.17). Note that in this derivation there was no low-
momentum approximation needed in order to derive the acoustic metric.
2.3 Relation to previous results
The following section is devoted to the connection with the previous results
on relativistic BEC as analogue models presented in [88] (see also Sec. 1.2.2).
As noted earlier, eq. (2.14) correspond to eq. (1.8), i.e., the starting equa-
tion of ref. [88] in which the acoustic metric felt by the perturbations of con-
densate was derived for the first time. Furthermore, that work showed that
the acoustic metric coincides with the one derived in ref. [221]2 for the rel-
ativistic flow of an inviscid, irrotational fluid with a barotropic equation of
state. The perturbations of such a fluid propagate on an acoustic geometry
2See also [47, 159] for an earlier derivation
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which is disformally related to the background Minkowski space,
gµν = ρ
c
cs
[
ηµν +
(
1− c
2
s
c2
)
vµvν
c2
]
, (2.20)
where cs is the speed of sound and vµ = cuµ/ ‖u‖ is the velocity of the fluid
flow. Here uµ ≡ ~mηµν∂νθ is the usual four vector directly associated to the
spacetime dependence of the phase of the background field written in the
Madelung form ϕ =
√
ρeiθ (see [88] for a detailed discussion). Given the
disformal form of the acoustic metric found in all these studies, it might
seem quite surprising that the acoustic metric in the present case is con-
formal to the flat space. More importantly, there is no Lorentz violation in
the dynamics of the perturbations in our system: perturbations experience
the same acoustic metric both at low and high momenta. Since the acoustic
metric is conformally flat they propagate with the “speed of sound” equal
to c (the speed of light).
The point is that we have assumed ϕ0 to be real which is tantamount
to have a constant phase θ. It is indeed possible to start from the general
equations of Sec. 1.2.2 and ref. [88] and try to see what happens in the limit
in which the phase of the order parameter becomes a spacetime constant (in
particular zero for simplicity). The results of this kind of limiting procedure
are the following: first of all the dispersion relations in eq. (1.12) becomes
the dispersion relations for a massless and a massive mode that one can de-
rive from eq. (2.16); secondly, the parameter b, used in ref. [88] to define the
low momentum limit — i.e., the approximation in which the acoustic met-
ric can be derived —, approaches infinity in the present case so that the low
momentum limit is always satisfied. With the same limiting procedure it is
also possible to show that the speed of sound becomes equal to the speed of
light as it is in our current treatment and as should be expected by the dis-
persion relations which do not show anymore the Lorentz violating terms.
Finally, another quantity that remain well define despite of the limit is the
fluid four velocity, in fact one can easily see that vµvµ = −c2 and vµ is finite.
This explanation has the weakness to not be straightforwardly applicable
to massless particles, that we shall assume later, as the definition of uµ be-
comes singular in this limit. But it seems to be possible to take the massless
limit at the end of the calculation when no quantity directly depends on the
mass. The discussion of the massless boson gas condensation would need
a separate treatment in case one wants to purse the fluid analogy.
The previous discussion shows that the limiting procedure is well de-
fined. The final step then is to see how the acoustic metric can be read off
from the perturbation equations in such a limit of constant phase and if this
metric is really conformally flat. For doing this is sufficient to start from
eq. (1.9) and take the limit of constant phase, then one obtain
(+ ηµν∂µ ln ρ∂ν)ψ − 2λρ(ψ + ψ†) = 0
which is equivalent to eq. (2.16), where ρ corresponds to ϕ20. From this
equation we already know that it is possible to read out the conformally flat
acoustic metric felt by the perturbations. Note also that the same conclusion
can be obtained starting from eq. (2.20) and looking at the case in which
cs = c. It should be noted that, the equality between the speed of sound
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and the speed of light gives rise to the fact that in this system there has no
interpolation phase between two relativity groups with two limit speeds (cs
in the IR limit, c in the UV one), thus the relativity group remains always
the same at any energy. This is hence an example of a model of emergent
space-time where the low and high energy regime share the same Lorentz
invariance. This point is not trivial since, as far as we know, there is no
toy model of emergent spacetime in which Lorentz violation is screened in
this way at the lowest order of perturbation theory. The case at hand shows
that it can be possible at the price of some non-trivial conditions on the
background system, i.e., fine-tuning in a certain sense.
While the above discussion shows how the current result is related to
that of Sec. 1.2.2, we should also stress that the starting formalisms are in-
deed different. In Sec. 1.2.2 and ref. [88] the condensation was assumed a
priori and the rest followed, here we have used the Grand Canonical for-
malism that is more suited to show that a condensation actually happens
and also permits to derive the critical temperature for the interacting case.
The crucial feature is that this formalism allowed us to single out explicitly
the chemical potential that gives to us a mass scale that we will use in the
next sections in order to rescale the fields.
2.4 Emergent Nordström gravity
In Sec. 2.2.1 we saw that the fluctuations of the condensate, also called the
quasi-particle excitations, are oblivious of the flat background metric. They
instead experience a curved geometry dictated by the condensate and the
background. On the other hand, they back-react on the condensate through
the relativistic generalization of the Gross–Pitaevskii equation (2.15). It is
natural to ask if it is possible to have a geometric description of the dynam-
ics of the condensate too.
The Ricci tensor of the acoustic metric (2.17) can be calculated to be
Rg = −6 ϕ0
ϕ30
. (2.21)
Dividing the relativistic Gross–Pitaevskii equation by ϕ30, eq. (2.15) can be
written as
Rg + 6
m2
ϕ20
+ 12λ = 〈Tqp〉, (2.22)
where we have defined 〈Tqp〉 := −12λ
[
3 〈ψ21〉+ 〈ψ22〉
]
and the subscript
“qp" reminds us that this quantity is determined by the quasi-particle exci-
tations of the condensate.
Eq. (2.22) is evidently reminiscent of the Einstein–Fokker equation de-
scribing Nordström gravity [73, 101],
R+ Λ = 24pi
GN
c4
T, (2.23)
where R and T are, respectively, the Ricci scalar and the trace of the stress-
energy tensor of matter. Unfortunately, the gravitational analogy of our
equation is spoiled by the mass term. Therefore we will consider our system
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in the zero mass limit. Notice that, as discussed earlier, this limit does not
spoil the presence of a condensate (see eq. (2.10)) or the uniqueness of the
Lorentz group for constituents and excitations found in Sec. 2.3. We shall
come back to the physical reasons for this limit in the discussion section.
The striking resemblance of equations (2.22) with zero mass term and (2.23)
should not distract us from the need of one more step before comparing
them. Indeed, the dimensions of the various quantities appearing in eq. (2.22)
are not canonical and need to be fixed for such comparison to be meaning-
ful. This is due to the fact that, as is usual in the analogue gravity literature,
our acoustic metric is a dimensional quantity because ϕ0 is dimensional.
The fractional perturbations ψ1 and ψ2, on the other hand, are dimension-
less. We therefore need rescaling of the fields in order to have a dimension-
less metric and (mass) dimension one scalar fields propagating on it.
Field redefinition
We are going to redefine the fields in such a way to have a dimensionless
acoustic metric and mass dimension one scalar fields propagating on it. The
dimension of the field is given by [φ] =
√
ML/T 2, the chemical potential has
the dimension of an energy and [λ] = T 2/ML3. First of all we redefine the
background field (the condensate part) ϕ0 as
ϕ˜0 =
√
~c
µ
ϕ0, (2.24)
in such a way to render it dimensionless. Note that, this redefinition is unique
since only one mass scale given by the chemical potential is present. Analo-
gously, we redefine the perturbation field as
ψ˜ =
µ√
~c
ψ. (2.25)
The new acoustic metric is given by g˜µν = ϕ˜20ηµν and the background equation
becomes
R˜+ 12λ
µ2
c~
= 0.
We can call cosmological constant the factor Λeff ≡ 12λµ2/c~which has in fact
the right dimension, i.e., 1/L2. Finally, from dimensional arguments, the only
combination of constants of the model with the right dimension for giving rise
to the emergent gravitational constant is ~c5/µ2 ∝ Geff , and so the would be
Planck mass is dimensionally set by µ/c2, see Sec. 2.4.1.
The upshot of the dimensional analysis is that we need to scale the fields
ϕ0 and ψ as in eqs. (2.24) and (2.25). Using these rescaled quantities, and
omitting from now on the tildes, we can rewrite eq. (2.22) (with m = 0) in
the form of eq. (2.23), i.e.,
R+ Λeff = 〈Tqp〉, (2.26)
where Λeff ≡ 12λµ
2
c~ and Tqp here, and in the following, is the same ex-
pression as in (2.22) but with the mass dimension one fields in eqs. (2.24)
and (2.25). Equations of motion of the quasi-particles (2.16) can also be
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rewritten in terms of the rescaled fields as
gψ1 − 4λµ
2
~c
ψ1 = 0, (2.27a)
gψ2 = 0, (2.27b)
where all quantities, including the g operator, now pertain to those of the
rescaled fields.
2.4.1 Stress Energy Tensor and Newton constant
As a final step in order to verify the emergence of a true Nordström gravity
theory from our system we still need to prove that the expression indicated
via Tqp is indeed related to the trace of the stress energy tensor for the ana-
logue matter fields — i.e., the quasiparticles — which we indicate with T .
This turns out to be indeed the case and the proportionality factor relating
these quantities allows us to identify the effective gravitational constant
Geff for this analogue system. In the following we refer the reader mainly
to appendix A for technicalities and just state the main results.
It should be noted that, it is possible to rewrite the effective action (2.11)
in a geometric form in terms of the acoustic metric (2.17) (see box below)
and use this action for computing the stress energy tensor for the pertur-
bations. In particular, we want to compute it by varying this action with
respect to the acoustic metric, i.e.
Tµν ≡ − 1√−g
δ (
√−gS2)
δgµν
, (2.28)
where S2 is the quadratic (in perturbations) part of the action (see eq. (2.35))
as the linear part S1 can be shown to give no contribution to the trace of the
stress energy tensor (see appendix A).
Action in geometrical form
The action for background field and perturbations can be put in a geometrical
form, suitable for the computation of the stress energy tensor in eq. (2.28), by
making explicit use of the acoustic metric. Here we use the non-redefined
fields and natural units. Using φ = ϕ0(1 + ψ) the effective Lagrangian (2.11)
— after getting rid of the µ dependent term — can be written as
Leff = L0 + L1 + L2 + L3,4, (2.29)
where the number in the suffixes represents the number of the perturbation
fields in the Lagrangians and
L0 = −ηµν∂µϕ0∂νϕ0 −m2ϕ20 − λϕ40 (2.30)
L1 =
(−ηµν∂µϕ0∂νϕ0 −m2ϕ20 − 2λϕ40) (ψ∗ + ψ)− ηµν∂µϕ0ϕ0∂νψ (2.31)
− ηµν∂µϕ0ϕ0∂νψ∗ (2.32)
L2 =
(−ηµν∂µϕ0∂νϕ0 −m2ϕ20) (ψ∗ψ)− λϕ40 (ψψ + ψ∗ψ∗ + 4ψ∗ψ)
− ηµνϕ20∂µψ∗∂νψ − ηµνϕ0∂µϕ0ψ∗∂νψ − ηµν∂µψ∗ϕ0∂νϕ0ψ
L3,4 = −λϕ40 (2ψ∗ψψ + 2ψ∗ψ∗ψ + ψ∗ψ∗ψψ) (2.33)
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Employing the fact that gµν = ϕ20ηµν ,
√−g = ϕ40 and throughout integration
by parts of the terms in the Li with i = 1, 2 it is possible to rewrite the action
of the theory, up to quadratic terms in the perturbations, in a geometrical form
(we refer for further details to Appendix B of ref. [35]). The action of the theory,
when m = 0, is given in geometrical form by the following expression
S =
∫
d4x
√−g
{
−1
6
R− 1
6
R(ψ + ψ∗)− 1
6
R(ψ∗ψ) (2.34)
−λ [1 + 2(ψ∗ + ψ) + ψψ + ψ∗ψ∗ + 4ψ∗ψ]− gµν∂µψ∗∂νψ
}
.
Finally, in terms of the redefined fields the quadratic (in perturbations) part of
the action, entering eq. (2.28), is given by
S2 = −
∫
d4x
√−g
{
1
6
R(ψ∗ψ) +
1
12
Λ [ψψ + ψ∗ψ∗ + 4ψ∗ψ] + gµν∂µψ∗∂νψ
}
.
(2.35)
The final result for the expectation value of the trace of the stress-energy
tensor in the background of gµν =
(
µ2/~c
)
ϕ20ηµν is given by
〈T 〉 = −2λµ
2
c~
[
3〈ψ21〉+ 〈ψ22〉
]
=
1
6
µ2
c~
〈Tqp〉. (2.36)
From this last expression it is evident that the RHS of eq. (2.26) is given by
6c~〈T 〉/µ2 and, hence, the emergent Nordström gravity equation is exactly
of the form (2.23) with the identification Geff = ~c5/(4piµ2). This value cor-
responds to an emergent analogue Planck scale MPl = µ
√
4pi/c2.
We have thus succeeded in expressing the dynamics of the background for
the rBEC analogue model in a geometric language
R+ Λeff = 24pi
Geff
c4
〈T 〉. (2.37)
The dynamics of the acoustic metric appears to be sourced by the expecta-
tion value of the trace of the stress-energy tensor of the perturbations on top
of the condensate, which play the role of the matter. These matter fields in
turn propagate relativistically on the conformally flat acoustic metric (2.17)
with equations (2.27). Note that, this is analogous to the non-relativistic
case of Sec. 1.2.3 in which the (massive) quasi-particles were the source in
the modified Poisson equation (1.14).
A final comment is deserved by the emergent, positive, cosmological
constant term Λeff . The quantity of interest for what concern the usual cos-
mological constant problem is the ratio between the energy density associ-
ated to the (emergent) cosmological constant Λeff ∼
(
Λeffc
4
)
/Geff and the
emergent Planck energy density pl ∼ c7/
(
~G2eff
)
. In the present case this
ratio is given by
Λeff
pl
' 3λ~c
pi
. (2.38)
This ratio is proportional to λ~, thus it is clearly pretty small due to the
presence of Planck constant and of the assumption of weak interactions. Of
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course, in principle this term can be “renormalised” by the vacuum con-
tribution of the matter fields, basically the vacuum expectation value 〈T 〉,
and in principle even change sign. It is however non-trivial, and beyond
the scope of the present Chapter, to split the ground state in a matter and
vacuum part as it is not an eigenstate of the number operator (which in the
present relativistic system is not conserved).
2.5 Summary
In this Chapter a relativistic Bose–Einstein condensation, in a theory of
massless complex scalar field with a quartic coupling, has been considered.
Below the critical temperature the U(1) symmetry is broken resulting in the
non-zero value of the expectation value of the field — the condensate. We
showed that the dynamics of the condensate is described by the relativis-
tic generalisation of the Gross–Pitaevskii equation given by eq. (2.15). The
fluctuations of the condensate experience the presence of the condensate
through the acoustic metric (2.17) which, with the particular background
state chosen here, turns out to be conformal to the flat Minkowski metric.
The propagation of the two components of the perturbation is described
by eqs. (2.27), which are just the Klein-Gordon equations for massive and
massless scalar fields on the curved background provided by the acoustic
metric. Perturbations in turn gravitate through the trace of their stress-
energy tensor which is calculated in detail in appendix A. The dynamics
of the acoustic metric is governed by the analogue Einstein–Fokker equa-
tion (2.26), which is the equation of motion for the Nordström gravity with
cosmological constant. To the best of our knowledge, this is the first study
of the emergence of Lorentz invariant dynamics for the emergent space-
time in an analogue model3. As a side remark, note that the emergence of
only conformally flat analogue spacetimes is in no way a trivial result since
cosmological solutions in GR are conformally flat as well and nevertheless
they incorporate characteristic features like expansion of the Universe and
cosmological particle creation.
2.6 Discussion
The central assumption that has permitted us to carry out the geometrical
interpretation of the model is the reality of the order parameter. Thanks
to this it was possible to have a conformally flat acoustic metric and to
rewrite the background equation in a geometrical form. In the general case
in which the order parameter is complex — see Sec. 1.2.2 — it does not
seem to be much hope to cast the non-linear Klein-Gordon equation for the
background in a geometrical form, although an acoustic metric can still be
derived (2.20). This is due to the fact that the general disformal acoustic
metric depends both on the (derivative of the) phase and the modulus of
the order parameter, whereas the background equation is too simple to de-
scribe the dynamics of both of them. Thus, this equation cannot be recast
in a background independent form. The reality of the condensate, on the
other hand, leaves only one degree of freedom to play with. Hence, at the
3See also ref. [99].
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very best, one can hope to recover a scalar theory of gravity, such as Nord-
ström theory, in this limit. It would be interesting to further characterise
the particular background state that has to be chosen in order to recover a
gravitational dynamics.
Another approximation which we have taken in order to emerge Nord-
ström gravity is the zero mass limit of the underlying atoms. Although we
have seen that the massless case is not pathological from the point of view
of Bose–Einstein condensation, one should be aware that, strictly speaking,
such a limit is not necessary. Indeed, it is sufficient to require for the mass
term in eq. (2.22) to be negligible with respect to the others, though this
would call for a careful analysis beyond the scope of this work. But why
the mass term ruins the geometrical interpretation of the equation? Let us
just notice that this term breaks the conformal invariance of the background
equation (2.15). Similarly, the addition of higher order interactions (see also
discussion below) would break the conformal invariance of (2.15) and spoil
the possibility to recast the equation in a geometric form. It would be inter-
esting to further investigate this apparent link and pinpoint the exact con-
nection (if any) between conformal invariance of the background equation
and its viability for a geometric interpretation.
From a pure EFT point of view it is clear that other interaction terms,
apart from the λφ4 considered, are admissible. As just mentioned, higher
mass dimension interaction terms φn as well as a cubic term (which could
be discarded anyway by parity arguments), would end up spoiling the geo-
metrical interpretation of the theory. However, while in principle the afore-
mentioned higher order interactions are allowed, there are good physical
reasons for the λφ4 interaction to be the most relevant one. In fact, such term
models two body interactions which are generically dominant in dilute sys-
tems as the condensate which we have considered here. Thus, higher order
interaction terms will not only be irrelevant from an EFT point of view, but
will be associated to many-body interactions which will be generically sub-
dominant.
It is also interesting that we obtain quite naturally a cosmological con-
stant term whose size is set by the coupling constant λ and the chemi-
cal potential µ. Remarkably, the emergent cosmological constant is such
that the ratio between its energy density and the energy density associated
to the emergent Planck length eq. (2.38) is small. Thus, there is no “cos-
mological constant problem” — in the sense of unnatural smallness — in
this emergent gravity model. This result is in close analogy with the non-
relativistic case discussed in Sec. 1.2.34. It is however important to stress
that in the present, relativistic, case the recovery of a cosmological con-
stant term is strongly dependent on the choice of the particular interaction
characterising the initial Lagrangian (2.1), i.e., the λφ4 one. Instead, as dis-
cussed in [89], the small, negative, cosmological constant term found in the
non-relativistic BEC is basically due to the depletion factor, i.e., to the ever
present atoms which are not in the condensate phase. This is a pure quan-
tum effect due to the quantum inequivalence of the phonon and atomic
vacua.
The relativistic case shows a “bare” gravitational constant term, simply
4See also ref. [89] for further discussion.
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stemming from the φ4 term, which is there independently from the vac-
uum expectation value 〈T 〉 contribution (the relativistic generalisation of
the term associated to depletion in the non-relativistic BEC). Of course it is
possible to recover the non-relativistic BEC case from the relativistic BEC
(see [88]): the dimensional bare coupling constant Λeff = 12λµ2/c~ will go
to zero as c→∞ and only the “depletion” contribution will remain.
Finally, Nordström gravity is only a scalar theory of gravity and has
been falsified by experiments, for example, it does not predict the bend-
ing of light. However, it is the only other known theory in 4 dimensions
that satisfies the strong equivalence principle [74]. With the aim of get-
ting closer to emerge General Relativity, one necessarily needs to look for
richer Lagrangians than that in eq. (2.1). Of course, emergence of a theory
characterised by spin-2 graviton would open the door to a possible con-
flict with the Weinberg–Witten theorem [225]. However, one may guess
that analogue models (or analogue model inspired systems) will generi-
cally lead to Lagrangians which show Lorentz invariance and background-
independence only as approximate symmetries for the lowest order in the
perturbative expansion. The relativistic model proposed here shows that, at
least at the level of linear perturbations, such symmetries are realised both
in the equations of the linear perturbations as well as in those describing
the dynamics of the background. As such it might serve as toy model for
the use of emergent gravity scenarios in investigating, e.g., geometrogene-
sis — here corresponding to the condensation process [167] — or the nature
of spacetime singularities in this framework.
We have shown how Lorentz Invariance is preserved in this rBEC model
to first order in perturbation theory. It is nevertheless true that this result
holds only perturbatively and, moreover, only in the particular case of a
real order parameter. This can be seen as a sort of fine-tuning of the model
which ensure LI. However, as discussed in Sec. 1.2.2, in general a rBEC
will show violations of LI in the dispersion relation of the quasi-particles
which feel the acoustic metric. Thus, it is evident that LIV are naturally
expected in these kind of emergent gravity models and any theory which
tries to implement these ideas has to carefully dealt with the strong observa-
tional constraints on LIV and their naturalness problem. Indeed, LIV once
present at high-energy can percolate — via radiative corrections — into the
low-energy physics realm giving rise to a fine-tuning problem which re-
quire some suppression mechanism to be dealt with. In the next Chapter
we shall indeed analyse this issue in depth.
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Chapter 3
Lorentz Invariance Violations
naturalness
A single part of physics occupies the lives
of many men, and often leaves them dying
in uncertainty.
Voltaire
In the previous Chapter we have seen that LIV are an expected fea-
ture of analogue gravity models which can be avoided only by, in a cer-
tain sense, fine-tuning the system to do so. As discussed in Sec. 1.3 these
violations, while extremely interesting as a window on QG, are currently
strongly constrained by observations. Thus, Lorentz Symmetry appears to
be an exact symmetry of Nature, as far as we can say. Nevertheless, being
the Lorentz group non-compact and Lorentz symmetry so fragile to (naïve)
discretization of spacetime, neglecting the possibility of (tiny) LIV to be
present around the Planck scale seems an overstatement.
However, even if LIV are conjectured only in the far ultra-violet (UV),
in the EFT framework, still they would lead generically to large low-energy
effects. In a seminal work [69], Collins et al. showed that in a generic QFT,
seen as an effective field theory, Lorentz violations in the UV can percolate
in the infra-red (IR) without being suppressed and leading to unacceptably
large effects. Here the term “percolation” refers to the fact that, in an EFT
setting, even if one starts by adding only LIV operators of mass dimension
larger than 4, radiative corrections will generate mass dimension four (and,
generically, mass dimension three) operators. Then the percolation is said
to be unsuppressed if there is no small amplitude suppressing the effects
of these operators (in addition to usual coupling constants). This is a pe-
culiarity of LIV. Indeed, in the case of LI theories, the physics at high ener-
gies affects the IR physics only via renormalization of the bare couplings of
the theory. The existence of this percolation can be easily understood from
the EFT point of view. Indeed, in EFT every operator respecting the fun-
damental symmetries of the theory can be present. Accordingly, even if a
certain operator is not present in the UV, radiative corrections can give rise
to mass dimension four (and in general three) Lorentz invariance violating
operators (see also refs. [93, 119, 182]) once higher-order LIV operators are
allowed in the theory.
The conclusion of ref. [69] was that if LIV is admitted, then it is necessary
to accept an unnaturally and extreme fine-tuning of the theory, in order to
respect the stringent experimental constraints on LIV at low energies. From
this point of view, LIV can be considered a new fine-tuning problem to be
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added to the various ones existing in particle physics and cosmology, i.e.,
we have a LIV naturalness problem (see Sec. 1.3.2).
Clearly, various solutions to this fine-tuning problem have been pro-
posed in the literature as we discussed in Sec. 1.3.2. Furthermore, before
proceeding, let us mention as a cautionary note, that the low-energy effec-
tive field theory paradigm, as well as the related naturalness arguments,
are not always capable of capturing the correct physics. As an example,
consider the effective field theory prediction for the magnitude of the cos-
mological constant, which is out by more than 120 orders of magnitude
compared with observations. Without a direct measurement, one would
have expected a naturalness problem for the cosmological constant. The
observational evidence that the latter has such a small value seems to sug-
gest, instead, a breakdown of EFT or the presence of yet to be understood
symmetries at intermediate energies between the TeV and the Planck scale.
In the following we will focus only on the EFT description but keeping in
mind that a breakdown of an EFT-based intuition might apply also in the
case of LIV naturalness.
In this Chapter we first review the argument of refs. [68, 69], present-
ing detailed calculations and showing how, in some special cases, a can-
cellation of the percolation can be achieved. Then, we attack the problem
from a different perspective, illustrating in a simple way how in the case in
which there is a large separation between the EFT validity scale Λ and the
LIV scale M , the percolation can be suppressed and discussing how this
suppression generically scales with energy. In particular, we find that for
dispersion relations with leading LIV terms of order (E/M)2n the percola-
tion scales as ∆c ∝ (Λ/M)2n. This implies that if any such scenario could
be successfully applied to the Standard Model (SM), values of Λ below 1010
GeV would be sufficient to reconcile the most interesting (CPT invariant)
case n = 1 with current observational constraints (see further discussion
in sections 3.3 and 3.5). Finally, we also consider a dissipative case, in the
spirit of ref. [173], and show that while the dissipative behaviour — i.e., the
presence of imaginary contributions— does not percolate, a dispersive one
does. We also demonstrate that a scale separation can hinder such percola-
tion with basically the same behaviour as the one we find in the dispersive
case. This Chapter is based on [37].
3.1 LIV percolation: previous results
In this section we briefly review, for the readers’ convenience, the results of
ref. [69]. This work considers a model of a scalar φ and a fermion ψ coupled
via a Yukawa interaction
L = 1
2
(∂φ)2 − m
2
φ
2
φ2 + ψ¯(iγµ∂µ −mψ)ψ + gφψ¯ψ, (3.1)
where g is the dimensionless coupling constant1. Beyond tree-level, the
theory is made finite by a cutoff on spatial momenta (in a given preferred
frame), implemented as a modification of the free propagators. As a first
important point, we emphasise here that the scale entering as a (LIV) cutoff
1Hereafter we consider natural units, with c = 1.
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for the UV behaviour of the theory is the LIV scale itself, i.e., the same scale
as the one appearing in the modified dispersion relations (MDR). Moreover,
this scale can be identified with the Planck scale. Once such a cutoff is intro-
duced, one assumes for the scalar and fermion propagators in momentum
space (see refs. [68, 69] for details)
i
/p−mψ + i →
if (|p|/Λ)
/p−mψ + ∆ (|p|,Λ) + i , (3.2)
i
p2 −m2φ + i
→ if˜ (|p|/Λ)
p2 −m2φ + ∆˜ (|p|,Λ) + i
, (3.3)
where |p| is the modulus of the 3-momentum and the cutoff functions f (|p|/Λ)
and f˜ (|p|/Λ) are such that they approach 1 as |p|/Λ  1, in order to
reproduce low-energy physics, while they vanish sufficiently rapidly as
|p|/Λ  1, in order to render the theory UV finite. The functions ∆˜ and
∆ appearing in the denominators, instead, come from actual proposals for
MDR that usually appear in the quantum gravity (phenomenology) litera-
ture [11, 140, 150]. These functions are such that they vanish for |p|/Λ 1,
again to recover the low-energy physics. Actually, in ref. [69], ∆ and ∆˜
are not introduced since it is argued that they will not affect the argument.
This is due to the fact that the LIV effects are seen as producing a natural
cutoff at large (spatial) momenta which is already produced by the cutoff
functions f and f˜ . However, note that neglecting ∆ and ∆˜, i.e., the MDR, is
possible only at the price of identifying the EFT and the MDR scales. This
is tantamount to assuming no new physics between the SM scale and the
Planck one.
It has been objected that introducing a new scale between the low-energy
and the Planck one would be intrinsically against the philosophy of quan-
tum gravity phenomenology models entailing Lorentz breaking in the UV,
which hinge on the persistence at low energies of these Planck scale ef-
fects [176]. However, we do not see a problem in conjecturing such a hier-
archy of scales (we rather found difficult to conceive that no new physics
will be present from the TeV to the Planck scale): the effective field theory
framework is perfectly capable to account for these scenarios. For these
reasons, later on in this Chapter we will drop such an identification by re-
quiring the LIV scale which enters the MDR to be different from the cutoff
scale of the theory that we will introduce in a Lorentz-invariant way. Let us
stress that this does not imply any notion of intermediate Lorentz invari-
ance between the Planck scale and currently tested energies. Indeed, in the
scenario considered here all the physics below the Planck scale is Lorentz
breaking. What we are envisaging here is that there could be some exact
symmetry of nature, such as SUSY, which could be broken below some en-
ergy scale Λ  M and that the new physics associated with this symme-
try is not per se inducing Lorentz breaking operators suppressed by a scale
other than M (so for M →∞ all the physics should be LI).
The unsuppressed percolation of LIV from the UV to the IR was con-
sidered in ref. [69] on the scalar field by computing its one-loop self-energy.
As anticipated, we briefly review below the full computation. In the pres-
ence of LIV, the inverse propagator Π of the scalar field including one-loop
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corrections can be written as
Π(p) = A+Bp2 + ξpµpνWµWν + Π
(LI)(p2) +O(p4/Λ2), (3.4)
where Wµ is a unit timelike background vector field permitting to write a
LIV expression in a covariant form2. The third term on the R.H.S. of eq. (3.4)
contains the unsuppressed LIV, i.e., it results in a different limit velocity of
the scalar field3 (with respect to c) while Π(LI) is a Lorentz invariant term
(see ref. [68]). Our aim here is to compute ξ.
In what follows we will use the propagators in eqs. (3.2) and (3.3), this
means that we set the calculation in the preferred reference frame charac-
terised by the 4-velocity Wµ. In this case, the coefficient ξ of interest is
obtained as
ξ =
[
∂2Π
∂(p0)2
+
∂2Π
∂(p1)2
]
p=0
. (3.5)
In section 3.1.1 we briefly consider for pedagogical purpose the LI case,
while in section 3.1.2 we consider the LIV case originally studied in ref. [69].
3.1.1 LI case
When there is no LIV, ξ is expected to vanish. In fact, this can be seen
directly from eq. (3.5). Computing the diagram in figure 3.1, we find
Π(p2) = −ig2
∫
d4k
(2pi)4
tr[(/k − /p+mψ)(/k +mψ)]
[(k − p)2 −m2ψ][k2 −m2ψ]
(3.6)
= −ig2
∫
d4k
(2pi)4
4(k2 − p · k) + 4m2ψ
[(k − p)2 −m2ψ][k2 −m2ψ]
,
and so
ξ =
[
∂2Π
∂(p0)2
+
∂2Π
∂(p1)2
]
p=0
(3.7)
=
−ig2
pi4
∫
d4k
[(k0)2 + (k1)2](k2 + 3m2)
(k2 −m2)4 ,
where hereafter we set m ≡ mψ to simplify the notation. Although the
integral in eq. (3.7) is formally logarithmically divergent (by power count-
ing), the fact that it actually vanishes can be understood from a symme-
try argument [69]. Indeed rotating in the Euclidean space and using four-
dimensional spherical symmetry it is straightforward to see that the angu-
lar part of the integral implies ξ = 0.
2Recall that when speaking of Lorentz invariance in field theory we always refer to active
Lorentz invariance, see the discussion in ref. [150].
3The explicit value of the parameter ξ resulting from LIV will be dependent on the cou-
pling constant of the theory, as it is due to radiative corrections. Then, considering more
rich theories one can see that the different particles will have different limit speeds in such
a way that a simple rescaling of the limit velocity cannot eliminate this effect.
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FIGURE 3.1: One-loop self-energy for the scalar field φ
which is represented by dashed lines, whereas solid lines
represent the fermion field ψ.
3.1.2 LIV case
We present now some details of the computation in the presence of LIV. We
will relegate some technicalities to appendix B.1 while showing here the
main steps in a self-contained way.
The diagram of interest is given in figure 3.1. The LIV is introduced via
a cutoff function f and, according to the discussion above, we can use
i
/p−m+ i →
if(p2/Λ2)
/p−m+ i (3.8)
for the fermionic propagator4 with f(0) = 1 and f(∞) = 0 (i.e., UV finite-
ness). In this case we will write for the propagator G(p) = f(p2/Λ2)S0(p)
where S0 is the standard fermion propagator. Moreover, note that we are
using p2/Λ2 as argument of the LIV cutoff function f instead of |p|/Λ used
in ref. [69]. This choice is motivated by computational simplicity and clearly
it does not affect the general behaviour of the final result.
In order to determine ξ it is first convenient to calculate
cab ≡ ∂
∂pa
∂
∂pb
Π(p)
∣∣∣∣
p=0
(3.9)
= −ig2
∫
d4k
(2pi)4
tr
[(
∂
∂pa
∂
∂pb
G(k − p)
)
G(k)
]∣∣∣∣
p=0
= ig2
∫
d4k
(2pi)4
tr
[
∂G(k)
∂ka
∂G(k)
∂kb
]
,
where5 in the last line we have used that ∂/∂pa = −∂/∂ka, performed an
integration by parts and discarded a boundary term in view of the asymp-
totic properties of f . Using the above expression we can now express ξ as6
4Here we neglect the MDR ∆ and ∆˜ and introduce only the cutoff function, without loss
of generality, due to the fact that the scale which appears in the MDR is assumed to be the
same as the cutoff scale.
5The trace in eq. (3.9) is due to the fermionic loop of Fig. 3.1, i.e., the one which appear
in eq. (3.6).
6Actually, in this expression, we could have used c22 or c33 instead of c11, as they are
all equal because we are assuming Lorentz breaking only in the boost, i.e., that the rotation
symmetry in space is unbroken.
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ξ ≡ c00 + c11. (3.10)
Details for the calculation of the trace
Here we calculate the trace appearing on the last line of eq. (3.9) which de-
termines the values of caa. In order to do so we use the following relations
involving the LIV fermion propagator G, the standard fermion propagator S0,
the cutoff function f(k2/Λ2) and the LIV cutoff Λ (these quantities are intro-
duced in the main text after eq. (3.8)):
∂G(k)
∂ka
=
∂S0(k)
∂ka
f + S0(k)
∂f(k2/Λ2)
∂ka
, (3.11)
∂S0(k)
∂ka
= iηaa
(
γa
k2 −m2 − 2k
a /k +m
(k2 −m2)2
)
, (3.12)
∂f
∂ka
=
2ka
Λ2
f ′(k2/Λ2)(1− δa0), (3.13)
where ηab is the Minkowski metric and δab is the usual Kronecker delta. For
simplicity, in these expressions we do not write explicitly the +i factors which
characterises the denominators of propagators, as they are inconsequential for
the present discussion. Using the above relations it is possible to express ex-
plicitly ∂G(k)/∂ka. Inserting this expression in the trace we conclude that the
structure of the trace in eq. (3.9) is given by a sum of two terms, one propor-
tional to kakb and the other to the flat spacetime metric ηab as reported in the
following in eq. (3.14).
Note that the trace in eq. (3.9) is such that (see box above for details)
tr
[
∂G(k)
∂ka
∂G(k)
∂kb
]
= kakbF + ηabG, (3.14)
where F and G are scalar functions and ηab is the flat spacetime metric.
From here it is already clear that cab does not vanish only if a = b. Indeed,
while the second term on the R.H.S. is zero when a 6= b, the first one van-
ishes, in view of its symmetry, after the integration in eq. (3.9). Using the
expressions in the previous box and the properties of gamma matrices, we
can compute the trace in eq. (3.14) when a = b as
tr
[
∂G(k)
∂ka
∂G(k)
∂ka
]
= 16(ka)2(k2 +m2) (3.15)
·
[
f ′ (1− δa0)
Λ2(k2 −m2)2 +
f2
(k2 −m2)2 −
2f ′ f
Λ2(k2 −m2)3 ηaa(1− δa0)
]
+ 4ηaa
f2
(k2 −m2)2
+ 16(ka)2
f ηaa
(k2 −m2)
[
f ′(1− δa0)
(k2 −m2) − ηaa
f
(k2 −m2)2
]
.
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Given eq. (3.15), we can now compute the coefficients of interest. For
doing this it is convenient to Wick rotate k0 → ik0 to work in Euclidean
space7 and to compute first the integral over k0, since the unknown cutoff
function f does not depend on it. Defining, for convenience,
A = k2 +m2
(where k indicates the 3-momentum) and using eqs. (B.2) and (B.3) we fi-
nally arrive at
c00 = g
2
∫
d3k
(2pi)3
f2
(
− 1
A3/2
+
m2
A5/2
)
, (3.16)
and, after some algebra at
cii =− g2
∫
d3k
(2pi)3
[
(ki)2
Λ2
(
− 8(f
′)2
Λ2A3/2
k2 − 4 f f
′
A5/2
(−k2 + 2m2)
)
(3.17)
+
5m2f2(ki)2
A7/2
− f
2
A3/2
]
,
where, hereafter, k = |k| and the argument of f and its derivative f ′ is
understood to be k2/Λ2. In order to compute ξ according to eq. (3.10) we
exploit the spherical symmetry of the problem and integrate on the angular
variables, making explicit the fact that cii is actually independent of i. In
this way we conclude that
ξ =− g
2
2pi2
∫ ∞
0
dk k2
[
f2
m2
A7/2
(
5
3
k2 −A
)
− 8k
4
3Λ4A3/2
(f ′)2 (3.18)
+
4k2(k2 − 2m2)
3Λ2A5/2
f f ′
]
.
This expression can be cast in a simpler form by introducing the dimension-
less variable y = k2/Λ2 and the ratio ρ = m2/Λ2. Accordingly,
ξ =− g
2
2pi2
[
−4
3
∫ ∞
0
dy y5/2(f ′)2
1
(y + ρ)3/2
(3.19)
+
2
3
∫ ∞
0
dy y3/2 f f ′
y − ρ
(y + ρ)5/2
]
,
where now f is a function of y, f ′ ≡ df(y)/dy and we have used that∫ ∞
0
dy
√
y
2
f2
(
2
3
y − ρ
)
ρ
(y + ρ)7/2
=
2
3
∫ ∞
0
dy
y3/2
(y + ρ)5/2
f f ′ ρ,
which holds for the first integral on the first line of eq. (3.19) up to vanishing
boundary terms. We are interested here in the IR percolation of LIV, i.e.
in the value of ξ in the formal limit Λ → ∞, corresponding to having Λ
much larger than any mass scale m, which also implies ρ→ 0. In this limit,
7Wick rotating here comes without problems. Indeed, the location of the poles of the
integrand in the complex k0-plane is exactly the same as in standard QFT and therefore there
are no obstructions for rotating the integration contour on the imaginary axis. Alternatively,
one can avoid Wick rotation and instead use the residue theorem taking care of the i terms.
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FIGURE 3.2: One-loop self-energy for the fermion. The
dashed line represents the scalar field φ while solid ones
represent the fermion ψ.
eq. (3.19) gives
ξ =
g2
6pi2
[
1 + 4
∫ ∞
0
dy y (f ′(y))2
]
. (3.20)
Taking into account that ref. [69] considers a cutoff function fˆ (denoted
therein simply by f ) which depends on x ≡ |k|/Λ and not on y = x2 as
we do here, with fˆ(x) = f(x2) the previous equation becomes
ξ =
g2
6pi2
[
1 + 2
∫ ∞
0
dxx (fˆ ′(x))2
]
, (3.21)
which indeed coincides with the result reported in eq. (A.2) of ref. [69],
after the change of notation fˆ → f . Let us note that, given the absence of
MDR, this result can be also seen as a recovery of the well-known fact that
a Lorentz invariance violating cutoff leaves a “LIV memory” even when it
is formally removed.
We emphasise here that ξ can be interpreted as the fractional deviation
with respect to the speed of light c = 1+O(g2) (assumed to equal one at tree
level for convenience) in a perturbative expansion in the coupling constant
(see refs. [5, 219]), i.e.,
∆c
c
= ξ +O(g4). (3.22)
This relationship is valid also in the case of the fermion discussed in the
next section. For this reason, hereafter we will indicate by ∆c (instead of ξ)
the quantity representing the LIV percolation.
3.2 Fermion self-energy
In this section we focus on the LIV percolation on the fermion and therefore
we consider the fermion self-energy at one loop. We will use the previous
setting concerning the propagators. In this case we obtain some interesting
results beyond corroborating the generality of the argument in ref. [69] (see
also ref. [219] for a similar analysis).
The relevant diagram contributing to the self-energy Σ of the fermion
is represented in figure 3.2. Note that, since now one fermion and one
scalar are involved in the loop, we can choose which field carries the LIV,
i.e., which cutoff function f or f˜ to introduce. These options give rise to
different cases that we analyze separately further below. In particular, we
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assume in full generality that the scalar and fermion fields have not only
unequal masses mφ and mψ but also different LIV cutoff functions f and f˜ ,
respectively, still with no MDR as assumed in ref. [69]. Then, we specialise
the corresponding general expressions to particular cases.
The self-energy Σ is given by
Σ(p) = −ig2
∫
d4k
(2pi)4
/k + /p+mψ
(k + p)2 −m2ψ
f˜
(|k + p|2/Λ2) f (|k|2/Λ2)
k2 −m2φ
. (3.23)
This expression can be decomposed in three parts, i.e.,
Σ = Σ1 + Σ2 + Σ3, (3.24)
where
Σ1 = −ig2
∫
d4k
(2pi)4
mψ
(k + p)2 −m2ψ
f˜
(|k + p|2/Λ2) f (|k|2/Λ2)
k2 −m2φ
≡ mψχ1(p),
(3.25)
Σ2 = −ig2
∫
d4k
(2pi)4
/k
(k + p)2 −m2ψ
f˜
(|k + p|2/Λ2) f (|k|2/Λ2)
k2 −m2φ
≡ χ2(p),
(3.26)
Σ3 = −ig2
∫
d4k
(2pi)4
/p
(k + p)2 −m2ψ
f˜
(|k + p|2/Λ2) f (|k|2/Λ2)
k2 −m2φ
≡ /pχ3(p).
(3.27)
The one-loop form of the fermion inverse propagator in momentum space
is
/p−mψ + Σ(p) = /p− (1− χ1(0))mψ + c0γ0p0 − ciγipi, (3.28)
where γa are gamma matrices and we have expanded the self-energy around
p = 0, neglecting higher-order terms. In order to extract the LIV we will
compute the coefficients
ca =
1
4
tr
[
γa
∂Σ
∂pa
]∣∣∣∣
p=0
. (3.29)
They are analogous to the caa coefficients we determined in the case of the
scalar; a LIV amounts to a non vanishing
∆c ≡ c0 − ci, (3.30)
where i = {1, 2, 3} stands for a spatial index. As before, the result will be
independent of the particular i chosen since rotational invariance is unbro-
ken. The fact that in standard LI QFT this quantity vanishes can be checked
directly by using, e.g., dimensional regularization. Moreover, note that the
coefficients ca are alternatively given by
ca = χ3(0) +
1
4
tr
[
γa
∂χ2(p)
∂pa
]∣∣∣∣
p=0
= χ3(0) + c˜a, (3.31)
with a = 0, 1, 2, 3 and therefore the violation in eq. (3.30) can also be written
as ∆c = c˜0 − c˜i.
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The quantities of interest are given by
ca =
∂
∂pa
(−ig2)
∫
d4k
(2pi)4
ηab(kb + pb)
(k + p)2 −m2ψ
f˜
(|k + p|2/Λ2) f (|k|2/Λ2)
k2 −m2φ
∣∣∣∣∣
p=0
(3.32)
= (−ig2)
∫
d4k
(2pi)4
 f˜f(k2 −m2ψ)(k2 −m2φ) + ka
 ∂f˜∂pa
∣∣∣
p=0
k2 −m2ψ
− 2k
aηaa
(k2 −m2ψ)
f˜
 f
k2 −m2φ

∣∣∣∣∣∣∣
p=0
,
where in the last line the dependence of f and f˜ on y ≡ |k|2/Λ2 is under-
stood. By using the chain rule one has
∂f˜
∂pa
∣∣∣∣∣
p=0
=
0 for a = 0,2ka
Λ2
f˜ ′ for a 6= 0
(3.33)
where f˜ ′ = df˜(y)/dy, i.e., this term is present only for a 6= 0.
Now both c0 and ci can be read from eq. (3.32):
c0 = (−ig2)
∫
d4k
(2pi)4
{
f˜f
[
1
(k2 −m2ψ)(k2 −m2φ)
− 2(k
0)2
(k2 −m2ψ)2(k2 −m2φ)
]}
,
(3.34)
ci = (−ig2)
∫
d4k
(2pi)4
{
f˜f
[
1
(k2 −m2ψ)(k2 −m2φ)
+
2(ki)2
(k2 −m2ψ)2(k2 −m2φ)
]
+
2(ki)2
(k2 −m2ψ)(k2 −m2φ)
ff˜ ′
1
Λ2
}
,
(3.35)
and therefore ∆c from eq. (3.30) is given by
∆c =2ig2
∫
d4k
(2pi)4
f˜f
(k0)2 + (ki)2
(k2 −m2ψ)2(k2 −m2φ)
(3.36)
+ ig2
∫
d4k
(2pi)4
2(ki)2/Λ2
(k2 −m2ψ)(k2 −m2φ)
ff˜ ′ ≡ P +Q,
in which we emphasise the presence of two contributions P andQ. In order
to proceed further we can Wick rotate the integration domain in the com-
plex k0-plane and compute the integral over k0 since, as in the previous
section, the cutoff functions f and f˜ are independent of it. The integration
can be done using the formulas reported in appendix B.1. Consider first
term denoted by P in eq. (3.36). We can simplify it by a change of vari-
ables analogous to the one in the previous section. In particular, we define
A ≡ k2 + m2ψ, B ≡ k2 + m2φ, z = k2/m2ψ, R ≡ m2φ/m2ψ, ρ = mψ/Λ, where
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k = |k|, and we get
P = − g
2
pi2
∫ ∞
0
dk k2f˜
(
k2/Λ2
)
f
(
k2/Λ2
){ 1
4
√
A(
√
A+
√
B)2
− (2
√
A+
√
B)k2
12A3/2(
√
A+
√
B)2
√
B
}
(3.37)
= − g
2
pi2
∫ ∞
0
dz
√
z
2
f˜
(
ρ2z
)
f
(
ρ2z
) { 1
4
√
z + 1(
√
z + 1 +
√
z +R)2
+
− (2
√
z + 1 +
√
z +R)z
12(z + 1)3/2(
√
z + 1 +
√
z +R)2
√
z +R
}
.
In order to extract the possible IR percolation we consider the limit ρ→ 0,
with generic mass ratio R, exactly as we did in section 3.1.2. Taking into
account the properties of the cutoff functions f and f˜ for vanishing argu-
ments, i.e., f , f˜ → 1, the remaining integral gives
P(ρ 1) = − g
2
48pi2
, (3.38)
which turns out to be independent of the mass ratio R.
The second term in eq. (3.36), i.e. Q, can now be calculated after per-
forming a Wick rotation followed by the integration over k0 and by the
same change of variables as above
Q = −g2
∫
d3k
(2pi)3
ff˜ ′
2(ki)2
Λ2
∫
dk0
(2pi)
1
((k0)2 +A)((k0)2 +B)
(3.39)
= −g2
∫
d3k
(2pi)3
ff˜ ′
(ki)2
Λ2
1
2
1
A
√
B +B
√
A
= − g
2
12pi2
∫ ∞
0
dz
√
zρ2zf(ρ2z)f˜ ′(ρ2z)
1
(z + 1)
√
z +R+ (z +R)
√
z + 1
,
where ρ, R and z are given right before eq. (3.37). This expression can be
simplified as
Q = − g
2
12pi2
∫ ∞
0
dz
√
zzf(ρ2z)
d
dz
[
f˜(ρ2z)
] 1
(z + 1)
√
z +R+ (z +R)
√
z + 1
.
(3.40)
In order to proceed further with the calculation of Q we need to consider
below specific choices for the functions f and f˜ . Note, however, that having
generically P,Q 6= 0 suggests that the percolation will be unsuppressed,
i.e., that ∆c 6= 0 unless a cancellation occurs.
3.2.1 Particles with equal masses (R = 1) and same violation (f =
f˜ )
As a first simplification, we assume that both the massesmφ andmψ and the
LIV cutoff functions f and f˜ of the fields are equal. Though a priori there
is no reason for the latter assumption, one could argue that QG affects both
fermionic and bosonic fields in exactly the same way, hence suggesting f =
f˜ . In this case we can use that f · f ′(z) = 1/2 d(f2)/dz, and an integration
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by parts of eq. (3.40) yields
Q = g
2
12pi2
∫ ∞
0
dz
1
2
f2(ρ2z)
d
dz
( √
zz
2(z + 1)3/2
)
, (3.41)
where the contribution of the boundary terms stemming from the integra-
tion vanishes due to the behaviour of the function f , while the remaining
part can be integrated and, in the limit ρ → 0 (which implies f → 1), it
gives g2/(48pi2) which is equal and opposite to P in eq. (3.37) and therefore
(see eq. (3.36))
∆c(ρ 1) = 0. (3.42)
Remarkably, in this case, the percolation on the fermion is absent albeit the
calculation of section 3.1 shows that this is not the case for the scalar. In
order to understand how general this fact is, we consider below the case in
which the two particles still carry the same LIV (f = f˜ ) but have different
masses.
3.2.2 Particles with different masses (R 6= 1) and same violation
(f = f˜ )
Under the assumption f = f˜ , eq. (3.39) can be integrated by parts, as done
above. The associated boundary terms vanish and one is left with
Q = + g
2
12pi2
∫ ∞
0
dz
1
2
f2(ρ2z)
d
dz
( √
zz
(z + 1)
√
z +R+ (z +R)
√
z + 1
)
.
(3.43)
In spite of having R 6= 1, this integral still gives g2/(48pi2) for ρ → 0 (i.e.
mψ  Λ) and therefore ∆c vanishes as in eq. (3.42), independently of the
values of the masses mφ,ψ. This case is more interesting than the previous
one mφ = mψ as it suggests that, with an heavy scalar field mφ  mψ,
the low-energy physics of the fermion field will not be affected by the LIV
unsuppressed percolation on the scalar computed in section 3.1, because
no percolation is present on the fermion and indeed the scalar can be inte-
grated out. As such, it would be interesting to check whether this scenario
could be extended to the SM and Higgs field.
3.2.3 Violation only on the scalar field (f˜ = 1)
Finally, we want to specialise eqs. (3.2) and (3.3) to the case f˜ = 1, in which
only the scalar propagator carries the LIV. Note that, the corresponding ex-
pression for ∆c cannot be derived directly from the ones discussed above,
as they assume that f˜ vanishes for large values of its argument, which is
not the case here. Starting from eq. (3.36) we see that Q = 0 and therefore
the only contribution to ∆c is due to P in eq. (3.37) with f˜ = 1. Accordingly,
the result of the integration in the IR limit is given by
∆c(ρ 1) = − g
2
48pi2
. (3.44)
This shows that again there is an unsuppressed percolation as in ref. [69]
(and in accordance with ref. [219]).
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3.3 Separation of scales
Now that we have reviewed and extended the results presented in the liter-
ature we are going to show how the introduction of a LI cutoff, in addition
to a LIV modified dispersion relation, can hinder the percolation. As antic-
ipated in Sec. 1.3.2, the quest for a mechanism able to prevent the IR perco-
lation of LIV is not new (see, e.g., refs. [140, 160]). In particular, there were
proposals based on having supersymmetry as a custodial symmetry. What
we are going to show in the following is somehow related to this custodial
symmetries protection mechanism. The idea is that, if there is a separation
between the EFT validity scale Λ (i.e., the scale of possible new physics be-
yond the SM) and the LIV scale8 M , with Λ < M , then the IR percolation is
suppressed by a power of the ratio Λ/M which eventually controls its mag-
nitude. This result, from the EFT perspective, is rather natural because the
introduction of a new mass scale Λ gives the possibility to have a (small)
dimensionless ratio.
Note that, we are not arguing here that the one discussed below is a
protection mechanism which works for the entire Standard Model (SM)
nor that there will be room in the SM for such a large scale separation to
suppress low-energy LIV in a way which complies with the strong bounds
coming from observational data. What we want to emphasise, via a toy-
model computation, is that the separation of scales could be one, or part
of a, solution to the naturalness problem of LIV and in this way show the
validity of some heuristic ideas presented in the literature.
In order to investigate how this separation of scales hinders the perco-
lation, we consider again the model defined by eq. (3.1). In particular we
introduce a LI cutoff (as explained below) called Λ that represents the scale
of validity of the EFT description and we consider the case in which the LIV
is carried only by the scalar field and is encoded in a MDR through the scale
M possibly associated with some QG scenario. We will then be interested
in the case in which both scales are larger than the masses of the particles
in the problem and analyze the effect of the separation of scales on the LIV
percolation. To be concrete, we choose some particular forms of the MDR
in order to be able to carry out numerically the calculation of the resulting
percolation. However, we will argue that the result is largely independent
of these choices. Note that, the case under study is physically interesting
since the one-loop scalar self-energy does not receive a contribution from
the fermion loop as we assume that the fermion field is LI at the tree-level.
Accordingly, we have to consider only the fermion self-energy depicted in
figure 3.2 .
The calculation of ∆c is similar to the one presented in section 3.2, with
the difference that we want to introduce here a new LI cutoff Λ that repre-
sents the scale of validity of the EFT, i.e., the scale of new, Lorentz-invariant
physics. This is done in two different ways: The first is a LI sharp cutoff
on the 4-momentum, which does not break LI although it clearly breaks
Poincaré invariance. The second is a LI cutoff introduced via a smooth
non-local function which can be thought of as deriving from a fundamen-
tally non-local theory in which the non-locality improves the UV behaviour
8M can be assumed to coincide with the Planck scale due to the fact that we can ex-
pect LIV coming from the scale at which our concept of spacetime as a pseudo-Riemannian
manifold is questionable together with the associated symmetries.
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of the theory (see, however, section 3.3.2 for additional comments). Notice-
ably, these non-local features have been suggested in the quantum gravity
literature as a possible low-energy signature of the microscopic nature of
spacetime, see Chapter 6. In both cases we will conveniently implement
the cutoff only after rotation in Euclidean space (see also the discussion in
section 3.3.2).
Before considering the presence of two different scales Λ and M let us
make a remark on the case with a single scale investigated in the previous
sections. Note that the MDR itself can serve as a LIV cutoff at the scale
set by M . Indeed, it can be shown (see appendix B.2) that upon increasing
M we recover a finite percolation as predicted in ref. [69] but with a value
of ∆c which depends on the specific form of the MDR used. In particular,
considering a MDR for the scalar field of the form given by eq. (3.3) with
f˜ = 1 and
∆(|k|,M) ≡ −|k|2
( |k|2
M2
)n
, (3.45)
with n > 0, which is typically encountered in QG phenomenology, ∆c ap-
proaches
∆c(mφ,ψ/M  1) = − g
2
48pi2
n+ 1
n
, (3.46)
for large values of M compared to the mass scales in the problem, see ap-
pendix B.2 and compare with eq. (3.44). From this expression it is clear that
the percolation is always larger in modulus (by a numerical factor) than the
one found in the absence of MDR but using a LIV cutoff on the spatial mo-
menta as in ref. [69]. Indeed, the present case in which the MDR effectively
introduces a LIV regularization in the UV of the spatial part of the integral,
is intrinsically different from the one considered in ref. [69] given that there
(and in sections 3.1 and 3.2 here) the cutoff function is such that it renders
the theory UV finite independently of the order of the radiative corrections
considered while the MDR cannot achieve this in general.
3.3.1 Sharp LI cutoff
First, we consider the case of a sharp cutoff Λ on the four momentum. We
work in the Euclidean space where this cutoff has the effect of restricting
the integration inside a sphere of radius Λ. The computation of ∆c follows
the same lines as in section 3.2 and, in fact, we arrive at an equation similar
to eq. (3.36):
∆c = 2ig2
∫
Λ
d4k
(2pi)4
(k0)2 + (ki)2
(k2 −m2ψ)2
(
k2 −m2φ + ∆(|k|,M)
) , (3.47)
where k =
{
k1, k2, k3
}
is the 3-momentum and ∆ is given by eq. (3.45).
This expression is still in Minkowski space and the subscript Λ in the in-
tegral indicates that a sharp cutoff is implemented, i.e., that the domain of
integration is restricted as specified further below. Here the LIV is entirely
introduced by the MDR of the scalar field and we use M as the LIV scale
while Λ as the LI cutoff scale. Now we perform a Wick rotation9 and use
9It is easy to check that the locations of the poles of eq. (3.47) in the complex k0-plane are
such that a rotation of the integration contour is possible.
3.3. Separation of scales 53
4d spherical coordinates in order to evaluate the integrals. Accordingly,
eq. (3.47) becomes
∆c = −2g2
∫
Λ
d4k
(2pi)4
(k0)2 − (k1)2(
k2 +m2ψ
)2 (
k2 + k2
(
k2
M2
)n
+m2φ
) (3.48)
= − g
2
2pi3
∫ Λ
0
dk
k5(
m2ψ + k
2
)2 ∫ pi
0
dφ
cos2 φ− (sin2 φ)/3(
k2 +m2φ +
k2+2n sin2+2n φ
M2n
) sin2 φ,
where k stand for the modulus of the 4-momentum in the Euclidean space10.
Note that the sharp cutoff is implemented in the Euclidean space by re-
stricting the integration to Euclidean momenta with modulus k ≤ Λ. In
particular after the rescaling k = Λz we find
∆c = − g
2
2pi3
∫ 1
0
dz
z5
(z2 +Rψ)2
∫ pi
0
dφ sin2 φ
cos2 φ− (sin2 φ) /3
z2 +Rφ + λnz2+2n sin
2+2n φ
,
(3.49)
where λ ≡ Λ2/M2 and Rφ,ψ = m2φ,ψ/Λ2. These variables are particularly
convenient for studying the large-scale separation regime mφ,ψ  Λ  M
which simply amounts at imposing Rφ,ψ  1 and λ 1. In this regime the
denominator in eq. (3.49) can be expanded around λ = 0
1
z2 +Rφ + λnz2+2n sin
2+2n φ
=
1
z2 +Rφ
[
1− λ
nz2+2n sin2+2n φ
z2 +Rφ
+O(λ2n)
]
.
(3.50)
Plugging this expansion in eq. (3.49), performing the angular integration
and noting that the latter vanishes at the zeroth order we have
∆c = − g
2
2pi3
λn
(1 + n)
√
piΓ (n+ 5/2)
3Γ(4 + n)
∫ 1
0
dy
2
y3+n
(y +Rψ)2(y +Rφ)2
+O(λ2n),
(3.51)
where we introduced y = z2, see box below for details on the y-integration.
This equation clearly shows that the violation ∆c ∝ (Λ/M)2n is sup-
pressed whenever M  Λ. The actual degree of suppression depends on
the separation between the LIV scale M (which can be identified with the
Planck scale) and the scale Λ of the LI new physics as well as on the spe-
cific form of the MDR, i.e., on n. In particular, the suppression increases
upon increasing the mass dimension of the LIV operators responsible for
the MDR as the algebraic dependence on the small ratio Λ/M has the same
power as the one with which M appears in the MDR. This means that, as
expected, the percolation is weaker for LIV coming from mass dimension 8
operators compared to the one due to mass dimension 5 operators. More-
over, eq. (3.51) clearly shows that ∆c (up to first order in λn) is symmetric
with respect to the exchange of Rψ and Rφ; the limit in which both fields
are massless is finite and the dependence of ∆c on Rψ,φ is rather weak at
least as long as mψ,φ  Λ, M .
10In the numerator of the integrand of this equation, (k0)2−(k1)2 corresponds to consider-
ing i = 1 in eq. (3.30); however, the result is clearly independent of the choice of i ∈ {1, 2, 3}.
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y-integration in eq. (3.51)
We need to compute
Qn(Rφ, Rψ) ≡
∫ 1
0
dy
2
y3+n
(y +Rψ)2(y +Rφ)2
, (3.52)
where Rψ,φ ≥ 0. Note that Qn can be calculated as
Qn(Rψ, Rφ) =
∂2
∂Rψ∂Rφ
Sn(Rψ)− Sn(Rφ)
Rφ −Rψ (3.53)
where
Sn(Rφ,ψ) ≡
∫ 1
0
dy
2
y3+n
y +Rφ,ψ
; (3.54)
the remaining integral Sn is simpler and can be expressed in terms of hyper-
geometric 2F1 functions. However, for convenience, we omit the lengthy ex-
plicit expression of the resulting Qn(Rψ, Rφ), which can straightforwardly de-
termined as explained above. Here we only note that when both fields are
massless, i.e. Rψ,φ = 0 its expression is particularly simple: Qn(0, 0) = 1/(2n).
Finally, we analyzed numerically also the regime M  Λ, i.e. λ  1.
Note that in order to do so the change of variable k = Mz is more conve-
nient instead of the one done right before eq. (3.49). The finite unsuppressed
percolation in this case approaches the value we already found in the case
without the LI cutoff, i.e., eq. (3.46) (see the discussion in appendix B.2).
The numerical results for n = 1/2, 1 and 2 are shown in figure 3.3, in which
we assume Rψ = Rφ = 10−12 (i.e., equal masses).
3.3.2 Smooth LI cutoff
We close this section by considering an alternative way to introduce a LI
cutoff based on non-local theories. By non-local we mean here that the ki-
netic term of one of the fields contains also a pseudo-differential operator
of infinite order, i.e., an infinite number of spacetime derivatives acting on
the field. This kind of theories are potentially unstable [85, 233], but the Os-
trogradski theorem does not apply straightforwardly. Hence they might be
stable and therefore we assume this to be the case here; moreover various
works argue that they can have a better behaviour in the UV with respect
to standard QFTs, while preserving the low-energy limit (see refs. [130, 135]
and also refs. [157, 217] and references therein). Moreover, as discussed in
Sec. 1.4.2, some form of non-locality seems to be a common feature to dif-
ferent approaches to quantum gravity, although each theory has its own
peculiarity. More importantly, non-local theories can be Poincaré invariant
while introducing a UV cutoff — which can account for spacetime discrete-
ness — which is what we are seeking here.
The possibility of such a LI regulator for QFT is also considered in ref. [68]
as a way out from the apparent unavoidable link between granularity of
spacetime and LIV. However, in that work it was claimed that these theories
suffer from causality violations and, as such, they are not viable. Actually,
the very same refs. [128, 130] discussed in ref. [68] not only show that there
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FIGURE 3.3: Dependence of |∆c| on λ ≡ (Λ/M)2 in the
case of a sharp cutoff (see eq. (3.49)) with n = 1/2, 1, 2,
Rφ = Rψ = 10
−12 and g = 1. Symbols correspond to nu-
merical data while the solid lines correspond to eq. (3.51)
which well describes the violation at small values of λ. The
dashed lines correspond to eq. (3.46), i.e., to the values ap-
proached by |∆c| for λ  1. The violation is suppressed
whenever M  Λ, i.e., λ  1, which is exactly the separa-
tion of scales invoked various times in the literature. This
behaviour agrees with what is heuristically expected on the
basis of the physical intuition discussed in the main text.
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are causality violations but also that they arise only at high energies (com-
parable with the non-locality scale), where the theory, if interpreted as an
effective one, should anyhow cease to be valid. In this sense we shall take
this smooth cutoff as not being fundamental but simply assume it to be a
consequence of an EFT type description of a more fundamental theory. It is
easy to see that the introduction of a smooth cutoff function f in Euclidean
space11 is tantamount to replacing eq. (3.48) by
∆c = − g
2
2pi3
∫ ∞
0
dk
k5f
(−k2/Λ2)(
m2ψ + k
2
)2 ∫ pi
0
dφ
cos2 φ− (sin2 φ) /3(
k2 +m2φ +
k2+2n sin2+2n φ
M2n
) sin2 φ,
(3.55)
Note that contrary to sections 3.1 and 3.2 here f depends on both the time-
like and spacelike part of the 4-momentum in a LI way12
The behaviour of ∆c for large separation of scale M  Λ can be ob-
tained again using the expansion in eq. (3.50), the only difference with re-
spect to eq. (3.51) being in the integration on y which now runs up to infinity
and is regulated by the cutoff function, i.e.∫ 1
0
dy
2
y3+n
(y +Rψ)2(y +Rφ)2
−→
∫ ∞
0
dy
2
y3+nf(−y)
(y +Rψ)2(y +Rφ)2
. (3.56)
We have calculated numerically eq. (3.55) after the suitable rescaling of the
coordinates already introduced after eq. (3.49). The results for n = 1/2, 1, 2
and the cutoff function f(−x) = e−x2 confirm those of the previous para-
graph and are reported in figure 3.4. The violation is again suppressed
as ∆c ∝ (Λ/M)2n, while the asymptotic values for Λ  M agree with
eq. (3.46) as demonstrated in appendix B.2.
3.4 Dissipation and LIV naturalness
In the previous section we focussed on the standard picture in which the
dispersion relation (in our case of the scalar field) is modified by some ef-
fects of LIV physics motivated by QG scenarios. However, general argu-
ments [173] show that if LIV emerges dynamically from UV kinetic terms
or interactions with heavy fields which are traced out in the low-energy
description, then dissipative effects will also unavoidably arise. In this sec-
tion we therefore focus on their influence on the percolation of LIV. Note
that dissipation does not necessarily spoil unitarity, since it can emerge
from bona-fide Hamiltonian models after tracing out degrees of freedom.
Following these lines, ref. [142] investigated the phenomenology of dissi-
pative effects in fields propagation, showing that strong constraints can be
cast on the lower-order transport coefficients while higher-order ones are
basically unconstrained. A possible percolation of higher-order dissipative
terms can hence be considered an opportunity for strengthening current
constraints and a motivation for our investigation. A viable model will
11Actually, the smooth cutoff has to be enforced after the rotation in the Euclidean space
since the loop integrals make sense only there, see the discussion in refs. [87, 193]
12See ref. [211] for a case in which a cutoff function dependent on both energy and mo-
menta is introduced, even if in a way which still violates LI.
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FIGURE 3.4: Dependence of |∆c| on λ ≡ (Λ/M)2 (see
eq. (3.55)) for the same values of parameters as in figure 3.3,
i.e. n = 1/2, 1, 2, Rφ = Rψ = 10−12 and g = 1 but with a
LI Gaussian cutoff function. Symbols correspond to numer-
ical data while the solid lines correspond to the theoretical
prediction ∆c ∝ (Λ/M)2n coming from eq. (3.51) after the
replacement in eq. (3.56). The dashed lines correspond to
eq. (3.46), i.e. to the values approached by |∆c| for λ  1.
The qualitative features of these curves are the same as in
figure 3.3.
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anyhow require dissipation not to percolate strongly given the currently
available constraints. In this sense we shall explore also in this case the
effectiveness of a protection mechanism based on a separation of scales.
In order to study the percolation of LIV in the presence of dissipation
in the scalar field, we first address the validity of the argument of ref. [69]
when there is only one relevant cutoff scale in the problem. Then we show
how the picture changes when we introduce one additional scale, having
the same physical interpretation as the one discussed in section 3.3. We
discuss this issue both with a sharp and a smooth LI cutoff (in the same
fashion as in section 3.3).
3.4.1 The general setting
For concreteness, we consider again the model in eq. (3.1) in which dissipa-
tion affects only the scalar field. Following ref. [173], its propagator is given
by
GF (ω, k) =
i
ω2 − k2 −m2φ + i|ω|k2+2n/M1+2n
, (3.57)
where ω indicates the time-like component of the momentum and k the
modulus of the space-like components. The parameter n ≥ 0 is introduced
for later convenience and M is a mass scale. This expression can be de-
rived from dynamical models in which heavy degrees of freedom have been
traced out (see, e.g., sections 2.3 and 2.4 of ref. [173]). Note, in addition, that
the dispersion relation associated with this propagator is reminiscent of the
one of dissipative fluids as reported, e.g., in ref. [142]. In particular, by vary-
ing the value of n we can change the first dissipative (and dispersive) term
which appears in the dispersion relation (in the same way as in ref. [142]).
In analogy with the dispersive case discussed in section 3.3, we expect ∆c
to depend algebraically on Λ/M to some power which increases upon in-
creasing n.
The calculation of ∆c follows the same lines as in section 3.2, leading to
an expression similar to eq. (3.36):
∆c =ig28pi
∫
dk
(2pi)3
k2 (3.58)∫ ∞
−∞
dω
2pi
ω2 + k2/3
(ω2 − k2 −m2ψ + i)2
(
ω2 − k2 −m2φ + i+ i|ω|k2+2n/M1+2n
) ,
where, taking into account the rotational symmetry, we have done the an-
gular integration in the three spatial directions. Note that this expression
refers still to Minkowski space while we do not specify, for the moment,
the cutoff function that we are using. Due to the form of the dissipative
term in the denominator it is not straightforward to perform a Wick rota-
tion towards the Euclidean space. However, it is possible to show (both
numerically and analytically) that ∆c given above actually takes real val-
ues and the integral can be performed in Euclidean space. In order to do
this, we can split the ω integration into two parts and use the symmetry of
the argument for ω → −ω to write
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∆c =2ig28pi
∫
dk
(2pi)3
k2 (3.59)∫ ∞
0
dω
2pi
ω2 + k2/3
(ω2 − k2 −m2ψ + i)2
(
ω2 − k2 −m2φ + i+ iωk2+2n/M1+2n
) .
Now it is clear that there are no poles in the first quadrant of the complex
ω-plane. Accordingly, the integral done along the path which includes the
positive real ω-axis up to a certain arbitrarly large value Ω, the quarter of cir-
cumference of radius Ω centered in the origin O of the plane and contained
in its first quadrant and finally the path from iΩ to O along the imaginary
axis, gives zero. Noting that the integral along the quarter of circle van-
ishes as Ω → ∞, we conclude that the integral along the real axis equals
the one along the imaginary axis, i.e., its Wick rotation. As a result (see
appendix B.3 for more details).
∆c = −g216pi
∫
dk
(2pi)3
k2 (3.60)∫ ∞
0
dω
2pi
ω2 − k2/3
(+ω2 + k2 +m2ψ)
2
(
ω2 + k2 +m2φ + ωk
2+2n/M1+2n
)
= − g
2
pi3
∫
dρ
ρ5(
ρ2 +m2ψ
)2 ∫ pi2
0
dφ
sin2 φ
[
cos2 φ− (sin2 φ) /3]
ρ2 +m2φ +
ρ3+2n sin2+2n φ cosφ
M1+2n
,
where in the last line we have used polar coordinates ω = ρ cosφ, k =
ρ sinφ where ρ is the modulus of the (Euclidean) 4-momentum. Note that
the integration in φ is now from 0 to pi/2 ensuring that we are integrating
only over the half line with ω > 0. In the following sections we specify the
form of the LI cutoff which is implicit in eq. (3.59) and which introduces a
second scale into the problem.
Before proceeding, we note that the dissipative dispersion relation con-
sidered above can actually be seen as an effective LIV regulator for the in-
tegral analogous to the ones we considered in section 3.3; accordingly we
could investigate the limit M →∞ in the previous equations and study the
resulting percolation of LIV without introducing the new LI scale Λ. In ac-
cordance with ref. [69] we expect a non-vanishing value of ∆c. In this case,
it can be shown that the actual value of ∆c, in this limit, depends on the
value of n in the MDR (see appendix B.2) similarly to what was observed
in section 3.3 for the dispersive case, and is given by
∆c = − g
2
48pi2
n− 1/2
n+ 1/2
. (3.61)
Note, in addition, that ∆c vanishes (up to this order) for n = 1/2.
3.4.2 Sharp LI cutoff
After Wick rotating into Euclidean space, we consider a LI cutoff such as
the one discussed in section 3.3.1. Accordingly, eq. (3.60) becomes
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∆c = − g
2
pi3
∫ Λ
0
dρ
ρ5(
ρ2 +m2ψ
)2 ∫ pi2
0
dφ
sin2 φ
[
cos2 φ− (sin2 φ) /3]
ρ2 +m2φ +
ρ3+2n sin2+2n φ cosφ
M1+2n
(3.62)
= − g
2
pi3
∫ 1
0
dz
z5
(z2 +Rψ)
2
∫ pi
2
0
dφ
sin2 φ
[
cos2 φ− (sin2 φ) /3]
z2 +Rφ + z3+2nλn+1/2 sin
2+2n φ cosφ
,
where in the second line we have done the change of variables introduced
in eq. (3.49), i.e., ρ = Λz in order to have dimensionless variables, while we
introduced λ = Λ2/M2 and Rφ,ψ = m2φ,ψ/Λ
2 as we did in section 3.3.
As in section 3.3.1 the behaviour of ∆c for λ  1 can be obtained by
expanding the integrand in eq. (3.62) around λ = 0. In this case, after plug-
ging this expansion back in eq. (3.62) and using that the angular integration
of the zeroth-order term vanishes we have
∆c = − g
2
pi3
2n− 1
3(2n+ 7)(2n+ 5)
λn+1/2
∫ 1
0
dy
2
yn+7/2
(y +Rψ)2(y +Rφ)2
+O(λ1+2n),
(3.63)
where y = z2. Analogously to what we observed after eq. (3.61), ∆c van-
ishes (actually at all orders in λ) for n = 1/2.
y-integration in eq. (3.63)
We would like to calculate the following integral∫ 1
0
dy
2
yn+7/2
(y +Rψ)2(y +Rφ)2
, (3.64)
which actually corresponds to Qn+1/2(Rφ, Rψ) defined in eq. (3.52). Accord-
ingly, it can also be expressed in terms of Sn+1/2(Rφ,ψ) as in eq. (3.53) and, in
turn, in terms of hypergeometric 2F1 functions. For convenience, we do not
report its lengthy expression here but only quote the value eq. (3.64) takes in
the massless case Rφ,ψ = 0, i.e., Qn+1/2(0, 0) = 1/(2n+ 1).
The percolation ∆c ∝ (Λ/M)n+1/2 in eq. (3.63) decreases upon decreas-
ing Λ/M analogously to what happens in the pure dispersion case dis-
cussed in section 3.3; the small ratio Λ/M controls the behaviour of ∆c
for Λ  M with the same algebraic power as the one of the LIV scale
M in the MDR considered, see eq. (3.57). This demonstrates that, also in
the presence of dissipation, the percolation can be tamed by a large sepa-
ration of scales protecting in this way low-energy physics. Moreover, as in
section 3.3, eq. (3.63) clearly shows that ∆c (up to first order in λn) is sym-
metric with respect to the exchange of Rψ and Rφ; the limit in which both
fields are massless is finite while the dependence of ∆c on Rψ, Rφ is rather
weak as long as mψ,mφ  Λ,M . Finally, we note that the percolation of
dissipation is purely real and as such is qualitatively similar to that induced
by dispersion.
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3.4.3 Smooth LI cutoff
In this section we consider the case of a smooth LI cutoff, instead of the
sharp one investigated in the previous subsection, adopting the same ap-
proach as in the dispersive case discussed in section 3.3. The expression of
interest in this case is
∆c = − g
2
pi3
∫ ∞
0
dρ e−ρ
2/Λ2 ρ
5(
ρ2 +m2ψ
)2 ∫ pi2
0
dφ
sin2 φ
(
cos2 φ− sin2 φ/3)
ρ2 +m2φ +
ρ3+2n sin2+2n φ cosφ
M1+2n
(3.65)
= − g
2
pi3
∫ ∞
0
dz e−z
2 z5
(z2 +Rψ)
2
∫ pi
2
0
dφ
sin2 φ
(
cos2 φ− sin2 φ/3)
z2 +Rφ + z3+2nλ
1+2n
2 sin2+2n φ cosφ
,
where the smooth cutoff is introduced in the Euclidean space via the Gaus-
sian function with parameter Λ, see also eq. (3.55). On the second line we in-
troduced the same parameters as in eq. (3.55). Repeating the analysis done
before we conclude that also in this case ∆c ∝ (Λ/M)n+1/2 and therefore
∆c is suppressed with a wide separation of scales Λ M . The only differ-
ence compared to eq. (3.63) is in the radial integration in y which runs up
to∞ after the introduction of the cutoff function, as in eq. (3.56). We have
computed numerically the integral eq. (3.65) as a function of λ = Λ/M for
various values of n. The result for ∆c with Rφ,ψ = 10−12 is shown in fig-
ure 3.5 together with its asymptotic behaviours. As in the dispersive case,
we have confirmed that the value approached by ∆c for large λ, i.e. for
Λ  M with fixed Rφ,ψ is given by eq. (3.61) both for sharp and smooth
cutoffs, in agreement with the values approached when only the MDR is
present as a regulator and with the analytical argument presented in ap-
pendix B.2. This agrees with the result of ref. [69] of unsuppressed LIV
percolation.
3.5 Summary and Discussion
In this Chapter we have revisited the problem of the IR percolation of Lorentz
invariance violations due to radiative corrections. As previously discussed,
this problem is crucial for phenomenological models that want to deal with
LIV, even if it does not detract anything from experimental efforts to con-
straint LIV.
We have considered a model consisting of a scalar and a fermionic field
coupled by a Yukawa interaction, which was already used in the literature
for studying the naturalness problem of LIV and which provides an essen-
tial version of the structure of the scalar sector of the standard model of
particle physics.
In sections 3.1 and 3.2, we discussed the instance in which only the UV
Lorentz breaking scale is present in the problem in addition to the mass
scales of the particles. In this case one can model the LIV by introducing a
Lorentz-breaking cutoff which eliminates large momenta in a certain pre-
ferred reference frame and this is the way the problem was tackled in pre-
vious studies [219]. We revisited the original calculation of ref. [69], mak-
ing explicit various steps as well as considering the percolation of LIV on
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FIGURE 3.5: Dependence of |∆c| on λ ≡ (Λ/M)2 in the
presence of dissipation with a smooth Gaussian cutoff (see
eq. (3.65)) with n = 0, 1, 2 and the same values of the pa-
rameters as in figures 3.3 and 3.4, i.e. Rφ = Rψ = 10−12 and
g = 1. Symbols correspond to numerical data while the
solid lines correspond to the theoretical prediction ∆c ∝
(Λ/M)n+1/2 coming from expanding in λ for λ  1. The
dashed lines correspond to eq. (3.61), i.e. to the values ap-
proached by ∆c for λ  1. Note that, these values depend
on n while the violation is suppressed for M  Λ..
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the fermion field. In this case, our results agree with ref. [219], though the
present analysis is more general. Indeed, we make no assumption con-
cerning the masses of the fields and we consider also a cutoff for both the
fermionic and scalar fields. The results reported in section 3.2.2 show a pos-
sible cancellation of the LIV percolation even in rather generic situations.
Indeed, if the cutoff function is the same for both these fields — conceiv-
able if (quantum) gravity affects all species in the same way —, the perco-
lation on the fermion is completely suppressed, at least up to one loop in
perturbation theory. Clearly, unsuppressed percolation are anyhow present
on the scalar due to fermionic loops. In this respect, the case with unequal
scalar and fermion masses mφ and mψ, respectively, and in particular with
mφ  mψ is the most physically interesting. Indeed, in an EFT approach,
the heavy scalar has to be traced out for describing low-energy physics
which, in this way, becomes unaffected by the unsuppressed percolation
on the scalar field, at least at this order in perturbation theory.
In sections 3.3 and 3.4 we have considered the case in which a scale M
of LIV and a scale Λ are present, where Λ is a LI cutoff representing the
scale of validity of the EFT. In particular, we assume that between such a
Planck scale M (setting the Lorentz breaking) and the low-energy physics
there exist some extra (per se) Lorentz invariant physics. The LI cutoff Λ
has been introduced via both a sharp and a smooth cutoff function in Eu-
clidean momentum space. The second choice being motivated by non-local
theories which aim to improve the UV behavior of QFTs. We have shown
that if these two scales are well separated, i.e., Λ  M , the percolation is
suppressed. While this result could have been expected on mathematical
and physical grounds, we determine here the scaling behaviour of the per-
colation for various MDR: In particular in section 3.3 we consider the case
in which Λ/M  1 with various modified dispersion relations ∆ given by
eq. (3.45). Heuristically this case is expected to be equivalent to the one
investigated in refs. [69, 219] due to the fact that the MDRs themselves act
as cutoffs. Indeed, it can be seen from eq. (3.46) that we find an unsup-
pressed percolation but the value of the corresponding ∆c (up to one loop)
depends on the detail of the MDR, a fact that was not noticed in previous
discussions. Secondly, we consider the case of Λ/M  1 and show that the
percolation depends linearly on Λ/M to the power with which M appears
in the MDR, see figures 3.3 and 3.4, a fact which is quite interesting from the
phenomenological point of view. Indeed, most available models of quan-
tum gravity seem to preserve CPT symmetry: this means that CPT odd
operators appearing in the MDR are disfavored whereas CPT even mass
dimension 5 or 6 operators can be shown to give negligible contributions
or terms of the type p4/M2 [140]. In this case, we have shown that one
could expect a possibly strong suppression of the form Λ2/M2. If finally
M is identified with the Planck mass and we consider a constraint on the
LIV dimensionless parameter of the order of 10−18 (from constraints on the
neutrino-electron sector of the SM, see ref. [59]) we see that the EFT scale Λ
has to be simply less than 107 TeV for evading current constraints.
Last but not least, we have considered also the instance in which the
scalar field is affected by dissipation. This case has not been treated exten-
sively in the literature in spite of the fact that interesting phenomenology
can be extracted by allowing dissipative MDR (see refs. [142, 173]) and that
from the theoretical point of view dissipation must be present if LIV arises
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dynamically [173]. In section 3.4 (see eq. (3.60) and the discussion thereof)
we found the unexpected result that no percolation of these dissipative ef-
fects occurs, i.e., that no imaginary contribution emerges as a consequence
of the LIV percolation, neither in ∆c of the fermion nor in its mass, as the
one-loop correction to it turns out to be real (see appendix B.3). Accord-
ingly, the mass correction does not imply a stringent constraint on the LIV
percolation. Moreover, we also show that a separation of scales suppresses
again the LIV percolation in the same fashion as it does in the purely dis-
persive case of section 3.3, see figure 3.5.
While the idea that separation of scales can prevent unsuppressed LIV
is not entirely new, the present results highlights how such a mechanism
works while extending it to the interesting case of field theories with effec-
tive dissipation, largely overlooked in literature.
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Chapter 4
Causal Set theory and
Non-locality
Well, I never heard it before, but it sounds
uncommon nonsense.
Lewis Carroll
Alice in Wonderland
Recent years have witnessed growing activity in the field of quantum
gravity phenomenology [11, 116, 140, 150], with unforeseeable success hav-
ing been achieved in testing possible breakdowns of spacetime symmetries
close to the Planck scale. In particular, as we discussed both in the introduc-
tion and in the previous Chapter, tests of EFT with ultraviolet departures
from Local Lorentz Invariance have been proven invaluable in providing
severe constraints on such scenarios [140]. Nonetheless, the very same suc-
cesses of these studies — with the tight constraints imposed on LIV — to-
gether with the LIV naturalness problem, demand to take in serious consid-
eration the possibility that Lorentz symmetry might be an exact symmetry
of Nature.
Causal Set theory, introduced in Sec. 1.4, is the perfect candidate for a
QG phenomenology investigation both for its simplicity as well as for its,
almost unique, characteristic of being a discrete but Lorentz invariant the-
ory of emergent spacetime. In particular, in order to marry fundamental
discreteness with (local) Lorentz invariance the causal set is subject to a
kinematic randomness — made concrete by the concept of sprinkling, see
Sec. 1.4 — which forces us to give up locality at the fundamental level, thus
opening a mostly unexplored window for quantum gravity phenomenol-
ogy. This inherent non-locality is evident in the definition of d’Alembert’s
operator on a causal set, defined by constructing a finite difference equa-
tion in which linear combinations of the value of the field at neighbour-
ing points are taken. Since the number of nearest neighbours, next nearest
neighbours, etc., is very large (infinite), the corresponding expression looks
highly non-local. Nonetheless, the resulting operator can be shown to be
approximately local, with the non-locality confined to scales of order the
discreteness scale.
As briefly discussed in Sec. 1.4.2, the precise form of this correspon-
dence is given by performing an average of the causal set d’Alembertian
over all sprinklings of a given spacetime, giving rise to a non-local, re-
tarded, Lorentz invariant linear operator in the continuum, nl, whose
non-locality is parametrised by the discreteness scale l, and is such that it
reduces to the local continuum d’Alembertian, , in the limit l→ 0. Hence,
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nl encodes an averaged effect of the underlying spacetime discreteness on
the propagation of scalar fields.
It was soon realised however [203], that although the mean of this op-
erator has the correct continuum limit, its discrete counterpart suffers from
large/unacceptable fluctuations — growing with 1/ld, i.e., with the inverse
discreteness scale to the power of spacetime dimensions. This was solved
by introducing a new length scale1, ln  l, over which the original discrete
expressions were "smeared out". When averaged over sprinklings these
operators lead to non-local d’Alembertians where the non-locality is now
confined to scales of order ln rather than l. As such, nonlocal corrections
to the exact continuum d’Alembertian are expected to still be relevant at
scales where the continuum description of the spacetime is already valid to
a good approximation. Again, locality is restored in the limit ln → 0. Note
that at this stage the length scale ln enters as a purely phenomenological
parameter, introduced in order to make the discrete propagation physically
meaningful, amenable to phenomenological constraints.
The focus of this Chapter is to study the non-local field theory for a
scalar field whose dynamics are given by the non-local d’Alembertian for
which we take ln 6= 0. In particular, we firstly review properties of the
continuum non-local d’Alembertian derived from its CS, discrete counter-
part. Then, in Section 4.2 we extend the definition of the non-local d’Alem-
bertian to include massive fields and in Section 4.3 we study the retarded
Green functions found in [17] in two and four dimensions. Interestingly
enough, we show that the theory presents violations of the Huygens’ princi-
ple, which are relevant for future phenomenological studies2. In Section 4.4
we construct the quantum field theory for a scalar field based on the afore-
mentioned non-local d’Alembertian in two and four dimensions. Finally,
in Section 4.5 we discuss the physical implications of our study and fu-
ture perspectives about the phenomenology apt to constraint them. The
mesoscopic regime where non-local effects start to play an important role
are those of major interest and require a proper phenomenological study
which we will address in the last Chapter of this thesis.
4.1 Nonlocal d’Alembertians
The first construction of a d’Alembertian operator on a causal set appeared
in a seminal paper by Sorkin [203]. This was later extended to 4 dimensions
and curved spacetimes, [44], and subsequently to all other dimensions [80,
102] and with an arbitrary number of layers3 [17]. All such operators have
continuum counterparts, nl, obtained by averaging the discrete operators
over all sprinklings of a given spacetime. As anticipated above, the non-
locality of the continuum operators is parametrised by a length scale ln,
taken to be much larger than the discreteness scale l in order to damp fluctu-
ations (see box below). This new mesoscopic scale could provide interesting
phenomenology, since the non-locality of the d’Alembertian would survive
at scales in which the continuum description of spacetime is approximately
1In eq. (1.16) of Sec. 1.4.2 we considered directly this new length scale.
2See [52, 133] for recent results concerning these violations and their relevance in cos-
mology in order to discriminate between different QG models.
3See discussion after eq. (4.1).
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valid, hence the continuum non-local d’Alembertian would describe the
dynamics of a scalar field more accurately. Only at much smaller scales, of
order l, would the discrete description then be necessary.
Given a causal set C and a scalar field φ : C → R on it, let us consider
the operators defined by4
(B(d)φ)(x) = l−2
aφ(x) + Lmax∑
n=0
bn
∑
y∈In(x)
φ(y)
 , (4.1)
where d is the spacetime dimension, a, bn are dimension dependent coeffi-
cients and l is the discreteness scale. In(x) represents the set of past n-th
neighbours of x, where a point y is said to be an n-th past neighbour of x if
the cardinality of the set Int(x, y) = {z ∈ C : x ≺ z ≺ y} is equal to n. In the
literature the first sum in eq. (4.1) is referred to as sum over layers, where
each In is a layer. The operators in eq. (4.1) are derived under the following
physical assumptions [17]
1. Linearity: the result of the action of the operator on a scalar field at an
element of the causal set should be a linear combination of the values
of the fields at other elements
2. Retardedness: the result of the action of the operator on a scalar field
at an element of the causal set should depend on the values of the
field in the past of that element
3. Label invariance: the operator should be invariant under the rela-
bellings of the causal set elements
4. Neighbourly democracy: all n-th neighbours of x should contribute
to (B(d)ρ φ)(x) with the same coupling
These operators are well defined for a general causal set C but are particu-
larly relevant for causal sets that well approximate continuum spacetimes.
Indeed, given a generic spacetime (M, g), the average of the discrete opera-
tors over all Poisson sprinklings ofM leads to a continuum operator given
by5
(d)nl φ(x) ≡ E(B(d)ρ φ)(x) = ρ2/daφ(x) (4.2)
+ ρ(2+d)/d
L
(d)
max∑
n=0
bn
n!
∫
J−(x)
√−ge−ρV (x,y)[ρV (x, y)]nφ(y)ddy,
where E stands for average over sprinklings, L(d)max is a dimension depen-
dent positive integer, J−(x) is the causal past of x and V (x, y) is the space-
time volume of the causal interval between x and y. Here ρ should corre-
sponds to 1/ld, however we will consider it related to the non-locality scale,
i.e., ρ ≡ 1/ldn, see box below.
4Here we follow the notation of [17].
5For further details see [212] and references therein.
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Fluctuations and the non-locality scale
Note that, as discussed in the introduction to this Chapter, even if the aver-
aged operators converge to the local ones when l goes to zero, the fluctuations
actually tend to increase. To tame this problem, the new scale ln was intro-
duced in [203]. In particular, new discrete operators have been found which
supersede the ones in eq. (4.1). These new operators involve a smearing out of
the sum over layers and are given by [44, 80, 203]
(B
(d)
nl φ)(x) =
2/d
l2
aφ(x) +  ∞∑
n=0
fd(n, )
∑
y∈In(x)
φ(y)
 , (4.3)
where  = (l/ln)d, and
fd(n, ) = (1− )n
Lmax∑
m=0
bm
(
n
m
)(

1− 
)m
is the smearing function. Once averaged over sprinklings of a given spacetime,
the operators in eq. (4.3) give the same continuum operators as in eq. (4.2) with
ρ = 1/ln. For the rest of this Chapter we will be interested in the continuum
version of these new operators, i.e., eq. (4.2).
It was shown in [80, 203] that, for particular choices of coefficients {a, bn},
the operators in eq. (4.2) reduce to the standard wave operator in flat space-
time in the local limit, i.e., for ρ → ∞. The operators which satisfy this
condition are called Generalized Causal Set D’Alembertians (GCD). Once
{a, bn} are identified, these operators can also be studied for a generic curved
spacetime [34, 80, 102]. In this Chapter we will consider specifically the
minimal operators in two and four dimensions. These are the original op-
erators which were introduced in [44, 203] and they form a well-defined
subset of all the GCD. In particular, minimal here refers to the fact that L(d)max
is the smallest integer for which the continuum limit can be recovered, i.e.,
lim
ρ→∞nlφ(x) = φ(x),
e.g., L2dmax = 2 and L4dmax = 3. It should be noted that, for the minimal
case the set of coefficients {a, bn} is unique whereas for every non-minimal
values of L(d)max there are infinitely many choices of {a, bn}6. In this sense
minimal operators comprise an interesting subset of all GCD. Nonetheless,
the quantization procedure which we outline in the following can be triv-
ially generalized to non-minimal operators.
The retarded, minimal, non-local d’Alembertian in d-dimensional Min-
kowski spacetime Md is given by eq. (4.2) where √g = 1 — the coefficients
{a, bn} in two and four dimensions can be found in [17]. This can be rewrit-
ten as
(d)nl φ(x) =
∫
J−(x)
ddy K(d)(x, y)φ(y), (4.4)
6For details see [17].
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where
K(d)(x, y) := ρ
2
d
aδ(x, y) + ρ Ldmax∑
n=0
bn
(ρV (x, y))n
n!
e−ρV (x,y)
 . (4.5)
Translational symmetry of Md implies that K(d)(x, y) = K(d)(x − y); there-
fore, letting w = y − x,
(d)nl φ(x) =
∫
J−(0)
ddwK(d)(−w)ew·∂xφ(x) = f (d)(−)φ(x), (4.6)
where we used the fact that since K(d) is Lorentz invariant, it is function of
w2 := w · w, and we defined
f (d)(−) :=
∫
J−(0)
ddwK(d)(−w)ew·∂x . (4.7)
The non-local equations of motion of a massless field, φ(x), living in d-
dimensional Minkowski spacetime can therefore be written as
f (d)(−)φ(x) = 0. (4.8)
The action of f(−) on φ can be defined in different ways, depending on
the analytic properties of f : If f(z) is everywhere analytic then we can rep-
resent it as the convergent power series expansion
f(z) =
∞∑
n=0
anz
n. (4.9)
Otherwise we may define it through its action on Laplace transforms, which
is how we will proceed.
The Laplace transform of f(−) in d-dimensions is given by [17]
f (d)(k2) = ρ2/d
a+ 2(2pi)d/2−1Z 2−d4 L(maxd)∑
n=0
bn
n!
γnd
∫ ∞
0
ds sd(n+1/2)e−γds
d
K d
2
−1(Z
1/2s)
 ,
(4.10)
where
Z =
k · k
ρ2/d
, γd =
(pi4 )
d−1
2
dΓ
(
d+1
2
) , (4.11)
and Kν is the modified Bessel function of the second kind containing a cut
along the negative real axis and for which we assume the principal value.
Plane wave solutions eik·x to f(−)φ = 0 lie in the kernel of f(k2). Aslan-
beigi et al. [17] showed that in two and four dimensions f (d)(k2) = 0 iff
k2 = 0 and k2 = 0, ζ4, ζ∗4 respectively, where <(ζ4) < 0 and =(ζ4) > 0 and
the existence of the complex mass poles was determined numerically. Ap-
plying their analysis to other dimensions we obtain Table 4.1 for 2 ≤ d ≤ 7
where <(ηd) < 0 and =(ηd) > 0, d = 4, . . . , 7. 7 A simple dimensional
7It should be noted that for d ≥ 4 the roots of f (d) away from the origin were found
numerically.
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TABLE 4.1: Roots of f(z)
d = 2 d = 3 d = 4 d = 5 d = 6 d = 7
0 0 0, ζ4, ζ
∗
4 0, ζ5, ζ
∗
5 0, ζ6, ζ
∗
6 , η6, η
∗
6 0, ζ7, ζ
∗
7 , η7, η
∗
7
argument, confirmed by numerics, suggests that ζd, ηd ∝ ρ2/d as is expected
given that ρ is the only dimensionful parameter in the theory. The table
above suggests that the number of zeros of f (d) grows with the number of
dimensions, with a new pair appearing every time the dimensionality of the
spacetime goes up by two. Assuming this pattern continues for all d, then
the number of zeros of the minimal d’Alembertian in d-dimensions would
be (d − 1) for d even, and (d − 2) for d odd. Note that the complex mass
solutions appear in complex conjugate pairs ensuring that the theory is CPT
invariant – the pole structure of the propagator in the complex k0-plane has
to be symmetric about the real axis. This is expected since our action (see
Equation 4.18 below) is CPT-invariant: C being trivial for a real scalar field
theory, and PT because the non-local d’Alembertian nl is a function of the
spacetime volume only, which is PT-invariant in Minkowski spacetime.
We will see in Section 4.4 that in order to establish the number of initial
conditions required to specify a state of the system (equivalently the num-
ber of propagating degrees of freedom), one needs to know the degree of
the roots of f(z). Consider therefore the case d = 4, which we will be con-
cerned with in Section 4.4.2. In this case there exist three roots: z = 0, ζ4, ζ∗4 .
The root at the origin, z = 0, is a branch point whose degree can be easily
established to be < 1, since limz→0 zf−1(z) = 0. Had we known the exact
location of roots z = ζ4, ζ∗4 , then a similar analysis would have given their
degree. However, since we are only able to establish their existence nu-
merically, we have had to resort to numerics to compute their degree. The
numerical analysis is given in the box below, and suggests that the roots
at ±Ω,±Ω∗, where Ω := k0 =
√
k2 − ζ4 and Ω∗ =
√
k2 − ζ∗4 , are of order
1. We will therefore assume this to be the case throughout the rest of this
article. 8
Degree of Singularity of Complex Mass Poles
Here we provide evidence that the complex mass poles appearing in the 4d
propagator are of order 1.
8If the poles are of higher order, then the coefficients in the field expansion will have an
explicit time dependence.
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FIGURE 4.1: Real and imaginary part together. The two
planes intersect with the complex-plane in what seems
like a single point representing one of the complex roots
of f (4)(z).
The existence of these poles was established numerically using Cauchy’s argu-
ment principle, as such we only know their location in the complex k2 plane
approximately. In order to establish their nature we probe the behaviour of
f(z) in the vicinity of these zeros numerically, and provide evidence that f(z)
is linear in z in these neighbourhoods, see figure 4.1. A linear behaviour in z
corresponds to the inverse having simple poles, which is what we assume in
the following of this Chapter.
It is interesting to note that the (formal) infrared expansion of (4.7) in
two and four dimensions is given by 9
f (2)(−) = − 
2
2ρ
[
γ + ln
(−
2ρ
)]
+ . . . , (4.12)
and
f (4)(−) = − 3
2pi
√
6
2√
ρ
[
3γ − 2 + ln
(
32
2piρ
)]
+ . . . , (4.13)
respectively (here γ is Euler–Mascheroni’s constant). 10 Therefore the non-
locality is manifest even in the first order corrections to the standard con-
tinuum d’Alembertian in the IR limit.
9The derivation of these expansions, together with the full series, is given in Ap-
pendix C.1
10The same expressions appear in [131], where the author obtains the same corrections as
above, and the same power series expressions found in Appendix C.1.
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4.2 Massive Extension: Nonlocal Klein-Gordon Equa-
tion
In this section we generalise the nonlocal wave equation (4.8) to include
massive fields.
Consider the following naive massive extension to (4.8)[
f(−)−m2]φ(x) = 0, (4.14)
where m2 ∈ R+. This equation does not admit plane wave solutions (for
finite ρ) with k2 = −m2, since f(k2) ∈ C if k2 < 0 (although it does reduce
to the standard Klein-Gordon equation in the limit ρ → ∞). Instead, we
define the equation of motion of the massive field to be
f(−+m2)φ(x) = 0. (4.15)
We call this the non-local KG equation. Unlike Equation (4.14), this does
admit plane wave solutions with massive dispersion relations k2 = −m2,
as well as possessing the correct continuum limit:
lim
ρ→∞ f(−+m
2)φ(x) = (−m2)φ(x). (4.16)
Indeed, from Section 4.1 we know that (ignoring, if any, the complex mass
solutions which will simply undergo a translation along the real axis) f(z) =
0 if z = 0. Hence, in momentum space, we have that f(k2 + m2) = 0 if
k2 = −m2 for any ρ. Note that the functional form of f has not changed so
the branch cut remains but with the branch point now shifted to k2 = −m2.
Table 4.1 can therefore be trivially extended to include the massive case to
give
TABLE 4.2: Roots of f(z +m2)
d = 2 d = 3 d = 4 d = 5 d = 6 d = 7
−m2 −m2 −m2, ζ˜4, ζ˜∗4 −m2, ζ˜5, ζ˜∗5 −m2, ζ˜6, ζ˜∗6 , η˜6, η˜∗6 −m2, ζ˜7, ζ˜∗7 , η˜7, η˜∗7
where ζ˜d = ζd −m2 and η˜d = ηd −m2.
An interesting problem for the causal set community is to determine the
inverse Laplace transform of this function, which would correspond to the
massive version of Equation (1.16) in position space. This would lead to
a definition of the KG equation, as well as of the mass term, on a causal
set. Even if some advancement in this direction have been made (see box
below11), a definite answer has still to be reached.
Discrete Mass Operators
Here we present candidate discrete Klein-Gordon operators. These opera-
tors are similar to the original wave operators derived from Causal Set the-
ory. However, we now demand that, in the local limit, the averaged operators
11The material in the box appeared in a talk given by the author of this thesis at the
workshop Prospects for causal set quantum gravity, http://icms.org.uk/workshops/prospects
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reduce to the standard massive Klein-Gordon operator. This permits also to
define a discrete mass term for a scalar field propagating on a causal set.
To obtain these discrete, massive operators the strategy is to consider con-
tinuum (averaged) versions, which reduce to the local Klein-Gordon — in the
local limit — and are obtained using the results of [36]. Then, these opera-
tors are discretized giving rise to the sought after discrete operators. In the
following we report the expressions for the massive, discrete, non-local Klein-
Gordon operators in two and four dimensions
B(d=2)m φ(x) =− 2ρφ(x) + 4ρ
∑
y∈L1
−(2− 1
2
m2
ρ
)
∑
y∈L2
+(1− 2m
2
ρ
)
∑
y∈L3
+
3
2
m2
ρ
∑
y∈L4
φ(y);
B(d=4)m φ(x) =
√
ραφ(x) +
√
ρ
L′max∑
n=0
cn
∑
y∈Ln(x)
φ(y) +m2
Lmax+1∑
n=1
nbn−1
∑
y∈Ln(x)
φ(y),
where L′max and Lmax are always greater or equal than the minimal number
of layers. As it is evident from these expressions, a massive operator always
requires a layer more than the corresponding minimal massless operator.
It should be noted that, these operators are not unique in the same way as
the wave operators discussed in the main text. Whether the proposed expres-
sions can actually present, once averaged, a physical pole for k2 = −m2 when
ρ 6=∞ is still an open issue and it will require a spectral analysis of these oper-
ators — like the one performed in [17] for the massless case. Furthermore, how
to discretize the operators f(−+m2), which will have the correct pole struc-
ture, remains an open problem since the previous expressions do not seem to
give these operators once averaged.
In the main text we will be concern mostly with the massless case though
our expressions can be easily generalized to the case of f(− + m2) which,
in light of the previous discussion, can be considered just a phenomenological
model that is not derived directly from Causal Set and does not have a discrete
counterpart, as for now.
4.3 Huygens’ Principle and the Nonlocal d’Alembertians
Huygens’ principle (HP) can be interpreted as stating that in spacetime di-
mensions d = 2n+ 2, n > 0, the propagators of the wave equation G = δ
have support on the light-cone, while in dimensions d = 2n + 1 they also
have support inside the light-cone. The case d = 2 is degenerate and some-
what counter intuitive since the Green functions are constant inside the
light cone.
In a recent stream of works, violations of the HP were shown to be rel-
evant for both QG phenomenology and quantum communication [51, 52,
133]. In the seminal work [133] it is shown that, when such violations occur,
it is possible to have information transmission without energy exchange.
Furthermore, two observers — Alice and Bob — which can perform local
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measurements on the field, by coupling or not their Unruh–DeWitt detec-
tors, can communicate through a massless field even when timelike sepa-
rated12, giving rise to a normally forbidden quantum communication chan-
nel. Since violations of the HP happens in general when spacetime is curve,
in [51, 52] the case of a flat Friedmann–Robertson–Walker (FRW) Universe
has been considered. In this case the authors show that violations of HP
can be used as a sensitive probe of non-standard gravitational dynamics. In
particular, these violations are employed to distinguish between the stan-
dard FRW dynamics and the modified one dictated by Loop Quantum Cos-
mology bouncing Universe. All these results prove that HP violations are a
relevant and new avenue for QG phenomenology to be explored.
It is interesting to ask therefore if such HP holds in the case where 
is replaced by f(−). A priori there is no reason why it should, since the
analytic properties of f−1(−) are in general very different from those of
−1. Indeed, using the explicit form for the retarded Green function in
d-dimensions given in [17], it is possible to show that for d = 4 the re-
tarded Green function has support inside the light cone. Explicitly the d-
dimensional Green function is given by
ρ2/dG(x− y) xy= 2(−1)
1+ d
2 τ
1− d
2
xy
(2pi)d/2
ρ2/d
∫ ∞
0
dξ ξd/2
Im
[
f(−ξ2 + i)]
|f(−ξ2 + i)|2 J d2−1(τxyξ),
(4.17)
where Jn(z) is the Bessel function of the first kind, and x  y means x lies
to the future of y. A numerical plot of this function against proper time τ is
given in figure 4.2. 13 Note how the function is non vanishing for nonzero
values of proper time but decays to zero rapidly for τ  ρ−1/d (in the plot
ρ = 1). This is to be expected since the Green function (4.17) reduces to
the standard, local Green function which has no support inside the light
cone, in the limit ρ → ∞. This plot therefore demonstrates the failure of
HP in 4d. Since all other even dimensional Green functions are similar in
form one should expect this to be true for all d = 2n + 4, n ≥ 0. Even
though HP does not strictly apply in d = 2, it is nonetheless interesting to
see how the nonlocal Green function is modified in this case. The plot of
GR against proper time τ is shown in figure 4.3. As one can see the function
is no longer constant for all τ > 0 but, crucially, it tends to a constant in the
limit τ/ρ→∞.
The above observations, though purely classical at this point, are im-
portant for the quantum theory. Indeed, the Pauli-Jordan function – de-
fined as the vacuum expectation value of the commutator of fields – is given
by i times the difference between the retarded and advanced propagators.
Hence for a 4d theory based on such non-local dynamics, it will fail to van-
ish inside the light-cone, unlike a QFT based on local dynamics given by
just .
12If the HP holds Bob, can receive Alice’s message only if his wordline intersects the light
cone of Alice.
13In the plot for d = 2 we have corrected the expression for the Green function by an
overall factor of 2. This is because Equation (4.17) for d = 2 was tending to -1/4 in the limit
τ/ρ → ∞, rather than -1/2, which is the value that the retarded Green function of  takes
inside the light cone in 2d. We therefore believe that (at least in the 2 dimensional case),
Equation (4.17) is off by an overall factor of 2.
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FIGURE 4.2: 4 dimensional retarded, non-local Green func-
tion as a function of proper time τ for ρ = 1. Note how
the function has non-zero support inside the light cone
(τ > 0) but decreases rapidly and asymptotes 0 in the limit
τ/ρ → ∞. For small τ ∼ O(ρ) we therefore have large de-
viations from the local retarded Green function in 4d, but
recover the usual result in the limit.
For what concerns the phenomenological implications of HP violations,
it should be noted that the works present in literature always consider ei-
ther flat spacetime — in lower than four dimensions — or curved spacetime
and cosmological observations. Indeed, these are the cases in which HP vi-
olations usually show up. However, we have shown that in presence of
non-locality akin to the one of Causal Set theory, HP violations occur even
in 4d flat spacetime. This clearly open to the possibility to study such vi-
olations in laboratories14 looking for deviations from standard local QFTs.
In Chapter 6 we will make the first step towards the study of HP violations
by investigating the response of a single Unruh–DeWitt detector coupled to
the non-local field.
4.4 Free Scalar Nonlocal QFT
In the following sections we construct free scalar quantum field theories
based on the nonlocal dynamics defined by f(−). We closely follow the
formalism set out in [27] for canonically quantising nonlocal field equa-
tions. Everything we say can be extended to the massive case by simply
replacing f(−) by f(−+m2), with all the caveats discussed previously
in Sec. 4.2.
14With all the caveats of extending the non-local model to gauge theories.
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FIGURE 4.3: 2 dimensional retarded, non-local Green func-
tion as a function of proper time τ for ρ = 1. Note how
for τ ∼ O(ρ) the non-local retarded Green function deviates
from the usual local one, but asymptotes the local Green
function in the limit τ/ρ→∞.
We begin with the (free) non-local Lagrangian 15
L = φ(x)f(−)φ(x), (4.18)
which leads to the following Euler-Lagrange equations (see Section 2 of [27]
and references therein)
f(−)φ(x) = 0. (4.19)
A general solution to the equations of motion can be written as [26]
φ(x) =
∫
Γ
dk0
∫
dd−1k
a(k)
f(k2)
eik·x, (4.20)
where Γ runs from −∞ to ∞ for =(k0) > s and ∞ to −∞ for =(k) < −s
for f−1(k2) analytic in {k0 ∈ C | |=(k0)| > s}, and a(k) is an entire analytic
function (note that for a(k) = 1 this contour defines the usual Pauli-Jordan
function, which is in the kernel of the d’Alembertian). 16 By continuously
deforming the path Γ around the singularities of f−1, Equation (4.20) can
be rewritten as
φ(x) =
∫
ddk θ(k0)∆(f−1)(a(k)eik·x − a∗(k)e−ik·x) +
N∑
i=1
∫
Γi
ddk
a(k)
f(k2)
eik·x,
(4.21)
15Note that this kind of non-locality does not imply a violation of micro-causality. As
such it is fundamentally different from the kind of non-locality often considered in QFT,
e.g., [147].
16f−1(z)/zs also has to be bounded continuous in {k ∈ C | |=(k)| ≥ s}, see [26].
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where we used reality conditions on φ to determine that a(−k) = a(k)∗, and
we have defined the discontinuity functional across the branch cut in f−1
to be
∆(f−1) := f−1(−(k0 + i)2 + k2)− f−1(−(k0 − i)2 + k2), (4.22)
and the Γi’s are loops surrounding isolated singularities of f−1. It is in-
teresting to note that the general solution (4.21), when f−1(z) contains a
branch cut (as is the case here), is not a linear superposition of plane waves
with dispersion relation k2 = 0 only. Rather, the functional i∆ in general
gives non-zero weight to all k2 = −m2 with m2 ≥ 0, hence φ(x) is a super-
position of all possible (massless and massive) plane waves. Nonetheless
(ignoring the existence of complex mass solutions for the time being), it
would not be correct to state that plane waves with k2 < 0 are part of the
basis of the solution space, since they themselves do not satisfy the equa-
tions of motion. It is also incorrect to view plane waves with k2 = 0 as a
basis since the expansion of a general solution clearly also contains plane
waves with k2 6= 0.
Naively one might think that the infinite number of derivatives present
in the equations of motion requires having to specify an infinite number of
initial conditions to determine a solution. However, it can be shown that a
large class of infinite order differential equations admit a well-defined ini-
tial value problem [30], requiring only a finite number of initial conditions;
the precise number depending on the number of poles in the propagator
and their degree. Equivalently, poles in the propagator can be used to de-
termine the number of degrees of freedom; with every pole of degree ≤ 1
representing a single degree of freedom. So, for example, in 4-dimensions
where the number of roots of f(k2) is 3, one needs 6 initial conditions to
specify a solution: two for the pole at k2 = 0 and two for each of the
complex mass roots k2 = ζ4, ζ∗4 . As such one should expect 3 propagat-
ing degrees of freedom. In the quantum theory these degrees of freedom
are quantised and appear as states in the physical Hilbert space of the the-
ory. Thus, coming back to our 4d example, we expect the Hilbert space of
the (free) quantum theory to contain states associated to the 3 poles in the
propagator. In fact, as we will see in Section 4.4.2, it is possible to construct
the quantum theory such that states associated to the complex mass modes
do not appear asymptotically – in a sense, they behave as if propagating in
a medium that acts as a perfect absorber – while the massless ones do, as
is suggested by the above argument. In Appendix C.2 we explicitly check
that the continuum of massive modes associated to the cut k2 < 0 do not
appear in the asymptotic states of the (free) quantum theory.
In [76], the canonical quantisation of theories containing fractional pow-
ers of the d’Alembertian was performed. Although ultimately successful,
this method is not without difficulties, having an infinite set of second class
constraints to solve and ill-defined Poisson brackets between the conjugate
variables. We therefore quantise our system following D. Barci et. al [27].
Their method consists in observing that Schwinger’s quantisation method
implies the Hamiltonian must be the generator of time evolution at the level
of quantum theory. This is equivalent to imposing Heisenberg’s equations
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of motion on the quantum field: φ˙ = i[H,φ]. 17 The definition of a vacuum
state proceeds as usual for the massless modes associated to the branch
point at k2 = 0, since their creation and annihilation operators possess
canonical commutation relations. As for the complex mass modes, their
creation and annihilation operators possess peculiar commutation relations
(akin to those between q and p in standard quantum mechanics) and there-
fore require further care in defining the vacuum state and the correspond-
ing Fock space. This will be analysed in Subsection 4.4.2 below.
In general dimension, d, the Hamiltonian can be shown to be given by
(c.f. [54])
H =−
∫
dd−1x
∫
ddk
∫
ddk′ ei(k+k
′)·xφ(k)φ(k′)k′0
k′0 − k0
k2 − k′2 (f(k
2)− f(k′2))
(4.23)
+
∫
dd−1xL,
where the last term vanishes when the field is on-shell.
4.4.1 2 Dimensions
In two dimensions the momentum space d’Alembertian can be expressed
in the relatively simple form
f(k2) = −k2ek2/2ρE2(k2/2ρ), (4.24)
where E2 is the Exponential Integral of the second kind:
E2(z) := ze
−z
∫ ∞
0
e−t
(t+ z)2
dt, (4.25)
containing a branch cut along z ≤ 0 [103].
To find the general solution (Equation (4.20)), we note that as a function
of k0 ∈ C, f−1 is analytic for =(k0) > 0, hence we can deform the contour Γ
(see figure 4.4) such that
φ(x) =
∫ ∞
−∞
d2k θ(k0)∆(f−1)
(
a(k)eik·x − a(k)∗e−ik·x
)
. (4.26)
After some manipulations the discontinuity functional for k0 > 0 can be
rewritten as
i∆(f−1) = lim
→0
2 e−k2/2ρ
k2
=[E2((k2 + i)/2ρ)]
|E2((k2 + i)/2ρ)|2 . (4.27)
Figure 4.5 shows a plot of (4.27) for ρ = 1. Note that all modes have positive
weight, and hence positive energy with respect to the Hamiltonian defined
below (see Equation (4.33)). Consistency with nl →  as ρ → ∞ implies
17Although this quantisation procedure is not canonical, Barci and Oxman found that
when applied to theories containing fractional powers of the d’Alembertian, their results
were consistent with those of [76].
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FIGURE 4.4: Pole structure of f−1(k2) in 2d in the complex
k0 plane, together with a choice of contour, Γ, which gives
a solution to the equations of motion. The continuous paths
represent a deformation of Γ: Γ = Γ+ ∪ Γ−.
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FIGURE 4.5: Plot of i∆(f−1) as a function of k2 for k0 > 0
and ρ = 1. Note how the function blows up at the origin,
ensuring that massless modes provide the greatest contri-
bution, and is non zero for all k2 < 0 but rapidly decays to
zero.
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that i∆(k2)→ δ(k2) in the limit ρ→∞. Indeed one can show
lim
ρ→∞∆(z) = lim→0
{
− 1
z − i +
1
z + i
+
i
ρ
Im
[
z + i
z − i
(
ln
(
z + i
2ρ
)
+ γ
)]
+O(ρ−2)
}
.
(4.28)
The zeroth order term is just a representation of the delta function (i.e.
−2piiδ(z)), hence we recover the standard local theory in the limit ρ → ∞.
The second term represents the first order correction in the 1/ρ series ex-
pansion, and it is interesting to note that this term already contains a branch
cut, and therefore implies the presence of a continuum of massive modes.
Substituting (4.26) into (4.23) and integrating over x and k′1 we find the
on-shell Hamiltonian
H = −
∫
dk
∫
Γ
dk0
∫
Γ′
dk′0 e−i(k
0+k′0)t k
′0
k′0 + k0
a(k0, k)a(k′0,−k) (4.29)
· (f−1(k′0,−k)− f−1(k0, k)).
Without loss of generality, the contour Γ′ is chosen such that it runs above
Γ for =(k0) > 0 and below for =(k0) < 0. It is then straightforward to show
using Cauchy’s residue theorem that
H = 2pi
∫ ∞
−∞
d2k k0δ+G(k)(a(k)a(k)∗ + a(k)∗a(k)), (4.30)
where δ+G(k) := iθ(k0)∆(f−1). Note that, unlike the local massless theory
where only massless modes (k2 = 0) appear in the Hamiltonian (i.e., where
δ+G(k) ∼ δ(k2)), here all modes with k2 ∈ supp(δ+G(k)) are present, im-
plying the existence of a continuum of massive modes. This property is
similar to that of interacting local QFTs (c.f. the Källen-Lehman spectral
representation), except that our theory contains these modes already at tree
level and in the absence of any interactions. We will see later however that
these modes are not present in the asymptotic states of the quantum theory
18; which is consistent with the fact that the theory possesses a single prop-
agating degree of freedom coming from the only singularity of the propa-
gator at k2 = 0.
The quantum theory is defined by promoting the a’s and a∗’s to opera-
tors: aˆ and aˆ† respectively, and imposing Heisenberg’s equations of motion.
We find
[H, a] = −k0a, [H, a†] = k0a†. (4.31)
For k0 > 0, a(k) and a(k)† correspond to raising and lowering operators
respectively (we have dropped hats to denote operators). The vacuum is
defined to be the state such that
a(k)|0〉 = 0, ∀k2 ∈ supp(δ+G), k0 > 0. (4.32)
Finally we define the normal ordered Hamiltonian
: H := 4pi
∫
d2k k0δ+G(k)a(k0, k)†a(k0, k) (4.33)
18The term asymptotic comes from the definition of asymptotic field operators in inter-
acting QFTs as defined by Greenberg [104]
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for which |0〉 is the zero energy eigenstate. Using this in (4.31) we obtain
the commutation relations
[a(k), a(k′)] = [a(k)†, a(k′)†] = 0, 4piδ+G(k)[a(k), a(k′)†] = δ(2)(k − k′)
(4.34)
for k2, k′2 ∈ supp(δ+G(k)).
Having defined the vacuum state we can now define the Wightman
function,
W (x− y) := 〈0|φ(x)φ(y)|0〉
=
1
4pi
∫
d2k δ+G(k)eik·(x−y) (4.35)
=
i
4pi
∫
Γ+
d2k f−1(k2)eik·(x−y), (4.36)
and the Feynman propagator of the theory,
GF (x− y) := 〈0|T{φ(x)φ(y)}|0〉
= θ(x0 − y0)W (x− y) + θ(y0 − x0)W (y − x) (4.37)
=
i
4pi
∫
ΓF
d2k f−1(k2)eik·(x−y), (4.38)
where ΓF = θ(x0 − y0)Γ+ − θ(y0 − x0)Γ−.
4.4.2 4 Dimensions
The four dimensional momentum space d’Alembertian is given by
f (4)(k2) = − 4√
6
√
ρ+
16√
6
piρ3/2
∫ ∞
0
dτ
τ2√
k2
e−ρV4K1(τ
√
k2) (4.39)
·
(
1− 9ρV4 + 8ρ2V 24 −
4
3
ρ3V 34
)
,
where V4 = piτ4/24 (from here on we will drop the superscript denoting
the dimension we are working in). This function has zeros at k2 = 0, ζ4, ζ∗4
and a branch cut along k2 ≤ 0 (see Section 4.1), therefore a general solution
to (4.19) is
φ(x) =
∫
d4k θ(k0)∆(f−1)(a(k)eik·x − a(k)∗e−ik·x) +
4∑
i=1
∫
Γi
d4k
a(k)
f(k2)
eik·x,
(4.40)
where again ∆(f−1) = f−1(−(k0 + i)2 +k2)−f−1(−(k0− i)2 +k2) and the
Γi are loops surrounding the isolated singularities of f−1 at k0 = ±Ω,±Ω∗
(recall Ω =
√
k2 − ζ4), obtained by continuously deforming the contour
Γ, see figure 4.6. The discontinuity functional i∆ is shown in figure 4.7.
Note that unlike the 2d case, this functional is not positive definite, implying
that some modes will have negative energy with respect to the non-local
Hamiltonian defined below (Equation (4.44)).
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FIGURE 4.6: Pole structure of f−1(k2) in 4d in the complex
k0 plane, together with a choice of contour, Γ, which gives
a solution to the equations of motion. The continuous paths
represent a deformation of Γ, i.e. Γ = Γ+ ∪ Γ− ∪4i=1 Γi.
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FIGURE 4.7: Numerical plot of i∆(f−1) as a function of k2
for ρ = 1. Note how the function blows up at the origin,
ensuring that massless modes provide the dominant contri-
bution, and rapidly decays in the limit k2/
√
ρ → ∞. Note
also that, unlike the case d = 2, this functional fails to be
positive definite for all k2 < 0.
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Assuming the complex poles of f−1 are simple (see Section 4.1), we de-
note the residues of f−1 by
g1(Ω,k) = Res[f−1(k0,k), k0 = Ω], (4.41)
g2(Ω
∗,k) = Res[f−1(k0,k), k0 = Ω∗], (4.42)
the other two residues being trivially related to these. Using Cauchy’s
residue theorem and imposing reality conditions we can then write (4.40)
as
φ(x) =
∫
d4k θ(k0)∆(f−1)(a(k)eik·x − a(k)∗e−ik·x)
−2pii
∫
d3k
(
g1(Ω,k)a(Ω,k)e
iκ·x − g1(Ω,k)a(Ω∗,k)∗e−iκ·x
+ g1(Ω,k)
∗a(Ω∗,k)eiκ
∗·x − g1(Ω,k)∗a(Ω,k)∗e−iκ∗·x
)
, (4.43)
where κ = (Ω,k) and κ∗ = (Ω∗,k). Substituting this into (4.23), integrating
over x and k′, and again choosing the contour Γ′ such that it runs above Γ
for =(k0) > 0 and below for =(k0) < 0 we find the on-shell Hamiltonian
H = 2pi
∫
d4k k0δ+G(k) (a(k)a(k)∗ + a(k)∗a(k))
+ 4pi2
∫
d3k Ω g1(Ω,k){a(Ω,k), a(Ω∗,k)∗}+ h.c., (4.44)
where δ+G(k) = iθ(k0)∆(f−1).
The quantum theory is defined by promoting the a’s and a∗’s to opera-
tors and by imposing Heisenberg’s equations of motion:
[H, a(k)] = −k0a(k), [H, a(k)†] = k0a(k)†, (4.45)
[H, ck] = −Ω ck, [H, bk] = Ω bk, (4.46)
[H, b†k] = −Ω∗ b†k, [H, c†k] = Ω∗ c†k, (4.47)
where we defined ck := a(Ω,k), bk := a(Ω∗,k)†, and we have dropped hats
to denote operators. For k0 > 0, a(k) and a(k)† correspond to raising and
lowering operators respectively; while the operators ck, bk and their hermi-
tian conjugates cannot be interpreted as raising and lowering operators for
modes of energy Ω and Ω∗ respectively, as we will see shortly.
Substituting (4.44) into (4.47) and defining β−1 := Ωg1(Ω,k) we find the
set of commutation relations
4piδ+G(k)[a(k), a(k′)†] = δ(k − k′), [a(k), a(k′)] = [a(k)†, a(k′)†] = 0,
(4.48)
[ck, bk′ ] =
Ωβ
8pi2
δ(k− k′), [ck, ck′ ] = [bk, bk′ ] = [ck, b†k′ ] = · · · = 0,
(4.49)
with all commutators between the a’s and b’s or c’s vanishing.
From the commutation relations one can see that, unlike the 2d theory,
this theory has two distinct sectors that we name the bradyonic/luxonic
sector, corresponding to the creation and annihilation operators a(k) and
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a(k)† respectively, and the complex mass sector corresponding to the bk,
ck and their Hermitean conjugates. In the former sector, which we refer to
as the BL-sector (B for bradyons and L for luxons), the vacuum state |0〉 is
defined in the usual way
a(k)|0〉 = 0, ∀k2 ∈ supp(δ+G), k0 > 0. (4.50)
To define the vacuum state of the latter sector we follow the analysis of
Bollini and Oxman [55] closely. A suitable representation is
dk → z, d†k → z∗, bk → −i
d
dz
, b†k → −i
d
dz∗
, (4.51)
for each k, where dk := 8pi
2i
βΩ ck. The inner product defined to be
〈f |g〉 =
∫
dz
∫
dz∗fg∗. (4.52)
In this representation the complex-mass sector Hamiltonian becomes
H =
∫
d3k− Ω
(
z
d
dz
+
1
2
)
+ Ω∗
(
z∗
d
dz∗
+
1
2
)
. (4.53)
Similarly one can show that complex mass sector momentum-density op-
erator is
pk =
ik
2
{
z,−i ∂
∂z
}
+ h.c. = k
(
z
∂
∂z
− z∗ ∂
∂z∗
)
, (4.54)
so that its zero eigenvalue eigenfunctions are given by functions f = f(zz∗).
The vacuum state, |0〉, is defined to be the zero momentum eigenfunction
of the Hamiltonian with zero energy, and can be shown to be given by
f0(zz
∗) =
1√
zz∗
. (4.55)
Note that in this sector the energy is not proportional to Ω, nor |Ω|. In fact,
the eigenvalue equation for zero momentum eigenfunctions: hkfE(zz∗) =
EfE(zz
∗), can be shown to have solutions (up to a normalisation factor)
fE = (zz
∗)iE−1/2, (4.56)
for E ∈ R. Hence the energy spectrum for a given k, rather than being
discrete as for the BL-sector, is the whole real line. In this representation we
have the following two-point functions
〈0|dkbk′ |0〉 = −〈0|bk′dk|0〉 =
i
2
δ(k− k′), (4.57)
〈0|d†kb†k′ |0〉 = −〈0|b
†
k′d
†
k|0〉 =
i
2
δ(k− k′). (4.58)
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To compute the Wightman function and the Feynman propagator we
first rewrite our general solution (4.40) as
φ(x) = −i
∫
d4kδ+G(k)
[
a(k)eik·x − a(k)†e−ik·x
]
(4.59)
− 2pii
∫
d3k
[
− i
8pi2
dke
iκ·x − 1
βΩ
bke
−iκ·x
]
− 2pii
∫
d3k
[
1
β∗Ω∗
b†ke
iκ∗·x − i
8pi2
d†ke
−iκ∗·x
]
=: ϕBL(x) + ϕ(x) + ϕ(x).
Since the BL and complex mass sectors do not mix (and neither do ϕ and ϕ
within the complex-mass sector), we can look at their corresponding two-
point functions separately. These are
〈0|ϕBL(x)ϕBL(y)|0〉 = 1
4pi
∫
d4kδ+G(k)eik·(x−y) (4.60)
=
i
4pi
∫
Γ+
d4kf−1(k2)eik·(x−y),
〈0|ϕ(x)ϕ(y)|0〉 = 1
4
∫
d3k
1
βΩ
(
eiκ·(x−y) − e−iκ·(x−y)
)
(4.61)
=
i
2
∫
Γ1
d4k
sin (k · (x− y))
f(k2)
,
〈0|ϕ(x) ϕ(y)|0〉 = 1
4
∫
d3k
1
β∗Ω∗
(
eiκ
∗·(x−y) − e−iκ∗·(x−y)
)
(4.62)
=
i
2
∫
Γ2
d4k
sin (k · (x− y))
f(k2)
.
Hence the full Wightman function is given by
〈0|φ(x)φ(y)|0〉 = 1
4pi
∫
d4kδ+G(k)eik·(x−y)
− i
2
∫
d3keik·(x−y)
(
1
βΩ
sin(Ω∆t)− 1
β∗Ω∗
sin(Ω∗∆t)
)
,
(4.63)
and the Feynman propagator
〈0|T{φ(x)φ(y)}|0〉 = i
4pi
∫
ΓF
d4k
eik·(x−y)
f(k2)
+GW (x− y) +G∗W (x− y), (4.64)
where
GW (x) = − i
2
sgn(t)
∫
d3k
1
βΩ
e−ik·x sin (Ωt) , (4.65)
G∗W (x) =
i
2
sgn(t)
∫
d3k
1
β∗Ω∗
eik·x sin (Ω∗t) , (4.66)
are known as the Wheeler propagators for ϕ and ϕ respectively, and ΓF =
θ(x0−y0)Γ+−θ(y0−x0)Γ− is the Feynman contour defined in the previous
section. The Wheeler propagator lacks the on-shell singular contribution of
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free field excitations (see Section 2 of [55]). 19 Physically this means that
these modes do not propagate asymptotically.
Hystory of the Wheeler propagator
Wheeler and Feynman originally introduced this propagator in an attempt
to provide relativistic action-at-a-distance interpretation of electrodynamics:
the Wheeler-Feynman absorber theory [231]. One of the upshots of this inter-
pretation was that it used both retarded and advanced propagators and was
therefore explicitly time-reversal invariant. In their theory charged particles
act as both emitters (via retarded solutions) and absorbers (via advanced so-
lutions) of radiation, hence the use of the Wheeler propagator. Nonetheless
they were able to argue that, provided there exist a sufficiently large num-
ber of charged particles in the Universe absorbing radiation emitted by any
one particle, the overall field propagator is retarded, thus recovering causal-
ity. The physical picture of having a large number of (absorbing) charges can
be simply captured by imposing that the field vanish at infinity. In our the-
ory, the asymptotic absence of these modes arises by construction, i.e., by the
way we decided to quantise the complex mass sector. Whether this can be
given sensible physical interpretation, other than the fact that it ensures that
these instabilities are not present asymptotically, remains an open issue whose
solution probably lies in the study of the interacting theory.
4.4.3 Renormalisation
As was originally pointed out by Sorkin [203] the above propagator can
be used to define a Lorentz invariant regularisation tool for QFTs. Indeed,
as was fleshed out by Aslanbeigi et al. [17], the position space propagator
G(x, y) contains a δ-function type singularity in the coincidence limit y → x,
due to the constant term appearing in the UV expansion of f(z), see Equa-
tion (3.19) in [17]. Subtracting this constant in momentum space leads to a
regularised propagator, call itGreg(z), for which all loop integrals are finite.
In the interacting theory one would therefore have to replace f−1 with Greg
in order to obtain a UV finite theory (see also discussion in Chapter 5).
4.5 Summary and Outlook
We have canonically quantised free massless scalar fields, satisfying nonlo-
cal equations of motion, in two and four dimensions. In both dimensions
we find a continuum of massive modes arising from the cut discontinuity
along k2 ≤ 0 of the momentum space Green function, f−1(k2), similar to
what was found in previously studied free, non-local, massless QFTs [27].
This feature will be present in any dimension, since the existence of the
branch cut is a generic feature of the Laplace transform of retarded Lorentz
invariant functions [77]. In spite of the existence of these massive modes we
19Effectively the Wheeler propagator is a sum of 1/f(k2) with delta functions δ(k0 ±
Ω(∗)) such that the singular behaviour of 1/f at its complex roots is cancelled by the delta
functions.
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showed that, in accordance with the analysis of Barnaby and Kamran [30],
only massless states appear in the asymptotic state space of the quantum
theory. In four dimensions, where the solution space to the non-local equa-
tions of motion is augmented by the conjugate pair of complex mass modes,
we found that by constructing the quantum theory appropriately the states
associated to these modes are propagated via the Wheeler propagator, en-
suring that they do not appear asymptotically and thus removing possible
instabilities in the theory. 20
Note that in [195], Aslanbeigi and Saravani consider non-local scalar
field theories inspired by Causal Set theory. In particular, they investigate
operators which present neither complex poles nor negative definite two-
point functions (as it happens here in 2d). This stable, by construction, the-
ories are quatized via the Schwinger–Keldysh formalism and the final re-
sults — form of the general solution, Hamiltonian and two-point functions
— agree with the ones presented in this Chapter. Finally, in [194, 195] also
the interacting case is considered.
The above results lead to a wide range of interesting questions that in
our mind require further exploration. First, it would be interesting to find
out what role the continuum of massive modes plays in the interacting the-
ory, and whether the improved UV behaviour of the 4d theory (after renor-
malisation, see Section 4.4.3) is due to its presence. To this end note that in
two dimensions the discontinuity function δ+G(k) is positive definite, en-
suring that all massive modes in its support have positive energy, while in
four dimensions it is not. It is natural therefore to ask whether the improved
UV behaviour in four dimensions is related to this fact, or whether the exis-
tence of such negative energy states end up spoiling the theory irrevocably,
e.g., by breaking unitarity.
Secondly, it remains to be shown that the complex mass modes present
in the 4d theory do not spoil unitarity themselves. Similar work in this di-
rection was done by Bollini and Oxman [53], who showed that a higher
order theory containing a conjugate pair of complex mass solutions is uni-
tary. Whether their analysis will continue to hold in the interacting theory,
and whether it is applicable to our case remains to be investigated.
Thirdly it would be interesting to compare the above results with those
of [132] in which the causet Feynman propagator is constructed. This could
shed light on the Sweety-Salty duality defined in Section 3.2 of [131]. Doing
this will require one to (at least) evaluate the expressions for the Feynman
propagator numerically.
Finally the possible phenomenological consequences of these nonlocal
field theories are manifold. Recall from Section 4.3 that one of the features
of the 4d theory is that it fails to satisfy Huygens’ principle, i.e., there is
a "leakage" inside the light cone of the field emitted from a delta function
source. As discussed before, this could prove fruitful in testing the theory,
since one can envisage performing high precision tests of radiation emit-
ted by very localised sources to check if such afterglow is present. A key
20It is interesting to note that Barnaby and Kamran [30] suggest an alternative solution to
the instabilities problem ( i.e., the existence of complex mass solutions to (4.19)), consisting
in specifying a contour in the complex k0-plane which does not enclose the unstable modes.
Their claim being that a choice of contour is an integral part in the construction of a nonlocal
QFT. If our analysis of the unstable modes continues to stand strong once interactions are
introduced, then it might not be necessary to exclude such modes by hand.
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feature of this phenomenon, due to its intrinsic Lorentz invariance, is that
it will be frequency independent. Another interesting phenomenological
avenue is to study the non-relativistic limit of (4.15). It is well known that
the Schrödinger equation is the non-relativistic limit of the Klein-Gordon
equation. Therefore, the non-relativistic limit of (4.15) will give rise to a
non-local generalisation of the Schrödinger equation whose non-locality is
again parametrised by ρ and is such that the usual Schrödinger equation is
recovered in the limit ρ→∞ [41]. This will be the focus of Chapter 6, albeit
in the more manageable case of analytic f(−m2).
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Chapter 5
Curved Spacetime and
Dimensional reduction in
Causal Set theory
No great discovery was ever made without
a bold guess.
Isaac Newton
In this Chapter, which builds upon the previous one, we are going to
consider two different and separate aspects of non-local Causal set d’Alem-
bertians. Firstly, we will consider a completely classical problem, i.e., find-
ing the local limit of the entire family of Generalized Causal set d’Alembertians
(GCD) (introduced in Sec. 4.1) in curved spacetime. In doing so, we will
show that Einstein Equivalence principle (EEP) might be violated by these
operators. Secondly, we will turn to a genuinely quantum problem and
analyze the running of the spectral dimension associated to the non-local
d’Alembertians in flat spacetime. In this context, we will show that dimen-
sional reduction to 2d happens in general due to the properties of these
operators.
5.1 Curved Spacetime d’Alembertians
In Chapter 4 the general expression for the retarded, non-local, continuum
operator nl was given in eq. (4.2) in terms of a generic Lorentzian metric
g. However, in that occasion we focused our attention on the properties of
this operators in flat spacetime. Here we show that all GCD, when aver-
aged over all sprinklings on a given curved spacetime, reduce in the local
limit to the covariant d’Alembertian plus a term proportional to the scalar
curvature. In particular, they reduce to
gφ(x)− 1
2
R(x)φ(x)
in the local limit for all dimensions, i.e., the factor −R/2 is universal.
This result is a generalization of what founded in [80, 102] for the min-
imal operators which, as we discussed in Sec. 4.1, are only a subset of all
GCD. We will discuss the implications of this result in relation to the Ein-
stein Equivalence Principle in the conclusions of this Chapter.
90 Chapter 5. Curved Spaces and Dimensional Reduction in CS theory
Before starting, let us note that the presence of the Ricci scalar in the
local limit of these non-local operators gave rise to the proposal for a cur-
vature estimator in CS theory and, as a related result, for a Causal Set ac-
tion [44, 45]. This paves the way for the study of a path-integral formulation
of CS theory, as discussed in Sec. 1.4.4.
5.1.1 General set-up
In this section we introduce the family of GCD [17] and outline the general
set-up used in the rest of the first part of this Chapter.
Given a causal set C and a scalar field φ : C → R on it, let us consider
the operators defined in eq. (4.1)
(B(d)ρ φ)(x) = ρ
2/d
aφ(x) + L(d)max∑
n=0
bn
∑
y∈In(x)
φ(y)
 .
As discussed in Sec. 4.1, the form of these operators is derived under rather
general and reasonable physical assumptions [17] and their average ver-
sion, i.e., eq. (4.2), reduces to the standard wave operator in flat spacetime,
in the local limit, for particular choices of coefficients {a, bn}. Once these
coefficients are identified, the operators can also be studied for a generic
curved spacetime [36, 80, 102].
Relations defining the {a, bn} coefficients
GCD were studied in flat spacetime in [17], where relations defining the coeffi-
cients {a, bn}were found via a spectral analysis. We give an overview of these
relations, in even dimensions, which are fundamental for our discussion.
The coefficients {a, bn} in even dimensions, defining d = 2N + 2 with N =
0, 1, . . . , are determined by the following equations
Lmax∑
n=0
bn
n!
Γ(n+
k + 1
N + 1
) = 0, k = 0, 1, . . . , N + 1 (5.1a)
a+
2(−1)N+1piN
N !D2CD
Lmax∑
n=0
bnψ(n+ 1) = 0 (5.1b)
Lmax∑
n=0
bn
n!
Γ(n+
N + 2
N + 1
)ψ(n+
N + 2
N + 1
) =
2(−1)N (N + 1)!
piN
D2C
N+2
N+1
D , (5.1c)
where Cd =
(pi/4)
d−1
2
dΓ( d+12 )
, Γ is the Gamma function and ψ stems for the Digamma
function.
Note that we haveN+4 equations. This means that in the minimal cases, given
by L(d)max = D+22 , we have a unique solution corresponding to the minimal
operators. In the non-minimal cases instead, the number of equations is less
than the unknowns making the system under-determined therefore admitting
an infinite number of solutions, in accordance with the discussion in Sec. 4.1.
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The continuum operators given by eq. (4.2) can be rewritten in the fol-
lowing form1
nlφ(x) = ρ2/daφ(x) + ρ(2+d)/dOˆ
∫
J−(x)
√−g e−ρV (x,y)φ(y)ddy︸ ︷︷ ︸
I(d)
, (5.2)
where the operator Oˆ is defined as
Oˆ =
Lmax∑
n=0
bn
n!
(−1)nHn, (5.3)
and Hn ≡ ρn∂n/∂ρn. Note that Oˆρn ∝ ρn.
In the following we use the geometrical set-up of [36] (see also [80]) and
we assume that the scalar field has compact support of size smaller than
the curvature radius and such that it varies slowly on scales of the order of
the non-locality scale ln. In [36] it was shown that the finite contributions
to the local limit come from the so called near region (W1), i.e., the region of
the past light cone of a chosen point x, that is a neighbourhood of the point
itself, see figure 5.1. Motivated by this result (see also discussion below) we
focus on the integral I(d), in eq. (5.2), restricted to W1 defined by
W1 :=
{
y ∈ supp(φ) ∩ J−(x) : 0 ≤ u ≤ v ≤ a˜} ,
where a˜ > 0 is chosen small enough for the expansions (introduced below)
to be valid but such that the near region is much larger than the non-locality
scale, i.e., ρ a˜d  1 (for more details on the geometrical constructions we
refer the reader to [36]). In this region we use (past pointing) null Riemann
normal coordinates (u, v, ϕ1, ..., ϕd−2) defined by u = (−y0 − r)/
√
2, v =
(−y0 + r)√2, where r =
√∑d−1
i=1 y
i2 and {yµ} are the RNC.
The integral I(d) restricted to the near region in these coordinates takes
the form
IdW1 =
∫ a˜
0
∫ v
0
du
∫
dΩd−2
(v − u)d−2
2(d−2)/2
√
−g(y)φ(y)e−ρV (y). (5.4)
As already discussed in [80] (see Sec.3 therein) assuming the size of the
compact support of the field to be smaller than the curvature radius implies
that all the curvature corrections to the flat space integral will be small. We
can assume then that eq. (5.2) will converge to a local result as ρ → ∞
as in the flat case. Thus, by dimensional arguments, the limit ρ → ∞ of
eq. (5.2) will be a linear combination of the d’Alembertian and the Ricci
scalar curvature.
What we will show in the following section is that, when the aforemen-
tioned local limit exists, the limit will beg−R/2 for all GCD. The existence
of a local limit is already assumed in earlier work [80, 102], where higher
order terms were neglected due to this assumption and the dimensional
arguments. In this Chapter, even if we stick to the same assumption, we
argue that the local limit always exists based on the results in [36, 44] (see
1In the following, we are going to suppress the superscript indicating the dimensional
dependence when no confusion is possible.
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FIGURE 5.1: Graphical representation of the geometrical
construction with d − 2 dimensions suppressed. The dot-
ted line represents the boundary of the intersection of the
support of the field and the past light cone of the origin.
Regions W2 and W3 are called down the light cone region and
far region respectively and are not considered in this work
(see for further details [36]) . W1 is the near region that we
consider.
appendix D.1 and the following discussion). It should be noted that our
proof strictly holds true when the assumption that the compact support of
the field is much smaller than the curvature scale is fulfilled. This implies
that we do not have to consider regions W2,3 at all, in the limit. However,
this assumption could be relaxed by including regionsW2,3. Although such
a proof goes beyond the scope of this thesis, note that in [36] the complete
proof of the existence of a local limit in 4d curved spacetimes for the min-
imal operator is given considering all the terms and all the regions W1,2,3.
Since only the properties of the operator Oˆ are used to complete the proof,
there is no reason why the same construction cannot be extended in all di-
mensions and to non-minimal operators. This lends strong support to the
conjecture that the universality we are going to prove in what follows ex-
tends to configurations like the one in figure 5.1, where the support of the
field is not restricted to be in the near region.
In order to proceed, we expand the volume element and the volume of
causal intervals around the origin up to order R2 terms (see [80, 97]) and
the field up to second derivative terms
√−g = 1− 1
6
Rµν(0)y
µyν +O(R2) ≡ 1 + δ√−g +O(R2), (5.5)
V (y) = V d0
(
1− d
24(d+ 1)(d+ 2)
R(0)τ2 +
d
24(d+ 1)
Rµν(0)y
µyν +O(R2)
)
(5.6)
≡ V0 + δV +O(R2),
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φ(y) = φ(0) + yµφ,µ(0) +
1
2
yνyµφ,νµ(0) + y
µyνyσΦµνσ(y), (5.7)
where τ2 = 2uv, V d0 = Cdτ
d = 2d/2Cd(uv)
d/2 ≡ cd(uv)d/2 is the volume of
a causal interval in d-dimensional Minkowski spacetime between the ori-
gin and the point with Cartesian coordinates {yµ} and Φµνσ(y) is a smooth
function of y. Using these expansions we can then write eq. (5.4) as
I(d) =
∫ a˜
0
dv
∫ v
0
du
(v − u)d−2
2(d−2)/2
∫
dΩd−2 (5.8)[
(1 + δ
√−g) · (φ(0) + yµφ,µ(0) + 1
2
yνyµφ,νµ(0)) · (1− ρδV )
+(1 + δ
√−g) · (φ(0) + yµφ,µ(0) + 1
2
yνyµφ,νµ(0)) ·
∞∑
k=2
(−ρδV )k
k!
]
e−ρV0 .
where we neglected terms O(R2) and with more than two derivatives of
the field coming from eqs. (5.5), (5.6) and (5.7). Since we are interested only
in the local limit in the following we also neglect all termsO(R2) and R ∂φ,
R ∂2φ in eq. (5.8). Note that these terms are relevant when the nonlocality
scale is not strictly vanishing (see [36] for details in 4d with the minimal op-
erator). We consider these terms schematically in appendix D.1, and argue
that they do not contribute in the local limit.
Performing the integration over the spherical coordinates and using that∫
dΩd−2(yj)2 =
1
d− 1
∫
dΩd−2 = ωd−1,
where ωd−1 is the volume of the Euclidean ball of radius one in d − 1 di-
mensions, we arrive at
I(d) =
∫ a˜
0
dv
∫ v
0
du
(v − u)d−2
2(d−2)/2
(5.9)[
(d− 1)ωd−1φ(0) + (d− 1)ωd−1y0φ,0(0)
+
(u+ v)2
2
ωd−1(d− 1)
(
1
2
φ,00(0)− 1
6
R00(0)φ(0)− ρ φ(0)cd(uv)d/2 d
24(d+ 1)
R00(0)
)
+
(v − u)2
2
ωd−1
(
1
2
φ,ii(0)− 1
6
Rii(0)φ(0)− ρ φ(0)cd(uv)d/2 d
24(d+ 1)
Rii(0)
)
+ωd−1(d− 1)ρ φ(0)cd(uv)1+d/2 2d
24(d+ 2)(d+ 1)
R(0)
]
e−ρV0 ,
where repeated indices are summed over and we have used
V0 = Cdτ
d = cd(uv)
d/2.
For later convenience note that
ωd−1 =
pi(d−1)/2
Γ
(
d−1
2 + 1
) . (5.10)
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5.1.2 Universality of −R/2 factor:
In order to prove the universality of the −R/2 factor we will construct op-
erators Oˆ such that (see eq. (5.2))
lim
ρ→+∞nlφ = gφ+ aRφ (5.11)
and then prove that a = −1/2 for the entire family of GCD. In particular, we
will prove this result for even dimensions. The proof can be easily extended
in odd dimensions, see [34] for further details.
We firstly construct operators Oˆ that annihilate terms in eq. (5.9) that
would give rise to divergences in the local limit. In this way, we are go-
ing to recover eq. (5.1a). Then we will choose Oˆ such that we recover the
d’Alembertian in the local limit and prove that this implies a = −1/2 in
eq. (5.11) for the entire family of GCD.
Let us start by noting that, all the integrals appearing in eq. (5.9) (for
d > 2) are of the general form
Im,n =
∫ a˜
0
dv
∫ v
0
duumvne−ρ cd(u v)
d/2
, (5.12)
with non-negative m,n and m+ n = d− 2, d− 1, d, 2d. This can be recog-
nized to be true by a binomial expansion of the term (u− v)d−2 in eq. (5.9).
In even dimensions we show that, eq. (5.12) with m 6= n gives diver-
gent contributions in the local limit. Constructing the operators Oˆ such that
they annihilate these divergences ensures that they also annihilate diver-
gent terms coming from eq. (5.12) with m = n. However when m = n
logarithmic terms, which are not annihilated by Oˆ, are also present and
they lead to the finite contributions in the local limit.
We discuss first the case of even dimensions with d > 2 in detail and
then briefly analyze the 2d case.
Case m 6= n
Consider Im,n for m 6= n,
Im 6=n =
a˜−m
(m− n)d/2
1
(cdρ)
2+2m+n
d
[
a˜n(cdρ)
n
d
(
−Γ
(
1 +m
d/2
)
+ Γ
(
1 +m
d/2
, a˜dcdρ
))
(5.13)
+a˜m(cdρ)
m
d
(
Γ
(
2 +m+ n
d
)
− Γ
(
2 +m+ n
d
, a˜dcdρ
))]
,
where Γ(·, ·) are incomplete Gamma functions which are exponentially van-
ishing in the local limit. The terms potentially divergent in the local limit
are of the form
ρ−
2+2m
d , ρ−
2+m+n
d ,
for m+ n 6= 2d and
ρ−
2+2m
d
+1, ρ−
2+m+n
d
+1,
for m + n = 2d. Note that, terms with m + n = 2d are multiplied by ρ in
eq. (5.9) and m is always at least d/2 thanks to the presence of the (uv)d/2
factor.
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Given the factor ρ
2+d
d in eq. (5.2), a sensible requirement for the operator
Oˆ is to annihilate terms proportional to ρ−α with
2 + d
d
− α ≥ 0.
Indeed those are the terms that diverge for ρ → ∞, i.e., in the local limit.
The need for annihilate ρ(d+2)/d will be fully clarified in the next section.
We consider the two relevant subcases, m + n 6= d − 1 and m + n = d − 1,
separately since the second one shows why we require Oˆ to annihilate also
ρ(d+2)/d, which in principle should give a finite contribution in the local
limit.
When m+n 6= D− 1, the relevant terms in Im,n can be written as ρ−p/D
with p a positive and even integer. We require that Oˆ annihilates terms for
which
2 + d
d
− p
d
≥ 0⇒ p ≤ 2 + d, (5.14)
i.e.,
Oˆρ−
2(k+1)
d = 0, k = 0, 1, 2, . . . ,
d
2
. (5.15)
These are (d + 2)/2 requirements, i.e., N + 2 requirements (defining d =
2N + 2) exactly as many as in eq. (5.1a). Using
Hn
(
1
ρ
2(k+1)
d
)
=
1
ρ
2(k+1)
d
(−1)n
n−1∏
s=0
(
2(k + 1)
d
+ s) (5.16)
= (−1)n 1
ρ
2(k+1)
d
2(k + 1)
d
Γ[2(k+1)d + n]
Γ[1 + 2(k+1)d ]
.
one can show that (see eq. (5.3))
Oˆρ−
2(k+1)
d =
Lmax∑
n=0
bn
n!
2(k + 1)
d
Γ[2(k+1)d + n]
Γ[1 + 2(k+1)d ]
(5.17)
=
2(k + 1)
d
1
Γ[1 + 2(k+1)d ]
Lmax∑
n=0
bn
n!
Γ
[
2(k + 1)
d
+ n
]
,
which proves the equivalence of eqs. (5.15) and (5.1a).
For m+ n = D − 1, consider the term
φ,0(0)√
2
(
−
∫ a˜
0
dv
∫ v
0
du
(v − u)d−2
2(d−2)/2
(u+ v)e−ρ
′(u v)d/2
)
, (5.18)
where ρ′ ≡ cdρ and we now define d = 2M . Using the change of variables
x ≡ uM , (5.19)
y ≡ vM ,
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and the binomial expansion, the general integrals appearing in eq. (5.18)
are (M > 1 since d > 2)∫ a˜M
0
dy
∫ y
0
dx y
M−1−k
M x
2+k−M
M = (5.20)
Mρ′−1−
1
2M Γ
(
1 + 12M
)
3 + 2k − 2M −
a˜2M−3−2kMρ′−
2+k
M Γ
(
2+k
M
)
3 + 2k − 2M
− Mρ
′−1− 1
2M Γ
(
1 + 12M , a˜
2Mρ′
)
3 + 2k − 2M +
a˜2M−3−2kMρ′−
2+k
M Γ
(
2+k
M , a˜
2Mρ′
)
3 + 2k − 2M ,
∫ a˜M
0
dy
∫ y
0
dx y
M−k
M x
1+k−M
M = (5.21)
Mρ′−1−
1
2M Γ
(
1 + 12M
)
1 + 2k − 2M −
a˜2M−1−2kMρ′−
1+k
M Γ
(
1+k
M
)
1 + 2k − 2M
− Mρ
′−1− 1
2M Γ
(
1 + 12M , a˜
2Mρ′
)
1 + 2k − 2M +
a˜2M−1−2kMρ′−
1+k
M Γ
(
1+k
M , a˜
2Mρ′
)
3 + 2k − 2M .
Note that since k and M are integers the denominators never vanish. The
incomplete Gamma functions do not contribute in the local limit, thus the
relevant terms are
ρ−
d+1
d , ρ−
2+k
M ,
from eq. (5.20) and
ρ−
d+1
d , ρ−
1+k
M ,
from eq. (5.21). To summarize:
• Terms proportional to ρ− 2+kM = ρ− 4+2kd give a divergent or a constant
term in the local limit. These terms are such that
d+ 2
d
− 4 + 2k
d
≥ 0⇒ k ≤M − 1,
i.e., they are of the form ρ−p/d with p even and less than or equal to
d + 2 (see eq. (5.14)), as such they are already annihilated by Oˆ, see
eqs. (5.14) and (5.15).
• Terms proportional to ρ− d+1d sum to zero
−ρ− d+1d d
2
Γ(1 +
1
d
)
d−2∑
k=0
(
d− 2
k
)
(−1)k 4 + 4k − 2d
(3 + 2k − d)(1 + 2k − d) = 0.
(5.22)
We see that Oˆρ−(d+2)/d = 0 comes from requiring the correct IR behavior of
the operator, in the sense of obtaining  rather than some other combina-
tion of derivatives.
Case m = n
Let us consider the terms with m = n. Note that m can assume the values
d−2
2 ,
d
2 , d, where the Id,d are also multiplied by a factor of ρ. The terms of
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interest in eq. (5.9) are given by
1
2
d−2
2
{
(d− 1)ωd−1φ(0)A0I d−2
2
, d−2
2
(5.23)
+A1
[
1
2
ωd−1
(
d− 1
2
φ,00(0)− 1
6
φ(0)(d− 1)R00
)]
Id/2,d/2
+A2
[
1
2
ωd−1
(
1
2
φ,ii − 1
6
φ(0)Rii
)]
Id/2,d/2
+A1
[
ωd−1
2
(
− d
24(d+ 1)
cdφ(0)(d− 1)R00
)]
ρId,d
+A2
[
ωd−1
2
(
− d
24(d+ 1)
cdφ(0)Rii
)]
ρId,d
+A5
[
2d
24(d+ 1)(d+ 2)
ωd−1(d− 1)cdφ(0)R
]
ρId,d
}
,
where
A0 ≡
(
d− 2
d−2
2
)
(−1) d−22 , (5.24)
A1 ≡
[(
d− 2
d−4
2
)
(−1) d−42 +
(
d− 2
d−2
2
)
2(−1) d−22 +
(
d− 2
d
2
)
(−1) d2
]
, (5.25)
A2 ≡
[(
d− 2
d−4
2
)
(−1) d−42 −
(
d− 2
d−2
2
)
2(−1) d−22 +
(
d− 2
d
2
)
(−1) d2
]
, (5.26)
A5 ≡
(
d− 2
d−2
2
)
(−1) d−22 . (5.27)
The general Im,m can be computed with the change of variables in eq. (5.19),
Id/2,d/2 =
2
d2
ρ′−
d+2
d
[
G3,02,3
(
a˜dρ′| 1, 1
0, 0, 1 + 2d
)
(5.28)
+Γ
(
1 +
2
d
)(
log(a˜dρ′)− ψ
(
1 +
2
d
))]
,
I d−2
2
, d−2
2
=
4
d2
Γ
(
0, a˜dρ′
)
+ log(a˜dρ′) + γ
2ρ′
, (5.29)
Id,d =
2
d2
ρ′−
2
d
−2
[
G3,02,3
(
a˜dρ′| 1, 1
0, 0, 2 + 2d
)
(5.30)
+Γ
(
2 +
2
d
)(
log(a˜dρ′)− ψ
(
2 +
2
d
))]
,
where again ρ′ = cdρ. The only terms that give finite contributions in the
local limit are the logarithmic ones2. Indeed, terms proportional to powers
of ρ are annihilated3 by Oˆ (see eq. (5.15)), whereas terms containing theG3,02,3
Meijer’s G-function do not contribute since these functions decay exponen-
tially fast in the local limit (see [103]).
2Actually, the logarithmic term in eq. (5.29) serves the purpose of eliminating the con-
stant term appearing on the RHS of eq. (5.2), see next section.
3Note that the terms in eq. (5.30) are multiplied by ρ.
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First condition: eliminating the constant
In order to not have divergences in the local limit, we need to cancel the
first term appearing on the RHS of eq. (5.2). From eq. (5.23), we have to
impose
ρ
2+d
d
1
2
d−2
2
(d− 1)ωd−1A0Oˆ Log[a˜
dcdρ]
2(d2)
2cdρ︸ ︷︷ ︸
⊂I d−2
2 ,
d−2
2
= −ρ2/da. (5.31)
Using expression eq. (5.10), d = 2N + 2, cd = 2N+1C2N+2 and noting that
A0 = (−1)N (2N)!
(N !)2
we can rewrite (5.31) as
1
2N
(−1)N (2N)!
(N !)2
(2N+1)
2(4pi)NN !
(2N + 1)!
1
2(N + 1)22N+1C2N+2
Oˆ
Log[a˜dcdρ]
ρ
= −a
ρ
.
(5.32)
It can be proven that this last equation is equivalent to eq. (5.1b), see ap-
pendix D.2.1 for details.
Second condition: finding the d’Alembertian
We now proceed by choosing Oˆ such that we recover the d’Alembertian in
the local limit and prove that this implies a = −1/2 in eq. (5.11) for the entire
family of GCD. In order to obtain the d’Alembertian from terms involving
two derivatives of the field in eq. (5.9) we require that (see eq. (5.23))
lim
ρ→∞
{
ρ
d+2
d
1
2
d
2
ωd−1
[
d− 1
2
φ,00A1 +
1
2
φ,iiA2
]
OˆId/2,d/2
}
= φ. (5.33)
This is equivalent to considering the action of Oˆ on the logarithmic term in
eq. (5.28) (see discussion thereafter). From −(d− 1)/2 A1 = A2/2 we have
1
2
d
2
ωd−1
[
d− 1
2
φ,00A1 +
1
2
φ,iiA2
]
=
1
2
d−2
2
1
2
ωd−1
A2
2
φ(0), (5.34)
and using eq. (5.34) in eq. (5.33) we obtain
ρ
d+2
d Oˆ
Γ[d+2d ]
2(d2)
2(cd)
d+2
d ρ
d+2
d
log(a˜dcdρ) =
2
d+2
2
ωd−1A2
. (5.35)
It can be shown that this last equation is equivalent to eq. (5.1c), see ap-
pendix D.2.2 for details. This result should not come as a surprise since we
had required to obtain the d’Alembertian in the first place. Up to now, we
have bridged the gap between the formalism of [17] and the one of [36, 44,
80]. We now show that the conditions we have found imply a = −1/2 in
eq. (5.11), i.e., that the factor −R/2 is universal for all GCD (in even dimen-
sions).
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Third condition: universal factor
Finally we must consider terms in eq. (5.23) that contain curvatures and are
given by
1
2
d−2
2
{
−ωd−1
12
A2Rφ(0)Id/2,d/2 (5.36)
−ωd−1
2
A2
d
24(d+ 1)
cdRφ(0)ρId,d
+ωd−1(d− 1)A5 2d
24(d+ 1)(d+ 2)
cdRφ(0)ρId,d
}
,
where we used A1 = −A2/(d − 1). Note that the action of Oˆ on the first
term in eq. (5.36) is completely determined by eq. (5.35) and gives
−R
3
φ. (5.37)
For the other terms we need to compute OˆρId,d. Since we are interested in
the local limit we focus on the logarithmic term of Id,d (see eq. (5.30) and
discussion thereafter)
Oˆ
 2
d2c
2d+2
d
d
Γ(
2d+ 2
d
)
log(a˜dρ)
ρ
d+2
d
 . (5.38)
It is easy to see that eq. (5.38) is determined by eq. (5.35) since
ρ
d+2
d Oˆ
(
2
d2
Γ(
2d+ 2
d
)
log(a˜dρ)
ρ
d+2
d
)
(5.39)
= ρ
d+2
d
Γ(2d+2d )
Γ(d+2d )cd
Oˆ
(
Γ[d+2d ]
2(d2)
2(cd)
d+2
d ρ
d+2
d
log(a˜dcdρ)
)
=
Γ(2d+2d )
Γ(d+2d )cd
2
d+2
2
ωd−1A2
.
Using eq. (5.39) we find that the last two terms in eq. (5.36) give in the local
limit
− 1
6
d+ 2
2d+ 2
Rφ(0) (5.40)
d− 1
d+ 1
1
3
A5
A2
Rφ(0), (5.41)
where it can be shown that A5/A2 = d/(4 − 4d). Summing eq. (5.37) and
eq. (5.40) we finally obtain the universal factor(
−1
3
− 1
6
d+ 2
2d+ 2
− d
12(d+ 1)
)
R(0)φ(0) = −1
2
R(0)φ(0). (5.42)
Hence, we have proven that all GCD in even dimensions reduce to (−R/2)φ
in the local limit.
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2d case:
The only difference with the previous sections is that r is no more a non-
negative radial coordinate and eq. (5.9) is replaced by
I(2) =
∫ a˜
0
dv
∫ a˜
0
du
[
φ(0) + rφ,r +
−u− v√
2
φ,0 (5.43)
+
1
2
(u+ v)2
2
φ,00 +
1
2
(v − u)2
2
φ,rr + r
(v − u)√
2
φ,0r
−1
6
Rrrφ
(v − u)2
2
− 1
6
R00φ
(v + u)2
2
− 1
6
R0rφ2r
−u− v√
2
−ρφuv
(
−R
72
uv +
R00
36
(v + u)2
2
)]
e−ρuv.
With this clarification, it is possible to proceed in the analysis as in the pre-
vious sections. In particular, requiring Oˆ to annihilate the diverging terms
(in the local limit) we arrive at eq. (5.15) for k = 0, 1. As in the previous sec-
tion, the requirement of annihilating ρ−2 comes from eliminating the term
with φ,0.
When m = n the only relevant terms in the local limit are again the log-
arithmic ones, analogously to d > 2. From I0,0 the logarithmic term is given
by ρ−1 log(a˜2ρ). The condition for eliminating the first term in eq. (5.2) can
be obtained following the previous discussion, and proved to be equivalent
to eq. (5.1b). Considering the integrals I1,1 and ρI2,2, the only relevant term
is ρ−2 log(a˜2ρ) in both cases and the same calculations of the d > 2 case can
be applied, which completes the proof.
5.1.3 Summary
We have studied Generalized Causal Set d’Alembertians in curved spacetime.
In particular, we have shown that, when a local limit exists, all GCD give
gφ(x)− 1
2
R(x)φ(x),
in this limit.
In doing so we have bridged the gap between the formalism of [36, 44,
80] and the one of [17], showing how the equations found in [17] via a
spectral analysis of the non-local operators in flat spacetime translate into
properties of Oˆ in the set-up of [36, 44, 80]. We have also shown that the
requirements that lead to the right local limit in the flat case are sufficient
to ensure the appearance of the universal −R/2 factor in curved spacetime
for all GCD. The present result is an independent proof of the universality
of the −R/2 factor for the entire family of non-local operators inspired by
Causal set theory. Moreover, this result shows that the universal factor is
not related to the minimality condition but to the physical requirements
that characterize the operators.
It should be noted that the assumptions made — in particular compact
support of the field — are ubiquitous in the literature [36, 44, 80, 102]. In
order to weaken them, further studies are required. Extending the analysis
of [36] to all GCD would allow one to fully take into account the case in
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which the support of the field is not restricted to the near region. Even bet-
ter, a spectral analysis similar to that in [17] would remove the assumption
of compact support altogether and, as such, deserves further investigation.
5.2 Dimensional Reduction
In GR, and more generically in classical physics, the dimension of spacetime
is a fix and unambiguous concept. Indeed, this fixed “by hand” dimension
of spacetime can be seen in GR as the last vestige of background structures
(together with the non-dynamical topology). It is then reasonable to believe
that in a theory of quantum gravity, where the concept itself of spacetime as
a smooth manifold may be ill-defined, even dimension should be an emer-
gent concept. This call for a precise definition of what we call dimension,
i.e., we need dimensional estimators [64] (see also the box in Sec. 5.2.2).
Several dimensional estimators have been defined in the quantum grav-
ity literature [63, 64]. The striking results is that different QG theories, also
employing different estimators, all point towards a reduction of the effec-
tive dimension of spacetime at small length-scales. In fact, dimensional
reduction has been found in causal dynamical triangulations [10], asymp-
totically safe quantum gravity [138], loop quantum gravity [152], super-
renormalizable gravity [153, 154, 156], noncommutative geometry [16, 42],
minimal length scenario [155] and high temperature string theory [19]; and
it has been recently shown to have relevant implications in cosmology [13].
Dimensional reduction thus appears to be a relevant and ubiquitous feature
of quantum gravity (see [65]).
In recent years, the study of the spectral dimension as a tool to inves-
tigate the small scale structure of spacetime has attracted much attention
and analysis of this quantity in the aforementioned approaches to QG all
point towards a running of the spectral dimension at short scales [62] and
dimensional reduction. However, the causal set approach appears to be
an outlier. Indeed, results by Eichhorn and Mizera [84] (EM from here on)
show that the spectral dimension of a causal set, despite running, increases
at small scales. Their analysis relies on computing the spectral dimension
from the return probability, P , of a random walker on a causal set with
the spectral dimension4 defined as dEM = −2∂ lnP (s)/∂ ln s. They then
argue that the increasing behaviour of dEM at short scales is due to the rad-
ical nonlocality present in causal sets. This is the exact same non-locality
which arises because of the interplay between Lorentz invariance and dis-
creteness and appears in the construction of d’Alembertians governing the
dynamics of scalar fields on causal sets (see previous Chapter). An obvi-
ous question then is whether the spectral dimension computed from such
d’Alembertians, using the usual heat kernel techniques, corroborates the
EM result.
The remaining of this Chapter is devoted to compute the spectral di-
mension of Minkowski spacetime from non-local d’Alembertians and show
that dimensional reduction happens in every dimension. In particular, we
determine both the small and large scale behaviour of the spectral dimen-
sion in all dimensions analytically, and for particular choices of nonlocal
4They also defined a “causal" spectral dimension using the meeting probability of two
random walkers, PM , both moving forward in time, which give similar results.
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GCD — i.e., the minimal ones — in 2, 3 and 4 dimensions we numerically
compute the full dependence of the spectral dimension on the diffusion pa-
rameter.
5.2.1 Momentum Space Nonlocal d’Alembertians
The momentum space representation of eq. (4.2) was computed in [17] and
is given in eq. (4.10) which we report here for the reader convenience
f (d)(k2) = ρ2/d
a+ 2(2pi)d/2−1Z 2−d4 L(d)max∑
n=0
bn
n!
γnd
∫ ∞
0
ds sd(n+1/2)e−γds
d
K d
2−1(Z
1/2s)
 .
(5.44)
These functions simplify considerably in the limits where k2  ρ2/d and
k2  ρ2/d, i.e., the infrared and ultraviolet limit respectively. By construc-
tion the IR behaviour is the same for all operators, i.e., f (d)(k2) → −k2 as
k2 → 0. The UV limit on the other hand is dimension dependent, and can
be shown to be
f (d)(k2)→ αρ2/d + βρ 2d+1(k2)−d/2 + . . . , (5.45)
as k → ∞, where α and β are dimension dependent constants. Note that
since f (d) goes to a constant in the UV, the Green function (4.17) possesses
a delta function divergence in the coincidence limit. This divergence can
be regularised by subtracting the constant (αρ2/d)−1 from the momentum
space Green function [17]. Inverting back gives a regularised momentum
space d’Alembertian
f (d)reg :=
αρ2/df (d)
αρ2/d − f (d) , (5.46)
which now has the following UV behaviour
f (d)reg → −
α2
β
ρ
2
d
−1(k2)
d
2 + . . . . (5.47)
Note that this regularisation procedure is manifestly Lorentz invariant and
is physically motivated by the underlying theory being a theory on the dis-
crete causal set, where a coincidence limit does not exist.
The operators we started with in eq. (4.2) are retarded Lorentz invariant
operators, and their Laplace transforms are therefore defined in the limit
=(k0)→ 0+ [17, 77, 195], i.e., in the upper half complex k0-plane. Their in-
verse Fourier transforms therefore yield the (unique) retarded Green func-
tions to (4.2) and are given by the integral
G(d)(x, y) =
∫
ΓR
dk0
2pi
∫
dd−1k
(2pi)d−1
eik·(x−y)
f (d)(k2)
, (5.48)
where ΓR is a contour running from −∞ to∞ in the upper half complex k0
plane such that all singularities of f−1 lie below the contour, see figure 5.2.
In the next section, in order to compute the spectral dimension using
heat-kernel techniques, we will need to Wick rotate the d’Alembertian, freg,
or equivalently its retarded propagator. However, such a Wick rotation
cannot be performed on the retarded propagator because the contour, ΓR,
5.2. Dimensional Reduction 103
R
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FIGURE 5.2: A schematic diagram of the singular structure
of 1/f(k2) in the complex k0 plane, including two contours,
ΓR and ΓF , which define the retarded and Feynman prop-
agators respectively. Note that before we are able to define
the latter we must first analytically continue f(k2) to the
lower half the plane. The contour ΓR will clearly encounter
an obstruction under a Wick rotation, k0 → −ik0, while ΓF
won’t.
would cross singularities. To avoid this issue one must use the Feynman
propagator whose contour can be Wick rotated without crossing any sin-
gularities (see figure 5.2). To define this propagator we first analytically
continue f to the whole complex plane and then define the Feynman prop-
agator to be (5.48) with freg replaced by its analytically continued version
and ΓR replaced by ΓF . Although this propagator is not a Green function
of the original retarded d’Alembertians, which indeed only admit unique
retarded propagators, two independent studies of free scalar QFTs based
on such nonlocal dynamics, i.e., the analysis of Chapter 4 (based on [35])
and [195], support that it is the correct Feynman propagator for such theo-
ries.
5.2.2 Spectral dimension
In this section we provide both numerical and analytical results for the
spectral dimension computed from the regularised Laplace transform of
the non-local d’Alembertian f (d)reg. The numerical analysis will be restricted
to the minimal cases in 2, 3 and 4 spacetime dimensions d.
We first recall that the spectral dimension is defined as
ds = −2∂ ln(K(s))
∂ ln(s)
, (5.49)
where K(s) := Tr(K(s;x, y)) is the return probability for a particle, the
diffusion process of which is dictated by the Laplacian of interest D via the
equation
∂
∂s
K(s;x, y) +DK(s;x, y) = 0, (5.50)
with initial condition K(0;x, y) = δ(x − y). Therefore, given a modified
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d’Alembertian, one has to first find the corresponding Laplacian in Eu-
clidean signature, and then consider the heat equation, on the manifold of
interest, determined by the Laplacian at hand [43]. Equation (5.49) can be
interpreted as describing diffusion of a fictitious particle on the euclideanised
spacetime, the solutions of which are given by the heat kernel. The latter,
denoted as K(s;x, y), physically represents the probability density of diffu-
sion from x to y in time s. The trace of K then gives the return probability
for the diffusing particle. In flat d-dimensional Minkowski spacetime with
standard local d’Alembertian for example, the spectral dimension coincides
with the Hausdorff dimension d of the spacetime, for all diffusion times.
More on spectral dimension and other dimensional estimators
The spectral dimension as a dimensional estimator finds its rationale in the
fact that, for any space in which the diffusion process eq. (5.50) can be defined
and for the standard Laplacian the trace of the heat kernel behaves like[65]
K(s) ∼ (4pis)−d/2,
where d is the topological dimension. Thus, when considering a modified
Laplacian, as in our case, the spectral dimension might be interpreted as the
(fictitious) topological dimension of that simple diffusion process governed by the stan-
dard Laplacian that most closely approximatesK(s) at the indicated value of the diffu-
sion time s, cit.[207]. It should be noted that, the spectral dimension encodes in-
formation on both the small-scale behaviour of QFTs and the large-scale struc-
ture of spacetime. This is so since the heat kernel encodes such information.
In particular, for large diffusion times we are probing the IR regime of our the-
ory, in this case the spectral dimension will run due to curvature effects. In an
intermediate regime or, as in our case, in absence of curvature we expect the
spectral dimension to agree with the topological one. Finally, for small diffu-
sion times the running of the spectral dimension encodes information on the
kinematic of the theory in the UV. Despite not being the unique generalization
of dimension, ds is particularly interesting since: it is directly related to the
Green function of the theory — indeed the heat kernel can be shown to be the
Laplace transform of the propagator of the theory[65, 162]
G(x, y) =
∫ ∞
0
dsK(s;x, y);
it can serves to find the dispersion relation characterizing a given the-
ory [207]; and it has been proven to be the Haussdorf dimension of momentum
space [12].
Other dimensional estimators which are present in the literature include: the
Haussdorf dimension, the Myrheim-Mayer dimension, the “walk” dimension,
various thermodynamical dimensions, “causal" spectral dimension and sev-
eral others — see [64] and references therein. Recently, other dimensional es-
timators have been introduced which deserve further studies. In particular,
in [14] the so called thermal dimension is introduced which is claimed to be
more suitable of the spectral dimension for describing dimensional reduction,
whereas still related to (deformed) d’Alembertians. Indeed, this new estima-
tor does not require the Euclideanization of the theory which could lead, in
some cases, to ambiguous results. Another dimensional estimator of interest,
the Unruh dimension, has been introduced in [7]. This estimator is related to
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the spectral dimension, even though not identical to it, and has the virtue to
be directly connected to a physical observables, i.e., to the rate of a unifromly
accelerated Unruh detector.
Analytical results
Consider now a free massless scalar field in d-dimensional Minkowski space-
time, with dynamics defined by a member of the regularised nonlocal d’Alem-
bertians, namely f (d)reg. The trace of the heat kernel, K(s), is given by
K(s) =
∫
ddk
(2pi)d
es f
(d)
reg = Cd
∫ ∞
0
dk kd−1 es f
(d)
reg , (5.51)
whereCd is a dimension dependent constant, and we have analytically con-
tinued to Euclidean signature.
The IR behaviour of f (d)reg → −k2, as k2 → 0, ensures that for large dif-
fusion times the spectral dimension will flow to the value of the Hausdorff
dimension d. In the UV instead we have that f (d)reg ≈ kd, so that the trace of
the heat kernel can be written as∫ ∞
λ
dk kd−1 e−k
ds =
1
s d
(e−λ
ds) , (5.52)
up to irrelevant numerical factors. In the above integral we have introduced
an IR cutoff λ, which has been chosen large enough that the UV approxi-
mation for f (d)reg is still valid, i.e., λ  l−1. Substituting this back into (5.49),
we find
dUVs = 2 + 2λ
ds→ 2 , as s→ 0 . (5.53)
This shows that the improved UV behaviour of the regularised nonlocal
Green functions leads to dimensional reduction to ds = 2 for all spacetime
dimensions considered. Furthermore, the linear behaviour in s with large
coefficient λd is in accordance with the numerical evidence provided in fig-
ure 5.3. It is important to note that (5.53) is only valid for small values (with
respect to the non-locality scale ln) of the diffusion parameter s ln.
Finally, we should pay attention to the fact that the universal dimen-
sional reduction to ds = 2, crucially relies on the regularisation of the Green
functions. One might therefore ask what happens should one decide not
to perform the regularisation? The first hint that something will go wrong
with the computation of ds, arises from the fact that f (d)(k2)→ constant as
k2 → 0, so that the integral in (5.51) clearly diverges. To analyse the small
scale behaviour of ds we must therefore introduce both an IR cutoff λ and a
UV cutoff Λ. Then
K(s) ≈ lim
λ→0,Λ→∞
∫ Λ
λ
dk kd−1e−cds = lim
λ→0,Λ→∞
e−cds
Λd − λd
d
,
where we used the fact that in the UV, f (d) goes like a dimensionful and
dimension dependent constant, cd, which therefore dominates the integral.
Substituting this into (5.49) and ignoring issues about the order of limits,
we find that ds = 2cds. This result is in accordance with the numerical
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simulations we have performed, and clearly leads to a spectral dimension
that does not make much physical sense. Indeed, it does not asymptote the
Hausdorff dimension d for s ln, but actually diverges.
One could have argued from the beginning that without regularisation
the spectral dimension would be meaningless, and that it would possess a
linear dependence in s for all s. For instance, consider the spectral dimen-
sion in a spacetime with d = 2. Then,
−2s
∫∞
0 dz f
(2)(z)ef
(2)(z)s∫∞
0 dz e
f (2)(z)s
= 4ρs , (5.54)
where z = k2. To obtain (5.54) we split both the numerator and denomina-
tor by introducing an IR cutoff L big enough to approximate the integrand
with its UV constant behaviour and use the fact that
∫∞
0 dz e
f2(z)s diverges.
The factor of 4 obtained in the final expression is specific to the minimal
non-local d’Alembertian in d = 2.
Numerical results
We numerically calculate the spectral dimension in 2, 3 and 4 dimensions
using the regularised minimal non-local d’Alembertians. These are given
in terms of the unregularised d’Alembertians [17]:
f (2)(k2) = a(2)ρ+ 2ρ (5.55)
·
2∑
n=0
b
(2)
n
n!
(√
pi
4
)n ∫ ∞
0
dξ ξ2n+1e−
√
pi
4
ξ2K0
(√
k2
ρ
ξ
)
,
f (3)(k2) = a(3)ρ2/3 + 2(2pi)1/2ρ5/6(k2)−1/4 (5.56)
·
2∑
n=0
b
(3)
n
n!
( pi
12
)n ∫ ∞
0
dξ ξ3n+3/2e−
pi
12
ξ3K1/2
(√
k2ρ−1/3ξ
)
,
f (4)(k2) = a(4)
√
ρ+ 4pi
(
k2√
ρ
)−1/2
(5.57)
·
3∑
n=0
b
(4)
n
n!
( pi
24
)n ∫ ∞
0
dξ ξ4n+2e−
pi
24
ξ4K1
(√
k2√
ρ
ξ
)
,
in d = 2, 3 and 4 respectively, where Kn are modified Bessel functions of
second type and
a(2) = −2, b(2)0 = 4, b(2)1 = −8, b(2)2 = 4,
a(3) = − 1
Γ(5/3)
(
pi
3
√
2
)2/3
, b
(3)
0 =
1
Γ(5/3)
(
pi
3
√
2
)2/3
,
b
(3)
1 = −
27
16
(
pi
2
√
3
)2/3 1
Γ(2/3)
, b
(3)
2 =
9
8
(
pi√
6
)2/3 1
Γ(2/3)
.
a(4) =
−4√
6
, b
(4)
0 =
4√
6
, b
(4)
1 =
−36√
6
, b
(4)
2 =
64√
6
, b
(4)
3 =
−32√
6
,
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FIGURE 5.3: From top to bottom we have the spectral di-
mension ds as a function of diffusion time s for ρ = 1 for
d = 2, 3 and 4 respectively. The dashed line represents the
value of the Hausdorff dimension. In the 2d plot the spec-
tral dimension can clearly be seen to interpolate between
ds = 2 at short scales and ds = 2 at large scales, with a
maximum occurring for s ≈ ρ1/2. The large scale asymp-
totic behaviour and the maximum are not as clear in the 3
and 4 dimensional cases due to poorer numerics in d > 2.
Nonetheless one can see the short scale limit to ds = 2, a
maximum for s ≈ 10ρ1/d, and a large scale limit which is
very slowly asymptoting the Hausdorff dimension. These
numerical results corroborate the analytical analysis of Sec-
tion 5.2.2 and provide evidence for the behaviour of ds in-
terpolating between short and large scales
as obtained via equation (5.46). The results given in figure 5.3 show that in
d = 2, 3, 4 the spectral dimension approaches 2 in the limit s→ 0, increases
to a maximum greater than the large scale Hausdorff dimension when s ∼
O(ln), and then decays back to the Hausdorff dimension as s→∞. 5
5.2.3 Summary
We have studied the spectral dimension arising from non-local d’Alem-
bertians derived from causal-set theory. We have shown that after regu-
larising these d’Alembertians by removing an unphysical 6 divergence in
the coincidence limit, dimensional reduction is present. In particular, the
spectral dimension goes to 2 at short scales in every dimension. The small
scale dimensional reduction can be seen to arise from the improved UV
behaviour of the propagator for such non-local theories. We have also pro-
vided numerical evidence for ds as a function of diffusion time s for the
minimal regularised d’Alembertians in d = 2, 3 and 4, confirming our ana-
lytical estimates in the limits s  ln and s  ln. These simulations show
that in all three cases considered the spectral dimension possesses a maxi-
mum on scales of order ln, and asymptotes the Hausdorff dimension from
above. This is an indication of super-diffusive behaviour on intermediate
scales — where effects due to the non-locality scale start to become relevant
5Note that in d = 3, 4 the maximum occurs on scales s ∼ 10ln rather than ln and in the
s→∞ the decay back to the Hausdorff dimension is not as marked as in 2d. We believe that
these minor differences are due to the higher degree of numerical approximation present in
their analysis.
6From the point of view of the fundamental discrete theory, in which the coincidence
limit is ill-defined.
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— a feature similar to that found in [208] in the context of causal dynamical
triangulations.
5.3 Conclusions and Outlook
In this Chapter we have investigated two different problems connected to
nonlocal d’Alembertians in Causal Set theory.
In the first part of the Chapter, we have studied the local limit of the
operators in eq. (4.2) in curved spacetime finding that they all reduce to
gφ− R
2
φ
in the limit. It would be interesting to study the connection of this result
with the Einstein equivalence principle. Indeed, the EEP for a scalar field
coupled to gravity requires there to be a non-minimal coupling in order to
hold true. This point was discussed in [201], where the authors proved,
without relying on conformal invariance, that in 4d the required coupling
has to coincide with the conformal one, i.e., 1/6. Thus, the value of the
universal factor for GCD has to be carefully considered in light of the EEP,7
also in view of possible phenomenological consequences.
In particular, for non-conformal couplings in 4d (as in our case) wave
tails propagating inside the light cone are present for massless fields [201].
This amount to violations of Huygens’ principle which can have interest-
ing effects (see discussion in Sec. 4.3). Notice that in the present case of
curved spacetime the violations of Huygens’ principle are due to the non-
conformal coupling that arises in the local limit. This is different to what
discussed in Sec. 4.3 where such violations are due to the non-locality scale
and are thus not present in the local limit.
More problematic would be the case of massive fields without confor-
mal coupling in which case massive particles could be allowed to propagate
on the light cone (see [201]) in clear contradiction with the local special rel-
ativistic description of physics dictated by EEP. It would be interesting to
find a Causal set version of the Klein-Gordon operator (see discussion in
Sec. 4.2) and see the curved spacetime version of this operator in the local
limit. We speculate that, a massive operator arising from causal set will
have a local limit in curved spacetime with a curvature term different from
the one of the massless case studied in this Chapter. Whether the new term
would (or could) be compatible with EEP, therefore avoiding the problem-
atic propagation along the null cone, is entirely an open question.
Finally, since the family of GCD is derived from a set of precise physical
assumptions (see Sec. 4.1) it is tempting to understand which of these need
to be relaxed/modified in order to obtain a different local limit and maybe
recover the conformal coupling in 4d.
In the second part of this Chapter we have studied the behaviour of the
spectral dimension associated with nonlocal d’Alembertians and shown
evidences of dimensional reduction. To conclude with, we would like to
7Note that the value of the universal factor cannot be interpreted a priori as violating the
EEP since other effects may come about when quantum corrections are taken into account,
e.g., the running of the coupling.
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speculate on the significance and validity of these results. Recall first that
the UV behaviour f (d)reg → (k2)d/2 was key in ensuring that ds(s) → 2 as
s → 0 in all dimensions. Now, it was shown in [17] and [35], where the
quantum theory of free scalar fields with nonlocal dynamics was studied,
that these operators lead to Wightman functions of the form
W (x, y) =
∫ ∞
0
dµ2ρ(µ2)
∫
ddk2pi
(2pi)d
θ(k0)δ(k2 + µ2)eik·(x−y),
where ρ(−k2) = Im(f (d)(k2))/|f (d)(k2)|2, a form reminiscent of the Källen-
Lehman representation of the Wightman function in interacting QFTs.8 Un-
like the Källen-Lehman representation of local interacting QFTs, however,
the spectral function ρ arising from the causet-derived nonlocal d’Alem-
bertians defined in [17] is not a positive function in general. In fact, evi-
dence suggests that for d > 2 all operators of this kind will lead to a non-
positive spectral function ρ. This implies the existence of negative norm
states in the quantum description of these theories (see Chapter 4).
As was explicitly stated by Weinberg (see ref. [226] Section 10.7, p.460),
a consequence of the Källen-Lehman spectral representation, and the pos-
itivity of the spectral function ρ(µ2) (which in standard local QFT is given
by the sum of squares of matrix elements of the field-observable), is that
the propagator cannot vanish for |k2| → ∞ faster than the bare propagator
1/k2. Since the Wightman function of nonlocal theories of the kind studied
here can be written à la Källen-Lehman, a natural question is whether the
improved UV behaviour of the propagator, and therefore the small scale
dimensional reduction in the spectral dimension, are inextricably linked to
negative norm states in the quantum theory. If this were the case, it would
raise doubts as to the physical relevance of our result in the regime s ln.
Knowing about the issue of non-positive spectral functions associated to
causet derived nonlocal d’Alembertians, Aslanbeigi and Saravani studied
QFTs of generalised versions of the operators in [17], where they imposed
the positivity of ρ(µ2) from the beginning [195]. Hence, from Weinberg’s
argument one would expect that their newly defined f˜ (4)reg(k2) goes like k2
as k2 →∞, which is indeed the case. Because of this the spectral dimension
does not reduce to 2 at small scales but rather starts off at 4, increases, and
then asymptotes back to 4 from above at large scales (much like the 2d case
considered in Section 5.2.2). Although interesting in its own right, the spe-
cific theory they consider does not fall within the family of d’Alembertians
used in this Chapter, and as such cannot be (at least trivially) seen as con-
tinuum approximations to the more fundamental operators living on an
underlying causal set, in the way Sorkin had originally constructed them.
A possible way out of these issues arising in the quantum theory is to
take the non-locality scale ln to correspond to the causet fundamental dis-
creteness scale l. In this case one would expect that on scales s ∼ l the dif-
fusing particle would cease to see a continuum spacetime, and would start
feeling the underlying discreteness of the causal set. Therefore, at these
scales the analysis performed would cease to be applicable. In order to
study the behaviour of the spectral dimension on scales s < l, one would
8We have ignored contributions coming from complex mass poles in the propagator since
they are not relevant for the current discussion and their inclusion does not change the
conclusion of this argument.
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instead have to resort to methods to be deployed directly to the causal set
itself, e.g., Eichhorn et al.’s method [84].
We conclude by noting that our analysis shows an increasing ds(s) as
s → l+n , which then only starts to decrease after it has gone through s ∼
O(ln). This might be a hint of the existence of a universal description of
the spectral dimension which interpolates between our results and the EM
spectral dimension. However, our finding of dimensional reduction is cor-
roborated by other hints towards it in Causal Set [63] which involve differ-
ent dimension estimators. Thus, the two spectral dimensions — the EM one
and ds studied here — might encode different information about the small-
scale structure of spacetime in this theory9 and as such they both deserve
further investigation.
9See [63] for an interpretation of the result of EM consistent with dimensional reduction.
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Chapter 6
Non-locality phenomenology
via Quantum Systems
We are all agreed that your theory is crazy.
The question which divides us is whether
it is crazy enough to have a chance of
being correct. My own feeling is that it is
not crazy enough.
Niels Bohr
A vast uncharted territory lies between the scale presently tested in high
energy accelerators, ≈ 1013 eV, and the Planck scale, MPl = 1.22 × 1028
eV, where quantum gravitational physics is expected to become relevant.
As we discussed at length in the previous chapters of this thesis, QG phe-
nomenology attempts to bridge this gap by connecting models of quantum
gravity with observations/experiments. Given the high energies at which
QG effects are expected, most of the studies in QG phenomenology have
concentrated on high-energy physics or cosmological/astrophysical obser-
vations involving high energies/long distances. However, with the advent
of novel quantum technologies and the enhancement of control of quan-
tum systems, new windows on the microstructure of spacetime are open-
ing, which involve the usage of quantum features and systems [32, 38, 41,
179]. In this Chapter we will concentrate on two examples of this emerg-
ing paradigm and consider both a low-energy (non-relativistic) quantum
system and a “macroscopic", non-relativistic opto-mechanical system.
In particular, this Chapter is devoted to investigate the phenomenology
of non-locality, intended as discussed in Sec. 1.4.2, in models in which LI is
held as a guiding principle, by way of low-energy laboratory-based quan-
tum systems. It is generally believed that a successful marriage between
fundamental discreteness and local Lorentz invariance requires some form
of non-locality (c.f., Sec. 1.4.2). Indeed, disparate approaches to quantum
gravity where this marriage occurs explicitly lead to nonlocal modifications
of standard local dynamics [49, 136, 203]. Thus the search for nonlocal LI
effects is linked to the search for the fundamental microstructure of space-
time.
Explicit realisations arising from quantum gravity models aside, the ap-
pearance of nonlocal dynamics, of the type discussed in this thesis, can be
expected on very general grounds: LI together with the requirement that
the dynamics not suffer from classical instabilities, effectively singles out
two types of dynamics, standard local dynamics (1st or 2nd order in space
and time) and nonlocal dynamics (∞-order in space and time) — the infinite
112 Chapter 6. Non-locality phenomenology via Quantum Systems
number of time derivatives being needed in order to avoid Ostrogardsky’s
theorem [172] (see also Sec. 1.4.2).
In the previous two Chapters we have already encountered nonlocal
wave operators arising from Causal set quantum gravity. These f() oper-
ators are characterized by the fact that the function f — in momentum space
— presents a branch-cut for timelike momenta. In contrast, other examples
of LI nonlocal operators considered in the extant literature [30] are charac-
terized by analytic functions in the complex momentum space. Thus, we
can think of these nonlocal operators as belonging to two different families.
In the first part of this Chapter we will stick to the á la Causet non-locality
case, i.e., f with a branch-cut on timelike momenta, and study a model of
Unruh–DeWitt particle detector coupled to such a nonlocal scalar field. In
particular, we will analyse the spontaneous emission regime of the detector
and illustrate how a low-energy system could potentially be used to cast
bounds on the non-locality scale beyond current high-energy physics con-
straints. In the second part of the Chapter, we will move to the other family
of nonlocal operators we are considering, i.e., analytic nonlocal operators.
In this case, the analyticity of the operators will permit us to investigate the
non-relativistic limit of a “general” nonlocal Klein-Gordon operator. In this
way, a nonlocal Schödinger operator can be obtained and the correspond-
ing equation solved. We will solve the nonlocal Schödinger equation per-
turbatively in presence of an harmonic potential and sketch the constraints
which could be cast on the non-locality scale by way of opto-mechanical
“macroscopic” quantum systems.
6.1 Non-Locality Phenomenology via Unruh–DeWitt
detectors
In this first part we consider a pointlike Unruh–DeWitt detector coupled to
an á la Causal set nonlocal scalar field. The non-analytic functions consid-
ered here contain a branch-cut, i.e., a 1-dimensional subspace of the com-
plex plane where the function has a discontinuity. In the Green function this
branch-cut corresponds to a continuum of massive modes, even though the
original field itself is massless (see Chapter 4). Note that this is similar to
what happens to the Green function of local interacting QFTs [226]1. As
we will discuss below, the presence of this continuum of massive modes
modifies all n-point functions of the theory, thus giving rise to non-trivial
modifications to many physical observables.
The fact that the low-energy behaviour of particle detectors is sensitive
to high-energy effects was recently pointed out by Louko and Husain [118].
They showed that some features of low-energy particle detectors can be
sensitive to violations of Lorenz invariance at high energies. For example,
in [118] it is shown that polymer quantization (motivated by loop quan-
tum gravity) may induce a Lorentz violation at high energies that is per-
ceived by low-energy detectors (below current ion-collider energy scales).
More concretely, they found low-energy Lorentz violations in the response
of atoms modelled as Unruh–DeWitt detectors (which capture the features
of the atom-light interactions [6, 148]) for a general family of quantum fields
with modified dispersion relations at high (Planckian) energies.
1We will comment on this more in the following.
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In contrast to [118], we will consider nonlocal theories with non-analytic
fs that, crucially, preserve Lorentz Invariance (LI). It should be noted that
LI violations are strictly constrained by various experimental observations,
as we discussed in Sec. 1.3.1 and Chapter 3, making theories that preserve
LI particularly appealing [140, 150].
Unless otherwise stated, we use natural units c = ~ = 1.
6.1.1 Nonlocal Dynamics: Wightman functions
We study a real scalar field obeying a special class of nonlocal dynamics
given by real, retarded, Poincaré invariant wave operators, ˜ ≡ f() sim-
ilar to the ones encountered in Chapter 4. The retarded nature of these
operators implies that f is non-analytic [77]. Whereas interest in this par-
ticular kind of operators can be traced back to the original construction of
R. Sorkin of a d’Alembertian operator on a causal set [203], in this Chap-
ter we will not consider specifically Causal set’s nonlocal d’Alembertians.
Indeed, as already discussed in Chapter 4, these operators present in four
dimensions both complex mass poles and a non-positive definite two-point
function. Despite we have argued that the consequences of these a priori
potentially unstable features are far from being clear, to be on the safe side
we will consider only nonlocal operators inspired by CS theory, i.e., with the
same kind of branch-cut non-locality but without the unwanted features.
These kind of operators were considered in [194, 195] for both free and in-
teracting scalar fields and quantum field theories based on this family of
dynamics have been constructed using different quantization schemes. All
these quantization schemes lead to the same quantum theory, which co-
incides with the one presented in Chapter 4, i.e., the two point functions,
Hamiltonian, etc., coincide a part from the complex mass poles contribu-
tions2.
We have already studied the Green functions of nonlocal theories in
Chapter 4 and 5, where we focused on the Feynman and retarded Green
functions. For the sake of the present Chapter we need to consider the two-
point Wighmann function for the nonlocal theory (c.f., Eq. (4.35) and (4.60)).
This functionD(+)(x, y) := 〈0|φ(x)φ(y)|0〉 for the free theory is given by [195]
D(+)(x− y) =
∫
d4k
(2pi)4
W˜ (k2)eik·(x−y), (6.1)
where
W˜ (k2) =
2Im(f)θ(k0)
|f |2 , (6.2)
2It should be noted that, in the Causal set case, for dimensions grater than three the
Wightman function is not positive definite. This does not happen in the operators consid-
ered in this Chapter. However, the formal structure of the two-point functions as well as the
Hamiltonian are the same in both cases.
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correspond to what we named δ+G in Chapter 4. The Wightman function
can be re-written as
D(+)(x− y) =
∫
d4k
(2pi)4
2piθ(k0)δ(k2)eik·(x−y) (6.3)
+
∫ ∞
0
dµ2ρ(µ2)
∫
d4k
(2pi)4
2piθ(k0)δ(k2 + µ2)eik·(x−y),
where 2piρ˜(−k2) = W˜ (k2) and ρ˜(µ2) = δ(µ2) + ρ(µ2) is a sort of spectral
density3. It can be seen that D(+) is a sum of two parts, one is the standard
Wightman function for a local massless scalar field, D(+)0 , and the other
is an integral over the Wightman function of a local massive field, G(+)µ ,
weighted by the finite part of the discontinuity function, ρ(µ2).
For every choice of f() there corresponds a specific spectral density ρ.
We focus here in two different kinds of d’Alembertians whose discontinuity
functions are given by
ρ(µ2) = lim
→0+
−2 el2nµ2/2
µ2
=[E2(l2n(−µ2 + i)/2))]
|E2(−l2nµ2/2)|2
. (6.4)
and
ρ(µ2) = l2ne
−αl2nµ2 . (6.5)
where α is an order one numerical coefficient [195]. The former choice of
ρ can be shown to give rise to a stable interacting QFT [195], while the lat-
ter is a much simpler function which captures all the fundamental features
of (6.4) (see [17, 194]) and allows us to check that our results are largely in-
dependent of the specific form of the discontinuity function. Note that the
asymptotic limit of the discontinuity function for small masses is given by
ρ(µ2) = l2n [194], while for large masses it is exponentially suppressed (see
Appendix B of [17]).
6.1.2 Unruh–DeWitt detector and its Coupling to the field
Extracting spatiotemporal information from quantum fields is notoriously a
complicate task. The Unuh–Dewitt model of particle detector allows to ex-
tract localized spatiotemporal information from quantum fields by locally
coupling a two-level system to the field itself. Furthermore, the model per-
mits to define the concept of particles even in the ambiguous case of curved
spacetime, as summarized by the words of Unruh a particle is what a particles
detector detects. This model has been successful for the study of effects like
Unruh effect and Hawking radiation.
Here we will be interested in the idealized model of a pointlike two-
level (non-relativistic) system which couples to the scalar nonlocal field
through its monopole momentum. This model, despite being idealize, has
3The name refer to the spectral representation of local interacting field theories. We will
come back to the similarity with this case in the following.
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been a valuable guide in many studies ranging from QFT in cruved space-
time to Relativistic Quantum Information, and the investigation of correla-
tions characteristic of the quantum vacuum of relativistic fields. The inter-
action of our nonlocal field with a two-level {|g〉, |e〉} Unruh-DeWitt detec-
tor is described by the interaction Hamiltonian
H = g χ(τ/T )m(τ)φ[x(τ)], (6.6)
where g is a small coupling constant and xµ(τ) are the detector’s world-
line coordinates parametrised by proper time τ . We will consider in the
following only inertial detectors, as such the proper time is given by the
Minkowski coordinate time t. In this Hamiltonian,m is the detector’s mono-
pole moment given by |e〉〈g|eiΩt+ |g〉〈e|e−iΩt = σ+eiΩt+σ−e−iΩt, where σ±
are the ladder operators and Ω is the energy difference between the two de-
tector’s states. Furthermore, we have included a switching function χ that
controls the time dependence of the detector’s coupling strength, and is
strongly supported for a timescale T . This detector model captures the fun-
damental features of the light-matter interaction in the absence of angular
momentum exchange [6, 148], as it can be seen expanding the interaction
Hamiltonian in σ± and a(†) operators — relative to the detector and field
respectively — and confronting it with the matter-light interaction Hamil-
tonian in the electric dipole approximation.
Having specified the interaction Hamiltonian we can study the response
of the detector when coupled to the field, i.e., the excitation (or decay) prob-
ability of the detector due to the interaction with the field. The response
function of the Unruh-Dewitt detector is [48, 209]
F(Ω, T ) =
∫ ∞
−∞
dτ
∫ ∞
−∞
dτ ′e−iΩ∆τD(+)(∆τ)χ
( τ
T
)
χ
(τ ′
T
)
. (6.7)
Using (6.3) one can see that the response function (6.7) splits into the re-
sponse function of a detector coupled to a local massless scalar field, F0,
plus the response function of a local massive scalar field, Fµ, integrated
over µ weighted by ρ(µ2). We can therefore write (6.7) as
F(Ω, T ) = F0(Ω, T ) +
∫ ∞
0
dµ2ρ(µ2)Fµ(Ω, T ). (6.8)
Since the first term is common to both local and nonlocal theories, in what
follows we will study the relative difference in the detector’s response, i.e.,
∆(ln,Ω, T ) :=
F(Ω, T )−F0(Ω, T )
F0(Ω, T ) . (6.9)
It is a well known fact that, in a local QFT, an inertial detector in the ground
state, switched on for an infinite time, T → ∞, will not click because of
Poincaré invariance. A straightforward calculation, along the lines of [48],
shows that this is also true in the nonlocal theories studied in this Chapter.
Indeed, consider the rate of the detector which is given by the Fourier trans-
form of the correlation function (up to a detector dependent multiplicative
factor),
F˙(Ω) =
∫ ∞
−∞
d∆τe−iΩ∆τG(+)(∆τ), (6.10)
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where Ω > 0 since we are looking at the excitation probability of the detec-
tor, i.e., at its clicks. Choosing a frame in which the detector is at rest we
have
F˙(Ω) =
∫ ∞
0
ρ(µ2)
∫
d4k
(2pi)4
2piΘ(k0)δ(k2 +µ2)
∫ ∞
−∞
d∆τe−i(k
0+Ω)∆τ︸ ︷︷ ︸
δ(k0+Ω)
. (6.11)
It is then clear, since k0 + Ω > 0, that the rate is vanishing. This should not
come as a surprise given that such theories are also Poincaré invariant (and
stable) by construction.
We now ask what happens when the inertial detector is switched on
for a finite time, T , which we implement by inserting non-trivial switching
functions χ(τ/T ) in the Unruh–DeWitt interaction. Within this context, the
most interesting case is that of spontaneous emission, i.e., when the detec-
tor starts out in an excited state, since in this case there can be differences
between the behaviour of the detector coupled to local and nonlocal field
theories even in the limit T → ∞. Furthermore, spontaneous emission is a
well-understood, experimentally accessible phenomenon [196].
We will assume that the non-locality (length-)scale is much smaller than
any other length scale in the problem. In particular we assume that |Ω|ln 
1, T/ln  1, where the first condition defines the “low-energy" condition,
and the second ensures that the detector is switched on for a reasonable
amount of time.
We first consider the behaviour of the detector’s vacuum response and
the spontaneous emission in short detector timescales, where we consider
the dependence of the results on the shape of the switching function. Sec-
ondly, we will analyze the more relevant and experimentally accessible case
of spontaneous emission when the detector interacts with the field for long
times compared to the detector’s Heisenberg time Ω−1. In this experimen-
tally accessible regime the detector’s response is independent of the details
of the switching function. We will show how a low-energy detector can
resolve non-locality scales with a precision comparable to a high-energy
particle collider experiment.
6.1.3 Vacuum response and short time (|Ω|T  1) spontaneous
emission
The behaviour of the relative response (6.9) can be readily analyzed for
|Ω|T  1 regardless of the sign of Ω. This regime corresponds to a rapid
switching of the detector. Using the following dimensionless variables t = τ/T ,
k = Tp, m = Tµ, and defining the Fourier transform of the switching func-
tion as χ˜(ω) =
∫
dt e−iωtχ(t) the detector response is given by
F − F0 = 1
T 2
∫
dm2ρ(m2/T 2)
∫
d4kdtdt′ δ(k2 +m2)e−i(ΩT+k
0)(t−t′)χ(t)χ(t′),
(6.12)
=
1
T 2
∫
dm2ρ(m2/T 2)
∫
d4k δ(k2 +m2)|χ˜(k0 + ΩT )|2. (6.13)
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where in the second line we have used the definition of Fourier transform.
We then have
F − F0 = 1
T 2
∫ ∞
0
dk0
∫ k0
0
dk4pik2ρ(
(k0)2 − k2
T 2
)|χ˜(k0 + ΩT )|2 (6.14)
=
1
T 2
∫ ∞
0
dk0
∫ k0
0
dk4pik2l2ne
−ln (k
0)2−k2
T2 |χ˜(k0 + ΩT )|2
=
2pi
ln
∫ ∞
0
dk0|χ˜(k0 + ΩT )|2(k0ln − TD+(k0ln/T ))
=
2piT
ln
∫ ∞
ΩT
dx|χ˜(x)|2
[
xln
T
− Ωln −D+
(
xln
T
− Ωln
)]
.
whereD+ is the so called Dawson function4, x = k0+ΩT , and in the second
line we have specialized to the exponential spectral function while in the
third we have used that∫ k0
0
dkk2ek
2l2n/T
2
=
T 2
2l3n
[
k0ln − TD+(k0ln/T )
]
. (6.15)
Now expanding the Dawson function around zero we get
F − F0 = 2piT
ln
∫ ∞
ΩT
dx|χ˜(x)|2 2
3
(
xln
T
− Ωln +O
(
(xln/T − Ωln)5
))
.
(6.16)
It is easy to see that the leading term is
4pi
3
l2n
T 2
∫ ∞
0
dk0(k0)3 |χ˜(k0)|2, (6.17)
if we take Ω = 0. Note that the approximations done are valid as far as
the Fourier transform of the switching function decay for x 1 faster than
polynomially (see also discussion at the end of next section). Moreover, al-
though rigorously speaking (6.16) was obtained for the exponential spectral
function (6.5), the asymptotic result (6.17) is also confirmed by a numerical
analysis with the spectral function in (6.4) (see Tabable 6.1).
Finally, in order to get the response for the massless field, we can replace
ρ(µ2) = δ(µ2) and follow the same steps to get
F0 = 4pi
∫ ∞
0
dx x|χ˜(x)|2. (6.18)
Thus, the relative response in this limit scales like l2n/T 2 and its fine-details
clearly depend on the specific switching function. It should be noted that,
whereas the (Fourier transform of the) exponential switching function —
considered in Table 6.1 — does not satisfy the condition of fall-off previ-
ously discussed, it is still possible to estimate the behaviour of the detec-
tor’s response in such a case and it turns out to be, at leading order, the
same.
4It is defined as D+(x) = e−x
2 ∫ x
0
ey
2
dy, see [103].
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χ(t) e−|t| sin(t)
t
1
t2+1 e
−t2
Ω > 0, ΩT  1 ≈ l2n/T 2 0 l
2
n
T 2
e−2ΩT e−
Ω2T2
2 l2n
Ω4T 6
|Ω|T  1 ≈ l2n/T 2 l2n/T 2 l2n/T 2 l2n/T 2
Ω < 0, |Ω|T  1 T l2n|Ω|3 T l2n|Ω|3 T l2n|Ω|3 T l2n|Ω|3
TABLE 6.1: Detector’s responseF−F0 for various switching
functions (taking a dimensionless argument t = τ/T ) and
for both the exponential spectral function eq. (6.5) and the
causal sets inspired spectral function eq. (6.4).
For what concern the case Ω > 0 (corresponding to studying the detec-
tor’s spontaneous excitation probability due to the ‘vacuum noise’ of the
field) and ΩT  1, a full analytical treatment has proven elusive. We sum-
marize our findings in Table 6.1.
6.1.4 Spontaneous emission
Consider now the case in which Ω < 0, corresponding to the process of
spontaneous emission. We are interested here in the regime characterized
by |Ω|T  1, which corresponds to assuming that the detector is turned on
for times much larger than the Heisenberg time of the atomic system. In
this regime, we expect the detector’s response to be largely independent of
the specific form of the switching function.
Using the dimensionless variables previously defined one can show that
F − F0 = 1
T 2
∫
dm2ρ(m2/T 2) (6.19)
×
∫
d4k δ(k2 +m2)|χ˜(k0 + ΩT )|2.
For switching functions whose Fourier transform decays asymptotically
faster than polynomially (e.g., Gaussian, Lorentzian or sinc), and assum-
ing that |Ω|T  1 and |Ω|ln  1, we get the asymptotic result
F − F0 ≈ 4pi
3
T l2n|Ω|3
([
1 +O(l2Ω2)]∫ ∞
−∞
dx|χ˜(x)|2
)
. (6.20)
Performing a similar calculation in the local, massless case yields
F0 = 2pi|Ω|T
∫ ∞
−∞
dx |χ˜(x)|2. (6.21)
Finally we find that the relative response of eq. (6.9) goes like
∆(ln,Ω, T ) ≈ 2
3
c−2|Ω|2l2n, (6.22)
where we have reintroduced the speed of light for dimensional reasons. Al-
though, rigorously speaking, (6.20) was obtained for the exponential spec-
tral function (6.5), the asymptotic result (6.22) is also confirmed by a numer-
ical analysis with the spectral function in (6.4) (see Table 6.1). It should be
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noted that, the use of switching functions whose Fourier transform decays
faster than polynomially is just a sufficient condition for (6.22) to hold: We
can see in Table 6.1 that (6.22) also applies to all the switching modalities
considered, including the exponential switching function, whose Fourier
transform decays polynomially.
An exact result
Finally, we can recover the previous result in the limit of infinite time cou-
pling by simply removing the switching functions from the picture. In this
case we are forced to consider, instead of the response function of the de-
tector, the detector’s rate — as it is usual in these kind of calculations [48].
In order to compute the contribution to the detector rate coming from
the second term on the RHS of eq. (6.3), we need to evaluate the rate for a
detector coupled to a massive local field5. This is given by
−iµ
4pi2
∫ ∞
−∞
d∆τ
K1(iµ(∆τ − i))
∆τ − i e
−iΩ∆τ , (6.23)
where we have used the explicit form of the Wightmann function of a mas-
sive field in position space. Note that, K1(z) has two branch points at
z = 0,∞, and a branch-cut between them. In particular, the branch-cut can
be placed on the negative real axisRe(z) < 0, corresponding to Im(∆τ) > .
Performing the following change of variables z = µ
√−(τ − i)2 we ar-
rive at −iµ
4pi2
∫
C
dz
K1(z)
z
e−iΩτ/µ. (6.24)
The branch-cut is now located on the negative real axis. Since for large z
we have K1(z) ≈ e−z/
√
z, when Ω > −µ we can close the contour in the
right half-plane and the integration gives zero. However, when Ω < −µ,
the contour can be deformed as in figure 6.1 and, using that
1
z
K1(z) =
1
z2
+ ln(z/2)
I1(z)
z
+ P(z), (6.25)
where P(z) is a series of terms zn, we are left with the integral
−iµ
4pi2
∫
C′
dz
(
1
z2
+ ln(z)
I1(z)
z
)
e−iΩτ/µ. (6.26)
Finally, considering the branch-cut of the logarithm we arrive at
−iµ
4pi2
[
2pii
(−Ω
µ
)
+ 2pii
∫ ∞
0
dr
I1(−r)
r
e−|Ω|r/µ
]
, (6.27)
where we have used the residue theorem for the first term and changed
variable z = −r in the second one. This expression can be computed and,
adding the fact that it is valid only for Ω < −µ, we conclude that the rate of
the detector is given by
F˙µ = 1
2pi
Θ(−Ω− µ)
√
Ω2 − µ2. (6.28)
5From private communication with Jorma Louko.
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𝜏 𝑧 𝑧 
FIGURE 6.1: Contour in the τ complex plane (left) and
contour in the complex z plane and its deformation when
Ω < −µ (right). The green line represent the branch cut.
Finally, we can compute the relative rate,
F˙nonlocal − F˙local
F˙local
=
∫ |Ω|2
0 dµ
2ρ(µ2) 12pi
√
Ω2 − µ2
1
2pi |Ω|Θ(−Ω)
. (6.29)
Since in the nonlocal case the integration is cut-offed by |Ω|, the assumption
|Ω|  l−1n implies that we are considering µ2l2n  1 in the integration. With
this in mind, and remembering the behaviour of the spectral function in
this limit, we arrive at
∆ ≈ 2
3
|Ω|2l2n, (6.30)
consistently with our previous result eq. (6.22).
6.1.5 Discussion
In all the physically reasonable regimes studied for an inertial detector cou-
pled for a finite time to a nonlocal field, we find that the nonlocal contribu-
tion to the detector’s response is polynomial in the non-locality scale, i.e.,
∝ l2n. The behaviour of the relative response (eq. (6.9)) in different regimes is
reported in figure 6.2. This result is independent of the specific form of the
switching function χ(t). The fact that nonlocal effects are not exponentially
suppressed opens up interesting phenomenological windows.
In the case |Ω|T  1, we see from Table 6.1 that the detector’s response
(and, indeed, also the relative response) is independent of the detector’s
gap, at leading order. As for the case of vacuum excitation with large ΩT
we find that while the polynomial scaling with the non-locality scale per-
sists, the response is in general dependent on the details of the switching
function. This is not surprising given that a non-trivial dependence also
occurs in the standard local, massless case.
In the case of spontaneous emission with |Ω|T  1, we see from eq. (6.20)
that the nonlocal contribution to the detector’s response grows like TΩ3, a
fact which can be used to amplify the signature of nonlocality in an ex-
perimental setting. Note that this regime is particularly interesting because
spontaneous emission for times greater than the detector’s Heisenberg time
is an experimentally very well understood process [196] (indeed sponta-
neous emission is far easier to observe than vacuum noise).
Substituting in some realistic numbers we can estimate the expected
magnitude of the nonlocal signal. Consider an experimental tolerance for
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FIGURE 6.2: Detector’s relative response, ∆ (eq. (6.9)) for
the exponential switching function and spectral function
eq. (6.4). From left to right we have: a) |Ω|T  1 for both
positive (blue circles) and negative (black squares) Ω, i.e.
vacuum noise and spontaneous emission respectively; b)
|Ω|T  1 for both positive (blue circles) and negative (black
squares) Ω. The two data sets overlap which is consistent
with the behaviour reported in table 6.1 for |Ω|T  1; c)
Logarithmic-scaled contour plot of ∆. Note from plot (a)
that although the vacuum response (Ω > 0) has a larger rel-
ative difference compared to spontaneous emission (Ω < 0),
measuring the latter is experimentally easier.
the relative response of ∆ ∼ 10−10. Such a tolerance implies that the ex-
perimenter has the ability to repeat the experiment of the order of billions
of times and accumulate statistics in order to distinguish the two proba-
bility distributions. Then using a frequency gap of the order of 1022Hz,
corresponding to γ-ray transitions, we can cast a bound on ln . 10−19m.
Note that this constraint is of the same order as present constraints on non-
locality coming from LHC data [49].
At first sight these numbers may seem experimentally far fetched, but
recall that we are analyzing the process of spontaneous emission and we
could have a large number of events. Let us analyze some realistic ex-
perimental testbeds in nuclear physics. Consider for example 2011Na. This
nuclear species has a half-life of T1/2 ∼500 ms and decays to electromag-
netically excited, highly unstable, 2010Ne, which then spontaneously decays
to its ground state emitting∼ 11 MeV gamma radiation [120, 121]. Suppose
now that one has∼ 20 grams of 2011Na (∼ NA ≈ 6×1023 atoms), then accord-
ing to the radioactive decay laws the number of gamma emission events in
time τ is given by
Nγ
(
τ) = NA(1− e
− τ
T1/2
1
ln 2
)
. (6.31)
But in a time of τ ∼ 10s, Nγ ' NA ∼ 1023  ∆−1. Assuming that gamma
ray detection is not 100% efficient (which it is not), and in particular as-
suming a very conservative 0.1 % experimental detection efficiency (at least
one order of magnitude more conservative than realistic estimates [200]),
there are still orders of magnitude more detection events than ∆−1. In other
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words a low energy nuclear physics experiment (∼10 MeV scale) would al-
ready yield a higher resolution than the LHC experiments. In theory, fol-
lowing the reasoning above, if we assume that we have 200 grams 2011Na (i.e.,
we have ∼ 10NA of the nuclear species) a very conservative estimate for
this number of emission events yields that the detectable relative response
would be of order ∆ ∼ 10−23, which in turn implies that the experiment
could detect non-locality scales of ln . 10−25 m, six orders of magnitude
better than the resolution of the LHC. Furthermore, there are more than
a dozen different nuclear species that provide a reliable source of sponta-
neous emission of gamma rays [121], so the use of 2011Na provides just one
possible example.
Due to the similarity of eq. (6.3) with the standard Källén–Lehmann rep-
resentation for interacting theories [123], one may wonder whether it is pos-
sible to discern the nonlocal contribution to spontaneous emission from the
similar effect that would arise through interaction with a secondary mas-
sive field. In fact one can show that such a contribution, in the case of
long time spontaneous emission, vanishes unless the massive field’s mass
2m < |Ω|. In fact, the rate due to interaction with a massive field can be
computed using eq. (6.28) and as it is clear from this equation, only fields
with mass µ less than the energy gap |Ω| contribute to the transition rate of
the detector in the long time spontaneous emission. Therefore, for EM nu-
clear decay, considering |Ω| < 2me ∼ 1 MeV (whereme is the electron mass)
would suffice to guarantee that the only non-trivial contribution to (6.7)
comes from ln. Doing so would worsen the bound on ln discussed above
by one order of magnitude – which is still better than the LHC bound – but
it would also greatly increase the number of experimentally viable nuclear
species. Furthermore, contributions from local massive fields can in prin-
ciple always be accounted for a priori and subtracted when defining ∆ (see
eq. (6.9)).
6.2 Non-Locality Phenomenology via Opto-Mechanical
Oscillators
As anticipated in the introduction of this Chapter, in this second part we
are going to consider nonlocal kinetic operators characterized by analytic
functions f() and their phenomenology. In particular, let us consider a
free, massive scalar field in flat spacetime. Its standard (local) dynamics are
given by the Klein-Gordon (KG) equation, (+m2)φ(x) = 0, and they are
stable. Now, a modification of this dynamical law, which respects LI and
avoids generic Ostrogardsky instabilities, must necessarily take the form
(+m2)→ f(+m2), where f is some non-polynomial function, i.e., the
dynamics become nonlocal, with stability depending on the specific choice
of f6. It follows therefore that if specific models of QG lead to modifications
of standard local dynamics while simultaneously claiming to preserve LI,
then they must do so through nonlocal dynamics of the kind just described,
in accordance with the previous discussions.
The definition of f must contain a characteristic, covariantly defined
scale, which allows for a suitable power law expansion characterising the
6As stressed e.g. in [30], requiring the function f−1 to have only a single pole at the
physical mass value ensures the absense of ghosts.
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deviation from the standard local field equations. It is important to note
that this scale, i.e., the non-locality length scale ln, need not be related to
the quantum/discreteness scale normally associated to QG, i.e., the Planck
scale. In fact, in Chapter 4 we have already seen that in CS theory this is not
the case, ln being some mesoscopic length scale lying somewhere between
the TeV scale and the Planck scale; a fact which is of particular relevance
within the context of casting phenomenological constraints.
In what follows we shall describe a novel, promising way to test non-
local dynamics of this type by way of opto-mechanical oscillators, i.e., em-
ploying one of the simpler, and yet fruitful, physical system: the harmonic
oscillator. In particular, we will perform a perturbative study of the effects
of modified equations of motion on the evolution of opto-mechanical quan-
tum oscillators based on the following methodological steps. In order to
compare our analysis to actual experiments on the aforementioned systems,
we must first derive the non-relativistic limit of an effective nonlocal mas-
sive scalar field theory with dynamics given by an analytic f , showing that
the evolution of a quantum system is governed by a modified (nonlocal)
Schrödinger equation. This approach allows us to overcome long standing
issues about how to relate the evolution of macroscopic objects to the ef-
fects of non-locality arising from a potential discreteness of spacetime. We
proceed by performing a perturbative expansion around the local regime
adapted to the specific experimental setting we are interested in. We then
solve for the evolution of the wave function and compute the behaviour of
the relevant physical observables. We show that a characteristic signature
due to a periodic squeezing is introduced by the first nonlocal correction to
coherent states of the mechanical oscillator. Using this feature we discuss
the constraints already available and provide forecasts for those deducible
from future experiments. In particular, we establish that sensitivity close to
the Planck scale can be achieved, thus severely constraining, or even ruling
out, models of QG in which the non-locality scale is larger than the Planck
scale.
6.2.1 Framework
Consider a free complex, massive, scalar nonlocal QFT defined by
L = φ(x)∗f(+ µ2)φ(x) + c.c., (6.32)
where  = c−2∂2t −∇2 and µ = mc/~. In order for the theory to be physi-
cally sensible we assume that the following conditions hold:
a. f(k2) = 0 iff k2 = 0: this property ensures that there exist no classical
runaway solutions and, when f is entire, no ghosts.
b. the nonlocal QFT must be unitary: conservation of probability.
c. the nonlocal QFT must possess a global U(1) symmetry: this condi-
tion ensures that (some form of) a probabilistic interpretation can be
given to the wave function.
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The function f is entire analytic so that it can be expanded as
f(z) =
∞∑
j=1
bjz
j . (6.33)
Implicit in the definition of f is the non-locality scale ln which, in the local
limit ln → 0, sends7 f( + µ2) →  + µ2. In particular, we have that
bj ∝ l2j−2n .
Upon making the ansatz φ(x) = e−i
mc2
~ tψ(t,x) and taking the limit c→
∞we find
LNR = ψ∗(t,x)f(S ′)ψ(t,x) + c.c., (6.34)
where NR stands for non-relativistic, S ′ = −2m~2 S, and
S = i~ ∂
∂t
+
~2
2m
∇2 (6.35)
is the usual Schrödinger operator.
A generalisation of the Euler–Lagrange equations for nonlocal Lagrangians
of this kind gives
f(S)ψ(t,x) = 0, (6.36)
as the equations of motion, where the nonlocal Schrödinger operator is de-
fined as8
f(S) ≡ −~
2
2m
f(S ′) = S +
∞∑
j=2
bj
(−2m
~2
)j−1
Sj . (6.37)
A potential can be trivially introduced by adding a potential V (ψ∗ψ) to the
Lagrangian. We simplify notation by setting bj = l
2j−2
n aj so that eq. (6.37)
becomes
f(S) =
∞∑
n=1
(−2m/~2)j−1ajl2j−2n Sj , (6.38)
where a1 = b1 = 1.
Depending on the precise form of the function f , the conserved charge
associated to the symmetry ψ → eiαψ may or may not be positive semidef-
inite. As stated in (c), in what follows we will assume that such a condition
is satisfied. In any case, one can show that the conserved current is given
by a perturbative expansion in the non-locality scale9
j0NL = a1ψ
∗ψ − ia2l2n
2m
~
ψ∗
↔
∂tψ − a2l2nψ∗∇2ψ − a2ψ∇2ψ∗ +O(l4n) (6.39)
jiNL = −ia1
~
2m
ψ∗
↔
∇ψ + ia2l2n
~
2m
ψ∗
↔
∇3ψ + 2a2l2nψ˙∗
↔
∇ψ +O(l4n), (6.40)
where f
↔
∇jg = ∑ji=0(−)i∇if∇j−ig, whose zeroth order term is the usual
jµ = (ψ∗ψ,−ia1 ~2mψ∗
↔
∇ψ).
7This in turn implies b1 = 1.
8This is in analogy with the local case in which the Klein-Gordon operator reduces, in
the non-relativistic limit, to −2m/~2S.
9This can be better formulated in terms of the dimensionless parameter  which we in-
troduce in the following.
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6.2.2 Perturbative analysis
Having laid down the foundations for a nonlocal Schrödinger evolution of
a single particle quantum system, we now turn to the problem of solving
the nonlocal differential equation in the presence of a potential V (x).
We wish to solve the nonlocal equation
f(S)ψ(t, x) = V (x)ψ(t, x), (6.41)
where f(S) is some analytic function given by (6.38), and V (x) some physi-
cally reasonable potential. Given a specific choice of f and, crucially, a non-
trivial potential V , this (pseudo)-differential equation is incredibly hard to
solve.10 To circumvent this problem we choose to solve the nonlocal differ-
ential equation perturbatively as follows.
In order to cast (6.41) in a form amenable to a perturbative analysis we
first note that the introduction of a non-trivial potential V (x) will also in-
troduce a new scale which, for reasons that will become clear shortly, we
denote by Ω and whose dimensions are 1/Time. With this new scale one
can construct a dimensionless parameter  := mΩl2k/~which, for physically
reasonable m, Ω and ln, is much smaller than unity. We can now use  to
expand f(S) as:
f(S) = S − 2a2
~Ω
S2 +
∞∑
n=3
an
(−2
~Ω
)n−1
n−1Sn. (6.42)
Next we will assume that (6.42) admits solutions of the form
ψ =
∞∑
n=0
nψn. (6.43)
Substituting (6.43) into (6.42) we find the following differential equations
order by order
O(1) : (S − V )ψ0 = 0 (6.44)
O() : (S − V )ψ1 = J1 (6.45)
O(2) : (S − V )ψ2 = J2 (6.46)
etc.,
(6.47)
where Ji, i = 1, 2, . . . are source terms. Note the the i-th source term de-
pends on the solution of the (i− 1)th order problem, for example
J1 =
2a2
~Ω
S2ψ0, (6.48)
J2 =
−4a3
~2Ω2
S3ψ1. (6.49)
Implicit in the above analysis is the assumption that ψ0 – a solution to
the standard Schrödinger equation – is also an approximate solution to the
10Indeed the local Schrödinger equation itself is hard enough to solve for generic poten-
tials.
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nonlocal equation, i.e.
|(f(S)− V )ψ0| = O() 1, ∀t, x. (6.50)
In words this assumption forces f to be such that its solutions, for rea-
sonable choices of the potential V , are perturbations around solutions to
the local Schrödinger equation. This ensures that tensions with well-tested
quantum physics are avoided.
In summary we do the following:
• We take a generic f(S) (which we assume satisfies (6.50)) and poten-
tial V (x).
• Using the scale introduced by the potential we construct a small di-
mensionless parameter .
• We expand f(S) in  and assume the solution can be written as (6.43).
• We solve the problem order by order in  as in (6.47).
Finally, one should check for consistency that each higher order term nψn
is indeed smaller than the previous one n−1ψn−1 for each n (up to the rel-
evant order of interest).
6.2.3 Nonlocal Schrödinger Equation in (1+1)D With Harmonic
Oscillator Potential
We shall now consider the case of a harmonic oscillator in 1-dimension
whose evolution is assumed to be described by the above nonlocal Schrödin-
ger equation with a harmonic potential. This study is motivated both by its
simplicity and ubiquity in physics, and in view of its application to the ac-
tual experiments involving systems that are effectively 1-dimensional.
Hence, we wish to solve the nonlocal equation
f(S)ψ(t, x) = V (x)ψ(t, x), (6.51)
where V is a harmonic potential V (x) = 12mΩ
2x2, m is the mass of the
system and Ω its natural angular frequency. Following the steps laid out in
the previous section we construct the dimensionless parameter  ≡ mΩl2k/~
and f(S) as:(
S − 2a2
~Ω
S2 +
∞∑
n=3
an
(−2
~Ω
)n−1
n−1Sn
)
ψ(t, x) =
1
2
mΩ2x2ψ(t, x),
(6.52)
and assume that ψ can be written as (6.43). In order to keep the notation
as clear as possible we define the following dimensionless variables tˆ = Ωt
and xˆ =
√
Ωm/~x, so that (6.52) becomes(
Sˆ +
∞∑
n=2
an
n−1(−2)n−1Sˆn
)
ψ =
1
2
xˆ2ψ. (6.53)
Throughout the rest of this section we will use these dimensionless vari-
ables but will drop the hat for notational simplicity. It is worth noticing
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that the (square-root of the) dimensionless parameter , which we use to
define the perturbative expansion, represents the ratio between ln and the
width of the oscillator’s ground-state wavefunction xzpm =
√
~/mΩ. Fur-
thermore, through , the mass parameter enters the nonlocal dynamics of
the harmonic oscillator breaking the usual Ω scaling. This dependence on
m suggests that massive quantum systems could be the ideal setting for
detecting such non-locality, which is supported by our findings.
We will be interested in solutions that are perturbations around coher-
ent states since these are easiest to realise within the experimental settings
we have in mind, and furthermore include the harmonic oscillator’s ground
state as a specific case. We therefore choose
ψ0 := ψα(t, x) =
1
pi1/4
exp
[√
2αe−itx− 1
2
α2e−2it − α
2
2
− it
2
− x
2
2
]
, (6.54)
where, without loss of generality, α can be taken real, and (S−x2/2)ψ0 = 0.
Next we want to solve the differential equation at order . To this end
we substitute ψ0 into (6.45) to find
(S − 1
2
x2)ψ1(t, x) = 2a2S2ψ0(t, x). (6.55)
In order to solve this differential equation we use the following ansatz
ψ1(t, x) = ψ0(t, x)
[
c0(t) + c1(t)x+ c2(t)x
2 + c3(t)x
3 + c4(t)x
4
]
. (6.56)
Plugging this into eq. (6.55), we obtain a system of ordinary differential
equations for the time dependent coefficients ci(t). We then solve these
equations imposing the initial condition ψ1(0, x) = 0. It should be noted
that, this initial condition corresponds to assuming the initial state (at time
t = 0) to be the unperturbed coherent state ψ0, solution of the local Schödin-
ger equation. The coefficients ci(t) that we found are given by11
c0(t) = − 1
32
a2e
−8it (−α4 + 8α4e2it − 8α4e6it + α4e8it + 6α2e2it − 20α2e4it
(6.57)
−14α2e6it + 28α2e8it − 3e4it − 4e6it + 7e8it) ,
c1(t) = −
αa2e
−7it (α2 − 6α2e2it + 3α2e4it + 2α2e6it − 3e2it + 4e4it − e6it)
4
√
2
,
(6.58)
c2(t) =
1
8
a2e
−6it (3α2 − 12α2e2it + 9α2e4it − 3e2it − 2e4it + 5e6it) , (6.59)
c3(t) = −
αa2e
−5it (−1 + e2it)2
2
√
2
, (6.60)
c4(t) = −1
8
a2e
−4it (−1 + e4it) . (6.61)
11In solving the systems of ordinary differential equations for the coefficients ci(t) a naïve
solution will show linear in time terms which are unbounded. This is clearly an artifact of
the truncation as can be seen by solving eq. (6.53), at first order in , numerically. We refer
the reader to Appendix E and [39] for further details.
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The same procedure used for finding these coefficients can be iterated in
order to solve the order 2 eq. (6.46) with an ansatz similar to the one in
eq. (6.56)12.
As it is clear from the expressions of the ci coefficients, and eqs. (6.63-
6.66) in the following section, our results depend on α whenever it is dif-
ferent from zero, i.e., apart from the case of the ground state of the system.
Albeit this implies that there could be an amplification effect, while using
coherent states, with respect to considering the ground state; it also poses
some limit to the validity of the perturbative approach. This can be un-
derstood by looking at the distance between the unperturbed state and the
perturbed one at order  which, for |α| > 1, goes like
‖ψ0 − (ψ0 + ψ1) ‖ ∝ 2|α|8.
For the perturbative expansion to be valid, i.e., for the solutions at order
 to be close to the standard quantum mechanical evolution, α4  1 is
required. This is corroborated by solving the order 2 equation, as described
above. In fact, at order 2 the same condition on α appears to be sufficient to
ensure the validity of the perturbative approach. For what concerns |α| < 1
the perturbative method has to be safe. Finally, we have checked that the
order  solution remains smaller, in modulus, than the order zero solution
both in space and in time in the region relevant for the system13.
Now that we have a first order perturbative solution to eq. (6.52), we
can go on with computing expectation values and variances of physical ob-
servables in this state. In particular, in the next section we will compute the
expectation value and variance of both position and momentum. Before
doing this, recall that since 〈ψ|ψ〉 is not conserved by the first perturbative
term and in order to have a well-defined probability distribution, we nor-
malise the wavefunction ψ0 + ψ1 using its own norm, i.e., we shall define
the probability density as
ρ(t, x) =
ψ∗(t, x)ψ(t, x)∫∞
−∞ |ψ|2dx
, (6.62)
such that
∫∞
−∞ dx ρ(x) = 1. It should be noted that, for the ground state this
normalization factor is one at order , i.e., 〈ψ0|ψ1〉 = 0, while in the case of a
generic coherent state an order  time dependent correction will be present.
The above normalisation factor ensures that even in this case we a have a
meaningful probability distribution.
12In particular in this case a polynomial of order 8 ought to be considered.
13The same has been checked also for the order 2 solution. Clearly, due to the form of
the ansatz, at spatial infinity the wavefunction ψ1 will grow bigger than ψ0. However, this
region is irrelevant for the system under study.
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6.2.4 Spontaneous Squeezing of States
Given our probability distribution (6.62) we can now compute the mean
and variance of the position and momentum of the particle. We find
〈x〉 =
√
2α cos(t)
(
1 +
1
4
α2a2 [cos(2t)− 1]
)
+O(2), (6.63)
〈p〉 =
√
2α sin(t)
(
1 +
1
4
 a2
[
α2(7 + 3 cos(2t))− 2])+O(2), (6.64)
Var(x) =
1
2
(
1− a2
[(
6α2 − 1) sin2(t)])+O(2), (6.65)
Var(p) =
1
2
(
1 + a2
[(
6α2 − 1) sin2(t))])+O(2), (6.66)
which are plotted in figures 6.3, 6.4. It is interesting to note that the ex-
pectation values of x and p in the ground state, i.e., when α = 0, are left
unchanged from the standard local case to first order14 in . However, the
variance of x and p is modified to order  always, except for the peculiar
case where α = ±1/√6. Given that also in this case the mean values of x
and p still show corrections of order  we are led to consider this just an
accident. Indeed, this is confirmed by going to order 2, where the vari-
ances acquire again corrections with respect to the local result — this time
of order 2, consistently.
Significantly, we observe that Var(x)Var(p) = 1/4 +O(2), thus the per-
turbed state is still a state of minimum uncertainty. It undergoes a sponta-
neous, cyclic, time dependent squeezing in position and momenta, where
the name squeezing is justified in view of the previous observation on its
minimal uncertainty. This is shown in figure 6.4 which also sketches the
experimental procedure to measure the variance.
6.2.5 A bird eye view on quantum optomechanics
Before passing to illustrate which are the forecasts and present constraints
on the non-locality scale offered by optomechanical oscillators, a brief in-
troduction on at least the main ideas of quantum optomechanics deserves
some attention. In this section we go through the basics of optomechan-
ics and we follow ref. [18] to which we refer the reader for an exhaustive
review on the argument.
Optomechanics, as the name suggests, deals with the interaction be-
tween radiation and mechanical systems. The easiest configuration which
can be considered is an optical cavity with a movable end-mirror15. The
latter behaves as a mechanical oscillator under the action of the radiation-
pressure. The general setting is shown in figure 6.5. Here are considered
only one mode of the radiation field, with frequency ωcav chosen between
the set of allowed resonances of the cavity ωm,cav = mpic/L, where m is an
integer and L the cavity lenght; and one mechanical mode with frequency
Ω. The radiation mode is usually taken to be the closest to resonance with
the driving laser (which frequency is ωL) whereas the choice of the me-
chanical mode is more arbitrary and can be experimentally performed. The
14The same happens also at the next order.
15A great variety of configurations of experimental interest exists, some of which involve
superconducting circuits, cold atoms, optical microspheres, ect.
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FIGURE 6.3: Time dependence of the mean position and
momentum for a coherent state. Here we fix α = 1, a2 = 1
and  = 10−1, the last choice is in order to exaggerate the ef-
fect of nonlocality. The continuous blue and red lines repre-
sent the mean position and momentum in eqs. (6.63), (6.64)
respectively. The black dotted and black dashed lines repre-
sent the mean position and momentum for the standard co-
herent state respectively. The insert on the top right shows
the order  corrections to the mean position (light-blue) and
momentum (magenta) of the standard coherent state.
optical cavity is characterized by the photon density decay rate κ, while the
mechanical mode by the energy damping rate Γm and the mechanical qual-
ity factor Qm = Ω/Γm. To see the relevance of the latter, consider the effect
of dissipation on the average phonon number n¯ for the mechanical mode
coupled to a high-temperature bath
dn¯
dt
= −Γm(n¯− n¯th), (6.67)
where n¯th is the average phonon number of the environment. If the me-
chanical oscillator starts out in the ground state then n¯(t) = n¯th(1− e−Γmt)
and the rate at which the oscillator heats out of the ground state is given by
the thermal decoherence rate
kBTbath
~Qm
. (6.68)
Higher is the mechanical quality factor lower is the decoherence rate, which
is an important condition for neglecting the effects of dechoerence during
the observation of the system. In particular, Qm/n¯th represents the number
of coherent oscillations in the presence of thermal decoherence, i.e., the time
for which decoherence effects due to the thermal environment can be safely
neglected.
The system illustrated above can be described quantum mechanically
as a system of two harmonic oscillators, the radiation mode with annihila-
tion operator aˆ and the mechanical one with annihilation operator bˆ, which
interact parametrically through radiation-pressure force. In particular, the
cavity frequency is controlled by the displacement xˆ of the mechanical sys-
tem, i.e., ωcav = ωcav(x) ≈ ωcav + x∂ωcav/∂x+ ... and the linear term only is
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FIGURE 6.4: Time dependence of the variances of a coher-
ent state for α = 1 and a2 = 10−2. The continuous (blue)
and dashed (red) lines represent the position and momen-
tum variances respectively. The black dot-dashed line is the
standard value, 1/2, of both variances in the local theory.
Below the plot we sketch in x − p phase diagrams the pro-
posed experimental procedure for measuring the variance
of x, involving (I) cooling the oscillator down to 〈n〉  1,
(II) a pulsed excitation in a well-defined coherent state, (III)
free evolution for a time τ , (IV) the measurement of x in a
time interval shorter than the oscillation period. Steps (II)
and (III) should last much less than the thermal decoher-
ence time. The cycle is iterated several times, the variance
of the measurements of x is calculated, then τ is changed
and the whole measurement procedure repeated.
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FIGURE 6.5: General setting of an optomechanical system.
From [18].
usually retained [18]. The interaction Hamiltonian is then given by
Hˆint = −~g0aˆ†aˆ(bˆ+ bˆ†), (6.69)
where we have used that xˆ = xzpm(bˆ + bˆ†) with xzpm = (~/2mΩ)1/2 the
mechanical zero-point fluctuations and g0 = −xzpm∂ωcav/∂x the vacuum
optomechanical coupling strength. As it is clear, the interaction Hamilto-
nian is of the form −Fˆ xˆ with Fˆ ≈ ωcavaˆ†aˆ/L the radiation-pressure force.
Moving to a frame rotating with the laser frequency we can finally write
down the total Hamiltonian of the system as
Hˆ = −~∆aˆ†aˆ+ ~Ωbˆ†bˆ− ~g0aˆ†aˆ(bˆ+ bˆ†), (6.70)
where ∆ = ωL − ωcav is the laser detuning.
Most of the experiments to date can be described by the linearized ap-
proximate description of optomechanics, which basically casts apart the
strong laser drive, splitting the radiation operator as aˆ = α + δaˆ, where
α =
√
n¯cav (n¯cav is the photon average number of the coherent state repre-
senting the laser field) and δaˆ is a fluctuating term representing a shifted
oscillator in its ground state. With this splitting — and if necessary by shift-
ing the origin of the mechanical displacement — the interaction Hamilto-
nian becomes
Hˆint ≈ −~g(δaˆ† + δaˆ)(bˆ† + bˆ), (6.71)
where now g = g0
√
n¯cav.
Finally, let us discuss the different regimes in which the system can
work.
• Red Detuning ∆ ≈ −Ω : this regime is relevant for cooling and quan-
tum state transfer between the radiation and mechanical mode. This
is so since, in the rotating wave approximation (RWA), the interaction
becomes −~g(δaˆ†bˆ + δaˆbˆ†) also known as beam-splitter Hamiltonian
in quantum optics.
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• Blue Detuning ∆ ≈ Ω : this regime is relevant for creating corre-
lations between the two modes. The interaction Hamiltonian in the
RWA takes the form of a two-mode squeezing interaction.
• On Resonance Regime ∆ = 0 : the interaction is represented by
(δaˆ† + δaˆ)xˆ. (6.72)
The mechanical position leads to a phase shift of the light field. Basi-
cally, in this regime the cavity is operated as an interferometer and can
be used to read out the mechanical motion in which we are interested.
It should be noted that, in the on-resonance regime, when the system is
used to perform weak continuous measurements of the mechanical motion,
the measurement is limited by basic principles of quantum mechanics. In-
deed, following the trajectory x(t) of the oscillator corresponds to simul-
taneously measure two non-commuting quadratures, which is limited in
precision by Heisenberg’s principle. This fundamental limitation takes the
name of Standard Quantum Limit. Ways to go beyond this limit include
measuring a single observable, i.e., a single quadrature of the motion, with
arbitrary precision. This can be achieved for observables which commute
with the Hamiltonian of the system and, in turn, it can be implemented
by a displacement measurement (at ∆ = 0) with a laser beam which in-
tensity is modulated at Ω or through stroboscopic periodic observations.
These kind of measurements are called Quantum Non Demolition (QND)
measurements and, together with quantum tomography techniques, can
be used to reconstruct the state of the mechanical oscillator by obtaining its
Wigner function in phase-space16.
6.2.6 Present constraints and forecasts
We finally consider the constraints imposed by both existing opto-mechanical
experiments and experiments that will be performed in the near future.
Let us begin by noting that bounds on the non-locality scale have already
been obtained by comparing nonlocal relativistic EFTs to the 8 TeV LHC
data [49], in which the authors find ln ≤ 10−19m.
Returning to the non-relativistic setting, experiments have recently achie-
ved the goal of cooling a mechanical oscillator down to thermal occupation
numbers below unity, i.e., to conditions close to the ground state. In such
systems, a wave function can be associated to an effective coordinate de-
scribing the elastic vibration mode, or, to reasonable approximation, the
center-of-mass of an oscillating portion of a body. The coordinate is then
measured by the mode of the radiation field (the meter), whose eigenfre-
quency ωcav(x) depends on such coordinate, as illustrated in the previous
discussion.
The expressions that we derived for the mean values and variances con-
tain dimensionless coefficients, an, that depend on the specific model. For
the sake of clarity, in the following we set a2 = 1. We start our analysis by
comparing the measured variance of x with our corresponding prediction
for the ground state. Taking the time average of (6.65), with α = 0, we in-
fer that it should differ from its standard value by /2. For a meaningful
16See Section VI.B.1 of [18] for further details.
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comparison, the experimental system needs to be well within the perturba-
tive regime, i.e.,  1. This implies that the experiment should achieve an
oscillator energy close to its standard ground value — namely with an av-
erage occupation number 〈n〉  1. In these conditions, eq. (6.65) allows one
to derive an upper limit to  of the form  < 2(2〈x2〉measured− 1). The exper-
iments with macroscopic oscillators that enter the quantum regime more
deeply (ref. [165] achieved 〈n〉 < 0.07 and ref. [151] achieved 〈n〉 = 0.02),
do not provide a measurement of the variance of x. Other experiments [139,
180, 215, 232], which use the drum mode of aluminum membranes, mea-
sure instead 〈x2〉 of the oscillator coupled to microwave radiation that is
used to cool and monitor its motion. In the best case scenario, with 〈n〉 <
0.1 [139], eq. (6.65) yields the upper limit  < 0.2. Using xzpm ' 5 fm
(the mass is ∼ 50 pg [215] and the frequency Ω/2pi = 15 MHz), we derive
ln < 2×10−15 m. This is reasonably close to the constraint obtained at LHC
and has the extra virtue of being independent of it.
A further comparison between our model and experiments can be based
on the evolution of coherent states. As shown in Eqs. (6.63)-(6.64), our
model predicts some third-harmonic distortion proportional to  and α3:
the effect of non-locality is thus amplified, with respect to the ground state,
by the coherent amplitude α. Unfortunately, to our knowledge no exper-
iment could so far realise a quantum coherent state, i.e., a coherent state
produced from the ground state, where thermal fluctuations are negligible.
Treating such cases rigorously would require a generalisation of eq. (6.63)-
(6.64) to thermal states, something far from being straightforward.
However, the situation is not as hopeless as it might seem. A recent set
of experiments developed highly isolated quantum oscillators, i.e., with a
high mechanical quality factor, to constrain potential Planck scale devia-
tions from the standard uncertainty relations [32] — the so called General-
ized Uncertainty Principle (GUP). These systems also suffer from the issue
of only being able to generate thermal coherent states, but are presently
undergoing improvements which should allow them to enter a truly quan-
tum regime. Interestingly, we can already provide first estimates of the
strength of the constraints achievable via these experiments. In ref. [32],
the oscillator is excited in order to create a coherent state with large am-
plitude α, then the time evolving position x is monitored through weak
coupling to a meter field. The third-harmonic component of x(t) is accu-
rately evaluated as a function of α. Such third-harmonic should be null
in a perfectly harmonic oscillator, with standard dynamics. On the con-
trary, its presence is predicted by Eqs. (6.63), namely with a ratio between
third- and first-harmonic amplitudes (third-harmonic distortion) equal to
α2/8. A third harmonic can also be interpreted as a consequence of the
deformed commutator analysed in ref. [32], with a third-harmonic distor-
tion equal to α2β/4 where β is a deformation parameter. A non-null third-
harmonic distortion is indeed found in ref. [32], and it is explained as the
effect of structural non-linearities. Assuming no accidental cancellation be-
tween non-linearities and deformed dynamics, and attributing, in the worst
case, the overall effect to the deformed dynamics, ref. [32] derives a series of
upper limits for β for different oscillator parameters (frequency and mass).
Comparing the above expressions for the third-harmonic distortion, we can
directly translate the upper limits on β to upper limits on  (β → /2) and
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ln ( → mΩl2n/~). Such limits range from ln . 2 × 10−22 m (for an oscil-
lator with m = 2 × 10−11 kg and Ω = 7.5 × 105 Hz), to ln . 1 × 10−29 m
(m = 3× 10−5 kg and Ω = 5.6× 103 Hz).
Such figures suggest that similar experiments, once performed on pre-
cooled, quantum oscillators — all improvements within technical reach and
currently under realisation — could explore the interesting region between
the electroweak and Planck scales and cast constraints stronger than those
achieved at LHC by several orders of magnitudes. Let us remark that
while our best forecast falls short by roughly six orders of magnitude from
lp = 10
−35m, figures of this order could already be effective for constraining
scenarios where the non-locality scale is larger than the Planck one17.
The experiments just described are useful to set constraints on nonlocal
effects but, should they be observed, can hardly be used to claim the discov-
ery of such phenomena, since a third-harmonic distortion can be attributed
to several effects. On the other hand, the spontaneous, oscillating squeez-
ing is a much more meaningful phenomenon that cannot be generated by
environmental effects. Of crucial importance for a potential experimental
test is that the oscillation has a precise phase relation with the evolution of
the average position in a coherent state, a property that can be exploited in
synchronous detections.
A realistic experiment could be based on repeated measurement cycles
on a mechanical oscillator, including: a) the cooling down to 〈n〉  1, b) the
pulsed excitation in a well-defined coherent state and c) after a delay τ , the
measurement of x (see the sketch in figure 6.4). Note that the use of pulsed
techniques [220], and the estimate of time-evolving indicators on iterated
measurements [184], are indeed at the forefront of experimental research in
optomechanics. In this sense, the class of experiments under preparation
are already in the right regime to severely constrain (or in the best scenario
confirm) nonlocal physics at sub-Planckian scales.
6.3 Conclusions
In this Chapter we have considered two kind of phenomenological studies
of non-locality which promise to offer clear signatures and/or tight con-
straints. As we empathized in the introduction, LI non-locality seems to
be intimately related to spacetime discreteness as it is suggested by gen-
eral arguments as well as explicit examples. As such, the non-locality phe-
nomenology illustrated here can serve as a direct probe also of the discrete-
ness of spacetime, even though of more general applicability.
Both the systems considered can be addressed as non-relativistic and of
low-energy (with respect to the expected scales of non-locality and space-
time discreteness). In the first part of the Chapter, we have considered a
model of Unruh–DeWitt inertial detector coupled to an á la Causal set non-
local scalar field for a finite time. Already in the local case, an inertial detec-
tor coupled for a finite time has a non-vanishing excitation rate. However,
in the nonlocal case this rate is changed by the non-locality — in particular
due to the branch-cut characterizing the particular non-locality considered
— that gives rise to an additional response which, in turn, is only polyno-
mially suppressed in the non-locality scale. Indeed, for the cases considered
17See e.g. the relative discussion in [35].
136 Chapter 6. Non-locality phenomenology via Quantum Systems
(eqns. (6.4) and (6.5)), we gave both numerical and analytical evidence that
the detector’s relative response depends quadratically on the non-locality
scale, and argued that this result should hold for any exponentially sup-
pressed spectral function ρ. Interestingly, from the point of view of a prac-
tical implementation, it is the case of spontaneous emission which is far
easier to experimentally realize than the vacuum response. We exploited
this fact to show that experimentally feasible setups – involving detectors
with energy gaps of the order of MeVs (e.g., gamma emission following the
β decay of 2011Na) – can potentially probe non-locality scales of the order of
ln . 10−25 m, six orders of magnitude better than a TeV-scale experiment
at the LHC [49]. This paves the way for low-energy experimental tests of
high-energy theories and models of quantum gravity.
In the second part of the Chapter, we have shown that experiments em-
ploying opto-mechanical quantum harmonic oscillators can cast very se-
vere constraints on the scale of non-locality associated to several QG sce-
narios which respect local Lorentz invariance. This was achieved by con-
sidering the non-relativistic limit of a nonlocal EFT characterised by an
analytic function of the Klein-Gordon operator. The so derived nonlocal
Schrödinger equation was solved perturbatively in the experimentally rele-
vant case of a harmonic oscillator potential. The perturbed solutions showed
a characteristic periodic squeezing which cannot be introduced by environ-
mental effects or by dissipative behaviour due to the finiteness of the qual-
ity factor. This provides a clear signature of what one should seek for in
this class of experiments, and opens up a new channel for quantum grav-
ity phenomenology. Improvements of the oscillators used in [32] are under
development with the precise aim to test the features presented here. These
new experiments could soon reach sensitivities close to the Planck scale,
and will therefore offer a concrete possibility of observing quantum gravity
induced effects, or at least rule out a whole class of candidate theories.
From the previous discussion it appears that, either employing field
correlations through low-energy detectors or using macroscopic quantum
systems (c.f., the dependence of  on the mass of the oscillator) we could
soon reach sensitivities far beyond the ones of high-energy experiments.
This is, in our view, extremely interesting since it paves the way to novel,
laboratory-based, QG phenomenology, aimed at unveiling the microscopic
structure of spacetime while using features of quantum systems over which
one can have an accurate control.
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Conclusions
‘The Answer to the Great Question... Of
Life, the Universe and Everything... Is...
Forty-two,’ said Deep Thought, with
infinite majesty and calm.
Douglas Adams
The Hitchhiker’s Guide to the Galaxy
In concluding this work it seems useful to summarize the key points
analyzed so far. The fact that General Relativity is not the final description
of Nature was extensively argued in the introductory Chapter. Making GR
compatible with quantum theory, in the attempt to solve the problems and
controversies of both theories, is the aim of quantum gravity. However, the
lack of observational constraints and contact with experiments has slowed
down the advancement in QG and highly speculative routes have been fol-
lowed.
The central topic of this thesis has been QG phenomenology, i.e., the
recently blossomed research field that tries to put general features of QG
models and their expected effects to the test. The search for effects which
originates from quantum features of spacetime and can, in principle, leave
a trace in controllable quantum systems has been a significant part of our
research.
At the heart of several approaches to QG there is the idea that the de-
scription of spacetime as a smooth, 4-dimensional manifold has to be given
up at the microscopic level and that spacetime itself could be an emergent
concept. In Chapter 2, an analogue model based on a relativistic BEC was
considered, providing a toy-model of such an emergence. Analogue Grav-
ity models have been extensively studied at the kinematical level for what
concerns mimicking QFT on curved spacetime effects, such as Hawking ra-
diation and cosmological particle production. However, in this work the
analogy was extended to the dynamical level showing that, for a partic-
ular choice of the model’s parameters, a relativistic BEC is able to mimic
Nördostrom scalar gravity with a cosmological constant term. This is in
accordance with previous results which show that a non-relativistic BEC
(with a soft U(1) breaking term) can mimic Newtonian-like gravity. Never-
theless, the fact that no LIV for the quasi-particles seem to be present in the
particular case considered is the result of a sort of fine-tuning (related to the
choice of a real VEV). Indeed, for a relativistic BEC in a general configura-
tion LIV will be present in the phononic dispersion relation. In conclusion,
it appears that analogue models based on BEC are capable of mimicking
the dynamics of gravitational theories, presenting an example of emergent
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gravity from a condensed matter system. However, they are way too sim-
ple to be able to capture the complexity of GR and the presence of LIV can
be avoided only in special cases.
The fact that LIV require fine-tuning in order to make theories viable
has been addressed in detail in Chapter 3. In particular, even if LIV are
assumed to occur at very high-energies (e.g., at the Planck scale) they do
percolate, unsuppressed, onto operators of lower mass-dimension through
radiative corrections in EFT. This give rise to the naturalness problem of
LIV, i.e., it seems that an unwanted and unreasonable fine-tuning of the pa-
rameters of the theory is required in order to render the theory compatible
with the stringent constraints on LIV currently existing. In Chapter 3, after
a review of the naturalness problem, we saw that when a second, LI scale
is introduced in the problem the percolation can be suppressed. While this
way out from the naturalness problem is illustrated by way of a Yukawa
theory of a scalar and a fermion, one can argue that the basic protection
mechanism is quite general. In addition, we also presented a novel analysis
of the less studied case of LIV induced by UV dissipative terms. Also in
this case we saw that an intermediate EFT scale could play a crucial role in
taming dangerous percolation to low-energies.
Even if possible to tame, the problem of LIV naturalness and the ex-
isting experimental constraints motivate the study of discrete theories of
spacetime which, crucially, preserve LI. Indeed, discreteness of spacetime
is usually hard to reconcile with LI. However, CS theory is an exception and
the coexistence of LI and spacetime discreteness gives rise to a characteris-
tic non-locality. This non-locality is parametrized, in an effective scalar field
model, by a non-locality scale which is assumed to be a mesoscopic scale,
i.e., greater than the Planck scale. Thus it plays a central role in this thesis.
In fact, the non-locality scale is the free parameter on which phenomeno-
logical bounds have to be cast. In Chapter 4, the scalar field theory in flat
spacetime characterized by CS nonlocal wave operators is analyzed and a
quantization procedure is laid down. It is also shown that in four dimen-
sions the Huygens’ principle is violated which, in turn, could entail interest-
ing phenomenological consequences. In Chapter 5, the nonlocal operators
are studied in curved spacetime and at the classical level. It is shown that
in the local limit, i.e., when the non-locality scale vanishes, all CS nonlocal
d’Alembertians — which constitute an infinite family of operators in every
dimension — reduce to g −R/2, where g is the covariant d’Alembertian
and R the Ricci scalar. This shows, on the one hand that the local limit is
universal for all the operators derived under specific physical assumptions
and, on the other hand, that a tension with the EEP — which requires a con-
formal coupling in four dimensions to hold true — is likely to be present.
The second part of the Chapter considers the same operators in flat space-
time and analyses the behaviour of the spectral dimension associated with
them. The spectral dimension is a dimensional estimator largely used in the
QG literature to show dimensional reduction in several approaches to QG.
Indeed, the flow of the spectral dimension in the UV (i.e., when considering
small diffusion times) to values smaller than the topological dimension is a
characteristic shared by so many approaches that it is considered a reliable
prediction of QG. For the CS operators, it has been shown that the spectral
dimension converges in the UV to 2 in every dimension.
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Since the non-locality of kinetic operators is also present in other ap-
proaches to QG, the last Chapter of this thesis considers two different low-
energy systems which can manifest distinctive signatures of it. Firstly, the
non-locality á la Causal set, i.e., characterized by non-analytic nonlocal op-
erators, is shown to modify the response of an Unruh–DeWitt particle de-
tector coupled to the nonlocal field. The case of spontaneous emission is
particularly interesting compared to the harder to observe vacuum noise
excitation of the detector. Plugging in realistic numbers, it appears that
the model for spontaneous emission could allow one to bound the non-
locality scale up to 10−25m, which is six order of magnitude better than the
constraint from LHC data. Secondly, non-locality carried by analytic op-
erators has been considered. In this case, a nonlocal Schödinger equation
has been derived as the non-relativistic limit of a nonlocal Klein-Gordon.
Then, this equation has been solved perturbatively in a harmonic potential
considering the deformations of standard coherent states. It is shown that,
the corrected states manifest a spontaneous time-periodic squeezing which
represents a characteristic feature due to the non-locality. This model is ap-
pealing since it can be realized in opto-mechanical experiments and current
data, and extrapolations, allows one to forecast bounds for the non-locality
scale only six order of magnitude away from the Planck scale.
Outlook
The field of QG phenomenology is, by its own nature, vast and mostly un-
charted. Thus, this thesis represents a small (but hopefully significant) part
of a bigger effort to connect QG with observations and experiments. The
final goal is indeed very ambitious: the understanding of the microscopic
(quantum) structure of space and time.
The results presented in this thesis raise various questions. In particular
• Is it possible to cook-up an analogue model complex enough to repro-
duce the dynamics of Einstein gravity and circumvent the possible
problems with the Weinberg-Witten theorem1?
• It would be interesting to further consider the phenomenology of dis-
sipative LIV by including them in the SME in a consistent way.
• At the same time, understanding to what extent the non-locality scale
can play a role in the resolution of the LIV naturalness problem de-
serves further studies.
• What is the role of the complex mass poles in the CS inspired nonlocal
QFT? Do they ruin the unitarity of the theory once interactions are
introduced? And what about the branch-cut states in an interacting
theory?
• As discussed in the main text, the construction of a discrete Klein-
Gordon operator in CS theory could shed light on the meaning of
mass in a discrete spacetime setting. Furthermore, it would permit to
study the local limit of a massive operator in the hope of singling out
the operators which satisfy the EEP.
1See also the caveat imposed by [147]
140 Chapter 7. Conclusions
• Dimensional reduction is a common denominator of several QG mod-
els. The nonlocal wave operators studied in this work suggest that CS
theory also shares this feature. However, previous results employ-
ing random walks on the lattice predict a divergence of the spectral
dimension for small diffusion times. How these two spectral dimen-
sions — the one calculated from the nonlocal wave operator and the
one coming from the random walk — are related is still an open ques-
tion. There are already other hints towards the fact that CS theory
exhibits dimensional reduction [7, 63] and it would be interesting to
study the UV behaviour of other Green functions, e.g., the Hadamard
one, in order to acquire further evidence.
Last but not least, the final Chapter of this thesis has pointed out two in-
teresting low-energy systems which can offer the ideal test-field for QG
phenomenology studies. In particular, projects in this direction which we
intend to explore in the future include the following.
• Since a single inertial detector has already proven to be sensitive to
the non-locality scale, the study of the signaling probability between
two detectors seems promising. In particular, in [133] it was shown
that the signaling probability between two detectors which are purely
timelike related, and communicate through a massless field, is differ-
ent from zero only when the Huygens’ principle is violated. Since in a
local 4-dimensional theory the HP holds, whereas in the 4-dimensional
nonlocal theories á la Causal set it is violated, a study of the signal-
ing probability in this spatiotemporal configuration of the detectors
would constitute an acid test for non-locality.
• The uniformly accelerated detector constitute the testbed for studies
of the Unruh effect and deserves some attention. Some preliminary
results for what concerns the fate of this effect in the nonlocal case
have already appeared in the literature [7]. Given the form of the
Wightman function (see eq. (6.3)) it is easy to see that the detector rate
will be given by
R(Ω) =
∫ ∞
0
dµ2ρ˜(µ2)Rµ(Ω), (7.1)
where Rµ(Ω) is the rate for a uniformly accelerated detector coupled
to a free scalar field of mass µ. It is clear from this expression that
there will be a deviation from the standard detector rate but with no
modifications of the Unruh temperature. Thus, it would be interesting
to determine the dependence of the deformed rate on the non-locality
scale.
• The uniformly accelerated detector is a very idealized model. A more
realistic case would be to consider a detector that is switched on and
off, something which can be modeled through a switching function
like the ones used in Chapter 6. As we have seen in that Chapter,
allowing for a switching of the detector introduces transient effects
which could be sensitive to the non-locality scale present in the prob-
lem.
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• Finally, the opto-mechanical system which will enable us to test the
spontaneous squeezing of states is under development. In order to
have a more detailed description of what could be measured and
a better account of various effects neglected in the current work, it
would be useful to have a Hamiltonian description of the nonlocal
and non-relativistic model. This would allow one to study the master
equation describing the system while in interaction with the environ-
ment, i.e., as an open quantum system.
In conclusion, the work presented here encompasses different topics re-
lated to QG phenomenology, from LIV to analogue models as toy-models
of emergent spacetime and CS theory to phenomenology by way of low-
energy quantum systems. Many avenues remain to be explored in a field
which aims to pin-point subtle effects using clever and sophisticated meth-
ods. The current development of new quantum control techniques and sys-
tems, such as opto-mechanical and quantum optics ones, opens new inter-
esting possibilities for QG phenomenology to be explored in the future.
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Appendix A
Stress Energy Tensor for the
relativistic BEC
In this appendix we report the detailed calculation for the stress energy
tensor of quasi-particles, and its trace, employed in Chapter 2. The quantity
of interest is given by
Tµν ≡ − 1√−g
δ (
√−gS2)
δgµν
. (A.1)
where S2 is the quadratic (in perturbations) part of the action in eq.(2.34)
expressed in terms of the redifined fields, i.e.,
S2 ≡ 1
c
∫
d4x
√−gLgeom2
= −
∫
d4x
√−g
{
1
6
R(ψ∗ψ) +
1
12
Λ [ψψ + ψ∗ψ∗ + 4ψ∗ψ] + gµν∂µψ∗∂νψ
}
.
(A.2)
Furthermore, we will show that the linear part of the action does not give
any contribution to the stress energy tensor. We need the following relations
δ(
√−g) = −1
2
√−ggµνδgµν , (A.3a)
δR = Rµνδg
µν + gµνgδgµν −∇µ∇νδgµν , (A.3b)∫
d4x
√−g[fδR] =
∫
d4x
√−g[fRµν + gµνgf −∇µ∇νf ]δgµν , (A.3c)
where the third one follow from the second integrating by parts and ne-
glecting boundary terms. Then we have
δS2 =− 1
c
∫
d4x
√−g
{
1
6
Rµνψ
∗ψ +
1
6
gµνgψ∗ψ +
2
6
gµν∇aψ∗∇aψ (A.4)
+
1
6
gµνψ
∗gψ − 1
6
∇µ∇νψ∗ψ − 1
6
∇νψ∗∇µψ − 2
6
∇µψ∗∇νψ
− Λ
12
1
2
gµν [ψψ + ψ
∗ψ∗ + 4ψ∗ψ]− 1
2
gµν∂αψ
∗∂αψ + ∂µψ∗∂νψ
−1
6
R
1
2
gµνψ
∗ψ
}
δgµν .
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The stress energy tensor is simply given by
Tµν =
1
6
Gµνψ
∗ψ +
1
6
gµνgψ∗ψ +
2
6
gµν∇aψ∗∇aψ + 1
6
gµνψ
∗gψ (A.5)
− 1
6
∇µ∇νψ∗ψ − 1
6
∇νψ∗∇µψ − 2
6
∇µψ∗∇νψ
− Λ
12
1
2
gµν [ψψ + ψ
∗ψ∗ + 4ψ∗ψ]− 1
2
gµν∂αψ
∗∂αψ + ∂µψ∗∂νψ,
and its trace by
T =−
(
R+ Λ
6
)
ψ∗ψ − Λ
6
[ψψ + ψ∗ψ∗ + 3ψ∗ψ] (A.6)
+gψ∗ψ
(
2
3
− 1
6
)
+ ψ∗gψ
(
2
3
− 1
6
)
+ ∂αψ
∗∂αψ
(
−4
3
+
4
3
)
.
Finally, using the background and the perturbations equations
R+ Λ = 0, (A.7a)
gψ =
Λ
6
(ψ + ψ∗) , (A.7b)
and splitting the field ψ in real and imaginary part, we end up with
T = −2λµ
2
c~
[
3ψ21 + ψ
2
2
]
. (A.8)
To conclude this appendix we show, as anticipated, that the linear (in the
perturbations) part of the action gives no contribution to the stress tensor.
The linear part is given by
S1 ∝ −
∫
d4x
√−g
{
1
6
R(ψ∗ + ψ) +
1
6
Λ(ψ + ψ∗)
}
. (A.9)
Following the same steps as before we have
δS1 ∝−
∫
d4x
√−g
{
1
6
Rµν(ψ
∗ + ψ) +
1
6
gµν(gψ∗ +gψ) (A.10)
−1
6
(∇µ∇νψ∗ +∇µ∇νψ)− 1
6
R
1
2
(ψ∗ + ψ)− Λ
6
(ψ∗ + ψ)
1
2
gµν
}
δgµν .
It is easy to see which is the contribution to the trace of the stress energy
tensor given by the linear term
T (1) = −
(
R+ Λ
6
)
(ψ + ψ∗) +
1
2
(
gψ∗ +gψ − 2Λ
6
(ψ + ψ∗)
)
, (A.11)
and that, using the background and perturbations equations, T (1) vanishes.
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Addendum to Chapter 3
B.1 Useful integrals for sections 3.1 and 3.2
Here we collect some formulas which are used throughout Chapter3, in
particular in eqs. (3.9) and (3.36) in order to derive eqs. (3.16), (3.17), (3.37)
and (3.39).
In particular, concerning the integrals in section 3.1, let us indicate
In ≡
∫ ∞
−∞
dk0
2pi
1
((k0)2 + k2 +m2)n
=
∫ ∞
−∞
dk0
2pi
1
((k0)2 +A)n
, (B.1)
where we are working in the Euclidean space, where A ≡ k2 +m2 and k is
the spatial three momentum. These kind of integrals are needed for calcu-
lating c11 according to eq. (3.9), taking into account also eq. (3.15). They can
be explicitly calculated and in particular one finds
I1 =
1
2
√
A
, I2 =
1
4A3/2
, I3 =
3
16A5/2
, I4 =
5
32A7/2
. (B.2)
For calculating c00 from the same expressions, instead, we need also the
following integrals which, in turn, can be expressed in terms of the previous
ones:∫
dk0
2pi
(k0)2
((k0)2 +A)3
= I2 −AI3 = 1
16A3/2
, (B.3)∫
dk0
2pi
(k0)2
k2 −m2
((k0)2 +A)3
= (I2 −AI3)− 2m2(I3 −AI4) = 1
16A3/2
(1−m2A−1),
which are used in deriving eq. (3.16).
Concerning section 3.2, instead, in order to calculate the k0 integration
which leads to eqs. (3.37) and (3.39) from eq. (3.36) we have used the fol-
lowing identities,∫ ∞
−∞
dk0
2pi
(k0)2
((k0)2 +A)2((k0)2 +B)
=
1
4
√
A(
√
A+
√
B)2
, (B.4)∫ ∞
−∞
dk0
2pi
1
((k0)2 +A)2((k0)2 +B)
=
(2
√
A+
√
B)
4A3/2(
√
A+
√
B)2
√
B
, (B.5)∫ ∞
−∞
dk0
2pi
1
((k0)2 +A)2((k0)2 +B)
=
1
2
(
A
√
B +
√
AB
) , (B.6)
where A = k2 + m2ψ and B = k
2 + m2φ. Note that these relations hold also
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for the case with modified dispersion relations (MDR) discussed in section
3.3 with suitable corresponding definition of A and B.
B.2 Asymptotic behaviours
In this appendix we demonstrate eqs. (3.46) and (3.61) concerning the asymp-
totic behaviour of ∆c for mψ,φ M in the case in which the scale M of the
MDR (see eq. (3.45)) is the only cutoff scale present, with the additional
assumption that ΛM when the LI cutoff scale Λ is also present.
B.2.1 Dispersive case
Let us consider eq. (3.48), rescale the momenta by M and consider the case
in which Λ  M and mψ,φ  M ; for convenience hereafter we assume
mψ = mφ = 0, then we have
∆c = − g
2
4pi3
∫ ∞
0
dy
∫ pi
0
dφ sin2 φ
cos2 φ− (sin2 φ)/3
y + y1+n sin2+2n φ
≡ − g
2
4pi3
I, (B.7)
where we defined y = k2/M2. The integral on y runs up to∞ both in the
case with a sharp and smooth cutoff as we are anyhow interested in the
limit Λ/M  1. Moreover we will see that the result is actually determined
by the behaviour of the integrand around y = 0 which is not affected by
the way the cutoff is imposed. The integral I defined in eq. (B.7) can be
regularised by introducing a  > 0
I = lim
→0
∫ ∞

dy
∫ pi
0
dφ
P(φ)
y + y1+nC
, (B.8)
where we defined C = sin2+2n φ and
P(φ) = sin2 φ [cos2 φ− (sin2 φ)/3] . (B.9)
Note that C > 0 and∫ pi
0
dφP(φ) = 2
∫ pi/2
0
dφP(φ) = 0. (B.10)
Let us first consider the integral over y, which is logarithmically divergent
as → 0. In fact∫ ∞

dy
1
y + y1+nC
=
∫ ∞
C1/n
dχ
1
χ+ χ1+n
(B.11)
= − log +
∫ 1
0
dχ
(
1
χ+ χ1+n
− 1
χ
)
+
∫ ∞
1
dχ
1
χ+ χ1+n
− 1
n
logC +O(),
where on the first line χ = C1/ny, while on the second one we have taken
the limit  → 0 of the first integral since it is finite for n > 0. The first three
terms on the last line do not depend on φ and due to eq. (B.10), they do not
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contribute to I in eq. (B.8), while the last term yields
I = −2n+ 1
n
∫ pi
0
dφP(φ) log(sinφ). (B.12)
This integral can be calculated by using its symmetry around φ = pi/2, the
change of variable x = sinφ, and the fact that log x = lim→0(x − 1)/,
which allows us to express I in terms of
iα ≡
∫ 1
0
dx
xα√
1− x2 =
√
pi
2
Γ
(
1+α
2
)
Γ
(
1 + α2
) (α > −1), (B.13)
and conclude that
I =
n+ 1
n
pi
12
. (B.14)
Accordingly,
∆c = − g
2
48pi2
n+ 1
n
, (B.15)
in accordance with eq. (3.46). Note that, as anticipated, the integral I is
essentially determined by the algebraic singularity of the integrand as a
function of y → 0 and this shows that the eventual result is independent of
how the LI cutoff Λ is actually imposed, as this affects the integrand only at
y ' 1.
B.2.2 Dissipative case
Equation (3.61) can be derived from eq. (3.60) by following the same steps
as above. Indeed, eq. (3.60) can be written as (as we are interested in the IR
limit we set mψ,φ = 0)
∆c = − g
2
2pi3
∫ ∞
0
dy
∫ pi/2
0
dφ
P(φ)
y + y3/2+n sin2+2n φ cosφ
≡ − g
2
2pi3
I˜ , (B.16)
where we defined y = k2/M2 and P(φ) is given in eq. (B.9). Defining now
sin2+2n φ cosφ ≡ C we see that the y-integration in I˜ is formally analo-
gous to the one in I defined in eq. (B.8) and has a decomposition similar to
eq. (B.11) with n→ n+ 1/2. Then, using eq. (B.10) we remain with only the
angular part to be computed. This is given by∫ pi/2
0
dφP(φ) [(2n+ 2) log(sinφ) + log(cosφ)] . (B.17)
The first term is the one already computed in eq. (B.12), giving −(2n +
2)pi/48 while the second term is analogously evaluated to be pi/16. The
final result is then
∆c = − g
2
2pi2(n+ 1/2)
(
2n− 1
48
)
= − g
2
48pi2
n− 1/2
n+ 1/2
,
in accordance with eq. (3.61). Again, as before, the entire contribution to the
integral I˜ comes from the region of integration around y = 0 and this shows
that the result is actually independent of how the LI cutoff Λ is imposed.
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B.3 Reality and pole structure in the dissipative case
In this appendix we analyze the location of the poles and the possibility of
performing the Wick rotation in section 3.4. Moreover, we discuss also the
correction to the mass of the fermion arising in the dissipative case due to
its self-energy.
First, we study the location of the poles of the integrand and the reality
of the following integral
i
∫ ∞
0
dω
ω2 + k
2
3
(ω2 − k2 −m2ψ + i)2
(
ω2 − k2 −m2ψ + i+ iω k
2+2n
M1+2n
) , (B.18)
which is relevant for the discussion in section 3.4 (see eq. (3.59)). Note that
the primitive of this integral (which does not show any singularity within
the domain of integration, as long as  6= 0) can be calculated explicitly
(however, we do not report here its lengthy expression) and one can show
that in the limit  → 0+ the corresponding integral is indeed finite and
real. In addition its subsequent integration in k (see eq. (3.59)) is finite and
therefore this limit can be taken from the outset. The location of the poles of
the integrand in the complex ω-plane, is easy to determine by studying the
zeros of the denominator. Doing so it turns out that the poles are always
located outside the region with both Re[ω] and Im[ω] positive in such a way
that the integral on a close contour entirely within this region gives zero due
to Cauchy’s theorem. Now given the structure of the integrand it is easy to
see that on the arch of circumference of large radius Ω which lies within that
first quadrant, the integral is bounded by ≈ 1/Ω3, so that it vanishes in the
limit Ω → ∞. Then we can Wick rotate the integral in eq. (B.18), obtaining
finally
−
∫ ∞
0
dω
ω2 − k23
(+ω2 + k2 +m2ψ)
2
(
ω2 + k2 +m2ψ + ω
k2+2n
M1+2n
) , (B.19)
which is used for deriving eq. (3.60).
Mass correction
The same reasoning as above can be applied for studying the correction to
the fermion mass. The latter is encoded in χ1(0) of eq. (3.28) (considering
in this case a dissipative term in the scalar propagator, see eq. (3.57), with
f = f˜ = 1), i.e.
−ig2
∫ ∞
0
dk
(2pi)3
4pik2 (B.20)∫ ∞
−∞
dω
2pi
1
(ω2 − k2 −m2ψ + i)(ω2 − k2 −m2φ + i+ i|ω|k2+2n/M1+2n)
.
The symmetry under ω → −ω of the integrand and the same splitting of
the integral as the one invoked in deriving eq. (3.59) can be used in this
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expression in order to arrive at
−8piig2
∫ ∞
0
dk
(2pi)3
k2 (B.21)∫ ∞
0
dω
2pi
1
(ω2 − k2 −m2ψ + i)(ω2 − k2 −m2φ + i+ iωk2+2n/M1+2n)
.
At this point it is again possible to calculate the primitive of the ω-integral
and show that in the limit  → 0 the whole expression is real. The poles
of the integrand are located at the same positions as above and this permit
again to perform the Wick rotation. The successive integration in k is finite
(apart from the case in which both fields are massless for which there is an
IR divergence, as expected). This shows that the mass does not acquire an
imaginary part (at least at one loop).
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Appendix C
Addendum to Chapter 4
C.1 Series Form of the Non-Local Operator
In this appendix we show how to rewrite the Laplace transform of the 2d
and 4d non-local d’Alembert operator in series form. This allows one to
easily determine the IR corrections to the exact continuum d’Alembertian.
C.1.1 4 Dimensions
Following the notation in [17] we begin by rewriting Equation (4.39)
f˜ (4)(Z) := − 4√
6
+
16√
6
piZ−1/2
∫ ∞
0
ds s2e−C4s
4
K1
(
Z1/2s
)(
1− 9C4s4 + 8C24s8 −
4
3
C34s
12
)
,
(C.1)
where f4(k2) =
√
ρf˜ (4)(Z), Z = k2/
√
ρ and C4 = pi/24. The IR condition
then takes the form Z  1. From the power series expansion of K1 (see
Equation 10.31.1 of [166]) one has
(Z1/2s)−1K1(Z1/2s) = (Zs2)−1 +
1
2
ln
(
1
2
Z1/2s
) ∞∑
k=0
(
1
4Zs
2
)k
k!Γ(k + 2)
(C.2)
− 1
4
∞∑
k=0
(ψ(k + 1) + ψ(k + 2))
(
1
4Zs
2
)k
k!(k + 1)!
.
As shown in Appendix A of [17], the first two terms of this series (k = 0, 1),
when substituted back into Equation (C.1), give −Z . The procedure can be
continued for generic values of k in order to obtain the series form of the
entire Laplace transform of the non-local d’Alembertian. The series can be
compactly written as
f˜ (4)(Z) = −Z +
∞∑
k=2
ck(Z)Z
k, (C.3)
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where the kth term of the series is given by,
ck(Z) = − 1
Γ(k + 2)2
2−
k+1
2 3−
k+1
2 pi−
k
2
(
16(k + 1)Γ(
k
2
+ 3)
+k3Γ(
k
2
)
(
ln(2pi/3)− k2 ln(2pi/3)− 2k − k ln(2pi/3) + 2(k2 + k − 1) ln(Z))
+Γ(1 +
k
2
)(−36− 56k − 16k2 + 8k3 + k ln(4pi
2
9
)− 4k ln(Z)
+2k(k − 1)(k + 1)2ψ(1 + k
2
)− 8k(k − 1)(k + 1)2ψ(1 + k))
)
. (C.4)
Note that ck can be written as ck = ak + bk ln(Z) for constants ak and bk.
C.1.2 2 Dimensions
In 2d we use the power series expansion of K0 given by
K0
(
z1/2
)
= − ln
(
1
2
z1/2s
) ∞∑
k=0
(
1
4zs
2
)k
k!Γ(k + 1)
+
1
2
∞∑
k=0
2ψ(k+1)
(
1
4zs
2
)k
(k!)2
, (C.5)
to solve for
f˜ (2)(Z) =
f2(k2)
ρ
= −2 + 2
∫ ∞
0
ds s e−s
2/2
(
4− 4s2 + 1
2
s4
)
K0
(
Z1/2s
)
,
(C.6)
order by order. The terms corresponding to k = 0, 1 in the expansion of
the modified Bessel function combine together to give the IR behaviour of
(C.6):
f˜ (2)(Z) = −Z + . . . . (C.7)
The higher order terms give rise to a power series in which the kth term has
the form:
akZ
k+bk ln(Z)Z
k :=
21−kZk(1− 2k + k(k − 1) ln(2)− k(k − 1) ln(Z) + k(k − 1)ψ(k + 1))
Γ(k + 1)
.
(C.8)
Hence
f˜ (2)(Z) = −Z +
∞∑
k=2
(ak + bk ln(Z))Z
k. (C.9)
Equations (4.12) and (4.13) can then be easily obtained by truncating these
series at k = 2.
C.2 Asymptotic States
Here we show that asymptotic states of the BL sector only contain massless
states. We follow the analysis of Barci and Oxman [25].
The fields φ(x), solutions to the nonlocal equations of motion (4.19), are
examples of generalised free fields, introduced in [104]. 1 These are said to be
associated with asymptotic modes of massm if the asymptotic in/out fields
1In 4 dimensions the definitions don’t fully match since the generalised free fields of
Greenberg have to have positive weight δ+G. This condition is not essential for this part
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φ±
m2
(x) := lim
τ→±∞
∫
y0=τ
d3y
(
φ(y)
←→
∂
∂y0
∆m2(x− y)
)
(C.10)
satisfy the free field commutation relations[
φ±
m2
(x), φ±
m2
(y)
]
= i∆m2(x− y). (C.11)
Recall that the general solution to the nonlocal equations of motion
(4.19) in the BL sector is given by
φ(x) =
∫
ddk δ+G(k)
(
a(k)eik·x − a(k)†e−ik·x
)
. (C.12)
Then the Pauli-Jordan function is
i∆NL(x− y) ≡ [φ(x), φ(y)] = i
4pi
∫
dµ2δ+G(µ2)∆µ2(x− y), (C.13)
where ∆µ2(x − y) is the Pauli-Jordan function for a free field of mass µ
satisfying the KG equation. Now,
[
φ±
m2
(x), φ±
m2
(y)
]
= lim
τ,τ ′→±∞
∫
z0=τ
d3z
∫
z′0=τ
d3z′
{ [
φ(z), φ(z′)
] ∂
∂z0
∆m2(x− z)
∂
∂z′0
∆m2(y − z′)
− [φ(z), pi(z′)] ∂
∂z0
∆m2(x− z)∆m2(y − z′)−
[
pi(z), φ(z′)
]
∆m2(x− z)
∂
∂z′0
∆m2(y − z′)
+
[
pi(z), pi(z′)
]
∆m2(x− z)∆m2(y − z′)
}
. (C.14)
The four terms in the integrand are
(1) =
i
4pi
∫
dµ2δ+G(µ2)∆µ2(z − z′)
∂
∂z0
∆m2(x− z)
∂
∂z′0
∆m2(y − z′),
(C.15)
(2) = − i
4pi
∫
dµ2δ+G(µ2)
∂
∂z′0
∆µ2(z − z′)
∂
∂z0
∆m2(x− z)∆m2(y − z′),
(C.16)
(3) = − i
4pi
∫
dµ2δ+G(µ2)
∂
∂z0
∆µ2(z − z′)∆m2(x− z)
∂
∂z′0
∆m2(y − z′),
(C.17)
(4) =
i
4pi
∫
dµ2δ+G(µ2)
∂
∂z0
∂
∂z′0
∆µ2(z − z′)∆m2(x− z)∆m2(y − z′).
(C.18)
Integrating the sum of the first two terms and taking the limit gives
i
4pi
lim
τ→±∞
∫
z0=τ
d3z
∂
∂z0
∆m2(x− z)
∫
dµ2δ+G(µ2)
{
∆µ2(z − y), if m2 = µ2
0, otherwise
(C.19)
of the analysis, but its relaxation will need to be dealt with carefully once interactions are
introduced.
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Doing the same for the sum of the last two terms
i
4pi
lim
τ→±∞
∫
z0=τ
d3z∆m2(x− z)
∂
∂z0
∫
dµ2δ+G(µ2)
{
−∆µ2(z − y), if m2 = µ2
0, otherwise ,
(C.20)
where we used the fact ∆µ2(y − z) = −∆µ2(z − y). Putting these together
we find
− i
4pi
lim
τ→±∞
∫
z0=τ
d3z
∫
dµ2δ+G(µ2)∆m2(x− z)
←→
∂
∂z0
{
∆µ2(z − y), if µ2 = m2
0, otherwise .
(C.21)
Since µ2 = m2 is a set of measure zero, Equation (C.21) is non zero only
at delta-function type singularities of δ+G(k), i.e. for µ2 = 0. Using the
following identity
lim
τ→±∞
∫
y0=τ
d3y
(
∆m20(x− y)
←→
∂
∂y0
∆m2(z − y)
)
=
{
∆m20(x− z), if m2 = m20
0, otherwise ,
(C.22)
we find that the asymptotic in/out fields satisfy massless free field commu-
tation relations [
φ±0 (x), φ
±
0 (y)
]
= i∆0(x− y). (C.23)
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D.1 Previously Neglected Terms
In this appendix we show for completeness that the terms in eq. (5.8) which
were neglected in the main text due to dimensional arguments, are indeed
irrelevant in the local limit. Terms containing unknown functions (like the
ones that appear in the expansion of field, metric and volume) and also
the infinite series are not fully taken into account in this way, but this goes
beyond the scope of the present thesis. However, we see no reasons why
the results in [36] should not extend to all dimensions and for non-minimal
operators, given that they rely only on properties of Oˆ.
Let us start by considering the terms in eq. (5.8) given by∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
∫
dΩD−2 (D.1)[
−1
6
Rµν(0)y
µyν · (yµφ,µ(0) + 1
2
yνyµφ,νµ(0))
+
(
yµφ,µ(0) +
1
2
yνyµφ,νµ(0)
)
(−ρδV )
]
e−ρV0 ,
Using spherical symmetry and with a schematic way of writing we can clas-
sify these terms based on powers of u and v (up to the common exponential
factor) as
(v − u)D−2 ·

tr2, t3
ρτD+2r2
ρτD+2r2t, ρτD+2t3
ρτD+2r4, ρτD+2r2t2, ρτD+2t4
ρτDr6, ρτDr4t2, ρτDt6
(D.2)
The general term is of the usual form Im,n withm+n = (D + 1, 2D + 2, 2D + 3, 2D + 4).
The remaining terms in eq. (5.8) are given by∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
∫
dΩD−2 (D.3)[(
φ(0) + yµφ,µ(0) +
1
2
yνyµφ,νµ(0)
)
δ
√−g · (−ρδV ) (D.4)
+(1 + δ
√−g) · (φ(y)) ·
∞∑
k=2
(−ρδV )k
k!
]
e−ρV0 .
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In schematic form
(v − u)D−2 ·

ρτD+2r2, ρτD+2t2
ρτD+2r2t, ρτD+2t3
ρτD+2r4, ρτD+2r2t2, ρτD+2t4
ρτDr4, ρτDr2t2, ρτDt4
ρτDr4t, ρτDr2t3, ρτDt5
ρτDr6, ρτDr2t4, ρτDr4t2, ρτDt6,
(D.5)
for terms in the first line of eq. (D.3) and
(v − u)D−2 ·

ρkτDk+2k, ρkτDky2k
ρkτDk+2ky, ρkτDky2k+1
ρkτDk+2ky2, ρkτDky2k+2
ρkτDk+2ky3, ρkτDky2k+3
ρkτDk+2ky4, ρkτDky2k+4,
(D.6)
for terms in the second line, where k ≥ 2 and y can be both r and t (with
r always appearing in even powers due to spherical symmetry). Terms in
eqs. (D.5) and (D.6) contain Im,n with
m+n =
{
2D + 2, 2D + 3, 2D + 4, (k + 1)D + 2(k − 1)
(k + 1)D + 2k − 1, (k + 1)D + 2k, (k + 1)D + 2k + 1, (k + 1)D + 2(k + 1)).
Now that we have collected all the terms of interest we can study their
contributions in the local limit. The general terms that appear in the previ-
ous section are of the form Im,n (multiplied by some power of ρ). We need
to differentiate two cases.
D.1.1 Case n 6= m
The relevant terms in the local limit are proportional to
ρ−
2+2m
D , ρ−
2+m+n
D
if m+ n = D + 1,
ρ−
2+2m−D
D , ρ−
2+m+n−D
D
for other values of m+ n not involving k ≥ 2 and
ρ−
2+2m−Dk
D , ρ−
2+m+n−Dk
D
for the terms in eq. (D.6). Given the definition of Oˆ (see eq. (5.3)) only terms
proportional to ρ−α with α ≤ D+2D can give divergent or finite contributions
in the local limit.
• Form+n = D+1 the only terms that could give problems are the ones
proportional to ρ−
2+2m
D , but these are annihilated by Oˆ, see eq. (5.15).
• For all the other terms not involving k, there is always a factor of
τD = (uv)D/2, i.e. m (or n) is always of the form D/2 + x with x
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an integer. Possible divergent (or finite) terms are proportional to
ρ−
2+2m−D
D = ρ−
2+2x
D and are annihilated by Oˆ.
• Finally, for the terms in eq. (D.6): the ones proportional to ρ− 2+m+n−DkD
do not give any contribution in the local limit; the ones proportional
to ρ−
2+2m−Dk
D are annihilated by Oˆ since there is always a factor τDk,
i.e. m = kD/2 + x with x integer.
D.1.2 Case m = n
In this case all the terms are multiplied by ρ or ρk and it is easy to see (by
directly computing the integrals using eq. (5.19)) that the relevant terms are
ρ
D−2−2m
D , ρ
Dk−2−2m
D
and
ρ
D−2−2m
D log(a˜Dρ), ρ
Dk−2−2m
D log(a˜Dρ).
It can be shown that
Oˆρ−α log(cρ) ∝ ρ−α log(cρ),
thus these terms do not give any finite contribution in the local limit.
D.2 Inductive Proofs
In this appendix we collect some details of the proof that were omitted in
sec. 5.1.2.
D.2.1 Equivalence of eqs. (5.32) and (5.1b)
To prove the equivalence we need first of all to compute Oˆ
(
Log[a˜DcDρ]/ρ
)
.
From eq. (5.3) we see that it is sufficient to compute the general
Hn
Log[cρ]
ρ
, (D.7)
where c is a constant:
Hn
Log[cρ]
ρ
=
1
ρ
(
A1n +A
2
n log[cρ]
)
, (D.8)
A1n = (−1)n+1n!(ψ(n+ 1) + γ), (D.9)
A2n = (−1)nn!.
We prove eq. (D.8) by induction. Assuming that the n-th term is of the form
in eq. (D.8), we want to prove that the n + 1-th term is of the same form.
From the definition of Hn
Hn+1(·) ≡ ρn+1 ∂
∂ρn+1
(·) = −nHn(·) +H(Hn(·)), (D.10)
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so that
Hn+1
Log[cρ]
ρ
= −n
ρ
(
A1n +A
2
n log[cρ]
)
(D.11)
+An1
(
−1
ρ
)
+An2
1− log[c ρ]
ρ
=
1
ρ
[(−nAn1 −An1 +An2 ) + (−nAn2 −An2 ) log[cρ]] .
Consider the two new coefficients in the above expression, the first one is
(−nAn1 −An1 +An2 ) = (D.12)
= (−1)n+1+1(n+ 1)!(ψ(n+ 1) + γ + n!
(n+ 1)!
)
= (−1)n+1+1(n+ 1)!(ψ(n+ 1 + 1) + γ) ≡ An+11 ,
where in the last line we used ψ(x + 1) = ψ(x) + 1x . The second coefficient
is
(−nAn2 −An2 ) = (D.13)
= −(−1)n(n+ 1)n! = (−1)n+1(n+ 1)! ≡ An2 .
This conclude the inductive proof of eq. (D.8).
Inserting eq. (D.8) in eq. (5.32) we have
1
2N
(−1)N (2N)!
(N !)2
(2N + 1)
2(4pi)NN !
(2N + 1)!
1
2(N + 1)22N+1C2N+2
· (D.14)
Lmax∑
n=0
bn
n!
(−1)n [(−1)n+1n!(ψ(n+ 1) + γ) + (−1)nn! log[cDa˜Dρ]] = −a.
The sum
∑Lmax
n=0 bn appearing in the above expression vanishes, see eq. (5.1a)
with k = D−22 = N , therefor eq. (D.14) reduces to
a+
2(−1)N+1piN
CDN !D2
Lmax∑
n=0
bnψ(n+ 1) = 0, (D.15)
i.e. eq. (5.1b).
D.2.2 Equivalence of eqs. (5.35) and (5.1c)
To prove the equivalence we need first of all to compute Oˆ
[
log(a˜DcDρ)/ρ
(D+2)/D
]
.
We prove by induction that
Hn
Log[cρ]
ρ
D+2
D
=
1
ρ
D+2
D
(
B1n +B
2
n log[cρ]
)
, (D.16)
B1n = (−1)n+1
1
Γ(D+2D )
[
Γ(n+
D + 2
D
)ψ(n+
D + 2
D
)− ψ(D + 2
D
)Γ(n+
D + 2
D
)
]
,
(D.17)
B2n = (−1)n
Γ(n+ D+2D )
Γ(D+2D )
.
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Assume that the n-th term is of the above form, then the n + 1-th term is
given by
Hn+1
Log[cρ]
ρ
D+2
D
=
1
ρ
D+2
D
[(
−nB1n +B1n
−2−D
D
+Bn2
)
(D.18)
+
(
−nB2n −
D + 2
D
B2n
)
log(cρ)
]
.
The coefficients in the above expression are such that(
−nB1n +B1n
−2−D
D
+B2n
)
(D.19)
= (−1)n+1+1 1
Γ(D+2D )
[
Γ(n+ 1 +
D + 2
D
)ψ(n+ 1 +
D + 2
D
)
−ψ(D + 2
D
)Γ(n+ 1 +
D + 2
D
)
]
≡ B1n+1,
(
−nB2n −
D + 2
D
B2n
)
= (D.20)
= (−1)n+1 Γ(n+ 1 +
D+2
D )
Γ(D+2D )
≡ B2n+1,
where we used ψ(x+1) = ψ(x)+1/x and Γ(1+x) = xΓ(x). This concludes
the proof by induction of eq. (D.16).
We now have
Oˆ
[
log(a˜DcDρ)/ρ
(D+2)/D
]
=
Lmax∑
n=0
bn
n!
(−1)n(Bn1 +Bn2 log(a˜DcDρ)), (D.21)
where
∑Lmax
n=0
bn
n! (−1)nBn2 = 0 (see eq. (5.1a) with k = D/2). Using this
eq. (5.35) became
Lmax∑
n=0
bn
n!
(−1)nBn1 =
2N+2
2N !(4pi)N
(2N+1)!
2(N + 1)22N+2C
N+2
N+1
D
Γ(D+2D )
1
A2
, (D.22)
where we used the expressions for ωD−1 and cD. The RHS of the above
expression can be further simplified observing that
A2 = (−1)N+12 cot(2N)!
2N+1
N+1
(N !)2
.
In this way we obtain for eq. (5.35)
Lmax∑
n=0
bn
n!
(−1)nBn1 =
2
piN
C
N+2
N+1
D D
2(N + 1)!
(−1)N+1
Γ(D+2D )
. (D.23)
Finally, using that
∑Lmax
n=0
bn
n! (−1)nΓ(n + D+2D ) = 0 (see eq. (5.1a) with k =
D/2) and the expression of Bn1 from eq. (D.16) we conclude that eq. (5.35) is
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equivalent to eq. (5.1c).
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In order to take into account the secular terms appearing in the coefficients
ci the method of multiple scales should be used. We will not go into the
details here (we refer the reader to [39]). However, in order to confirm the
reliability of our solution in Eq.(6.56) with eq.(6.57), we have checked that,
solving numerically the non-local Schrödinger equation at order , there are
no solutions growing in time as fast as t. To this end, we solved numer-
ically the equation
(S − 2a2S2 − x2/2)ψ(t, x) = 0 in the rectangular do-
main [0 ≤ t ≤ 25] × [−6 ≤ x ≤ 6] of the spacetime plane, with 2a2 = 10−3
and periodic boundary conditions in space. In addition, we set the initial
conditions
ψ(0, x) =
1
pi1/4
exp
[√
2x− x
2
2
− 1
]
d
dt
ψ(t, x)
∣∣∣∣
t=0
= − ie
−x2
2
+
√
2x−1 (2√2x− 1)
2pi1/4
,
which represent the α = 1 coherent state.
The numerical solution was calculated using the implicit Euler method
of the partial differential equation solver provided by Mathematica. To quan-
tify numerical errors in the discrete space domain, we introduce the Cheby-
shev distance between solutions ψ1 and ψ2 as
D(tk) ≡ max
j
{|ψ1(tk, xj)− ψ2(tk, xj)|} . (E.1)
To calculate D(tk), we set the space mesh size to 10−2 and the time mesh
size to 10−1.
Fig. E.1 reports the plots of the relative maximum distances among the
numerical, analytical solutions and analytical solution with secular terms,
and clearly shows that we have properly discarded the secular terms in the
polynomial coefficients ci(t) of ψ1. We stress that the small mismatch in Fig.
E.1 between numerical and analytical solutions is due to the accumulation
of numerical errors at large time, and not to secular terms. In fact, the dis-
tance is clearly not growing as fast as t. As a final remark, we also point
out that there is a good agreement between mean and variance of position
and momentum in eqs.(6.63)-(6.66) evaluated with α = 1, 2a2 = 10−3, and
the same quantities estimated by means of the numerical solution.
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FIGURE E.1: Time dependence of the relative distance
Dr(tk) ≡ D(tk)/maxj {|ψ(tk, xj)|} among perturbed solu-
tions of non-local Schrödinger. For the numerical solution,
we fix α = 1 and a2 = 2 × 10−3. The horizontal purple
line is the relative distance threshold 2 × 10−3. Blue dots
represent the relative distance between ψ1 used in Chap-
ter6 and numerical solutions. Red dots represent the rela-
tive distance between numerical and solution with secular
terms in the ci(t).
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