Abstract-The polar transform of a binary erasure channel (BEC) can be exactly approximated by other BECs. Arıkan proposed that polar codes for a BEC can be efficiently constructed by using its useful property. This study proposes a new class of arbitrary input generalized erasure channels, which can be exactly approximated the polar transform by other same channel models, as with the BEC. One of the main results is the recursive formulas of the polar transform of the proposed channel. In the study, we evaluate the polar transform by using the α-mutual information. Particularly, when the input alphabet size is a prime power, we examines the following: (i) inequalities for the average of the α-mutual information of the proposed channel after the one-step polar transform, and (ii) the exact proportion of polarizations of the α-mutual information of proposed channels in infinite number of polar transforms.
I . I N T R O D U C T I O N
Polar codes were proposed by Arıkan [2] as capacity achieving codes with low coding complexities for binary-input symmetric discrete memoryless channels (DMCs). Previously, polar codes were generalized from binary codes to q-ary codes, q ≥ 3. The studies of q-ary polar codes are broadly divided into the following two approaches: The first approach is the strong polarization [9] , [18] , [19] , i.e., the DMC is polarized to either noiseless or pure noisy channels. The second approach is the weak polarization [6] , [10] - [12] , [14] , [16] , i.e., the DMC is polarized to partially noiseless channels. The weak polarization is also called the multilevel polarization [10] , [14] , [16] . In this study, we consider the weak polarization.
To construct polar codes, channel parameters of virtual channels, generated by the polar transform, are needed. Commonly used channel parameters are the symmetric capacity and the Bhattacharyya parameter; however, these computational complexities grow double-exponentially with the number of polar transforms. In the binary-input case, Tal and Vardy [22] proposed an efficient solution to these computational complexities by approximating the polar transform for each time. In particular, it is known that the polar transform of the binary erasure channel (BEC) can be exactly approximated by other BECs (cf. Proposition 1). Similarly, it is also known that the polar transform of the q-ary ordered erasure channel (q-OEC), defined by Park and Barg [13, p. 2285] , can be also exactly approximated by other q-OECs when q is a power of two (cf. [14, Section III] ). Furthermore, Sahebi and Pradhan This work was partially supported by the Research Foundation for the Electrotechnology of Chubu (REFEC), and the Ministry of Education, Science, Sports and Culture, Grant-in-Aid for Scientific Research through the Japan Society for the Promotion of Science under Grant 26420352.
All of the proofs of this paper can be found in [17] .
showed recursive formulas [16, Eqs. (3) and (4)] of the polar transform of the senary-input channel, defined in [16, Fig. 4: Channel 2] . In this study, we propose a new class of q-ary input DMCs V , as Definition 2 in Section III. Since Definition 2 contains BECs, q-OECs, and [16, Fig. 4: Channel 2] , the proposed channel V is defined as a generalization of these channels. To evaluate the polar transform, we employ the α-mutual information [23] with the uniform input distribution, as defined in (5), rather than the symmetric capacity, the Bhattacharyya parameter, and Gallager's reliability function E 0 [5] . In the paper, we call it the symmetric capacity of order α. One of the main result is shown in Theorem 1, which gives the recursive formulas of the polar transform of the proposed channel V , as with Proposition 1. Moreover, when the input alphabet size q is a prime power, we investigate the polar transform of the proposed channel V in more detail. Then, we derive the following two results: (i) inequalities for the average of the symmetric capacity of order α after the one-step polar transform (cf. Corollary 2 and Fig. 4) , and (ii) the exact proportion of the convergences of the symmetric capacity of order α in infinite number of polar transforms (cf. Theorem 2 and Fig. 2 ).
I I . P R E L I M I N A R I E S A. Discrete memoryless channels and channel parameters
Consider the DMC as follows: For an integer q ≥ 2, let Z q {0, 1, . . . , q − 1} and Y be the input and output alphabets, respectively, where Z q is called a complete residue system modulo q. Note that the input alphabet size is denoted by q. Then, the DMC W : Z q → Y consists of a transition probability distribution {W ( y | x) | (x, y) ∈ Z q × Y}. In this study, the input distribution P X is restricted to the uniform distribution on Z q , i.e., P X (x) = 1/q for all x ∈ Z q .
We first introduce four kinds of channel parameters for DMCs. Let ln denote the natural logarithm. The symmetric capacity of W : Z q → Y is denoted by
which is the mutual information between the input and output of W under the uniform input distribution. In uncoded schemes, the average probability of error with a maximum likelihood decoder is calculated by
for W : Z q → Y, where note that 0 ≤ P e (W ) ≤ (q − 1)/q for any W . Moreover, the average Bhattacharyya distance of W , defined by Ş aşoglu et al. [19, Eq. (7) ], is denoted by
which is used to bound P e (W ) and 
for ρ ∈ (−1, ∞), which is used in error exponents for DMCs (cf. [3] , [5] , [21] ). Note that Alsan and Telatar [1] investigated that Arıkan's original polar transform [2, Eqs. (17) and (18)] for binary-input DMCs W increases the average of the E 0 functions for each ρ ≥ 0.
Instead of the channel parameters (1)- (4), in this study, we use the symmetric capacity of order α, which is defined by
for a channel W : Z q → Y and α ∈ (0, 1) ∪ (1, ∞). The quantity (5) is identical to the mutual information of order α, defined by Arimoto [4, Eq. (16)], under the uniform input distribution. In addition, the quantity (5) is also identical to the α-mutual information [23, Eq. (53)] under the uniform input distribution, and it was recently studied by Ho and Verdú [7] . Following [7, Theorem 4] , for α ∈ {0, 1, ∞}, we also define the symmetric capacity of order α as follows:
where | · | denotes the cardinality of the finite set. We now readily see the following identities:
where E 0 (1, W ) is called the (symmetric) cutoff rate. Thus, the symmetric capacity of order α, denoted by I α (W ), is closely related to I (W ), P e (W ), Z (W ), and E 0 ( ρ, W ); therefore, we employ I α (W ) for α ∈ [0, ∞] to evaluate the channel parameters (1)- (4) in the study.
B. Polar transforms for arbitrary input channels
For γ ∈ Z q , we define the mapping f γ :
where ⊕ and ⊗ denote the addition and multiplication modulo q, respectively. Using the mapping f γ : Z 2 q → Z q , we now introduce the one-step polar transform used in the study as follows. For a DMC W : Z q → Y, the one-step polar transform creates the channel W 0 :
and the channel W 1 :
. (14) In the paper, the above polar transform is denoted by
is reduced to the polar transform discussed by Park and Barg [14] and Sahebi and Pradhan [16] . Remark 1. We now consider the binary operation * on Z q as
. Let gcd(a, b) denote the greatest common divisor of a, b ∈ N, and let Z × q {z ∈ Z q | gcd(z, q) = 1} denote a reduced residue system modulo q. If γ ∈ Z × q , then it is easy to see that (Z q , * ) forms a quasigroup (cf. [12, Definition 6] ). Therefore, it follows from [12, Theorem 4] that the polar transform W γ → (W 0 , W 1 ) with γ ∈ Z × q behaves the weak polarization. However, if γ Z × q , then (Z q , * ) does not form a quasigroup in general. Thus, in this paper, we only consider f γ (u 1 , u 2 ) for γ ∈ Z × q . Let N {1, 2, . . . } be the set of positive integers, and let N 0 N ∪ {0} be the set of nonnegative integers. After the n-step polar transforms of a channel W for n ∈ N, the channel W (i)
for each i ∈ {0, 1, . . . , 2 n − 1}, where suppose that W (0) 0 W , and (b 1 , b 2 , . . . , b n ) ∈ {0, 1} n is the binary representation of the index i. Note that the most significant bit of (
2 n is sometimes called the virtual channel. Since the output alphabet size Y 2 n ×Z i q of the channel W (i) 2 n grows double-exponentially with the number n of polar transforms, the computation of I α W (i) 2 n turns out to be complicate with increasing n. This computational difficulty is a main factor that polar codes are hard to construct in general.
Fortunately, the quantity I α W (i) 2 n can be easily calculated when W is a BEC. To see this computational simplicity, we now define an equivalence relation of q-ary input DMCs in the sense of the polar transforms as follows: Definition 1. A q-ary input channel W is said to be equivalent to another q-ary input channel W if
Definition 1 means that, if W is equivalent to W , then both of these polar transforms are identically behaved in the sense of the symmetric capacity of order α. Note that the equivalence of Definition 1 is given in a similar sense to [9, Eqs. (2) and (3)]. We now consider the BEC W BEC : {0, 1} → {0, 1, ?} with an erasure probability ε ∈ [0, 1] as
For simplicity, we denote by BEC(ε) the BEC which the erasure probability is ε ∈ [0, 1]. It is known that the polar transform of BECs can be easily analyzed, as shown in the following proposition.
Proposition 1 ([2, Proposition 6]).
Consider the polar trans-
. Then, the channels W 0 BEC and W 1 BEC are equivalent to BEC(2ε − ε 2 ) and BEC(ε 2 ), respectively.
Proposition 1 shows that the polar transform of a BEC can be exactly approximated by other BECs again. Therefore, it is sufficient to propagate the erasure probability ε recursively with the formulas 2ε − ε 2 and ε 2 .
I I I . A G E N E R A L I Z E D E R A S U R E C H A N N E L V
In this section, we propose a generalization of erasure channels, and consider the polar transforms of its channel. Let Z {. . . , −2, −1, 0, 1, 2, . . . } be the set of integers. The set of integers modulo m ∈ N is denoted by Z/mZ {[r] m | r ∈ Z}, where [r] m {z ∈ Z | z ≡ r (mod m)} is the residue class of r ∈ Z modulo m. Moreover, let D m {d ∈ N | m ≡ 0 (mod d)} be the set of positive divisors of m ∈ N. When we denote by (x i : i ∈ I) a vector with an index set I, we define the proposed channel V of the study as follows: Definition 2. If the input alphabet size is q, then the channel
for a given probability vector (ε d : d ∈ D q ), where note that
Note that the channel V of Definition 2 is symmetric (cf. [5, p. 94]). As with the notation BEC(ε), we also denote by V (q) (ε d : d ∈ D q ) the q-ary input channel V with the probability vector (ε d : d ∈ D q ). It is easy to see that if the input alphabet is binary, i.e., q = 2, then V (2) (ε 1 , ε 2 ) is reduced to BEC(ε 1 ). Hence, it follows that Definition 2 contains the BEC. In addition, if the input alphabet size q is prime, then V (q) (ε 1 , ε q ) is also reduced to the (conventional) q-ary erasure channel (cf. [8, p. 589] ). The following example shows the senary-input channel V of Definition 2, i.e., when the input alphabet size q = 6 = 2 · 3 is composite. Example 1. In the case of q = 6, we now check an example of Definition 2. The input alphabet is Z 6 = {0, 1, 2, 3, 4, 5}. Since ε 2 , ε 3 , ε 6 ). This channel is denoted by V (6) (ε 1 , ε 2 , ε 3 , ε 6 ), and it is identical to [16, Furthermore, it can be seen that Definition 2 contains the q-OEC, defined by Park and Barg [13, p. 2285] , when the input alphabet size q is a prime power.
We now consider the polar transform for the channel V . Let lcm(a, b) be the least common multiple of a, b ∈ N. The following theorem shows an useful property of the channel V in terms of the polar transform, as with the BEC (cf. Proposition 1).
Theorem 1. Consider the polar transform V
Since the polar transform of the channel V (q) (ε d : d ∈ D q ) can be exactly approximated by other channels
, it is enough to propagate the probability vector (ε d : d ∈ D q ) recursively by using (20) . We illustrate this recursive calculation in Fig. 1 . Using the recursive calculation, Figs. 2 and 3 illustrate the multilevel polarizations of the (ordinary) symmetric capacity I (V ) of the channel V with q = 27 and q = 30, respectively.
It is easy to verify that Theorem 1 contains Proposition 1 as follows: Since V (2) (ε 1 , ε 2 ) is BEC(ε 1 ) and ε 3 , ε 9 , ε 27 ) = (1/10, 2/10, 3/10, 4/10), and n = 25. The proportion of I V (i)
≈ ln 30 follows from Theorem 1 that ε − 1 = 2ε 1 −ε 2 1 and ε + 1 = ε 2 1 , which are identical to Proposition 1.
Remark 2. In the paper, we propose Definition 2 in terms of elementary number theory. This interpretation can be rewritten by rings of the algebraic structures since dZ {dz | z ∈ Z} is homomorphic to an ideal {[r] q | r ∈ dZ} of the ring Z/qZ for d ∈ D q . Then, we note that Theorem 1 is closely related to the following two statements:
In this context, the proposed channel of Definition 2 can be considered over arbitrary finite rings. A. Special cases: the input alphabet size is a prime power
In this subsection, we consider the polar transform of the channel V when the input alphabet size q is a prime power. The following corollary is directly derived from Theorem 1.
Corollary 1.
If the input alphabet size q is a prime power, then (20) can be rewritten as
In addition, it holds that
. . , p m−1 , p m } when q = p m for some prime p and some m ∈ N. Corollary 1 can be reduced to the results of [14, Section III] when the input alphabet size q is a power of two. Moreover, the following corollary also directly follows from Corollary 1.
Corollary 2. Consider the polar transform V
If the input alphabet size q is a prime power, then
In Corollary 2, it holds that I (V 0 ) + I (V 1 ) = 2I (V ), which is the conservation property of the (ordinary) symmetric capacity. By the identity (9) and the change of variable as ρ = (1− α)/α, both (23) and (24) can be rewritten as
for ρ ∈ (−1, ∞), which is a similar result to [1, Theorem 1] . We now consider the polarization process of the channel V as follows: Define a Bernoulli process (B n : n ∈ N) = (B 1 , B 2 , . . . ), where B n ∼ Bernoulli(1/2). In the mapping (12) , suppose that γ ∈ Z × q . Then, for an initial channel V , the polarization process (V n : n ∈ N 0 ) is defined by
Namely, for each n ∈ N 0 , the random variable V n takes channels uniformly from the set {V (i) 2 n | 0 ≤ i < 2 n }, which is generated by (15) . Figure 4 illustrates an average behavior of I α (V n ) for α ∈ [0, 3], which is a graphical representation of Corollary 2. In Fig. 4 , note that I α (W ) is nondecreasing for α ∈ [0, ∞] (cf. [4, part 4 of Lemma 1]). For the process (V n : n ∈ N 0 ), we now present the following theorem.
Theorem 2. Consider the polarization process (V n : n ∈ N) with an initial channel V (q) ( size q is a prime power, then the random variable V n converges almost surely to V ∞ such that
After some algebra, it follows that In addition, it can be seen that the zero-error capacity [20] of the channel V is ln d when ε d = 1, where the consideration is related to the study by Guo et al. [6] . Furthermore, Theorem 2 ensures the proportion of the multilevel polarization of I α (V ∞ ). Roughly speaking, the proportion |{0 ≤ i < 2 n | I α V (i) 2 n ≈ ln d}|/2 n is nearly equal to ε d for d ∈ D q when n is sufficiently large (cf. Fig. 2 ). Finally, we remark that Theorem 1 and Corollaries 1 and 2 can be easily extended to the polar transform with two independent (but not necessarily identical) channels V and V , which is defined in, e.g., [1, Eqs. (9) and (10)].
