Abstract. We continue our study of operator algebras with contractive approximate identities (cais). In earlier papers we have introduced and studied a new notion of positivity in operator algebras, with an eye to extending certain C * -algebraic results and theories to more general algebras. In the first part of this paper we do a more systematic development of this positivity and its associated ordering, proving many foundational facts. In much of this it is not necessary that the algebra have an approximate identity. In the second part we study interesting examples of operator algebras with cais, which in particular answer questions raised in previous papers in this series. Indeed the present work solves almost all of the open questions raised in these papers. Many of our results apply immediately to function algebras, but we will not take the time to point these out, although most of these applications seem new.
Introduction
An operator algebra is a closed subalgebra of B(H), for a Hilbert space H. We are mostly interested in operator algebras with contractive approximate identities (cai's). We also call these approximately unital operator algebras.
In earlier papers [13, 14, 28] we introduced and studied a new notion of positivity in operator algebras, with an eye to extending certain C * -algebraic results and theories to more general algebras. We are also simultaneously developing such extensions (see also e.g. [7, 10, 11] ). With the same goal in mind, in the first part (Sections 2-6) of the present paper, we undertake a systematic study of foundational aspects of this positivity, and of the associated ordering. In particular, a central role is played by the set F A = {a ∈ A : 1 − a ≤ 1} (here 1 is the identity of the unitization if A is nonunital), and the cones c A = R + F A , and r A = c A = {a ∈ A : a + a * ≥ 0}.
Elements of these sets, and their roots, play the role in many situations of positive elements in a C * -algebra. In Section 2 we study general properties of these cones and the related real state space. Section 3 is a collection of results on positivity, some of which are used elsewhere in this paper, and some in forthcoming work. In Section 4 we study 'strictly positive' elements, a topic that is quite important for C * -algebras. In Section 5 we solve a problem from [13] concerning when a right ideal xA is already closed, and use this to characterize algebraically finitely generated r-ideals in operator algebras. Section 6 presents versions of our previous Urysohn lemma for operator algebras (see e.g. [13, 11] ), but now insisting that Date: May 11, 2014 . The first author was supported by a grant from the NSF. The second author is grateful for support from UK research council grant EP/K019546/1. the 'interpolating element' is 'positive' in our new sense, and is as close as one would wish to being positive in the usual sense. This solves the problems raised at the end of [11] . See [16] for a recent paper containing a kind of 'Urysohn lemma with positivity' for function algebras. Indeed many results in Sections 2-6 apply immediately to function algebras (uniform algebras), that is to uniformly closed subalgebras of C(K), since these are special cases of operator algebras. We will not take the time to point these out, although some of these applications are new.
In Section 7, we construct an interesting new approximately unital operator algebra, and use it to solve questions arising in our earlier work, and which we now describe some background for. We recall that a semisimple Banach algebra A is a modular annihilator algebra iff no element of A has a nonzero limit point in its spectrum [26, Theorem 8.6.4] ). If A is also commutative then this is equivalent to the Gelfand spectrum of A being discrete [22, p. 400] . We write M a,b : A → A : x → axb, where a, b ∈ A. Recall that a Banach algebra is compact if the map M a,a is compact for all a ∈ A. We say that A is weakly compact if M a,a is weakly compact for all a ∈ A. If A is approximately unital and commutative then A is weakly compact iff A is an ideal in its bidual A * * . (We use the same symbol * for the Banach dual and for the involution or adjoint operator, the reader will have to determine which is meant from the context.) In the noncommutative case A is weakly compact iff A is a hereditary subalgebra (or HSA, defined below) in its bidual. It is known [26] that every compact semisimple Banach algebra is a modular annihilator algebra (and conversely every semisimple 'annihilator algebra', or more generally any Banach algebra with dense socle, is compact). Thus it is of interest to know if there are any connections for operator algebras between being a semisimple modular annihilator algebra, and being weakly compact. See the discussion after Proposition 5.6 in [12] , where some specific questions along these lines are raised. We solve these here; indeed we have solved almost all open questions posed in our previous papers [13, 14, 12] . In particular we know that 1) a semisimple approximately unital operator algebra which is a modular annihilator algebra need not be weakly compact, 2) an approximately unital commutative weakly compact semisimple operator algebra A need not have countable or scattered spectrum (in fact the spectrum of some of its elements can have nonempty interior), and 3) a radical operator algebra can have a semisimple bidual. We present the first and second of these examples here.
We now turn to notation and some background facts mostly needed for Sections 2-6. In this paper H will always be a Hilbert space, usually the Hilbert space on which our operator algebra is acting, or is completely isometrically represented. We recall that by a theorem due to Ralf Meyer, every operator algebra A has a unitization A 1 which is unique up to completely isometric homomorphism (see [9, Section 2.1]). Below 1 always refers to the identity of A 1 if A has no identity. We write oa(x) for the operator algebra generated by x in A, the smallest closed subalgebra containing x. A state of an approximately unital operator algebra A is a functional with ϕ = lim t ϕ(e t ) = 1 for some (or any) cai (e t ) for A. These extend to states of A 1 . See [9, Section 2.1] for details. With this in mind, we define a state on any nonunital operator algebra A to be a norm 1 functional that extends to a state on A 1 . We write S(A) for the collection of such states; this is the state space of A. These extend further by the Hahn-Banach theorem to a state on any C * -algebra generated by A 1 , and therefore restrict to a positive functional on any C * -algebra B generated by A. The latter restriction is actually a state, since it has norm 1 (even on A). Conversely, every state on B extends to a state on B 1 , and this restricts to a state on A 1 . From these considerations it is easy to see that states on an operator algebra A may equivalently be defined to be norm 1 functionals that extend to a state on any C * -algebra B generated by A. For us a projection is always an orthogonal projection, and an idempotent merely satisfies x 2 = x. If X, Y are sets, then XY denotes the closure of the span of products of the form xy for x ∈ X, y ∈ Y . We write X + for the positive operators (in the usual sense) that happen to belong to X. We write M n (X) for the space of n × n matrices over X, and of course M n = M n (C). The second dual A * * is also an operator algebra with its (unique) Arens product, this is also the product inherited from the von Neumann algebra B * * if A is a subalgebra of a C * -algebra B. Note that A has a cai iff A * * has an identity 1 A * * of norm 1, and then A 1 is sometimes identified with A + C 1 A * * . In this case the multiplier algebra M (A) is identified with the idealizer of A in A * * (that is, the set of elements α ∈ A * * such that αA ⊂ A and Aα ⊂ A). It can also be viewed as the idealizer of A in B(H), if the above representation on H is nondegenerate.
For an operator algebra, not necessarily approximately unital, we recall that
Here 1 is the identity of the unitization A 1 if A is nonunital. As we said, A 1 is uniquely defined, and can be viewed as A + C I H if A is completely isometrically represented as a subalgebra of B(H). Hence so is A 1 + (A 1 ) * uniquely defined, by e.g. 1.3.7 in [9] . We define A + A * to be the obvious subspace of
* . This is well defined independently of the particular Hilbert space H on which A is represented, as shown at the start of Section 3 in [14] . Thus a statement such as a+b * ≥ 0 makes sense whenever a, b ∈ A, and is independent of the particular H on which A is represented. Hence the set r A = {a ∈ A : a+a * ≥ 0} is independent of the particular representation too. Elements in r A , that is elements in A with Re(x) ≥ 0 will sometimes be called accretive.
We recall that an r-ideal is a right ideal with a left cai, and an ℓ-ideal is a left ideal with a right cai. We say that an operator algebra D with cai, which is a subalgebra of another operator algebra A, is a HSA (hereditary subalgebra) in A, if DAD ⊂ D. See [8] for the basic theory of HSA's. HSA's in A are in an order preserving, bijective correspondence with the r-ideals in A, and with the ℓ-ideals in A. Because of this symmetry we will usually restrict our results to the r-ideal case; the ℓ-ideal case will be analogous. There is also a bijective correspondence with the open projections p ∈ A * * , by which we mean that there is a net x t ∈ A with x t = px t → p weak*, or equivalently with x t = px t p → p weak* (see [8, Theorem 2.4] ). These are also the open projections p in the sense of Akemann [1] in B * * , where B is a C * -algebra containing A, such that p ∈ A ⊥⊥ . If A is approximately unital then the complement p ⊥ = 1 A * * − p of an open projection for A is called a closed projection for A. A closed projection q for which there exists an a ∈ Ball(A) with aq = qa = q is called compact. This is equivalent to A being a closed projection with respect to A 1 , if A is approximately unital. See [11, 14] for the theory of compact projections in operator algebras. If x ∈ r A then it is shown in [14, Section 3] that the operator algebra oa(x) generated by x in A has a cai, which can be taken to be a normalization of (x 1 n ), and the weak* limit of (x 1 n ) is the support projection s(x) for x. This is an open projection. We recall that if x ∈ 1 2 F A then the peak projection associated with x is u(x) = lim n x n (weak* limit). We have u(
2 F A (see [11, Corollary 3.3] ). Compact projections in approximately unital algebras are precisely the infima (or decreasing weak* limits) of collections of such peak projections [11] . Note that x ∈ c A = R + F A iff there is a positive constant C with x * x ≤ C(x + x * ). In this paper we will sometimes use the word 'cigar' for the wedge-shaped region consisting of numbers re iθ with argument θ such that |θ| < ρ (for some fixed small ρ > 0), which are also inside the circle |z − 1 2 | ≤ 1 2 . If ρ is small enough so that |Im(z)| < ǫ/2 for all z in this region, then we will call this a 'horizontal cigar of height < ǫ centered on the line segment [0, 1] in the x-axis'.
By numerical range, we will mean the one defined by states, while the literature we quote usually uses the one defined by vector states on B(H). However since the former range is the closure of the latter, as is well known, this will cause no difficulties. For any operator T ∈ B(H) whose numerical range does not include strictly negative numbers, and for any α ∈ [0, 1], there is a well-defined 'principal' root T α , which obeys the usual law
g. [24, 20] ). If the numerical range is contained in a sector S ψ = {re iθ : 0 ≤ r, and − ψ ≤ θ ≤ ψ} where 0 ≤ ψ < π, then things are better still. For fixed α ∈ (0, 1] there is a constant K > 0 with T α − S α ≤ K T − S α for operators S, T with numerical range in S ψ (see [24, 20] ). Our operators T will in fact be accretive (that is, ψ ≤ π 2 ), and then these powers obey the usual laws such as
and any β > 0, and (
for any α ∈ (0, 1). Indeed if n ∈ N then T 1 n is the unique nth root of T with numerical range in S π
2n
. See e.g. [31, Chapter IV, Section 5] and [18] for all of these facts. Some of the following facts are no doubt also in the literature, since we do not know of a reference we sketch short proofs. Lemma 1.1. For an accretive operator T ∈ B(H) we have:
(1) (cT ) α = c α T α for positive scalars c, and
, the operator algebra generated by T , if α > 0.
Proof.
(1) This is obvious if α = 1 n for n ∈ N by the uniqueness of nth roots discussed above. In general it can be proved e.g. by a change of variable in the Balakrishnan representation for powers (see e.g. [18] ).
(2) By a triangle inequality argument, and the inequality for T α − S α above, we may assume that T ∈ c B(H) . By (1) we may assume that T ∈
Via the relation T α T β = T α+β above, we may assume that β ∈ (0, 1]. Fix such β. By complex numbers one can show that |f (z)| ≤ g(|α − β|) on the unit disk, for a function g with lim t→0 + g(t) = 0. By von Neumann's inequality, used as in [14, Proposition 2.3], we have m ∈ oa(T ). The general case for α > 0 then follows by the continuity in (2).
In particular, r A is closed under taking roots for any operator algebra A.
Positivity in operator algebras
In earlier papers [13, 14, 28] we introduced and studied a new notion of positivity in operator algebras. In this section and the next several sections, we study foundational aspects of this positivity, and of the associated ordering, which we call the r-ordering.
Let A be an operator algebra, not necessarily approximately unital for the present. Note that r A = {a ∈ A : a + a * ≥ 0} is a closed cone in A, hence is Archimedean, but it is not proper (hence is what is sometimes called a wedge). On the other hand c A = R + F A is not closed in general, but it is a a proper cone (that is, c A ∩ (−c A ) = (0)). Indeed suppose a ∈ c A ∩ (−c A ). Then 1 − ta ≤ 1 and 1 + sa ≤ 1 for some s, t > 0. By convexity we may assume s = t (by replacing them by min{s, t}). It is well known that in any Banach algebra with an identity of norm 1, the identity is an extreme point of the ball. Applying this in A 1 we deduce that a = 0 as desired.
The r-ordering is simply the order induced by the above closed cone; that is b is 'dominated' by a iff a − b ∈ r A . If A is a subalgebra of an operator algebra B, it is clear from a fact mentioned in the introduction (or at the start of [14, Section 3] ) that the positivity of a + a * may be computed with reference to any containing 
In [14] it is shown that c A = r A .
Lemma 2.1. For any operator algebra A, x ∈ r A iff Re(ϕ(x)) ≥ 0 for all states ϕ of A 1 .
Proof. Such ϕ extend to states on C * (A 1 ). So we may assume that A is a unital C * -algebra, in which case the result is well known (x + x * ≥ 0 iff 2Re(ϕ(x)) = ϕ(x + x * ) ≥ 0 for all states ϕ).
Remark. For an operator algebra which is not approximately unital, it is not true that x ∈ r A iff Re(ϕ(x)) ≥ 0 for all states ϕ of A, with states defined as in the introduction. An example would be C ⊕ C, with the second summand given the zero multiplication. If A is unital, then A = r A − r A ; indeed any a ∈ Ball(A) may be written as
Since the weak* closure of r A is r A * * (see [14, Corollary 3.6] ), it follows by some variant of the Hahn-Banach theorem that the norm closure of r A − r A is A. We shall see next that the norm closure is unnecessary. Theorem 2.2. Let A be an approximately unital operator algebra. Any x ∈ A with x < 1 may be written as x = a − b with a, b ∈ r A and a < 1 and b < 1. In fact one may choose such a, b to also be in 
and similarly x b ∈ 1 2 F A . In the language of ordered Banach spaces, the above shows that r A and c A are generating cones (this is sometimes called positively generating or directed or conormal).
Remarks. 1) Can every x ∈ Ball(A) be written as x = a − b with a, b ∈ r A ∩ Ball(A)? As we said above, this is true if A is unital. We can show that in general x ∈ Ball(A) cannot be written as x = a − b with a, b ∈ 2) Applying Theorem 2.2 to ix for x ∈ A, one gets a similar decomposition x = a − b with the 'imaginary parts' of a and b positive. One might ask if, as is suggested by the C * -algebra case, one may write for each ǫ, any x ∈ A with x < 1 as a 1 − a 2 + i(a 3 − a 4 ) for a k with numerical range in a thin horizontal cigar of height < ǫ centered on the line segment [0, 1] in the x-axis. In fact this is false, as one can see in the case that A is the set of upper triangular 2 × 2 matrices with constant diagonal entries. Most of the results in this section apply to approximately unital operator algebras. We offer a couple of results that are useful in applying the approximately unital case to algebras with no approximate identity. We will use the space A H studied in [14, Section 4] , this is the largest approximately unital subalgebra of A; it is actually a HSA in A (and will be an ideal if A is commutative).
Corollary 2.4. For any operator algebra A,
In particular these spaces are closed, and form a HSA of A. Lemma 2.5. Let A be any operator algebra. Then for every n ∈ N,
(these are the matrix spaces).
Fix an i, j, which we will assume to be 1, 2 for simplicity. Set all z k = 0 if k / ∈ {i, j} = {1, 2}, to deducē
The last result is used in [6] . We write c R A * for the real dual cone of r A , the set of continuous R-linear ϕ : A → R such that ϕ(r A ) ⊂ [0, ∞). Since c A = r A this is also the real dual cone of c A .
We collect some facts about real states. Much of this parallels the development of ordinary states, but we include a brief sketch of the details to save others having to check these each time they are needed in the future. In the rest of this section A is an approximately unital operator algebra. A real state on A will be a contractive R-linear R-valued functional on A such that ϕ(e t ) → 1 for some cai (e t ) of A. This is equivalent to ϕ * * (1) = 1, where ϕ * * is the canonical R-linear extension to A * * , and 1 is the identity of A * * (here we are using the canonical identification between real second duals and complex second duals of a complex Banach space [23] ). Hence ϕ(e t ) → 1 for every cai (e t ) of A.
Since we can identify A 1 with A + C 1 A * * if we like, by the last paragraph it follows that real states of A extend to real states of A 1 , hence by the Hahn-Banach theorem they extend to real states of C * (A 1 ). We claim that a real state ψ on a C * -algebra B is positive on B + , and is zero on iB + . To see this, we may assume that B is a von Neumann algebra (by extending the state to its second dual similarly to as in the last paragraph). For any projection p ∈ B, C * (1, p) ∼ = ℓ ∞ 2 , and it is an easy exercise to see that real states on ℓ The restriction to A of the real part of any positive functional on a C * -algebra containing A, is easily seen to be in c
As is checked in a basic functional analysis course, ϕ ∈ A * (the complex dual space), and note thatφ(r A ) ⊂ r C . This is also true at the matrix level, since in the notation of the proof of Lemma 2.5,
That is, ϕ is real completely positive in the sense of [6, Section 2], and so by that paperφ extends to a positive functional ψ on C * (A), and ϕ = Re(ψ). The remaining statements follow from the well known facts that, first, states of an approximately unital operator algebra A extend to states of any C * -algebra generated by A, as we said in the introduction, and second, positive functionals on any C * -algebra B are just the nonnegative multiples of states on B.
Below we will use silently a couple of times the obvious fact that if ϕ, ψ are two complex valued functionals on A with Re(ϕ(a)) = Re(ψ(a)) for all a ∈ A, then ϕ = ψ on A.
Lemma 2.8. Suppose that A is an approximately unital operator algebra.
(
is an increasing net in c R A * which is bounded in norm, then the net converges in norm, and its limit is the least upper bound of the net. (2) If ψ is a positive map on C * (A) and (e t ) is a cai for A then then
Hence ϕ = 1, ϕ for all ϕ ∈ c R A * , and it follows that the norm on B(A, R) is additive on c Remarks. 1) In the language of ordered Banach spaces, the norm estimate in Lemma 2.8 (1) is saying that c A * is a (2-)normal cone. The best constant here is 2; it is not hard to show there exist approximately unital algebras A with c R A * not C-normal for any C < 2. Indeed if it was, then r A would be C ′ -directed for some C ′ < 2 by [4, Theorem 1.5]. However if A = A(D), the disk algebra, it is easy to see
2) It is probably never true for an approximately unital operator algebra A that B(A, R) = c R A * − c R A * . Indeed, in the case A = C the latter space has real dimension 1. However the complex span of the (usual) states of an approximately unital operator algebra A is A * (the complex dual space). Indeed by a result of Moore [25, 3] , the complex span of the states of any unital Banach algebra A is A * . In the approximately unital operator algebra case one can prove this same fact by a reduction to the unital case by noting that by the argument in the second last paragraph of [14, Section 4] , the span of the states on A is the span of the restrictions to A of the states on A 1 .
3) Every element x ∈ 1 2 F A need not achieve its norm at a state, even in M 2 (consider x = (I + E 12 )/2 for example).
Corollary 2.9. The real states on an approximately unital operator algebra A are just the real parts of ordinary states on A.
Proof. Certainly the real part of an ordinary state is a real state. If ϕ is a real state on A, then by Lemma 2.6 and Lemma 2.7 we have ϕ = tRe ψ for a state ψ on A which is the restriction of a state on C * (A). In the proof of Lemma 2.8 we saw that Re ψ = 1, so that t = 1. Corollary 2.11. Let A be an approximately unital operator algebra. The second dual cone of r A (that is, the (real) dual cone of c R A * ) is r A * * . The (real) predual cone of the dual cone c R A * is r A . Proof. We use Lemma 2.7. Suppose that a ∈ A with Re ϕ(a) ≥ 0 for all states ϕ on C * (A). Then ϕ(a + a * ) ≥ 0 for all states ϕ, so that a + a * ≥ 0. A similar proof works if a ∈ A * * to yield the first assertion. Indeed if Re a(ϕ) ≥ 0 for all states ϕ on A, or equivalently if (a + a
It follows immediately from Theorem 2.2 that any approximately unital operator algebra A is a directed set. That is, if x, y ∈ A then there exists z ∈ A with z − x, z − y ∈ r A . In fact more is true. We recall that the positive part of the open unit ball of a C * -algebra is a directed set. The following generalizes this to operator algebras: Corollary 2.12. If A is an approximately unital operator algebra then the open unit ball of A is a directed set with respect to the r-ordering. That is, if x, y ∈ A with x , y < 1, then there exists z ∈ A with z < 1 and z − x, z − y ∈ r A .
For a C * -algebra B, a natural ordering on the open unit ball of B turns the latter into a net which is a positive cai for B (see e.g. [27] ). We do not know if something similar is true for general operator algebras via Corollary 2.12.
Some results on positivity in operator algebras
In this section we collect several useful facts concerning our positivity, some of which are used in this paper, and some in forthcoming work.
3.1. The F-transform. In [14] the sets 1 2 F A and r A were related by a certain transform. We now establish a few more basic properties of this transform. The Cayley transform κ(x) = (x − I)(x + I) −1 of an accretive x ∈ A exists since −1 / ∈ Sp(x), and is well known to be a contraction. Indeed it is well known (see e.g. [31] ) that if A is unital then the Cayley transform maps r A bijectively onto the set of contractions in A whose spectrum does not contain 1, and the inverse transform is T → (I + T )(I − T ) −1 . The Cayley transform maps the accretive elements x with Re(x) ≥ ǫ1 for some ǫ > 0, onto the set of elements T ∈ A with T < 1 (see e.g. 2.1.14 in [9] ). The F-transform F(x) = 1 − (x + 1)
Lemma 3.1. For any operator algebra A, the F-transform maps r A bijectively onto the set of elements of 
which is positive since T * T is dominated by Re(T ) if T ∈ 1 2 F A . Hence for any (possibly nonunital) operator algebra A the F-transform maps r A 1 bijectively onto the set of elements of (1 + κ(x)) = 1, and so 1 − κ(x) is not invertible by [5, Proposition 3.7] . Hence 1 ∈ Sp A 1 (κ(x)) and 1 ∈ Sp A (F(x)). Since F(x) ∈ A iff x ∈ A, we are done.
Thus in some sense we can identify r A with the strict contractions in (1) If the numerical range of x is contained in a sector S ρ for ρ < π 2 (see notation above Lemma
Proof. , and
So we can take C = a sec 2 ρ. Saying that x * x ≤ CRe(x) is the same as saying that x ∈ Proof. This follows from the well known A.V. Balakrishnan representation of powers
g. [18] ). If we use the simple fact that (t + x) −1 ≤ 1 t for accretive operators x, and (t + x)
then the norm of x α is dominated by
The rest is clear from this.
Lemma 3.4. If α ∈ (0, 1) then there exists a constant K such that if a, b ∈ r B(H) for a Hilbert space H, and ab = ba, then (a
Proof. By the Balakrishnan representation in the last proof, if ζ ∈ Ball(H) we have
By the inequality (t + x) −1 ≤ 1 t for accretive operators x, we have
and so as in the proof of Lemma 3.3,
for any δ > 0. We may now set δ = (a − b)ζ to obtain our inequality.
Remark. The proof above uses a trick from [24, Theorem 1] , and perhaps can be extended to the class of operators considered there. Lemma 3.5. If a ∈ r A for an operator algebra A, and v is a partial isometry in any containing C * -algebra B with v * v = s(a), then vav * ∈ r B and (vav
Proof. This is clear if r = k ∈ N. It is also clear that vav * ∈ r B . We will use the Balakrishnan representation above to check that (vav * ) r = va r v * if r ∈ (0, 1) (it can also be deduced from the F A case in [11] ). Claim: (t+vav
proving the Claim. Hence for any ζ, η ∈ H we have
Hence by the Balakrishnan representation (vav * ) r ζ, η equals
which equals va r v * ζ, η , as desired.
The last result generalizes [10, Lemma 1.4] . With the last few results in hand, particularly Lemma 3.3 and Lemma 3.5, it appears that all of the results in [10] stated in terms of F A (or 1 2 F A or c A ), should generalize without problem to the r A case. We admit that we have not yet carefully checked every part of every result in [10] for this though, but hope to in forthcoming work.
3.3.
Commuting operators in r A . If S ⊂ r A , for an operator algebra A, and if xy = yx for all x, y ∈ S, write oa(S) for the smallest closed subalgebra of A containing S. Lemma 3.6. If S is a commuting subset of r A then oa(S) has a cai.
Proof. Let C = oa(S). Then C contains oa(x) for each x ∈ S, and hence C ⊥⊥ contains s(x). Thus C ⊥⊥ contains p = ∨ x∈S s(x)) (by the comments on 'meets' and 'joins' on p. 190 of [13] ). Now it is easy to see that p is an identity for C ⊥⊥ , so that C has a cai (by e.g. [9, Proposition 2.5.8]). If x, y are commuting elements of 1 2 F A or r A , for an operator algebra A, then it is not necessarily true that xy has numerical range excluding the negative real axis. (Indeed this can be false even in M 2 , and even if the 'imaginary parts' of x and y have tiny norms compared to their 'real parts', so that their numerical range consists of numbers in the unit disk with argument very close to zero. Here x and y are very close to being positive). Thus one cannot define (xy) 1 2 as in e.g. [20] ; rather in such cases one should define (xy) For the r-ordering, a way one can often prove operator inequalities, or that something is increasing, is as follows. Suppose for example that f, g are functions in the disk algebra, with Re(f (z)
As an illustration of this principle, it follows easily by this idea that for any x ∈ 1 2 F A , the sequence (Re(x 1 n )) is increasing (see [6] We do not know if this is true in the nonseparable case. See also the remarks after Corollary 2.12.
Finally, we clarify a few imprecisions in a couple of the positivity results in [13, 14] . At the end of Section 4 of [14] , states on a nonunital algebra should probably also be assumed to have norm 1 (although the arguments there do not need this). In [13, Proposition 4.3] we should have explicitly stated the hypothesis that A is approximately unital. There are some small typo's in the proof of [13, Theorem 2.12] but the reader should have no problem correcting these.
Strictly real positive elements
An element in A with Re(ϕ(x)) > 0 for all states on A 1 whose restriction to A is nonzero, will be called strictly real positive. Such x are in r A . This includes the x ∈ A with Re(x) strictly positive in some C * -algebra generated by A. If A is approximately unital, then these conditions are in fact equivalent, as the next result shows. Thus the definition of strictly real positive here generalizes the definition given in [13] for approximately unital operator algebras.
Lemma 4.1. Let A be an approximately unital operator algebra, which generates a C * -algebra C * (A). An element x ∈ A is strictly real positive in the sense above iff Re(x) is strictly positive in C * (A).
Proof. The one direction follows because any state on A 1 whose restriction to A is nonzero, extends to a state on C * (A) 1 which is nonzero on C * (A). The restriction to C * (A) of the latter state is a positive multiple of a state.
For the other direction recall that we showed in the introduction that any state on C * (A) gives rise to a state on A 1 . Since any cai of A is a cai of C * (A), the latter state cannot vanish on A.
Remark. Note that if Re(x) ≥ ǫ1 in C * (A) 1 , then there exists a constant C > 0 with Re(x) ≥ ǫ1 ≥ Cx * x, and it follows that x ∈ R + F A . Thus if A is unital then every strictly real positive in A is in R + F A . However this is false if A is approximately unital (it is even easily seen to be false in the C * -algebra A = c 0 ). Conversely, note that if A is an approximately unital operator algebra with no rideals and no identity, then every nonzero element of R + F A is strictly real positive by [13] Theorem 4.1.
We also remark that it is tempting to define an element x ∈ A to be strictly real positive if Re(x) strictly positive in some C * -algebra generated by A. However this definition can depend on the particular generated C * -algebra, unless one only uses states on the latter that are not allowed to vanish on A (in which case it is equivalent to other definition). As an example of this, consider the algebra of 2 × 2 matrices supported on the first row, and the various C * -algebras it can generate.
We next discuss how results in [13] generalize, particularly those related to strict real positivity if we use the definition at the start of the present section. We will need some of this in Section 5 below. We recall that in [13] , many 'positivity' results were established for elements in F A or 1 2 F A , and by extension for the proper cone c A = R + F A . In [14, Section 3] we pointed out several of these facts that generalized to the larger cone r A , and indicated that some of this would be discussed in more detail in [6] . In [14, Section 4] we pointed out that the hypothesis in many of these results that A be approximately unital could be simultaneously relaxed. In the next few paragraphs we give a few more details, that indicate the similarities and differences between these cones, particularly focusing on the results involving strictly real positive elements. The following list should be added to the list in [14, Section 3] , and some complementary details are discussed in [6] .
In [13, Lemma 2.9] the (⇐) direction is correct for x ∈ r A with the same proof. Also one need not assume there that A is approximately unital, as we said towards the end of Section 4 in [14] . The other direction is not true in general (not even in A = ℓ ∞ 2 , see example in [6] ), but there is a partial result, Lemma 4.2 below. In [13, Lemma 2.10], (v) implies (iv) implies (iii) (or equivalently (i) or (ii)), with r A in place of F A , using the r A version above of the (⇐) direction of [13, Lemma 2.9], and [14, Theorem 3.2] (which gives s(x) = s(F(x))). However none of the other implications in that lemma are correct, even in ℓ ∞ 2 . Proposition 2.11 and Theorem 2.19 of [13] are correct in their r A variant, which should be phrased in terms of strictly real positive elements in r A as defined above at the start of the present section. Indeed this variant of Proposition 2.11 is true even for nonunital algebras if in the proof we replace C * (A) by A 1 . Theorem 2.19 of [13] may be seen using the parts of [13, Lemma 2.10] which are true for r A in place of F A , and [14, Theorem 3.2] (which gives s(x) = s(F(x))). Lemma 2.14 of [13] is clearly false even in C, however it is true with essentially the same proof if the elements x k there are strictly real positive elements, or more generally if they are in r A and their numerical ranges in A 1 intersects the imaginary axis only possibly at 0. Also, this does not effect the correctness of the important results that follow it in [13, Section 2] . Indeed as stated in [14] , all descriptions of r-ideals and ℓ-ideals and HSA's from [13] are valid with r A in place of F A , sometimes by using [14, Corollaries 3.4 and 3.5]). We remark that Proposition 2.22 of [13] is clearly false with F A replaced by r A , even in C.
Similarly, in [13] Theorem 4.1, (c) implies (a) and (b) there with r A in place of F A . However the Volterra algebra [13, Example 4.3] is an example where (a) in [13] Theorem 4.1 holds but not (c) (note that the Volterra operator V ∈ r A , but V is not strictly real positive in A). The results in Section 3 of [13] will be discussed later in Section 5.
Lemma 4.2.
In an operator algebra A, suppose that x ∈ r A and either x is strictly real positive, or the numerical range w(x) of x in A 1 is contained in a sector S ψ of angle ψ < π/2 (see notation above Lemma 1.1). If ϕ is a state on A or more generally on A 1 , then ϕ(s(x)) = 0 iff ϕ(x) = 0.
Proof. The one direction is as in [13, Lemma 2.9] as mentioned above. The strictly real positive case of the other direction is obvious (but non-vacuous in the A 1 case). In the remaining case, write ϕ = π(·)ξ, ξ for a unital * -representation π of C * (A 1 ) on a Hilbert space H, and a unit vector ξ ∈ H. Then w(π(x)) is contained in a sector of the same angle. By Lemma 5.3 in Chapter IV of [31] we have π(x)ξ 2 = ϕ(x * x) = 0. As e.g. in the proof of [13, Lemma 2.9] this gives ϕ(s(x)) = 0. Remark. Examining the proofs of the last three results show that they are valid if states on A are replaced by nonzero functionals that extend to states on A 1 , or equivalently extend to a C * -algebra generated by A 1 .
Corollary 4.4.
In an operator algebra A, if x ∈ r A and x is strictly real positive, then x 1 n is strictly real positive for all n ∈ N.
Proof. If x 1 n is not strictly real positive for some n ≥ 2, then ϕ(x 1 n ) = 0 for some state ϕ of A 1 which is nonzero on A. Such a state extends to a state on C * (A 1 ). By the last Remark, ϕ(x) = 0 by Corollary 4.3, a contradiction.
Principal r-ideals
Section 3 in our earlier paper [13] was entitled "When xA and Ax are closed". We showed there that if x ∈ F A then both xA and Ax are closed iff x is pseudoinvertible (that is, there exists y ∈ A with xyx = x). We can improve this result as follows: Theorem 5.1. For an operator algebra A, if x ∈ r A , then the following are equivalent:
Proof. We recall that (x 1 m ) m∈N is a bai for oa(x), by [14, Theorem 3.1] , and it has weak* limit s(x) ∈ oa(x)
2 xy = xz, and so a = az for every a ∈ oa(x). Now s(x)z = z since x 1 2 ∈ oa(x) for example. On the other hand s(x)z = s(x) since s(x) is a weak* limit of the bai in oa(x). Thus s(x) = z ∈ A.
(i) ⇒ (iv) Since s(x) is the identity of oa(x) * * , (i) is equivalent to oa(x) being unital. This implies by the Neumann lemma that x is invertible in oa(x), hence that x is pseudo-invertible in A.
(iv) ⇒ (ii) (iv) implies that xA = xyA is closed since xy is idempotent.
That (iii) is equivalent to the others follows from (ii) and the symmetry in (i) or (iv). That (v) is equivalent to (i) is as in [13, Theorem 3.2].
The rest follows almost identically to [13 Corollary 5.3. Let A be an operator algebra. A closed right ideal J of A is of the form xA for some x ∈ r A iff J = eA for a projection e ∈ A.
Proof. If xA is closed for a nonzero x ∈ r A then by the theorem e = s(x) ∈ A. Hence xA = eA by [14, Corollary 3.5] . The other direction is trivial.
Corollary 5.4. If a nonunital operator algebra A contains a nonzero x ∈ r A with xA closed, then A contains a nontrivial projection. If also A is approximately unital then this implies that A has a nontrivial r-ideal.
Proof. By the above xA = eA for a projection e ∈ A. Now e = 0 since x ∈ xoa(x) ⊂ xA = eA. If eA = A then e is a left identity for A, hence is a two-sided identity if
A is approximately unital (since ee t = e t → e for the cai (e t )). This contradiction shows that eA is a nontrivial r-ideal.
Corollary 5.5. If an operator algebra A has a cai but no identity, then xA = A for all x ∈ r A .
Proof. If xA = A then the last proof shows that A is unital.
It follows from this, as in [13] , that if x is a strictly real positive element (in new our sense above) in a nonunital approximately unital operator algebra A, then xA is not closed.
Corollary 5.6. Let A be an operator algebra. A closed r-ideal J in A is algebraically finitely generated as a right module over A iff J = eA for a projection e ∈ A. This is also equivalent to A being algebraically finitely generated as a right module over A 1 .
Proof. Let J be an r-ideal which is algebraically finitely generated over A by elements x 1 , · · · , x n ∈ A. By [13, Theorem 2.15], J is the closure of ∪ t J t of an increasing net of r-ideals J t = a t A. By [30, Lemma 1], J = ∪ t J t . It follows that for one of these t we have x k ∈ J t for all k = 1, · · · , n, and so J = J t . By [30, Lemma 1] again, J = a t A. By Corollary 5.3, J = eA. If J is algebraically finitely generated over A 1 then by the above J = eA 1 . Clearly e ∈ A, and so J = {x ∈ A : ex = x} = eA.
Remark. One of our few remaining open questions concerning the r-ordering, is if q(r A ) = r A/I , where q is the canonical quotient map from an approximately unital operator algebra A onto its quotient by an approximately unital ideal I. Nor are we sure if the 'strictly real positive' variant of this is true if A is approximately unital but nonunital. It is easy to see that this is all true if the support projection of I is in M (A). We showed in [13, Section 6] that q(F A ) = F A/J . These may be regarded as analogues of the 'lifting of positive or selfadjoint elements in C * -algebras. They may also be regarded as peak interpolation results (see [7] for a brief survey of peak interpolation). For example, that q(F A ) = F A/J is saying in the case of a unital function algebra on a compact set K that given a function f ∈ A with |1 − 2f (x)| ≤ 1 on a p-set E in K, there exists a g ∈ A with |1 − 2g(x)| ≤ 1 on all of K and g = f on E.
Positivity in the Urysohn lemma
In our previous work [8, 13, 11, 14] we had two main settings for noncommutative Urysohn lemmata for a subalgebra A of a C * -algebra B. In both settings we have a compact projection q ∈ A * * , dominated by an open projection u in B * * , and we seek to find a ∈ Ball(A) with aq = qa = q, and both a u ⊥ and u ⊥ a either small or zero. In the first setting u ∈ A * * too, whereas this is not required in the second setting. We now ask if in both settings one may also have a very close to a positive operator (in the usual sense), and a 'positive' in our new sense (involving r A or sets related to F A )? In the first setting, all works perfectly: Theorem 6.1. Let A be an operator algebra (not necessarily approximately unital), and let q ∈ A * * be a compact projection, which is dominated by an open projection u ∈ A * * . Then there exists an a ∈ 
where it is also shown that a
n , since u is the identity multiplier on oa(a) which contains these roots [13, Section 2] . That the numerical range of a 1 n lies in the desired cigar is as in the proof of [13, Theorem 2.4]. The distance ǫ assertion is explained in [13] after the just cited result, indeed the element is within distance ǫ of its real part, which is positive.
We now turn to the second setting (see e.g. [14, Theorem 6.6 (1)]), where the dominating open projection u is not required to be in A ⊥⊥ . Of course if A has no identity or cai then one cannot expect the 'interpolating' element a to be in Theorem 6.2. Let A be an approximately unital subalgebra of a C * -algebra B, and let q ∈ A ⊥⊥ be a compact projection.
(1) If q is dominated by an open projection u ∈ B * * . For any ǫ > 0, there exists an a ∈ 1 2 F A with aq = q, and a(1 − u) < ǫ and (1 − u)a < ǫ. Indeed this can be done with in addition the numerical range (and spectrum) of a within a horizontal cigar centered on the line segment [0, 1] in the x-axis, of height < ǫ. Again, such a is within distance ǫ of a positive operator in A + A * . (2) q is a weak* limit of some net (y t ) ∈ 1 2 F A with y t q = qy t = q. Proof. (2) First assume that q = u(x) for some x ∈ 1 2 F A . We may replace A by the commutative algebra oa(x), and then q is a minimal projection, since q p(x) ∈ C q for any polynomial p. Now q is closed and compact in (A 1 ) * * , so the unital case of (2), which follows from [13, Theorem 2.24] and the closing remarks to [11] , there is a net (z t ) ∈ 1 2 F A 1 with z t q = qz t = q and z t → q weak*. Let y t = z . By the paragraph after Lemma 3.6 (namely by a result from [6] referenced there), we have t q = qy 1 2 t = q. If A is represented nondegenerately on a Hilbert space H, and we identify 1 A 1 with I H , then for any ζ ∈ H we have by Lemma 3.4 that
Thus y t → q strongly and hence weak*.
(1) If A is unital, the first assertion of (1) is [13, Theorem 2.24] . In the approximately unital case, by the ideas in the closing remarks to [11] , the first assertion of (1) should be equivalent to (2) . Indeed, by feeding such a net (y t ) into the proof of [11, Theorem 2.1] one obtains the first assertion of (1).
Next, for an arbitrary compact projection q ∈ A ⊥⊥ , by [11, Theorem 3.4] there exists a net x s ∈ 1 2 F A with u(x s ) ց q. By the last paragraph there exist nets y
Finally, we obtain the 'cigar' assertion. For (y t ) as in our Claim, we feed the net (y Remarks. 1) The recent paper [16] contains a special kind of 'Urysohn lemma with positivity' for function algebras. Some of the conditions of our Urysohn lemma are more general than theirs; also our interpolating elements have range in a cigar in the right half plane, as opposed to their Stolz region which contains 0 as an interior point. Hopefully our results could be helpful in such applications.
2) Part (2) of the theorem easily gives a characterization of compact projections q in approximately unital operator algebras, as weak* limits of nets (y t ) in A, where y t q = q and y t ∈ 1 2 F A , and y t is 'as close to being positive as one likes'. 7. A semisimple operator algebra which is a modular annihilator algebra but is not weakly compact
In [12, p. 76] we asked if every approximately unital semisimple operator algebra which is a modular annihilator algebra, is weakly compact, or is nc-discrete. We recall that A is nc-discrete if all the open projections in A * * are also closed (or equivalently lie in the multiplier algebra M (A)). In this section we will construct an interesting operator algebra A which answers these questions in the negative.
Let (c n ) be an unbounded increasing sequence in (0, ∞). For each n ∈ N let d n be the diagonal matrix in M n with c k n as the kth diagonal entry. If M is the von Neumann algebra ⊕ ∞ n (M n ⊕ M n ), we let N be its weak*-closed unital subalgebra consisting of tuples ((x n , d n x n d −1 n )), for all (x n ) ∈ ⊕ ∞ n M n . We define A 00 to be the finitely supported tuples in N , and A 0 to be the closure of A 00 . That is, A 0 is the intersection of the c 0 -sum C * -algebra ⊕
• n (M n ⊕ M n ) with N . We sometimes simply write (x n ) for the associated tuple in N .
Lemma 7.1. Let A be any closed subalgebra of N containing A 0 . Then A is semisimple.
Proof. For any nonzero x = (x n ) ∈ A, choose m and i with z = x m e i = 0, where (e i ) is the usual basis of C m . Choose y m ∈ M m with y m z = e i , and otherwise set y n = 0. Then y = (y n ) ∈ A 0 , and the copy of e i is in the kernel of I − yx. Hence I − yx is not invertible in A 1 , and so x is not in the Jacobson radical by a well known characterization of that radical. Thus A is semisimple.
Endow M n with a norm p n (x) = max{ x , d n xd
isometrically, and we write p(·) for the norm on the latter space, so p((x n )) = sup n p n (x n ). We sometimes view p as the norm on N via the above identification. Let L n be the left shift on C n , so that in particular L n e 1 = 0. Note that
and so p(u k ) ≤ 1, k ∈ N . The operator algebra we are interested in is
This will turn out to be the largest subalgebra of N having (u k ) as a cai. First, a preliminary estimate:
for a Banach algebra B. Suppose that E 1 is a set of µ 1 integers from [0, n], and E 2 is a set of µ 2 consecutive nonnegative integers.
Proof. If n ≥ µ 2 then
So we may assume that n < µ 2 . Let m 0 = min E 2 . Then
where λ m is 1 µ1 µ2 times the number of pairs in E 1 × E 2 which sum to m. Since
and since the number of such pairs cannot exceed
If m ∈ [m 0 + n, m 0 + µ 2 ) then m − k ∈ E 2 for any integer k in [0, n], and so m − E 1 ⊂ E 2 . We deduce that
Since
m0≤m<m0+µ2 L m we have
No coefficient in the last sum has modulus greater than 1 µ2 , and there are 2n nonzero coefficients, so
as desired.
Then A is a semisimple operator algebra with cai (u k ), and A 0 is an ideal in A.
Proof. We first show u r ∈ A for all r ∈ N. Let k ≥ r. If n ≥ k then E n,k is a subset of [0,
2n k ], and µ n,k is either ⌊ n k ⌋ or ⌊ n k + 1⌋. By Lemma 7.2, we have
So u k u r → u r with k, and so u r ∈ A for all r ∈ N.
It is now obvious that A, being a subalgebra of the operator algebra N , is an operator algebra with cai (u k ). It is elementary that for any matrix x in the copy M ′ n of M n in A 0 we have xu k → x and u k x → x, since for example u k x = x for k > n. Hence A 0 ⊂ A, so that A is semisimple by Lemma 7.1. Since M ′ n is an ideal in N , so is A 0 , giving the last statement.
In the following result, and elsewhere, · denotes the usual norm on M n or on
Lemma 7.4. For each n ∈ N and k ≤ n, we have u n,k ≥ 1− 
Similarly, u 3 n,k is a weighted average of powers (L n ) j with 0 ≤ j ≤ 6n k . We note that the diagonal matrix units e n i,i are projections, and are also minimal idempotents in A (that is, have the property that eAe = C e). Theorem 7.5. A is not weakly compact, and is not separable.
Proof. Note that A is an ℓ ∞ -bimodule via the action
We will use this to embed ℓ ∞ isomorphically in xAx, where x = u r for large enough r. Note that
Choosing r with 1 − for all n ∈ N (recall u n,r = I if n < r). Thus for α = (α n ) ∈ ℓ ∞ we have
and so the map α → α · x 3 is a bicontinuous injection of ℓ ∞ into xAx. Thus A is not weakly compact, nor separable.
Thus the spectral radius r(T n ) → 0 as n → ∞.
Proof. Given ǫ > 0 there exists an m ∈ N such that
cn L n , and for n ≥ m the operator u n,m is an average of powers L j n , so for n ≥ m we have
Consequently, for n ≥ m the quantity
The result is clear from this.
For a matrix B write ∆ U B for the upper triangular projection of B (that is, we change b ij to 0 if i > j). Similarly, write ∆ L B for the strictly lower triangular part of B. In the next results, as usual r s = 0 if 0 ≤ r < s are integers. Lemma 7.7. If 0 = T = (T n ) ∈ A, and ǫ > 0 is given, there exist k, m ∈ N such that for all r ∈ N 0 and n ≥ max{k, m}, we have
Proof. The i-j entry T n,i,j of T n equals T n e j , e i = c
n e j , e i , and so
It follows from this that n−r j=1 T n,j+r,j E j+r,j = max
Given ǫ > 0 choose k with p(u k T − T ) < ǫp(T ), and let n ≥ k. Then
and so
, by the last displayed equation. Also,
r is a sum from s = 0 to r, of r s times terms which are a product of r factors, s of which are S 1 and r − s of which are S 2 . Note that any product of upper triangular n×n matrices that has k or more factors which equal S 1 , is zero. This is because multiplication of an upper triangular matrix U by u n,k (and hence by S 1 ) decreases the number of nonzero 'superdiagonals' of B by a number ≥ n k , so after k such multiplications we are left with the zero matrix. Thus we can assume that s < k above. Using the estimates at the end of the last paragraph, we deduce that
Since c n → ∞ we may choose m such that cn cn−1 < 2 and ǫ + 2 cn−1 < 2ǫ for all n ≥ m. Thus for n ≥ max{k, m}, we have
For k ∈ N and positive numbers b, ǫ, define a quantity
Lemma 7.8. If 0 = T = (T n ) ∈ A, and ǫ > 0 is given, there exist k, m ∈ N such that for all λ ∈ C with |λ| > 4p(T )ǫ, and n ≥ max{k, m}, we have λI − ∆ U T n and λI − T n invertible in M n , and both
by Lemma 7.7, for n ≥ max{k, m}, where k, m are as in that lemma. However the latter quantity equals
using the binomial formula. This is finite, so
r converges, and this is clearly an inverse for λI − ∆ U T n . If |λ| > 4p(T )ǫ, then the sum in the last displayed equation is dominated by
We also obtain
By increasing m if necessary, we can assume that c n − 1 > 2 p(T ) K(k, p(T ), ǫ). Then by (7.1) we have
.
A simple consequence of the Neumann lemma is that if R is invertible and H < 1 2 R −1 , then R + H is invertible and (R + H)
by (7.2). Hence R + H = λI − T n is invertible, and by (7.2) again the norm of its inverse is dominated by 2
The quantity K(k, p(T ), ǫ) above is independent of n, which gives:
Corollary 7.9. The spectrum of every element of A is finite or a null sequence and zero. Hence A is a modular annihilator algebra.
Proof. Let 0 = T = (T n ) ∈ A. We will show that the spectrum of T is finite or a null sequence and zero. It is sufficient to show that if ǫ > 0 is given, there exists m 0 ∈ N such that if |λ| > 4p(T )ǫ, and if λ is not in the spectrum of T 1 , · · · , T m0 , then λ / ∈ Sp A (T ). So assume these conditions, and let m 0 = max{k, m} as in Lemma 7.8. For n ≥ m 0 we have by Lemma 7.8 that λI − T n is invertible, and the usual matrix norm of its inverse is bounded independently of n. By assumption this is also true for n < m 0 . By Lemma 7.6 there is a q such that
) is bounded independently of n. Hence ((λI − T n ) −1 ) ∈ N , and this is an inverse in N for λI − T . Thus the spectrum of T in N is finite or a null sequence and zero. The spectrum in A might be bigger, but since the boundary of its spectrum cannot increase, Sp A (T ) is also finite or a null sequence and zero.
The last statements follow from [26, Chapter 8] .
We point out some more features of our example A, in hope that these may further its future use as a counterexample in the subject: Proposition 7.10. The multiplier algebra of A may be taken to be {x ∈ N : xA + Ax ⊂ A}. This is also valid with N replaced by M .
, it is clear that D 0 , and hence also A, acts nondegenerately on H. So the multiplier algebra M (A) may be viewed as a subalgebra of B(H). We also see that the weak* continuous extensionπ : A * * → N of the 'identity map' on A, is a completely isometric homomorphism from the copy of M (A) in A * * onto the copy of M (A) in B(H), and in particular, the latter is contained in N . So the latter is M (A) = {x ∈ N : xA + Ax ⊂ A}. A similar argument works with M replaced by N .
We note that if D n is the commutative diagonal C * -algebra in M n , then there is a natural isometric copy D of ⊕ ∞ n D n inside N , namely the tuples ((x n , x n )) for a bounded sequence x n ∈ D n .
We assume henceforth that c n > 1 for all n. n is selfadjoint, which forces d 2 n to commute with x n . However this implies that x n is diagonal. Since ∆(N ) = N ∩ N * is spanned by its selfadjoint elements it follows that ∆(N ) = D. Therefore ∆(A) = D ∩A, and this contains D 0 since D 0 ⊂ A 0 ⊂ A by Corollary 7.3. The reverse containment follows easily from Lemma 7.6, but we give a shorter proof. Let (a n ) ∈ D ∩ A, with a n ∈ D n for each n. If ǫ > 0 is given, choose k such that p(u k (a n ) − (a n )) < ǫ. Choose m with u n,k strictly upper triangular for all n ≥ m. Then for n ≥ m we have |a n (i)|, which is the modulus of the i-i entry of (u k (a n ) − (a n )), is dominated by u n,k a n − a n ≤ p(u k (a n ) − (a n )) < ǫ. Thus a n < ǫ for n ≥ m, so that (a n ) ∈ D 0 . Corollary 7.12. Projections in A * * which are both open and closed, or equivalently which are in M (A), must be also in D. Thus they are diagonal matrices with 1's as the only permissible nonzero entries.
Proof. This follows from Proposition 7.10 and the fact from the proof of Proposition 7.11 that ∆(N ) = D.
Note that the natural approximate identity for ∆(A) = D 0 is not an approximate identity for A (since D 0 A ⊂ A 0 A ⊂ A 0 = A). Thus A is not ∆-dual in the sense of [5] . In [12] we showed that any operator algebra which is weakly compact is nc-discrete, and we asked if every semisimple modular annihilator algebra was ncdiscrete. To see that our example A is not nc-discrete in the sense of [5] note that A 0 is an r-ideal in A (and an ℓ-ideal), and its support projection p in A * * , which is central in A * * , coincides with the support projection of D 0 in A * * , and this is an open projection in A * * which we will show is not closed.
Corollary 7.13. The algebra A above is not nc-discrete.
Proof. We saw that p above was open. If p also was closed in A * * , or equivalently in M (A), thenπ(1 − p) would be a nonzero central projection in the copy of M (A) in M . Alsoπ(1 − p)e n i,i is nonzero for some n and i, because the SOT sum of the e Indeed A 0 is a nice r-and ℓ-ideal in A which is supported by an open projection which is not one of the obvious projections, and is not any projection in M (A). Note that A is not a left or right annihilator algebra in the sense of e.g. [26, Chapter 8] , since for example by [26, Chapter 8] this implies that A is compact, whereas above we showed that A is not even weakly compact. The spectrum of A is discrete, and every left ideal of A contains a minimal left ideal, by [ Corollary 7.14. The maximal modular right (resp. left) ideals in A are exactly the ideals of the form (1 − e)A (resp. A(1 − e)) for a minimal idempotent e in A which is the canonical copy in A of a minimal idempotent in M n for some n ∈ N. The socle of A is A 00 , namely the set of (a n ) ∈ A with a n = 0 except for at most finitely many n.
Proof. Let e = (e n ) be a (nonzero) minimal idempotent in A. Then e n is an idempotent in M n for each n. If e n i,i is as above, then because the SOT sum of the e n i,i in M is 1, we must have ee n i,i e = 0 for some n and i. Since e is minimal, for such n, e is in the copy of M n in A 0 . So this n is unique, and e is clearly a minimal idempotent in this copy of M n in A 0 . Now it is easy to see the assertion about the socle of A. By [26, Proposition 8.4.3] , it follows that the maximal modular left ideals in A are the ideals A(1 − e) for an e as above. We have also used the fact here that A has no right annihilators in A. Similarly for right ideals.
Corollary 7.15. The only compact projections in A * * for the algebra A above are the obvious 'main diagonal' ones; that is the projections in D 0 ∩ A 00 .
Proof. Let T = (T n ) ∈ A, and ǫ ∈ (0, 1 4p(T ) ) be given. As in the proof of Corollary 7.9 there exists m 0 ∈ N such that if |λ| > 4p(T )ǫ then λI − T n is invertible for n ≥ m 0 , and the usual matrix norm of its inverse is bounded independently of n ≥ m 0 . As in that proof, if S n = T n for n ≥ m 0 , and S n = 0 for n < m 0 , then λI − S is invertible in N . Thus the spectral radius r(S) ≤ 4p(T )ǫ < 1. Hence lim k→∞ S k = 0 in norm. Let q be the central projection in A corresponding to the identity of ⊕ m0−1 n=1 M n . If now also T ∈ 1 2 F A , then T k converges weak* to its peak projection u(T ) weak* by [11, Lemma 3.1, Corollary 3.3], as k → ∞. Thus T k q → u(T )q and T k (1 − q) = S k → u(T )(1 − q) weak*. Clearly it follows that u(T )q is a projection in A, hence in D 0 ∩ A 00 as we said above. On the other hand, since S k → 0 we have u(T )(1 − q) = 0. Thus u(T ) is a projection in D 0 ∩ A 00 . Finally we recall from [11] that the compact projections in A * * are decreasing limits of such u(T ). Thus any compact projection is in D 0 ∩ A 00 .
One may ask if there exists a commutative semisimple approximately unital operator algebra which is a modular annihilator algebra but is not weakly compact. After this paper was submitted we were able to check that the algebra constructed in [15] was such an algebra. However this example is quite a bit more complicated than the interesting noncommutative example above.
