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Resumo
LUCENA, Raimundo Liberato. Detecção de danos em barras usando propagação de ondas e tempo
reverso. 2015. 60p. Dissertação (Mestrado). Faculdade de Engenharia Mecânica, Universidade
Estadual de Campinas, Campinas.
O monitoramento da integridade e detecção de danos em estruturas tem recebido conside-
rável atenção nas últimas décadas. Houveram progressos significativos no desenvolvimento de
métodos para a detecção de danos estruturais, com base nas técnicas de análise modal e resposta
dinâmica do sistema. Estas técnicas têm se mostrado bastante apropriadas para detectar danos
de alta intensidade, mas não para danos menores, tais como trincas. Um método alternativo é a
utilização de métodos de propagação de ondas elásticas. Uma das vantagens é que as ondas guiadas
viajam ao longo do comprimento da estrutura, o que permite um teste rápido de longo alcance e
elimina a necessidade de se analisar todas as partes da amostra. Neste trabalho será apresentado
um método não destrutivo para a detecção de danos em estruturas tipo barra. A fim de evitar uma
demorada análise de toda a estrutura, como é feito com métodos clássicos de ultrassom, guias de
ondas elásticas são utilizadas. Ondas são excitadas e se propagam ao longo da amostra. Estas ondas
interagem com um possível dano o que resulta no espalhamento da onda. Os sinais das ondas
geradas pelo espalhamento são medidos em algumas posições. Estes sinais são revertidos no tempo
e reinjetados nos mesmos pontos de aquisição sobre o modelo numérico da barra, fornecendo
uma indicação da posição do dano. Esta combinação de experimento, tempo reverso e simulação
numérica fornece uma ferramenta para a detecção de danos em grandes estruturas. O método
foi desenvolvido e simulado em um código numérico para guias de onda tipo barra utilizando o
Método do Elemento Espectral (Spectral Element Method - SEM). Exemplos simulados de todo o
processo feito para uma barra simples são mostrados e os resultados discutidos e comparados com
aqueles encontrados na literatura.
Palavras-chave: Análise espectral - métodos , Ondas elásticas, Danos.
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Abstract
LUCENA, Raimundo Liberato. Damage detection in rods using wave propagation and time
reversal. 2015. 60p. Dissertação (Mestrado). Faculdade de Engenharia Mecânica, Universidade
Estadual de Campinas, Campinas.
The health monitoring and damage detection in structures have received considerable
attention in recent decades. There have been significant advances in the development of methods
for structural damage detection based on the modal analysis techniques and dynamic system
response. These techniques have shown to be quite appropriate for high-intensity detecting
damages but not for minor damages such as cracks. An alternative method is the use of elastic
waves propagation methods. The advantage is that the guided waves travel along the length of the
structure, which allows a quick test of long range and eliminates the necessity of analyzing all
peer samples. In this work a non-destructive method for damage detection in rod-like structures
will be presented. In order to avoid a time-consuming scan of the entire structure, as is done with
traditional ultrasound methods, elastic wave guides are used. Waves are excited and propagate
along the sample. These waves interact with a possible damage which results in the scattering
of the wave. The signals generated by scattering of waves are measured in some positions.
These signals are reversed in time and re-injected at the same points of acquisition over the
numerical model of the rod, providing an indication of the damage position. This combination
of experiment, time reversal and numerical simulation gives a tool for damage detection in
large structures. The method was developed and simulated in a numeric code for a rod wave-
guide using the Spectral Element Method (SEM). Simulated examples of the entire process made
for a single rod are shown and results are discussed and compared with those found in the literature.
Keywords: Spectral analisys - methods, Elastic waves, Damage.
xv
Lista de Ilustrações
1.1 Exemplos de aplicação de detecção de danos em engenharia. . . . . . . . . . . . . 2
3.1 Segmento de barra com carregamento. . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Elemento espectral de barra elementar. . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Elemento espectral de barra semi-infinito. . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Elemento espectral de barra com trinca. . . . . . . . . . . . . . . . . . . . . . . . 16
3.5 Detalhe da trinca e seção transversal do local da trinca. . . . . . . . . . . . . . . . 17
4.1 Princípio de funcionamento do TRM aplicado a uma barra. . . . . . . . . . . . . . 24
4.2 Sinal excitação Tone Burst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.1 Exemplo das estruturas simuladas: (a) Barra saudável ; (b) Barra trincada. . . . . . 31
5.3 Resposta em aceleração no nó 2 (elemento saudável): (a) Pereira (2009a); (b) Pro-
grama implementado no Matlab . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4 Resposta em aceleração no nó 2 (trinca de 20%): (a) Pereira (2009a); (b) Programa
implementado no Matlab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.5 Resposta em aceleração para a barra com 2 nós. . . . . . . . . . . . . . . . . . . . 35
5.6 Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 1𝑚 (trinca
de 20%). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.7 Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 0,6𝑚 (trinca
de 20%). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.8 Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 1,4𝑚 (trinca
de 20%). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.9 Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 1 𝑚 (trinca
de 30%). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.10 Diagrama de Blocos da aplicação do Método do Tempo Reverso simulado. . . . . . 40
5.11 Comparação dos sinais de excitação e reconstruído para a barra saudável . . . . . . 41
5.12 Comparação dos sinais de excitação e reconstruído para a barra com trinca . . . . . 43
5.13 Comparação dos sinais de excitação e reconstruído incluindo a correção do nível DC 44
5.14 Comparação dos sinais de excitação (1 ciclo) e reconstruído incluindo a correção
do nível DC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.15 Comparação dos sinais de excitação (10 ciclos) e reconstruído incluindo a correção
do nível DC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
xvii
5.16 Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 20 kHz . . . . . . . . . . . . . . . . . . . . . 47
5.17 Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 40 kHz . . . . . . . . . . . . . . . . . . . . . 47
5.18 Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 80 kHz . . . . . . . . . . . . . . . . . . . . . 48
5.19 Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 160 kHz . . . . . . . . . . . . . . . . . . . . 48
5.20 Valores do 𝐷𝐼𝐿2 para Tone Burst de 20 kHz . . . . . . . . . . . . . . . . . . . . . 49
5.21 Valores do 𝐷𝐼𝐿2 para Tone Burst de 40 kHz . . . . . . . . . . . . . . . . . . . . . 50
5.22 Valores do 𝐷𝐼𝐿2 para Tone Burst de 80 kHz . . . . . . . . . . . . . . . . . . . . . 50
5.23 Valores do 𝐷𝐼𝐿2 para Tone Burst de 160 kHz . . . . . . . . . . . . . . . . . . . . 51
5.24 Comparação dos valores do 𝐷𝐼𝑠𝑝 para diferentes frequências . . . . . . . . . . . . 52
5.25 Comparação dos valores do 𝐷𝐼𝐿2 para diferentes frequências . . . . . . . . . . . 53
xviii
Lista de Abreviaturas e Siglas
Letras Latinas
𝑎 - Profundidade da trinca
𝐴,𝐵,𝐴1, 𝐴2, 𝐵1, 𝐵2 - Coeficientes arbitrários dependentes da frequência
𝐴𝑐 - Área da secção transversal do elemento trincado
𝐴𝑠 - Área da secção transversal
𝑏 - Base da secção transversal
𝑐 - Flexibilidade local
𝑐0 - Velocidade de fase da onda
𝐷𝐼𝑆𝑃 - Índice de Dano usado por Sohn et al. (2007a) e Park et al.
(2007)
𝐷𝐼𝐿2 - Índice de Dano baseado no erro RMSE
𝐸 - Módulo de elasticidade
𝐸𝑐 - Módulo de elasticidade complexo
𝐹 - Força axial
𝑓 - Frequência
𝑔𝑖(𝑥) - Funções de forma do elemento
ℎ - Altura da secção transversal
ℎ𝑎 - Função da janela de Hanning
ℎ(𝑡) - Função de transferência do sistema
𝐻(𝜔) - FFT da função de transferência do sistema
𝑖 - Número complexo
√−1
𝐼 - Sinal de excitação
𝑘 - Número de onda
𝐾𝐼 - Fator de intensidade de tensão na ponta da trinca
[?ˆ?] - Matriz de rigidez dinâmica do elemento saudável
[?ˆ?𝑇 ] - Matriz de rigidez dinâmica do elemento trincado
𝐿 - Comprimento do elemento
xix
𝐿1 - Distância da trinca em relação ao nó 1
𝑁 - Número de pontos
𝑞 - Força axial externa
𝑠𝑎(𝑡), 𝑆𝑎(𝜔) - Sinal de excitação no ponto 𝑎
𝑠𝑏(𝑡), 𝑆𝑏(𝜔) - Sinal de resposta no ponto 𝑏
𝑠𝑟(𝑡), 𝑆𝑟(𝜔) - Sinal reconstruído
𝑠𝑟𝑡(𝑡), 𝑆𝑟𝑡(𝜔) - Sinal revertido no tempo
𝑡 - Tempo
𝑇𝐻 - Comprimento da janela de Hanning
𝑢 - Deslocamento longitudinal
𝑈 - Energia total de deformação
?ˆ?𝑒, ?ˆ?𝑑 - Deslocamento nodal para a parte esquerda e direita do ele-
mento trincado
𝑥, 𝑦, 𝑧 - Coordenadas do sistema
𝑥𝑇𝐵 - Equação que governa o Tone Burst
Letras Gregas
𝛼 - Profundidade relativa da trinca (𝑎/ℎ)
𝛽 - Constante de comparação do Índice de Dano
𝜌 - Densidade
𝜎𝑥𝑥, 𝜀𝑥𝑥 - Tensão e Deformação axial
𝜂 - Fator de amortecimento estrutural interno histerético
𝜔 - Velocidade de propagação da onda
𝜃 - Flexibilidade adimensional da trinca
Siglas
DMC - Departamento de Mecânica Computacional
DSM - Dynamic Stiffness Method (Método da Rigidez Dinâmica)
FFT - Fast Fourier transform (Transformada Rápida de Fourier)
IFFT - Inverse Fast Fourier transform (Transformada Rápida de Fourier Inversa)
LVA - Laboratório de Vibrações e Acústica
NDT - Non-Destructive Test (Testes Não-Destrutivos)
RMSE - Root Mean Squared Error (Erro Quadrático Médio)
xx
SAM - Spectral Analysis Method (Método da Análise Espectral)
SEM - Spectral Element Method (Método do Elemento Espectral)
TRM - Time Reversal Method (Método do Tempo Reverso)
UT - Ultrasonic Testing (Teste de Ultrassom)
WFEM - Wave Finite Element Method (Método dos Elementos Finitos de Propagação de
Ondas)
Outras Notações
ˆ - Transformada de Fourier
′ - Derivada em relação ao espaço
⊗ - Operador de convolução
* - Complexo conjugado
xxi
SUMÁRIO
Lista de Ilustrações xvii
Lista de Abreviaturas e Siglas xix
SUMÁRIO xxiii
1 INTRODUÇÃO 1
1.1 Objetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Organização do trabalho . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 REVISÃO BIBLIOGRÁFICA 7
3 MÉTODO DO ELEMENTO ESPECTRAL 11
3.1 Elemento Espectral de Barra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Elemento Espectral de Barra Semi-Infinito . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Elemento Espectral de Barra Trincado . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3.1 Flexibilidade da Trinca . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4 MÉTODO DO TEMPO REVERSO 23
4.1 Fundamentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Sinal de Excitação Impulsivo (Tone Burst) . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Índice de Dano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5 RESULTADOS E DISCUSSÕES 31
5.1 Análise e Teste dos Modelos Espectrais de Barra . . . . . . . . . . . . . . . . . . . 31
5.2 Análise e Testes dos Modelos em Tempo Reverso . . . . . . . . . . . . . . . . . . 39
5.3 Análise de Sensibilidade do Índice de Dano . . . . . . . . . . . . . . . . . . . . . 46
6 CONCLUSÕES 55
6.1 Sugestões para Trabalhos Futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.2 Artigo Gerado por este Trabalho . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Referências 57
xxiii
1 INTRODUÇÃO
O monitoramento da integridade e a detecção de falhas em estruturas têm recebido considerá-
vel atenção nas últimas décadas. Abordagens anteriores de avaliações não-destrutivas de estruturas
e quantificações de suas integridades envolvem tipicamente alguma forma de interação com o ho-
mem. Recentes avanços na tecnologia de materiais inteligentes (smart materials) têm resultado em
um renovado interesse no desenvolvimento de métodos avançados de autodiagnóstico para quan-
tificar a integridade de uma estrutura sem qualquer interação com o ser humano (CHANG, 1998).
O objetivo é reduzir a interação humana quando se estiver monitorando a integridade de uma es-
trutura. Com este objetivo em mente muitos pesquisadores tem feito significativos progressos no
desenvolvimento de métodos de detecção de danos para estruturas baseados nas técnicas de aná-
lise modal, alguns exemplos são Dos Santos e Zimmerman (1996a), Dos Santos e Zimmerman
(1996b), Krawczuk e Ostachowicz (1996). Estas técnicas têm se mostrado bastante adequadas para
a detecção de defeitos ou danos de grande intensidade. Entretanto, no caso de defeitos pequenos
estes não produzem variações significativas em baixas frequências, logo o comportamento global
do sistema não é afetado. Por esta razão novos métodos baseados em propagação de ondas elásticas
têm sido desenvolvidos nos últimos anos.
Os novos métodos de detecção de danos estão baseados na análise de anomalias observadas
na propagação de ondas elásticas na estrutura (ondas de Lamb), como é possível observar nos
trabalhos de Mahapatra e Gopalakrishman (2003) e Krawczuk et al. (2003). Sistemas de detecção
de danos utilizam o já conhecido fato de que as descontinuidades do material afetam a propagação
das ondas elásticas nos sólidos. As frequências das ondas que são mais sensíveis ao dano dependem
do tipo de estrutura, do material e da forma do dano. Ondas elásticas são geradas e captadas por
uma matriz de sensores embutidos internamente ou colados na superfície da estrutura. O principal
objetivo da parte teórica deste problema é desenvolver um modelo que possa determinar a relação
entre a potência do transdutor, a frequência do sinal gerado, o tipo do sólido monitorado e a faixa
efetiva de transmissão do sinal. As frequências usadas nesta técnica são muito mais altas do que
aquelas tipicamente usadas em métodos baseados na análise modal, mas menores do que aquelas
dos testes ultrassônicos. Em altas frequências, as respostas são dominadas por modos locais e ao
mesmo tempo o comprimento de onda da excitação é suficientemente pequeno para detectar danos
incipientes.
Para monitorar as condições durante o serviço, inspeções de campo são realizados periodi-
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camente. Nas últimas décadas, uma variedade de procedimentos de Testes Não-Destrutivos (Non-
Destructive Test - NDT), tais como testes de correntes de Foucault, radiografia, teste de ultrassons,
a termografia, a análise de partículas magnéticas e muitos outros, têm sido desenvolvidos e utili-
zados. Estas tecnologias têm sido bastante empregadas em aplicações de engenharia que requerem
maior segurança ao ser humano e preservação do meio ambiente, tais como, os veículos automoto-
res, sistemas de dutos petroquímicos, estruturas cíveis, sistemas de geração de eletricidade, etc. A
Figura 1.1 mostra alguns exemplos de aplicações de sistemas NDT em engenharia.
Figura 1.1: Exemplos de aplicação de detecção de danos em engenharia. Fonte: SARISTU Project
(http://www.saristu.eu/).
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Em seus dois trabalhos do ano 2000, Bar-Cohen fornece uma boa visão das técnicas geral-
mente utilizadas. Um dos métodos mais utilizados é o teste de ultrassom (Ultrasonic Testing - UT).
Em UT tradicional, ondas mecânicas na faixa de MHz são usados para testar as estruturas. Devido
a estas ondas de alta frequência serem amortecidas rapidamente, o método só pode ser aplicado
para inspecionar a zona abaixo ou adjacente ao transdutor. Portanto, a sonda deve ser movida ao
longo de toda a superfície do objeto a ser testado, o que é muito demorado e requer acesso global.
Um método alternativo para medidas de localização simples de defeitos é a utilização de
guias de ondas elásticas, que se propagam ao longo da estrutura. Os comprimentos de onda destas
ondas estruturais são várias vezes a espessura da estrutura (uma viga, placa ou casca por exemplo),
e é pelo menos uma ordem de magnitude maior do que as utilizadas em UT tradicional. Apesar
do comprimento de onda grande, pequenos defeitos ainda podem ser detectados, utilizando ondas
guiadas para a detecção de defeitos em barras. A vantagem de ondas guiadas é que elas viajam
muitos comprimentos de onda ao longo de uma estrutura, dependendo do material e da geometria.
Isto permite um teste rápido de longo alcance e elimina a necessidade de se analisar a totalidade
da amostra. Uma vez que as ondas elásticas se propagam ao longo da estrutura, mesmo as regiões
normalmente inacessíveis ainda podem ser testadas e a remoção de qualquer isolamento pode ser
evitada.
Neste trabalho, pretende-se estudar um método de teste não destrutivo em estruturas do tipo
barra. O objetivo é a detecção de danos, bem como a determinação da sua posição. A fim de evitar
uma varredura demorada de toda a estrutura, como é feito em métodos clássicos de ultrassons, guias
de ondas elásticas são utilizadas. Ondas elásticas são excitadas e propagadas ao longo da amostra.
Estas ondas interagem com um possível dano o que resulta em um campo de onda disperso. Este
campo é medido em uma determinada posição da amostra, localizada em uma coordenada axial
fixa. Em vez de analisar estes sinais no tempo para determinar a presença e posição do dano, tal
como é feito em muitos outros métodos NDT, os sinais são registados e, em seguida, são avaliados
usando o Método do Tempo Reverso (Time Reversal Method - TRM) numérico. Esta combinação
de experimento, método do tempo reverso e simulação numérica fornece uma ferramenta fácil e
valiosa para o NDT de grandes estruturas.
A ideia principal do método é a reversão do tempo dos fenômenos da propagação de ondas.
Isto é aplicável porque as equações que descrevem a propagação de ondas são invariantes no tempo.
Se os registos do tempo de um experimento de propagação de ondas com uma fonte pontual são
revertidos no tempo e reproduzidos na mesma (ou idêntica) estrutura, as ondas viajam de volta pelo
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mesmo caminho e interferem-se construtivamente, o que leva a um aumento da amplitude na sua
origem. Isto significa que se nós reproduzirmos de volta o campo de ondas disperso gerado por um
dano, as ondas retransmitidas interferem-se exatamente na posição do dano.
Assim, pode-se realizar um experimento em uma barra ou viga com um dano, onde os des-
locamentos do campo disperso são medidos nas extremidades das estruturas. Em vez de reproduzir
os registros temporais no experimento, como é feito nas aplicações comuns de tempo reverso,
este passo é substituído por uma simulação numérica. A vantagem principal desta abordagem é a
determinação mais fácil da posição da interferência e da amplitude máxima. Enquanto em um ex-
perimento, seria necessário uma varredura da estrutura para encontrar o máximo, numa simulação
numérica as componentes do deslocamento podem ser facilmente determinadas. Outro benefício é
que uma excitação precisa dos deslocamentos nos pontos correspondentes é muito difícil em um
experimento, mas é fácil na simulação numérica.
Para realizar as simulações, a estrutura é modelada e implementada em um código computa-
cional. Mesmo que nenhum dano esteja presente na amostra simulada, os registros do deslocamento
reproduzidos interferem-se e a amplitude máxima é atingida na posição exata em que o dano se en-
contrava durante o experimento. Isto funciona, desde que a estrutura simulada e a amostra utilizada
no ensaio sejam idênticas em termos de material, parâmetros geométricos e condições de contorno.
Devido aos campos dispersos não-assimétricos e a implementação da estrutura, um código
necessita ser desenvolvido para o presente trabalho. A fim de determinar a posição axial do dano, a
simulação numérica tem de ser de alta precisão. Para tal, um código usando o Método dos Elemen-
tos Espectrais (Spectral Element Method - SEM) incluindo o modelo de um elemento de barra será
implementado. Este método apresenta algumas características adequados ao problema proposto,
tais como: o método é construído de forma similar ao método dos Elementos Finitos, ou seja, dis-
cretização do domínio com nós e elementos; sua formulação é originalmente escrita em termos da
equação da onda; e as funções de forma dos elementos são a solução exata da equação diferencial
que rege o fenômeno.
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1.1 Objetivo
Este trabalho tem como objetivo o desenvolvimento de uma abordagem de testes não destru-
tivos de longo alcance para estruturas do tipo barra, a qual é baseada em guias de ondas elásticas,
que permita a detecção de danos. Em vez de analisar o sinal no tempo, um outro conceito é uti-
lizado para localizar o dano. Os sinais de excitação que são espalhados no dano, são adquiridos
em outros pontos e revertidos no tempo. Estes são utilizados como sinais de excitação nos pontos
onde foram adquiridos gerando um indicador na posição do dano. Neste trabalho, esta técnica é
realizada integralmente de forma simulada em ambiente computacional. A técnica de detecção de
danos utiliza um modelo computacional da estrutura tipo barra (Método do Elemento Espectral)
em combinação com as técnicas de processamento de sinais em tempo reverso, implementados em
ambiente Matlab.
1.2 Organização do trabalho
Este trabalho está dividido em seis capítulos, onde são apresentadas as referências bibliográ-
ficas, a metodologia utilizada, as simulações, os resultados alcançados, e a conclusão referente ao
trabalho. A seguir são apresentadas as descrições de cada um dos capítulos.
No Capítulo 2 é feita uma revisão bibliográfica a respeito dos métodos de elementos espec-
trais e tempo reverso.
A teoria do Método dos Elementos Espectrais é mostrada no Capítulo 3, de forma a explorar
como foram formulados os modelos utilizados neste trabalho.
No Capítulo 4 o conceito básico do tempo reverso é primeiramente introduzido, a seguir são
apresentadas as formulações utilizadas para o processo de reversão no tempo. Então é mostrado o
conceito de Índice de Dano e sua aplicação na detecção de danos.
A verificação e análise dos resultados simulados é dada no Capítulo 5.
Por fim, no Capítulo 6 encontram-se as conclusões e as propostas para trabalhos futuros.
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2 REVISÃO BIBLIOGRÁFICA
Este capítulo apresenta uma breve revisão bibliográfica da teoria, desenvolvimento e aplica-
ções do método do elemento espectral e do método do tempo reverso na detecção de danos em
estruturas.
A história da análise espectral, que é também conhecida como teoria da análise de Fourier
ou análise no domínio da frequência, começou com o trabalho pioneiro de Joseph Fourier "Theorie
analytique de la chaleur (The analytical theory of heat)", publicado em 1822 (LEE, 2009). Em-
bora vários trabalhos tenham sido publicados ao longo dos anos sobre análise espectral e análises
da Matriz de Rigidez Dinâmica dos Elementos, o conceito do Método do Elemento Espectral só
foi introduzido em 1978 por Beskos (LEE, 2009). Em 1997, Doyle publicou um livro baseado em
trabalhos de seus colaboradores, onde ele aplica o princípio do Método do Elemento Espectral para
a análise da propagação de ondas em estruturas. Lee (2009) também elaborou um livro com ajuda
dos seus alunos, onde ele apresenta uma extensiva aplicação do Método do Elemento Espectral
para vários problemas de dinâmica estrutural. Nas últimas décadas vários pesquisadores de dife-
rentes países tem também se dedicado a pesquisas nesta área com aplicações na detecção de danos
onde podem ser citados: Palacz e Krawczuk (2002), Krawczuk e Ostachowicz (1996) e Krawczuk
et al. (2003). Palacz e Krawczuk (2002) apresenta a modelagem de um elemento espectral de barra
trincado, o qual foi utilizado como base neste trabalho. No Brasil, e mais particularmente no LVA-
DMC-FEM-UNICAMP, também existem alguns trabalhos realizados nesta área onde incluímos:
Pereira (2009a), Pereira (2009b) e Machado (2012).
A origem do Método do Tempo Reverso remonta à Acústica do Tempo Reverso (Draeger
et al. (1997), Fink (1999), Fink e Prada (2001)). Na Acústica do Tempo Reverso, um pacote de
onda usado como excitação pode ser reconstruído de forma exata no local da fonte emissora, se o
sinal de resposta medido em uma posição diferente for revertido no tempo (o ponto receptor final se
torna o ponto emissor inicial) e reemitido ao local de excitação inicial. Esse fenômeno é conhecido
como reversão no tempo de pacotes de onda, e tem sido usado em aplicações como litotripsia,
cirurgias de ultrassom no cérebro, testes não destrutivos e comunicações acústicas (FINK, 1999).
Vários experimentos foram realizados nos últimos anos e diferentes aplicações foram apre-
sentadas. Derode et al. (1995) realizou a primeira demonstração experimental da reversibilidade de
múltiplas ondas acústicas. Seu equipamento é imerso em um tanque de água, e é composto de uma
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fonte acústica, um conjunto de dispersão com 2000 barras de ferro aleatoriamente distribuídas e um
espelho de tempo reverso. O espelho de tempo reverso consiste em um arranjo de transmissores e
receptores conectados à um dispositivo de armazenamento de sinais. No primeiro passo, um sinal
muito pequeno é excitado no local da fonte e se propaga através do conjunto de dispersão. As ondas
transmitidas são armazenadas pelo espelho de tempo reverso, usando os transdutores e receptores.
Devido às múltiplas dispersões do sinal, esses sinais demoram muito mais que o pulso inicial da
fonte. No próximo passo os deslocamentos armazenados são revertidos no tempo e retransmitidos
através do conjunto pelo mesmo arranjo de transdutores atuando em modo de transmissão. O re-
sultado é um sinal altamente comprimido em relação ao tempo e espaço se comparado ao da fonte
inicial.
Wang et al. (2004) propôs um método de tempo reverso sintético, como uma maneira efetiva
de melhorar o ruído do sinal para um sistema de monitoramento in situ e um método de localização
e aproximação do tamanho de danos estruturais.
Núñez e Negreira (2005) desenvolveu uma prática teórica para a interpretação dos processos
de tempo reverso aplicado na refocalização de ondas acústicas em um meio dispersivo com propa-
gação de ondas de multimodo. Foi demonstrado que a recompressão do sinal é melhorada quando
o meio é altamente dispersivo e quando existem muitos modos no processo.
Xu e Giurgiutiu (2007) desenvolveu um modelo teórico para prever os efeitos do ajuste de
modo simples das ondas de Lamb revertidas no tempo com sensores piezoelétricos ativos para o
monitoramento da integridade estrutural. A validação do modelo teórico proposto foi feita através
de estudos experimentais. As vantagens do ajuste de modo simples na aplicação da detecção de
dano usando tempo reverso foi mostrada.
Sohn et al. (2007b) propôs um método de tempo reverso melhorado para a avaliação do dano
em placas compósitas. Foi desenvolvido uma técnica de processamento de sinal baseada em wave-
let para melhorar a reversibilidade das ondas de Lamb. A reversibilidade do dano é desobedecida
quando uma não linearidade é causada por um defeito ao longo da trajetória de propagação da onda.
É possível realizar a identificação do dano sem a necessidade de uma referência inicial para com-
paração, necessitando apenas fazer um exame da onda reconstruída com o sinal de excitação inicial
conhecido. A validação do método proposto foi exemplificada através de estudos experimentais.
Gangadharan et al. (2009) investigou o uso do tempo reverso no sensoriamento ativo, usando
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ondas de Lamb para o monitoramento de uma estrutura metálica. O experimento foi feito em placas
de alumínio para investigar o comportamento em tempo reverso dos modos 𝐴0 e 𝑆0 das ondas de
Lamb para pulsos de excitação de banda larga e de banda estreita. Foi mostrado que excitações
de banda larga são mais apropriadas para detectar defeitos localizados próximos um do outro, em
comparação com sinais de excitação Tone Burst. O experimento também mostrou que o pulso de
banda larga no tempo reverso foi bom o suficiente para a redução do efeito de dispersão das ondas
de Lamb, aprimorando a taxa de ruído do sinal.
Watkins e Jha (2012) apresentou um método de tempo reverso modificado para o diagnóstico
de danos estruturais usando um único atuador e múltiplos sensores. Este método modificado, requer
apenas um transdutor atuando como excitador, enquanto os outros transdutores funcionam como
sensores dos sinais. Para a validação do método proposto foi feito o experimento em uma placa
compósita, que foi impactada várias vezes com uma bola de aço, afim de causar diferentes níveis
de dano para fazer a quantificação do dano através de índices de dano.
Várias técnicas de Monitoramento da Integridade Estrutural, baseadas no Método do Tempo
Reverso, sem a necessidade de um banco de dados anterior, têm sido propostas por alguns pesquisa-
dores. Assumindo que um dano não-linear pode distorcer a simetria da onda do sinal reconstruído,
Kim e Sohn (2006) propuseram um Índice de Simetria para o diagnóstico do dano. Assumindo que
a Reversão no Tempo pode ser prejudicada caso exista alguma fonte de não-linearidade ao longo
da trajetória da onda, Park et al. (2007) propôs um método padrão de comparação, introduzindo
o Índice de Dano da reversão no tempo. A fim de minimizar falsos alarmes de danos, Sohn et al.
(2007a) definiu um valor limite no Índice de Dano, usando um método de análise consecutiva.
Dessa forma, este trabalho tem como objetivo contribuir para o desenvolvimento de uma
abordagem de testes não destrutivos para estruturas do tipo barra, sendo baseada em guias de ondas
elásticas e técnicas de tempo reverso, o que permite a detecção do dano. Pelo procedimento aqui
proposto, os sinais que são espalhados no dano, são capturados e reusados como sinais de excitação
nos pontos onde foram adquiridos, o que irá gerar um indicador do dano. A modelagem da barra
foi feita pelo SEM e o sinal, reconstruído pelo TRM, é comparado ao sinal original de excitação e
o dano é obtido através de alguns tipos de índices de dano.
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3 MÉTODO DO ELEMENTO ESPECTRAL
Ao longo dos últimos anos várias técnicas analíticas foram desenvolvidas para o tratamento
de problemas de propagação de ondas (DOYLE, 1997). Através da combinação das característi-
cas vantajosas do Método de Rigidez Dinâmica (DSM) com os do Método da Análise Espectral
(SAM), Beskos introduziu o conceito fundamental do Método dos Elementos Espectrais (SEM)
pela primeira vez no seu trabalho de 1978 (LEE, 2009).
A seguir são apresentadas as modelagens usadas nas estruturas estudadas neste trabalho.
3.1 Elemento Espectral de Barra
Pereira (2009a) usa as formulações apresentadas por Doyle (1997), que considera a barra
uma estrutura esbelta sujeita somente a carregamentos axiais como mostra a Figura 3.1. Assume-se
ainda que as tensões são apenas unidimensionais e que as contrações laterais (efeito de Poisson)
podem ser desprezadas.
Figura 3.1: Segmento de barra com carregamento.
Seguindo a hipótese de um único deslocamento, 𝑢(𝑥,𝑡), a deformação axial é dada por:
𝜀𝑥𝑥 =
𝜕𝑢(𝑥,𝑡)
𝜕𝑥
(3.1)
Considere que o material tem um comportamento linear elástico, temos pela lei de Hooke
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para tensões unidimensionais:
𝜎𝑥𝑥 = 𝐸𝜀𝑥𝑥 = 𝐸
𝜕𝑢(𝑥,𝑡)
𝜕𝑥
(3.2)
sendo 𝐸 o módulo de elasticidade (módulo de Young). Pela equação 3.2 tem-se como resultado a
força axial interna da barra definida como:
𝐹 =
∫︁
𝜎𝑥𝑥𝑑𝐴𝑠 = 𝐸𝐴𝑠
𝜕𝑢(𝑥,𝑡)
𝜕𝑥
(3.3)
sendo 𝐴𝑠 a área da seção transversão da barra. Considerando que 𝑞(𝑥,𝑡) é uma força axial externa
aplicada por unidade de comprimento, do equilíbrio de forças da figura 3.1 para um sistema sem
amortecimento, teremos:
− 𝐹 + [𝐹 + ∆𝐹 ] + 𝑞(𝑥,𝑡)∆𝑥 = 𝜌𝐴𝑠∆𝑥𝜕
2𝑢(𝑥,𝑡)
𝜕𝑡2
(3.4)
onde 𝜌 é a densidade da barra. Dividindo a equação 3.4 por ∆𝑥, a equação do movimento será:
𝜕𝐹
𝜕𝑥
= 𝜌𝐴𝑠
𝜕2𝑢 (𝑥,𝑡)
𝜕𝑡2
− 𝑞(𝑥,𝑡) (3.5)
Substituindo a força da equação 3.3 em termos do deslocamento na equação 3.5, temos:
𝜕
𝜕𝑥
[︂
𝐸𝐴𝑠
𝜕𝑢
𝜕𝑥
]︂
= 𝜌𝐴𝑠
𝜕2𝑢 (𝑥,𝑡)
𝜕𝑡2
− 𝑞 (𝑥,𝑡) (3.6)
que pode ser escrito da seguinte forma:
𝐸𝐴𝑠
𝜕2𝑢(𝑥,𝑡)
𝜕𝑥2
− 𝜌𝐴𝑠𝜕
2𝑢 (𝑥,𝑡)
𝜕𝑡2
= −𝑞 (𝑥,𝑡) (3.7)
A solução para problemas de onda são geralmente funções do tempo e espaço. Da mesma
forma as equações diferenciais são dadas em termos de derivadas no tempo e espaço. Considerando
essas equações lineares, é possível aplicar em cada um dos seus termos a análise espectral. Da Série
e Transformada de Fourier, a representação espectral para a derivada no tempo é dada por:
𝜕𝑢(𝑥,𝑡)
𝜕𝑡
= 𝑖𝜔?ˆ?(𝑥,𝜔) = 𝑖𝜔?ˆ? (3.8)
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onde 𝑖 =
√−1, 𝜔 é a frequência circular em 𝑟𝑎𝑑/𝑠 e (ˆ) indica que a variável está descrita no
domínio da frequência. Assim, uma derivada de ordem 𝑚 pode ser escrita como:
𝜕𝑚𝑢 (𝑥,𝑡)
𝜕𝑡𝑚
= 𝑖𝑚𝜔𝑚?ˆ? (𝑥,𝜔) = 𝑖𝑚𝜔𝑚?ˆ? (3.9)
E assim é possível observar uma vantagem no uso da aproximação espectral para a solução
de equações diferenciais: as expressões algébricas dos coeficientes de Fourier substituem as deri-
vadas temporais, ou seja, existe uma redução no número de derivadas temporais da expressão. As
derivadas espaciais não se alteram, e são representadas por:
𝜕𝑢 (𝑥,𝑡)
𝜕𝑥
=
𝜕?ˆ? (𝑥,𝜔)
𝜕𝑥
=
𝜕?ˆ?
𝜕𝑥
(3.10)
Nesse caso não parece haver redução, mas existem casos em que com a remoção do tempo
como variável independente, essas derivadas muitas vezes se tornam derivadas ordinárias, ficando
assim mais propicias para integração.
Aqui introduzimos um termo de amortecimento através do uso de um módulo de elasticidade
complexo, 𝐸𝑐 = 𝐸(1 + 𝑖𝜂), onde 𝜂 é o fator de perda para um amortecimento estrutural interno
histerético. Aplicando as equações 3.9 e 3.10 na equação 3.6, obtemos a sua representação espectral
como:
𝐸𝑐𝐴𝑠
𝑑2?ˆ?(𝑥,𝜔)
𝑑𝑥2
+ 𝜔2𝜌𝐴𝑠?ˆ?(𝑥,𝜔) = −𝑞(𝑥,𝜔) (3.11)
O deslocamento longitudinal para a barra pode ser escrito a partir da solução homogênea da
equação 3.11, dada por:
?ˆ?(𝑥) = A𝑒−𝑖𝑘𝑥 +B𝑒−𝑖𝑘(𝐿−𝑥) (3.12)
onde A e B são constantes determinadas pelas condições de contorno da barra, 𝐿 é o comprimento
da barra, 𝑘 = 𝜔/𝑐0 é o número de onda, onde 𝑐0 =
√︀
𝐸𝑐/𝜌 é a velocidade de fase.
A figura 3.2 mostra o modelo de um elemento espectral de barra de comprimento 𝐿 com dois
nós, incluindo os deslocamentos e forças axiais internas nos nós 1 e 2.
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Figura 3.2: Elemento espectral de barra elementar.
Das condições de deslocamento nos nós 1 e 2 teremos:
?ˆ? (0) ≡ ?ˆ?1 = A+B𝑒−𝑖𝑘𝐿
?ˆ?(𝐿) ≡ ?ˆ?2 = A𝑒−𝑖𝑘𝐿 +B
(3.13)
onde ?ˆ?1 e ?ˆ?2 são os deslocamentos nodais. Da solução para A e B em termos dos deslocamentos
nodais obtém-se o deslocamento em um ponto qualquer arbitrário do elemento espetral de barra
como:
?ˆ?(𝑥) = 𝑔1(𝑥)?ˆ?1 + 𝑔2(𝑥)?ˆ?2 (3.14)
onde 𝑔1(𝑥) e 𝑔2(𝑥) são funções de forma do elemento espectral de barra dadas por:
𝑔1(𝑥) =
(𝑒−𝑖𝑘𝑥−𝑒−𝑖𝑘(2𝐿−𝑥))
(1−𝑒−𝑖2𝑘𝐿)
𝑔2(𝑥) =
(−𝑒−𝑖𝑘(𝐿+𝑥)+𝑒−𝑖𝑘(𝐿−𝑥))
(1−𝑒−𝑖2𝑘𝐿)
(3.15)
As forças nodais podem ser obtidas substituindo-se a equação 3.14 na equação 3.3, logo:
𝐹 (𝑥) = 𝐸𝑐𝐴𝑠[𝑔
′
1(𝑥)?ˆ?1 + 𝑔
′
2(𝑥)?ˆ?2] (3.16)
onde ′ indica a derivada espacial da função. As forças em cada nó do elemento espectral de barra
estão relacionadas com o deslocamento da seguinte forma:
𝐹1 = −𝐹 (0) = −𝐸𝑐𝐴𝑆[𝑔′1 (0) ?ˆ?1 + 𝑔′2 (0) ?ˆ?2]
𝐹2 = +𝐹 (𝐿) = 𝐸𝑐𝐴𝑆[𝑔
′
1 (𝐿) ?ˆ?1 + 𝑔
′
2 (𝐿) ?ˆ?2]
(3.17)
Assim das equações 3.13 a equação 3.17, a Matriz de Rigidez Dinâmica do elemento espectral
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de barra com dois nós, ?ˆ?, pode ser obtida de:{︃
𝐹1
𝐹2
}︃
=
𝐸𝑐𝐴𝑠
𝐿
𝑖𝑘𝐿
(1− 𝑒−𝑖2𝑘𝐿)
[︃
1 + 𝑒−𝑖2𝑘𝐿 −2𝑒−𝑖𝑘𝐿
−2𝑒−𝑖𝑘𝐿 1 + 𝑒−𝑖2𝑘𝐿
]︃
⏟  ⏞  
?^?
{︃
?ˆ?1
?ˆ?2
}︃
(3.18)
3.2 Elemento Espectral de Barra Semi-Infinito
A rigidez dinâmica de um elemento de barra semi-infinito (throw-off ), pode ser obtida
considerando-se que esse é um elemento espectral de dois nós, onde um dos nós foi levado para
o infinito (PEREIRA, 2009a). Esse elemento funciona como uma barra que joga fora a energia do
sistema. Ele é muito útil quando o tempo de interesse é curto e a estrutura é grande (DOYLE, 1997).
Figura 3.3: Elemento espectral de barra semi-infinito.
Como não há reflexão em uma das extremidades do elemento, B = 0 na equação 3.12, logo:
?ˆ? (𝑥) = 𝐴𝑒−𝑖𝑘𝑥 (3.19)
A constante A pode ser obtida usando-se a condição de contorno de deslocamento onde:
?ˆ? (0) ≡ ?ˆ?1 = A (3.20)
onde ?ˆ?1 é um único deslocamento nodal. O deslocamento em um ponto arbitrário do elemento de
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barra semi-infinito será:
?ˆ?(𝑥) = 𝑔1(𝑥)?ˆ?1 (3.21)
de modo que 𝑔1(𝑥) = 𝑒−𝑖𝑘𝑥 é a função de forma do elemento. Logo a relação de rigidez para um
elemento semi-infinito é:
𝐹1 = 𝑖𝑘𝐸𝑐𝐴𝑠?ˆ?1 (3.22)
onde o termo 𝑖𝑘𝐸𝑐𝐴𝑠 é a rigidez dinâmica do elemento espectral semi-infinito.
3.3 Elemento Espectral de Barra Trincado
Um elemento espectral de barra trincado aqui apresentado foi proposto por Palacz e Krawc-
zuk (2002). Consiste em um elemento de barra incluindo uma trinca transversal, aberta, não pro-
pagante. O elemento contém dois nós, comprimento 𝐿, área de seção transversal 𝐴𝑠. A trinca tem
profundidade 𝑎 e está localizada a uma distancia 𝐿1 do nó 1 (Figura 3.4).
Figura 3.4: Elemento espectral de barra com trinca.
Neste caso a solução homogênea da equação 3.11 deve ser escrita em duas partes, uma à
esquerda da trinca e outra à direita da trinca, respectivamente:
?ˆ?𝑒(𝑥) = 𝐴1𝑒
−𝑖𝑘𝑥 + 𝐵1𝑒−𝑖𝑘(𝐿1−𝑥) para [0 ≤ 𝑥 ≤ 𝐿1]
?ˆ?𝑑(𝑥) = 𝐴2𝑒
−𝑖𝑘(𝑥+𝐿1) + 𝐵2𝑒−𝑖𝑘[𝐿−(𝐿1+𝑥)] para [0 ≤ 𝑥 ≤ (𝐿− 𝐿1)]
(3.23)
onde as constantes 𝐴1, 𝐴2, 𝐵1 e 𝐵2 são determinadas a partir das condições de contorno e de
compatibilidade dos deslocamentos no elemento. As condições de contorno conhecidas são:
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∘ Para o nó 1 do elemento (𝑥 = 0)
?ˆ?𝑒(0) = ?ˆ?1 (3.24)
∘ Para o nó 2 do elemento (𝑥 = 𝐿− 𝐿1)
?ˆ?𝑑(𝐿− 𝐿1) = ?ˆ?2 (3.25)
As condições de compatibilidade na posição da trinca podem ser determinadas através do
comportamento dos deslocamentos na região da trinca. A figura 3.5 mostra o detalhe da região
trincada, onde é possível observar a existência de duas áreas bem definidas, uma que permanece
saudável e outra onde a trinca foi propagada. Considerando a seção transversal da barra 𝐴𝑠, com
base 𝑏 e altura ℎ constantes, a variação destas áreas será função da variação da profundidade da
trinca 𝑎, na direção 𝑦.
Figura 3.5: Detalhe da trinca e seção transversal do local da trinca.
Assim, para a área da secção transversal da barra saudável os deslocamentos nos lados es-
querdo e direito da posição da trinca serão iguais, de forma que as correspondentes deformações
podem ser escritas como:
𝜕?ˆ?𝑒(𝑥 = 𝐿1)
𝜕𝑥
=
𝜕?ˆ?𝑑(𝑥 = 0)
𝜕𝑥
(3.26)
Na área da secção transversal da barra trincada os deslocamentos dos lados esquerdo e direito
da posição da trinca serão diferentes, podendo ser escritos como:
∆?ˆ? = ?ˆ?𝑒(𝑥 = 𝐿1)− ?ˆ?𝑑(𝑥 = 0) (3.27)
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Sabendo-se que:
∆?ˆ? = 𝑐𝐹 (3.28)
onde 𝑐 é a flexibilidade local provocada pelo aparecimento da trinca. Dessa forma, substituindo a
equação 3.3 na equação 3.28, temos:
∆?ˆ? = 𝑐𝐸𝐴𝑠
𝑑?ˆ?
𝑑𝑥
(3.29)
Fazendo 𝜃 = 𝑐𝐸𝐴𝑠 e substituindo na equação 3.29, temos:
∆?ˆ? = 𝜃
𝑑?ˆ?
𝑑𝑥
(3.30)
Da mesma forma, substituindo a equação 3.30 na equação 3.27, temos:
?ˆ?𝑒(𝐿1)− ?ˆ?𝑑(0) = 𝜃𝑑?ˆ?
𝑑𝑥
(3.31)
Assim, a variável 𝜃 é escrita em função da flexibilidade local 𝑐, cuja formulação detalhada
será apresentada na seção 3.3.1.
Assim, substituindo-se as equações 3.24, 3.25, 3.26 e 3.31 nas equações 3.23 e escrevendo
na forma matricial teremos:⎡⎢⎢⎢⎢⎣
1 𝑒−𝑖𝑘𝐿1 0 0
(𝑖𝑘𝜃 − 1)𝑒−𝑖𝑘𝐿1 (−1− 𝑖𝑘𝜃) 𝑒−𝑖𝑘𝐿1 𝑒−𝑖𝑘(𝐿−𝐿1)
−𝑖𝑘𝑒−𝑖𝑘𝐿1 𝑖𝑘 𝑖𝑘𝑒−𝑖𝑘𝐿1 −𝑖𝑘𝑒−𝑖𝑘(𝐿−𝐿1)
0 0 𝑒−𝑖𝑘𝐿 1
⎤⎥⎥⎥⎥⎦
⏟  ⏞  
D^
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝐴1
𝐵1
𝐴2
𝐵2
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
?ˆ?1
0
0
?ˆ?2
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (3.32)
Usando o programa Mathematica, obtem-se analiticamente a inversa da matriz D^ como:
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D^−1 =
⎡⎢⎢⎢⎢⎢⎣
𝑒−𝑖𝑘(𝐿−2𝐿1)(𝑘𝜃+𝑒2𝑖𝑘(𝐿−𝐿1)(−2𝑖+𝑘𝜃))
2(𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)) −
𝑖 cos(𝑘(𝐿−𝐿1))
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
(𝑖+𝑘𝜃) cos(𝑘(𝐿−𝐿1))+sin(𝑘(𝐿−𝐿1))
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
𝑖𝑒−𝑖𝑘𝐿(𝑒2𝑖𝑘𝐿+𝑒2𝑖𝑘𝐿1)
2(𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿))
− 𝑖𝑒𝑖𝑘𝐿
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿) −
𝑖𝑒𝑖𝑘𝐿 cos(𝑘𝐿1)
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
𝑖
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
𝑖 cos(𝑘𝐿1)
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
𝑖 sin(𝑘(𝐿−𝐿1))
𝑘(𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿))
𝑖
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
− 𝑖𝑒𝑖𝑘𝐿1 sin(𝑘(𝐿−𝐿1))
𝑘(𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)) − 𝑖𝑒
𝑖𝑘𝐿1
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
− 𝑖𝑒𝑖𝑘𝐿(𝑘𝜃 cos(𝑘𝐿1)+sin(𝑘𝐿1))
𝑘(𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿))
2𝑖+(1+𝑒2𝑖𝑘𝐿1)𝑘𝜃
2𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+4 sin(𝑘𝐿)
𝑖(𝑘𝜃 cos(𝑘𝐿1)+sin(𝑘𝐿1))
𝑘(𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿))
𝑒𝑖𝑘(𝐿−𝐿1)((−𝑖+𝑘𝜃) cos(𝑘𝐿1)+sin(𝑘𝐿1))
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
⎤⎥⎥⎥⎥⎥⎦
(3.33)
A partir desta matriz inversa podemos obter as constantes 𝐴1, 𝐵1, 𝐴2 e 𝐵2 em função dos
deslocamentos espectrais nodais:
𝐴1 = 𝐷
−1
11 ?ˆ?1 + 𝐷
−1
14 ?ˆ?2
𝐵1 = 𝐷
−1
21 ?ˆ?1 + 𝐷
−1
24 ?ˆ?2
𝐴2 = 𝐷
−1
31 ?ˆ?1 + 𝐷
−1
34 ?ˆ?2
𝐵2 = 𝐷
−1
41 ?ˆ?1 + 𝐷
−1
44 ?ˆ?2
(3.34)
onde 𝐷−1𝑖𝑗 são os elementos da matriz D^
−1 (equação 3.33).
As forças espectrais nodais são determinadas pela diferenciação dos deslocamentos espectrais
em relação a 𝑥, e pode ser escrita na forma matricial como:
{︃
𝐹1
𝐹2
}︃
= 𝐸𝑐𝐴𝑠
[︃
𝑖𝑘 −𝑖𝑘𝑒−𝑖𝑘𝐿1 0 0
0 0 −𝑖𝑘𝑒−𝑖𝑘𝐿 𝑖𝑘
]︃⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝐴1
𝐵1
𝐴2
𝐵2
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (3.35)
Assim, substituindo as constantes 𝐴1, 𝐴2, 𝐵1 e 𝐵2 na equação 3.35, temos:{︃
𝐹1
𝐹2
}︃
= K^𝑇
{︃
?ˆ?1
?ˆ?2
}︃
(3.36)
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onde
K^𝑇 =
⎡⎣ 𝑒−𝑖𝑘(𝐿+2𝐿1)𝑘(𝑒2𝑖𝑘𝐿(−𝑖)𝑘𝜃+𝑒4𝑖𝑘𝐿1 𝑖𝑘𝜃+𝑒2𝑖𝑘(𝐿+𝐿1)(𝑖𝑘𝜃+2)+𝑒2𝑖𝑘𝐿1 (2−𝑖𝑘𝜃))2(𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿))
− 2𝑘
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
− 2𝑘
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
−𝑘(𝑘𝜃(sin(𝑘𝐿)+sin(𝑘(𝐿−2𝐿1)))−2 cos(𝑘𝐿))
𝑘𝜃(cos(𝑘𝐿)+cos(𝑘(𝐿−2𝐿1)))+2 sin(𝑘𝐿)
]︃ (3.37)
é a Matriz de Rigidez Dinâmica para o elemento espectral de barra trincado com dois nós.
O deslocamento em um ponto arbitrário do elemento de barra pode ser calculado através da
relação da equação 3.34 com a equação 3.23, dada por:
?ˆ?𝑒(𝑥) =
(︀
𝐷−111 ?ˆ?1 + 𝐷
−1
14 ?ˆ?2
)︀
𝑒−𝑖𝑘𝑥 +
(︀
𝐷−121 ?ˆ?1 + 𝐷
−1
24 ?ˆ?2
)︀
𝑒−𝑖𝑘(𝐿1−𝑥) para 𝑥 ≤ 𝐿1
?ˆ?𝑑(𝑥) =
(︀
𝐷−131 ?ˆ?1 + 𝐷
−1
34 ?ˆ?2
)︀
𝑒−𝑖𝑘(𝑥+𝐿1) +
(︀
𝐷−141 ?ˆ?1 + 𝐷
−1
44 ?ˆ?2
)︀
𝑒−𝑖𝑘[𝐿−(𝐿1+𝑥)] para 𝑥 > 𝐿1
(3.38)
3.3.1 Flexibilidade da Trinca
A flexibilidade 𝑐 no local da trinca, para um elemento espectral de barra pode ser calculado
usando o teorema de Castigliano (PRZEMIENIECKI, 1968):
𝑐𝑖𝑗 =
𝜕2𝑈
𝜕𝑆𝑖𝜕𝑆𝑗
(3.39)
onde 𝑈 denota a energia de deformação elástica do elemento, causado pela presença da trinca,
e 𝑆 representa as forças nodais independentes que atuam no elemento. A energia de deformação
elástica devido à trinca pode ser representada por:
𝑈 =
1
𝐸
∫︁
𝐴𝑐
𝐾2𝐼 𝑑𝐴𝑐 (3.40)
onde 𝐴𝑐 denota a área da trinca e 𝐾𝐼 é o fator de intensidade de tensão, correspondente ao primeiro
modo de tensão da formação da trinca (TADA et al., 2000).
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O fator de intensidade de tensão é definido como:
𝐾𝐼 =
𝐹
𝑏ℎ
√︀
𝜋𝐴𝑐𝑓
(︁𝑎
ℎ
)︁
(3.41)
onde 𝑏 e ℎ são a base e altura da secção transversal da barra, respectivamente, e 𝑓
(︀
𝑎
ℎ
)︀
é uma função
de correção (TADA et al., 2000), que pode ser escrita como:
𝑓
(︁𝑎
ℎ
)︁
=
√︃
tan(𝜋𝑎/2ℎ)
𝜋𝑎/2ℎ
× 0.725 + 2.02(𝑎/ℎ) + 0.37[1− sin(𝜋𝑎/2ℎ)]
3
cos(𝜋𝑎/2ℎ)
(3.42)
Das equações 3.39, 3.40 e 3.41 obtém-se a flexibilidade do elemento como:
𝑐 =
2𝜋
𝐸𝑏
∫︁ 𝛼
0
𝛼𝑓 (𝛼)2𝑑𝛼 (3.43)
onde 𝛼 é a profundidade da trinca relativa definida como 𝛼 = 𝑎
ℎ
. Assim, considerando que 𝜃 =
𝑐𝐸𝑐𝐴𝑠, podemos obter:
𝜃 = 2𝜋ℎ
∫︁ 𝛼
0
𝛼𝑓 (𝛼)2𝑑𝛼 (3.44)
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4 MÉTODO DO TEMPO REVERSO
Quando um fenômeno ou evento é filmado, o filme pode ser rebobinado de volta, dando a
impressão de se voltar no tempo. Fink (1996) usou essa ideia para ver se o evento atual, ao invés
de uma imagem filmada, pode ser reconstruído em cronologia inversa.
Podemos usar o exemplo de vários pedaços de um bloco explodido. Esses pedaços podem
ser usados para reconstruir a peça original? Imagine que o bloco está rodeado por uma camada
fechada, que é atravessada por todas as partículas depois da explosão. A posição, tempo de impacto
e velocidade de cada partícula é medida e gravada quando a superfície é tocada. Da mesma forma
a mesma velocidade é aplicada em direção contrária para cada partícula, no tempo adequado ao
ponto correspondente na camada. Se a partícula mais lenta, nesse caso última partícula, é enviada
de volta primeiro, e a mais rápida é enviada por último, então o bloco inicial deve ser reconstruído
na sua posição original. Entretanto, esse tipo de experimento só funciona se as informações (tais
como velocidade, posição e tempo de impacto) são resolvidas com infinita precisão para cada par-
tícula. A explicação para isso é a Teoria do Caos da mecânica clássica. De acordo com essa teoria,
uma pequena mudança na posição inicial da partícula pode resultar numa mudança maior na sua
posição final, fazendo assim com que a reversão no tempo seja um experimento impossível de ser
realizado (LEUTENEGGER, 2002).
Como a propagação de ondas é linear, uma pequena mudança na onda inicial vai resultar
apenas numa pequena mudança na onda final. Dessa maneira, tempo reverso pode ser aplicado
para todo fenômeno de onda, contanto que preencha alguns requisitos, que serão apresentados na
próxima seção.
4.1 Fundamentos
O Método do Tempo Reverso (Time Reversal Method - TRM) pode ser aplicado para todo
fenômeno físico descrito por equações diferenciais que contenham derivadas temporais de segunda
ordem ou, de maneira geral, derivadas temporais de mesma ordem (LEUTENEGGER, 2002). Essas
equações são chamadas de equações invariantes no tempo reverso. Isso significa que para cada
solução u(r,𝑡) existirá uma solução na forma u(r, − 𝑡), devido a segunda derivada de u(r,𝑡) ser
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idêntica à derivada de u(r, − 𝑡). Outra restrição é que o meio necessita ser não dissipativo ou
ter baixa dissipação. O sistema a ser analisado também precisa obedecer à lei da reciprocidade
espacial, na qual a posição da fonte de excitação e do receptor podem ser trocadas de posição sem
alterar o campo resultante.
O TRM na detecção de danos pode ser explicado considerando-se uma barra de alumínio
com as extremidades A e B. Uma força de excitação impulsiva é aplicada na extremidade A da
barra e capturada na outra extremidade B. O processo do TRM pode ser melhor compreendido com
a ajuda da Figura 4.1 e a descrição dos quatro passos descritos a seguir:
Figura 4.1: Princípio de funcionamento do TRM aplicado a uma barra.
1. O sinal de excitação é enviado do ponto A, 𝑠𝑎(𝑡), e capturado no ponto B, 𝑠𝑏(𝑡);
2. O sinal recebido no ponto B é revertido no tempo, 𝑠𝑏(𝑡) → 𝑠𝑏 (−𝑡);
3. O sinal revertido no tempo é enviado de volta de B, 𝑠𝑏(−𝑡) e capturado em A, 𝑠𝑟(𝑡);
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4. O sinal capturado em A, 𝑠𝑟(𝑡), e o sinal de excitação em A, 𝑠𝑎(𝑡), são escalonados em relação
ao seu valor máximo e comparados quanto à sua forma. Essa comparação é feita utilizando-se
os Índices de Danos (Seção 4.3).
Como o TRM é baseado na reciprocidade linear do sistema, para estruturas elástico-lineares,
a reemissão do sinal revertido no tempo no ponto B focaliza as ondas, de modo que o sinal recebido
em A seja qualitativamente (ou seja, a forma do sinal e frequência) idêntico ao sinal de excitação
original. Quando uma não-linearidade é introduzida na trajetória do sinal, a reciprocidade linear do
sistema é alterada e as diferenças entre o sinal original e o final indicam a existência de dano na
trajetória do sinal. Este modelo analítico do TRM foi apresentado por Wang et al. (2003) e Park
et al. (2007).
Usando como exemplo a figura 4.1, uma vez que o sinal de resposta 𝑠𝑏(𝑡), devido ao sinal de
excitação 𝑠𝑎(𝑡) no ponto A, é medido no ponto B, o sinal reconstruído no ponto A pode ser obtido
pelo envio do sinal de resposta revertido no tempo que foi armazenado pelo ponto B. Assim, se
no ponto A temos o sinal de excitação 𝑠𝑎(𝑡) e a função resposta ao impulso é ℎ(𝑡), então o sinal
recebido no ponto B é dado por:
𝑠𝑏(𝑡) = 𝑠𝑎(𝑡)⊗ ℎ(𝑡) (4.1)
onde ⊗ denota produto de convolução. No domínio da frequência a equação 4.1 pode ser escrita
como:
𝑆𝑏(𝜔) = 𝑆𝑎(𝜔)𝐻(𝜔) (4.2)
Note que a operação de reversão no tempo de um sinal no domínio do tempo é equivalente a
pegar o complexo conjugado da Transformada de Fourier do sinal no domínio da frequência. Dessa
forma, a operação de reversão no tempo do sinal de resposta 𝑆𝑏 no ponto B é equivalente a usar o
complexo conjugado:
𝑆𝑟𝑡(𝜔) = 𝑆
*
𝑎(𝜔)𝐻
*(𝜔) (4.3)
onde * denota o complexo conjugado.
No próximo passo, o sinal reconstruído 𝑆𝑟 pode ser obtido emitindo o sinal revertido no
tempo 𝑆𝑟𝑡 pelo ponto B.
𝑆𝑟(𝜔) = 𝑆𝑟𝑡(𝜔)𝐻(𝜔) (4.4)
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A equação de transferência é a mesma da equação 4.2 baseado na lei da reciprocidade. Subs-
tituindo a equação 4.3 na equação 4.4 temos:
𝑆𝑟(𝜔) = 𝑆
*
𝑎(𝜔)𝐻
*(𝜔)𝐻(𝜔) (4.5)
Dessa forma:
𝑆𝑟(𝜔) = 𝑆
*
𝑎(𝜔)|𝐻(𝜔)|2 (4.6)
A equação acima indica que o sinal reconstruído 𝑆𝑟 tem o mesmo espectro de fase que a
excitação 𝑆𝑟(𝜔), enquanto o seu espectro de magnitude é modulado pela operação de reversão no
tempo dependente da frequência |𝐻(𝜔)|2. O sinal original não pode ser corretamente reconstruído
se o sinal de entrada consiste em componentes de múltiplas frequências, tais como sinais de entrada
de banda larga (HAI-YAN et al., 2010). A fim de evitar esses problemas na reconstrução, sinais de
excitação de banda estreita devem ser usados.
4.2 Sinal de Excitação Impulsivo (Tone Burst)
Podemos reduzir o problema de dispersão das ondas usando o sinal de entrada com largura
de banda limitada, mas isso não elimina o problema totalmente. Pulso Gaussiano (Wang et al.
(2004), Anastasi (2011)), pulso Morlet Mother Wavelet (PARK et al., 2007), pulso Tone Burst com
janela Hanning (Hai-Yan et al. (2010), Xu e Giurgiutiu (2007)) têm sido usados por vários pes-
quisadores. Neste trabalho o sinal de excitação é um pulso Tone Burst obtido através de um sinal
senoidal de frequência definida (𝑓 ) modulado por uma janela de Hanning, a qual pode ser escrita
matematicamente como:
ℎ𝑎(𝑡) = 0.5 [1− cos (2𝜋𝑡/𝑇𝐻)] , 𝑡 ∈ [0,𝑇𝐻 ] (4.7)
onde 𝑇𝐻 = 𝑁/𝑓 é a largura da janela. Dessa forma, o pulso Tone Burst janelado é dado por:
𝑥𝑇𝐵 (𝑡) = ℎ𝑎 (𝑡) sin (2𝜋𝑓𝑡) , 𝑡 ∈ [0,𝑇𝐻 ] (4.8)
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Figura 4.2: Sinal de excitação Tone Burst com 𝑓=40 kHz janelado por Hanning: (a) Senoide com
𝑓=40 kHz sobreposto com uma janela de Hanning; (b) Tone Burst janelado por Hanning; (c) Es-
pectro de frequência do pulso Tone Burst
A janela de Hanning tem como objetivo minimizar o efeito de vazamento do sinal (leakage)
como mostra o espectro de magnitude do pulso na Figura 4.2c. Sabe-se que a largura de banda
do sinal é inversamente proporcional à duração do sinal. Dessa forma, para uma excitação Tone
Burst com um certo número de pontos, quanto maior é a frequência, menor é o tempo de duração
e mais largo será a sua largura de banda. Assim, para manter a energia do Tone Burst concentrada
em torno da frequência desejada, o seu número de pontos do tempo deve ser aumentado à medida
que a frequência desejada for aumentada. Neste trabalho a janela de Hanning foi usada tanto para
concentrar a energia em torno da frequência desejada, quanto para determinar a quantidade de
ciclos que a força de excitação irá ter.
4.3 Índice de Dano
A detecção de dano utilizando o TRM é feita fazendo a comparação do sinal de excitação de
entrada com o sinal reconstruído pelo processo de reversão no tempo, ambos igualmente escalona-
dos. As diferenças na forma destes sinais são indicativos da existência de danos, as quais podem
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ser quantificadas utilizando um Índice de Dano (ID). Alguns métodos para o cálculo dos valores do
ID podem ser encontrados na literatura. A seguir são mostrados os dois métodos utilizados neste
trabalho. Ambos ID têm como foco a variação na frequência e a modificação na forma global do
sinal revertido no tempo em relação ao sinal de excitação.
O primeiro ID foi proposto por Sohn et al. (2007b) e Park et al. (2007), e também foi usado
por Watkins e Jha (2012), e é definido como:
𝐷𝐼𝑆𝑃 = 1−
√︃[︂∫︁ 𝑡1
𝑡0
𝑠𝑎 (𝑡) 𝑠𝑟 (𝑡) 𝑑𝑡
]︂2
/
∫︁ 𝑡1
𝑡0
𝑠𝑎(𝑡)
2𝑑𝑡
∫︁ 𝑡1
𝑡0
𝑠𝑟(𝑡)
2𝑑𝑡 (4.9)
onde 𝑡0 e 𝑡1 representam o intervalo de tempo no qual os sinais são comparados. Por essa definição,
𝐷𝐼𝑆𝑃 = 0 significa que os sinais são idênticos, enquanto 𝐷𝐼𝑆𝑃 = 1 indica sinais diferentes.
Note que o termo na raiz da equação 4.9 se torna 1, se e somente se, 𝑠𝑟(𝑡) = 𝛽𝑠𝑎(𝑡) para todo
𝑡 onde 𝑡0 ≤ 𝑡 ≤ 𝑡1 e 𝛽 é uma constante diferente de zero. Dessa forma uma simples atenuação
linear no sinal não irá alterar o valor do 𝐷𝐼𝑆𝑃 . Se o sinal reconstruído difere do sinal de entrada, o
valor do Índice de Dano aumenta e se aproxima de 1, indicando a existência de dano ao longo da
trajetória da onda. Uma vez que o Índice de Dano excede um valor limite preestabelecido, o sinal
correspondente é definido como dano. Dessa forma, a questão importante aqui é como fazer com
que uma classificação errada deste valor limite seja evitada. Uma forma proposta por Sohn et al.
(2007a) é coletar os valores do ID de uma condição de referência, fazendo a caracterização dessa
distribuição dos valores do ID.
O segundo ID é apresentado da seguinte forma:
𝐷𝐼𝐿2 =
√︃∑︁
𝑁
(𝑠𝑟(𝑡)− 𝑠𝑎(𝑡))2/
∑︁
𝑁
(𝑠𝑎(𝑡))
2 (4.10)
onde 𝑁 é o número de pontos do sinal. Apesar de serem definidos matematicamente da mesma
forma, este ID tem recebido denominações diferentes por alguns autores. Anastasi (2011) o deno-
mina de Índice de Dano da Raiz Quadrada do Erro Quadrático Médio (Root Mean Squared Error
- RMSE), enquanto Watkins e Jha (2012) o denomina de Índice de Dano do Erro da Norma 𝐿2.
Neste trabalho adotamos esta última denominação. Os comentários e observações já feitas para o
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𝐷𝐼𝑆𝑃 também se aplicam para o 𝐷𝐼𝐿2.
Outros ID são encontrados na literatura, mas não foram avaliados neste trabalho. Entre eles
podemos citar os apresentados por Anastasi (2011):
∘ Índice de Dano da Densidade Espectral de Potência (Power Spectral Density - PSD), que é
a medida da energia em cada frequência contida no sinal, e é calculada usando a DSP pelo
método de Welch.
∘ Índice de Dano do Valor Máximo do Sinal Temporal, que é a medida da variação no valor
máximo do sinal reconstruído em relação ao de excitação.
∘ Índice de Dano do Valor Máximo do Sinal do Espectro, sendo similar ao máximo do sinal
temporal, é calculado utilizando o valor máximo da amplitude espectral do sinal reconstruído
com o do sinal de excitação.
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5 RESULTADOS E DISCUSSÕES
Aqui serão apresentados os resultados numéricos obtidos a partir da implementação compu-
tacional dos modelos utilizados. Todo o código computacional foi implementado no Matlab® e os
resultados obtidos são análisados e comparados aos encontrados na literatura, afim de demonstrar
a validade dos modelos e métodos estudados neste trabalho.
5.1 Análise e Teste dos Modelos Espectrais de Barra
A fim de realizar a simulação do tempo reverso dois exemplos foram realizados com estru-
turas do tipo barra sendo uma saudável e outra trincada. A barra saudável é modelada com um
elemento espectral de barra elementar de dois nós conectada a um elemento de barra semi-infinito
(Figura 5.1a). A barra trincada é modelada com um elemento espectral com trinca de dois nós
conectada a um elemento espectral semi-infinito (Figura 5.1b). Ambas estruturas são simuladas
para condição de contorno livre, estão submetidas a uma força de excitação na conexão entre os
elementos (nó 2) e os resultados dos deslocamentos são obtidos em ambos os nós. Os programas
computacionais são desenvolvidos no Matlab.
Figura 5.1: Exemplo das estruturas simuladas: (a) Barra saudável ; (b) Barra trincada.
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Ambos modelos têm as seguintes dimensões e propriedades da barra: comprimento, 𝐿 = 2𝑚;
largura da secção transversal, 𝑏 = 0,02𝑚; altura da secção transversal, ℎ = 0,02𝑚; módulo de
elasticidade, 𝐸 = 210𝐺𝑃𝑎; densidade, 𝜌 = 7860𝑘𝑔/𝑚3; e amortecimento histerético, 𝜂 = 0,02.
A Figura 5.2 mostra a força de excitação na forma de um pulso Tone Burst na frequência de
40 kHz, gerado com 5 ciclos senoidais, o qual foi usado para obter as respostas das barras.
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Figura 5.2: Sinal de excitação pulso Tone Burst de 40 kHz com 5 ciclos
As Figuras 5.3 e 5.4 mostram a comparação dos resultados obtidos por Pereira (2009a) com
os resultados implementados para a excitação Tone Burst. Resultados semelhantes também foram
obtidos nos trabalhos de Palacz e Krawczuk (2002), onde foi observado que melhores resulta-
dos são obtidos com sinais que possuam curta duração e que permitam excitar o maior número de
frequências possível. Vale ressaltar que Pereira (2009a) utilizou um sinal de excitação de 80 Khz
modulado por uma janela triangular para excitar o elemento de barra. Neste trabalho foi usado o
Tone Burst, pois é o sinal mais recomendado para o processo de tempo reverso (PARK et al., 2007).
Fazendo-se uma análise qualitativa dos gráficos, o pulso Tone Burst apresentou resultados seme-
lhantes aos obtidos por Pereira (2009a), tanto para o elemento saudável (Figura 5.3) como para o
trincado (Figura 5.4), onde é possível observar as ondas refletidas das trincas e as ondas que se
propagam pelo elemento. É possível observar que as reflexões ocorrem em tempos diferentes, e são
amortecidos mais rapidamente em comparação aos resultados do trabalho de Pereira (2009a), o que
se deve ao sinal utilizado nas simulações deste trabalho ser diferente do sinal de excitação utilizado
por ele.
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Figura 5.3: Resposta em aceleração no nó 2 (elemento saudável): (a) Pereira (2009a); (b) Programa
implementado no Matlab
Figura 5.4: Resposta em aceleração no nó 2 (trinca de 20%): (a) Pereira (2009a); (b) Programa
implementado no Matlab
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As Figura 5.5 mostra a resposta em aceleração para os exemplos das barras saudável e trin-
cada, submetida à força de excitação Tone Burst de 40 kHz aplicada no nó 2. Para a barra saudável
(Figura 5.5a), o primeiro sinal de cor verde é referente à força de excitação no nó 2, enquanto o
segundo é referente ao sinal refletido pelo nó 1. O sinal na cor azul representa a resposta no nó 1.
O sinal não sofre reflexão pois se propaga pela estrutura semi-infinita que está conectada ao nó 2.
Para a resposta da estrutura trincada (Figuras 5.5b e 5.5c), foram implementadas trincas, com 20%
e 30% da altura ℎ da secção transversal da barra, respectivamente, localizada no meio do elemento.
O primeiro sinal, em verde, é referente à força de excitação aplicada, enquanto os 2 sinais poste-
riores são do sinal que é refletido da trinca e do sinal que é refletido pelo nó 1, passa pela trinca e
segue do nó 2 para o elemento semi-infinito. A perda da amplitude foi causada pelo amortecimento
do material, representado pelo amortecimento histerético 𝜂.
A Figura 5.5c mostra, de forma similar, a propagação da onda no domínio do tempo, para um
elemento com trinca de 30% de sua altura da secção transversal. É possível observar a influência do
crescimento do dano na propagação da onda na estrutura trincada. Trincas menores causam menos
movimentos de reflexão e as amplitudes desses movimentos de reflexão também são menores. Esses
eventos de reflexão das ondas irão influenciar no processo de reversão do tempo, visto que o sinal
de resposta do nó 2 terá uma amplitude menor, além da reflexão causada pela trinca influenciar no
sinal reconstruído.
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Figura 5.5: Resposta em aceleração ao pulso Tone Burst de 5 ciclos do elemento de barra com 2
nós: (a) Elemento saudável; (b) Elemento com trinca de 20%; (c) Elemento com trinca de 30%
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Como a trinca encontra-se na metade da barra, o sinal refletido pela trinca e passa pelo nó
2 (linha verde) e o sinal que se propaga pela estrutura e que passa pelo nó 1, ocorrem no mesmo
instante de tempo, o que pode ser observado pelos gráficos apresentados (Figuras 5.5b e 5.5c).
É possível ainda calcular a localização da trinca, necessitando saber apenas a velocidade de
propagação da onda e a troca de posição da propagação da onda. Para melhor visualizar a propaga-
ção do Tone Burst ao longo da estrutura, em diferentes instantes de tempo, foi implementado um
algoritmo com base na equação 3.38. A reposta é calculada para os nós 1 e 2, e essa resposta é
usada para se fazer uma interpolação ao longo do comprimento da barra.
A Figura 5.6 mostra essa resposta para a trinca de 20% localizada a 1 𝑚 em relação ao nó
1. É possível observar o instante aproximado em que essa reflexão ocorre, com 𝑡 = 0,3318 𝑚𝑠.
A Figura 5.7 mostra a propagação da onda na mesma estrutura, mas para a trinca localizada em
𝑥 = 0,6 𝑚. A reflexão neste caso ocorre apenas para o instante aproximado 𝑡 = 0,4099 𝑚𝑠, pois a
trinca está mais distante do local onde o elemento foi excitado.
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Figura 5.6: Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 1𝑚 (trinca de
20%).
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Figura 5.7: Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 0,6𝑚 (trinca de
20%).
Da Figura 5.8 temos a propagação da onda numa estrutura com trinca localizada em
𝑥 = 1,4 𝑚. É possível observar que neste caso a reflexão devido à trinca ocorre antes, com
𝑡 = 0,2634 𝑚𝑠, visto que a trinca encontra-se mais próxima do ponto onde o elemento foi exci-
tado. Da mesma forma é possível observar que o sinal refletido da trinca é absorvido pelo elemento
semi-infinito, evitando posteriores reflexões novamente.
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Figura 5.8: Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 1,4𝑚 (trinca de
20%).
Da Figura 5.9 é possível observar a influência do crescimento da trinca na propagação da
onda. Ela apresenta a reposta da barra com profundidade da trinca de 30%. Comparando com a
Figura 5.6, é possível observar novamente o aumento na amplitude do movimento de reflexão cau-
sado pelo aumento da trinca. Pereira (2009a) utilizou um seno modulado por uma janela triangular,
e observou que para esse modelo de barra apresentado, valores de profundidade da trinca abaixo de
10% comprometem uma boa indicação da trinca, sendo necessário realizar uma diferença entre as
respostas da barra saudável com a barra trincada. Neste trabalho foi utilizado um Sinal Tone Burst,
pois é o que melhor atende ao processo de reversão no tempo por ser um sinal de banda estreita, fato
demonstrados por trabalhos encontrados na literatura (Park et al. (2007), Hai-Yan et al. (2010)), de
maneira que o sinal apresentou resultados satisfatórios ao ser usado no SEM. Park et al. (2007)
descreve os efeitos da largura de banda do sinal de entrada no TRM e justifica o uso de excitações
de banda estreita (Tone Burst).
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Figura 5.9: Resposta ao longo do elemento de barra com trinca localizada em 𝑥 = 1 𝑚 (trinca de
30%).
5.2 Análise e Testes dos Modelos em Tempo Reverso
Toda a simulação realizada para o Método do Tempo Reverso (Time Reversal Method - TRM)
foi implementada em código computacional no Matlab. Assumindo a utilização da barra mostrada
na Figura 5.1, o TRM é realizado através dos dois passos a seguir:
∘ Aplicação de uma excitação Tone Burst 𝑠𝑎 ao nó 1 e armazenamento da resposta 𝑠𝑏 do nó 2.
∘ Injeção do sinal revertido no tempo 𝑠𝑟𝑡 ao nó 2. O sinal recebido pelo nó 1 é o sinal recons-
truído 𝑠𝑟.
O diagrama de blocos da Figura 5.10 apresenta o processo de simulação utilizando a Trans-
formada de Fourier (Fast Fourier Transform - FFT) e a Transformada Inversa de Fourier (Inverse
Fast Fourier Transform - IFFT).
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Figura 5.10: Diagrama de Blocos da aplicação do Método do Tempo Reverso simulado.
A relação entre o sinal de excitação 𝑠𝑎 e o sinal reconstruído 𝑠𝑟 pode ser expressada na forma:
𝑠𝑟(𝑡) = 𝐼𝐹𝐹𝑇{𝑆𝑟𝑡(𝜔)?ˆ? (𝜔)} (5.1)
Assim, substituindo a equação 4.3 na equação 5.1, temos:
𝑠𝑟(𝑡) = 𝐼𝐹𝐹𝑇{𝑆*𝑎(𝜔)
⃒⃒⃒
?ˆ? (𝜔)
⃒⃒⃒2
} (5.2)
onde * denota o complexo conjugado e ?ˆ? (𝜔) representa a função de transferência que, para este
trabalho, é a Matriz de Rigidez Dinâmica da barra, a qual é dependente da frequência e afeta a
propagação da onda.
Afim de validar o TRM, foi feita a simulação para uma barra saudável com as mesmas pro-
priedades apresentadas na seção 5.1, esperando-se de obter a forma do sinal de resposta final (o
sinal reconstruído após o TRM) para fazer a comparação com o sinal original.
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Figura 5.11: Comparação dos sinais de excitação (𝑠𝑎) e reconstruído (𝑠𝑟) para a barra saudável:
(a) 𝑠𝑎(𝑡) com 𝑠𝑟(𝑡); (b) 𝑆𝑎(𝜔) com 𝑆𝑟(𝜔); (c) 𝑠𝑎(𝑡) com 𝑠𝑟(𝑡) escalonados; (d) 𝑆𝑎(𝜔) com 𝑆𝑟(𝜔)
escalonados.
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Os resultados mostrados nos gráficos das Figuras 5.11 confirmam que a forma da onda do
sinal reconstruído é praticamente idêntica à do sinal Tone Burst original, mas com amplitudes
diferentes, necessitando assim fazer o escalonamento com relação às suas respectivas amplitudes
máximas, sendo assim possível realizar a análise com os índices de dano. Após o escalonamento os
sinais são praticamente idênticos, tendo apenas um certo nível de tolerância devido à amplificação
do operador de reversão no tempo ser quase uniforme para uma limitada banda de frequência, e
também devido ao processamento de sinais nas conversões da Transformada de Fourier.
Assim, pode-se concluir que o sinal Tone Burst pode ser usado para a reconstrução da onda,
no que diz respeito à barra saudável, sendo necessário agora verificar o seu comportamento para
uma estrutura de barra trincada.
O modelo de barra trincada simulado utiliza as mesmas dimensões e propriedades do material
apresentados na seção 5.1. Afim de evitar as múltiplas reflexões causadas pela trinca, foi adicionado
na barra trincada um outro elemento semi-infinito, agora conectado ao nó 1. Assim, quando a
propagação da onda encontra a trinca e é refletida ao nó 1, ela não é refletida de volta pelo nó
1, sendo absorvida pelo elemento semi-infinito. De forma semelhante, a onda remanescente que
se propaga em direção ao nó 2 não é refletida pelo outro elemento semi-infinito que também está
conectado ao nó 2. Usando um sinal Tone Burst de 5 ciclos na frequência de 𝑓 = 40kHz para
excitar a estrutura da barra com uma trinca de 1% obtém-se os resultados mostrados na Figura 5.12
para o sinal de excitação e reconstruído nos domínios da frequência e do tempo, respectivamente.
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Figura 5.12: Comparação dos sinais de excitação (𝑠𝑎) e reconstruído (𝑠𝑟) para a barra com trinca
de 1%: (a) 𝑆𝑎(𝜔) com 𝑆𝑟(𝜔); (b) 𝑠𝑎(𝑡) com 𝑠𝑟(𝑡).
Da Figura 5.12 é possível observar uma grande discrepância entre as amplitudes dos sinais
de excitação e reconstruído na região das frequências mais baixas. Esta é uma característica do
problema de propagação de ondas, onde a componente do valor DC (frequência zero) e próximas
desta são indeterminadas visto que elas não se propagam. Assim, é necessário remover esta arbi-
trariedade impondo que os primeiros valores da reconstrução do sinal sejam zero (DOYLE, 1997).
Isso é consistente com a ideia que o sistema está em repouso antes da chegada da onda. Além do
mais, é recomendável colocar uma porção de zeros antes do sinal.
Logo, afim de corrigir a resposta do sinal reconstruído, foram feitas simulações numéricas
para verificar a quantidade de pontos iniciais do sinal a serem zeradas. Através de varredura do
número de pontos ótimos em programa computacional, foi determinado que a correção dos 500
pontos iniciais da função de resposta em frequência 𝐻 (𝜔) apresentava a melhor resposta do sinal
reconstruído (Figura 5.13), mas não se obtém ainda uma boa coincidência entre os sinais de exci-
tação e reconstruído. A correção no nível DC do sinal na frequência não foi reportada em nenhum
dos trabalhos encontrados na literatura, mas é possível notar a importância dessa correção para a
melhora do sinal que será usado na detecção do dano (sinal reconstruído).
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Figura 5.13: Comparação dos sinais de excitação (𝑠𝑎) e reconstruído (𝑠𝑟) incluindo a correção do
nível DC: (a) 𝑆𝑎(𝜔) com 𝑆𝑟(𝜔); (b) 𝑠𝑎(𝑡) com 𝑠𝑟(𝑡).
Hai-Yan et al. (2010) mostrou que o número de ciclos do sinal de excitação no tempo in-
fluencia na qualidade do espectro do sinal, e que existe um número ótimo de ciclos que melhora
a sua representação na frequência e consequentemente o sinal reconstruído obtido. Para investigar
esta questão e tentar melhorar ainda mais o sinal reconstruído, foram realizadas simulações com
sinal de excitação de 1 e 10 ciclos (Figuras 5.15 e 5.15), onde se observa a deterioração do sinal
reconstruído no tempo e frequência obtido com excitação de 1 ciclo e contraste com a melhoria
destes mesmo quando obtidos com a excitação de 10 ciclos.
44
0 5 10 15 20
x 104
0
0.5
1
Frequência [Hz]
 
 
0 1 2 3 4 5
x 10−4
−1
0
1
Tempo [s]
 
 
s
a
(t) s
r
(t)
S
a
(ω) S
r
(ω)
(b)
(a)
Figura 5.14: Comparação dos sinais de excitação (𝑠𝑎), com 1 ciclo, e reconstruído (𝑠𝑟) incluindo a
correção do nível DC: (a) 𝑆𝑎(𝜔) com 𝑆𝑟(𝜔); (b) 𝑠𝑎(𝑡) com 𝑠𝑟(𝑡).
0 5 10 15 20
x 104
0
0.5
1
Frequência [Hz]
 
 
0 1 2 3 4 5
x 10−4
−1
0
1
Tempo [s]
 
 
s
a
(t) s
r
(t)
S
a
(ω) S
r
(ω)
(b)
(a)
Figura 5.15: Comparação dos sinais de excitação (𝑠𝑎), com 10 ciclos, e reconstruído (𝑠𝑟) incluindo
a correção do nível DC: (a) 𝑆𝑎(𝜔) com 𝑆𝑟(𝜔); (b) 𝑠𝑎(𝑡) com 𝑠𝑟(𝑡).
45
Muito embora estes últimos resultados apresentem um melhoria bastante expressiva, é ne-
cessário levarmos em consideração que estas comparações (sinal de excitação versus sinal recons-
truído) estão sendo realizadas visualmente sobre as representações gráficas o que pode levar a erros.
A fim de evitar estes, apresenta-se na seção seguinte uma forma mais consistente de comparação
destes sinais, as quais são fundamentadas em conceitos matemáticos menos passíveis de erro.
5.3 Análise de Sensibilidade do Índice de Dano
Nesta seção mostra-se algumas análises da sensibilidade dos Índices de Dano apresentados
na Seção 4.3 em função dos problemas de processamento de sinais que influenciam o sinal re-
construído, tais como, a frequência e número de ciclos do pulso de excitação, e a profundidade da
trinca. Para essa análise foram usados pulsos Tone Burst de 20 kHz, 40 kHz, 80kHz e 160 kHz,
variando-se o número de ciclos (1, 6, 10, 15 e 20) com a correção de 500 pontos no nível DC tanto
para o 𝐷𝐼𝑠𝑝 (Figuras 5.16a, 5.17a, 5.18a e 5.19a) como para o 𝐷𝐼𝐿2 (Figuras 5.20a, 5.21a, 5.22a
e 5.23a).
Pela análise do 𝐷𝐼𝑠𝑝 é possível afirmar que quanto menor é o número de ciclos do sinal
original, pior é a reconstrução do sinal pelo TRM. Para todos os casos analisados (20, 40, 80 e 160
kHz), a melhor reconstrução ocorreu para uma excitação com 6 ciclos. Foi verificado também que
a partir de uma excitação com 7 ciclos, a reconstrução do sinal começa a piorar novamente. Essa
escolha do número de ciclos não é explorada na literatura, apesar de sua clara influência no TRM.
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Figura 5.16: Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 20 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
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Figura 5.17: Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 40 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
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Figura 5.18: Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 80 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
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Figura 5.19: Valores do 𝐷𝐼𝑠𝑝 para Tone Burst de 160 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
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De forma parecida, fazendo a comparação dos gráficos para o índice 𝐷𝐼𝐿2 (Figu-
ras 5.20, 5.21, 5.22 e 5.23) é possível observar que esse mesmo padrão, com o menor valor do
índice encontrado para uma excitação com 6 ciclos, se repete. Assim é possível verificar que os
resultados preconizados por Hai-Yan et al. (2010), os quais afirmam que quanto maior o número de
ciclos melhor é o sinal reconstruído, é verdadeira em partes, visto que a partir de 7 ciclos os sinais
começam a piorar novamente.
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Figura 5.20: Valores do 𝐷𝐼𝐿2 para Tone Burst de 20 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
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Figura 5.21: Valores do 𝐷𝐼𝐿2 para Tone Burst de 40 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
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Figura 5.22: Valores do 𝐷𝐼𝐿2 para Tone Burst de 80 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
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Figura 5.23: Valores do 𝐷𝐼𝐿2 para Tone Burst de 160 kHz: (a) variando-se o número de ciclos do
sinal de excitação; (b) para o menor valor encontrado (6 ciclos).
Pelas Figuras 5.24 e 5.25, usando esses mesmos indicadores, é fácil visualizar a influência do
aumento da frequência na detecção do dano. Os melhores resultados foram obtidos para frequências
maiores, onde os sinais reconstruídos são mais parecidos ao sinal de excitação.
É importante salientar que, para as respostas dos sinais com frequências acima de 180 kHz,
o sinal começa a sofrer deformações decorrentes do processamento de sinais, sendo necessária
manipulação dos dados do sinal de excitação (número de pontos, número de períodos, etc.) para se
fazer a análise em frequências maiores.
Com base nos resultados mostrados, pode-se observar que os valores para os índices de dano
apresentados, começam a aumentar com uma profundidade de trinca em torno de 10% da altura
da secção transversal. Assim, para modelos com profundidade da trinca abaixo de 10% uma boa
indicação do dano será comprometida, principalmente para as frequências maiores.
51
0 5 10 15 20 25 30
0.1
0.2
0.3
0.4
0.5
Profundidade da trinca [%]
In
di
ce
 d
e 
D
an
o
 
 
20 kHz
40 kHz
80 kHz
160 kHz
Figura 5.24: Comparação dos valores do 𝐷𝐼𝑠𝑝 para diferentes frequências, para excitação com 6
ciclos.
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Figura 5.25: Comparação dos valores do 𝐷𝐼𝐿2 para diferentes frequências, para excitação com 6
ciclos.
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6 CONCLUSÕES
Este trabalho analisou o comportamento do Método do Tempo Reverso para estruturas do
tipo barra modeladas pelo Método do Elemento Espectral, afim de realizar a detecção do dano. Este
método tem a vantagem de utilizar ondas guiadas, as quais viajam ao longo de todo o comprimento
da estrutura, o que permite um teste rápido e de longo alcance eliminando a necessidade de se
analisar todas as partes da amostra.
Neste trabalho estão apresentadas as formulações dos modelos espectrais de barra saudável
e com trinca. Uma nova forma da matriz de rigidez do modelo do elemento espectral de barra
trincada foi construída e apresentada. O método do tempo reverso é apresentado e aplicado de
forma simulada computacionalmente na detecção do dano em estruturas tipo barra modeladas pelo
método do elemento espectral.
Os procedimentos propostos e verificados neste trabalho foram desenvolvidos e simulados
em um código numérico implementados em ambiente Matlab. A princípio foram feitos testes na
implementação do modelo numérico das estruturas (saudável e trincada), observando sua resposta
em aceleração à detecção do dano (trinca) e comparando com resultados similares encontrados na
literatura. Em seguida, foi verificada a capacidade do método em localizar a trinca. Verificou-se
também a aplicação do método de tempo reverso para estruturas saudável e com trinca. Nas estru-
turas saudáveis o método apresentou bom desempenho na obtenção do sinal reconstruído, o qual
foi praticamente idêntico ao sinal de excitação, mas apresentando ainda um pequeno erro devido à
amplificação da função de resposta em frequência e da transformação do sinal da frequência para
o tempo e vice-versa.
Para a estrutura trincada observou-se a necessidade da correção do nível DC da função de
resposta em frequência. Uma correção nos primeiros 500 pontos do sinal da FRF produziram bons
resultados do sinal reconstruído para todos os casos analisados. Testes utilizando-se sinais de ex-
citação com diferentes numero de ciclos, confirmaram os resultados de Hai-Yan et al. (2010) que
existe um número ótimo de ciclos do sinal de excitação que produz um sinal reconstruído de melhor
qualidade. Análise de sensibilidade dos Índices de Dano foram realizadas em função da profundi-
dade da trinca, variando-se os parâmetros: número de ciclos e frequência do sinal de excitação. Os
resultados mostram maior sensibilidade dos Índices de Dano para 6 ciclos com 160 kHz no sinal de
excitação. Entretanto, deve ser enfatizado que os resultados e análises aqui apresentadas estão res-
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tritos ao domínio da simulação computacional, a modelos estruturais simples do tipo barra e a con-
dições de processamento de sinais lineares do tipo SISO (single-input-single-output). Entretanto,
é possível concluir que embora o Método do Tempo Reverso necessite de algumas manipulações
nos sinais, o procedimento é relativamente mais simples quando comparado a outras técnicas de
detecção de danos, pois elimina a necessidade da existência de uma assinatura de referência da es-
trutura saudável. Por tratar-se de estudo pioneiro sobre o assunto no LVA-DMC-FEM-UNICAMP,
este trabalho abre caminho para a utilização do TRM para estruturas mais complexas, tais como
vigas, placas e cascas, bem como, da sua verificação experimental.
6.1 Sugestões para Trabalhos Futuros
∘ Validação experimental do TRM para estruturas do tipo barra e comparação com os resulta-
dos simulados.
∘ Aplicação do TRM para estruturas mais complexas, como vigas, placas e cascas.
∘ Verificação da aplicabilidade do TRM utilizado em conjunto com outros métodos, tais como
o WFEM.
6.2 Artigo Gerado por este Trabalho
Artigo aceito para publicação em anais de congresso:
Lucena, R.L.; Dos Santos, J.M.C., Structural Health Monitoring Using Time Reversal and
Cracked Rod Spectral Element, ICEDyn 2015. International Conference on Structural Engineering
Dynamics, Lagos, Algarve, Portugal, June 2015.
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