Abstract. We show that quantum mechanics admits a local analytic formulation. This formulation shows that the perturbation series arising in quantum integrable systems are resummable, possibly after a rescaling of the deformation parameter with respect to the Planck constant. In particular, the spectrum of the perturbed harmonic oscillator is resummable.
Introduction
In this paper, we introduce an algebraic formalism in quantum mechanics similar in spirit to that of analytic and algebraic geometry. Then, we show that the series introduced by Heisenberg in his paper [16] for the spectrum of the anharmonic oscillator are resummable. We consider the more general case of a perturbed harmonic oscillator H = p 2 + q 2 + tr(t, p, q). Denoting by E(t, h) the perturbation series of an energy level, we prove that the series E(t, h) are resummable in h. By resummable, we mean that they can be expanded in formal power series E(t, h) = k α k (t)h k such that the series k α k (t)h k /k! are convergent for |h| sufficiently small, i.e., E(t, h) is of Gevrey class 1. Several examples are treated in the literature among which the case of a perturbation given by r(t, q, p) = q 4 ( [26] ). The result of this paper can be generalised to integrable systems with arbitrary degrees of freedom, in particular the same resummability property holds for integrable perturbations of a sum of n-harmonic oscillators in 2n ([13] ). This paper is organised as follows. In the first section, we recall Pham's construction for the quantum structure ring ([21] , see also [22] ). Then, we state a non-commutative Morse lemma. This Morse lemma is a cornerstone in the proof the resummability of the spectrum for the perturbed harmonic oscillator. The non-commutative Morse lemma is proved in section 2, the proof is similar to that given in [12] for the case of isochore deformations. In the h −→ 0 limit, the non commutative Morse lemma gives the isochore Morse lemma ( [29] ). In the second section, we develop elementary non-commutative symplectic geometry along the lines of Born-Heisenberg-Jordan and Dirac ( [2, 8] ).
In the third section, we represent the elements of the quantum structure ring as operators in a certain Hilbert module. Then, we define the spectrum of an element of the quantum structure ring. The quantum Morse lemma implies the resummability of the spectrum of a perturbed harmonic oscillator. Finally, we show that all operators are of trace class. In particular, the partition function Z(β) = T r(exp(−βH)) associated to a hamiltonian H is resummable.
1. The quantum Morse lemma 1.1. The quantum structure ring. LetQ be the non-commutative ring of formal power series in the non commutative variables q, p, h which satisfy the commutation relations
An element f of the ringQ can always be ordered i.e. written as a formal sum f = a ijk q i p j h k with the q's before the p's. The principal symbol of an object (function, submodule) belonging to aQ-module M is the image this object under the projection σ :
is defined by replacing the variables q, p with commuting variables x, y:
In contrast with the principal symbol, the total symbol of a function depends on the choice of a polarisation, i.e., of the choice of a decomposition of the vector space 2 into the sum of one dimensional vector spaces {x = 0} and {y = 0}. We define a Borel transform inQ (with respect to the polarisation) by
The quantum structure ring Q is the subring ofQ consisting of power series having a convergent Borel transform:
Here as usual the notation {h, x, y} stands for the ring of absolutely convergent power series. The subring of Q consisting of series which are independent of p and q is denoted by h . That Q is actually a ring follows from D-module theory, as we shall now explain.
Denote by E x,t (0) the ring of germs of convergent microlocal differential operators of order 0 in the variable x and t ∈ . The mapping
defines a -vector space isomorphism. That the target space is a ring ( [3] ) implies that Q is a ring. This property fails if we consider standard analytic series inQ.
Theorem 1 ( [3, 24] ). Let ϕ ∈ Aut(Q) be a formal automorphism, then the following conditions are equivalent
This theorem implies that the ring Q is independent on the choice of the polarisation. This is another specificity of the Borel transform.
and denote by σ(R) the symbol of R.
The commutation relations (1) imply that the symbol of an automorphism of R is a symplectomorphism-germ of ( 2n , 0). 22, 23, 24] ). Any germ of a symplectomorphism ϕ ∈ Aut(σ(R)) can be lifted to an automorphism of R.
Theorem 3 ( [20, 23, 24] ). The choice of f ∈ R induces a A z -module structure defined by u.f = u(f ), u ∈ A z . Remark 1. This proposition implies that the units of R are the elements whose symbols are units. In particular the Nakayama lemma holds in the ring R. 1.2. Statement of the theorem. We denote by M the maximal ideal of the ring Q. The resummability of the spectrum of the perturbed harmonic oscillator is based on the following non-commutative version of the Morse lemma in case R = Q.
For the harmonic oscillator, we have b = 0. For the ring of formal power seriesQ the theorem is also valid. The proof follows from the Schlessinger theory ( [25] ). An direct proof can also be given (see e.g. [6, 7] ). From Theorem 4, we deduce the following corollary.
Corollary 1. Let f ∈ Q be a function whose symbol has a Morse critical point (i.e. d 2 σ(f ) is non-degenerate) at the origin. Then, there exist an automorphism ϕ ∈ Aut(Q) and a unit u ∈ h {z} such that u.ϕ(f ) = q 2 +p 2 .
Elementary non-commutative differential calculus
In this section, we put
The content of this section is essentially known since the early years of quantum mechanics ([27]).
2.1. Non-commutative differential calculus. Following Dirac [8] , we define the quantum Poisson Bracket by
It is readily verified that {f, g} ∈ R whenever f, g ∈ R. As Dirac noticed this Poisson bracket satisfies the Jacobi identity as well as the identity
Following Born, Jordan and Heisenberg [2] , we define partial derivatives
Applying the Jacobi identity with g = q, h = p, we get the Schwarz identity
We denote by f dq (resp. f dp) the only function-germ
F is divisible by q, i.e., there exists G ∈ R such that F = qG (resp. F = pG). For instance, if we take n = 2, f = i,j≥0 a ij q i p j we get
Remark 2. Non-commutative differential calculus is dependent on the choice of the polarisation. It is however not difficult to prove that given any polarisation, the automorphisms are the non-commutative symplectomorphisms of this polarisation (this is essentially the Cartan formula).
Remark 3. Once the polarisation is fixed, differential equations can be integrated in R as follows. We write all equations with respect to the fixed ordering. The formal solutions for the total symbol of the equationsq = f (q, p), p = g(q, p) are indeed the solutions of these equations in R. The noncommutativity of the ring R expresses itself by the fact that even though the solutions q(t, q 0 ) and p(t, p 0 ) are defined via convergent power series in the usual sense, then this might be no longer true for the product pq. Theorem 3 implies that such a pathology is inexistent in the ring Q.
Derivations in R.
Definition 2. A derivation of the ring R is an A-linear mapping
it preserves commutators, i.e., D{f, g} = {Df, g} + {f, Dg}.
The second condition can be replaced by Dh = 0.
Remark 4. Due to the non-commutativity of the ring R, the space of derivation is not an R-module but only an A-module. 
The function G is related to D by the formula G = (Dp)dq − (Dq)dp + {p, Dq}dpdq.
Remark 5. Having chosen a polarisation, one can define a non-commutative de Rham complex in the most obvious manner. This complex defines a resolution of the ring A. The existence of G is an easy consequence of this fact.
Proof. Put F = (Dq)dp, then Dq = ∂ p F = {q, F }. I assert that the function germ Dp − {p, F } does not depend on p, that is, {Dp, q} = {{p, F }, q}.
As D is a derivation, we have D{p, q} = {Dp, q} + {p, Dq} = 0.
Therefore {Dp, q} = {Dq, p} = {{q, F }, p}. The Jacobi identity implies that {{q, F }, p} = {{p, F }, q}. This proves the assertion. The assertion implies that F ′ = (Dp − {p, F })dq is a function of q independent on p. We put G = F + F ′ , then Dq = {q, G} and Dp = {p, G}. Consider the derivation D ′ = D − {−, G}. As one has the equalities qD 
Proof. Apply the preceding proposition, to the derivation
The map G is called an infinitesimal generator of ϕ.
Proof of the quantum Morse lemma
3.1. Infinitesimal formulation of the quantum Morse lemma. We are searching for u and ϕ such that u.ϕ(f ) = f 0 where f 0 is the restriction of f to t = 0. We differentiate this equality with respect to t and apply Corollary 2, we get the equation
where G is an infinitesimal generator of ϕ. Multiplying this equation by ∂u ∂z
and then acting by the automorphism ϕ −1 , we get an equation of the type
Since non-commutative differential equations can be integrated (Remark 3), u and ϕ exist provided that there exist g and G satisfying Equation (2) . The h -module M t = Q{t}/{f, Q{t}} has a h {z, t}-module structure induced by that of Q{t}. Equation (2) can be solved provided that α belongs to the submodule of M t generated by the class of 1. I assert that we have the following equivalences (1) the class of 1 generates the h {z, t}-module M t , (2) the class of 1 generates the {z, t}-module M t /hM t (3) the class of 1 generates the -vector space V = M t /(tM t +hM t +zM t ) Point (3) is satisfied. Indeed, the -vector space M t /(tM t + hM t + zM t ) is the fibre at the origin of the Brieskorn lattice of the symbol of f (see e.g. [12]). As proved by Brieskorn, the Brieskorn lattice of a plane curve singularity is a free module whose rank equals the Milnor number of the singularity ( [4] ). Therefore V is a one-dimensional vector space.This proves point (3). The assertion is a consequence of the following result and of the Nakayama lemma.
Proposition 2. For any germ f ∈ Q{t} such that the symbol of f 0 = f |t=0 has an isolated critical point at the origin, the space M t = Q{t}/{f, Q{t}} is a h {z, t}-module of finite type.
Proof of Proposition 2.
The argument used below is standard ( [4, 5, 11, 28] . It is based on the Kiehl-Verdier theorem ( [9, 18] ). The quantum structure ring Q gives rise to a sheaf in the space 2n+1 = T * n × that we abusively denote in the same way. This sheaf has support on the hyperplane {h = 0} and is defined by the presheaf U → Q(U ) with f ∈ Q(U ) ⇐⇒ (Bf ∈ O(U ) and U ∩ {h = 0} = ∅).
The sheaf Q is a sheaf of Fréchet spaces for the following structure. Given polydisk D r ⊂ 3 , the Fréchet space structure on Q(D r ) is defined by the semi-norms
where Bf is the Borel transform of f and K ⊂ D r is a compact subset. Like in the commutative case, the resulting Fréchet space is nuclear ( [15] ). The proof can for instance be adapted from that given in [10] for O(D r ). Similarly, the ring h can be sheafyfied into a sheaf of nuclear Fréchet space in , that we abusively denote in the same way. It is readily verified that Q is a sheaf of nuclearly free Fréchet h -modules. Similar considerations can be applied to the ring Q{t}. Let V be a neighbourhood of the origin in 4 = {h, t, x, y} such that (1) Bf is convergent in U , (2) the mapping F : (U ∩ {h = 0}) −→ S, (t, x, y) −→ (σ(f )(t, x, y), t) is a standard (=good) representative of its germ at the origin (see e.g. [1, 19] for the definition of such a representative). Consider, the complex of sheaves of nuclear Fréchet h {t}-modules
Let us denote by X the hamiltonian vector field of σ(f ) and put V 0 = U ∩ {h = t = 0}. As F is a standard representative, we can find a C ∞ function in a :Ū \ {0} −→ such that above T × S the the Hamiltonian vector field aX satisfies the following two conditions. It is transversal to the boundary ofŪ ∩ {h = 0} and for any closed polydiskD r , aX is transversal to V 0 ∩D r . Let us denote by Φ τ the flow of the vector field aX. The cohomology sheaves of C · f are constant along the complex integral lines of X, therefore they are also constant along the real integral lines of aX. This shows for a sufficiently small value of τ , the inclusion mapping
. As this map is h {t}-nuclear, the Kiehl-Verdier theorem implies that the cohomology modules of the complex C · f (U τ ) are of finite type. As the construction can be repeated for arbitrary small neighbourhood of the origin, we get that the stalk of C · f at the origin is a module of finite type. This concludes the proof of the proposition. Remark 6. The difference between this axiomatic and the approach of C * -Hilbert modules ( [17] ) is that we do not assume that the ring A is a neither a Banach nor a Fréchet ring.
The operator representation. We put
We define the annihilation and the creation operators by
The annihilation and creation operators define a polarisation. Together with this polarisation is defined the map
We define hermitian conjugation in R by † : R −→ R,
Denote by Ra the left ideal generated by the a k 's. We have a commutative diagram where the vertical arrow denotes the canonical projection. We put a A-Hilbert module structure on R/Ra by defining the pairing
Notations. We use the standard Dirac notations. Elements of R/Ra are called states and are denoted by |v . The projection of 1 ∈ R to R/Ra is called the vacuum. It is denoted by |0 . The projection of (a † ) i is denoted by |i . The image of the vector |i under an operator A is denoted by A|i . In case R = Q (resp. R = Q{t}), we denote the h -Hilbert module R/Ra by H (resp. H{t}). Proof. The only non-trivial fact to be proved is that u|u > 0 provided that u = 0. Assume u = 0, we then write u = i∈I (α i h j i |i +. . . ) where I ⊂ ≥0 denotes the set of indices for which α i = 0 and the dots denote higher order terms in h. Then, the hermitian product
is positive. This proves the proposition.
Therefore, we have a ring homomorphism ρ : R −→ L(R/Ra, R/Ra) representing the elements in R as A-linear operators in R/Ra.
The Heisenberg computation.
We are now ready to give a mathematical description of Heisenberg's original computation and to show the Borel summability of the procedure ( [16] ). The only difference that we make is that we rescale the parameter of the deformation.
Definition 5. An eigenvector (resp. an eigenvalue) of an element H ∈ R is an eigenvector (resp. an eigenvalue) of the A-linear operator ρ(H). The spectrum of H ∈ R, denoted Sp(H), is the subset of A consisting of eigenvalues of ρ(H).
Remark 8. The spectrum of u.H, u ∈ h {z}, H ∈ Q is equal to u(Sp(H)).
Example. Let us consider the harmonic oscillator case for n = 1. In terms of annihilation and creation operators we have H(a † , a) = a † a + h/2. The eigenvectors are the states {|n , n ∈ ≥0 }. The spectrum Sp(H) ⊂ h is the set {(n + 1 2 )h, n ∈ ≥0 }. Definition 6. Given a function germ H t ∈ Q{t}, we say that ψ t ∈ H{t} (resp. E t ∈ h {t}) is a perturbative expansion of an eigenvector ψ (resp. of an eigenvalue E) of H 0 if H ht ψ t = E t ψ t with ψ 0 = ψ.
Remark 9. In the definition of the spectrum, we made an implicit rescaling t → ht otherwise the perturbation expansion of the eigenvectors are meromorphic series in h. Proposition 4. Let ϕ t be an automorphism of Q{t} generated by G t . Then, a perturbative expansion of an eigenvector ψ associated to an eigenvalue E of H 0 is given by ψ t = e i G ht dt ψ. The perturbative expansion of E is constant, i.e., H t ψ t = Eψ t .
Proof. Without loss of generality, we can assume that E = 0 (otherwise we replace H byH = H − E). Differentiating the equality H ht ψ t with respect to t, we get
By definition of the quantum Poisson bracket, we have h{H ht , G ht }ψ t = −i[H ht , G ht ]ψ t .
we get that d dt (H ht ψ t ) = iG ht H ht ψ t .
As ψ 0 lies in the kernel of H 0 , this equality implies that all derivatives of H ht ψ t with respect to t vanish at t=0. This proves the proposition.
We deduce the following corollary of Theorem 4.
Corollary 3. Let H t (q, p) = p 2 + q 2 + tr(t, q, p), r ∈ Q{t}. Then, the perturbative expansions of the spectrum of a perturbed harmonic oscillator H t = p 2 + q 2 + tr(t, q, p) are resummable.
Proof. The quantum Morse lemma (Theorem 4) asserts that there exist an automorphism ϕ ∈ Aut(Q 2 {t}) and a unit u ∈ h {t, z} such that H t = u.ϕ(H 0 ). Proposition 4 implies that the eigenvalues expansions E(t) of H t are the images of the eigenvalues of H 0 under the map-germ u. In particular, the Borel transform of the E(t)'s are convergent. This proves the corollary.
4.4.
The partition function. We show that the partition function of the corresponding statistical model is well defined in our context.
Proposition 5. For any function-germ H ∈ Q, the trace series T r(H) = i∈ 3
≥0
i|H|i defines an element of h .
Proof. We give an explicit formula for the trace. Write H = jk α jk a j (a † ) k . Then using the equality i|a j (a † ) k |i = i + j|i + k , we get the formula This formula implies that T r(H) ∈ h . To see it, take r < 1/2 such that the Borel transform BH of H is convergent in the open polydisk D ⊂ 3 of polyradii (2r, 2r, 2r 2 ) D = |z 1 | < r, |z 2 | < r, |h| < r 2 .
Here z = (z 1 , z 2 ) is the symbol of (a † , a). We denote by H the supremum norm of BH in the closed polydiskD (here the Borel transform is chosen with respect to the a, a † polarisation):
