On the math-fun mailing list (7 May 2013), Neil Sloane asked to calculate the number of n × n matrices with entries in {0, 1} which are squares of other such matrices. In this paper we analyze the case that the arithmetic is in F2. We follow the dictum of Wilf ("What is an answer?") to derive a "effective" algorithm to count such matrices in much less time than it takes to enumerate them. The algorithm which we use involves the analysis of conjugacy classes of matrices. The restricted integer partitions which arise are counted by the coefficients of one of Ramanujan's mock Theta functions, which we found thanks to Sloane's OEIS (Online Encyclopedia of Integer Sequences).
Introduction
On the math-fun mailing list (7 May 2013), Neil Sloane asked "What is a(n) = the number of n × n matrices in R that have a square root in R", where R is the set of n × n matrices with entries that are 0 or 1, for various matrix rings.
In this paper we give an answer to his question when R = Mat n (F 2 ), the n × n matrices with coefficients in F 2 , in the sense of an algorithm to calculate a(n), whose values we give for n ≤ 60. We also calculate the closely related sequence b(n) of matrices which are squares in GL n (F 2 ). The calculation is based on the observation that whether or not a matrix A is a square is a classfunction-i.e., it only depends on the conjugacy class of A. We then use the known characterization of conjugacy classes in Mat n (F 2 ) along with formulas for the cardinality of their centralizers to derive a method for calculating a(n). Along the way we also found a number of other interesting sequences which were not already in the OEIS.
We should expect that a(n) and b(n) both grow approximately like 2 n 2 because of a general result about word maps [16] : Let W be a word in the free group on d generators, x 1 , . . . , x d , and G be a group. We define a map from the set G d = G × · · · × G (d times) to G, also denoted by W , by sending (g 1 , . . . , g d ) to the element of G obtained by substituting g i for x i in W . If W is not the trivial element, then the image W (G d ) is large: If G n is a sequence of non-abelian simple groups such that |G n | → ∞, then lim n→∞ log W G d n / log(|G n |) = 1.
To apply this to our case, we take G n = GL n (F 2 ) (which is simple), d = 1, and W = x 2 1 . This shows that lim n→∞ log(b(n))/ log(| GL n (F 2 )|) > 0. However (see Corollary 1) we have | GL n (F 2 )| ∼ γ 2 2 n 2 for an explicit γ 2 > 0. Since 2 n 2 ≥ a(n) ≥ b(n) we get the above assertion.
Counting squares in simple groups arises in the context of proving that every element in a simple group can be written as the product of two squares [13] .
Generating and Counting
When faced with a problem such as this one, the first thing to try is to generate all squares and count them. One can do this is in a straightforward way: enumerate all matrices of a given size, square them, and keep track of their counts via a data structure such as a hash table. However, one can be much more efficient than that. Since the matrices that we're interested in have all entries in {0, 1} it makes sense to use a Gray code to generate all such matrices. There are many different variants of Gray code, but all of them have the property that adjacent matrices in the sequence differ in precisely one position. Suppose that position is (i, j). Let E denote the matrix which is all 0s except for 1 in the (i, j) position. We'll keep track of A-the current matrix-and B = A 2 . When we change A to A + E, we change B to (A + E) 2 = A 2 + EA + AE + E 2 . Note, first, that E 2 = 0 unless i = j, in which case E 2 = E. Note also that EA is all 0s except for its i-th row, which is the j-th row of A. Similarly, AE is all 0s except for its j-th column which is the i-th column of A. Thus, if we represent A as n 2 bits in a computer word, we can update B by a few shifts and masking operations, as well as at most 3 exclusive ORs. See Listing 1 on page 16 for a C program implementing this. One can calculate the exact number of 5 × 5 matrices which are squares in about 0.302 seconds on a fairly standard PC workstation. However, this approach can't be pushed much further in practice, since it needs about 2 n 2 −3 bytes of storage for a table of n 2 bits and has running time proportional to 2 n 2 . In fact the calculation of a(6) takes 2077.957 seconds on the same workstation.
Matrices and Their Conjugacy Classes
We begin by collecting the results about conjugacy classes of matrices over finite fields that we need to derive the algorithm. The main tool is rational canonical form, which is a generalization of the well-known Jordan canonical form. Although this is well known (for example, see [15, Chapter XIV]) few sources 1 give the formula for the order of the centralizer of an element. For matrices over finite fields this is originally due to Dickson [6] . An exposition in more modern notation may be found in MacDonald [20, p. 87] . Definition 1. Two matrices A, B ∈ Mat n (K), where K is a field, are similar (written A ∼ B) if there is an invertible U ∈ Mat n (K) with A = U −1 BU . A K-conjugacy class is a set of all matrices U −1 AU for a fixed A and all invertible U . The centralizer of A is C K (A) := {U ∈ GL n (K) : U −1 AU = A}. A matrix A is semisimple if A is similar to a diagonal matrix (over the algebraic closure of the coefficient field). It is semisimple regular if the elements on the diagonal are distinct.
Note (e.g., see [15, Chapter XIV] ) that A and B are similar as members of Mat n (K) if and only if they are similar as members of Mat n (L) where L/K is any field extension.
Every semisimple matrix A over F 2 n is similar to a diagonal matrix. Raising such a matrix to the 2 n power permutes the elements on the diagonal, since A is defined over F 2 n . We have A ∼ A 2 n which is obviously a square. Thus, the set of squares of matrices over F 2 n contains all semisimple matrices.
If A, B are square matrices, we denote the direct sum by
If r is a nonnegative integer denote by [r]A the direct sum of r copies of A. The key observation (from standard group theory) is that the number of elements in the conjugacy class of A is | GL n (K)|/|C K (A)|.
Conjugacy classes have a fixed standard representative given by combinations of integer partitions and K-irreducible polynomials.
Definition 2.
A partition is a non-increasing sequence of nonnegative integers λ, with all but finitely many λ i = 0. Each of the λ i is referred to as a part. The weight |λ| = i λ i . The conjugate of a partition λ, written λ , is defined by
We have m i (λ) = λ i − λ i+1 . Note that |λ| = |λ | and that conjugation is an involution.
It is convenient to also consider the empty partition, denoted by ∅, with |∅| = 0 and ∅ = ∅.
Let P denote the set of partitions. We also write partitions in the form 1 m1 2 m2 . . . , indicating that i occurs with multiplicity m i , where we omit those factors with m i = 0.
For a prime power q let I(q) denote the set of F q -irreducible monic polynomials with coefficients in F q , and I(q) d those elements of I(q) of degree d. We also denote by
.e., all of I(q) 1 except for the polynomial X.
Note that this is the matrix of multiplication by X on polynomials (mod φ(X)) with respect to the ordered basis 1, X, . . . , X deg(φ)−1 .
For convenience, we denote by M (1) the 0 × 0 matrix. Proposition 1. Every conjugacy class of an element of Mat n (F q ) is uniquely specified by a function Λ : I(q) → P, where for all but finitely many φ ∈ I, we have Λ(φ) = ∅, and for some φ,
The standard representative of this conjugacy class is
Definition 4. The standard representative for a matrix given by Proposition 1 is called the rational canonical form of the matrix.
Note that the characteristic polynomial of the conjugacy class represented by Λ is φ∈I(q) φ |Λ(φ)| and the minimal polynomial is φ∈I(q) φ maxi Λ(φ)i .
denote its characteristic polynomial, and ψ M (X) denote its minimal polynomial. We say that M is separable if φ M (X) has distinct roots in the algebraic closure of K, M is semisimple if ψ M (X) has distinct roots in the algebraic closure, and
We note that this definition of semisimple is equivalent to the previous definition.
Definition 6. The q-Pochammer symbol (a; q) n := n−1 k=0 (1 − aq k ) when n is a positive integer. We also set (a; q) 0 = 1 and (a; q) −n = 1/(aq −n ; q) n .
Proposition 2 (Dickson [6] ). Let λ ∈ P be a partition, and q a prime power.
. The order of the centralizer of an element associated to the data Λ :
The quantity i (q −mi(λ) ; q) mi(λ) can be seen as a correction factor to specify that U is invertible.
The identity element corresponds to the data Λ(X − 1) = 1 n , and Λ(φ) = ∅ for φ = X − 1. Thus we have
, and the infinite product
The approximate value of γ 2 ≈ 0.28878809508660242.
Powers
We now analyze M (φ r ), where φ is an irreducible monic polynomial, and obtain a characterization of squares of matrices. We start off with a few lemmas which allow us to compute the effect of raising to the r-th power for r a positive integer.
If φ(X) is a monic polynomial of degree d then M (X) is the matrix of multiplication by X with respect to the ordered basis 1, X, . . . , X d−1 where multiplication of polynomials is taken (mod φ(X)). If we write down the matrix of multiplication by X with respect to another basis, then it is similar to M (X).
In the following, if φ(X) = (X − α 1 ) · · · (X − α n ) is a polynomial with roots α 1 , . . . , α n in the algebraic closure, and r > 0 an integer, denote by φ (r) (X) = (X − α . When φ is a polynomial over F 2 , we have φ (2) (X) = φ(X).
Lemma 1 (The Chinese Remainder Theorem). Let φ(X) and ψ(X) denote relatively prime monic polynomials. Then
Proof. Since φ(X), ψ(X) are relatively prime, there are polynomials
. Let V 1 be the span of B 1 and V 2 the span of B 2 . Then the space spanned by 1, . . . , X d+e−1 is V 1 ⊕ V 2 , and multiplication by X leaves V 1 and V 2 invariant. Furthermore, the matrix of X with respect to B 1 is M (φ) and with respect to B 2 is M (ψ).
Corollary 2. Let φ(X) be a monic polynomial whose factorization in the algebraic closure is φ(X) = i (X − α i ) ri , for distinct α i , and r i > 0. Then
where I ri is an r i ×r i identity matrix and similarity is over the algebraic closure.
Proof. By Lemma 1 it suffices to prove the statement when φ(X) = (X − α) r for some α ∈ F 2 and positive integer r. However, we have X = α + (X − α), so multiplication by X is given by the matrix αI r plus the matrix of multiplication by (X − α). The latter is obviously similar to the matrix of multiplication by X mod X r .
Lemma 2. Let n, r be positive integers. Then
Proof. The matrix M (X n ) is the matrix of multiplication by X modulo X n with respect to the basis 1, X, . . . , X n−1 . Thus M (X n ) r is the matrix of multiplication by X r with respect to the same basis. This maps
When i < n mod r we have s + 1 = (n + r − 1)/r = n/r , and n/r otherwise.
Corollary 3. Let q be a power of 2, r a positive integer, and φ ∈ I(q).
Proof. Let α 1 , . . . , α d be the roots of φ(X). By Corollary 2 we have
The first equality follows because the characteristic is 2. The second equality follows from Lemma 2, and the last line from Corollary 2.
Corollary 4. If a matrix A ∈ Mat n (F q ), where q is a power of 2, is in the conjugacy class with standard representative specified by Λ : I(q) → P, then the conjugacy class containing A 2 has its standard representative specified by M :
It thus suffices to show that for all φ ∈ I(q), and λ ∈ P
where µ ∈ P satisfies m i (µ) = 2m 2i (λ) + m 2i−1 (λ) + m 2i+1 (λ). By Corollary 3 we have
. If λ j = 2i then it contributes 2 to the multiplicity m i (µ). Otherwise it contributes 1, thus giving the assertion.
By enumerating all partitions of n one can produce the set of partitions of the form M(φ) as in the above corollary. Counting these partitions produces the sequence 1, 1, 2, 3, 4, 5, 7, 10, 13, 16, 21, 28, 35, 43, 55, 70, . . . which is sequence A006950 in the OEIS. There are many comments there about classes of partitions. They include: "Also the number of partitions of n in which all odd parts occur with multiplicity 1." None of the above partitions fell into any of the classes referred to, but the conjugates did. This yielded Proposition 3 below. The sequence above is also the sequence of coefficients of one of Ramanujan's mock ϑ functions whose generating function is
Proof. Let µ = ∆(λ). We have µ i = j≥i m j (µ). Substituting in the value of m j (µ) we obtain
If m j (µ ) ≥ 2 then there is an i such that j = µ i+1 = µ i . We have m i (µ) = µ i − µ i+1 = 0 and thus m 2i−1 (λ) = 0. The above congruence shows that j = µ i is even. In other words m j (µ ) ≤ 1 if j is odd.
For the converse, suppose that we have a partition µ so that m 2i−1 (µ )
, not both of the b can be 1. If m i (µ) = 0, then µ i+1 = µ i , which, by the condition on µ implies that µ i and µ i+1 are even. By the construction above this implies that b 2i−1 = b 2i+1 = 0, and thus b 2i = 0. We then construct a partition λ such that m i (λ) = b i . This exists since the only necessary condition on b i for the existence of such a partition is that b i ≥ 0 and b j = 0 for j sufficiently large.
The key result in allowing an efficient calculation of our sequences is that the conjugacy classes involved are exactly those with a restriction on the possible partitions, but any irreducible polynomial is allowed.
Definition 7. For each φ ∈ I(q) let S φ ⊆ P be a subset of partitions containing the empty partition.
We call a sequence C n ⊆ Mat n (F q ) of a union of conjugacy classes partition restricted with respect to the family {S φ } if the functions Λ : I(q) → P which describe the elements of C n are exactly the functions such that dim Λ = n and, for all φ ∈ I(q), we have Λ(φ) ∈ S φ . If all S φ are the same (in which case we drop the subscript) we call the sequence C n partition uniform with respect to S.
Using these results yields Theorem 1. Let C n ⊆ Mat n (F 2 ) denote the set of squares of elements of Mat n (F 2 ). Then C n is a union of conjugacy classes and it is partition uniform with respect to S = {λ ∈ P :
Proof. If a conjugacy class is specified by λ : I(2) → P its standard representative is
and thus its square is conjugate to
Thus it suffices to consider M (φ(X) r ) 2 , where φ is irreducible. The proof is finished using Corollary 4 and Proposition 3.
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Generating Functions
Let C n ⊆ Mat n (F 2 ) be a union of conjugacy classes for each n ≥ 1. We associate two generating functions with C. The first has coefficients which give the numbers of elements in the conjugacy class C n (scaled by the total number of invertible elements):
The second has coefficients which give the number of conjugacy classes in C n :
where, by abuse of notation, we say that Λ ∈ C n if Λ : I(q) → P specifies a conjugacy class in C n . We use the coefficient
where the outer sum is taken over all Λ : I(q) → P, specifying the conjugacy classes in C n , and because C(Λ, q) has a multiplicative decomposition as in Proposition 1.
The reason for the definitions of partition restricted and partition uniform is the following: Proposition 4. Let C n ⊆ Mat n (F q ) be a union of conjugacy classes, and F C (X) the associated generating function (resp., G C (X) is the associated generating function for the number of conjugacy classes). If C n is partition restricted with respect to S φ then
and
If C n is partition uniform with respect to S then
Proof. We use the multiplicative decomposition from Proposition 2 to see that
where the sum is over all possible Λ describing the conjugacy classes in C n . By the definition of partition restricted, we may interchange the summation and product obtaining Equation (2) . By definition of partition uniform we then have Equation (4) . A similar argument applies to G C .
If we are interested only in classes in GL n (F 2 ) instead of Mat n (F 2 ) we modify Equations (4) and (5) by using the exponent q − 1 instead of |I(q) 1 | = q, which corresponds to omitting the irreducible polynomial φ(X) = X.
We now show that the number of conjugacy classes of squares (both for all matrices and for invertible matrices) grows exactly as 2 n .
Lemma 3. Let q be a prime power. As formal power series we have
Proof. Since both the left-and right-hand sides of Equation (6) have constant term 1, it suffices to show that the logarithmic derivatives of both sides are equal. The logarithmic derivative of the right-hand side is
which is the logarithmic derivative of the left-hand side. In the above we have used the fact that d|m d|I(q) d | = q m . This holds because every element of F q m is the root of some irreducible polynomial over F q of degree d | m (and conversely), and each of those polynomials has exactly d roots.
Theorem 2. Let a (n) denote the number of conjugacy classes of squares for Mat n (F 2 ) and b (n) the number of conjugacy classes of squares for GL n (F 2 ). We have
From this it follows that there are real α , β > 0 such that a (n) ∼ α 2 n and b (n) ∼ β 2 n .
Proof. When C is the set of conjugacy classes of squares of all matrices then
When we are dealing with invertible matrices the only factor that differs is the one for d = 1. Since |I(q) 1 | = |I(q) 1 | − 1, we must divide the above by ϑ(z). However we have
We now apply Lemma 3 to each of the factors and find that
This product clearly converges when |z| < 1/2, has a simple pole at z = 1/2, and has no other singularities when |z| = 1/2. We have
Thus, a (n) ∼ α 2 n . For the case that C specifies invertible squares we must divide the above by ϑ(1/2).
We may calculate F C (X) by using any of the standard fast algorithms for manipulating power series [5] but we may exploit its special form for a more efficient calculation as follows.
A large part of the calculation involves calculating a product
for power series f d (X) whose constant term is 1, and positive integer exponents n d . We may speed up this calculation substantially as follows: taking the logarithmic derivative, we have
of which we're interested in the first n + 1 terms. Treating the coefficients of F (X) after the constant term (which is 1) as unknowns, we get a linear system by multiplying both sides by F (X) and equating coefficients. In fact, the linear system is lower triangular, and so may be solved quickly. For large n we may do this more quickly by using the algorithm described in [4] . Making this change sped up the calculation for n = 14 from 318 seconds to 1 second. This speed-up improves substantially for larger n.
As an alternative to directly manipulating the coefficients as large rational numbers, we may use the Chinese Remainder Theorem. Choose distinct odd primes p 1 , . . . , p r so that i p i > 2 n 2 , and p i does not divide 2 k − 1 for k ≤ n. Note that by the prime number theorem (or weaker estimates) we may do this with p i ≈ log(2 n 2 ) = n 2 log(2), and r ≈ n 2 / log(n). We then have C(λ, q d ) ≡ 0 (mod p i ), so that we may calculate the truncated power series of each of the above summands modulo p i , and then the truncated version of F C modulo each of the p i . We then multiply the coefficients of x k by the | GL k (F 2 )| mod p i , and finally use the Chinese Remainder Theorem to recover |S k | since we know that it is a positive integer ≤ 2 n 2 .
Note that the proof of Proposition 3 yields an algorithm to decide whether or not a matrix in Mat n (F 2 ) is a square, and, if so, calculate a square root. Namely, using algorithms for rational canonical form [21] we obtain a change-of-basis matrix and a standard representative. We use the construction in the proof of Proposition 3 to find a partition associated with the class of a square root. Finally, we use the change-of-basis matrix to transform the rational canonical form of the square root.
Results
We programmed the algorithm described above in the SAGE system for symbolic calculation [23] and used it to calculate the first 60 terms of the following sequences: Table 3 (pages 19-27) we give the first 60 terms of the sequence a(n), the number of n × n matrices with coefficients in F 2 which are squares of other such matrices. The related sequence b(n) in which the matrices are invertible is given in Table 4 (pages 27-35). We generated these tables in about 200 seconds each on a workstation.
In order to show that there is an α > 0 such that a(n) ∼ α2 n 2 (and similarly for b(n) and β) it would suffice to show that F C (z) is holomorphic in the disk {z ∈ C : |z| ≤ 1 + } apart from having a simple pole at z = 1 with residue −α/γ 2 , where
. We conjecture that this is, indeed, the case. Note that Wall [24] has proved similar statements when C specifies the classes of semisimple, regular, and regular semisimple matrices over a finite field. As a sanity check on the conjecture we have calculated the coefficients of the first 71 coefficients c 0 , . . . , c 70 of F C (z), where C is the classes of squares of invertible matrices, within an accuracy of 2 −3600 , and set β = c 70 to be the coefficient of z 70 . We plot below |c j − β| −1/j for j = 1, . . . , 69. We have β ≈ 0.5844546428649343516383. 
Remarks and Open Problems
The decomposition given in Equation (2) is closely related to the product formula for the cycle index as described in [9, 14, 22] . Following [22] , we define a generating function
where φ ∈ I(q), λ ∈ P, a φ,λ = 1 if (φ, λ) occurs in the description of the conjugacy class of α and 0 if it does not, and
We then define a generating function
Kung [14] and Stong [22] prove the factorization
If our sets C n are partition restricted, and we set x φ,λ = 1 if λ ∈ S φ and 0 otherwise, then we recover Equation (2). Fulman [9] and Lehrer [18] have given closed-form expression for the ratios corresponding to α and β in the three cases treated by Wall-the semisimple, regular, and regular semisimple matrices. We leave it as an open problem to prove the conjecture in Section 6 and find a closed-form expression for α and β.
As a generalization of Proposition 3 it would be interesting to find a closedform expression for the number of partitions λ with the property m i (µ) = 2m 2i (λ) + m 2i−1 (λ) + m 2i+1 (λ) for all i when m 2i+1 (µ ) ≤ 1. This amounts to counting the number of integer points in the polytope given by the above equalities and m i (λ) ≥ 0.
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