We consider the problem of uniformly sampling a vertex of a transportation polytope with m sources and n destinations, where m is a constant. We analyse a natural random walk on the edge-vertex graph of the polytope. The analysis makes use of the multicommodity flow technique of Sinclair [20] together with ideas developed by Morris and Sinclair [15, 16] for the knapsack problem, and Cryan et al. [2] for contingency tables, to establish that the random walk approaches the uniform distribution in time n °(m2).
Introduction
In this paper we study the mixing time behaviour of a natural random walk on the edge-vertex graph of a transportation polytope. We are able to show that this walk converges to the uniform distribution on the vertex set in time n °(m2) whenever the number of sources m is a constant. As far as we are aware, this is the first result proving rapid mixing of a random walk on the graph of any non-trivial class of polytopes. Very little is known about the mixing times of random walks on polytope graphs in general. In fact, it is not even known whether the diameter of the graph is polynomially bounded in the dimension and number of facets of the polytope. (See Kalai [11] and Ziegler [21] .) In consequence, Markov chain Monte Carlo (MCMC) has not been well explored as a means of sampling, or approximately counting, vertices of general polytopes. Even for special classes of polytopes, such as arbitrary trans--~rted by the EPSRC grant "Sharper Analysis of Randomised Algorithms: a Computational Approach", by the EC IST project RAND-APX, and by the TMR Network DONET of the European Community (ERB MRX-CT98-0202) t (maryc ] dyer I hra) @eornp. leeds, ac. uk. School of Computing, University of Leeds, Leeds LS2 9JT, England.
¢ leen@win, tree. nl. Dept. of Mathematics and Computer Science, Eindhoven University of Technology, the Netherlands and CWI Amsterdam, the Netherlands. portation polytopes, approximate counting algorithms are not known to exist, either by MCMC or by other means (see, for example, Pak [18] ). In fact, the only previous mixing results known are for very special, and highly symmetric polytopes, such as the n-cube [4] and the Birkhoff polytope [ 17] .
Our approach is inspired by that of Cryan, Dyer, Goldberg, Jerrum and Martin [2] for sampling contingency tables. This was itself based on the "balanced permutation" ideas of Morris and Sinclair [15, 16] for the knapsack problem. However, following the line of proof given in [2] , and using the m-dimensional balanced permutations of [15] , leads inevitably to a mixing time bound of n 2° (m) . To obtain our improvement in the exponent, from exponential to polynomial, it is necessary to sharpen the tools of [15, 16] using the special structure of the problem at hand. Our improvement then results principally from the fact that we can prove that a strongly 0 (m 2) -balanced n ° (m~)-uniform permutation exists for this problem. Note that it is unknown whether a strongly-balanced almost-uniform permutation exists for an arbitrary set of m-dimensional vectors. (See [15] for further information.)
Background
The transportation problem (TP) is the combinatorial optimization problem of assigning shipments of some commodity from sources to destinations so that the transportation cost is minimized. We are given a list of m sources and a list r = (rl,..., rm) of the quantifies at each source (ri is the quantity at source i). We are given a list of n destinations and a list e = (el,.. •, Cn) of the quantities required at each destination (cj units are required at destination j). Without loss of generaln ity, we will assume that ~=1 ri = ~j=l cj, so that demand exactly matches supply. We will let the total number of units be denoted by N m = ~i=1 ri. 
Each feasible solution corresponds to a possible way of shipping units from sources to destinations subject to the given constraints on supply and demand. The set of feasible solutions, the feasible region is a convex polytope P(r, c) in ~m~. We call P(r, c) a transportation polytope. The TP is to find X E P(r, c) minimizing E, iml,j M Given a list of integer row sums and column sums, a contingency table is any m × n matrix of non-negative integers with the given row and column sums. Therefore the set of integer feasible solutions to the TP corresponds exactly to the set of contingency tables with row sums (rl,..., rm) and column sums (Cl,..., an) [3] . The problem of generating contingency tables almost uniformly at random has been studied, for example, by Dyer, Kannan and Mount [9] , Dyer and Greenhill [8] , Morris [14] and Cryan et al. [2] . In particular, it was shown in [2] that a 2 × 2 "heat-bath" Markov chain is rapidly mixing when the number of rows is constant. We note (see, for example, Dyer, Kannan and Mount [9] ) that P(r, c) may be represented as the set of points {Xj: i E [m-1],j E [n-1]} satisfying the system of inequalities (2.4)-(2.7):
The minimum cost for a TP is always attained at a vertex. Therefore counting and enumerating the vertices of transportation polytopes is of interest. Some results on the complexity of enumerating the vertices of a polytope appeared in Dyer [7] , where it was shown to be #P-complete to count exactly the number of vertices of a 2 × n transportation polytope, 1 and that it is NPcomplete to decide if a 2 × n transportation polytope is degenerate.
In this paper we consider the problem of sampling the vertices of P(r, c) almost uniformly at random, when the number of sources m is a constant. We define a Markov chain W on the set I) of all vertices of P(r, c) and prove it is rapidly mixing.
Our chain W is a random walk on the edge-vertex graph of the polytope P(r, c). This graph, also called the skeleton of the transportation polytope, contains a vertex Z for every vertex of P(v, c), and an edge (Z, W) for every pair of vertices Z, W that form an edge of P(r, c). We denote the edge-vertex graph by
a(W).
By Lemma 3.2 below, we know that any vertex Z of P(r, c) has at most dm incident edges, where dm = [mem-ln ra] is polynomially bounded in n. A single step of our Markov chain is performed as follows: if Z is the current vertex, we walk along any incident edge of Z with probability 1~2din. If deg(Z) denotes the vertex degree of Z in G0/V), then the probability of remaining at Z is 1 -deg(Z)/2dm, which is at least 1/2. A well-known result of Balinski [1] states that the edge-vertex graph of any convex polytope of dimension k is k-connected. Thus, since G(W) is connected, W is ergodic. Also, for any two vertices Z, W of P(r, c), tin fact, [7] only claims NP-hardness, but the proof establishes #P-completeness.
Prw[Z, W] = Prw[W, Z], so the chain converges to the uniform distribution on fL Observe that all "null" steps at Z, where W remains at Z, can be simulated by updating the clock with a single geometrically distributed random variable, and then moving to a neighbour of Z chosen uniformly at random, provided that the end time has not been reached.
We will show that W is rapidly mixing by first showing that a "heat bath chain", which can make much larger changes, mixes rapidly. This chain, .A'IHB, is described in section 4 below, and analysed in sections 5-6. Subsequently, in section 7, we use the comparison technique of Diaconis and Saloff-Coste [5] (see also Randall and Tetali [19] ) to lift the mixing result from AdHB to ),V. Finally, in section 8, we outline how sampling can be used to count approximately the number of vertices of a transportation polytope.
Preliminaries
For basic information about polytopes we refer the reader to Ziegler [21] , and for specific details about transportation polytopes to Klee and Witzgall [ 12] . We mention a few highlights here. The first important point is that it is shown in [12] that P(r, e) has dimension (m -1)(n -1), so that the representation (2.4)-(2.7) is full-dimensional.
The formal definition of G('FV) is given by: DEFINITION 
Let P be any r-dimensional polytope. Let F C P. Then F is a face of P iff F = PM{Z:cZ=co}, for some c E ~r and some co E R such that cZ < co holds for all Z E P. The face is non-trivial if F # 0 and F # P. A facet of P is a non-trivial face F such that dim(F) = dim(P) -1 = r -1. An edge of P is a non-trivial face F such that dim(F) = 1.
A
vertex of P is a non-trivial face F such that dim(F) = 0 (F = {X} for some X E P).
The edge-vertex graph of P is the graph G which contains a vertex X for every vertex of the polytope P and an edge connecting X to Y iff {o~X + (1 -a)Y:
Note that all of the bounding planes of the polytope P(r, e) (given by (2.4)-(2.7)) correspond to Xj > 0 for some i E [m], j E [n], and therefore every face of P(r, e) corresponds to setting X~. = 0 for some number of (i, j)-pairs.
The following lemma is proved in Klee and Witzgall [12] and also in Hadley [10] . []
We note that any point of P(r, c) must have at least n non-zero coordinates, and therefore any vertex has between n and n+m-1 (inclusive) non-zero coordinates. If P(r, c) is non-degenerate, then every vertex will have n + m -1 non-zero coordinates. If Z is any vertex of P(r, e), let T2 = {j: Zj has more than one non-zero}.
Then IT2] < m -1. If Z has n + m -1 -q non-zero coordinates in total (0 < q < m -1), we will say it has degeneracy q. We will sometimes refer to co-ordinates as cells. Proof. The lower bound comes from the nondegenerate case, noting that such a vertex is the intersection of exactly (m-1)(n-1)facets. For the upper bound, suppose we perturb P(r, c), using the procedure described in Hadley [10] . We obtain the non-degenerate transportation polytope P(r + e~, C + meLn), where ~ is the m-vector of l's , ~n is the nth unit vector and ~ is small. Any vertex v of P(r, c) with degeneracy q is perturbed to a set of at most -'--((m-lk~,-1)+q) vertices, since some set of q zero coordinates of v will become non-zero in the perturbation. Since ((m-1)(n-1)+q) increases with q, this is at most q ((r~ll)n) < (en) m-1. Each perturbed vertex is incident to exactly (m -1)(n -1) edges. Hence v is incident to at most (en) m-1 × (m-1)(n-1) < mem-ln ~ edges.
The heat-bath chain
We now define an auxiliary "heat-bath" Markov chain .A4HB, which operates on a bin-sized window of the matrix representing the current vertex Z, where bm= 94m 2. A single step of .MHB is performed as follows: a set of columns B C [n], with IBI --bm, is chosen uniformly at random, subject to Tz C B. Then Z is replaced by a vertex W chosen uniformly at random from all vertices which can be obtained from Z by modifying only the columns Zj (j E B).
We know that Jk/~HB is ergodic, since it includes all moves of ~/V, and therefore it converges to a stationary distribution w on f2. By definition, Pros B [Z ~ W] = Pr.X'IHB [W ~ Z] for any two vertices Z, W. Therefore the stationary distribution w is the uniform distribution on fL To show rapid mixing of.MHB in section 6, we will use the multicommodity flow approach of Sinclair [20] (see also Diaconis and Stroock [6] ), together with a construction based on ideas of Morris and Sinclair [16] which we develop in section 5 below. The length /:(9 r) of the multi-commodity flow .Y" is Z:(9 r) = maXx,y max{lpl : p E P~,y}, where [P[ denotes the edge length of p. For any edge e of G(A//), we define ~(e) to be the sum of the ap weights over all p such that e E p and p E Pz,y for some x, y E fL Then the following theorem holds: In section 5 we will present some techniques which we will use to define a multicommodity flow on the graph G(.AdHB). In section 6 we will prove that our construction does not overload any edge of the graph, and then prove that J~IHB mixes rapidly. Finally, in section 7, we apply a comparison technique of Diaconis and Stroock [6] to extend our analysis to the random walk )4).
Balanced permutations
In order to construct a multicommodity flow on the graph G(.A///cB), we follow the example of Morris and Sinclair [15, 16] and of Cryan et al. [2] and think of defining a path from a vertex X to a vertex Y by changing the value of a single column from Xj to Yj at each step. This procedure will not ensure that the points along the path are vertices of P(r, c) (or even that they lie inside P(r, c)), but in section 6 we will show that each interim point on the path can be transformed to a vertex of P(v, c) by changing the values of a constant number of columns.
To spread out the flow from X to Y, we will use a random permutation ~r of the columns of the vertex, to determine the order in which we change the columns of the vertex. We will spread flow along a particular path according to the probability with which a particular permutation of the columns is generated. The permutation cr is constructed in Lemma 5.4. Lemma 5.4 builds on the work of Morris and Sinclair [16, 15] to show that a is closely related to the uniform permutation and also has the property of strong balance. We use a result from [15] (see also [16] ) to help us define a suitable random permutation ai,i, on each of the Si,i, sets. 
is when -~j~R(wj --#) >_ ~jcQ(wj -#).
In this case we assume wlog that the indices of R are the indices [h -20, h], and we let 7r be the identity permutation on these 21 elements (the weights wj for j E R will be the last 21 elements of our permutation).
We will apply Lemma 5.1 to the set of weights
{Wj --P}jE[h]\R to construct our permutation 7r on the {wj}j~[h]\ R weights. Note that W = ~je[h]\n(wj --p) = -EjeR(Wj -#) > EjeQ(Wj -#).
Also note that we are guaranteed that W > 0. If k > h -21, the conclusion follows easily from (ii) We now show that property (ii) holds for rr. ff h _< 42, the property follows from the fact that rr is a random permutation. Otherwise, if k < 21 or k > h -21, the statement is trivially true. In all other cases, property (ii) of 7ri implies Pr[Tr{1,..., k} = U]
Remark: It would be possible to improve the constants in Lemma 5.2 by proving it directly, rather than starting from Lemma 5.1. However, we are not aiming to optimize the constants.
We apply the construction of Lemma 5.2 to each of the non-empty sets Si,i, separately to produce permutations ai,i,. Since We now prove some useful properties of interleave. 
This at most 2 ~i¢i* 1 = 2(q -1).
We interleave the oi,i, according to the procedure above to produce the permutation or. 
Then, using Lemma 5.2, I ~n=l D~I < 42 (7) + 3 (r~) < 45m2/2. Also Let Ki,i, be a random variable equal to the number of elements of Si,e in the prefix r{1,..., k}. We will show that with high probability Ki,i, is not too far from ai,e k. Precisely, we have -2kfx= e) < 2e k = 2t -2 by a single application of the Chernoff bound (see McDiarmid [13] . Summing over all k and all i, i' ( (7) in total), we find that under the uniform distribution T, ( 
5.8)
IKi,e -c~i,ekl < holds for all k, and all i,i ~ with probability at least 1 -re(m-1)/g. Assume wlog that g _> 14m 2, therefore (5.8) holds with probability at least 1/2. Let T ~ be the uniform distribution on the permutations that satisfy (5.8) (for all k, all i, i~). Note the probability of any event in ~-~ is at most twice its probability in the uniform distribution Z. Also, since the integer variable Ki,i, has maximum probability of taking values {[c%itkJ, [ 
Analysis of the heat bath
In a similar manner to [2] (see also [16] ), we use the permutation ~r constructed by interleave to route flow from X to Y. We apply a to the columns in L and for in general it will not be a vertex of P(r, e) (or even a point inside P(r, c)). Also, our "encoding", Z(k), for which is at most r~, as defined in section 5. Hence, if we "delete" the columns in Di UTx UTy, we obtain partial row sums for the deleted columns, where each partial row sum has size at least ri -r~, which is non-negative for every i. Thus Z(k) can be completed to a vertex of P(r, c) by redefining the columns of 91 U Tx L; Ty according to the "northwestem comer rule" [10] . The proof for z~(k) is identical, by interchanging X~ with Yj, w~. with -w~-, Dx with D2, and using the lower bound in (i) of Lemma 5.4. Now suppose we are given Zt(k), Z1(k) and we wish to recover X, Y. Let us assume, using the uniformity property of a, that we are given U = a[k]. We still need to know the "deleted" columns D1, D2, Tx,
[ n "12[ n "~2 n47m2 Ty, but there are at most \23m2] km-1] ~ ways of selecting these sets. We can easily reconstruct both X and Y except for the deleted columns. However, there are at most 47m 2 such columns, and X and Y are 
O( 61m2)1 I
We can now use the "flow spreading" device from [2] together with Theorem 4.1 to conclude that T(e) is at most (6.9) T(e) < -AO(n61 2)l l(lnl I +lne-1). 
Analysis of the random walk
We now show that the natural random walk W defined in section 2 is rapidly mixing. We prove this using the comparison theorem of Diaconis and SaloffCoste [5] . 
O(nlS6m2+m+2 8 Approximate counting
It is not difficult to turn our sampling algorithm into a fully polynomial randomized approximation scheme (fpras) for counting the number of vertices If~l of P(r, c). We will briefly sketch the method.
