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Abstract. Nous e´tudions les situations de chefs de famille ame´ricains vis-
a`-vis de l’emploi. Nous proposons pour cela une me´thode de classiﬁcation
et de visualisation de donne´es de grande dimension base´e sur l’algorithme
de Kohonen permettant l’apprentissage des cartes auto-organisatrices. Cette
me´thode que nous nommerons cartes auto-organise´e classiﬁante nous per-
met d’e´tudier la segmentation du marche´ du travail ame´ricain en classes
aux caracte´ristiques diﬀe´rentes et d’e´tudier la dynamique des trajectoires
professionnelles des foyers appartenant au panel parmi ces classes.
1 Pre´sentation du proble`me
La notion de trajectoire correspond a` l’observation de changement de situation
sur le marche´, les situations possibles e´tant identiﬁe´es a` partir des variables
mesurant les principales caracte´ristiques de l’emploi occupe´ ou des diﬀe´rents
types d’interruption d’activite´ entre 2 emplois. A la base de ce travail se trouve la
the´orie du marche´ segmente´ (Cf. Doeringer [1]) qui, essentiellement, distingue un
segment primaire (bons emplois avec grande stabilite´, re´mune´rations supe´rieures
a` la moyenne, progression de responsabilite´s et re´mune´rations) et un segment
secondaire (emplois en ge´ne´ral peu qualiﬁe´s, peu stables ou a` dure´e limite´e, a`
temps partiel, a` re´mune´ration infe´rieure a` la moyenne et peu de progression dans
le temps) en dehors du choˆmage proprement dit.
L’utilisation d’un panel (Panel Study Of Income Dynamics) 1 permet d’obtenir
la situation de plusieurs milliers de salarie´s pendant chacune des anne´es de la
pe´riode e´tudie´e et d’obtenir ainsi leur trajectoire au travers de cette segmenta-
tion. Une premie`re e´tude [2] portant sur la pe´riode 1984-1992, a permis d’obtenir
une premie`re segmentation. La majeure partie des salarie´s (autour des 2/3, selon
la classe occupe´e l’anne´e de de´part) ne change pas de situation, ce qui indique
globalement une assez grande stabilite´ pour cette premie`re pe´riode caracte´rise´e
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par un choˆmage important qui tend a` se re´duire dans l’e´conomie ame´ricaine au
tournant des anne´es 90.
Une analyse des transitions observe´es doit permettre de re´pondre a` des
questions essentielles pour la compre´hension du marche´, en particulier pour la
de´ﬁnition de politiques de gestion active du marche´ du travail, par exemple :
• quelle transition s’ope`re pour les individus qui connaissent un choc de
choˆmage en e´tant dans le segment primaire plutoˆt que dans le secondaire
(quelle suite, quel temps d’attente) ?
• la trajectoire choˆmage → emploi pre´caire → ”bon emploi” a t-elle une
re´alite´ et a` quelles conditions ?
• y a t-il un lien entre la durabilite´ de l’emploi primaire et la trajectoire
suivie ante´rieurement ?
Ces interrogations sont sans doute encore plus cruciales dans la pe´riode suivante,
1993-2003, compte tenu des transformations majeures qu’a connues le marche´
ame´ricain avec le de´veloppement rapide de nouvelle formes pre´caires d’emploi et
la re´duction globale de la stabilite´ (cf. par exemple Neumark [3]).
Il s’agit donc dans cette e´tude :
• de reprendre, sur la pe´riode suivante, la mise en e´vidence de situations
sur le marche´ du travail bien diﬀe´rencie´es, interpre´tables en termes de
segments ;
• de caracte´riser ces classes a` l’aide de variables qualitatives (niveau d’e´tudes,
aˆge, sexe”) ;
• sur la base du sche´ma the´orique et avec l’a priori des constatations faites
sur la pe´riode pre´ce´dente, le nombre de macro-classes choisi est de 5
(quelques essais insatisfaisants ont e´te´ faits avec 6 et 7 macro-classes).
L’analyse des transitions constate´es entre grands types de situations est toujours
au centre des pre´occupations. Pour de´terminer ces classes et ces transitions, nous
proposons un algorithme qui s’inspire de l’algorithme de Kohonen ([4]).
2 Cartes auto-organise´es classifiantes
Les cartes auto-organise´es sont des outils d’analyse de donne´es bien connus. Elles
sont ge´ne´ralement utilise´es pour projeter des donne´es de grande dimension sur
un espace discret de faible dimension (ge´ne´ralement uni ou bi-dimensionnel).
Elles oﬀrent donc des potentialite´s inte´ressantes en terme de visualisation et
d’exploration des donne´es, en plus de leur inte´reˆt intrinse`que en classiﬁcation.
L’algorithme de Kohonen utilise´ pour construire une carte auto-organise´e
est un algorithme de classiﬁcation respectant la topologie de l’espace des ob-
servations. Comme la plupart des algorithmes de classiﬁcation, il regroupe les
observations en un certain nombre de classes K, et construit un ensemble de
vecteurs appele´s vecteurs-codes note´s mi, i ∈ {1, . . . ,K} repre´sentant chacun
une classe. Les vecteurs-codes e´tant construits, les observations sont aﬀecte´es a`
la classe dont le vecteur-code est le plus proche (au sens d’une distance donne´e).
Cet algorithme se diﬀe´rencie des algorithmes de classiﬁcation classiques par
l’introduction d’une structure de voisinage a priori entre les classes. Si l’on
choisit une structure de voisinage telle que les classes soient dispose´es sur une
grille plane en ge´ne´ral carre´e (ou sur une ﬁcelle), l’algorithme posse`de des pro-
prie´te´s de visualisation tre`s utiles pour repre´senter en deux dimensions (ou en
une dimension) des donne´es multidimensionnelles.
Chaque classe (sous-ensemble de l’espace des observations) est de´crite par
deux attributs :
- une position sur la carte c’est-a`-dire un indice i sur une grille ;
- un vecteur-code dans l’espace des observations note´ mi.
Construire une carte, c’est donc se donner une topologie entre les classes et
construire un ensemble de vecteurs-codes. L’algorithme de Kohonen permet de
trouver ces vecteurs codes, une fois la topologie entre les classes de´ﬁnie. Cet
algorithme est dans sa forme classique pre´sente´ comme un algorithme ite´ratif
stochastique, de´ﬁni de la manie`re suivante :
1. les vecteurs codes sont initialise´s ale´atoirement dans l’espace des observa-
tions ;
2. a` chaque e´tape t, on modiﬁe les vecteurs-codes mi(t) de la manie`re suiv-
ante :
• on tire ale´atoirement une observation xt+1 et on re´alise deux e´tapes;
• Compe´tition, on de´termine la classe gagnante (parmi toutes les classes)
pour l’observation xt+1
• Coope´ration, on modiﬁe les vecteurs codes de la classe gagnante et de
ses voisines sur la carte (aﬁn de les rapprocher de l’observation xt+1)
Dans la pratique, l’algorithme est stoppe´ lorsque les vecteurs codes ne bougent
plus beaucoup ou lorsqu’un nombre maximal d’ite´rations a e´te´ eﬀectue´. Diﬀe´rentes
fonctions de voisinage sont classiquement utilise´es telles que :
h(t, c, i) = 1(d(c,i)<σt) (1)
h(t, c, i) = exp(−d(c, i)2/2σ2t ). (2)
ou` d(c, i) est la distance sur la grille entre la classe c et la classe i.
Il est aise´ d’utiliser d’autres structures de voisinage entre classes que celle
qui est de´ﬁnie a` l’aide d’une grille rectangulaire ou d’une ﬁcelle. En eﬀet, la
structure de voisinage intervient dans cet algorithme au travers de d(c, i) qui est
la distance sur la grille entre la classe c et la classe i. On peut modiﬁer cette
distance, et ainsi de´ﬁnir une structure de voisinage diﬀe´rente, qui peut se re´ve´ler
plus pertinente qu’une grille ou qu’une ﬁcelle pour certains jeux de donne´es.
La the´orie des graphes permet de de´ﬁnir de telles distances aise´ment comme
cela a de´ja` e´te´ note´ par plusieurs auteurs [5, 6]. Il suﬃt pour cela de de´ﬁnir
un graphe entre les classes (chaque classe correspondant alors a` un sommet du
graphe) et d’utiliser la distance du plus court chemin entre les sommets du
graphe, de´ﬁnie par le nombre minimum d’areˆtes devant eˆtre parcourues pour
rejoindre un sommet en partant de l’autre. Nous proposons donc de modiﬁer
l’algorithme en prenant en entre´e une matrice d’adjacence qui spe´ciﬁe le graphe
voulu par l’utilisateur. Tous les graphes (non-oriente´s) peuvent the´oriquement
eˆtre utilise´s, cependant un type de graphe semble plus inte´ressant : les graphes
planaires. De tels graphes peuvent en eﬀet eˆtre repre´sente´s en deux dimensions
ce qui permet de conserver les avantages des cartes auto-organise´es en grille en
terme de visualisation et d’exploration des donne´es.
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Fig. 1: (a) repre´sentation planaire d’un graphe en e´toile avec 7 branches de
3 unite´s; (b) repre´sentation planaire d’un graphe non-connexe constitue´ de 5
ﬁcelles de 8 unite´s.
Certaines topologies pre´sentent en outre un inte´reˆt particulier pour utiliser
des informations a priori sur la structure du jeu de donne´es e´tudie´. Une structure
telle que celle pre´sente´e sur la ﬁgure 1 (a) peut par exemple eˆtre inte´ressante
dans le cadre du diagnostic de syste`me industriel ou` l’on recherche des de´viations
par rapport a` un e´tat de bon fonctionnement [7]. Ici nous nous inte´ressons aux
topologies de´ﬁnies a` l’aide de graphes non connexes, ce qui est adapte´ au cas ou`
on recherche un nombre connu de macro-classes.
En eﬀet, lorsque le graphe utilise´ pour de´ﬁnir la topologie d’une carte n’est
pas connexe, l’e´tape de ”coope´ration” de l’algorithme ne concerne que les unite´s
appartenant a` la meˆme composante du graphe que l’unite´ gagnante. L’e´tape de
compe´tition de l’algorithme n’e´tant pas modiﬁe´e, l’algorithme obtenu atteindra
un double objectif :
1. classer les observations dans des macro-classes correspondant aux diﬀe´rentes
composantes connexes du graphe ;
2. organiser les classes a` l’inte´rieur des macro-classes.
Les vecteurs-codes sont alors doublement indice´s mij , i ∈ {1, . . . ,K}, j ∈
{1, . . . , ni}. Si l’on note d ((i, j), (i′, j′)) la distance du plus court chemin (dans le
graphe) entre les classes (i, j) et (i′, j′), celle-ci est e´gale a` +∞ et h(t, (i, j), (i′, j′)) =
0 si i = i′. Les vecteurs codes des classes n’appartenant pas a` la meˆme macro-
classe que l’unite´ gagnante ne sont pas aﬀecte´s par l’e´tape de coope´ration.
L’algorithme peut donc eˆtre re´-e´crit de la manie`re suivante :
1. les vecteurs codes sont initialise´s ale´atoirement dans l’espace des observa-
tions ;
2. a` chaque e´tape t, on modiﬁe les vecteurs-codes mij(t) de la manie`re suiv-
ante :
• on tire ale´atoirement une observation xt+1 et on re´alise deux e´tapes;
• Compe´tition, on de´termine la classe gagnante (parmi toutes les classes)
pour l’observation xt+1 par l’e´quation :
[i∗(t+ 1), j∗(t+ 1)) = arg min
i∈{1,...,K},j∈{1,...,ni}
||xt+1 −mij(t)||; (3)
• Coope´ration, on modiﬁe les vecteurs codes de la classe gagnante et de
ses voisines (qui appartiennent force´ment a` la meˆme macro-classe i∗)
par :
mi∗j(t+1) = mi∗j(t)+α(t)h(t, (i
∗, j∗), (i∗, j)) [xt+1 −mi∗j(t)] , (4)
ou` t est le nume´ro de l’ite´ration, α(t) le parame`tre d’apprentissage de
l’algorithme et h(t, (i∗, j∗), (i∗, j)) la fonction de voisinage a` l’e´tape t
entre les classes (i∗, j∗) et (i∗, j).
En conclusion, en limitant la coope´ration qui ne se fait plus qu’a` l’inte´rieur
des macro-classes et en conservant une compe´tition entre toutes les classes, cet
algorithme permet d’obtenir (comme nous allons le voir dans l’exemple e´tudie´ ici
et comme illustre´ par la ﬁgure 2), une classiﬁcation en un nombre ﬁxe´ a` l’avance
de macro-classes elles-meˆmes auto-organise´es.
Ce type de topologie est pertinent dans le contexte de la segmentation du
marche´ du travail, puisque l’on recherche comme indique´ dans l’introduction,
une segmentation en 5 macro-classes faciles a` de´crire et elles-meˆmes segmente´es
en classes organise´es. Plusieurs questions me´riteraient d’eˆtre e´tudie´es plus en
profondeur dans le cas ge´ne´ral, en particulier la question du choix du nombre de
macro-classes qui peut devenir cruciale si aucune information n’est disponible a
priori.
Nous allons maintenant de´crire et pre´senter les re´sultats obtenus avec une
telle me´thodologie.
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Fig. 2: Exemple de carte de Kohonen classiﬁante sur des donne´es simule´es dans
R
2. La ﬁgure repre´sente un nuage de points simule´s, la position des vecteurs
codes des deux macro-classes et le graphe utilise´ pour de´ﬁnir la topologie de la
carte (2 macro-classes de 8 unite´s).
3 Les donne´es
Nous disposons de 3513 me´nages observe´s tous les deux ans de 1993 a` 2003, les
anne´es impaires, et donc de 6 observations par me´nage. La situation du me´nage
est de´crite par la situation du chef de me´nage, essentiellement des hommes. Le
nombre de variables renseigne´es dans l’enqueˆte est tre`s important et beaucoup
sont redondantes. Nous en avons choisi 15, les plus pertinentes pour notre travail.
Elles se re´partissent en deux groupes : 10 variables de´crivant la situation sur
le marche´ du travail, 5 variables caracte´ristiques du chef de famille. Les 10
premie`res variables sont des variables re´elles utilise´es pour classer les me´nages
graˆce a` une carte de Kohonen classiﬁante. Les cinq variables suivantes sont
binaires (sexeh, prop) ou discre`tes (les trois autres). Elles ne sont pas utilise´es
dans les classiﬁcations, mais permettent une description des classes obtenues.
Les signiﬁcations des diﬀe´rentes variables sont liste´es ci dessous.
Les variables de´crivant la situation des individus dans le marche´ de l’emploi
pour chaque anne´e sont : nombre d’heures travaille´es par semaine, (nbhtrav),
nombre de semaines travaille´es dans l’anne´e, (nbstrav), nombre de semaines
choˆme´es, (nbschom), nombre de semaines en retrait du marche´ du travail, (nb-
sret), nombre d’emplois secondaires, (nbex ), nombre d’heures en emplois sec-
ondaires sur l’anne´e, (hortex ), salaire horaire, (salhor), anciennete´ sur le marche´
du travail, (antrav), anne´e de naissance, (naiss).
Les variables lie´es aux individus sont sexe, (sexeh), nombre d’enfants, (nbenf ),
niveau d’e´tudes, (etudeh), taille du me´nage, (taille), proprie´te´ du logement,
(prop).
Pour eﬀectuer les classiﬁcations et construire les cartes de Kohonen, nous
conside´rons les observations comme des couples (une anne´e, un me´nage de´crit
par les 10 variables mesure´es cette anne´e-la`), soit un couple (i, j), ou` i =
1993, 1995, . . . , 2003, et j = 1, 2, . . . , 3513. La ﬁgure 3 montre deux exemples
d’individus, en 1995, les donne´es e´tant centre´es et re´duites.
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Fig. 3: Deux individus observe´s en 2003, (a) temps de travail important, salaire
e´leve´,... (b) temps de travail infe´rieur a` la moyenne, salaire faible, ...
4 Re´sultats
On conside`re une carte de Kohonen classiﬁante compose´e de 5 macro-classes (non
nume´rote´es) comprenant 8 unite´s chacune. Les 10 variables sont tout d’abord
centre´es et re´duites pour limiter les eﬀets d’e´chelle. La classiﬁcation obtenue
peut eˆtre visualise´e et e´tudie´e sous diﬀe´rents angles pour identiﬁer les macro-
classes et de donner a` celles-ci une se´mantique e´conomique.
4.1 De´finition et identification des macro-classes
Tout d’abord, nous repre´sentons, pour chacune des classes, les valeurs des com-
posantes du vecteur code correspondant, sous forme de barres. La ﬁgure 4
pre´sente les re´sultats obtenus ; les diﬀe´rentes macro-classes sont pour cela dis-
pose´es en ligne. Comme il n’y a pas de relation d’ordre entre les macro-classes,
elles ont e´te´ renume´rote´es a posteriori de 1 a` 5 apre`s analyse de leur contenu.
Nous pouvons observer que les macro-classes posse`dent des proﬁls bien dis-
tincts :
C1 individus qui se retirent du marche´ du travail parce qu’ils sont aˆge´s en ﬁn
d’activite´, ou pour des raisons personnelles,
C2 individus en grande pre´carite´ : a` la gauche de la ﬁcelle C2, pre´carite´ et
activite´ partielle, a` droite choˆmage permanent,
C3 emplois du segment secondaire, en moyenne 41 heures par semaine 48 se-
maines dans l’anne´e pour un salaire faible et une faible anciennete´ dans
l’emploi,
C4 individus exerc¸ant au moins deux activite´s simultane´ment,
C5 emplois du segment primaire, salaire supe´rieur a` la moyenne, un seul em-
ploi a` temps complet toute l’anne´e, anciennete´ dans l’emploi nettement
supe´rieure a` la moyenne.
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Fig. 4: Repre´sentation sous forme de barres des vecteurs-codes de la carte
de Kohonen classiﬁante obtenue sur le panel e´tudie´. Les 10 composantes des
vecteurs sont dans l’ordre : nbhtrav, nbstrav, nbschom, nbsret, nbex, hortex,
salhor,antrav,anctrav,naiss.
L’e´tude de la re´partition des 5 variables qualitatives dans les 5 macro-classes
permet de comple´ter la description. Par exemple la classe C1 comprend une
proportion de femmes tre`s supe´rieure a` sa valeur moyenne dans le panel ; les
individus de la classe 5 ont un niveau d’e´tudes supe´rieur a` la moyenne, etc.
On peut aussi comple´ter cette description en repre´sentant toutes les variables
pour les diﬀe´rentes unite´s de chaque macro-classe, voir la ﬁgure 5 qui montre
bien l’organisation interne a` chaque macro-classe mise en place par l’algorithme
de manie`re automatique. Pour toutes les macro-classes, sauf la macro-classe
C3, une ou deux variables permettent de comprendre l’organisation interne de
la macro-classe. Par exemple la macro-classe C2 est organise´e des situations
les moins pre´caires a` gauche aux situations les plus pre´caires a` droite comme
le montre l’e´volution de la variable (nbschom)§. En ce qui concerne C5 les
re´mune´rations horaires sont croissantes de droite a` gauche alors que l’anciennete´
dans l’emploi suit le mouvement inverse.
4.2 Transitions entre classes
On de´ﬁnit ensuite la trajectoire d’un individu par la succession des nume´ros
des classes (i, j), i = 1, . . . , 5, j = 1, . . . , 8 auxquelles il appartient aux 6 dates
retenues (1993, 1995, ..., 2003). On repre´sente dans la ﬁgure 6 trois exemples
de telles trajectoires.Pour e´tudier les transitions, on se borne a` conside´rer les
transitions entre les 5 macro-classes. Par simple comptage, on calcule les prob-
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Fig. 5: Repre´sentation de l’organisation interne des classes : les abscisses cor-
respondent aux nume´ros de l’unite´ a` l’inte´rieur de la classe conside´re´e, les or-
donne´es aux valeurs des vecteurs codes correspondants.
abilite´s empiriques d’appartenir a` la classe j l’anne´e n, sachant qu’on est dans
la classe i l’anne´e pre´ce´dente.
(a) (b) (c)
Fig. 6: Exemples de trajectoires individuelles sur la carte. Le de´grade´ de couleur
ainsi que la taille du carre´ permet de repre´senter l’anne´e de l’enqueˆte, les carre´s
de grande taille et bleu clair correspondent a` la situation du chef de famille en
1993; les petits carre´s roses a` sa situation en 2003.
La matrice obtenue est une matrice de Markov. Les e´le´ments de la diagonale
(probabilite´s de rester dans la meˆme macro-classe sont tre`s fortes pour les classes,
C1, C3, C5, importante (48 %) pour la classe C4 dont les individus exercent
plusieurs emplois, et beaucoup plus faible (21 %) pour la classe C2, celle des
emplois pre´caires et des choˆmeurs. La sortie de la classe C2 se fait essentiellement
vers la classe C3 (segment secondaire). Pour un individu qui quitte la classe C4
(deux emplois ou plus), il a trois chances sur cinq de passer au segment secondaire
et deux chances sur cinq de passer au segment primaire.
0.89 0.03 0.07 0.01 0.01
0.14 0.21 0.49 0.08 0.08
0.07 0.05 0.64 0.09 0.16
0.02 0.02 0.28 0.48 0.20
0.02 0.02 0.13 0.06 0.77
Table 1: Matrice de transition entre les classes
C1 C2 C3 C4 C5
Loi stationnaire calcule´e 0.2832 0.0345 0.2818 0.0970 0.3035
Distribution moyenne observe´e 0.20 0.04 0.33 0.11 0.32
Table 2: comparaison de la re´partition calcule´e (sous l’hypothe`se de station-
narite´) et de la re´partition empirique
Si on faisait l’hypothe`se que la situation globale (e´conomique et re`glementaire)
n’a pas change´ au cours de la pe´riode 1993-2003, on pourrait calculer la loi sta-
tionnaire correspondante (comme limite des lignes des puissances successives de
la matrice de transition), et comparer les proportions calcule´es avec les propor-
tions observe´es, voir table 2.
En pratiquant un test du Chi-deux d’ajustement, on conclut que ces deux
lois ne sont pas identiques, et il resterait a` e´tudier les lois stationnaires estime´es
anne´e apre`s anne´e.
5 Perspectives
Une petite partie de l’e´chantillon analyse´ dans la 1e`re e´tude (anne´es 1984-1992,
voir [2]) se retrouve dans celui de la 2e`me : avec pre´caution, du fait qu’il n’y
a qu’environ 400 me´nages concerne´s, il sera possible d’observer l’e´volution des
types de transition pour les meˆmes individus alors qu’ils se trouvent dans deux
modes de fonctionnement du marche´ assez diﬀe´rents.
Plus globalement, nous pensons comparer la situation du marche´ du travail
au cours des deux pe´riodes e´tudie´es, et identiﬁer les me´canismes e´conomiques
en jeu.
D’autre part, une dimension importante de la question e´tudie´e ne peut pas
eˆtre prise en compte se´rieusement dans l’e´tat actuel de la table de donne´es :
l’importance du genre des personnes. Ceci re´sulte de la convention statistique
usuelle qui s’appuie sur la notion de chef de famille pour rassembler les infor-
mations, ce chef e´tant syste´matiquement l’homme du me´nage s’il y en a un ; les
donne´es collecte´es ici e´tant celles des chefs de famille pre´sents dans la pe´riode,
les femmes ne repre´sentent que 25% de l’e´chantillon et dans une situation de
chef d’une famille monoparentale, ce qui n’est pas indiﬀe´rent par rapport aux
de´cisions prises sur le marche´ du travail. La re´cupe´ration des donne´es sur les con-
joints des chefs de famille (donne´es personnelles et donne´es du marche´ du travail)
permettra de reprendre la classiﬁcation sur des individus hommes et femmes en
proportions voisines, certains disposant d’un conjoint et d’autres pas. On sait
que ceci intervient dans les de´cisions de sortie, de choix d’emploi, de possibilite´
de refus d’un emploi pre´caire pour trouver un emploi durable, etc.
Enﬁn, sur des trajectoires signiﬁcatives statistiquement, on mettra en e´vidence
leurs facteurs de´terminants a` l’aide de mode`les de re´gression a` variables de´pendantes
qualitatives.
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