Scalar field self-force effects on a scalar charge orbiting a Reissner-Nordström black hole are investigated. The scalar wave equation is solved analytically in a post-Newtonian framework, and the solution is used to compute the self-field as well as the components of the self-force at the particle's location up to 7.5 post-Newtonian order. The energy fluxes radiated to infinity and down the hole are also evaluated. Comparison with previous numerical results in the Schwarzschild case shows a good agreement in both strong-field and weak-field regimes.
I. INTRODUCTION
Scalar self-force (SSF) effects arise when a scalar charge, moving along a given orbit in a curved spacetime, interacts with its own gravitational field, i.e., its selffield. The associated scalar field satisfies a d'Alembertlike equation with source term singular at the particle's position, mimicking the more interesting situation of gravitational perturbations induced by a small mass moving in a gravitational background modified by its own presence. The interaction of the particle with its own gravitational field in this case gives rise to a gravitational self-force (GSF) (see, e.g., Ref. [1] and references therein). It is a matter of fact that the latter problem is physically more interesting than the first one. However, the study of the first problem is easier than the second, even if the approaches as well as the computational techniques used in both cases are similar. This explains why in the literature the SSF problem has been considered as a preliminary study to the GSF one, scouting/solving all technical difficulties also affecting the more general gravitational perturbation problem. The existing literature on this topic is very rich. Indeed, besides the various pioneering works developing the fundamental formalism for self-force calculations in a curved spacetime [2] [3] [4] [5] [6] [7] [8] , a number of interesting papers has been produced over the years, aiming at understanding self-force effects in black hole spacetimes, mostly Schwarzschild and Kerr .
The present paper concerns scalar field self-force effects in a Reissner-Nordström (RN) spacetime on a scalar charge moving along a spatially circular equatorial orbit around a spherically symmetric charged black hole. The interaction between the particle and the background field is thus of the gravitational type only, the particle carrying no electromagnetic charge. We are interested in studying the coupling between the scalar charge of the associated field with the mass and the electromagnetic charge of the non-vacuum background, which was never explored before. Switching off the black hole charge one ends up with the corresponding SSF problem in the vacuum Schwarzschild spacetime [13, 16, 19, 20] .
The main technical difficulties associated with selfforce calculations are related to the regularization procedure of the scalar field and its derivatives, allowing to extract the correct, physically meaningful self force components. We use the standard post-Newtonian (PN) expansion method to compute the self-field decomposed into spherical harmonics and frequency modes, and regularize it at the particle's position mode by mode by subtracting the diverging large-l limit. We analytically compute the regularized self-field as well as the components of the self-force up to 7.5PN order and compare our results with previous numerical studies in the Schwarzschild case [19, 25] , obtaining a good agreement also in the strongfield regime. Finally, we complete our analysis by providing explicit expressions for the scalar radiation both at infinity and on the outer horizon. Again, the comparison with previous numerical results in the Schwarzschild case [25] shows a good agreement.
II. SCALAR CHARGE IN A REISSNER-NORDSTRÖM BACKGROUND
Let us consider a Reissner-Nordström spacetime with line element written in standard Schwarzschild-like coor-dinates (t, r, θ, φ) as
where ∆ = r 2 − 2M r + Q 2 . The condition ∆ = 0 defines the two horizons at radii r ± = M ± M 2 − Q 2 ≡ M (1 ± κ), with κ = 1 − Q 2 /M 2 . The "extreme" case corresponds to |Q| = M (or κ = 0), the two horizons coalescing into one. We find it convenient to introduce also the notation w = 1 − κ 2 = (Q/M ) 2 , such that w = 0 corresponds to the Schwarzschild limit, while w = 1 to the extreme RN case.
Let ψ be a (real, minimally coupled) scalar field associated with a scalar charge q moving along a circular equatorial timelike geodesic with 4-velocity U = Γ(∂ t + Ω∂ φ ) and parametric equations
2) where τ denotes the proper time, and the normalization factor Γ and the angular velocity Ω are conveniently written in terms of the inverse dimensionless radial distance u = M/r as Γ = 1
respectively.
Assuming that the particle's field can be treated as a small perturbation on the fixed RN background implies that it obeys the massless Klein-Gordon equation
where
is the D'Alembertian (with g denoting the determinant of the metric) and
the charge density of the scalar particle with support only along the particle's world line (2.2). Decomposing into spherical harmonics then gives
where 8) and similarly for the scalar field ψ, whose dependence on temporal, radial and angular variables can be separated as
(2.9) The wave equation (2.4) thus reduces to the following equation for the radial part 12) with ∆ 0 = ∆(r 0 ), comes from taking the Fouriertransform of the charge density (2.7).
III. COMPUTATION OF THE SCALAR FIELD ALONG THE WORLD LINE
The radial part of the scalar field is computed by using the Green function method as
where the Green function
where H(x) denotes the Heaviside step function, R lmω in (r) and R lmω up (r) are two independent homogeneous solutions of the radial wave equation having the correct behavior at the outer horizon and at infinity, respectively, and
3) is the associated (constant) Wronskian. Substituting then into Eq. (2.9) gives
4) which, once evaluated along the particle world line (2.2), becomes
only depending on r 0 . The above expression for ψ 0 actually requires taking the limit r → r ± 0 properly, and must be suitably regularized in order to remove its singular part, because the field has a divergent behavior there.
In order to compute the Green function we have first to solve the homogeneous radial wave equation (2.10) up to a certain PN order to obtain the in and up solutions, which are of the form
However, these solutions do not automatically fulfill the correct boundary conditions. A consequence of this fact is the presence of diverging terms in the coefficients A i for certain values of l. Therefore, high-order PN solutions usually require using a technique first introduced by Mano, Suzuki and Takasugi (MST) [33, 34] . We will show some detail in Appendix A. Turning then to Eq. (3.5), the sum over m is straightforwardly computed by using standard formulas. Before summing over l, instead, one has to remove the divergent term for large l, i.e.,
The subtraction term turns out to be (in units of q) 
This can be shown to be the Taylor expansion of
It is useful to introduce the dimensionless angular velocity variable where we recall w = 1 − κ 2 .
By applying the MST technique [33, 34] to the multipoles up to l = 4 (included), we get the following final result for the regularized field valid up to the 7.5 PN order which was never shown before in the literature 1 . Scalar self force effects on a Schwarzschild background was numerically studied in Ref. [19] . We show in Table I and in Fig. 1 the comparison between our analytical results and the numerical values mentioned above. The agreement is excellent (i.e., of the order ∼ 10 −14 ) in the weak-field region, as expected, and also good enough (i.e., of the order ∼ 10 −4 ) in the strong-field region. In order to study the transcendental structure of the various PN orders, it is useful to replace ordinary logarithms by "eulerlogs," i.e., eulerlog m (x) = γ + ln (2) [Note that the term with ln(1 − w) in Eq. (3.13) is proportional to (1 − w) ln(1 − w), which vanishes in the limit w → 1, so that the final expression is finite.] Table I of Ref. [19] .
IV. SCALAR SELF-FORCE
The scalar self-force is given by
with nonvanishing components
once evaluated at the position of the scalar charge, i.e., in the limit r → r ± 0 . After summing over m, the divergent behavior for large l is removed by In the Schwarzschild limit (w → 0) we have The leading 3PN and 4PN terms of the previous expressions agree with those of Ref. [20] . Furthermore, the comparison with available numerical results of Ref. [19, 25] shows again a very good agreement (see Table II and Fig. 2 , where we refer to the most recent work [25] ).
V. SCALAR RADIATION
Let us compute the amount of scalar radiation either flowing into the hole or transmitted at spatial infinity. We need to construct the solution to the nonhomogeneous wave equation (2.10) which satisfies purely ingoing-wave boundary conditions at the black hole horizon and purely outgoing-wave boundary conditions at infinity. This is accomplished by using the two kinds of solutions R H,∞ lmω to the corresponding homogeneous equation with asymptotic behavior [37] [38] [39] where r * is the tortoise-like coordinate defined by dr * /dr = r 2 /∆, i.e.,
The final solution is given by [35] 4) and W lmω = 2iωC trans B inc is the constant Wronskian. The asymptotic behaviors of R lmω at the horizon and at infinity are then
respectively, so that one can define the amplitudes
The energy flux at infinity is thus given by [37] [38] [39] 
(5.11) The definitions of the various quantities ǫ, τ, ν, a n are given in Appendix A 2 for convenience.
We find (in units of q) 13) in terms of the gauge-invariant variable y (see Eq. (3.12)). Note that the flux at infinity is computed up to the 3.5PN order, i.e., at O(y 7/2 ) included (see Appendix B). The leading contribution to the flux on the horizon, instead, enters at 3PN order beyond the lowest order, and is computed through O(y 17/2 ). Comparison between the analytical expressions (5.14) for the energy fluxes at infinity and on the horizon (in units of q) in the Schwarzschild case (w = 0) and the numerical values taken from Table I of Ref. [25] . The 2nd and 3rd column display the values of the flux radiated to infinityĖ ∞ and down to the horizonĖ H (divided by the total fluxĖ tot =Ė ∞ +Ė H ), respectively, obtained by our analytical expressions, whereas the last two columns show the difference with the above mentioned numerical results. In the Schwarzschild case (w → 0) the previous expressions reduce to Therefore, when the black hole is extremely charged the horizon-absorbed flux starts 3PN orders more beyond with respect to the non-extreme case. Finally, we note that the angular momentum fluxes can be easily calculated through
VI. CONCLUDING REMARKS
We have analyzed scalar self-force effects on a scalar charge moving along a circular orbit around a ReissnerNordström black hole. The scalar wave equation is separated by using standard spherical harmonics (available here because of the underlying spherical symmetry of the background) and the field is decomposed into frequency modes. The associated radial equation is solved perturbatively in a PN framework by using the Green function method. The scalar field as well as the components of the self-force are then regularized at the particle's position by subtracting the divergent term mode by mode, summing the infinite series up to a certain PN order. The MST approach has also been adopted for computing a number of radiative multipoles (up to l = 4), so that our final result is accurate up to the 7.5PN order, i.e., up to the order O(y 15/2 ) included in terms of the dimensionless gauge-invariant frequency variable y = (M Ω) 2/3 . Since the scalar charge interacts only gravitationally with the background field, the coupling with the black hole electromagnetic charge is quadratic. The two limiting cases of a Schwarzschild black hole (which was missing in the literature and represents by itself an interesting byproduct of our work) and of an extreme Reissner-Nordström black hole are discussed explicitly. The comparison of the analytically computed regularized field and self-force components with existing results in the Schwarzschild case [16, 25] has shown a good agreement, the difference between analytically and numerically produced values ranging from ∼ 10 −14 in the weak-field region to ∼ 10 −4 in the strong-field region. We have also evaluated the radiation fluxes both at infinity and on the outer horizon up to O(y 7/2 ) and O(y 17/2 ) included, respectively. We have found that, when the black hole is extremely charged, the horizonabsorbed flux starts 3PN orders more beyond than the non-extreme case. The comparison with previous numerical results in the Schwarzschild case [25] has shown again a good agreement in both weak-field and strongfield regimes.
where R is a length scale. This solution, which we need however to compute the sum over all multipoles, becomes immediately inadequate, and one should use the MST technology. In fact, the coefficient A 4 of the "up" solution
(r) with l → −l − 1) diverges for l = 0; similarly, higher order coefficients diverge for l = 1, 2, . . . etc.
MST solutions
The MST technique [33, 34] allows to find homogeneous solution to the radial equation which satisfy retarded boundary conditions at the horizon (R lmω in(MST) (r)) and radiative boundary conditions at infinity (R lmω up(MST) (r)). The ingoing solution can be formally written as a convergent (at any finite value of r) series of hypergeometric functions R lmω in(MST) (x) = C (in) (x) ∞ n=−∞ a n F (n + ν + 1 − iτ, −n − ν − iτ, 1 − iǫ − iτ ; x) ,
with
where the new variable x = (r + − r)/2M κ has been introduced and
The hypergeometric functions above are better evaluated by using the standard identity 
involving the "small" variable y = 1/(1 − x). Note that the overall factor Γ(c) does not depend on n, so that it can be factored out. The expansion coefficients a n satisfy the following three-term recurrence relation α ν n a n+1 + β ν n a n + γ ν n a n−1 = 0 ,
where α ν n = iǫκ(n + ν + 1 + iǫ)(n + ν + 1 − iǫ)(n + ν + 1 + iτ ) (n + ν + 1)(2n + 2ν + 3) , β ν n = −l(l + 1) + (n + ν)(n + ν + 1) + ǫκτ + ǫ 2 + ǫ 3 κτ (n + ν)(n + ν + 1) , γ ν n = − iǫκ(n + ν + iǫ)(n + ν − iτ )(n + ν − iǫ) (n + ν)(2n + 2ν − 1) .
Once the recurrence system has been solved for n = 1 . . . N and n = −N . . .−1 for a given N such that a N = 0 = a −N , the case n = 0 with a 0 = 1 becomes a compatibility condition which yields the parameter
The solution of the recurrence system is rather involved (even in this relatively simple case). The structure of the expansion coefficients a n = 
For instance, for l = 1 we get
