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a b s t r a c t
We introduce the vertex cover Pn (VCPn) problem, that is, the problem of finding aminimum
weight set F ⊂ V such that the graph G[V − F ] has no Pn, where Pn is a path with n
vertices. The problem also has its application background. In this paper, we first show that
the VCPn problem is NP-hard for any integer n ≥ 2. Then we restrict our attention to the
VCP3 problem and give a 2-approximation algorithm using the primal–dual method.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Given a graph G = (V , E), a subset of vertices S ⊂ V is a vertex cover set if each edge of the graph is incident to at least one
vertex of the set. Given an undirected graph G = (V , E) and a nonnegative weightwv for every vertex v ∈ V , theminimum
weight vertex cover (MWVC) is the vertex cover having the minimum total vertex weight. The problem of finding a MWVC
is a classical optimization problem in computer science and is a typical example of an NP-complete problem.
This problem and its related problems, the feedback vertex set problem, subset feedback vertex set problem, graph
bipartization problem and so on, have been intensively studied [1,2,5,7,10,12]. All these problems are also special cases
of the vertex deletion problem: to find a minimum weight set of vertices whose deletion gives a graph satisfying a given
property. For example, the feedback vertex set problem is to find a minimum weight set F of vertices in V (G) such that the
graph G[V − F ] induced by V − F has no cycle. These problems have applications in many areas, such as network design,
etc.
Motivated by this observation,we introduce the vertex cover Pn (VCPn) problem, that is, the problemof finding aminimum
weight set F ⊂ V such that the graph G[V − F ] has no Pn, where Pn is a path with n vertices. Or equivalently, we want to find
a minimumweight set F ⊂ V such that for any Pn, V (Pn)∩ F ≠ ∅. And for any v ∈ V (Pn), we say that Pn is covered by v. The
set F with the property that for any Pn, V (Pn)∩ F ≠ ∅ is called a vertex cover Pn set. The VCPn problem is the generalization
of the minimum weight vertex cover problem because the minimum weight vertex cover problem is the VCP2 problem.
The problem also comes from the real world. The increasing cars and buses result in more and more traffic accidents,
hence posing the installment of cameras to be in an urgent state. If every crossing is installed with several cameras, the cost
would be enormous and unnecessary since the installing fees can vary greatly due to different factors. We, therefore, need
to install cameras at certain crossings that can ensure that a driver will encounter at least one camera within n crossings,
and, at the same time, guarantee the lowest cost. This practical issue can, then, be turned into the vertex cover Pn problem.
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For a given graph G = (V , E), we say that a vertex set F is a vcp if it is a feasible solution to the VCP3 problem. Let τ(V )
denote the size of the vcp with the smallest cardinality for G.
In [4], motivated by the problem related to secure communication in wireless sensor networks, Brešar et al. introduced
the minimum k-path vertex cover problem, which is almost the same as our problem but without vertex weight, which
means the weight of each vertex is the same. Brešar et al. presented a linear time algorithm which returns an optimal
solution for trees. Also they give some upper bounds of the τ(V ) for some specific graph classes and for the general graphs.
An α-approximation algorithm for a minimization problem runs in polynomial time and outputs a solution of weight
no more than α times the weight of an optimal solution. We call α the performance ratio of the algorithm. In the paper, we
first show that the VCPn problem is NP-hard for any integer n ≥ 2. Then we give a 2-approximation algorithm for the VCP3
problem.
Our algorithm bases on the primal–dual method for approximation algorithms. It has been proved that this method is
very useful during the last two decades in designing algorithms for the network design problems [8,9,11,13].
The structure of the paper is shown as follows. In Section 2, we show that the VCPn problem is NP-hard and give a lower
bound for the inapproximability of the VCP3 problem. In Section 3 , we prove two key inequalities which we need for the
proof of the algorithm. In Section 4, we give an integer programming formulation of the VCP3 problem and a primal–dual
algorithm. We show how the inequalities, the formulation, and the primal–dual method that guarantee the performance
ratio of the algorithm is 2.
2. The VCPn problem is NP-hard for any integer n ≥ 2
The decision version of the minimum weight vertex cover (MWVC) problem can be stated as follows:
Input: Given a graph G = (V , E), a positive I and a nonnegative weightwv for every vertex v ∈ V .
Output: Is there a vertex cover set F such thatw(F) ≤ I?
The decision version of the VCP3 problem is stated as follows:
Input: Given a graph G′ = (V ′, E ′), a positive J and a nonnegative weightw′v for every vertex v′ ∈ V ′.
Output: Is there a vertex cover P3 set F ′ such thatw′(F ′) ≤ J?
Theorem 2.1. The VCP3 problem is NP-hard.
Proof. First, it is not hard to see that the VCP3 problem is in NP. We will reduce theMWVC problem to the VCP3 problem.
Given a graph G = (V , E) with vertex set V = {v1, v2, . . . , vn} and a nonnegative weight wvi for every vertex vi ∈ V .
We construct a new graph G′ = (V ′, E ′) from G with vertex set V ′ = {v1, v2, . . . , vn, } ∪ {v′1, v′2, . . . , v′n} and edge set
E ′ = E(G) ∪ {v1v′1, v2v′2, . . . , vnv′n}. The weight of every original vertex stays the same, and for every new vertex v′i , let
wv′i = wvi .
Now, if a set F ⊂ V is a vertex cover of G, then it is easy to see that F ′ = F is a vertex cover P3 set of G′. On the other
hand, suppose a vertex set Q ′ is a vertex cover P3 set in G′. If Q ′ contains a new vertex v′i , then v
′
i is replaced in Q
′ by vi.
By consecutive application of this produced for each new vertex we obtain a set Q comprising only of the original vertices.
Clearly, |Q | ≤ |Q ′|,w(Q ) ≤ w(Q ′) and Q forms a vertex cover in G.
So, if there is a vertex cover set F in G such thatw(F) ≤ I iff there is a vertex cover P3 set F ′ in G′ such thatw(F ′) ≤ I .
The construction can be done in polynomial time, we have finished the proof. 
Actually, we can prove that if the VCPn problem is NP-hard, then the VCPn+2 problem is NP-hard. We construct a new
graph G′ from the original graph G by adding a pendant edge for each vertex in G. It is easy to see that the vertex cover Pn
set in G is a vertex cover Pn+2 set in G′. If there is a vertex cover Pn+2 set of G′, we can get a vertex cover Pn set of G by using
the vertex replacement transformation described in the above proof. So, if there is a vertex cover Pn set F in G such that
w(F) ≤ I iff there is a vertex cover Pn+2 set F ′ in G′ such that w(F ′) ≤ I . Since the VCP2 problem and the VCP3 problem are
NP-hard, we can get the following statement:
Theorem 2.2. The VCPn problem is NP-hard for any integer n ≥ 2.
The reduction in Theorem 2.1 ‘‘preserves’’ the total weight of optimal solutions. Together with the inapproximability
result for the minimum vertex cover problem by Dinur and Safra [6], i.e., no polynomial-time algorithm can solve the
minimum vertex cover problem within approximation ratio 10
√
5 − 21 ≈ 1.36, we have the following theorem, which
gives a lower bound for the inapproximability of the VCP3 problem.
Remark 1. There is no polynomial time algorithm that can approximate the VCP3 problemwithin α = 1.36, unless P = NP .
3. Two inequalities
We begin by giving two inequalities which we will need in proving the performance ratio of the algorithm. Let d(v)
denote the degree of vertex v in G. Given a vertex subset S, let E[S] denote the subset of edges that have both end-vertices
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in S. Let G[S] denote the subgraph (S, E[S]) induced by S, and let dS(v) denote the degree of v in G[S]. For all terminologies
and notation not defined here, we refer to [3].
We say that a vcp F isminimal if for any v ∈ F , F − v is not a vcp. Let b(S) = 2|E[S]| − |S|, so b(V ) = 2|E| − |V |.
We can now state our theorem.
Theorem 3.1. Let F denote any vcp of a graph G = (V , E). Then−
v∈F
2d(v) ≥ b(V )+ τ(V ). (1)
If G has no isolated vertices, and FM is any minimal vcp, then−
v∈FM
d(v) ≤ b(V )+ τ(V ). (2)
Proof. To prove inequality (1), we consider two cases. If F = V ,∑v∈V d(v) = 2|E| and τ(V ) ≤ |V | ensure that the inequality
holds. If F ≠ V , the graph G[V − F ] consists of isolated vertices and isolated edges. The number of edges in G[V − F ] is at
most |V |−|F |2 . Moreover, by removing the vertices in F , we have removed at most
∑
v∈F d(v) edges (the ‘‘at most’’ comes from
the fact that an edge could be counted twice in the sum of the degrees). The total number of edges is |E|, we therefore derive
that
|E| ≤
−
v∈F
d(v)+ |V | − |F |
2
.
Rearrange the terms,−
v∈F
2d(v) ≥ 2|E| − |V | + |F | ≥ b(V )+ τ(V ).
We now prove the inequality (2). Let k and i be the number of isolated edges and isolated vertices of G[V − FM ]. Note
that the edges in G[V − FM ] contribute exactly 2k to∑v∉FM d(v) and |V | = 2k+ i+ |FM |. By these observations and terms
rearrangement, inequality (2) can be rewritten as−
v∈FM
d(v) ≤ 2|E| − |V | + τ(V )
=
−
v∈V
d(v)− |V | + τ(V )
=

2k+
−
v∈FM
d(v)+ |δ(FM)|

− |V | + τ(V ).
Thus,
|δ(FM)| ≥ |V | − 2k− τ(V ) = |FM | + i− τ(V ), (3)
where δ(S) is the set of edges with exactly one end-vertex in S.
We first observe that for each v ∈ FM , there is a witness path with three vertices, say Pv , in G such that Pv ∩ FM = {v};
otherwise FM would not beminimal. To prove inequality (3), let T be amaximum collection of vertex-disjoint witness paths,
and let F˜M denote the set of vertices of FM whose witness paths are not in T . Note that |T | ≤ τ(V ), so that the inequality is
implied if |F˜M | + i ≤ |δ(FM)|.
For every isolated vertex, we can find an edge in δ(FM) linking the vertex to the vertices in FM . At last, we just need to
prove there are still at least |F˜M | edges left in δ(FM)which have not been counted before.
For every vertex w ∈ F˜M , there is at least a witness path Pw that V (Pw) ∩ V (T ) ≠ ∅. If V (Pw) = {a, b, w}, a and b are
the other two vertices on the path. If ab is an edge in Pw , thenwa or wb has not been counted in the isolated vertex case. If
ab is not an edge in Pw , then wbmust be an edge in Pw . The witness path containing b in T could be one of the three cases:
1. xyb, 2. bxy or 3. xby where x ∈ FM − F˜M . In case 1 and 3, yb must be an isolated edge in G[V − FM ]. So wb is an edge
which has not been counted in the isolated vertex case. In case 2, bmay be an isolated vertex in G[V − FM ], but b has at least
two corresponding edges in δ(FM). There must be an edge which has not been counted in the isolated vertex case. Then the
inequality holds. We have finished the proof. 
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4. The primal–dual algorithm
Observe that if F is a vcp for G, then clearly F ∩S is a vcp for G[S]. Hence we have the following corollary of inequality (1):
Corollary 4.1. Let F be any vcp for G. Then for any S ⊂ V , we have−
v∈F∩S
2dS(v) ≥ b(S)+ τ(S),
where τ(S) denotes the size of the vcp with the smallest cardinality for G[S].
Our integer programming formulation is as follows:
(IP) min .
−
v∈V
wvxv
s.t.
−
v∈S
2dS(v)xv ≥ b(S)+ τ(S), S ⊂ V : E[S] ≠ ∅
xv ∈ {0, 1}, v ∈ V .
By Corollary 4.1, it is obvious that any vcp is a feasible solution to the integer programming. Next we will prove that any
feasible integer solution x must be a vcp. If there is an integer solution which is not a vcp, then there must be a P3 = uvw
with xu = xv = xw = 0. Thenwe consider the constraint corresponding to the vertex set S = {u, v, w}. The left-hand side of
the constraint must be 0, while the right-hand side of the constraint is at least 2. That is a contradiction. So (IP) is an integer
programming formulation of the VCP3 problem.
In our algorithm, we construct a feasible solution to the dual of the linear programming relaxation of (IP). The linear
programming relaxation is:
(LP) min .
−
v∈V
wvxv
s.t.
−
v∈S
2dS(v)xv ≥ b(S)+ τ(S), S ⊂ V : E[S] ≠ ∅
xv ≥ 0, v ∈ V
and its dual is:
(D) max .
−
S
(b(S)+ τ(S))yS
s.t.
−
S:v∈S
2dS(v)yS ≤ wv, v ∈ V ,
yS ≥ 0, S ⊂ V : E[S] ≠ ∅.
VCP3-Algorithm
1. Initialization: y ← 0, F ← ∅, S ← V
2.While F is not a vcp for (V , E), do:
Remove isolated vertex set IVF of G[S] from S,
S ← S \ IVF .
Increase yS until ∃vl ∈ S:∑T :vl∈T 2dT (vl)yT = wvl ,
F ← F ∪ {vl},
S ← S \ {vl}.
3. Let v1, v2, v3, . . . , vt be the ordered list of vertices added into F .
4. Reverse Deletion: For j ← t down to 1 do:
If F \ {vj} is a vcp, then F ← F \ {vj},
5. Output F .
The algorithm is named VCP3-Algorithm. The algorithm starts with F = ∅, the feasible dual solution y = 0. Given a set
F , if it is not a vcp, there must exist a P3 in G[S]. We first remove isolated vertices of G[S] from S to get a new S. Next, the
algorithm increases the dual variable yS as much as possible until some dual inequality becomes tight for some vertex in S,
say for vertex v. That is
∑
T :v∈T 2dT (v)yT = wv . Then the algorithm adds vertex v into F and removes vertex v from S, and
continues. When F is a vcp, the algorithm checks the vertices of F in the reverse order in which they were added into F , and
removes any redundant vertices (that is, at the time vertex v is considered, F \ {v} is still a feasible vcp of G). At last, we get
the final result given by the algorithm. A straightforward implementation of this algorithm takes O(mn) time, where m is
the number of edges in the graph and n is the number of vertices.
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We now prove that the algorithm is a 2-approximation algorithm. Note that for any feasible solution y for the dual
program (D),
∑
S(b(S)+ τ(S))yS is a lower bound of the optimal integer solution.
Theorem 4.2. The algorithm constructs a vcp F and a solution for (D) such that−
v∈F
wv ≤
−
S
2(b(S)+ τ(S))yS .
Hence the algorithm is a 2-approximation algorithm.
Proof. We reduce the proof of the theorem to inequality (2). By construction of the algorithm,−
v∈F
wv =
−
v∈F
−
S:v∈S
2dS(v)yS
=
−
S
−
v∈S∩F
2dS(v)

yS .
Thus, if we can show that for any yS > 0−
v∈S∩F
dS(v) ≤ b(S)+ τ(S),
then the theorem statement will follow. In order to apply inequality (2) to prove the above inequality, it is sufficient to show
that S ∩ F is a minimal vcp for the graph G[S], and that G[S] has no isolated vertices.
By the construction of the algorithm, F is a minimal vcp. And any set S that we choose for the yS in the algorithm has no
isolated vertices in G[S]. At last, we will prove that if yS > 0 then S ∩ F is a minimal vcp for the graph G[S] by contradiction.
Without loss of generality, the Fo = {vo1 , vo2 , . . . , vol} in the step 3 of the algorithm and the corresponding So- sequence
is So1 , So2 , . . . , Sol . By the design of the algorithm, we know that So1 ⊃ So2 ⊃ · · · ⊃ Sol . And finally after the step 4, we get
the output F = {v1, v2, . . . , vt}, t ≤ l and the corresponding S- sequence is S1, S2, . . . , St . Also S1 ⊃ S2 ⊃ · · · ⊃ St still
holds.
If ySk > 0 and Sk ∩ F is not a minimal vcp for the graph G[Sk], there exists a w ∈ Sk ∩ F such that Sk ∩ F − {w} is also a
vcp of G[Sk]. Suppose vor = vk. First, we consider any edge xywith x ∈ V \ Sk and y ∈ Sk. Because x is not in Sk, xmust be in{vo1 , . . . , vor−1} or an isolated vertex in some step before the or -th step. But the edge xy exists, the x cannot be the isolated
vertex case. Then xmust be in {vo1 , . . . , vor−1}.
Let us consider the vertex set Snew={vo1 , . . . , vor−1} ∪ (Sk ∩ F −{w}), we can see that Snew is a vcp for G. According to step
4 of the algorithm,w should not be in F finally. That is a contradiction. We have finished the proof. 
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