The following basic results on infinite locally finite subgroups of a free m-gener-Ž .
Ž
. Ž . are embeddable in B m, n as maximal locally finite subgroups is given. Any Ž . infinite locally finite subgroup L L of B m, n is contained in a unique maximal Ž . locally finite subgroup, while any finite 2-subgroup of B m, n is contained in continuously many pairwise nonisomorphic maximal locally finite subgroups. In Ž . addition, L L is locally conjugate to a maximal locally finite subgroup of B m, n . To Ž . prove these and other results, centralizers of subgroups in B m, n are investigated. For example, it is proven that the centralizer of a finite 2-subgroup of Ž . Ž . B m, n contains a subgroup isomorphic to a free Burnside group B ϱ, n of countably infinite rank and exponent n; the centralizer of a finite non-2-subgroup Ž . Ž . of B m, n or the centralizer of a nonlocally finite subgroup of B m, n is always finite; the centralizer of a subgroup S S is infinite if and only if S S is a locally finite 2-group. x Ž . 1 that, whenever m ) 1, n is odd, and n G 665, the group B m, n is infinite and all of its finite and Abelian subgroups are cyclic. Much simpler w x proofs of these results were later given by the second author 18, 19 . However, the case of even exponent n, being especially interesting for n s 2
k , remained open until recently and looked much more complicated Ž . in view of noncyclicity of centralizers of elements in B m, n and non-Ž . w x cyclicity of finite subgroups in B m, n . For example, Held 8 had proved that any infinite 2-group contains infinite Abelian subgroups. This sug-Ž . gested that finite subgroups of B m, n with even exponent n 4 1 might be large, possibly large enough to ensure finiteness of the entire group Ž . B m, n . w x Ž w x. The main result of the first author's article 11 see also 10 is the Ž . infiniteness of a free m-generator Burnside group B m, n of even expo- 48 1 Ž . nent n for m ) 1 and n G 2 . However, finite subgroups of B m, n w x turn out to be so important in proofs that at least a third of the article 11 is an investigation of their various properties and another third is a preparation of necessary techniques to conduct this investigation. The Ž . central result relating to finite subgroups of the B m, n is the following: Let n s n n , where n is the maximal odd divisor of n, n G 2 48 and 1 2 1 9 Ž . n G2 . Then any finite subgroup G of B m, n is isomorphic to a 2 Ž . Ž . l Ž . subgroup of D 2 n = D 2 n for some l, where D 2 k denotes a dihe- 1 2 dral group of order 2 k. The natural question on whether this description is w Ž . Ž . l complete i.e., every subgroup of D 2 n = D 2 n can actually be found 1 2 Ž .x wx in B m, n is not directly addressed in 11 because it is not required in proofs.
w x As was implied by results of 11 , this is a complete description as follows Ž . at once from Theorem 1 a . Theorem 1 deals with basic properties of Ž . centralizers in B m, n . These properties will be the base of subsequent Ž . investigation of locally finite subgroups in B m, n .
Before stating Theorem 1, recall a group G is called locally finite if every finitely generated subgroup of G is finite. 1 Note added in proof. Note this estimate n G 2 48 has been improved in I. G. Lysenok, Ž . Infinite Burnside groups of even period, Iz¨. Ross. Akad. Nauk Ser. Mat. 60 1996 , 3᎐224.
Ž . THEOREM 1. Let B m, n be a free m-generator Burnside group of exponent n, where m ) 1 and n G 2 48 , n s n n , n is odd, n is a power of 2, Recall a group G is called locally normal if every finite subset of G is contained in a finite normal subgroup of G. A group G is termed an w xŽ FC-group if every conjugacy class in G is finite. It is well known 5, 22 and . easy to show that a periodic group is locally normal if and only if it is an FC-group.
COROLLARY 3. Suppose a countable subgroup G of the Cartesian product
is locally normal. Then G embeds in B m, n . 
arbitrary infinite group G embeds in B m, n as a locally finite subgroup if and only if G is isomorphic to a countable subgroup of E E.
The following becomes obvious from Theorem 2. Section 1 contains several technical lemmas whose terminology and w x proofs depend heavily upon those of 11 . In Section 2, we will prove Theorems 1᎐4 and Corollaries 1᎐6 on the basis of lemmas in Section 1 w x and lemmas of 11 .
Let us conclude with several remarks. First, the mutual disposition of Ž . Ž . infinite maximal locally finite subgroups stated in Theorem 3 a and b is reminiscent of a known puzzle-type problem: Find, in a countably infinite set, continuously many subsets whose pairwise intersections are all finite Ž . note this is impossible if the cardinalities of the intersections are bounded .
Ž w x . A theorem of Mal'cev see 15, Sect. 11.V claims that the quasivariety Ž qvar G of groups generated by a finite group G i.e., the class of groups . that satisfy the quasi-identities that hold in G consists of subgroups of Cartesian products of copies of G. 
Ž . 
Ž .

i
The terminology of statements and proofs of Lemmas 1᎐12 are those of w x Ž w x. 11 see also 18, 19 , and all undefined terms and notions are found in w x w x 11 . The proofs will involve many references to lemmas in 11 . When w x making these references we will often drop '' 11 '' providing only lemma w x numbers from 11 .
Recall a k-aperiodic word is a word with no nonempty subwords of the form E k . LEMMA 1. Let ⌬ be a reduced diagram of rank i and let p be a section of Ž . Ѩ⌬ such that p is a reduced 9-aperiodic word. Then the degree of contiguity of any cell in ⌬ to p does not exceed ␤ and p is geodesic in ⌬.
Proof. The first claim easily follows from the definition of a contiguity Ž . Ž subdiagram and the 9-aperiodicity of p for details see the proof of w x. Lemma 18.1 11 . Assume that p is not geodesic. Then there is a < < < < subdiagram ⌫ in ⌬ with Ѩ ⌫ s pq, where q -p and q is geodesic in ⌫.
Ž . w x Since p is reduced, ⌫ contains cells. Then, by Lemmas 5.7 and 9.2 11 , there is a -cell ⌸ in ⌫. Denote contiguity subdiagrams of ⌸ to p and q < < < < by ⌫ and ⌫ , respectively. By Lemma 3.3, ⌫ n ⌸ -␣ Ѩ ⌸ , whence 
contiguity subdiagrams between ⌸ and p , t, p , q, respectively, and 1 2 ,, , , denote the degrees of contiguity of ⌸ to p , t, p , q, respec-
tively. By Lemma 1, , F ␤, whence q ) y 2 ␤.
By Lemmas 3.3 and 3.4, , -␣, whence , ) y ␣ y 2 ␤. Then,
by Lemmas 3.1 and 6.1 applied to ⌫ , we have
Considering the bond between t and q consisting of ⌸, ⌫ , ⌫ , we see
that there are vertices o g t, o g q and a simple path u s o y o such
Ž . following from Lemma 3.1 and 2 . The existence of such u obviously Ž . implies inequality 1 .
Ž . Let q sbe the factorization of q defined be s . Consider a < < < < < < p F s -1.04 t for q p is a reduced path. Assume ⌬ has cells. Applying Lemmas 5.7 and 9.2, we find a -cell ⌸ Lemmas 3.1 and 6.1 applied to ⌫ , we have
Ž .
On the other hand, considering the bond consisting of ⌸ , ⌫ , ⌫ , we where s is a beginning of s not containing ⌫ n s and
following from Lemma 3.1. However, the existence of such a path sЈ contradicts the choice of s . 1 < < < < Hence, ⌬ contains no cells and inequality p -1.04 t is proven. Quite 1 1 < < < < analogously, p -1.04 t . 2 Finally, by Lemma 6.1 applied to ⌬,
and Lemma 2 is proven. construct words S , S , . . . as follows:
where ⍀ ) 0 is a fixed integer, h s ␤ y1 s 2 14 , and L s 2 h 2 . Ž . Recall by writing X ' YZ we mean the graphical letter-by-letter equality of words.
Ž .
y1 < < LEMMA 3. a Suppose S ' XYZ, where Y ) 2 h S , and S ' 
Proof. First let us show that there are a cell ⌸ in ⌬ and a contiguity < < < < subdiagram ⌫ of ⌸ to Ѩ⌬ such that ⌫ n ⌸ ) ␤ Ѩ ⌸ and ⌫ n Ѩ⌬ contains at least one of the sections s , . . . , s . By Lemmas 5.7 and 6.2, there are a cell ⌸ and a contiguity subdiagram not geodesic in ⌬, contrary to the lemma's hypothesis. Ž . Picking such ⌸, ⌫ with minimal ⌫ , we can assume that ⌫ has no cell ⌸Ј and contiguity subdiagram ⌫Ј with the foregoing properties.
Let Ѩ ⌫ s bpcq be the standard contour of ⌫, where p s ⌫ n Ѩ⌬, q s ⌫ n ⌸. Assume there is a cell ⌸ in ⌫ that has a contiguity subdia- 
Proceeding by induction on r ⌸ , let us first show that 0 < < < < ,¨-1.05⍀ . 4
2
Suppose E , E are the bonds that define ⌫ . 
Ž . By Lemma 3 b ,
and so y1 y1 y1
Ž . Now we see from 5 that < < < < < < < < < < ,¨-1.04 t q 5 A -1.05 t F 1.05⍀ , Let q sbe the factorization of q defined by the vertex
To estimate¨, consider a subdiagram ⌫ of ⌫ such that Ѩ ⌫ s z¨q , 2 0 0 0 2 0 1 where¨X and q X are some beginning and end of¨and q , respectively,
X the path¨q is reduced, and z s¨y q is geodesic in ⌫ . By 2 01 2 y 01 q 0 Ž . Lemma 3 b ,
Note it follows from Lemma 3.1 applied to E that
Hence, by Lemma 2 in which p s 0 applied to ⌫ , we have 2 0
A q 1.04⍀ . A -4 ␤ny8␤ y6y ⍀-5␤ n ⍀, Ž .
Ž . Arguing as in Case 2, we can get estimates
Ž . following from Lemmas 3.2, 3.1, 3 b , and 2. Therefore,
Ž . Ž . respectively. According to part a , both paths E n p and E n p have 1 0 2 0 edges in common with t. Applying the induction hypothesis to , and 1 2 their contiguity subdiagrams to p , we have 0 < < < < ,¨-1.05⍀ , 1 2 as required. Ž . Thus inequality 4 is proven. Now the inequality
< < To estimate Ѩ ⌸ we apply Lemmas 3.1 and 6.1 to ⌫ to get that 0 0
Ž . If C C contains a bond E such that E n p is a subpath of s , then, by 
Ž .
On the other hand, it follows from Lemma 4.A b that
Note it follows from the choice of ⌫, the geodesity of s t s , and
Lemma 3.3 that if a cell ⌸Ј of ⌫ has a contiguity subdiagram ⌫Ј to p, then < < < < ⌫Ј n ⌸Ј -␣ Ѩ ⌸Ј . This property of the section p of Ѩ ⌫ ensures that if ⌬Ј is a subdiagram of ⌫ with Ѩ⌬Ј s bЈ pЈcЈqЈ, where pЈ, qЈ are subpaths of Ž p, q, respectively, then the analog of Lemma 6.5 applies to ⌬Ј for the geodesity or smoothness of either pЈ, qЈ is used in proving Lemma 6.5 only . to refer to Lemmas 3.3 and 3.4 . By the analog of Lemma 6.5 applied to ⌬ t < < Ž< < < <. and the maximality of C C, we have r -x q y . However,
A contradiction completes the proof of Lemma 4.B.
As before, consider a maximal system C C of disjoint bonds E , E , . . . , E Ž . Ž . < < vertices E n p and E n q , respectively. Let us estimate p . First
notice that, by choice of s and Lemma 4.B, p is a subpath of s t s .
Therefore, if E is a 0-bond, then the estimate
Ž . where r s r ⌸ , follows from Lemmas 2 and 3 b .
If E is not 0-bond, then, by Lemma 4.A, E n p has edges in common 1 1 with t and so
where is the principal cell of the bond E . 1 1 Consider the subdiagram ⌬ of ⌫ ''sitting'' between E and E .
By maximality of C C, there are no bonds between p and q in ⌬ . 
Ž . p -1q2␥ и4␤ q1 ⍀q⍀-5.3␤ ⍀.
12
Ž . Now it follows from Lemma 4.A and 8 that
Hence, in any case, it is proven that
Ž .
1 r Ž . It follows from Lemma 3.1 and inequalities 8 that
Then, by Lemma 6.1 applied to a subdiagram of ⌫ whose contour is bp q , we have
Ž . Ž . Ž . defined by the vertices E n p and E n q , respectively. Then, as
before, we get
Ž . Ž . Ž . < < equalities 10 and 11 , we can estimate q as
Therefore,
Ž . r Ž . Ž . Now we see from 9 , 11 , and the foregoing remarks that s contains j q1 1 a subpath u such that u y1 is a subpath of p with
ent from s and s , and so, by the foregoing remarks, s contains a
subpath u such that u y1 is a subpath of p with
Ž . Hence, и 10␤ ⍀ -60␤ A and so inequalities 10 and 11 imply
be the last 0-bond between s and q. Consider the contiguity subdiagram
⌫Ј between p and q that is defined by E and E . Let Ѩ ⌫Ј s p X q X and k k 2 2 5 6 X X X Ž . Ž . q s. Then, similar to 12 , we have from 13 that 1 2 3
It is now clear that
with all of the properties of the lemma's statement. In view of inequality Ž . 13 , Lemma 4 is completely proven.
Ž . From now on we will be denoting the free Burnside group B m, n of Ä 4 Ž . exponent n over the alphabet A A s a , . . . , a by B A A, n .
1 m Ä 4 Let us introduce a countably infinite alphabet X X s x , x , . . . for use 1 2 Ž . throughout the rest of the article. We assume that A A and X X are disjoint.
Ž . By B X X , n denote the free Burnside group over X X of exponent n. As before, a word in X X " 1 is also referred to as an X X-word.
Consider the words S , S , . . . defined by formulas 3 for ⍀ s 4 ⍀Ј and 1 2 denote the set of all such S " 1 by S S.
. . , where j is the first rank for which A ) 0.2 ␤ ⍀, and
l is the number of cells of rank j in ⌬. j Ž . By induction on ⌬ , we will be proving that if ⌬ is a reduced diagram
Ž . Ž . Ž . x p y t , where x is an end of q , y is a beginning of q ,
. the word t is reduced in B A A, n , the word y t x is freely j j j j < < < < reduced, and ⌬ with preceding properties is maximal relative to x q y .
Suppose there is a 0-bond between x y1 and y y1 in ⌬ . Then we j j j consider a maximal contiguity subdiagram ⌫ between x y1 and y y1 in ⌬ j j j < y 1 < < y1 < relative to ⌫ n x q ⌫ n y . It is easy to see from Lemmas 1 and 5.7 j j that ⌫ has no cells. Since t , p are geodesic in ⌬ , it follows from Lemmas j j j < < 5.7, 3.3, and 1 that the entire ⌬ has no cells either. Then t s 0 for
Ž . Ž . y1 2h S and, by Lemma 3 a , we conclude that x ' y . How-
Now suppose there is no 0-bond between x y1 and y y1 in ⌬ . Then
Lemma 2 applied to ⌬ yields that
Hence, by Lemma 6.2, if is a cell in ⌬ , then
Ž . and so r -j . ⌬Ј results in a reduced diagram ⌬ 0 which satisfies all of the assumptions of w Lemma 4. Note that s t s is geodesic follows from the choice of ⌬ ;
where a ) ␤ n y 30 A and a s u¨иии u¨u as described in
the conclusion of Lemma 4. Note it follows from Lemma 4 that we can consider a subdiagram ⌫ of ⌬ defined by Ѩ ⌫ s ab, where b is a subpath of Ѩ⌬, and if is a cell in ⌫, then
following from Lemma 6.2. Consequently, we have from 1 y 5h
and Lemma 3 a that if A is a cyclic permutation of A beginning with
Now it is clear that we can take ⌸ and a ⍀ part of ⌫ out of ⌬ 0 and, making use of cells of rank -j , get a reduced
Using diagrams of rank -j , we can also assume that cyclic word
Ѩ⌬ has no subwords of the form G G with nonempty G , G g G G,
We will say that a nonempty cyclically reduced X X-word U is an almost Y Y-word provided a finite sequence of replacements of the form 2 2 Ž . if necessary, we may further assume that ⌬Љ is minimal relative to ⌬Љ . Ž . Now the induction hypothesis applies to the pair ⌬Љ, Ѩ⌬Љ ' WЉ and, in view of our construction, yields the required equalities.
Proof. If G G is trivial we put H s x n r2 . Proceeding by induction on
where T g G G is an A A-word. By the induction hypothesis, there is a word H such that H has all of the properties stated in the lemma relative to G G . the subgroup G G s G G, H . Clearly, G G is normal in G G Ž . 
Ž . Let us associate with Eq. 14 a reduced diagram ⌬ over B A A j X X , n Ž . such that Ѩ⌬ is a word of the form B C B C иии B C , 1 5 Ž . Ž .
nr2 nr2
For such diagram ⌬, by induction on ⌬ , we prove that
First notice that if C contains no occurrences of x " 1 , then H equals
C does contain occurrences of x " 1 . 
< < E is a reduced diagram of rank j y 1, and E n q and E n q are 1 2 < < < < < < Ž smooth sections of rank j of Ѩ E. In particular, q , q ) N A other- 1 2 j . wise, q , q may not be compatible . 1 2
The definition of weak j-compatibility remains unchanged. w Ž . t and so
are A A -words. Therefore, a reduced diagram of rank j for the equality Thus, by Lemma 7.C, we still can assume that ⌬ is a reduced diagram.
Ž . There is nothing to prove if l s 0. Let l ) 0; that is, let the word 15 be nonempty. Since such ⌬ has cells, we can apply Lemma 18.1 to ⌬ and get y1 < < < < a cell ⌸ so that Ѩ ⌸ s u¨, where u is a subpath of Ѩ⌬ and u ) ␤ Ѩ⌬ .
Ž . Ž . proven.
"n
Proof. We will repeat the proof of Lemma 7 with necessary changes, keeping most of the notation and terminology introduced there.
Ž . " 1 Suppose W is a word in A A j X X . We will say that W is G G-regular Ž < <. provided for every maximal A A-subword V relative to V of the word W Ž . we have V g G G in B A A, n . We will also say that W is cyclically G G-regular if W s 1 provided W is an A A-word or, otherwise, for every maximal Ž . 
C is a G G-regular word in A A
provided k ) 1 and C is an For such diagram ⌬, by induction on ⌬ , we prove that
As before, every C does contain occurrences of x " 1 , provided t ) 1,
following from strong dependence of C on x . 
X X X X
To consider the case k ) 1 we need
Ws1in B A A j X X , n and ⌬ is a reduced diagram o¨er B A A j X X , n for Ž . this equality. Then for e¨ery cell ⌸ in ⌬ the word Ѩ ⌸ is cyclically G G-regular.
Proof. Without loss of generality, we may assume W to be cyclically reduced. However, then the claim can be obtained by a routine argument based on Lemma 18.1.
Coming back to the case k ) 1, we see from Lemma 8.C that it suffices t to use only the cells that correspond to cyclically G G-regular relators of Ž . Ž . Ž . B A A ,n to bring ⌬ to ⌬Ј with Ѩ⌬Ј of the form 18 where lЈ s l y 2.
Ž . Therefore, we can assume that for every t mod l , k / k in 18 .
As before, by changing B , C if necessary, we can assume that the word
18 is cyclically reduced and every C both begins and ends with x
We can also suppose that ⌬ contains no cell such that Ѩ is an A A-word and Ѩ has an edge e with e y1 g Ѩ⌬; neither does ⌬ have cell ⌸ Ž . such that Ѩ ⌸ is a G G-regular A A -word and Ѩ ⌸ has an edge e with
"1 w e g Ѩ ⌸ and e s x otherwise, we could take such or ⌸ along
x with e out of ⌬ and suitably change B , C without changing ⌬ . 
Ž . and t is G G-regular. Then q is also G G-regular.
Proof. Without loss of generality we can assume that t is a reduced path. Arguing as in the proof of Lemma 18.1, we can get from Lemmas 5.7, 3.3, and 3.4 that there is a cell ⌸ in ⌬ such that Ѩ ⌸ s u¨, u y1 is a < < < < subpath of t, and u ) ␤ n Ѩ ⌸ . It follows from the inequality ␤ n ) 2 that Ž . Ѩ ⌸ is cyclically G G-regular. It remains to take ⌸ and u out of ⌬ and apply the induction hypothesis. the definition of contiguity subdiagrams that there is a cell in ⌫ such p y1 < < < < that Ѩ s u¨and u is a subpath of p with u ) ␤ Ѩ . It is clear from Ž . ␤n)2 that Ѩ is cyclically G G-regular. It remains to take along with u out of ⌬ and apply the induction hypothesis.
Therefore, we can assume that , F ␤. Then q ) y 2 ␤.
Applying Lemmas 3.1, 3.3, and 6.1 to ⌫ , ⌫ , we have p c definitions and Lemma 3.1, there is a path s in ⌬ homotopic to p such that < < < < < < < < < < < < s -b q c q 1 y q ␤ Ѩ⌸ -1.02 b q c .
Ž
. Ž .
Ž . Ž . Ž . Since s s p in B A A j X X , n , it follows from the lemma's hypo-< < Ž< < < <. thesis that s ) 3 max b , c . A contradiction completes the proof of Lemma 8.D.2.
Ž . L EMMA 8.D.3. Suppose ⌬ is a reduced diagram o¨er B A A j X X , n with Ѩ⌬ s bpcq, p, q are smooth A-periodic sections, where A is a period of some
< < < < < < n rank i, so that p , q ) N A , A
is cyclically G G-regular and not A A-word, ⌬ Ž . itself is a contiguity subdiagram between p and q, and o s e and
, where e g p and e g q are some edges so that e , e g
Then there is a path r s o y o in ⌬ such that r is G G-regular. 1 2 Proof. Applying Lemmas 9.1 and 5.4 to ⌬ if necessary and keeping Ž . their notation, we can assume that ⌬ s ⌬ 1, k is rigid and, by Lemma 9.5,
where tЈ and tЉ satisfy 1 -tЈ F k and 1 F tЉ -k, and Ѩ E s x p y q , Ž . vertex of a bond E g C C s C C ⌬ with l ) 1. Then we have the following l < < < < estimates from Lemma 6.1 and the inequality b F b :
In view of inequalities 19 and Lemmas 9.3 and 9.5, there is a subdia- Ѩ⌬sbpcq and
Ž . tively. Thus Ѩ⌬Ј s bЈ pЈcЈqЈ.
"1
Note that if Ѩ⌬Ј has an edge e so that e g X X and e g pЈ, Ž . Consider an edge e g Ѩ⌬Ј with e g X X . By ⌬ e, X X denote a Ž . wŽ . subdiagram of ⌬Ј such that ⌬ e, X X has the following properties 1P and Ž .x Ž . Ž Ž .. 2P and ⌬ e, X X is maximal relative to ⌬ e, X X :
If is a cell in ⌬ e, X X , then there are sequences of cells Ž . , , . . . , in ⌬ e, X X and edges e , f , . . . , e , f such that e , f g Ѩ , 1 2
e , f g X X , and e s e, e s f , . . . , e s f , f g Ѩ .
The contours of ⌬ e, X X are cyclically reduced paths.
Ž
. It is immediate from the definition of ⌬ e, X X that the following are Ž . Ž . true: ⌬ e, X X is connected but need not be simply connected ; if s is a Ž . Ž . Ž . contour of ⌬ e, X X that bounds a bounded hole in ⌬ e, X X , then s is an Ž . A A-word; if s is the contour of ⌬ e, X X that does not bound a bounded hole Ž . Ž .
in ⌬ e, X X , then for every edge e g s with e g X X we have e g Ѩ⌬Ј.
Let q be a subpath of qЈ such that q s A and q is a ''middle'' of Ž . y1 eЈ g bЈ or eЈ g cЈ, then we can get an easy contradiction to Ž . inequalities 22 by making use of Lemma 6.1 and estimates < < < < < < bЈ , cЈ -2.003 A Ž . that follow from 20 and construction of ⌬Ј. Ž Hence it follows from the foregoing assumption about some edges and . Ž . sequences of cells and edges that ⌬ eЈ, X X contains cells and sЈ has no Ž .
edge e such that e g X X and e g pЈ. Ž .
"1
Suppose sЈ has no edge e with e g X X and e g bЈ or e g cЈ. Then there is a disk subdiagram ⌫ in ⌬Ј such that Ѩ ⌫ s q X t, where q X is a 3 3 Ž . 
Ž . Picking such ⌫ with minimal ⌫ , we have that if is a cell in ⌫ with Ž . Ž . bond between t and q m , m is a 0-bond, we can assume that
Ž . following from the second inequality in 23 . Now we see from the first Ž . Coming back to proving Lemma 8, we still can assume ⌬ to be reduced following from Lemma 8.D.
Ž . Assuming l ) 0 otherwise the claim is obvious , we apply Lemma 18.1 to ⌬ to get a cell ⌸ with Ѩ ⌸ s u¨, where u y1 is a subpath of Ѩ⌬ and < < < < Ž . Ž . we can repeat the corresponding argument in proving Lemma 7.B to get w Ž . the required conclusion from the induction hypothesis note ⌬ - proven.
LEMMA 9. Let X X s X X j X X be a disjoint union of nonempty subsets 1 2 Ž . X X ,X X . Suppose X is an X X -word, X / 1 in B X X , n , and Y, Z are X X -words
Proof. By Lemma 1.7, for every j ) 0 we can consider a 3-aperiodic Ž . Ä 4 Ž . word D a , a in the alphabet a , a whose length is j. By D a , a , 
a a иии a then , a ' a a a a иии a a a . Ž . is an X X -word.
1q a Žmod 2.
Ž . Ž . Consider a reduced diagram ⌬ over B X X , n such that Ѩ⌬ is the Ž . Ž . word 25 . If ⌸ is a cell in ⌬ such that Ѩ ⌸ is X X -or X X -word and Ѩ ⌸ 1 2 has an edge e so that e y1 g Ѩ⌬, then we take ⌸ and e out of ⌬, thereby Ž . decreasing ⌬ .
Therefore, we can assume that
, n and ⌬ has no cell ⌸ such that Ѩ ⌸ is
X X -or X X -word and Ѩ ⌸ has an edge e with e y1 g Ѩ⌬. Clearly, we may 1 2 suppose the words U X , V X to be reduced.
i j
Arguing as in the proof of Lemma 18.1, we can find a cell ⌸ of rank j in ⌬ such that Ѩ ⌸ s u¨, where u y1 is a subpath of Ѩ⌬ of length ) ␤ nr2 Ž X X . the coefficient 1r2 shows up because of possible cancellations in U U .
X X
In addition, u is a subword of the noncyclic word U иии U .
1 k Ž . Since Ѩ ⌸ is neither X X -nor X X -word and ␤ nr2 4 1, we can find a 1 2 cyclic permutation A of A " 1 such that A begins with a letter in X X " 1 ,
ends with a letter in X X " 1 , and A s with s ) ␤ nr2 y 3 ) 5 is a subword of 2 U X иии U X . It follows from these properties of A s that the ''middle''
Ž . so forth. However, then the word D a , a obviously contains a nonempty
with s y 2 ) 3. This contradiction proves that equality 24 ² : is impossible and therefore the subgroup Y, Z, X is infinite.
H H ª x and the following is true: Suppose E , E g H H and E / 1, Ž . a G G is contained in a unique maximal finite subgroup F G G , and Ž .
Ž .
Proof. a Suppose G G has height j. By Lemma 15.2, we can assume Ž .
where j s h G G . Since the word A g G G has odd order ) 1 by Lemma
.3 a , we have from Lemma 15.2 applied to G G that j s j and so 1 1
Let us show that
so that Ѩ⌬ s xq yq , where 
a . This contradiction proves that C
G G is a finite 2-group.
It follows from Lemmas 15.7 and 15.8 that A g C G G , whence
Ž . Ž . Now we can apply the argument of proving part a to C G G and and j to be the first rank for which the following inequalities hold: Ž . LEMMA 13. Suppose G G is a finite subgroup of B A A, n and X , . . . , X g
Proof. This is deduced from Lemmas 15. Ž . K K A , we see that the restriction of on G G is a desired .
Ž . Ž . K K A whose restriction on F F A is identical, we get that
Ž . 2 with h Z F j. Since G G : G G , it remains to refer to the induction 2 2 hypothesis.
PROOFS OF THEOREMS AND COROLLARIES
Ž . Proof of Theorem 1. a This immediately follows from Lemmas 5, 7, and 6.
Ž . b First suppose that G G is a locally finite 2-group. If G G is finite, Ž . Ž . then the infiniteness of its centralizer C G G follows from part a . follows from Lemma 12 that G G is locally finite. That G G is a 2-group is Ž . obvious from Lemma 11 a .
Ž .
Ž . Ž . Ž Ž .. c By parts b and a , the subgroup C C G G is a finite
group. Since
Ž . Ž . contains C G G and so is not locally finite, we have from Lemma 11 a
is a finite 2-group. Ž w x Proof of Corollary 3. A theorem of Gorchakov see 5, Theorem 2.6 or w x . 22, Theorem 2.13 claims that an FC-subgroup of a Cartesian power of a finite group F embeds in a direct product of finite groups of bounded exponents. However, it seems to have gone unnoticed that Gorchakov's Ž . proof which is rather involved actually yields more: Any FC-subgroup of a Cartesian power of a finite group F embeds in a direct power of F. To w x Ž w x. w see this, it suffices just to follow proofs in 22 or 5 : In 22, Lemmas 2.17 x Ž . and 2.18 the groups G J and G are embeddable in a direct power of F because they embed in the direct product of finitely many copies of F and an Abelian group whose exponent divides that of the center of F. In the Ž . definition of a reducing subset J, require that G J is embeddable in a Cartesian product of finite subgroups each of which is isomorphic to a w x proper subgroup of F. Then the proof of the central Lemma 2. 19 Recall by D D we denote the Cartesian product of groups D , i s 1, 2, . . . ,
Consider some finite subgroups
we may change h , h , . . . if necessary and assume that It is not difficult to see that the standard process of bringing a matrix Ž over a field to a row echelon form also applies to -infinite matrices. To see this it suffices to mark the rows of the original matrix A that will contain leading elements in the process and note that each row of A will be involved in no more than N q 1 elementary transformations, where N . is the number of the marked rows located above that row. Hence, we may also assume that the elements h , h , . . . are in row echelon form, that is, 1 2 Ž . the first element, j , in supp h is t recall all b g H .
Clearly, X f G G. Hence it follows from Lemmas 5, 8, and 6 that C G G Therefore, the definition of ⌿ is correct. 
Proof. To prove this we will make use of some of quasi-identities that Ž . Ž . hold in D 2 n and the fact that any locally finite 2-subgroup of B A A, n Note the proposition ''Every element of a group G that is a product of squares and has order F 2 is in the center of G'' can be written as an Ž . infinite system of quasi-identities that hold in D 2 n and, therefore, holds
Suppose Z g U U has an infinite conjugacy class. Then the subgroup ²w x :
infinite. By Claim 1, the center C U U of U U is infinite. Then, by Pruffer's Ž w x . Ž 2 . theorem e.g., see 21, Corollary 10.37 , the maximal subgroup T U U of Ž 2 . C U U of exponent 2 is also infinite. By the preceding proposition applied Ž 2 . to K K and L L , we have that T U U centralizes both K K and L L . However, ² : Ž . then the subgroup K K, L L has an infinite centralizer in B A A, n and, by Lemma 12, is locally finite. This contradiction to the maximality of K K, L L proves Claim 3.
Consider a central series 4 Quite analogously, the set ZYZ N Z g U U is also finite. Consequently, Ž . the centralizer C X of any X g K K _ U U in U U has finite index in U U and
Ž . also has finite index in U U. Therefore, the intersection U U l C U U is 
Ž
. It remains to show that there are continuously many nonisomorphic w x groups of the form G = M = M = иии . It is known due to Hirshon 9 1 2 that an isomorphism of the direct products H = A and H = B, where H is finite and A, B are arbitrary groups, implies that A and B are isomorphic.
Hence it suffices to prove that there are continuously many nonisomorphic groups of the form M = M = иии . Ž . By Theorem 3 a , there is a unique maximal locally finite subgroup Ž . Consider the subgroup
² :
Ž . Ž .
BŽA A, n.
Ž . Note C G G normalizes S S. Hence, picking any finite subgroup F F in Proceedings by induction on i G 1, we will construct a sequence of words X and a sequence of indexes k , i s 1, 2, . . . , to obtain a maximal Thus, in either case, X and k are defined. At last, put
The inductive definition is now complete and so we have sequences of words X , X , . . . and indexes k -k -иии such that 
