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Einleitung
Seit 1997 finden jährlich Weltmeister-
schaften im Roboterfußball statt. Das 
Ziel ist es dabei, bis 2050 eine Mann-
schaft aus Robotern zu stellen, die ge-
gen den menschlichen Fußballwelt- 
meister gewinnt (Abbildung 1.7-1). 
Dazu müssen die Roboter in der Lage 
sein, das Verhalten ihrer menschlichen 
Gegner einzuschätzen und ihre Ent-
scheidungen vorauszuahnen. Während 
die gängigen Verfahren zur Entschei-
dungsfindung in unsicheren Umge-
bungen in der Regel auf rationalen 
Entscheidungen nach der Entschei-
dungstheorie basieren, zeigt sich, dass 
menschliches Entscheiden teilweise 
nicht dieser Rationalität folgt. Daniel 
Kahneman und Amos Tversky zeigten 
das in vielen Studien und entwickelten 
daraus die bekannte Prospect Theory [4] 
für die Kahneman 2002 den Wirt-
schaftsnobelpreis erhielt.
In diesem Artikel wird beschrieben, wie 
Extended Behavior Networks (EBNs) [1] 
auf einfache Weise erweitert werden 
können, um menschliches Entschei-
dungsverhalten auch in Situationen re-
produzieren zu können, die von der rati-
onalen Entscheidungstheorie abweichen. 
Dazu wird ein kurzer Überblick über die 
Prospect-Theorie sowie EBNs gegeben. 
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1.7  Modellierung menschlichen  
Entscheidungsverhaltens  
mit Extended Behavior Networks
Danach erläutern wir die notwendigen 
Erweiterungen von EBNs, um mensch-
liches Verhalten zu reproduzieren. 
Schließlich zeigen wir anhand der von 
Kahneman und Tversky an Menschen 
durchgeführten Experimente, dass die 
EBNs das Entscheidungsverhalten der 
Menschen in diesen Experimenten re-
produzieren können.
Prospect-Theorie
Die Entscheidungstheorie genauso wie 
die Spieltheorie oder gängige Motivati-
onstheorien basieren auf dem Prinzip der 
Maximierung des erwarteten Nutzens, der 
sich als Summe aller Produkte aus Wahr-
scheinlichkeit des Eintretens und Wert des 
Ergebnisses berechnet. Wenn also z.B. bei 
„Wer wird Millionär?“ die 125.000 Euro-
Frage richtig beantwortet wurde, aber kei-
ne der vier Antworten der 500.000-Euro-
Frage ausgeschlossen werden kann, hat 
man die Wahl zwischen 125.000 Euro si-
cher (Ws=1) oder 500.000 Euro zu 25 % 
und 16.000 Euro zu 75 %, wenn man 
falsch geraten hat. Die Entscheidungtheo-
rie würde also für Variante A 125.000 für 
Variante B 500.000*0.25 + 16.000*0.75 = 
137.000 liefern und sich damit fürs Zo-
cken entscheiden. Menschen wählen in 
dieser Situation aber typischerweise Vari-
ante A, die sichere Variante.
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Abb. 1.7-1: Nao-Roboter 
der Standard Plattform Liga
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Kahneman und Tversky haben in zahl-
reichen Experimenten das menschliche 
Entscheidungsverhalten untersucht. Da-
bei zeigten sich verschiedene systema-
tische Abweichungen von der rationalen 
Entscheidungstheorie.
In einem ersten Experiment stellten sie 
Studenten vor die Wahl, 2.500 Israe-
lische Dollar (knapp ein Monatsgehalt) 
mit 33 % Wahrscheinlichkeit, 2.400 
Dollar mit 66 % Wahrscheinlichkeit und 
gar nichts mit 1 % Wahrscheinlichkeit 
zu gewinnen oder mit Sicherheit 2.400 
Dollar. Die Ergebnisse sind in Tabelle 1 
dargestellt. Während die Entscheidungs-
theorie Variante A bevorzugt, wählten 
82 % der Versuchspersonen Variante B. 
Das zweite Experiment wiederholt das 
erste, eliminiert aber in beiden Alterna-
tiven die Möglichkeit 2.400 mit 66 % 
Wahrscheinlichkeit zu gewinnen. Wa-
ren beide Alternativen mit Unsicherheit 
verbunden, entschied sich die Mehrheit 
der Versuchspersonen für die erste Vari-
ante analog der Entscheidungstheorie. 
Mit diesen und anderen Experimenten 
konnte gezeigt werden, dass Menschen 
niedrige Wahrscheinlichkeiten über-
schätzen und hohe Wahrscheinlich-
keiten unterschätzen wie in Abbildung 
1.7-2 dargestellt.
Auf dieselbe Weise konnte nachgewiesen 
werden, dass menschliche Entscheider 
hohe Werte geringer einschätzen als ent-
scheidungstheoretisch erwartet und Ver-
luste weniger schlimm, was in einigen 
Experimenten sogar zu intransitivem Ent-
scheidungsverhalten führte. Eine qualita-
tive Wertfunktion zeigt Abbildung 1.7-3.
Extended Behavior Networks
Extended Behavior Networks (EBNs) 
wurden 1999 zur situationsangepassten 
und planenden Verhaltenssteuerung vor-
Abb. 1.7-2: Hypothetische Gewichtungs-
funktion der Wahrscheinlichkeiten [1]
Abb. 1.7-3: Qualitative Wertfunktion 
bei Gewinnen und Verlusten [1]
geschlagen [1]. EBNs bestehen aus den 
Zielen und Wahrnehmungen des Robo-
ters sowie aus sogenannten Kompetenz-
modulen. Die Ziele bestehen aus einer 
Zielbedingung (fuzzy-Proposition), einer 
Wichtigkeit und einer situationsabhän-
gigen Relevanzbedingung. Damit lassen 
sich z. B. unterschiedliche Wichtigkeiten 
von Zielen wie „Tor erzielen“ für Stür-
mer und Abwehrspieler modellieren. 
Außerdem kann mithilfe der Relevanz-
bedingung z. B. der Einfluss dieses Ziels 
auf die Verhaltensauswahl reduziert 
werden, wenn sich der Ball in der Nähe 
des eigenen Tors befindet. Ziele definie-
ren den Nutzen einer (Teil-)Situation.
Die Wahrnehmungen sind fuzzy-Proposi-
tionen, die zur Ermittlung der Ausführbar-
keit von Kompetenzmodulen dienen. Die 
Verknüpfung mehrerer Wahrnehmungen 
wird durch ein fuzzy-und bewerkstelligt.
Die Kompetenzmodule enthalten Ver-
haltensregeln mit Vorbedingungen (und 
verknüpfte fuzzy-Propositionen), Aktion 
und Effekten mit Eintrittswahrscheinlich-
keit. Eine Regel kann z. B. lauten: Wenn 
naheAmTor und habeBall, dann schie-
ßeAufTor mit Effekt torErzielt 0.4 und 
nicht habeBall 0.96.
Ziele, Wahrnehmungen und Kompe-
tenzmodule werden in ein Netzwerk 
verknüpft. Die Verbindungen dienen da-
zu, einerseits die Ausführbarkeit jedes 
Kompetenzmoduls zu berechnen, ande-
rerseits den erwarteten Nutzen zu be-
stimmen. Das Kompetenzmodul mit 
dem höchsten Produkt aus Ausführbar-
keit und erwartetem Nutzen (Aktivie-
rung) kommt zur Ausführung. Die Akti-
vierung, die ein Kompetenzmodul von 
einem Ziel erhält, entspricht dabei dem 
Produkt aus Wahrscheinlichkeit und 
Nutzen entsprechend der Entschei-
dungstheorie. Weiterhin werden Kom-
petenzmodule, die nicht erfüllte Vorbe-
dingungen anderer Kompetenzmodule 
wahr machen können zu Unterzielen 
dieser und senden ebenfalls Aktivierung 
an diese. So wird durch einen Prozess 
des Aktivierungsaustauschs ständig be-
rechnet, welches Kompetenzmodul und 
damit welches Verhalten das Nützlichste 
in der aktuellen Situation ist. Dieses 
kommt dann zur Ausführung.
Das rationale Entscheidungsverhalten 
von EBNs kann nun leicht dem mensch-
lichen Entscheidungsverhalten ange-
Tabelle 1: Experiment 1, eine unsichere und eine sichere Alternative (*=signifikant)
Tabelle 2: Experiment 2, beide Alternativen unsicher
Name Prospect 
(Wert, Wahrscheinlichkeit)
Erwarteter  
Nutzen
Entscheidung  
Versuchspersonen
A (2500,0.33; 2400,0.66; 0,0.01) 2409 18
B (2400, 1.0) 2400 82*
Name Prospect 
(Wert, Wahrscheinlichkeit)
Erwarteter  
Nutzen
Entscheidung  
Versuchspersonen
C (2500,0.33;  0,0.67) 825 83*
D (2400, 0.34; 0,0.66) 816 17
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passt werden, wenn man für die Nut-
zenfunktion von Zielen eine nicht 
lineare Abbildung vom objektiven Nut-
zen auf den subjektiven Nutzen verwen-
det wie in Abbildung 1.7-3 und für die 
Wahrscheinlichkeiten der Effekte eben-
falls eine nichtlineare Abbildung von 
objektiven auf subjektive Wahrschein-
lichkeiten einführt, wie in Abbildung 
1.7-2 dargestellt. Mithilfe dieser Anpas-
sung an menschliches Entscheidungs-
verhalten wurden die Experimente, die 
Kahneman und Tversky mit Menschen 
durchführten, mit EBNs wiederholt.
Ergebnisse
Zunächst wurden die Experimente A-D 
mit EBNs und rationaler Entscheidungs-
theorie durchgeführt. Die Ergebnisse 
sind in Abbildung 1.7-4 dargestellt. Die 
oberen Knoten des Netzwerks stellen 
die Ziele dar, die Zahl deren objektiven 
Nutzen. Die unteren Knoten sind die 
Kompetenzmodule, sind also Entschei-
dungsalternativen für den Roboter. Die 
Zahlen sind deren Aktivierung, in die-
sem Fall also der erwartete Nutzen nach 
der Entscheidungstheorie. Entsprechend 
würde sich der Roboter für Alternative 
„a“ in Experiment 1 und Alternative „c“ 
in Experiment 2 entscheiden. Die Ver-
bindungen zwischen den Knoten ent-
sprechen den Effekten der Handlungsal-
ternativen, deren Zahlen den 
Wahrscheinlichkeiten des Eintritts.
Abbildung 1.7-5 zeigt, wie sich das EBN 
mit nicht-linearen Wert- und Wahr-
scheinlichkeitsfunktionen entsprechend 
der Prospect-Theorie verhält. Hier be-
vorzugt das EBN die Alternativen „b“ 
und „c“ in gleicher Weise, wie es die 
Versuchspersonen in den Experimenten 
taten. Auf die gleiche Weise konnten die 
EBNs alle modellierten Experimente von 
Kahneman und Tversky aus [4] und [6] 
reproduzieren. Weitere Details hierzu 
finden sie in [2].
Für die Modellierung der menschlichen 
Gegner eines Fußballspiels ist diese Mo-
difikation von EBNs sicher eine interes-
sante Alternative, um menschliches Ver-
halten besser einschätzen zu können. 
Spannend bleibt die Frage, ob auch der 
Roboter selbst sich besser rational ent-
sprechend der Entscheidungstheorie 
verhalten soll oder doch für die eigenen 
Entscheidungen dem menschlichen Ent-
scheidungsverhalten folgen sollte.
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Abb. 1.7-4: Entscheidungstheoretisches EBN für Experiment 1 (links) und Experiment 2 (rechts)
Abb. 1.7-5: EBN analog der Prospect-Theorie für Experiment 1 (links) und Experiment 2 (rechts)
