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a b s t r a c t
The capacitated redistricting problem (CRP) has the objective to redeﬁne, under a given criterion, an initial
set of districts of an urban area represented by a geographic network. Each node in the network has
different types of demands and each district has a limited capacity. Real-world applications consider more
than one criteria in the design of the districts, leading to a multicriteria CRP (MCRP). Examples are found in
political districting, sales design, street sweeping, garbage collection and mail delivery. This work addresses
the MCRP applied to power meter reading and two criteria are considered: compactness and homogeneity
of districts. The proposed solution framework is based on a greedy randomized adaptive search procedure and
multicriteria scalarization techniques to approximate the Pareto frontier. The computational experiments
show the effectiveness of the method for a set of randomly generated networks and for a real-world
network extracted from the city of São Paulo.
& 2013 Elsevier Ltd. All rights reserved.
1. Introduction
The objective of districting problems (DP) is to cluster small terri-
torial units into contiguous and non-overlapping districts, given an
objective function and possible side constraints. A common applica-
tion of DP is political districting, in which a geographic area has to be
partitioned into electoral districts, each one represented by a
member of parliament [1–3]. Public transportation network pricing
systems [4], commercial territory design [5], salesmanworking zones
design [6–8] and deﬁnition of areas for manufactured and consumer
goods [9] are also DP applications.
Some methods that have been proposed to solve the DP are
tabu search [10,11], evolutionary algorithm [4], basic descent
algorithm, simulated annealing, old bachelor acceptance algorithm
[11] and a greedy randomized adaptive search procedure (GRASP)
with adaptive memory programming (AMP) [12].
The capacitated districting problem (CDP) is a generalization of
DP in which districts have a limited capacity. Ríos-Mercado and
Fernandez [5] deal with a commercial territory design problem in
which the districts must be balanced with respect to a set of
commercial activities. To solve this problem, they propose a reactive
GRASP with the objective of minimizing the largest euclidean
distance between two nodes of the same district. An extension of
this approach also considers a routing budget side constraint [13].
The multicriteria capacitated districting problem (MCDP) is a
CDP with more than one objective in the design of districts.
Surveys on multiobjective optimization theory, Pareto optimality
and techniques are referred [14–18]. Salazar-Aguilar et al. [19] use
a scatter search metaheuristic to solve an MCRP with two criteria:
district dispersion and balance of the number of customers.
A more general problem is the multicriteria capacitated redis-
tricting problem (MCRP). The redistricting implies the existence of
an original set of districts in the geographic network under study.
This work applies the MCRP to reassign power utility customers
into new districts. The expansion of cities with new developments,
people migration, and uneven changes of power demand in the
suburbs are examples of forces that pressure the redeﬁnition of
districts. Each district refers to the working zone of a group of
meter readers that perform readings of power consumption from
the customers of that same district. The readings are performed
in situ and feed the monthly invoice sent to each customer.
This paper proposes a solution framework for the MCRP based on a
GRASP metaheuristic and a multicriteria scalarization technique. The
approximate Pareto frontier is obtained iteratively by solving mono-
objective problems in which the objective function is a weighted sum
expression of the two criteria under consideration.
A post-optimization problem, not addressed in this paper, is to
deﬁne the tours to perform the readings in each district [20–23].
Given that effective tours require compact and balanced districts,
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utilities may incur in high operational costs whether districts are too
disperse or have uneven workloads. This is due to the required
number of readers, which could vary substantially from one district
to another.
The redistricting performed in this work is based on two criteria:
(i) compactness, aiming low dispersion of districts, and (ii) workload
balance, to require the same number of meter readers per district.
In addition, a threshold is deﬁned restraining the number of customers
that are assigned to districts different from their original ones.
Computational tests were performed using a set of randomly
generated networks and a real-world six million customers net-
work extracted from the São Paulo metropolis, Brazil. The results
show that the proposed GRASP provides high-quality efﬁcient
solutions within acceptable execution times.
The paper is organized as follows. Section 2 introduces the MCRP
and proposes an integer linear programming model. Section 3
describes the MCRP application to meter reading. The proposed
GRASP metaheuristic is presented in Section 5. Section 6 gives the
computational experiments and the analysis of the results. Conclu-
sions and ﬁnal remarks follow in Section 7.
2. Multicriteria capacitated redistricting problem model
A mathematical model derived from the multicriteria model
proposed in [5] is used to address the MRCP considered in this
work. The original model referred to a commercial territory design
problem with no redistricting.
The MCRP is deﬁned on a connected undirected graph GðV ; EÞ
where V is the set of n nodes and E is the set of m edges. Each node
has a set A of associated activities and wia is the demand of activity
aAA from node i. The graph is Euclidean, and the distance of each
pair of nodes i and j is given by dij. The nodes adjacent to i is given
by Ni. The objective of the MCRP is to ﬁnd a partition of the node
set V into P districts (jV jZP), fV1;V2;…;VPg, with respect to two
criteria: district compactness and workload homogeneity. A set of
artiﬁcial nodes V0 ¼ f1;2;…; Pg represents the centers of the
districts. The demand target of activity a for all districts is given
by μa ¼∑ni ¼ 1wai =P. Parameter lki represents the number of custo-
mers in node i originally assigned to district k. The maximum
number of customers that can change from their original district is
given by L.
The MCRP can be formulated as the following integer linear
programming problem:
xki ¼
1; if node i is assigned to district k; iAV ; kAV0;
0; otherwise
:
(
yijk ¼
1; if nodes i and j are both assigned to district k; i; jAV ; kAV0;
0; otherwise
:
(
ðMCRPÞmin ∑
P
k ¼ 1
max
i;jAV
dijyijk ð1Þ
min ∑
P
k ¼ 1
∑
aAA
∑
n
i ¼ 1
jwai xkiμaj ð2Þ
s:t: ∑
P
k ¼ 1
xki ¼ 1 iAV ð3Þ
∑
P
k ¼ 1
∑
n
i ¼ 1
lkið1xkiÞrL ð4Þ
∑
iA [ vA DNv\D
xki∑
iAD
xkiZ1jDj kAV0; D V ð5Þ
yijkrxik i; jAV ; kAV0 ð6Þ
yijkrxjk i; jAV ; kAV0 ð7Þ
yijkZxik þ xjk1 i; jAV ; kAV0 ð8Þ
xki; yijkAf0;1g i; jAV ; kAV0 ð9Þ
The ﬁrst objective function (1) minimizes the sum of the
greatest distance from each district (compactness). The second
objective function (2) minimizes the sum of demand deviations
from the target values (homogeneity). Constraint (3) assures that
each node must be assigned to a single district. Constraint (4)
limits the number of costumers that can change district. If any
subset of non-artiﬁcial nodes D V contains a node that belongs
to district k, then constraint (5) ensures there will be another node
in the neighborhood of D that also belongs to district k (more
details in [24]). Constraints (6) and (8) ensure that if nodes i and j
are both assigned to a same district ðxik ¼ xjk ¼ 1Þ then yijk ¼ 1.
Variable domains are given in (9).
3. Application to power distribution networks
The MCRP application in this work is a redistricting problem for
power distribution utilities. The utility concession area is parti-
tioned into districts used for meter reading. Over time, the
districts become obsolete and a redistricting problem arises. This
problem is to update the current partition into P districts, where P
is an arbitrary integer that can be greater, equal or less than the
current number of districts.
The graph representation of the geographic area is done by
associating a node to every street corner and an edge to each street
segment between two corners (Fig. 1). Each edge has two demands
wa: reading time (a¼1) and number of customers (or number of
electric meters) (a¼2). The reading time is how long a meter reader
takes to perform all the metering on a street segment.
A district k can be considered as the induced subgraph of a
subset VkDV of nodes. A district is considered feasible when the
corresponding induced subgraph is connected. A feasible solution
is formed by a disjointed set of non-overlapping feasible districts
containing all nodes of V.
To perform the graph partitioning, three criteria are considered:
(1) Compactness. The geographic shape of the new districts should
be as compact as possible, since elongated and tortuous
districts tend to hamper the deﬁnition of good tours. The
compactness is represented by the ﬁrst objective function (1)
in the MCRP model.
(2) Homogeneity. In order to reduce operational costs, districts
should have homogeneous metering workloads, measured in
terms of number of customers and reading time. The second
objective function (2) minimizes the workload deviations from
the targets.
(3) Conformity. In case of preexisting districts, utilities may wish not
to abruptly change the current conﬁguration as this could lead to
high operational costs. The number of customer-district reassign-
ments allowed to occur is limited in the MCRP model by
constraint (4). Section 5.4 shows how the conformity can be
determined for a solution.
4. Node and edge partitioning
Solutions techniques for the CDP are usually based on node
partitioning. However, in this application the demands, namely
reading time and number of customers, lie on the edges. There-
fore, in order to use a node partitioning method for the MCRP, we
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must somehow associate the demands to the nodes. An approach that
suitably addresses this issue is to use a graph transformation G-G′,
in which an edge in the original graph G is a node in the resultant
graph G′. Moreover, in this new graph, two adjacent nodes represent
two original adjacent edges; demands are assigned to nodes; node
coordinates are set at the midpoint of their corresponding original
edge. Fig. 2 illustrates this transformation.
5. Proposed metaheuristic for the MCRP
The GRASP (Greedy Randomized Adaptive Search Procedure) is
a memoryless multi-start metaheuristic, in which each iteration
consists of two phases: construction and local search [25]. In the
construction phase, a greedy randomized heuristic builds a fea-
sible solution. The local search phase improves the solution by
exploring alternatives in the neighborhood. After a given number
of iterations, the metaheuristic returns the best overall solution.
The GRASP pseudo-code proposed in this work is presented
in Algorithm 1 and it uses some ideas of Ríos-Mercado and
Fernández [5].
Algorithm 1. GRASP (LimitIt, α, ρ, P).
Input: LimitIt – iteration limit, α – RCL parameter, ρ – district
closure parameter, P – number of districts, τ – tolerance for
each activity, λ – weights the objectives, GðV ; EÞ – instance
graph.
Output: Sbest – the best overall solution.
1: Sbest←fg
2: for (l¼ 1;…; LimitIt) do
3: S←Partitioningðα; ρ; τ; λ; PÞ
4: q←jSj
5: if ðqaPÞ then
6: S←RepairðS; q; PÞ
7: end if
8: S←LocalSearchðS; λÞ
9: if ðCostðSÞoCostðSbestÞÞ then
10: Sbest←S
11: end if
12: end for
13: return Sbest
5.1. Construction phase
The construction phase builds an initial feasible solution through a
greedy constructive heuristic. This heuristic has three steps: partition-
ing, repair and assignment.
5.1.1. Partitioning
The partitioning step obtains an initial set of q districts, not
necessarily feasible in terms of the desired number of districts P.
Each iteration attempts to either assign a node to a district or to
close the current district. This last case happens when the district
capacity is violated above a given tolerance τ or no more adjacent
nodes are left to be inserted.
To assure convergence of the constructive heuristic, a proce-
dure is adopted to guarantee that qZP. This procedure operates if,
within a constructive heuristic iteration, qoP and the number of
unassigned nodes is equal to Pq. In this case, each unassigned
node becomes a new district, thus resulting in q¼P.
The ﬁrst node allocated to a district is an unassigned node with
the smallest degree (number of incident edges). The next nodes
are allocated by a greedy function ϕðvÞ (10) that evaluates each
candidate node v to enter a district k:
ϕðvÞ ¼ λFkðvÞ þ ð1λÞGkðvÞ ð10Þ
Fk vð Þ ¼
1
dmax
 
max f ðVkÞ;max
jAVk
dvj
 
: ð11Þ
Gk vð Þ ¼ ∑
aAA
jwaðVkÞ þwaðvÞμaj
μa
 
: ð12Þ
where
 f ðVkÞ – largest Euclidean distance between any two nodes
belonging to district k;
 Fk(v) – largest Euclidean distance from a node belonging to
district k and node v;
 Gk(v) – demand deviation of district kwith the addition of node v; λA ½0;1 – parameter that weights both objectives.
Every adjacent node to district k is a candidate node. After
evaluating all adjacent nodes, a restricted candidate list (RCL) is ﬁlled
with the best adjacent nodes according to the following equation:
ϕmin ¼minv fϕðvÞg;ϕmax ¼maxv fϕðvÞg;
RCL¼ fjANðVkÞ : ϕðjÞA ½ϕmin; ϕmin þ αðϕmaxϕminÞg; ð13Þ
Analyzing the RCL parameter αA ½0;1, small α values are closer
to pure greedy choice with low solution diversity. On the other
hand, higher values of α are closer to blind random choices with
more diversity.
The partitioning pseudo-code is presented in Algorithm 2.
Algorithm 2. Partitioning (α, ρ, τ, λ, P).
Input: α – RCL parameter, ρ – district closure parameter,
τ – tolerance for district capacity violation, λ – weights the
objectives, P – number of districts.
Output: S – constructive initial solution.
1: k←1
2: V←V
3: Vq←fvg,
where vAargminfjNij : iAV g
4: V←V \fvg
5: while ðVa∅Þ do
6: NðVkÞ←fvAV jðu; vÞAE;uAVk; v=2Vkg // nodes adjacent to
Vk
7: compute ϕðvÞ 8 vANðVqÞ
8: ϕmin←minvANðVkÞfϕðvÞg
9: ϕmax←maxvANðVkÞfϕðvÞg
10: RCL←fjANðVqÞ : ϕðjÞA ½ϕmin; ϕmin þ αðϕmaxϕminÞg
11: Choose vARCL randomly
12: Vq←Vq [ fvg
13: V←V \fvg
14: if ððNðVqÞ ¼∅Þ or ðwaðVqÞ4ρð1þ τaÞμaÞ
or ððqoPÞ and ðjV j ¼ PqÞÞÞ
then
15: k←kþ 1
16: Vk←fvg; where vAargminfjNij : iAV g
17: V←V \fvg
18: end if
19: end while
20: return S¼ fV1;…;Vqg
The parameter ρ is used in the GRASP construction phase
where the algorithm needs to decide when it must stop attributing
nodes to the district that is being built and start a new district.
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5.1.2. Repair
The repair step is triggered when the constructive initial solution
has q districts, with q4P. This procedure performs a merge operation,
where the smallest district is attached to its smallest neighboring.
Algorithm 3 presents the repair step pseudo-code.
Algorithm 3. Input (S, q, P).
Input: S – constructive solution, q – number of districts of
solution S, P – maximum number of districts.
Output: S – solution with P.
1: while ðq4PÞ do
2: Let V1 be the smallest district in S.
3: Let V2 be the smallest district in S, adjacent to V1.
4: S←S\V1
5: S←S\V2
6: V3←V1 [ V2
7: S←S [ V3
8: q←q1
9: end while
10: return S
5.2. Local search
After obtaining a feasible solution through the constructive
heuristic, a local search is applied in an attempt to improve the
solution. Local search seeks the neighborhood of the current
solution and if a better solution is found, then it becomes the
new current solution.
In the redistricting problem, the neighborhood is deﬁned by
moving nodes of the graph among districts. This work uses the
ﬁrst-improving strategy, where the current solution is replaced by
the ﬁrst improving neighbor. The evaluation function Ψ ðSÞ of a
solution S guides the search for better solutions in terms of the
objective functions (1) and (2), and it can be stated as the
following convex combination:
Ψ ðSÞ ¼ λFðSÞ þ ð1λÞGðSÞ ð14Þ
The normalized objective functions F(S) and G(S) are used by
the methodology as follows:
F Sð Þ ¼ 1
Pdmax
∑
P
k ¼ 1
max
i;jAVk
dij
 
ð15Þ
G Sð Þ ¼ 1
P
∑
P
k ¼ 1
∑
aAA
jwaðVkÞμaj
μa
ð16Þ
5.2.1. Neighborhood deﬁnition
The neighborhood adopted in this work is deﬁned by a move
operator that transfers nodes from one district to another. A neighbor-
hood N(S) is composed by every solution that can be obtained from
solution S, by moving a node i from its district k to an adjacent district
l. Such operation is called moveði; k; lÞ. A moveði; k; lÞ is considered
feasible if iAVk, jAVl, ði; jÞAE and the induced subgraph of Vk\ðiÞ is
connected (Fig. 3).
5.2.2. Feasibility evaluation
The local search only works in the feasible solution space.
Therefore, before a moveði; k; lÞ is carried out, two conditions are
checked:
(1) Node i is a frontier node, i.e., there is at least one adjacent node
jANi that belongs to a district different from the one i belongs.
(2) Node i is not an articulation node, i.e., moveði; k; lÞ will not
disconnect district Vk (Fig. 4).
The second condition requires checking the district connectiv-
ity after a proposed move. This can be done in linear-time with a
breadth-ﬁrst search [26].
For the ﬁrst condition, which is to guarantee that i is a frontier
node, the algorithm inspects whether node iAVk is adjacent to
some node jAVl, ka l. A list of frontier nodes is used by the
methodology and this list must be updated to check if the
candidate moves are feasible. Given the extensive number of
moves executed per iteration, it is important to update the frontier
Fig. 1. University of Campinas geographic map and network. (a) Campus and (b) Network.
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list efﬁciently. This motivates determining the necessary and sufﬁ-
cient conditions that require the list to be updated, topic of the
following theorem.
Theorem 1. To update the frontier nodes list of a solution S after
moveðv; k; lÞ it is necessary and sufﬁcient to check the nodes in Nv.
Proof. To prove necessity, it sufﬁces to ﬁnd one case in which a
node iANv becomes a frontier node after moveðv; k; lÞ. Fig. 3 gives
an example.
To prove sufﬁciency, we shall demonstrate that if node i=2Nv, then it
is not susceptible to modify its frontier status. Two possible cases arise:
(1) Node i=2Nv is not a frontier node before moveðv; k; lÞ. For means
of contradiction, suppose node i becomes a frontier node after
moveðv; k; lÞ. This implies that some node jANi changed district
after moveðv; k; lÞ. Given that moveðv; k; lÞ only changes the
district of the moving node v, then j¼v; a contradiction with
the hypothesis of i=2Nv.
(2) Node i=2Nv is a frontier node before moveðv; k; lÞ: analogous to
case 1. □
5.2.3. Improving moves
Eqs. (17)–(21) are used to verify whether a local search
moveðv; k; lÞ improves solution S
ΔΨ ðS;moveðv; k; lÞÞ ¼ λðΔFk þ ΔFlÞ þ ð1λÞðΔGk þ ΔGlÞ; ð17Þ
where
ΔFk ¼ FðVk\fvgÞFðVkÞ; ð18Þ
ΔFl ¼ FðVl [ fvgÞFðVlÞ; ð19Þ
ΔGk ¼ ∑
aAA
½gaðVk\fvgÞgaðVkÞ; ð20Þ
ΔGl ¼ ∑
aAA
½gaðVl [ fvgÞgaðVlÞ: ð21Þ
where
 ΔΨ ðS;moveði; k; lÞÞ is the variation of the evaluation function by
performing moveði; k; lÞ in solution S;
 v is the node participating in the move;
 Vk is the origin district; Vl is the destination district; ΔFk measures the compactness variation of district k; ΔFl measures the compactness variation of district l; ΔGk measures the homogeneity variation of district k; ΔGl measures the homogeneity variation of district l.
Since it is a minimization problem, an improvement requires
ΔΨ ðSÞo0.
Fig. 3. Example of the operation move ð3;2;1Þ.
Fig. 4. Example of an articulation node disconnecting a district.
Fig. 2. Graph transformation – G to G′.
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5.3. Scalarization technique
In multicriteria optimization, a solutions S is called non-
dominated if there is no other solution that is better than S in all
criteria [14]. The weighting method is the scalarization technique of
choice to solve the MCRP and thus to ﬁnd a set of non-dominated
solutions that approximate the Pareto frontier. This technique is
widely used to solve multicriteria problems, where each objective
is weighted according to its importance to the decision maker.
These combined objectives are expressed as a single objective. The
weighting parameter λ combines the two normalized objective
functions, F(S) and G(S), as shown in Eq. (14).
During execution, the GRASP maintains and updates a list of
non-dominated solutions. This list is initialized with the ﬁrst
feasible solution, and in the following iterations, the list is updated
to include all (and only) non-dominated solutions obtained during
the search.
A preliminary study with ﬁxed values of λ resulted in Pareto
curves with low diversity and insufﬁcient number of solutions.
Better results have been obtained with a dynamic variation of λ as
shown in Section 6.4.
5.4. Redistricting
The redistricting task is related to constraint 4 which limits the
number of customers that change district. To determine this
number, let each original district (before the optimization process)
contain a label tA ½1; P. A customer label is deﬁned as the label of
the district it resides in. Once the new districts are formed, we wish
to assign a label t to each new district so as to minimize the number
of changing customers. A changing customer is so deﬁned when its
original label is different from the label of the new district to which
the customer was assigned to. Let ckt be the number of changing
customers once label t is assigned to district k:
ckt ¼ ∑
n
i ¼ 1
ltið1xkiÞ: ð22Þ
The redistricting problem is equivalent to the assignment
problem with matrix cost deﬁned by ckt. The assignment problem
is solved in polynomial time by the Hungarian Method [27].
Fig. 5 exempliﬁes the redistricting problem to a graph with
3 districts and 16 nodes. Let each node have an amount of ﬁve
customers, then for this example the conformity value, or the
number of changing customers, is 45. The values of lki and xki
(k¼1,2,3, and i¼ 1;…;16) are given by
l¼
5 0 0 0 5 0 0 0 5 5 0 0 5 5 0 0
0 5 5 0 0 5 5 0 0 0 0 0 0 0 0 0
0 0 0 5 0 0 0 5 0 0 5 5 0 0 5 5
0
B@
1
CA
x¼
1 1 0 0 1 1 0 0 1 0 0 0 0 0 0 0
0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 1
0
B@
1
CA
6. Computational experiments
This section shows the computational experiments to evaluate
the performance of the proposed GRASP. All tests were executed in
a Intel Core i7 3.2 GHz with 16 GB of RAM, using Ubuntu 12.04 as
the operating system. The algorithms were implemented in C
language.
6.1. Input data
The computational experiments used 24 randomly generated
networks (Table 1), classiﬁed using the following taxonomy:
 Group: 512 nodes (A) or 1024 nodes (B);
 Family: Demand 1 (reading time, in minutes), uniformly dis-
tributed within a tight range [16, 24] (1) or within a loose range
[12, 28] (2);
 Class: Demand 2 (number of customers), uniformly distributed
within a tight range [160, 240] (1) or a loose range [120, 280] (2);
 Sparsity: Network sparsity: full grid (00), sparse grid (25) and
spanning tree (50).
Geographical coordinates were set so that the networks turn up
into grids. Some minor disturbances in the coordinates were
employed to avoid symmetry.
Initial districts were assigned to each network, representing the
initial solutions to which the conformity criterion is referred to.
For instances with 512 nodes, the number of districts is set to
P¼10, and for instances with 1024 nodes, P¼20. Fig. 6 shows three
examples of randomly generated instances (G) and their corre-
sponding ðG′Þ.
A real-life network extracted from the city of São Paulo,
referred as SPN, was also used in the tests. The SPN represents a
power distribution network that serves about million residential
customers. This network has 1659 nodes, 2408 edges and 20
districts, roughly one district per weekday of the month.
Fig. 5. Original and proposed districts of a network.
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6.2. Parameters settings
Preliminary tests were performed to ﬁnd the best set of values
for parameters ρ, α and τ. The values tested were ρ¼ f1;0:8;0:6g,
α¼ f0:5;0:4;0:3;0:2;0:1g and τ¼ f0:3;0:2;0:1;0:05g. All combina-
tions of values were tested with the constructive heuristic for each
instance, and after 40 minutes of computational time, the best
values were registered (Table 2).
6.3. Instances G G′
The proposed GRASP solves the MCRP as a node partition
problem. Nonetheless, in the application of meter reading, the
demands (reading time and number of customers) are given over
the edges. Therefore, as explained in Section 4, a transformation of
each network from G to G′ is performed before optimization. It is
worth mentioning that the number of districts is not altered in the
process, and afterwards, the results attained for G′ are translated
to G. The sizes of the networks are shown in Table 3.
6.4. Variation of the weighting parameter λ
The success of the weighting method depends on a suitable
setting of parameter λ [17]. Two non-linear (sigmoid) functions
(23) were tested as variation schemes for λ and the results were
compared with a linear variation (24). The center of the sigmoid
function is given by c, iter is the current iteration number and
itertotal ¼ 2020 is the total number of iterations
λ iterð Þ ¼ 1
1þ esðitercÞ s¼ 0:06;0:004f g; c¼
itertotal
2
 
ð23Þ
λ iterð Þ ¼ iter
itertotal
ð24Þ
Fig. 7 shows the effect of the λ variation on the dispersion of the
solutions in the space of objectives of instance B1100. The sigmoid
function with s¼0:06 was the selected variation scheme for λ
because it resulted in the set of solutions with the best distribution
in the space of objectives.
Table 1
Instances types.
Network Group Family Class Sparsity Network Group Family Class Sparsity
A1100 A 1 1 00 B1100 B 1 1 00
A1125 A 1 1 25 B1125 B 1 1 25
A1150 A 1 1 50 B1150 B 1 1 50
A1200 A 1 2 00 B1200 B 1 2 00
A1225 A 1 2 25 B1225 B 1 2 25
A1250 A 1 2 50 B1250 B 1 2 50
A2100 A 2 1 00 B2100 B 2 1 00
A2125 A 2 1 25 B2125 B 2 1 25
A2150 A 2 1 50 B2150 B 2 1 50
A2200 A 2 2 00 B2200 B 2 2 00
A2225 A 2 2 25 B2225 B 2 2 25
A2250 A 2 2 50 B2250 B 2 2 50
Fig. 6. Examples of randomly generated networks. (a) Network A1100 (G), (b) Network A1125 (G), (c) Network A1150 (G), (d) Network A1100 (G′), (e) Network A1125 (G′),
and (f) Network A1150 (G′).
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6.5. Results
This section compares the results obtained by the proposed
constructive heuristic and GRASP. Later on, the solutions confor-
mities are analyzed and discussed.
6.5.1. Constructive heuristic and metaheuristic
Table 4 shows the numerical results obtained by the proposed
GRASP. The minimum evaluation of the compactness Fmin and
homogeneity Gmin criteria are taken from the set of non-
dominated solutions, obtained for each network. The GRASP sig-
niﬁcantly improved both criteria, considering a 10.31% reduction of
F(S) and 32.16% reduction of G(S), compared to the constructive
heuristic best compactness Fch and homogeneity Gch. The number of
non-dominated solutions was at least 10 and above 20 on average.
This represents a good number of alternatives to be considered on a
real-life scenario.
Fig. 8 shows the trade-off curves for three networks of group A
and three networks of group B. The constructive heuristic and the
GRASP trade-off curves are compared, where it becomes apparent
the domination of the solutions obtained by the metaheuristic.
6.5.2. Conformity studies
As explained in Section 3, the conformity can be seen as a
criterion in which the decision maker states how much they are
willing to change the initial conﬁguration of districts. Section 5.4
gives a procedure to determine a solution conformity.
The trade-off curves from instances A1100, B2250 and SPN are
shown in Fig. 9 while they are restrained by different conformity
levels (HðSÞZ60, HðSÞZ70 and HðSÞZ80). The trade-off curves
clearly show a compromise between the solution quality (com-
pactness and homogeneity) and the conformity levels. In order to
obtain better evaluations of the considered criteria, F(S) and G(S),
more customers are needed to change districts. The best solutions
under the homogeneity criterion (the rightmost non-dominated
solutions in the trade-off curves) are also shown in Fig. 9.
7. Conclusions
This work has focused on developing a GRASP metaheuristic to
solve a multicriteria capacitated redistricting problem applied to
power distribution utilities. A mathematical model is proposed
with two objective functions: compactness and homogeneity. The
ﬁrst criterion aims compact districts to favor the deﬁnition of low-
cost tours for meter reading. The second criterion balances the
metering workload among the districts. A third criterion called
conformity reﬂects the operational costs of modifying the current
districts, and in this paper the conformity is treated as a constraint.
Some features presented in this work are: (i) a constructive and
local search methods that ensure connected districts; (ii) fast
recognition of good neighborhood moves reducing the local search
Table 2
Parameters values.
Parameter Value Description
ρ 0.8 District closure parameter
α 0.3 RCL parameter
τ 0.2 Capacity tolerance parameter
Table 3
Network features.
Instance G G′
Group Sparsity Nodes Arcs Nodes Arcs
A 00 512 976 976 2788
25 512 732 732 1569
50 512 511 511 685
B 00 1024 1984 1984 5764
25 1024 1488 1488 3244
50 1024 1023 1023 1396
SPN 1659 2408 2408 5324
Fig. 7. λ variation studies with network B1100. (a) λ variation (linear), (b) λ variation (sigmoid, s¼0:004), (c) λ variation (sigmoid, s¼0:06), (d) trade-off (linear).
(e) trade-off (sigmoid, s¼0:004), and (f) trade-off (sigmoid, s¼0:06).
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computational effort, which allowed to solve large networks
within suitable execution time; (iii) a graph transformation that
enabled solving an edge partitioning problem as a node partition
problem; (iv) the analysis of different functions to vary parameter
λ weighting method for the multicriteria solution.
Computational tests were performed with a diverse set of 24
randomly generated instances with different sizes, demands and
densities. A real-life network extracted from the city of São Paulo,
Brazil, was also included in the tests.
The results demonstrated the GRASP effectiveness in producing
high quality districts with respect to compactness and homogeneity.
Evidences are given about the impact of conformity on the resulting
trade-off curve, clearly showing a compromise between attaining
better solutions and maintaining the customers in their current
district. The conformity is thus a relevant criterion and should take
part of the optimization methodology and of the decision making
process regarding redistricting problems.
We consider the investigation of exact methodologies for the
capacitated redistricting problem as a promising future research.
Despite the problem being NP-hard, it is a worthy investigation
to bound the networks sizes and densities to which optimum
solutions can be achieved.
Table 4
GRASP solutions.
Network Fmin ΔFmin (%) Gmin ΔGmin (%) NND CPU
A1100 0.2268 17.58 0.0127 52.67 28 16.78
A1125 0.2355 10.23 0.0289 40.61 20 7.63
A1150 0.2987 3.17 0.1788 3.20 12 0.40
A1200 0.2186 20.42 0.0126 51.48 34 16.61
A1225 0.2380 11.19 0.0261 61.41 17 7.59
A1250 0.3051 1.73 0.1788 0.00 17 0.42
A2100 0.2124 23.22 0.0118 62.58 27 16.32
A2125 0.2466 10.39 0.0319 57.98 17 6.26
A2150 0.2965 1.46 0.1565 16.62 11 0.54
A2200 0.2146 22.59 0.0140 49.25 28 16.84
A2225 0.2411 13.82 0.0296 42.57 14 6.65
A2250 0.2988 0.76 0.1618 10.36 10 0.59
B1100 0.1793 16.27 0.0184 34.87 42 106.48
B1125 0.1918 9.45 0.0299 25.12 16 41.52
B1150 0.2382 2.18 0.2001 13.94 11 2.11
B1200 0.1782 16.74 0.1838 37.67 29 107.12
B1225 0.1927 9.65 0.0388 12.04 17 41.04
B1250 0.2386 2.68 0.1984 2.35 14 2.14
B2100 0.1803 15.46 0.0175 44.56 32 108.91
B2125 0.1937 9.45 0.0292 32.97 15 38.37
B2150 0.2414 2.85 0.2259 13.38 18 2.43
B2200 0.1810 16.04 0.0200 16.92 29 106.95
B2225 0.1929 9.69 0.0290 32.83 14 39.03
B2250 0.2454 2.30 0.2259 13.38 20 2.40
SPN 0.1662 8.38 0.0241 75.28 13 35.93
Average 0.2261 10.31 0.0834 32.16 20.20 29.18
Fmin – minimum normalized compactness criterion (Eq. (15)).
ΔFmin ¼ ðFchFminÞ=Fch – relative F(S) deviation.
Gmin – minimum normalized homogeneity criterion (Eq. (16)).
ΔGmin ¼ ðGchGminÞ=Gch – relative G(S) deviation.
NND – number of non-dominated solutions. CPU – execution time in minutes.
Fig. 8. Constructive heuristic (CH) and GRASP trade-off curves. (a) 512 nodes instances and (b) 1024 nodes instances.
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Fig. 9. Trade-off curves with different conformity levels. (a) Trade-off curves – A1100, (b) best homogeneity solution – A1100, (c) trade-off curves – B2250, (d) best
homogeneity solution – B2250, (e) trade-off curves – SPN, and (f) best homogeneity solution – SPN.
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