One of the obstacles of applying data-driven models in industry is the lack of confidence in the accuracy of the model predictions. One way of overcoming this is by adding a confidence interval on the predictions. In this paper, we propose a new approach for the confidence interval assessment for model predictions based on a Gaussian Mixture Model (GMM) framework. The advantages of the presented approach include its capability to handle complicated non-white noise sequences, the ability to provide an accurate confidence interval, and its independence to the type of the data model to be assessed. The proposed approach is applied to an industrial case study: the Charpy impact energy prediction, which includes real industrial data containing a significant noise component and with an inherited sparse data distribution. The resulting confidence intervals reflect the prediction uncertainty against the test data. Furthermore, the GMM-based approach can also be used for model bias correction. The GMM-based confidence interval assessment for data driven models represents a valuable contribution especially in the case of critical applications.
INTRODUCTION
The demand for steel products with specific mechanical properties and tight tolerances is a crucial aspect facing many steel manufacturers. Quality control seeks to maintain such properties constant within a specified margin to satisfy customers in an increasingly competitive market, while new product design requires sophisticated adjustments to the process and metallurgical variables to achieve improved metal characteristics. The challenge of maintaining stable quality control leads to a great interest in developing reliable models for the prediction of metal properties, as this is often the basis for process design and optimisation. Thanks to the rapid accumulation of process data in many modern industries, and increasing affordability of computing power, data-driven modelling technologies have progressed rapidly towards powerful and advanced modelling strategies. Common data modelling tools include multivariate nonlinear regression, artificial neural networks, adaptive fuzzy logic systems, support vector machines, granular computing, etc. (Graupe 2007 , Hamel 2009 , Panoutsos and Mahfouf 2010 .
While many of the aforementioned modelling tools are proven to be powerful and flexible, and can model complex nonlinear input/output relationships, one major concern of using such models is the lack of confidence in the model predictions. Unless some confidence measure is available for the predictions based on new data, the model"s engineering application will be limited. This concern is particularly justified in critical industrial applications, as one cannot afford to rely on the model predictions if the error bound of the associated predictions cannot be quantified. Adding a confidence interval on the model prediction, or using an interval prediction instead of a point prediction, is an effective way of providing an uncertainty measure. Earlier research work on confidence intervals is primarily based on statistical analysis assuming a normal distribution of the modelling errors. More research has been conducted recently and diversified frameworks have been developed, such as stacked generalisation, bootstrap aggregated regression, Bayesian neural network, mixture models, density fuzzy model, and support vector machine (Wolpert 1992 , Jordan and Jacobs 1994 , Shao et al. 1997 , Yang et al. 2000 , Zhang et al. 2003 , Bishop 2006 , Chen et al. 2008 , Jiang et al. 2008 . Most of these approaches are model specific, and as such their use is limited to a specific modelling framework. For example, the Bayesian neural network approach (Bishop 1996) was developed based on significant simplifications and the assumptions of Gaussian noise and Gaussian prior, and is only suitable for neural network models. The method used to calculate the confidence interval for a fuzzy model (Chen et al. 2008) requires knowledge of the fuzzy membership functions as well as the training data distribution.
In this paper a new approach is proposed to deal with the confidence interval assessment for model predictions. The cornerstone of this approach is on the characterisation of the probabilistic behaviour of the model residual errors via a Gaussian Mixture Model (GMM). After the joint error distribution, expressed as a GMM, is established, the confidence interval of the model predictions can be inferred via the conditional probability distributions. A unique feature of this approach is its independence of the model under investigation, and as such it can be applied to a wide range of models for confidence interval assessment, provided that a sufficient amount of input/output data is available. Normally, one can assume that the above data requirement can easily be fulfilled if the model for assessment is derived via data-driven approaches. The paper is organised as follows: In Section 2, a brief introduction to the basic concepts of confidence interval assessment for model predictions is given, together with some common algorithms for confidence interval computation. Section 3 presents the "rationale" and key techniques for a GMMbased confidence interval assessment strategy, and derivation of various equations and algorithms for confidence interval assessment. In Section 4, a case study is carried out on a Bayesian neural network (BNN) model developed previously for Charpy impact energy prediction, based on real industrial data extracted from a database provided by Tata Steel Europe. The results from the case study are encouraging in that accurate and consistent confidence intervals have been obtained, which are often beneficial for critical industrial applications. Finally, concluding remarks are outlined in Section 5.
CONFIDENCE INTERVAL ASSESSMENT -BASIC CONCEPTS
The confidence interval is one of the basic concepts in statistics originated from parameter estimation, and has been widely used to deal with uncertainty in parameter estimation due to the random behaviour of the data samples. In the context of model prediction, the relationship between the input, the model prediction, and the true output can be expressed as follows:
̂ where x is the input, y is the output, f(x,  is a nonlinear function of the data model,  is the model parameter vector, ̂ is the model prediction of the output,  is a random error accounting for all random noises and un-modelled errors on the output, and the superscript T represents the transpose of the corresponding vector or matrix. In this paper we assume a scalar output. It is mathematically straightforward to extend (1) for multiple outputs.
For a given input x(k), the model prediction is deterministic and is given by ̂( ) ( ( ) ). The way in which y(k) deviates from the prediction ̂( ) is governed by the probabilistic behaviour of the random error . A classical definition for the confidence interval of y, given a confidence level 1-α, is the interval that contains a set of plausible values of the output with a probability of 1-α (Hayter 1996) . Earlier research work on confidence interval estimation was primarily based on assumptions of a normally distributed model error. For the simplest case where the true model is available and  follows a normal distribution with zero mean, the confidence interval for the output given a confidence level of 1-α can be expressed as follows:
where CI denotes the confidence interval, is the critical point for student t-distribution with K f -1 degrees of freedom, α is the significance level, s 2 is the sample variance for , and K f is the number of samples used to estimate the variance of .
In a classical linear regression setup with the random error being normally distributed, established formulas exist for computing the confidence interval. The confidence interval includes two sources, i.e., the uncertainty of the model
and the random noise of . For a new input x(k), the confidence interval for y(k) can be obtained as follows:
where ̂( ) ( ) is the regression model prediction, and S XX is the sum of squares for x.
Confidence intervals for BNN model predictions can also be derived under heavy assumptions and simplifications ). By assuming a Gaussian prior for the network weightings and a Gaussian noise model, the posterior distribution of the BNN weightings can be expressed as follows:
., K f } is the input/output data for modelling, Z s is a normalising factor, S is the weight regularised error function, f(x(k), w) is the BNN prediction, and α and β are hyper-parameters. Approximating the error function by a second order Taylor series expansion and the BNN output by a first order Taylor series expansion, the following confidence intervals can be obtained:
where z α/2 is the critical point for a standardised normal distribution at a significance level of α (2 sided), w MP is the most probable weights for the neural network, A is the Hessian matrix of the regularised error function, and g is the gradiend function of the network output.
It becomes clear that the analytical approaches used in the above cases to derive the confidence interval are significantly limited, due to the fact that the distribution of the output becomes unattainable for non-simple cases, and thus often require nontrivial simplifications. In many reallife situations, the process behaviour and environmental interactions are much too complicated to be valid for heavyhanded simplification treatments as required by the analytical inference approaches.
GMM-BASED CONFIDENCE INTERVAL ASSESSMENT FOR MODEL PREDICTIONS
The confidence interval assessment mathod proposed here is centred around the idea of capturing the probabilistic behaviour of the model"s residual error. As it can been inferred from the discussion in Section 2, if a probability density function (PDF) can be established for the model error from the residual error data, the confidence interval can then be inferred. The approach presented hereafter is particularly suitable in cases where the model behaviour is complex, and there exist non-normally distributed random noises. One pre-condition for the GMM-based approach is that sufficient input/output data need to be available, in order to estimate the model parameters of the joint PDF from the model error data together with the relevant input variables.
Gaussian mixture models have been widely applied in speech and image classification, as well as other similar pattern recognition problems (Huang and Chau 2008, Kinnunen et al. 2009 ), while their usage for error data characterisation has, to the best of the authors" knowledge, not yet been exploited. A GMM is formed by mixing a number of different Gaussian components, each with its own central location and covariance structure. Due to the combination of multiple Gaussian units, the modelling power of GMM has been greatly amplified. For example, a standard Gaussian distribution is a bell shaped function and as such it can only model uni-modal symmetrical PDF. A GMM can be a universal approximator for any continuous PDF, provided that a sufficient large number of Gaussian components are used (McLachlan and Basford 1988) . The PDF of a GMM is given as follows:
where ̃ is an m-dimensional multivariate random variable, * + is the parameter set for the GMM, consisting of the component centre location  k , the component covariance matrix  k and the mixing coefficient  k , and K is the total number of Gaussian components.
The total number of Gaussian components, the form of the covariance structure and the dimension of the error data variable are the three strategic decision parameters for a GMM. For the component covariance structure, the commonly used options are spherical, diagonal, and full covariance matrix. Compromising between the mapping power and the dimension of the corresponding parameter space, a diagonal covariance structure is adopted in this paper. The full parameter set for the GMM can be expressed as follows:
Let us denote the available input/output data by D = {x(k), y(k), k=1, .., K f }. D can be inherited from the original datadriven modelling process, or could have been extended using new data after the model has been developed. No simplification assumptions need to be imposed on the probabilistic behaviour of the random error in equation (1).
The first step towards such a confidence interval assessment is to construct an m-dimensional error data ̃. Apparently, one of the mandate constituents of ̃ must be the model residual error, which can be obtained from the given model ( ( ) )and the available input/output data through the following equation:
The remaining m-1 constituents of ̃ should be selected from the original model inputs x. It is not advisable to use the full inputs in x for high dimensional input in order to avoid the "Curse of dimensionality". It has been shown analytically that the number of data needed to fit a normal density function increases exponentially with the dimensionality (Hand et al. 2001) . Due to the restriction of the diagonal covariance structure, the number of data needed to fit the associated GMM model should be less than those needed for the case of the full covariance matrix, even though it is still advisable that the dimension of the error data ̃ to be kept small. As a rule of thumb, m should not exceed 10 for most of the cases to eliminate the requirement for very large data set. A heuristic guidance for selection is to choose a minimal subset from x, which may exert the most influences on the model residual error. When the model input x is of very high dimension, it may be necessary to transform the inputs, via principal component analysis for example (Jolliffe 2002) , so that the dimension of the error data can be kept to a manageable level while still including the main factors affecting the error residuals.
The error data variable ̃ and the corresponding error data matrix ̃ can be expressed as follows: The next step is to fit a GMM, given by (6), using ̃ such that the likelihood function on the error data ̃ is maximised. This can be implemented by a two-stage procedure: a) choose the number of GMM components K, and b) find the optimal GMM parameter set  defined by in (7). For a fixed K, the expectation maximisation (EM) algorithm (Mahfouf et al. 2009a) can be used to determine the best GMM parameters, with key equations being summarised as follows:
where (z kj ) is the probability of the error data ̃( ) being originated from the Gaussian component j, and N j can be interpreted as the effective number of data assigned to the jth component.
The EM algorithm given in (10-11) maximizes the likelihood function of the GMM parameterized by α, given the GMM structure parameter K. In order to deal with the selection of the GMM structure, the Bayesian Information Criteria (BIC), defined in equation (12), is used to quantify the performance of GMM models with a varying number of K Gaussian components:
where ( | ̃) is the log-likelihood function of the GMM model, |α| is the module of the GMM parameter set, representing the number of parameters contained in α. Under the diagonal covariance structure, |α| = 3m. The second term in BIC introduces a penalty associated to the complexity of the GMM. An extended EM algorithm is proposed to find a GMM error data model with an appropriate complexity, using BIC as the performance criterion. Fig. 1 shows the flowchart diagram of the extended EM algorithm.
The resulting GMM obtained from the extended EM algorithm is denoted as ( ̃) ( ̃ ), with K * Gaussian components. The confidence interval assessment for the output based on the given model can be carried out via probabilistic inference. Typically, one is interested in finding the confidence interval associated with the model prediction for a given (or known) input x(k), and this is equivalent to find the conditional statistics conditioned on x(k). In terms of the GMM error model, this is equivalent to stating that the error data ̃ is fixed except the residual error, i.e., ̃ , ̃ ̃ ( ) -is known as it can be derived from x(k).
Fig. 1. Flowchart of the Extended EM algorithm
The conditional error data distribution for the residual e given ̃ can be calculated by the following equation, based on the production rule of the conditional distribution:
In cases where the ( | ̃ ) cannot be approximated by a normal distribution, the confidence interval needs to be calculated via integration against the model residual e for a required confidence level.
CONFIDENCE INTERVALS FOR CHSARPY IMPACT ENERGY PREDICTIONS
The Charpy impact energy data (Mahfouf et al. 2009b) provide a good case for confidence interval assessment for the model predictions. This is due to the various input related random disturbances and highly sparse modelling data distribution, the confidence interval obtained via a BNN model with unrealistic simplifications is too conservative. However, the output predictions from the Bayesian neural network with 7 hidden neurons are reasonably good, with a combined prediction error of RMSE = 18.32. Fig 2 shows the BNN residual error distribution.
Fig. 2. Residual error distribution of the BNN model
A 7-dimentional error data variable ̃ is constructed out of the 16 original model inputs (x), with the help of the heuristic guidance presented in the above section. The constituents of the error data variable ̃ are the testing depth, specimen size, carbon composition, sulphur composition, hardening temperature, testing temperature, and can be expressed in term of x by:
A final GMM trained via the extended EM algorithm as shown in Fig.1 consists of 12 Gaussian components (K* = 12), with a normalised BIC = 26.42. Fig. 3 shows the projection of the GMM component distribution in the dimension of the Temper temperature.
The confidence interval assessment is conducted by applying equations (13-15) on individual inputs, as the BNN model is unbiased from the GMM component distribution shown above. The confidence intervals for the testing data set (which has not been used in either the BNN modelling or the GMM modelling) are shown in Fig. 4 . The confidence intervals derived from the error data GMM are statistically sound and follow the behaviour of the residential error. Approximately 4.2% of training data and %5.6 of test data fall out of the specified confidence intervals, which is consistent with the specified confidence level of 95%. One of the obstacles in applying data-driven models in industrial applications is the lack of confidence in the accuracy of the model predictions. In this paper, a modelindependent approach for confidence interval assessment is developed. The rationale behind this approach is the probabilistic characterisation of the multivariate error data via a GMM framework using an extended EM algorithm. After the joint PDF is established, the confidence intervals for the output can be obtained by evaluating the conditional error distribution against the specific inputs. The advantages of this GMM-based confidence interval assessment approach include, but not limited to, 1) being independent of the model form, hence, it is generic in nature and can be applied to a wide range of models for confidence interval assessment, and 2) no extensive simplification assumptions, such as normal distribution of the random error, are made, and hence it can be used to handle complex noise structures. However, in order to provide reliable confidence interval assessment, the GMM-based approach does require sufficient input/output data so that the joint distribution of the error data can be established adequately through the 6 extended EM algorithm. As such, it is best suited for confidence interval assessment for data-driven models.
The modelling results obtained in the case study for the confidence interval assessment for the BNN model developed for Charpy impact energy prediction are good. The derived confidence intervals are statistically sound, and reflect faithfully the output uncertainty on the Charpy impact energy test data set, which have not been seen in previous research work (BNN modelling and error GMM modelling). The GMM based confidence interval assessment provides a valuable contribution to data-driven modelling applications under critical conditions, such that the prediction uncertainty can be built into controlling the relevant design tolerance and further optimising the process.
The results presented here are preliminary, and further work will be needed to improve this approach. The proposed key areas for future research work include: 1) developing effective and efficient selection mechanisms for the constituent variables to form the error data variable; 2) designing high-efficient optimisation algorithms to select the best number of components in the GMM; and 3) developing an improved parameter-optimisation procedure for GMM parameterisation.
