We study the long-time behavior of solutions of Burgers' equation with nonlocal nonlinearities u t = u xx + "uu x + 1 2 ? aku( ; t)k p?1 + b u, 0 < x < 1, a; " 2 , b > 0, p > 1, subject to u(0; t) = u(1; t) = 0. A stability{instability analysis is given in some detail, and some nitetime blow-up results are given.
Introduction
In this paper we consider the following initial-boundary value problem: In this paper, we require that u 0 0. Then by the maximum principle, u( ; t) 0 for all t in the existence interval.
Our interest in (P) is twofold. First, (P) is closely related to a onedimensional turbulence model proposed by Burgers ( 2] , 3]) and studied by Horgan have investigated nonlocal problems as models for local problems; they also restricted their attention to the case q = 2. To the best of our knowledge, no one has considered problems in which a convective term ("uu x ) is present. Yet, convective terms have a remarkable e ect on the dynamical behavior of solutions of equations. For example, consider 8 > > > < > > > : u t = u xx + "uu x + 1 2 bu; 0 < x < 1; t > 0; u(0; t) = u(1; t) = 0; t > 0; u(x; 0) = u 0 (x) 0; 0 x 1:
When " = 0 and b > 2 2 , this problem possesses the exponentially growing solution e (b=2?
2 )t sin x, whereas for " > 0, all solutions are bounded for any b (since a supersolution of the form M(1 ? x) with large M and 2 (0; 1) exists). We shall see that this phenomenon persists, although to a somewhat less pronounced e ect, for (P).
The second reason for our interest in (P) is that (with b = 0) it is closely related to the same initial-boundary value problem for the equation u t = u xx + "uu x + ajuj p?1 u; (1:1) where the nonlocal nonlinearity is replaced by the more standard local term. This problem was studied extensively in 4] and 11], where the stabilizing e ect of convective terms was noted. The study of (P) was taken up with the objective of obtaining analogous results for a closely related problem. It turns out that the results we derived for (P) are more complete than those for (1. norm, and R > 0 can be thought of as the Reynolds number. Under appropriate scaling, this problem is included in (P) when q = 2. In particular, we are able to verify theoretically for (P) all except one of the numerical observations made in 14] .
The plan of our paper is as follows. In Section 2, we state the results in the absence of convection. In Section 3, we characterize the set of stationary solutions of (P) when " > 0. In Section 4, we discuss the long-time behavior of solutions of (P), including stability, asymptotic stability, global existence, and nonexistence. The necessary local existence theorems and comparison theorems are discussed in Appendix A. These are standard but we could not nd any reference to such results for nonlocal problems of the type considered here. In Appendix B, we gave the proof of a technical inequality, namely, that of Lemma 3.2.
2 Discussion for the Case " = 0
In this section, we consider the following problem: 8 > > < > > : u t = u xx + 1 2 aku( ; t)k p?1 + b u; 0 < x < 1; t > 0; u(0; t) = u(1; t) = 0; t > 0; u(x; 0) = u 0 (x); 0 x 1:
) is an explicitly resolvable problem, we can easily examine the questions of stability, global existence, and nonexistence of nonnegative solutions.
First, for the stationary solutions of (P , it follows that H(t) ! H 1 < 1 for some constant H 1 which is proportional to ja N (0)j where N is the smallest integer such that a n 6 0. Thus, if a(p?1)H 1 < 2, which will be the case if a N (0) is su ciently small, then f(t) ! 0 as t ! 1, and the trivial solution is stable in L q . On the other hand, if a(p ? 1)H 1 > 2, then clearly f(t) ! 1 in nite time, so some solutions of (P 0 ) blow up in nite time. Finally, if a(p ? 1)H 1 = 2, then f(t) can have a nite, nonzero limit as t ! 1. This situation occurs, for example, when u is a stationary solution of (P 0 ).
To show that v(x) is unstable, we look for solutions of (P 0 ) of the form u(x; t) = a 1 (t)' 1 (x) = (t)v(x); where (t) = a 1 (t)=c 1 and (0) 6 = 1. Then, using (S 0 ), we see that 0 (t) = c . If (0) < 1, then 0 (t) < 0 for small t > 0 and consequently for all t (since p > 1). Therefore (t) < (0) and 0 (t) < ?c , then zero is unstable. To see this, we note that if a 1 (0) 6 = 0, then, in view of the asymptotic behavior of h(t) near +1, H(t) grows either exponentially or linearly so that it passes 2=a(p ? 1) in nite time. Consequently, whenever (u 0 ; ' 1 ) 6 = 0, solutions of (P 0 ) blow up in nite time. . Then a tedious, but routine, computation yields a n (t) = a n (0)e (?n 2 For xed b, the cardinality of the set of stationary solutions turns out to be the same as the cardinality of the set of solutions of (3.7). To see this, we need some lemmas. Our primary interest is in the stability properties of the steady states and in the asymptotic behavior of solutions of (P 0 ) for a given initial datum u 0 .
To pursue this interest, we rst establish a relationship between solutions of (P 0 ) and those of (S).
Lemma 4.1. If u is a bounded monotone (in time) solution of (P 0 ), then u tends to a solution of (S) as t ! 1.
Proof. as t ! 1. This limit has a constant sign that depends on whether u t 0 or u t 0. In actual fact, the limit is zero for x 2 0; 1]; otherwise F would not have a nite limit as t ! 1. Therefore '(x) = ? " and hence ' is a solution of (S).
By means of this lemma, we can obtain a complete result for stability and instability of stationary solutions of (P 0 ) with = 1. This time, we treat the solution of (S) as a function depending on the parameter b and denote it by w(x; b). Using this theorem combined with the characterization of the stationary solutions in Section 3, we obtain the following stability and instability results for the case = 1. From Figures 7{11 , we see that, for xed ", the choice q = 1 leads to the \most stability" while the choice q = +1 leads to the \least stability" in the sense of the preceding paragraph. Increasing q has the e ect of decreasing the set fb j Z 0 (b) > 0g.
The case = ?1, because of the lack of a comparison principle, is not so amenable to analysis. However, bearing in mind numerical evidence (see 14]), we may conjecture that: the positive stationary solution branch (where it exists) is stable. Next we discuss the asymptotic stabililty of the trivial stationary solution of (P 0 ). Henry 7] used a linearization method based on semigroup theory to analyze the asymptotic stability. His principle has wide application, but it does not readily extend to the current nonlocal problem. Therefore, we adopt another approach. For the case = ?1, since the solution of (P 0 ) is a subsolution of (P 0 ) with = 1 and 1 < p < 2, all solutions are bounded on 0; 1] 0; 1).
Next for p > 2 or p = 2 with small ", we prove that with su ciently large initial data, problem (P 0 ) with = 1 does not have global solutions. To show this, we employ two di erent arguments. Proof. We seek a subsolution w(x; t) in the form w(x; t) = h(t) sin x with h(t) becoming unbounded in nite time. To obtain this, we need h 0 (t) ? one easily sees that (3.6) is satis ed and h(t) blows up in nite time.
For p = 2 and su ciently small " > 0, the above discussion also holds.
Remark. The result for p = 2 is in contrast to that in 4], where it is shown that for any " > 0, the solution of a local problem with our nonlocal term replaced by juj p?1 u remains bounded on 0; 1] 0; 1) when p = 2.
For any large initial value, with more restriction on p and q, we also have the following theorem. The supersolution u satis es the above with reversed inequality.
We integrate by parts in both the above inequality and that satis ed by u and subtract the two resultant expressions. Then we have ' n + ' nxx ? A n ' nx + B n ' = 0; 0 < x < 1; 0 < < t; ' n (0; ) = ' n (1; ) = 0; 0 < < t; ' n (x; t) = (x); 0 x 1:
Here, (x) 2 C 1
Recalling standard theory (in 10] for example), we nd that ' = lim n!1 ' n is a solution of (G*) with A n , B n replaced by A, B, and ' 2 C Proof. The condition on u 0 implies that u 0 is a subsolution (supersolution) of (G). Thus u(x; t) u 0 (x) ( u 0 (x)) in D T ? T . Let v(x; t) = u(x; t + h) (h > 0). Then v is a supersolution (subsolution) of (G), and therefore u(x; t + h) u(x; t) ( u(x; t)). Since h is arbitrary, u is increasing (decreasing) in t for xed x, and hence u t 0 ( 0).
Next we establish the existence of solutions of (G) on D T ? T for suciently small T and certain initial values. This time we assume only that f and g are continuously di erentiable. We shall also de ne f M sup The rst factor is increasing by assumption. We therefore have (B1) once we can show that the second factor is also increasing. We claim that this is equivalent to showing that f=g is increasing in z, for 2 0; 1=2]. Let 
If we can show that F(z) is increasing in z, then, in view of (B3), both factors in the numerator are nonnegative (and hence the second factor in (B1) is increasing).
We have thus reduced the problem to proving that f=g is increasing and z 2 =fg is increasing in z for all 2 0; 1=2].
Proof that f=g is increasing 
This is a consequence of the elementary fact that y cosh(y)= sinh(y) is an increasing function in y.
Proof that L is decreasing in z. We follow the same line of attack. 
The rst term on the righthand side is an increasing function of z, since it is really the same function occurring in R 00 in (B13) (take y = z=2, and t = (1 ? 2 ) < 1). Now take the z derivative of (B19) to obtain S 00 ( ) = 
The terms inside the square brackets are positive. Now suppose that L is not decreasing. Then for some z, S( ) must have a strictly positive maximum in 0; 1=2]. At this maximum, the lefthand side of (B20) is nonpositive while the righthand side is strictly positive, giving a contradiction.
