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By integrating three complementary imaging techniques - ultrasound, elasticity and 
photoacoustic imaging, a hybrid imaging system utilizing an array transducer is proposed 
for various biomedical imaging applications including cancer detection, diagnosis and 
therapy monitoring. Simultaneous imaging of the anatomy (ultrasound imaging), changes 
in biomechanical properties (elasticity imaging) and cancer-induced angiogenesis 
(photoacoustic imaging) of tissue is based on many synergistic features of these 
modalities and may result in a unique and important imaging tool. In this study, 
numerical analysis and experimental studies are presented to demonstrate the feasibility, 
to evaluate the performance, and also to improve the quality of the combined array-based 
ultrasound, elasticity and photoacoustic imaging system. To estimate spatial resolution, a 
point source was imaged using ultrasound and photoacoustic imaging modes. Then, 
several tissue mimicking phantoms were examined using ultrasound, photoacoustic and 
elasticity imaging. In elasticity imaging, ultrasound frames were acquired during 
deformation of the tissue. To reduce the data acquisition time of the system, high frame 
 ix
rate imaging was used. High frame rate imaging is possible by transmitting a broader and 
less focused ultrasound beam but the image quality is sacrificed. Thus, we compared the 
quality of the high frame rate and conventional ultrasound images. In photoacoustic 
imaging, acoustic transients are generated simultaneously in the entire volume of the 
laser irradiated tissue. Hence, image formation (beamforming) algorithms were 
developed based on the characteristics of the photoacoustic signals. Then, adaptive 
beamforming method is suggested to improve the image quality of the photoacoustic 
imaging. The results of the numerical analyses and experimental studies clearly indicate 
that ultrasound, elasticity and photoacoustic imaging techniques complement each other 
and together provide critical information needed for the reliable detection and diagnosis 
of diseases. 
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Chapter 1: Introduction 
The American Cancer Society presents statistics illustrating the strong connection 
between survival rate and stage of cancer development at diagnosis. Along with the 
obvious benefits in lifetime expectancy, the treatment is more successful when cancer is 
discovered early. There has been a concerted effort in the medical community to develop 
imaging methods that have high sensitivity and specificity to lesions, are widely available 
and cost-effective. 
By integrating three complementary imaging techniques – ultrasound, elasticity 
and photoacoustic imaging, a combined imaging system using array transducer can be 
developed for cancer detection, diagnosis and therapy monitoring [1-3]. Ultrasonic 
imaging helps to visualize the anatomy of the tissue structures [4], elasticity imaging 
detects the pathologies based on the biomechanical properties of the tumor [5-8], and 
photoacoustic imaging utilizes the differences in the optical absorption between normal 
tissue and cancerous cells [9-11]. The combined imaging methods are complementary 
and together they may provide the information needed for the reliable detection and 
diagnosis of cancer. 
 
1.1 ULTRASOUND IMAGING 
Ultrasound is a sound with a frequency over 20 kHz, which is about the upper 
limit of human hearing. Modern medical ultrasound scanners, operating at 3-15 MHz and 
higher frequencies, are used for imaging nearly all soft tissue structures in the body. 
Generally, radiographic imaging, such as computed tomography (CT), is used with help 
of the contrast agent to differentiate various soft tissue types. Unlike radiograph, 
magnetic resonance imaging (MRI) is non-ionizing and has high contrast between 
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different soft tissues, but MRI equipment is very costly. With relatively low cost 
compared to MRI, an ultrasound scan is more sensitive to variations in soft tissue types 
than a radiographic imaging. Also, the ultrasound imaging is widely used since it does 
not use ionizing radiation and is safe and painless for the patient. It must be noted, 
however, that ultrasound will not penetrate bony areas or air spaces, so it is impractical to 
scan the lungs or brain inside skull [12, 13]. The anatomy of the tissue can be studied 
from gray-scale B-mode ultrasound images, where the reflectivity and scattering strength 
of the tissues are displayed. An array transducer is used for both transmitting and 
receiving the pulsed ultrasound field. The central frequency of the transducer is chosen to 
achieve best depth penetration and resolution. The mean speed of sound in the tissues 
varies from 1446 m/s (fat) to 1566 m/s (spleen), and an averaged value of 1540 m/s is 
used in the scanners [4].  
Ultrasound imaging is related to four physical effects [12]. The first effect in 
ultrasound imaging is reflection. The propagation of compressional sound waves in tissue 
is governed by the principles of wave theory. At the boundaries between tissues with 
different density and speed of sound, a small shift of impedance can be observed. At 
these boundaries, a small part of the ultrasound wave is reflected (reflection) and most of 
it continues to propagate through the tissue (transmission), where it will be refracted and 
eventually will be absorbed. Scattering is also one of the effects. For small size (below 
the wavelength) and irregularities of acoustic impedance, the ultrasound waves are not 
reflected as usual but are redirected from their original direction and converted into a 
spherical wave. We can always observe scattered rays while reflections appear only in 
tissue structures with a high acoustic impedance and sizes larger than a wavelength. 
Interference is associated with ultrasound imaging as well. The superimposition of two or 
more ultrasound waves results in interference. The interference patterns determine the 
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visual impression of an ultrasound image. The last effect is absorption. The energy of the 
sound wave decreases as it propagates through the tissue. Part of the energy is converted 
into heat by the inner friction of the molecules which is referred to as absorption.  
1.1.1 Ultrasound imaging system equipped with array transducer 
A block diagram of a multi-channel ultrasound imaging system is presented in 
Figure 1.1. A pulser is used to produce a short pulse and excite the desired set of 
elements in the array-based ultrasound probe. The emission of the ultrasound beam is 
controlled electronically by transmit control. Focusing in transmit mode is achieved by 
delaying the excitation of the individual transducer elements of the array. The number of 
transmit foci can be varied from a single focus to dynamic multiple focus. The reflected 
and scattered field is then received by the transducer. The signals from all transducer 
elements are passed to an electronic beamformer which dynamically focuses the received 
beam by delaying and adding responses from the different elements. The beamformed 
signal is then envelope detected, and finally, a scan conversion is performed to display 
the ultrasound image using a gray scale or colormap [4].  
 
 
Figure 1.1: Block diagram of ultrasound imaging system with a linear array transducer.  
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1.1.2 Ultrasound image reconstruction/beamforming 
When a transmitted ultrasonic wave propagates into the body, it expands outward 
in the form of a spherically diverging disturbance. At an instant, echoes are 
simultaneously propagated back by the sources (reflecting and scattering points) lying 
over a spherical surface centered at the source-receive point [14-17]. Thus, reconstruction 
in ultrasound imaging can be interpreted as “integration over spherical surfaces” of the 
received reflected and backscattered signals. In other words, reconstruction is back 
projecting and coherently adding the received signals over spherical surfaces in the image 
domain. This approach is called simple backprojection in tomography [18]. Generally, 
ultrasound imaging belongs to reflectivity tomography [19]. The radius of the 
backprojecting spherical surface is determined by the delay between the source and the 
receiver. Assuming that there is a reflector at distance z from the transducer, an echo 
caused from the reflector will arrive at time t = 2·z·c , where c is the sound velocity in the 
body and 2 is the round-trip factor. The main purpose of ultrasound imaging is to 
reconstruct the reflectivity of the tissue. To extract the true reflectivity information from 
the detected signal, the influence of the pulse of the ultrasound transducer needs to be 
eliminated [20-22]. The shape of the transmitted pulse depends on the characteristics of 
the transducer and ultrasound system [4]. Since acquiring a function of the transmit pulse 
leads to complications, envelope detection is preferred to reflectivity reconstruction [12]. 
In ultrasound imaging, image reconstruction is generally called beamforming, and the 
simple backprojection method is known as delay and sum (DAS) beamforming [23]. 
Delay and sum beamforming architecture is widely used in ultrasound imaging system. 
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Figure 1.2: Linear array transducer. As an example, the transducer is a linear array with 
5 elements. The position (xf, yf, zf) denotes the location of the focal zone in 
the image plane. 
The goal of a beamformer is to reconstruct as narrow and uniform beam while 
maintaining low sidelobes [23]. The essence of focusing the ultrasound beam is to align 
the acoustic wave from all elements of the transducer aperture to arrive to (or from) the 
focal point at the same time. To align the arrival of the waves at a given point, the fields 
from the individual elements are delayed. The delay is determined by the propagation 
time from the aperture to the reference point. Assuming that the number of linear array 
transducer elements is M, subscripts i and j are indices of the receive and transmit 
elements, and subscripts r and t refer to receive and transmit operations. The positions (xf, 
yf, zf), (xri, yri, zri), (xtj, ytj, ztj) and (xc, yc, zc) are the locations of the focal point, the center 
of the receive transducer element, the center of the transmit transducer element, and the 
reference center point of the whole active aperture, respectively. For instance, as shown 
in Figure 1.2, position (xr4, yr4, zr4) is the center of the receive element #4, position (xt1, 
yt1, zt1) is the center of the transmit element #1, and position (xc, yc, zc) is the center of the 
element #2. 
The propagation time (τf) from the center of the active aperture (xc, yc, zc) to the 
focal point (xf, yf, zf) is 
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Then, the propagation time (τri/tj) from the center of receive/transmit aperture element 
(xri/tj, yri/tj, zri/tj) to the focal point (xf, yf, zf) is  
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and the delay to use on each element of the array ∆τri/xj is then, fxjrixjri τττ −=∆ // . Thus, 
the beamformed signal b(t) is  
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where s(t) is the transmitted and then reflected waveform. Though the combination of 
transmit and receive beamformation does lower sidelobe levels, there are still 
irregularities within the near field and the presence of side lobes in the far field. Thus, 
appropriate weighting technique known as apodization (also called shading or aperture 
weighting) can be also applied in both transmit and receive beamformation. Therefore the 
gold standard beamformer equation is  
 
∑ ∑−
=
−
=
∆+∆+=
1
0
1
0
))()()(2()()()(
M
i
ri
M
j
xjfxjri tttstAtAtb τττ    (1.4) 
 
where the A refers to the apodization weighting function. In the gold standard 
beamformation, every reconstruction position is focused by both transmit and receive. As 
we can see from Eq (1.4), this beamforming process requires multiple transmits, dynamic 
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receive focusing, dynamic transmit/receive apodization, and results in massive data sets. 
Thus, approximation is required to implement this in commercial ultrasound imaging 
systems where resources are limited. Among the simplified beamforming methods, single 
transmit and dynamic receive focusing is widely utilized in conventional ultrasound 
imaging. 
1.1.3 Conventional and high frame rate ultrasound imaging 
In conventional ultrasound imaging, a single focus is generally used in transmit, 
and operator can select the depth of the focus. The beam is moved over the imaging 
region by firing sets of contiguous elements. Each ultrasound beam is tightly focused on 
transmit and dynamically focused on receive to form high quality ultrasound images. The 
conventional ultrasound beamforming can be expressed as 
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                                                  (a)                                         (b) 
Figure 1.3: Ultrasound imaging using a linear array transducer in (a) conventional 
imaging and (b) high frame rate (ultrafast) imaging.  
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Here, Axj and ∆τxj are constants in time since there is a single transmit focus. Also, the 
number of elements of the active aperture is N (generally N<M). Conventional ultrasound 
imaging is graphically presented in Figure 1.3(a). In addition to conventional ultrasound 
imaging, a high frame rate imaging such as parallel receive beam imaging [24], 
explososcan [25, 26] or ultrafast ultrasound imaging [27, 28] is possible. In combined, 
multi-modality imaging systems, the high frame rate imaging can be used to reduce the 
time required for acquisition of ultrasound data. In these imaging techniques, the 
transmitted broad (i.e., unfocused or weakly focused) ultrasound beam interrogates the 
entire volume. Then the reflected signal, received on the desired elements of the array 
transducer at once, is used to form several beams or the entire ultrasound image. The 
ultrafast ultrasound beamforming can be expressed using the following equation 
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Compared to conventional ultrasound imaging, the delay ∆τxj = 0, i.e., there is no 
transmit focus or a focus at infinity. The high frame rate (ultrafast) imaging is illustrated 
in Figure 1.3(b). Although the tight transmit focusing in conventional imaging improves 
lateral resolution for objects located in the focal plane, regions before or after the focal 
plane are compromised because the focused beam diverges quickly outside of the focal 
region [12]. Compared to the conventional imaging method, high frame rate imaging has 
an advantage of the reduced data acquisition time but the quality of the ultrasound image 
is degraded. Thus, quantitative analysis of the ultrasound image quality is required [29-
31].   
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1.2 ELASTICITY IMAGING 
Ultrasound can detect the scattered signal from the tissue structure, but the 
resulting speckle pattern displayed does not directly reveal physical structure. It is rather 
the constructive and destructive interference of scattered signals from all the small 
structures. Therefore it is not possible to visualize and diagnose microstructure though 
the strength of the signal can be an indication of pathology. Generally, most tumors of the 
prostate and some tumors of the breast are invisible or barely visible in standard 
ultrasound examinations. Also, ultrasound imaging cannot differentiate the hardness of 
cancerous masses in the tissue. Since many cancers are known to appear as extremely 
hard nodules, additional imaging techniques are necessary to reflect changes in 
biomechanical properties. While ultrasound imaging does not reflect changes in 
biomechanical properties, elasticity imaging is based on the premise that tissue pathology 
can be directly assessed through quantification of tissue mechanical properties [5, 6, 8, 9, 
32]. Physicians have long thought that stiffness can be used as an indicator of possible 
cancerous lesions. The success of palpation as a diagnostic tool is evidence of this. The 
ability to accurately and non-invasively quantify these values offers the possibility of not 
only detecting but also diagnosing and even monitoring the tissue abnormalities.  
Ultrasound elasticity imaging technique consists of three main components: 
speckle tracking and evaluation of tissue motion, measurement of strain tensor 
components, and reconstruction of the spatial distribution of elastic moduli using strain 
images [5]. The block diagrams of the elasticity imaging system and block diagram are 
presented in Figures 1.4(a) and 1.4(b), respectively.  
One of the approaches to measure the tissue displacement is Doppler (phase-
based) tracking [33, 34]. The detected RF signal n(t) is written by 
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(a) 
 
  
(b) 
Figure 1.4: Block diagram of the elasticity imaging (a) system, and (b) block diagram 
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where B(t) is the envelope function and ω is the angular frequency of the transducer. 
Then the analytic signals from the pre-compressed and post-compressed tissue are 
nanal(t)=B(t)ejωt and nanal(t-τ)=B(t-τ)ejω(t-τ) where the displacement between the pre-
compressed and post-compressed tissue is τ. To determine the motion between two 
frames, autocorrelation method is using the complex signals can be utilized: 
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where φ(t) is the phase of the complex conjugate product of these two signals. Assuming 
that the center frequency of the transducer is ω0, the motion can be estimated by 
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If ω ≈ ω0 is satisfied (narrow bandwidth), the displacement between two frames V(t) = 
cτ. Doppler method is simple and precise, but the bandwidth of the transmit pulse needs 
to be narrow and the detectable displacement range is limited to –λ/4 ~ λ/4 [34, 35].  
In addition to Doppler method, block-matching based algorithm is one of the most 
utilized speckle tracking methods. Block-matching algorithm is determined by comparing 
cross-correlation, sum of absolute differences (SAD), or sum of squared differences 
(SSD) [5, 36]. Although correlation based block-matching algorithm has higher 
computational cost, the main advantage is that it considers the energy of the two signals. 
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Thus the correlation based block-matching algorithm is able to generate more precise 
estimates compared to other block-matching based methods. The displacement vector and 
strain tensor components are estimated from a pair of gray-scale images using 
beamformed ultrasound RF or complex signals. The comparison of the correlation 
coefficient between RF and complex signal is shown in Figure 1.5(a) [34]. The 
magnitude of the complex baseband or analytic correlation coefficient matches the 
envelope of the RF correlation coefficient and will have the same maximum.  
 
 
(a) 
 
(b) 
Figure 1.5: (a) Correlation coefficient when RF signal is used (solid line) and complex 
signal is used (dotted line). and (b) correlation phase when baseband signal 
is used (solid line) and analytic signal is used (dotted line). Graphs are 
adapted from Lubinski et al.[34]. 
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In two dimensional (2-D) cross-correlation based speckle tracking method, the 
magnitude of the normalized cross-correlation function is used to obtain an integer 
estimate of the displacement. The 2-D cross correlation coefficient between two frames 
(X and Y, for example) is given by 
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           (1.10) 
where ρi,j is the normalized 2-D correlation coefficient at pixel (i,j) as a function of lags 
(srch_r, srch_c) in search range, X and Y are two input signals, N1 and N2 are the row 
and column kernel lengths, and Wm,n is a 2-D weighting function over the 2-D correlation 
kernel. After the normalized correlation coefficients are calculated, correlation coefficient 
filtering is applied to reduce the peak-hopping and overall errors [34]. The correlation 
coefficient filter K(i,j) is a 2-D hanning filter written as  
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where filt_r and filt_c are the size of the correlation filter sizes. Thus, the correlation 
filtering can be applied as follows 
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 To track the sub-pixel lateral displacements, parabolic interpolation of the 
normalized correlation coefficient (ρ’i,j) is generally used [5, 34, 37]. Although parabolic 
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interpolation introduces a cyclic bias error, it is simple to implement [38]. The sub-pixel 
axial motion also can be estimated by the phase zero-crossing method [34] as shown in 
Figure 1.5(b). The main concept of the phase zero-crossing is similar to Doppler method 
as shown in Eq. (1.9). Therefore the phase of the correlation function crosses zero at the 
position of the exact sub-pixel displacement.  
 Once sub-pixel axial displacement is acquired, filtering is applied to remove peak 
hopping artifacts. The peak hopping filter detects abrupt changes in the displacements 
and interpolates the displacements of the specific region using the values from the 
surrounding regions [21]. Finally, axial strain images are generated by taking the 1-D 
derivative of the axial displacement estimates. A block diagram of the correlation based 
block-matching algorithm with phase zero-crossing is shown in Figure 1.6. 
 
 
Figure 1.6: Block diagram of the correlation based block-matching algorithm with 
phase zero-crossing method. 
If all necessary components of the internal displacement and strain are available, 
elasticity reconstruction algorithms based on the mechanical equilibrium equations can be 
used directly to describe the unknown distribution of Young's or shear modulus.  
Ultrasound elasticity imaging is based on continuous ultrasound imaging of tissue 
during the externally or internally applied deformation of the object and measurement of 
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the internal tissue motion using speckle tracking algorithms. If the deformation rate is 
small or can be controlled (e.g., external deformation of breast or prostate), conventional 
ultrasound imaging can be used. However, if the motion or deformation rate is high (e.g., 
shear wave or cardiac strain rate imaging), severe decorrelation between the neighboring 
conventional ultrasound images necessitates alternative high frame rate imaging 
techniques. Compared to conventional ultrasound imaging, the image quality of high 
frame rate ultrasound imaging is known to be degraded. However, quantitative analysis 
of the elasticity imaging using high frame rate imaging has not been evaluated. Thus, 
further investigation is necessary to quantify the difference of the quality of the elasticity 
images between conventional ultrasound imaging and high frame rate imaging. 
 
1.3 PHOTOACOUSTIC IMAGING 
Variations in tissue optical properties of tissue can be employed to visualize and 
characterize tissue structures and the functional changes in tissue or organs. To utilize the 
differences in the optical absorption, photoacoustic imaging can be used [10, 11]. 
Photoacoustic imaging (also called optoacoustic and, generally, thermoacoustic imaging) 
relies on the absorption of light, and the subsequent emission of an acoustic wave. In 
photoacoustic imaging, acoustic transients are generated using pulsed laser radiation. The 
induced photoacoustic waves are then detected and used to form an image of spatial 
distribution of optical absorption [3, 39-42]. The block diagram of the photoacoustic 
imaging system is shown in Figure 1.7.  
There is a significant contrast between normal and deceased tissue due to 
preferential optical energy deposition in tumors compared to normal tissue. Solid tumors 
require an enhanced amount of energy and oxygen. Therefore, rapidly growing cancer 
cells, needing additional blood supply, gradually develop a dense microvascular network 
 16
inside and especially around tumors [9]. Rapid tumor growth, bleeding and metastasis 
usually follow this vascular phase of growth. Malignant breast tumors have enhanced 
blood content and contain noticeably hypoxic blood.  In contrast, benign tumors have a 
relatively normal level of blood oxygenation. This difference in blood content can be 
utilized in photoacoustic imaging, where an optical wavelength is chosen such that blood 
absorption and light penetration are optimal. 
 
 
Figure 1.7: Block diagram of photoacoustic imaging system utilizing a linear array 
transducer.  
1.3.1 Photoacoustic signal generation 
To generate photoacoustic signals, both thermal and stress confinement conditions 
should be satisfied. If the laser-pulse duration τp is sufficiently short, thermal diffusion is 
too slow to dissipate the laser energy during the pulse. Thus, all the energy is confined 
within the optically affected area d [43]. Then, τp is satisfying the thermal confinement 
condition. An approximate time required for diffusion of heat from the affected area is 
τdiffusion=d2/DT. Here, the DT factor is the thermal diffusivity, which is approximately 1.4 x 
10-3 cm2/s for soft tissues [44]. To satisfy the thermal confinement, τp must be shorter 
 17
than τdiffusion. In addition to this, when τp is even shorter than τs = d/c where c is the speed 
of sound, the laser-induced temperature rise in the optical zone causes thermoelastic 
expansion of the tissue which yields mechanical stress. It is referred to as stress 
confinement condition [43]. When both thermal and stress confinements are met, thermal 
expansion causes a local pressure rise p0 can be expressed as follows  
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where β is the coefficient of volume thermal expansion (K-1), c is the speed of sound, Cp 
is the heat capacity at constant pressure (J/(kg K)), F is the optical fluence (J/cm2) , S (= 
µaF, µa: absorption coefficient, F: optical fluence) is the local energy deposition density 
in J/cm3, and Γ (= βc2/Cp) is the Grueneisen parameter (dimensionless) [44-46].  
The generation of photoacoustic pressure in an absorbing medium is governed by 
the thermal equation, the acoustic wave equation, and the thermoelastic expansion 
equation [11, 44-46]. In response to short pulse excitation, the pressure p(r,t) in an 
inviscid medium is described by the following wave equation: 
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where a heat source H(r,t) = ψµa(r)δ(t) at position r and time t, and ψ is the optical 
fluence rate and is assumed to be constant throughout the tissue volume. 
1.3.2 Photoacoustic signal detection 
Assuming that a vanishingly thin absorbing layer with a large absorption 
coefficient is irradiated by a short laser pulse, the generated photoacoustic pressure is 
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ideally a delta function. Then, an optically thin absorbing layer creates a pulse-shape 
photoacoustic pressure by a short laser pulse irradiation. For a spherical absorber, the 
laser induced photoacoustic profile is an N-shaped wave with temporal and spatial 
characteristics determined by the radius of the absorbing sphere [47]. Also, the frequency 
content of the photoacoustic signal depends on the size of the absorber [3, 48]. The 
normalized photoacoustic signal profile from the spherical absorbers of different 
diameters irradiated with a laser pulse is shown in Figure 1.8. Both signals are N-shaped 
and the smaller the sphere, the shorter the distance between the two opposite polarity 
pressure peaks corresponding to the signals from the surface of the sphere. Therefore, as 
the diameter of the sphere is decreased, the frequency of the photoacoustic signal 
becomes higher. To capture tissue structure in photoacoustic images, the acoustic 
detectors must be capable of resolving rapid changes in photoacoustic signals associated 
with edges and boundaries of the object and reproducing slow changes associated with 
smooth variation in optical properties within the object. Thus, the probes employed to 
detect photoacoustic pressures should be designed and selected according to the  
 
 
Figure. 1.8: Normalized photoacoustic N-shaped signal from a spherical absorber (solid 
line – 2 mm diameter sphere, dotted line – 1 mm diameter sphere).  
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frequency ranges of absorbers. However, in combined imaging system, general 
ultrasound transducer is employed for photoacoustic imaging. Accordingly, there is a 
need to investigate how the ultrasound transducer affects the quality of photoacoustic 
imaging and what could be the solution if the performance of ultrasound probe degrades 
the quality of photoacoustic images. 
1.3.3 Photoacoustic image reconstruction 
Similar to ultrasound imaging, image reconstruction methods from tomography 
can be used for image formation of photoacoustic imaging. Simple backprojection (BP), 
as explained in ultrasound image reconstruction, is back projecting and adding the 
received pressure signals over spherical surfaces. In photoacoustic imaging, the laser 
beam irradiates the tissue, and the light quickly spreads throughout the tissue volume due 
to the optical scattering in tissue. Therefore, laser beam instantly interrogates the entire 
volume of tissue and the photoacoustic response is simultaneously produced everywhere. 
Consequently, all transducer elements detect and record these acoustic transients at once. 
Thus, photoacoustic imaging has no transmit focusing and only dynamic receive focusing 
is used. This concept is similar to ultrafast ultrasound beamforming methods [26, 28, 29, 
31, 49] as described in Eq. (1.6). The photoacoustic pressure p can be reconstructed using 
the detected pressure pd by the following expression: 
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Compared to beamforming for ultrafast ultrasound imaging, the transmit part is not 
considered and the factor of two for τf is not applied since the speed of light is short to be 
ignored and photoacoustic signal propagates one-way (from target to transducer) only.  
 20
General solution of the photoacoustic equation (Eq. (1.14)) can be expressed [42, 
45, 46, 50, 51] using the Green’s function approach, 
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Even though the pressure distribution p(r,t) can be reconstructed by Eq. (1.15), the 
ultimate goal of the photoacoustic imaging is to acquire the optical absorption 
distribution S(r) of the tissue. Under the condition of thermal and stress confinement, the 
initial pressure p0(r) excited by short pulse δ(t) can be approximated to p0(r)=ΓS(r) (see 
Eq. (1.13)). Since the initial pressure is proportional to the absorption distribution, the 
initial pressure also can be employed for photoacoustic image reconstruction.  
In computed tomography, filtered backprojection method [15, 45] was introduced 
to reduce the blurring artifacts around the boundary of the object. To reconstruct the 
absorption distribution or the initial pressure p0, filtered backprojection approach can be 
applied. For photoacoustic image reconstruction, inverse spherical Radon transform and 
exact backprojection are regarded as the filtered backprojection.  
When we assume that the detector is sensitive to acoustic signals originating from 
within a plane, Eq. (1.16) can be derived [46] as 
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Right side of Eq. (1.17) resembles a 3D Radon transform [46, 52] of the initial pressure 
p0. Therefore the inverse spherical Radon transform of Eq. (1.17) can be written as  
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where ∇ 2 is the Laplacian filtering. Different from the general Radon transform which 
projects back to plane surfaces, spherical Radon transform has curved projection surfaces 
as the photoacoustic signal propagates [16, 17, 46, 52]. Thus, delay and sum 
(backprojection) method in Eq. (1.15) can be utilized for the inverse spherical Radon 
transform in Eq. (1.18). As shown in Eq. (1.18), the initial pressure p0 is reconstructed by 
backprojecting the integral of the detected pressure (R(t) in Eq. (1.17)) into spherical 
surfaces. Then the Laplacian filtering is applied on the summation of the backprojected 
signals [45, 46, 52]. 
The exact backprojection method also can reconstruct the initial pressure 
information as  
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where the exact pressure pe is  
 
dt
tpttptp dde
)(2)(2)( ∂−= .       (1.20) 
  
If high frequency component is dominant in the detected pressure, Eq. (1.20) is simplified 
to  
 
)()(,)(2)( tp
dt
tptwhen
dt
tpttp ddde >>∂∂−= .    (1.21)  
 22
 
This equation is used in the modified backprojection method. Also, Eq. (1.20) can be 
approximated as the delay and sum (backprojection) method as in Eq. (1.15) when pe(t) = 
2pd(t) is used.  
Apart from other filtered backprojection methods including the inverse sphere 
Radon transform and the exact and modified backprojection methods, Fourier 
reconstruction method can directly reconstruct the initial pressure [53, 54]. The procedure 
of the 2-D Fourier reconstruction method is: 
 
1) The 2-D detected pressure pd(x, r) is 2-D Fourier transformed from the (x, r) 
space to the (kx, ω) space to yield P(kx, ω).   
2) P(kx, ω) is transformed from the (kx, ω) space to the (kx, ky) space according to 
the dispersion relation ω2=c2(kx2+ky2) giving P(kx, ky). 
3) P(kx, ky) is 2-D inverse Fourier transformed to p(x, y). 
 
Since P(kx, ky) can be given by 
 
∫∞−= 0
22
)cos(),(
/
)/(
),( dtttkP
c
kc
kkP x
x
yx ωω
ω
,    (1.22) 
 
the initial pressure p0 = p(x, y, t=0) can be reconstructed by 
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While reconstructing the photoacoustic image, due to the scattering of light and 
aberration of sound, the quality of the photoacoustic imaging (resolution, contrast, etc) 
can be degraded. Thus, beamforming algorithms to improve the quality of photoacoustic 
images are necessary.  
 
1.4 COMBINED IMAGING SYSTEM 
By integrating three complementary imaging techniques – ultrasound, elasticity 
and photoacoustic imaging, a combined imaging system using array transducer can be 
developed. The combined imaging system is practical for cancer detection, diagnosis and 
therapy monitoring. First, based on both anatomical (morphology) and functional 
(activity) properties of the tissue, it is anticipated that combined ultrasound, 
photoacoustic and elasticity imaging may detect and differentiate different types of 
pathologies prior to significant anatomical or biochemical changes. Second, the location 
of some tumors, for example breast cancer is typically several centimeters below the skin 
surface. Internal deformations, needed for elasticity imaging, can be created and the 
surrounding tissue using free-hand surface deformations produced by the imaging probe 
itself. During a short, continuous deformation producing no discomfort, real-time 
ultrasound can capture information needed for elasticity imaging. Third, these imaging 
modalities utilize the same ultrasound imaging system including the array transducer. It 
does not require any significant modifications to existing clinical procedures. Only pulsed 
laser is needed to enable photoacoustic imaging in ultrasound scanners. At relatively low 
additional cost, typical ultrasound system and a pulsed laser may become the combined 
imaging system. Thus, combined imaging system does not complicate any existing 
clinical ultrasound procedures. Finally, the system is totally non-invasive and painless for 
the patient.  
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The general block diagram of the combined imaging system is presented in Figure 
1.9. For grayscale ultrasound imaging, an array of transducers is used both to transmit the 
ultrasound pulses and to receive the backscattered ultrasound signals. Ultrasound imaging 
will require beamforming, envelope detection, and scan conversion algorithms. The most 
common and clinically appropriate implementation of elasticity imaging is using the 
transducer itself to apply surface force and deform tissue. Although the displacement 
tracking algorithm is the main part of the elasticity imaging, the quality of the input 
ultrasound image is one of the factors that determine the quality of the elasticity image. 
Hence, ultrasound imaging algorithms, especially beamforming methods, are critical for 
elasticity imaging. In photoacoustic imaging, a short laser pulse is transmitted into the 
tissue using light guides, such as optical fibers. The irradiation may come from either the 
same side where the transducer is positioned or from the opposite side. The photoacoustic 
signal is detected by the same ultrasonic transducer used in ultrasound imaging. 
However, the beamforming approaches of photoacoustic and ultrasound imaging are  
 
 
Figure 1.9: Block diagram for the combined ultrasound, elasticity and photoacoustic 
imaging system 
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fundamentally different with reasons. Similar to ultrafast ultrasound imaging which 
acquires the whole data set at one transmit/receive, the entire photoacoustic image can be 
obtained with one laser pulse irradiation. For high quality of the combined imaging 
system, it is necessary to develop the beamforming algorithms optimal for each imaging 
mode. 
 
1.5 ORGANIZATION OF THE THESIS 
The aim of the research described in this thesis is to develop, evaluate, and 
optimize a hybrid imaging system for cancer detection, diagnosis and therapy monitoring 
by integrating three complementary imaging techniques – ultrasound, elasticity and 
photoacoustic imaging. To demonstrate the feasibility of the combined imaging system, 
numerical simulations and experiments were performed on tissue-mimicking phantoms. 
For best performance of the combined imaging system, beamforming algorithms for each 
imaging mode are investigated and developed. The research work is documented and 
organized into six chapters. 
CHAPTER 2 describes the numerical analysis of the ultrasound and elasticity 
imaging of the combined imaging system. The quality of the ultrasound and strain 
imaging is compared using simulated conventional and ultrafast imaging method. The 
results presented in this chapter were published in the journal – IEEE Transactions on 
Ultrasonics, Ferroelectrics and Frequency Control in an article titled “Strain imaging 
using conventional and ultrafast ultrasound imaging: Numerical analysis” vol. 54, No. 5, 
pp. 987-995 (2007). Copyright© 2007 IEEE.  
The subsequent task (CHAPTER 3) was performed to evaluate the ultrasound and 
elasticity imaging system in the experimental studies using tissue mimicking phantoms. 
The work in this chapter was published in the journal – IEEE Transactions on 
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Ultrasonics, Ferroelectrics and Frequency Control as an article titled “Elasticity imaging 
using conventional and high frame rate ultrasound imaging: Experimental studies” vol. 
54, No. 11, pp. 2246-2256 (2007). Copyright© 2007 IEEE.  
After ultrasound and elasticity imaging methods were tested, we investigated the 
photoacoustic imaging using linear array transducer (CHAPTER 4). For the combined 
imaging system, various image reconstruction methods are explored to form 
photoacoustic images. Then, the adaptive beamforming method is suggested to improve 
the quality of the photoacoustic imaging in CHAPTER 5. The studies in Chapter 4 and 
Chapter 5 were published in Optics Letters as an article titled “Adaptive beamforming for 
photoacoustic imaging” vol. 33, issue 12, pp. 1291-1293 (2008). Copyright© 2008 
Optical Society of America. 
In CHAPTER 6, the results of our work, the limitations of the imaging system, 
conclusions, and recommendations for areas of future work are addressed. 
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Chapter 2: Strain Imaging using Conventional and Ultrafast 
Ultrasound Imaging: Numerical Analysis 
2.1 ABSTRACT 
In elasticity imaging, the ultrasound frames, acquired during tissue deformation, 
are analyzed to estimate the internal displacements and strains. If the deformation rate is 
high, high frame rate imaging techniques are required to avoid the severe decorrelation 
between the neighboring ultrasound images. In these high frame rate techniques, 
however, the broader and less focused ultrasound beam is transmitted and hence the 
image quality is degraded. We quantitatively compared strain images obtained using 
conventional and ultrafast ultrasound imaging methods. The performance of the elasticity 
imaging was evaluated using custom-designed numerical simulations. Our results 
demonstrate that signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR) and spatial 
resolutions in displacement and strain images acquired using conventional and ultrafast 
ultrasound imaging are comparable. This study suggests that the high frame rate 
ultrasound imaging can be reliably used in elasticity imaging if frame rate is critical. 
 
2.2 INTRODUCTION 
Elasticity imaging is based on the premise that tissue pathology can be 
noninvasively assessed through the quantification of tissue mechanical properties. 
Physicians have long thought that stiffness can be used as an indicator of possible 
cancerous lesions. The success of palpation as a diagnostic tool is evidence of this. The 
ability to accurately and non-invasively quantify tissue elasticity offers the possibility of 
not only detecting but also diagnosing and even monitoring the tissue abnormalities [1, 
2].  
 34
One of the approaches in elasticity imaging is based on ultrasound imaging of 
tissue during the externally or internally applied deformation and measurement of the 
internal tissue motion using speckle tracking algorithms. If the deformation rate is small 
or can be controlled (e.g., imaging of external deformation of breast or prostate), the 
conventional ultrasound imaging can be used. In conventional ultrasound imaging, each 
transmitted ultrasound beam is focused at a specified depth and the received beam is 
dynamically focused at all ranges to form high quality ultrasound image. However, if the 
motion or deformation rate is high (e.g., shear wave or cardiac strain rate imaging), the 
severe decorrelation between the neighboring conventional ultrasound images 
necessitates alternative high frame rate imaging techniques such as parallel receive 
beamforming imaging [3], explososcan [4, 5] or ultrafast ultrasound imaging [5, 6]. In 
these imaging techniques, the transmitted broad (i.e., unfocused or weakly focused) 
ultrasound beam interrogates the entire volume. Then the backscattered ultrasound signal, 
received on the desired elements of the array transducer at once, is used to form several 
beams or the entire ultrasound image. Ultrafast imaging is an extreme of the high frame 
rate imaging since it transmits without focus using the whole transducer aperture then 
receives from the whole transducer aperture at once. 
Compared to the conventional imaging method, high frame rate imaging has an 
advantage of the reduced data acquisition time. Thus, it can be used for real-time 
combined ultrasonic, elasticity and photoacoustic imaging. However, the transmitted 
ultrasound beam is broad and the quality of the high frame rate ultrasound image is 
degraded. Although the transmit focusing in conventional imaging improves lateral 
resolution in the focal plane, the lateral resolution in the regions before or after the focal 
plane are compromised because the focused beam diverges quickly outside of the focal 
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zone [7, 8]. Thus, the overall image quality between conventional and high frame rate 
imaging is worthy of comparison. 
In this chapter, the performance of elasticity imaging is quantitatively compared 
based on conventional and ultrafast ultrasound imaging methods. Ultrafast imaging is 
applicable to both static elasticity imaging and the dynamic elasticity imaging. The static 
elasticity imaging is based on the estimation of mechanical properties of tissue from the 
strain images and the dynamic elasticity imaging is usually based on the temporal 
analysis of the displacement images [6]. Thus, analysis of the signal to noise ratio (SNR), 
contrast to noise ratio (CNR) and spatial resolution of the displacement and strain images 
was performed. The quality of displacement and strain images obtained using 
conventional and ultrafast ultrasound imaging modes was compared in the focal region of 
the conventional ultrasound imaging, and for regions outside of the focal zone. Finally, 
the influence of electronic noise was discussed. This chapter concludes with the 
discussions of the trade-offs between conventional and ultrafast imaging modes.  
 
2.3 MATERIALS AND METHODS 
Three sets of custom-designed numerical simulations were conducted to 
investigate the quality of the displacement and strain images obtained from ultrasound 
frames acquired using conventional and ultrafast imaging methods. The first set of 
experiments was performed using a synthetic phantom consisting of 15 point scatterers. 
Point targets were used to analyze the behavior of the point spread function (PSF) as 
function of the lateral and axial position. Since ultrasound imaging system can be 
considered as a linear system, it is possible to characterize the properties of ultrasound 
beam using the PSF [9]. In the point target phantom, the 5 rows of 3 scatterers in each 
row were placed every 10 mm starting at 5 mm from the transducer surface.  All 
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scatterers had approximately the same reflectivity. The second set of experiments was 
performed using a homogeneous phantom. Deformation of the phantom was applied from 
top. Here, we assumed plane strain state such that axial displacement was linear with 
depth, and the lateral displacement was calculated based on tissue incompressibility. 
Lastly, a phantom with a single hard inclusion embedded into a homogeneous medium 
was simulated. The 10 mm diameter circular lesion, positioned at the center of the 
imaged region, had 50 times more randomly distributed scatterers compared to the 
background medium. For contrast in elasticity imaging, the inclusion was twice as hard 
as the background material. To model the displacement and deformation of the phantom, 
a 2-D analytic solution for incompressible, uniformly deformed body with cylindrical 
inclusion was used [10, 11].  
The geometry of the phantom and imaging setup are shown in Fig. 2.1(a). For 
both tissue-mimicking phantoms, transducer was positioned at the top of the phantom. 
Using the transducer itself, up to 6% surface deformations of the phantom were applied 
in 0.3% increments. Thus for each phantom, 20 frames were acquired using both 
conventional and ultrafast imaging methods. 
Ultrasound modeling was based on linear acoustic wave propagation. To simplify 
modeling, a far-field approximation was used. Each element of the transducer  (128-
element linear array operating at 5 MHz) was assumed to be a point source and detector 
with directivity of a 300 µm wide acoustic radiator [12]. The spatial impulse response of 
the transducer was modeled as a three-cycle sinusoid with Hanning-weighted envelope 
corresponding to a 60% fractional bandwidth. The backscattered ultrasound signal was 
captured using 40 MHz sampling frequency. The size of the imaging region was 40-mm 
laterally and 50-mm axially. The signals from selected transmit-receive combinations of 
transducer elements were simulated and beamformed for conventional and ultrafast 
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imaging separately. As attenuation was not applied, the transmit-receive signals were not 
depth dependent. The major challenge in simulating the ultrasound images is the 
computational load [12]. To reduce the computation time, a high performance computer 
cluster running Linux operating system was used. The ultrasound models were 
implemented in C language. The time to obtain one frame from a synthetic phantom with 
15,000 scatterers was less than an hour.  
In conventional imaging, the transmitted beam was focused at 25 mm depth. The 
transmit f-number (i.e., the ratio of focal length to the aperture size [7]) was set to 2 for 
point target phantom – such aggressive f-number was used to clearly show the effect of 
focusing in transmitted ultrasound beam. For the homogeneous phantom and the phantom 
with an inclusion, the transmit f-number was set to 3. In ultrafast imaging, the whole 
aperture consisting of 128 elements was used to transmit unfocused ultrasound pulsed 
wave and to receive backscattered signals. In other words, plane wave with focus at 
infinity was transmitted while ultrasound echoes were continuously recorded. To form an 
image using the captured RF signals, the delay and sum beamformer that accurately 
accounts for the delay distances between the transducer elements and the reconstructed 
point in the image was used. The beamforming methods were the same for both 
conventional and ultrafast imaging except that 128 transmit-receive combinations were 
required to reconstruct 128 conventional beams but 128 ultrafast beams were formed 
from a single transmit-receive combination as described in Eq. (1.5) and Eq. (1.6). 
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 (a)                                                       (b)                                         (c) 
Figure 2.1: (a) Diagram of the phantom geometry and experimental setup. Overall, the 
imaging region was 40 mm laterally and 50 mm axially. Using the 
transducer itself, up to 6% surface deformations of the phantom were 
applied in 0.3% increments. Regions I, II and III were used for displacement 
and strain data analysis. Ultrasound images from the region inside the dotted 
line (33 mm lateral by 41 mm axial) of a synthetic phantom with a single 
hard inclusion were obtained using (b) conventional imaging, and (c) 
ultrafast imaging. 
In our numerical analysis, far-field approximation was employed and the near-
field effects were neglected. It is difficult to predict the behavior of ultrasound field of 
near-field due to diffraction [12]. In ultrafast imaging all elements of the transducer array 
are used to transmit the unfocused ultrasound beam at once, and the whole imaging 
region is in a near-field of the transducer [7]. In conventional imaging, only the region 
before the transmit focal zone is in the near-field. After dynamic focusing of the received 
ultrasound signals, however, the near-field region does not extend far from the transducer 
surface (< 100 µm). Thus, the far-field approximation is appropriate to model excluding 
the near-field diffraction region of the transmitted ultrasound beam. Nevertheless, far-
field modeling reasonably well describes the behavior of each imaging system. In 
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experimental studies, results in the near-field will be affected not only by beam 
divergence but also by the diffraction. 
In both conventional and ultrafast ultrasound imaging methods, Hanning 
apodization was applied and the receive f-number was set to 2 and kept constant during 
dynamic receive focusing, i.e. the number of receiving elements was linearly increased 
with increased imaging depth. The time gain control (TGC) was applied and images were 
log-scaled and displayed using 20 dB dynamic range for the point target phantom and 40 
dB dynamic range for tissue phantoms. For example, simulated images of the phantom 
with the inclusion from a 33 mm lateral by 41 mm axial region, outlined by the dotted 
line in Figure 2.1(a), are shown in Figure 2.1(b) for conventional imaging and in Figure 
2.1(c) for ultrafast imaging. The components of the displacement vector and strain tensor 
were estimated from a pair of beamformed RF images where the reference frame was 
always the first image, i.e. the frame acquired before the deformation was applied. The 
frame-to-frame displacements were estimated using a 2-D cross-correlation based speckle 
tracking method, where the magnitude of the cross-correlation function was used to 
obtain an integer estimate of the displacement, and then interpolation and phase zero-
crossing were used to track sub-pixel lateral and axial displacements, correspondingly [1, 
13, 14]. To reduce decorrelation artifacts, a Hamming-window weighted kernel 
measuring 2.8 mm laterally and 1 mm axially was used in speckle tracking correlation 
process [14]. In addition, the correlation coefficient functions computed at adjacent 
positions were filtered using Hanning-window weighting (2.8 mm lateral by 2 mm axial) 
to reduce the probability of peak hopping and overall error. Since weightings were 
applied for the correlation coefficients in the spatial direction instead of the correlation 
lag direction, it was not the same as the simple filtering of the correlation coefficient 
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function itself [14]. Finally, axial strain images were generated by taking the 1-D 
derivative of the axial displacement estimates using 1.2 mm 2-point central difference.  
Standard references quantifying the quality of the displacement and strain images 
are signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR), and spatial resolution [15, 
16]. The SNRs of the displacement and strain images obtained using conventional and 
ultrafast images of the homogeneous phantom were analyzed in three regions of interests 
(ROIs) shown in Figure 2.1(a). A criterion for SNR was defined by 
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where ref is the displacement or strain data derived from the analytical solution, and est is 
the displacement or strain data measured using simulated ultrasound frames. The strain 
CNR was assessed using a phantom with a single hard inclusion. Contrast is defined as 
the ratio of the strain within the inclusion to the strain in the homogeneous region [15]. 
The CNR was given by  
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where s1 and s2 represent the mean values of strain within the inclusion and the 
background, and 2
1s
σ  and 2
2s
σ  denote the strain variances in those regions [16]. Finally, 
the relationship between the SNR in the ultrasound images and the SNR of the 
displacement and strain images were investigated. To simulate the electrical noise of the 
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ultrasound imaging system, image SNR was reduced by additive noise [17]. Different 
levels of white Gaussian noise were added to the 1st and 10th (3 % applied strain) 
ultrasound frames thus varying the SNR of the ultrasound images from -9 dB to 33 dB 
with a 6 dB interval. To analyze the effect of the focusing, all SNR values were evaluated 
from three ROIs (region I, region II and region III) as schematically depicted in Figure 
2.1(a). Region I is located near the surface of the transducer, region II is in the focal 
region (depth of field) of the conventional ultrasound image, and region III is far from the 
transducer. The window size of each region was 22 mm laterally and 1 mm axially. The 
axial length of the region was narrow enough to fit within the depth of field (~ 2 mm) of 
the conventional imaging. For consistency, the size of the three regions was the same in 
both displacement and strain analyses. Also, a small region inside the inclusion at the 
center of the phantom and three small regions from region I, region II (outside the 
inclusion) and region III were chosen for strain CNR analysis. To examine the results 
statistically, the mean and standard deviation of SNR and CNR were calculated from 27 
different windows in a 23.5 mm laterally by 2.5 mm axially region. 
To analyze the effect of the number of channels of the ultrasound imaging system, 
simulations with 128 transmit/receive channels and 128 transmit/32 receive channels are 
performed. In ultrafast imaging, combination of four 32-channel transmits and four 32-
channel receives are acquired using a 32 channel model. Since the transmit wave was 
simulated as an ideal plane, the dataset acquired from ultrafast imaging had no difference 
between two different channel systems. In conventional imaging, both transmit and 
receive were limited by the 32-channel since transmit and receive apertures are fully open 
at certain depth which depends on the f-number (f-number = 2, aperture fully opens at 20 
mm, f-number = 3, aperture fully opens at 30 mm). Then, the SNR and CNR of the 
displacement and strain images were compared between 128 and 32 channel systems.  
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2.4 RESULTS AND DISCUSSION 
2.4.1 Point spread function 
The ultrasound images of phantom with 15 point scatterers are shown in Figure 
2.2(a) for conventional imaging and in Figure 2.2(b) for ultrafast imaging. In 
conventional imaging, the width of the imaged point target at the focal region (25 mm 
depth) is smaller than that in the other regions. In ultrafast imaging, however, the width  
 
        
                                           (a)                                                  (b) 
 
                                           (c)                                                  (d) 
Figure 2.2: Ultrasound images of point scatterers obtained using (a) conventional and 
(b) ultrafast imaging techniques. The imaged 40 mm lateral by 50 mm axial 
regions consisted of 15 point scatterers placed on a 10 mm by 10 mm grid 
starting 5 mm from the transducer surface. These images are displayed using 
20 dB dynamic range. In conventional imaging, transmit focus was at 25 
mm and f-number was set to 2. Ultrafast image does not have transmit 
focusing. Overall, the sizes of the points are comparable in conventional and 
ultrafast images except at the focal region. For further comparison, the 
regions around focal zone (20 mm – 30 mm) from (c) conventional and (d) 
ultrafast images, respectively, are displayed using 25 dB dynamic range. 
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of the point target stays almost the same throughout the whole image. To quantitatively 
emphasize the differences, the scaled regions around focal zone (20 mm – 30 mm) in 
images obtained using conventional and ultrafast imaging methods are represented in 
Figures 2.2(c) and 2.2(d), respectively. These images are displayed using 25 dB dynamic 
range. Overall, the lateral extents of each point target are comparable in both imaging 
methods except at the focal region of the conventional imaging.  
To characterize the beam properties of the ultrasound imaging systems, the point 
spread function (PSF) was analyzed. The lateral profiles of PSF at 5, 15, 25, 35 and 45 
mm depth are shown in Figure 2.3(a) and Figure 2.3(b) for conventional and ultrafast 
imaging, respectively. Except the transmit focal region located at 25 mm depth, the beam 
width at -6 dB level is approximately 0.90 mm for both ultrafast and conventional 
imaging. In the focal zone of the conventional imaging, the -6 dB beam width is 0.65 
mm. Although the beam width does not vary significantly between two imaging methods, 
the level of the side lobes of the conventional imaging is smaller than that of the ultrafast 
imaging. Clearly, the lateral resolution and image quality of the two imaging methods are 
different. Also, PSF profile demonstrates that the ultrasound beam in the conventional 
imaging is rapidly converging near focus, and diverging far from the focus. As expected, 
the axial length of the PSF does not vary with the axial distance, since there is no 
influence of the focus in axial direction. Furthermore, the axial PSFs in both imaging 
methods are found similar since it is primarily determined by the frequency and 
bandwidth of the transducer. 
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                                               (a)                                                                   (b) 
Figure 2.3: Lateral profiles of the point spread function (PSF) at 5, 15, 25, 35 and 45 
mm depth for (a) conventional and (b) ultrafast imaging. At the focal region 
(25 mm depth) of the conventional imaging, the focus beam width is 0.65 
mm.  In other regions, the beam width at -6 dB level is approximately 0.90 
mm for both ultrafast and conventional imaging modes. The side lobes in 
conventional imaging are smaller than that in the ultrafast imaging. 
2.4.2 Axial and lateral displacements 
The signal-to-noise ratios of lateral and axial displacements and axial strain were 
estimated using ultrasound images obtained from a homogeneous phantom. The SNRs of 
axial displacement are presented in Figure 2.4. Generally, the SNR of axial displacements 
obtained using either conventional or ultrafast imaging is higher in regions II and III 
compared to region I. However, the magnitude of axial displacement is progressively 
larger from region I to region III and, therefore, increase of axial displacement SNR with 
depth was anticipated. In ultrafast imaging, SNR of axial displacements is greater at 
larger depths. Nevertheless, axial displacement SNR obtained from conventional 
ultrasound images is nearly the same in region II and III, which indicates that 
displacement SNR in the region II was further increased due to focused transmit beam. 
Therefore, the quality of axial displacement estimates is affected by the transmit focusing 
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as it is evident from SNR in the focal region of the conventional imaging. The error bars 
(plus/minus one standard deviation) in Figure 2.4 demonstrate that the variance of 
displacement SNR of conventional imaging is smaller than that of ultrafast imaging. As 
the applied strain increases, however, the SNR difference between ultrafast and 
conventional imaging has tapered away.  
 
   
 
Figure 2.4: Axial displacement SNRs for three regions of the homogeneous phantom.  
Region II of the conventional imaging exhibits the highest SNR. Due to the 
distribution of the axial displacement within the imaging plane, region I has 
lower magnitude of the axial displacement and, correspondingly, this region 
exhibit low displacement SNR compared to other regions. Similarly, region 
III has larger displacement magnitude elevating the displacement SNR in 
that region. 
Lateral displacement SNR, presented in Figure 2.5, is somewhat similar in all 
three regions since the magnitude of lateral displacement does not significantly vary with 
depth. Generally, since the quality of lateral displacements is diffraction limited, the 
conventional ultrasound imaging outperforms ultrafast imaging. This is especially 
noticeable in focal region of the conventional imaging. Nevertheless, the differences in 
lateral displacement SNRs between two imaging modes are not significant although 
ultrafast imaging has overall higher variance compared to that of conventional imaging. 
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Figure 2.5: Lateral displacement SNRs from three regions in homogeneous phantom. 
Region II (i.e. focal region) of the conventional imaging has the highest 
SNR. 
2.4.3 Axial strain imaging 
Axial strain map from analytical model and strain images obtained using 
conventional and ultrafast imaging using the phantom with a single hard inclusion are 
presented in Figure 2.6. The analytical strain image in Figure 2.6(a) clearly indicates the 
presence of the inclusion. There are also expected strain artifacts around the lesion [11]. 
The harder inclusion exhibits less strain compared to the surrounding soft tissue. Strain 
maps obtained from conventional and ultrafast images closely approximate the ideal axial 
strain distribution derived from the analytic model. The spatial resolution in conventional 
and ultrafast ultrasound images was not the same but resolution in measured strain 
images is quite comparable. This is due to the fact that the difference in the lateral 
resolution were smoothed out during the speckle tracking process where kernel size 
slightly larger than the speckle spot size was used. Decreasing the kernel size and length 
of the correlation filter can improve the spatial resolution of the strain images, but the 
strain SNR will be reduced [14]. The measured strain images exhibit a wavy pattern – 
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this is strain-induced noise that has two origins. First, the time delay is not an integer 
multiple of sampling period and it can introduce a cyclic bias error. Also, short 
correlation kernel leads to the correlated noise pattern [1]. The noise in strain images can 
be filtered out but at the expense of spatial resolution. 
 
         
                    (a)                                           (b)                               (c)                
 
Figure 2.6: Strain images of a phantom with a single hard inclusion at 3% applied strain 
obtained from (a) an analytical model, (b) conventional, and (c) ultrafast 
ultrasound images. The harder inclusion exhibits less strain compared to the 
surrounding soft tissue. Measured strain images correlate well with the 
strain map derived from the analytical solution.  
To analyze the mechanical properties of tissue in static elasticity imaging, axial 
strain is primarily used. Indeed, as presented in Figure 2.5, lateral displacement SNR is 
low compared to axial displacement SNR and, therefore, the measured axial component 
of the strain tensor has higher SNR. The SNRs of axial strain from three regions in a 
homogeneous phantom are shown in Figure 2.7. In ultrafast imaging, all three regions 
exhibit comparable strain SNR. Similar to the SNR of the lateral and axial displacements, 
the axial strain SNR in region II of the conventional imaging is higher than that of 
ultrafast and other regions of conventional ultrasound imaging. Even though the strain 
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image quality is slightly better in the focal region in conventional imaging, the difference 
in strain image quality is not significant outside of this region. Although axial 
displacement SNRs in regions I and III were different (Figure 2.4) due to differences in 
displacement magnitude, strain SNR in these regions are almost the same since the strain 
magnitude is nearly the same throughout the entire image. As it is evident from the error 
bars in Figure 2.7, strain SNR in ultrafast imaging varies more compared to SNR of strain 
images obtained using conventional ultrasound imaging. This is especially true for low 
strain magnitude and in region III where axial displacement error is the most significant 
(Figure 2.4). 
The CNRs of the axial strain are shown in Figure 2.8. To obtain CNR, a phantom 
with a single hard inclusion positioned in the center of the phantom was used. The 
highest CNR is in the focal region of conventional imaging, and overall the CNRs of the 
axial strain behave similar to the SNRs of the axial displacement and strain images.  
 
     
 
Figure 2.7: Axial strain SNRs for three regions of homogeneous phantom. Region II of 
the conventional imaging shows higher SNR compared to other regions of 
conventional imaging and all regions of ultrafast imaging. SNR of strain 
images obtained using ultrafast imaging is nearly the same throughout the 
entire image. 
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However, the presented estimates of CNR in regions I and III are slightly different from 
CNR defined by Eq. (2.2). To calculate exact values of CNR in regions I and III, the 
inclusion should be positioned in these regions. Nevertheless, the CNRs presented in 
Figure 2.8 represent upper limit of true CNRs for regions I and III.   
 
     
Figure 2.8: Axial strain CNRs for three regions of the phantom with a single hard 
inclusion. The CNR levels of ultrafast imaging stay nearly the same 
throughout the image. The difference of CNR between ultrafast and 
conventional imaging is highest in region II.  
2.4.4 Signal-to-noise ratio of ultrasound image  
Finally, the relationship between the noise in the ultrasound images and the SNR 
in the axial displacement and strain images is depicted in Figure 2.9 and Figure 2.10, 
respectively. The reference frame and 10th frame (3% applied strain) of the homogeneous 
phantom were used because the quality of the displacement and strain images for both 
imaging methods was reasonably high at this level of applied strain. As the ultrasound 
image SNR increases, the SNR of displacement and strain images is also improved. In 
region I, the noise affects the displacement SNR levels most significantly. Once the SNR 
of the ultrasound images reaches 20 dB and higher, the changes of displacement/strain 
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SNR are subtle.  Standard deviations in displacement and strain SNRs are about 1-2 dB 
and less than 1 dB, correspondingly. Overall, ultrafast imaging shows higher variance, 
but the differences are insignificant. 
 
     
Figure 2.9: Displacement SNR as a function of SNR in ultrasound images shown for 
three different regions of the homogeneous phantom. The results were 
obtained using ultrasound frames corresponding to 3% of surface applied 
deformation. Generally, displacement SNR is improved with increased 
quality of ultrasound images.   
     
Figure 2.10: Axial strain SNRs versus the SNRs of the ultrasound image from three 
different regions using homogeneous phantom. The reference frame and 10th 
frame (i.e., 3% applied deformation) with added white Gaussian noise were 
used. As the ultrasound image SNR increases, the strain SNR goes up.   
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2.4.5 Channel limitation of ultrasound imaging system  
Due to cost effectiveness, some of commercial ultrasound imaging systems has 
limited number of channels. To analyze the effect of number of channels, simulations 
with 128 transmit/receive channels and 32 transmit/receive channels were performed. In 
ultrafast imaging, transmission of the pulsed ultrasound wave is not affected by the 
channel limitation. For example, four 32-channel transmit beams (centers at 16th, 48th, 
96th, and 112th) can be treated as one 128-channel transmit beam if the transmit focus is 
assumed to be infinity so that ideal plane wave is transmitted. Then the receive part can 
be implemented by four 32-channel receive beams (centers at 16th, 48th, 96th, and 112th) 
without overlapping elements. Once the whole data set for the ultrafast imaging is 
acquired, beamforming process can be performed without sacrificing f-number. However, 
in conventional imaging, each beam is reconstructed using single 32-channel 
transmit/receive data set so that constant f-number cannot be kept after the 32-element 
aperture is fully open. Thus, the lateral resolution is sacrificed.  
 
     
Figure 2.11: Axial displacement SNRs from simulated ultrafast imaging, are compared 
with axial displacement SNRs from simulated conventional imaging with 
128 receive channels (Conventional TX128/RX128) and 32 receive 
channels (Conventional TX128/RX32).   
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To further analyze the system channel limitation, numerical modeling of 
ultrasound system with 32 receive channels was performed. The SNRs of axial 
displacements obtained using 128 receive channel and 32 receive channel systems are 
shown in Figure 2.11. Since the f-number for receive mode was set to 2, the receive 
aperture is fully open at 20 mm depth for 32 receive channel system. Due to the effective 
increase of the f-number in the far field of the conventional imaging, axial displacement 
SNR of region III with 32-receive channel is approximately 2 dB lower than that of the 
128 receive channel system. Since regions I and II had a sufficient number of receive 
channels to keep the constant f-number, both SNR and CNR of those regions were not 
considerably affected by the number of receive channels. Thus, the effect of channel 
difference was mainly observed in region III. As presented in Figure 2.12, the lateral 
displacement SNR in region III for the 32 receive channel system is 4-6 dB lower 
compared to that of the 128 receive channel system. The axial strain SNR (Figure 2.13) is 
1 dB lesser for the 32 receive channels system. Finally, the axial strain CNR (Figure 
2.14) for the 32 receive channel system is an overall 3 dB lower than that for the 128  
 
     
Figure 2.12: Lateral displacement SNRs from simulated ultrafast imaging, are compared 
with lateral displacement SNRs from simulated conventional imaging with 
128 receive channels and 32 receive channels.   
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receive channel system. These differences are mainly due to the worse lateral resolution 
in region III. To improve SNR from the reduced lateral resolution, a kernel with a larger 
lateral size could be used in speckle tracking [13]. To keep the results consistent, 
however, the same size kernel was used in numerical analysis both 32 and 128 receive  
 
     
Figure 2.13: Axial strain SNRs from simulated ultrafast imaging, are compared with 
axial strain SNRs from simulated conventional imaging with 128 receive 
channels and 32 receive channels. 
 
     
Figure 2.14: Axial strain CNRs from simulated ultrafast imaging, are compared with 
axial strain CNRs from simulated conventional imaging with 128 receive 
channels and 32 receive channels.   
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channel systems. The numerical studies, therefore, indicate that the conventional imaging 
was degraded only in the far field region (region III) due to the 32 receive channel 
limitation.  
2.4.4 Summary 
In conventional imaging, narrower ultrasound beam with tight transmit focus 
improves lateral resolution in focal region. The penalty for the improved spatial 
resolution is that the beam diverges rapidly. Although the resolution is better at or near 
the focal depth, it can be considerably worse away from the focal region [8]. Besides, the 
changes between the focal region and the other region caused from employing 
excessively low f-number can lead to high decorrelation around the focal depth. Thus, 
highly focused transmitted ultrasound beam with low f-number does not guarantee the 
best displacement and strain estimates throughout the entire image. Conventional 
imaging with higher transmit f-number can avoid this decorrelation problem, but then it 
will become similar to an ultrafast imaging. Therefore, there is a trade-off between the 
spatial resolution of the ultrasound image in the focal region and the quality of the overall 
strain image. Since ultrafast imaging does not have a transmit focus, image quality is 
uniform throughout the entire image. However, the displacement and strain estimates 
exhibit slightly lower SNR than conventional imaging. In addition, ultrafast imaging is 
susceptible to artifacts caused by hyper-echoic regions [18].  
Due to its speed of acquisition, ultrafast ultrasound imaging can also be used in 
multi-modality imaging systems to allow sufficient time for parallel image processing 
such as Doppler, optoacoustic or photoacoustic, and elasticity imaging [4, 19]. Indeed, 
the goal of multimodal imaging is to provide both morphological (e.g., exact localization 
and extent), and functional (e.g., metabolic activity, flow, function or functional changes) 
properties requiring integration of various imaging modes yet still capable of in-vivo 
 55
imaging and accurate co-registration of the images. Clearly, fast data acquisition and 
imaging is one of prerequisite of the multimodality imaging system. 
 
2.5 CONCLUSIONS 
The results of this study suggest that ultrafast, and, generally, high frame rate 
ultrasound imaging can be reliably used for the elasticity imaging if frame rate is critical 
to capture the fast paced deformations. The displacement and strain estimates obtained 
using ultrafast ultrasound imaging has tolerable levels of SNR, CNR and axial/lateral 
resolution. In the numerical analysis, although the quality of ultrafast ultrasound imaging 
is degraded, the strain images between conventional and ultrafast imaging are 
comparable.  
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Chapter 3: Elasticity Imaging using Conventional and High Frame Rate 
Ultrasound Imaging: Experimental Study 
3.1 ABSTRACT 
High frame rate ultrasound imaging is necessary to track fast deformation in 
ultrasound elasticity imaging, but the image quality may be degraded. In the previous 
chapter, we investigated the performance of strain imaging using numerical models of 
conventional and ultrafast ultrasound imaging systems. In this chapter, experimental 
studies are described to quantitatively evaluate the strain images and elasticity maps 
obtained using conventional and high frame rate ultrasound imaging methods. The 
experiments were carried out using point target and tissue mimicking phantoms. The 
experimental results were compared with the result of numerical simulations. Our 
experimental studies confirm that the signal-to-noise ratio (SNR), contrast-to-noise ratio 
(CNR) and axial/lateral resolution of the displacement and strain images acquired using 
high frame rate ultrasound imaging are slightly lower but comparable with those obtained 
using conventional ultrasound imaging. Furthermore, the quality of elasticity images (i.e., 
images of Young’s modulus) also exhibits similar trend. Thus, high frame rate ultrasound 
imaging can be reliably used for static elasticity imaging to capture the internal tissue 
motion if the frame rate is critical. 
 
3.2 INTRODUCTION 
Mechanical properties of tissues, which can be obtained indirectly using medical 
imaging systems, are useful in assessment of pathological transformation of the tissues 
[1-4].  In ultrasound elasticity imaging, grayscale ultrasound frames are acquired during 
the externally or internally applied deformation of the object and the internal tissue 
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motion between ultrasound images is measured using speckle tracking algorithms. If the 
tissue motion or deformation rate is high, the correlation between neighboring 
conventional ultrasound images is low due to the decorrelation noise induced by large 
strain or displacement. Therefore, alternative high frame rate imaging techniques such as 
parallel receive beam imaging [5], explososcan [6, 7] or ultrafast ultrasound imaging [8, 
9] are employed. Previously, using numerical modeling, we analyzed the performance of 
conventional and ultrafast ultrasound imaging techniques in elasticity imaging [10]. 
High frame rate imaging requires less time to acquire ultrasound images 
compared to the conventional ultrasound imaging method. However, the quality of the 
conventional ultrasound image is superior since the beamforming for high frame rate 
imaging cannot fully utilize transmit focusing. Also, strong reflectors, such as a gas 
cavity, calcification or bone can induce beamforming artifacts in high frame rate imaging.  
Although the tight transmit focusing in conventional imaging improves lateral 
resolution in the area of the focal plane, regions before or after the focal plane are 
compromised because the focused beam diverges quickly outside of the focal region [11]. 
Numerical modeling confirmed that a narrower beam with tight focus in conventional 
imaging produces improved spatial resolution [10]. The penalty for this improved 
resolution is that the beam diverges rapidly. Despite the fact that the resolution is better at 
or near the focal depth, it can be considerably worse away from the focal region.  
Previous numerical simulations and analysis indicated that the displacement and 
strain estimates obtained using ultrafast ultrasound imaging had tolerable levels of SNR, 
CNR and axial/lateral resolution [10]. In this chapter, we experimentally compare the 
performance of static elasticity imaging obtained using conventional and high frame rate 
ultrasound imaging. The experimental studies were performed using point targets and 
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tissue mimicking phantoms. Also, the experimental estimates were compared with the 
data obtained from simulated ultrasound images [10]. 
 
3.3 MATERIALS AND METHODS 
3.3.1 Phantoms 
To investigate the quality of the displacement and strain images obtained using 
conventional and high frame rate imaging methods, we performed three sets of 
experimental measurements. The first set of experiments was conducted using a phantom 
with point targets. Point targets were used to analyze the spatial behavior of the point 
spread function (PSF) [12]. Five 250 µm diameter nylon strings, oriented orthogonally to 
the imaging plane, were placed along the ultrasound beam axis every 10 mm. The first 
point target was positioned 5 mm away from the transducer surface.  
In two other sets of experiments, a homogeneous phantom and a phantom with an 
inclusion were used. In elasticity imaging experiments, the displacement and axial strain 
SNRs were calculated from a homogeneous phantom, and the axial strain CNR was 
estimated from a phantom with a single hard inclusion. A homogeneous phantom was 
produced using 8% of polyvinyl alcohol (PVA) solution and 1% of 40 µm silica particles 
[13-15]. Silica particles act as randomly distributed ultrasound scatterers and, therefore, 
produce speckle in ultrasound images. Phantoms were molded into a cube shape by the 
cross-linking of the PVA via freezing and thawing cycles. Specifically, the PVA solution 
was poured into a rectangular mold such that after the freezing/thawing cycles a phantom 
measuring 50 mm along either side was produced. For the phantom with an inclusion, 
10% of the PVA and 2% of the silica gel were mixed to fabricate the hyperechoic 
inclusion harder than the background. In addition, compared to the background material, 
 61
three more freezing and thawing cycles were applied to further cross-link PVA and, 
therefore, harden the inclusion. Background material in this phantom was the same as in 
the homogeneous phantom. The 10 mm diameter cylindrical inclusion was prepared, 
positioned in the middle of the mold and then the background material was poured 
around the inclusion. The fabricated phantom contained an inclusion approximately three 
times as hard as the background material. 
3.3.2 Experimental setup  
A Sonic RP ultrasound imaging system (Ultrasonix Medical Corporation, 
Vancouver, Canada), operating with 64 transmit channels and 32 receive channels, was 
used to acquire the necessary radiofrequency (RF) data [16]. The system was interfaced 
with a 5 MHz center frequency, 60% fractional bandwidth, 38 mm width, and 128  
 
 
Figure 3.1: Geometry of the phantom and experimental setup for ultrasound and 
elasticity imaging. Up to 6% surface deformations were manually applied 
from the top while the bottom of the phantom was constrained. Regions I, II 
and III were used for displacement and strain data analysis. 
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elements linear array transducer (L14-5/38). The sampling rate was 40 MHz. Using the 
software development kit (SDK), the interface for the ultrasound data acquisition was 
programmed in C language.  
The geometry of the phantom and imaging setup is shown in Figure 3.1. For both 
phantoms, a transducer was positioned at the top of the phantoms. Using the transducer 
itself, up to 6% of the surface deformations were applied in 0.34 % and 0.29% increments 
for a homogeneous phantom and a phantom with an inclusion, respectively. Thus for 
each phantom, 17 and 21 frames were acquired using both conventional and high frame 
rate imaging methods. The size of the imaging region was 40-mm laterally and 50-mm 
axially.  
3.3.3 Ultrasound imaging modes 
In conventional ultrasound imaging, the beamformed RF data (128 beams per 
frame) were acquired from the system and, therefore, no additional beamforming was 
necessary. To acquire the ultrasound frame, 128 transmit/receive combinations were 
required where each transmit/receive beam was shifted by one element and repeated 128 
times. Using our system to image 50 mm deep area with 128 beams, the frame rate of 
conventional imaging was about 85 fps (frames per second). This frame rate is slightly 
lower than the theoretically possible 115 fps due to processing time for beamforming. To 
image the phantom with point targets, the transmitted beam was focused at 25 mm depth 
corresponding to the transmit f-number of 1.3 (aperture consisting of 62 transducer 
elements) – such an aggressive transmit f-number was chosen for the point target 
phantom to effectively show the effect of the focused transmitted beam. For the 
homogeneous phantom and the phantom with an inclusion, the transmit f-number was set 
to 3 (aperture consisting of 27 transducer elements). This was set to estimate 
displacements and strains reliably from ultrasound images and to avoid unnecessary high 
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speckle decorrelation around the focal depth due to abrupt changes in ultrasound speckle 
within and outside of the focal region.   
In ultrafast imaging, the whole aperture (128 elements) should be simultaneously 
used to transmit a plane ultrasound wave and to receive the backscattered echo signals. 
However, due to the transmit/receive channel limitation of our imaging system, true 
ultrafast imaging could not be implemented in our studies. Instead, high frame rate 
imaging, which lies in between the conventional and ultrafast imaging methods, was 
utilized. Although the combination of two 64-channel transmits (transmit apertures 
centered at the 32nd and 96th element) and four 32-channel receives (receive apertures 
centered at the 16th, 48th, 80th, and 112th) could be used, such an approach causes beam-
to-beam variations [17]. Furthermore, a synthetic aperture [18] approach could not be 
utilized in our system. Therefore, to overcome these limitations, five 64-channel transmit 
apertures, centered at the 0th, 32nd, 64th, 96th and 128th element with 32-channel overlaps, 
were used. For each transmitted beam, the signals were collected on each element of the 
transducer. Then, parallel beamforming [17] was performed with a weighting factor in 
the region where two transmitted beams overlap as illustrated in Figure 3.2.  
 
 
 Figure 3.2: Illustration of the two transmit beams at xtx and xtx+1 positions and the 
reconstructed beam at xrx position. The beamformed signal S(xrx) was 
interpolated using received signals from two transmit beams. The 
interpolation weighting factor was decided based on the distance of the two 
transmit beams to the receiving point (xrx). 
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Here the two transmitted beams centered at positions denoted by xtx and xtx+1, and 
the reconstructed beam is at the xrx positions. The synthetic receive signal is 
reconstructed as follows  
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where x is the point in space, Stx (xrx) is the received signal from a beam transmitted 
toward the point xtx, and then focused at the  xrx while receiving.  The weighting factor 
hrx,tx is a component of the linear interpolation filter which considers the distance between 
the transmitting beams (xtx  and  xtx+1) and the receiving beam (xrx) 
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We refer to this imaging mode as semi-ultrafast imaging. In short, semi-ultrafast 
imaging is one of the high frame rate imaging techniques, but for the most part it is based 
on the concept of ultrafast imaging or explososcan. Since the high frame rate imaging 
technique requires fewer transmit beams, the frame rate can be improved. Compared to 
conventional imaging, the frame rate in ultrafast imaging is more than 100 times higher, 
and the frame rate in semi-ultrafast imaging is 25 times higher. However, since pre-
beamformed RF data were collected in our experiments, the developed delay-and-sum 
beamforming and image reconstruction were implemented off-line.  
In both conventional and semi-ultrafast imaging methods, the f-number in receive 
mode was set to 2.5 for the point target phantom and 2 for the other phantoms. The 
receive f-number was kept constant during dynamic receive focusing, i.e. the number of 
elements for receiving was controlled to maintain a constant receive f-number with 
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Hanning apodization. For ultrasound images, time gain control (TGC) was applied and 
images were log-scaled and displayed using a 30 dB dynamic range for the point target 
phantom and a 40 dB dynamic range for the tissue phantoms. 
3.3.4 Displacement, strain, and elasticity imaging 
The displacement vector and strain tensor components were estimated from a pair 
of ultrasound images using beamformed RF images. Displacements were estimated using 
a 2-D cross-correlation based speckle tracking method, where the magnitude of the cross-
correlation function (Eq. (1.10)) was used to obtain an integer estimate of the 
displacement, and then interpolation and phase zero-crossing (Figure 1.4) were used to 
track sub-pixel lateral and axial displacements, correspondingly [19]. A kernel, 
measuring 2.8 mm laterally and 1 mm axially, was used in speckle tracking. After 
correlation coefficients were obtained, Hanning filtering (2.8 mm lateral by 2 mm axial) 
was performed to reduce the probability of peak hopping and overall errors. In addition, 
filtering was applied to remove several peak hopping artifacts in the displacement 
estimates. The peak hopping filter detects abrupt changes in the displacements and 
interpolates the displacements of the specific region using the values from the 
surrounding regions [19]. Finally, axial strain images were generated by taking the 1-D 
derivative of the axial displacement estimates using a 1.2 mm 2-point central difference 
derivative.  
Signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR), and spatial resolution 
[2, 20] were calculated from the displacement and strain images. The SNRs of the 
displacement and strain images were analyzed from the homogeneous phantom. As a 
reference signal, a 1D axial direction linear fit of displacement and strain values was 
used. A criterion for SNR was defined by  
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where ref is a reference displacement or strain, and est is the measured displacement and 
strain data. To analyze the effect of the transmit focusing, all SNR values were calculated 
from three selected regions (region I, II and III) as depicted in Figure 3.1. Region I is 
located near the transducer, region II is in the focal region of the transmitted beam in 
conventional imaging mode, and region III is far from the transducer. The size of each 
region was 22 mm laterally and 1 mm axially. The axial length of the region was narrow 
enough to fit in the depth of field (~ 2 mm) of the focused transmitted beam used in 
conventional imaging [11]. For consistency, the size of the three regions was the same for 
both displacement and strain SNR estimates.   
The CNR of the strain imaging, assessed from the phantom with a single hard 
inclusion, was obtained by Eq. (2.2). To estimate the mean and variance of the strain in 
the lesion, a small area in the center of the inclusion was used. For background, three 
similar areas from regions I, II and III were chosen. 
To examine the results statistically, the mean and the standard deviation of SNR 
and CNR were calculated for each applied strain from 5 different sets of frames. For 
example, to estimate the standard deviation of displacement and strain for 0.34% of 
applied strain for a homogeneous phantom, five displacement and strain images 
calculated using ultrasound frames 1 and 2, 2 and 3, 3 and 4, and 4 and 5 were analyzed. 
For 0.65% applied strain, frames 1 and 3, 2 and 4, 3 and 5, 4 and 6, and 5 and 7 were 
used in the analysis. Using this approach, the displacement and strain images of each 
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frame set were independent while experimental conditions were kept the same for fair 
statistical comparison. However, the statistical values for the largest applied strains in the 
dataset could not be evaluated using this approach.   
Finally, elasticity reconstruction for the phantom with an inclusion was performed 
using the model-based reconstruction method [21]. Since the geometry of the phantom is 
well defined, a model-based approach was appropriate and demonstrated how the quality 
of ultrasound and strain images was related to the quality of the elasticity image. In the 
model-based elasticity reconstruction method, the inclusion was modeled as a layered 
cylinder, and the elasticity distribution of the phantom was assumed to be circularly 
symmetric. The reconstruction process was based on two successive steps. First, using a 
mathematical description of the phantom with an inclusion, the solution of the forward 
elastic problem was derived where the displacement and strain fields were determined 
based on the spatial distribution of Young's modulus of the object and the external 
deformation pattern. Second, the inverse problem is solved iteratively where the solution 
of the forward problem for a modeled object was compared with experimentally 
measured strains to update the unknown spatial distribution of Young's modulus. 
Young’s modulus distribution, which provided the best agreement, was assumed to be the 
distribution of elastic properties of the phantom. After elasticity reconstruction was 
completed, the CNR of the elasticity (Young’s modulus) images obtained using both 
conventional and semi-ultrafast strain images was calculated using Eq. (2.2). 
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3.4 RESULTS AND DISCUSSION 
3.4.1 Point spread function 
The conventional and semi-ultrafast ultrasound images of the phantom with 5 
point targets are shown in Figure 3.3(a) and Figure 3.3(b), correspondingly. These images 
are displayed in 30 dB log-scale dynamic range. In conventional imaging, the width of 
the point target located at the focal region (25 mm) is smaller than that located in the 
other regions. In ultrafast imaging, however, the width of the point target stays almost the 
 
   
                                         (a)                              (b) 
Figure 3.3: Ultrasound images of the phantom consisting of 5 point targets placed along 
a center line every 10 mm starting at 5 mm from the transducer surface. 
These images, reconstructed using (a) conventional and (b) semi-ultrafast 
imaging methods and displayed using a 30 dB dynamic range, cover a 20 
mm lateral and 50 mm axial region. Hanning apodization and time gain 
compensation were applied to both images. In conventional imaging 
transmit focus is at 25 mm and the transmit f-number is 1.3. Semi-ultrafast 
image does not have a focus on transmit. The receive f-number for both 
imaging modes was set to 2.5. Overall, the sizes of the point targets are 
comparable in conventional and semi-ultrafast images except for the point 
target located at the focal region. 
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same throughout the entire image since the transmitted beam was not focused. The lateral 
profiles of the point spread function (PSF) at 5, 15, 25, 35 and 45 mm depths are shown 
in Figure 3.4(a) for conventional imaging and in Figure 3.4(b) for semi-ultrafast imaging. 
In semi-ultrafast imaging, the beam width at -6 dB level is approximately 1.4 mm. At the 
focal region of the conventional imaging, the beam width is about 1 mm. However, the 
beam width increases to 1.8 mm at 35 mm and 45 mm depths. This is due to the receive 
channel limitation. For the receive f-number equal to 2.5, the 32-element receive aperture 
was fully utilized at 25 mm. In the pre-focal region, the beam width is again increased 
compared the focal plane since the smaller aperture was used to reconstruct  
 
   
                                   (a)                                                                    (b) 
Figure 3.4: Lateral profiles of the point spread function (PSF) at 5, 15, 25, 35 and 45 
mm depths for (a) conventional and (b) semi-ultrafast imaging. In the focal 
region (25 mm depth) of the conventional imaging, the beam width is about 
1 mm (full width at -6 dB level). The beam width is rapidly increasing 
outside of the focal region due to smaller aperture size (pre-focal zone) or 
fully open aperture (post focal zone).  In semi-ultrafast imaging, the beam 
width at -6 dB level is approximately 1.4 mm for all depths. The side lobes 
in conventional imaging are smaller than that in the semi-ultrafast imaging. 
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these targets. The ultrasound images and PSF profiles demonstrate that the ultrasound 
beam of the conventional imaging is rapidly converging near the focus, and diverging far 
from the focus. However, the level of the side lobes in conventional imaging is smaller 
than that in the semi-ultrafast imaging. The axial beam width of the PSF does not vary 
with the axial distance since the differences in transmitted beams in conventional and 
ultrafast imaging do not affect the axial resolution. In addition, the axial PSFs in both 
imaging methods were found comparable. 
3.4.2 Ultrasound imaging 
Experimental images of the phantom with an inclusion are shown in Figure 3.5(a) 
for conventional imaging and in Figure 3.5(b) for semi-ultrafast imaging where the 
regions inside of the dotted line (32 mm lateral by 34 mm axial) in Figure 3.1(a) are 
displayed. Since only 32 receive channels were available in conventional imaging, the 
receive aperture was fully open at 20 mm for the receive f-number of 2. Thus, the lateral 
resolution in the far-field region of the conventional image (Figure 3.5(a)) is worse 
compared to that of the semi-ultrafast image (Figure 3.5(b)) which can utilize 128 receive 
channels for reconstruction. This is not a fundamental but a practical limitation of the 
ultrasound imaging system used in this study. Although the transmit mismatch problem 
was reduced by the parallel beamforming with the weighting factor [17], the semi-
ultrafast image still exhibits vertical stripes due to incomplete overlap between transmit 
and receive apertures. To avoid this problem, the genuine explososcan or ultrafast 
imaging, achievable with 128 transmit channel system, is necessary. Other than the 
artifact, however, the semi-ultrafast ultrasound image is overall comparable with the 
conventional ultrasound image. 
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                                     (a)                                                        (b) 
Figure 3.5: Ultrasound images of a phantom with a single hard inclusion were obtained 
using (a) conventional and (b) semi-ultrafast imaging. The 32 mm lateral by 
34 mm axial region, denoted by the dotted line in Fig. 1, is shown using 40 
dB display dynamic range. 
3.4.3 Axial and lateral displacements 
It is expected that the quality of the axial and lateral displacements is affected by 
the transmit focusing employed in the conventional imaging. The SNRs of the axial 
displacements from the experimental study are presented in Figure 3.6. The bar in this 
and other graphs indicate one standard deviation. As expected, region II shows better 
axial displacement SNR than region I. In semi-ultrafast imaging, the axial displacement 
SNR is slightly lower, but shows similar behavior as in conventional imaging. It is noted, 
however, that region III exhibits the highest SNR of axial displacement (Figure 3.6) 
contrary to results obtained from the simulated images (Figure 2.11). Since the phantom 
was deformed from the top and constrained at the bottom, displacements are the highest 
in region III. In the numerical phantom model, we assumed that axial displacement was 
linear with depth [10]. However, in experimental studies, the displacement was not linear 
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with depth since the internal motion depends on the boundary condition of the phantom. 
Both top and bottom boundaries of the phantom experienced non-slip (or high friction) 
boundary conditions. Due to coupling gel between the ultrasound probe and the phantom, 
the bottom boundary was more constrained than the top boundary. Thus, the 
displacement (i.e., signal) at the bottom is the highest but the rate of the displacement 
change or deformation is low. This results in smaller strain-induced decorrelation (i.e., 
noise) and allows high SNR tracking of the axial motion in region III.  
 
     
Figure 3.6: Axial displacement SNRs from three regions of the homogeneous phantom. 
As demonstrated in the numerical simulations (Figure 2.11), region I has 
lower level SNR compared to all other regions. Due to the characteristic of 
the axial displacement and strain, region III of the conventional imaging 
exhibits the highest SNR.  
The SNRs of lateral displacements are presented in Figure 3.7. The lateral 
displacement SNR in region III is measurably lower in conventional imaging. It shows a 
good match with the numerical analysis result with 32 receive channels (Figure 2.12) and 
further demonstrates the expected influence of the 32 receive channel limitation on the 
lateral displacement SNR. Overall, the influence of the transmit beam focusing on the 
quality of axial and lateral displacements is not evidently seen in region III due to the 
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boundary condition and the receive channel limitation. Nevertheless, the SNRs of axial 
and lateral displacements are reasonably higher in the focal region of the conventional 
imaging. 
 
     
Figure 3.7: Lateral displacement SNRs from three regions in the homogeneous 
phantom. Region III of the conventional imaging shows a much lower SNR 
level primarily due to the receive channel limitation. 
3.4.4 Axial strain imaging 
The images in Figure 3.8 present the axial strain maps derived from the analytical 
model, and the strain images obtained using conventional and semi-ultrafast imaging of 
the phantom experiment with a single hard inclusion. The strain images measured using 
conventional and semi-ultrafast imaging modes closely match the ideal axial strain 
distribution obtained using an analytic model. The analytic solution describes the 
displacements and strains of the phantom with a cylindrical inclusion subjected to 
uniaxial deformation [22, 23]. Although the resolutions of the underlying conventional 
and semi-ultrafast ultrasound images were not the same, the spatial resolutions in semi-
ultrafast and conventional strain images are quite comparable. This is due to the 2.8 mm 
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lateral length of the kernel and filter employed in the block-matching motion estimation 
method. This finite length of the kernel/filter is greater than the original ultrasound 
resolution and, therefore, the differences in the lateral resolution are decreased during the 
speckle tracking process. Using a smaller kernel and also a smaller correlation filter can 
improve the spatial resolution of the strain images, but the strain SNR will be reduced 
[19]. The quality of the strain image can be improved by a sophisticated algorithm for 
speckle tracking and strain estimation such as accumulation [24] and least square fit 
strain estimation [25]. Here, the quality improvement of the strain image was not 
considered for fair comparison of both imaging methods. 
 
 0.5 %
4 %
  
                   (a)                                                  (b)                                          (c) 
Figure 3.8: Axial strain images of a phantom with a single hard inclusion obtained using 
(a) analytical model, (b) conventional, and (c) semi-ultrafast imaging. 
Applied strain was 3 %. The harder inclusion exhibits less strain compared 
to the surrounding soft tissue. Measured strain images correlate well with 
the strain map derived from the analytical solution. 
The SNRs of axial strain from three regions in a homogeneous phantom are 
shown in Figure 3.9. In semi-ultrafast imaging, all three regions exhibit comparable 
SNRs as there is no transmit focus. The SNR of axial strain in region II of the 
conventional imaging is higher than that of semi-ultrafast.  It is also higher compared to 
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the other regions of conventional ultrasound imaging. Thus, the axial strain is affected by 
the transmit focusing employed in conventional imaging. Yet, the influence of the focus 
is rapidly tapered from the out of focus region. 
 
     
Figure 3.9: Axial strain SNRs for three regions of the homogeneous phantom. 
Conventional imaging shows higher SNR in region II compared to other 
regions of conventional imaging and all regions of semi-ultrafast imaging. 
SNR of strain images obtained using semi-ultrafast imaging is nearly the 
same throughout the entire image. 
The CNR measurements, obtained using a phantom with a single hard inclusion, 
are presented in Figure 3.10. The CNRs of the axial strain behave similarly to the SNRs 
of the axial strain images. The highest CNR is in the focal region of conventional 
imaging. Due to boundary conditions, axial strain distribution is not symmetric with 
depth, i.e., the axial strain is lower at the bottom of the phantom compared to the top 
while maximum strain is reached somewhere in the middle of the phantom [22, 26]. 
Consequently, region III shows the lowest CNR since, in Eq. (2.2), the difference 
between strain in the inclusion and background is smaller for this region. Actually, to 
calculate the CNR in regions I and III, the inclusion should be positioned in those regions 
instead of  
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Figure 3.10: Axial strain CNRs for three regions of the phantom with a single hard 
inclusion. The CNR levels in semi-ultrafast imaging are the same in regions 
I and II. The difference between the CNR of semi-ultrafast and conventional 
imaging is highest in the focal zone (i.e., region II).  
the center region. However, the CNRs in Figure 3.10 show the lower limit of true CNRs 
for regions I and III.  
3.4.5 Elasticity imaging 
Finally, the reconstructed elasticity images of the phantom with single hard 
inclusion are shown in Figure 3.11. The elasticity images obtained from the axial strain 
images of conventional and semi-ultrafast imaging are nearly identical. Young’s modulus 
distribution clearly outlines the circular hard inclusion inside of the homogeneous 
phantom. The lateral profiles of Young’s modulus along the center line are plotted in 
Figure 3.12. Clearly, the quality of elasticity reconstruction is slightly different between 
conventional and semi-ultrafast imaging modes. This is further illustrated in Figure 3.13 
where elasticity CNR is compared for both imaging methods. The maximum CNR for 
both methods is reached near 3% of applied strain.  With more than 3% applied strains, 
the CNR of the elasticity images obtained using semi-ultrafast imaging is not different 
from those obtained using conventional imaging. 
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                               (a)                                                   (b) 
Figure 3.11: Elasticity images reconstructed from strain estimates obtained using (a) 
conventional and (b) semi-ultrafast imaging. A model-based reconstruction 
method was used for Young’s modulus reconstruction. 
 
 
Figure 3.12: Comparison of the Young’s modulus reconstructed using strains measured 
using conventional and semi-ultrafast imaging. The Young’s modulus 
values are plotted along the horizontal (lateral) line passing through the 
center of the inclusion.  
 
 78
 
Figure 3.13: Young’s modulus CNR of the elasticity images obtained using semi-
ultrafast and conventional images of the phantom with single hard inclusion.  
 
3.5 CONCLUSIONS 
In conventional imaging, a transmitted narrower beam with tight focus improves 
spatial resolution. The penalty for this improved resolution is that the beam diverges 
rapidly outside of the focal region. Although the resolution is better at or near the focal 
depth, it can be considerably worse away from the focal region [27]. On the other hand, a 
high frame rate imaging does not have a transmit focus, and the image quality is uniform 
throughout the entire image. However, the displacement and strain estimates exhibit 
slightly lower SNR than conventional imaging. The trade-offs between the spatial 
resolution of the ultrasound image in the focal region and the quality of the overall 
displacement and strain image were shown in both numerical and experimental studies.  
The results of our experimental and numerical study suggest that high frame rate 
ultrasound imaging can be reliably used for elasticity imaging if the frame rate is critical 
to capture the fast paced deformations. Also, the experimental study is in good agreement 
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with the numerical analysis [13]. Overall, the displacement and strain estimates obtained 
using high frame rate ultrasound imaging have tolerable levels of SNR, CNR and 
axial/lateral resolution.  
In multi-modality imaging systems, the high frame rate imaging can be used to 
reduce the time required for acquisition of ultrasound data [6, 28], thus allowing more 
time to acquire other necessary data.   
 
3.6 REFERENCES 
 
[1] B. S. Garra, E. I. Cespedes, J. Ophir, S. R. Spratt, R. A. Zuurbier, C. M. Magnant, 
and M. F. Pennanen, "Elastography of breast lesions: initial clinical results," 
Radiology, vol. 202, pp. 79-86, 1997. 
[2] T. Varghese and J. Ophir, "An analysis of elastographic contrast-to-noise ratio," 
Ultrasound in Medicine and Biology, vol. 24, pp. 915-924, 1998. 
[3] L. Gao, K. J. Parker, R. M. Lerner, and S. F. Levinson, "Imaging of the elastic 
properties of tissue--a review," Ultrasound in Medicine and Biology, vol. 22, pp. 
959-977, 1996. 
[4] T. A. Krouskop, T. M. Wheeler, F. Kallel, B. S. Garra, and T. Hall, "Elastic 
moduli of breast and prostate tissues under compression," Ultrasonic Imaging, 
vol. 20, pp. 260-274, 1998. 
[5] M. O'Donnell, "Efficient parallel receive beam forming for phased array imaging 
using phase rotation," IEEE Ultrasonic Symposium, pp. 1495-1498, 1990. 
[6] D. P. Shattuck, M. D. Weinshenker, S. W. Smith, and O. T. v. Ramm, 
"Explososcan: A parallel processing technique for high speed ultrasound imaging 
with linear phased arrays," Journal of Acoustic Society America, vol. 75, pp. 
1273-1282, 1984. 
 80
[7] O. T. von Ramm, S. W. Smith, and J. H. G. Pavy, "High-speed ultrasound 
volumetric imaging system-part II: Parallel processing and image display," IEEE 
Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 38, pp. 
109-115, 1991. 
[8] M. Fink, L. Sandrin, M. Tanter, S. Catheline, S. Chaffai, J. Bercoff, and J. L. 
Gennisson, "Ultra high speed imaging of elasticity," IEEE Ultrasonic Symposium, 
pp. 1767-1776, 2002. 
[9] B. Delannoy, R. Torquet, C. Bruneel, E. Bridoux, J. M. Rouvaen, and H. LaSota, 
"Acoustical image reconstruction in parallel-processing analog electronic 
systems," Journal of Applied Physics, vol. 50, pp. 3153-3159, 1979. 
[10] S. Park, S. Aglyamov, W. G. Scott, and S. Y. Emelianov, "Strain imaging using 
conventional and ultrasound imaging: Numerical analysis," IEEE Transactions on 
Ultrasonics, Ferroelectrics, and Frequency Control, vol. 54, pp. 987-995, 2007. 
[11] D. A. Christensen, Ultrasonic bioinstrumentation. New York: Wiley, 1988. 
[12] M. Sakhaei, A. Mahloojifar, and A. Malek, "Optimization of point spread 
function in ultrasound arrays," Ultrasonics, vol. 44, pp. 159-165, 2006. 
[13] J. Beck, S. Sethuraman, S. Mallidi, A. B. Karpiouk, S. R. Aglyamov, and S. Y. 
Emelianov, "Tissue mimicking materials and phantoms for elasticity imaging," 
Proceedings of the Fourth International Conference on the Ultrasonic 
Measurement and Imaging of Tissue Elasticity, pp. 107, 2005. 
[14] T. J. Hall, M. Bilgen, and T. A. Krouskop, "Phantom materials for elastography," 
IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 
44, pp. 1355–1365, 1997. 
[15] J. Ophir, S. K. Alam, B. Garra, F. Kallel, E. Konofagou, T. Krouskop, and T. 
Varghese, "Elastography: ultrasonic estimation and imaging of the elastic 
properties of tissues," Proceedings of the Institution of Mechanical Engineers, 
vol. 213, pp. 203-233, 1999. 
 81
[16] T. Wilson, J. Zagzebski, T. Varghese, C. Quan, M. Rao, and "The ultrasonix 
500RP: A commercial ultrasound research interface," IEEE Transactions on 
Ultrasonics, Ferroelectrics, and Frequency Control, vol. 53, 2006. 
[17] T. Hergum, T. Bjåstad, and H. Torp, "Parallel beamforming using synthetic 
transmit beams," Proceedings of the IEEE Ultrasonics symposium, pp. 1401-
1404, 2004. 
[18] J. A. Jensen, O. Holm, L. J. Jensen, H. Bendsen, S. Nikolov, B. G. Tomov, P. 
Munk, M. Hansen, K. Salomonsen, J. Hansen, K. Gormsen, H. M. Pedersen, and 
K. Gammelmark, "Ultrasound research scanner for real-time synthetic aperture 
data acquisition," IEEE Transactions on Ultrasonics, Ferroelectrics, and 
Frequency Control, vol. 52, pp. 881-891, 2005. 
[19] M. A. Lubinski, S. Y. Emelianov, and M. O'Donnell, "Speckle tracking methods 
for ultrasonic elasticity imaging using short-time correlation," IEEE Transactions 
on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 46, pp. 82-96, 1999. 
[20] S. Srinivasan, J. Ophir, and S. K. Alam, "Theoretical derivation of SNR, CNR and 
spatial resolution for a local adaptive strain estimator for elastography," 
Ultrasound in Medicine and Biology, vol. 30, pp. 1185-1197, 2004. 
[21] S. R. Aglyamov, A. R. Skovoroda, J. M. Rubin, M. O'Donnell, and S. Y. 
Emelianov, "Model-based reconstructive elasticity imaging of deep venous 
thrombosis," IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency 
Control, vol. 51, pp. 521-531, 2004. 
[22] A. R. Skovoroda, S. Y. Emelianov, A. P. Sarvazyan, and M. O'Donnell, 
"Theoretical analysis of verification of ultrasound displacement and strain 
imaging," IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency 
Control, vol. 41, pp. 302-313, 1994. 
[23] J. N. Goodier, "Concentration of stress around spherical and cylindrical inclusions 
and flaws," Journal of Applied Mechanics, Transactions of ASME, vol. 55, pp. 
39-44, 1933. 
 82
[24] M. O'Donnell, A. R. Skovoroda, B. M. Shapo, and S. Y. Emelianov, "Internal 
displacement and strain imaging using ultrasonic speckle tracking," IEEE 
Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, pp. 314-
325, 1994. 
[25] F. Kallel and J. Ophir, "A least squares estimator for elastography," Ultrasonic 
Imaging, vol. 19, pp. 195-208, 1997. 
[26] A. R. Skovoroda, S. Y. Emelianov, and M. O’Donnell, "Tissue elasticity 
reconstruction based on ultrasonic displacement and strain images," IEEE 
Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 42, pp. 
747–765, 1995. 
[27] J. L. Prince and J. M. Links, Medical imaging signals and systems. New Jersey: 
Prentice Hall, 2006. 
[28] S. Y. Emelianov, S. R. Aglyamov, J. Shah, S. Sethuraman, W. G. Scott, R. 
Schmitt, M. Motamedi, A. Karpiouk, and A. Oraevsky, "Combined ultrasound, 
optoacoustic and elasticity imaging," Proceedings of the 2004 SPIE Photonics 
West Symposium: Photons Plus Ultrasound: Imaging and Sensing, pp. 101-112, 
2004. 
 
 
 
 
 
 
 
 83
Chapter 4: Beamforming for Photoacoustic Imaging using Linear Array 
Transducer 
4.1 ABSTRACT 
Combined ultrasound and photoacoustic imaging can be implemented using a 
standard ultrasound imaging system interfaced with a pulsed laser source. Since in both 
ultrasound and photoacoustic imaging modes the acoustic waves are measured at the 
surface of the tissue using an ultrasound transducer, the combined imaging system can 
utilize the same imaging probe. However, the generation mechanisms and, therefore, the 
characteristics of the acoustic pressure waves in pulse-echo ultrasound and photoacoustic 
are different. In ultrasound imaging, the reflectivity of the tissue is the goal of the 
reconstruction. In photoacoustic imaging, the goal is to map the optical absorption 
distribution of the tissue. Photoacoustic signal is dependent on the size of the absorber 
while ultrasound pulse-echo signal generally does not rely on the size of the reflector. In 
addition, the frequency response of the photoacoustic signal is usually broader compared 
to the ultrasound signal. Thus, wide-band transducers are required in photoacoustic 
imaging whereas band-limited transducer can provide sufficient performance in 
ultrasound imaging. Due to these differences in signal generation, the grayscale 
ultrasound beamforming or image reconstruction algorithms may not achieve the desired 
image quality in photoacoustic imaging. In this chapter, we describe the main differences 
between ultrasound and photoacoustic imaging methods, and analyze the image 
formation algorithms in the array-based imaging systems. Our numerical and 
experimental studies suggest that image reconstruction algorithms can be shared in 
combined ultrasound, elasticity, and photoacoustic imaging system. 
 
 84
4.2 INTRODUCTION 
Ultrasound and photoacoustic imaging techniques are complementary and can be 
used together to visualize the morphological and physiological properties of tissue. 
Therefore, combined photoacoustic and ultrasound imaging can be utilized in various 
biomedical and clinical applications [1].  
Both ultrasound and photoacoustic imaging measure the acoustic pressure waves 
at the surface of the tissue. However, the acoustic waves are generated through 
fundamentally different mechanisms [2]. Consequently, the requirements for the 
transducers which can be used in ultrasound and photoacoustic imaging are not the same. 
For example, the frequency response of the photoacoustic signal varies with the size of 
the object whereas in ultrasound imaging the frequency content is primarily determined 
by the transmitted ultrasound pulse. Furthermore, ultrasound imaging aims at 
reconstructing the reflectivity of the tissue, whereas photoacoustic imaging is to 
reconstruct the optical absorption distribution.  
As described in chapter 1, in conventional ultrasound imaging using an array 
transducer, ultrasound beams are transmitted in a particular direction within the tissue 
and the received backscattered or reflected ultrasound waves are then dynamically 
focused at every position along the beam (Eq. (1.5)). In photoacoustic imaging, however, 
the acoustic transients are generated simultaneously in the entire volume of the laser 
irradiated tissue. Then, the generated acoustic pressure in the tissue are recorded on every 
element of the ultrasound transducer array at once and processed to form an image (Eq. 
(1.15)). Therefore, due to these differences in generation and detection of acoustic waves, 
appropriate reconstruction methods are necessary for each imaging technique. In this 
chapter, based on the main differences in ultrasound and photoacoustic imaging methods, 
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we analyzed several image formation algorithms appropriate for the array-based, 
integrated ultrasound and photoacoustic imaging system. 
4.2.1 Acoustic signal generation 
In ultrasound imaging, the transducer transmits pressure waves, and tissue 
heterogeneities including boundaries inside the tissues with different density and/or speed 
of sound (or acoustic impedance) reflect the incident ultrasound waves [2]. The reflected 
pressure waves from the surface are then detected by the ultrasound transducer to form an 
ultrasound image. Here, speckle is also generated from scatters inside the tissue. Since 
the strength of the reflected/backscattered signal is mainly determined by the impedance 
mismatch, the size of the object does not largely affect the reflected signal. Usually, the 
detected ultrasound impulse response [3] is sinusoidal signal with weighted envelope as 
shown in Figure 4.1(a). In this example, we utilized linear array transducer with 5 MHz 
center frequency and 60 % ultrasound fractional bandwidth. The frequency response of 
the detected ultrasound signal is centered at the resonance frequency of the transducer 
with a finite bandwidth as displayed in Figure 4.1(b). 
Acoustic pressure generation in photoacoustic imaging is fundamentally different 
from that in ultrasound imaging. Instead of the transducer-generated ultrasound pulse, a 
short laser pulse is transmitted into tissue. The optical absorbers inside the tissue rapidly 
expand thus generate photoacoustic pressure transients. These ultrasound waves are then 
detected by the linear array of acoustic receivers. Figure 4.1(c) illustrates the N-shaped 
signals produced from spherical absorbers of different sizes irradiated with a short laser 
pulse satisfying the thermal and stress confinement conditions [4]. Unlike in ultrasound 
imaging, the photoacoustic signal is determined by the size of the optical absorbers [5]. 
Compared to ultrasound frequency response (Figure 4.1(b)), a photoacoustic signal from 
100 µm radius sphere (solid lines in Figures 4.1(c-d)) contains higher frequency 
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components while the frequency spectrum for a 1 mm radius sphere (dotted lines in 
Figures 4.1(c-d)) is shifted towards lower frequencies. Therefore, wide-band transducer is 
generally required in photoacoustic imaging to accurately detect photoacoustic transients 
[6].  
 
             
(a)                                         (c) 
         
(b)                                         (d) 
Figure 4.1: Typical (a) temporal and (b) spectral characteristic of ultrasound signal. 
Compared to ultrasound signal, (c) temporal and (d) spectral characteristics 
of the photoacoustic signals are drastically different and highly dependent 
on the size of the optical absorber (solid line: 100 µm radius sphere, dotted 
line: 1 mm radius sphere). 
 
4.2.2 Image formation  
Reconstruction of ultrasound or photoacoustic images can be explained from the 
tomographic reconstruction point of view. In computed tomography (CT), various image 
formation methods have been developed [7]. Simple backprojection (BP) is the simplest 
method of image reconstruction as the name itself suggests [8]. To reduce the blurring 
artifacts around the boundary of the object, filtered backprojection [8] was introduced, 
and inverse Radon transform [9] is one of the reconstruction approaches in this category. 
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If the signal is projected back to a spherical surface, this reconstruction technique is 
called inverse spherical Radon transform [9, 10]. Finally, Fourier reconstruction [11] also 
can be used for fast image formation using digital signal processors. 
Due to the wave scattering effect in ultrasound imaging, no filtering is necessary 
in ultrasound image reconstruction using simple backprojection [8]. Generally, the simple 
backprojection is equivalent to delay-and-sum (DAS) beamforming [12]. Delay-and-sum 
beamforming is commonly used in ultrasound imaging and it is often performed 
maintaining a fixed f-number [6]. The main concern of reconstruction of ultrasound 
image is to accurately represent the reflectivity of the tissues. To extract the reflectivity 
from the detected signal, the influence of the finite duration of the pulse produced by the 
ultrasound transducer needs to be eliminated. Deconvolution - one of the inverse filtering 
techniques - can, in principle, be used to enhance the spatial resolution and also to reduce 
speckle. Figure 4.2(a) shows the reconstructed reflectivity from the surface of the object 
when the deconvolution is ideally performed. In practice, however, deconvolution  
 
       
(a)                                                (b) 
       
(c)                                                (d) 
Figure 4.2: (a) Reflectivity from the surface of the spherical object, (b) ultrasound RF 
(solid line) and envelope detected (dotted line) signal. Optical absorption 
distribution of the same object (c) and corresponding initial photoacoustic 
pressure (d). 
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introduces artifacts and, therefore, it has not been accepted as image improvement in 
clinical applications [13-15]. Instead, envelope detection is widely used in ultrasound 
imaging. Furthermore, it makes the display easier to read, especially in the grayscale B-
mode imaging. Although envelope detection may lose some of information, it lowers the 
frequency requirements of electronic components of the imaging system [6]. Envelope 
detected signal is illustrated in Figure 4.2(b) in a dotted line. 
In photoacoustic imaging, optical absorption distribution (Figure 4.2(c)) needs to 
be reconstructed from the photoacoustic transient shown in Figure 4.2(d). In contrast with 
ultrasound imaging, inverse spherical Radon transform (Eq. (1.18)), filtered 
backprojection (e.g., exact or modified backprojection (Eq. (1.19)) or Fourier 
reconstruction (Eq. (1.23)) must be employed to reconstruct the distribution of the 
absorbers in photoacoustic imaging [10, 16, 17]. Similar to the ultrasound image 
reconstruction, deconvolution can be applied to remove the influence of the ultrasound 
receiver if wide-band transducer is used [15, 18]. The ideally reconstructed absorption 
distribution from the spherical absorber is depicted in Figure 4.2(c), and the ideal 
photoacoustic wave for this spherical absorber is shown in Figure 4.2(d). 
 
4.3 MATERIALS AND METHODS 
4.3.1 Phantoms 
The experiments were first performed to measure frequency characteristics of the 
transducer array. A thick metal plate was used to measure transmit/receive frequency 
response of the ultrasound transducer array. To acquire a frequency response in the 
photoacoustic imaging, a thin black film was irradiated with laser pulse and the 
photoacoustic wave was detected using the same transducer array. Since the 
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photoacoustic response from the thin absorbing layer is expected to be a delta function 
pressure impulse [5], the impulse response of the transducer acting as a receiver can be 
measured.  
To investigate the quality of the photoacoustic images obtained using various 
image reconstruction or beamforming methods, we performed both numerical and 
experimental studies. In numerical analysis, 100 µm radius and 1 mm radius spherical 
absorbers positioned 30 mm away from the surface of the ultrasound transducer array 
were modeled. In experimental studies, porcine tissue with five optical absorbers (0.5 
mm diameter graphite rods) inserted at various locations was imaged.  
4.3.2 Imaging system  
Sonix RP ultrasound imaging system (Ultrasonix Medical Corp.) was used for RF 
data acquisition [19]. This 64/32 transmit/receive channel system was interfaced with a 5 
MHz center frequency, 38 mm wide, 128 elements linear array transducer (L14-5/38). 
Using the software development kit (SDK), ultrasound and photoacoustic data acquisition 
module was programmed in C language. Both ultrasound and photoacoustic imaging 
utilized the same transducer.  
The system setup is illustrated in Figure 4.3. In photoacoustic imaging, the 
Nd:YAG laser (532 nm wavelength, 5 ns pulse duration, 20 Hz repetition rate) and 
tunable OPO laser (680-950 nm wavelength, 5 ns pulse duration, 10 Hz repetition rate) 
were used.  
 90
 
Figure 4.3: Experimental setup for combined ultrasound and photoacoustic imaging. 
Dotted line indicates a simplified trajectory of the laser beam irradiating the 
tissue from both side of the transducer. 
4.3.3 Laser light delivery 
There are two light delivery and detection modes in photoacoustic imaging [20]. 
When the light delivery and the detector are in opposite directions, it is called “forward” 
mode. Forward mode is simple to implement, but it is limited by applications in in-vivo 
studies. Thus, “backward” mode which delivers the laser light and receives the signal 
from the same side is preferred.  
In addition, a broad area illumination is more efficient than a small beam. Based 
on the diffusion theory concept, small beam area reduces the penetration depth because 
the lateral spreading of the beam is greater than that of broad beam area [4, 21]. 
Therefore, a broader beam can maximize the exposure of deep structures.  
To implement the backward mode with a broad beam area, the laser irradiation 
was delivered from the top of the phantom by using lenses, a beam-splitter, and several 
mirrors to split the beam and irradiate the object from both side of the array transducer 
[21]. The dotted line in Figure 4.3 shows the simplified trajectory of the laser beam and 
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position of the ultrasound transducer. The detailed diagram is illustrated in Figure 4.4. 
The rays were calculated using optical system design software (Zemax, ZEMAX 
Development Corporation, Bellevue, WA). The imaging object is placed in the 
intersection area of the laser beams between the two mirrors around the transducer. Since 
the OPO laser is in the 680 - 950 nm range, the mirrors and beamsplitter which are the 
most effective in the near-infrared region (NIR, 700 - 1100 nm) were chosen. As the laser 
light is passing through several optical elements, it was necessary to use the coated 
optical components to increase the throughput of the light delivery system. For lenses and 
beamsplitters, anti-reflection coating of each component can reduce complications caused 
by reflections traveling backwards through the elements. The anti-reflection coating is 
designed so that the relative phase shift between the beam reflected at the upper and 
lower boundary of the film is 180°. Different from lenses and beamsplitter, mirrors need 
reflection coatings which provide increased reflection. The protected gold coating is used 
for the mirror since it offers high reflectance in the NIR region.  
 
 
(a)     (b) 
Figure 4.4: The trajectory of the laser beam irradiating the tissue from both side of the 
transducer. (a) Side-view including both sides light delivery, and (b) view 
with an angle (shown right side only) 
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4.4 RESULTS AND DISCUSSION 
4.4.1 Frequency responses 
The frequency content of the photoacoustic signal is analyzed in Figure 4.5 where 
the dominant frequency of photoacoustic signal is plotted as a function of the sphere 
diameter [22]. For example, for a particular 0.2 mm diameter sphere, a transducer 
operating at frequency below 5 MHz can detect slowly changing signals corresponding to 
the inside contents of the sphere, but the transducer with frequencies above 5 MHz can 
only image the boundaries of this sphere. To capture tissue structure in photoacoustic 
images, the acoustic detectors must be capable of resolving rapid changes in 
photoacoustic signals associated with edges and boundaries of the object and reproducing 
slow changes associated with smooth variation in optical properties within the object. 
 
 
Figure 4.5: The frequency at which the inside content of the solid sphere is detectable in 
photoacoustic signal. 
To further demonstrate the influence of size of the optical absorber and its 
relationship with frequency spectrum of photoacoustic signal, photoacoustic images of a 
solid optical absorber were obtained with transducers operating at various center 
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frequencies and fractional bandwidths [22]. A spherical, 1 mm diameter absorber was 
positioned 15 mm away from the transducer and 10 mm off axis of the 40 mm by 50 mm 
phantom.  When the sphere was imaged with a 5 MHz, 60% fractional bandwidth array 
transducer (Figure 4.6(a)), only the high frequency components of the photoacoustic 
signal were captured and the image depicted only the boundaries of the absorber. When 
the fractional bandwidth of the transducer was increased to 100% while the center 
frequency remained the same (5 MHz), lower frequency components and, therefore, 
internal parts of the absorber are visible (Figure 4.6(b)). Finally, the entire sphere was 
well imaged using lower center frequency (1 MHz) and only 60% fractional bandwidth 
transducer (Figure 4.6(c)). 
 
   
                  (a)                                       (b)                                   (c) 
Figure 4.6: Photoacoustic images of 1 mm diameter solid spherical absorber obtained 
with transducer array operating at (a) 5 MHz, 60% fractional bandwidth (b) 
5 MHz, 100%, and (c) 1 MHz, 60%. All images cover 17 mm (lateral) by 24 
mm (axial) region containing the optical absorber. 
Although the characteristic of the transducer is important to image photoacoustic 
imaging, the same transducer was used for both ultrasound and photoacoustic imaging in 
the combined imaging system. In this case, the frequency response of the transducer was 
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not the same for both imaging. In ultrasound imaging, the received acoustic signal is 
affected by both transmit and receive characteristics of the transducer. In photoacoustic 
imaging, however, only receive property of the ultrasound transducer is utilized. The 
frequency responses measured in ultrasound and photoacoustic imaging modes are 
presented in Figure 4.7. For a fair comparison, a broad ultrasound transmit beam was 
used to measure the spectrum in the ultrasound imaging mode [23]. Compared to 
ultrasound imaging (Figure 4.7(a)), the frequency response in photoacoustic imaging 
(Figure 4.7(b)) has broader bandwidth with the center frequency somewhat lower than 
the transducer resonant frequency. Nevertheless, this transducer is band-limited even in 
the receive mode.  
 
              
(a)                                                                      (b) 
Figure 4.7: Frequency responses: (a) ultrasound imaging mode, and (b) photoacoustic 
imaging mode. 
4.4.2 Photoacoustic image reconstruction 
Figures 4.8(a) and 4.9(a) show the photoacoustic pressures reconstructed using 
DAS, modified BP, inverse spherical Radon transform, and Fourier approach. The 
simulated signals from 1 mm radius and 100 µm radius spheres were detected using 
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wide-band (ideal) transducer. In the DAS approach, the pressure is detected without any 
filtering and, therefore, the signal closely resembles the N-shape profile. Thus, unlike 
other reconstruction methods for photoacoustic imaging, DAS beamforming does not 
reconstruct the absorption distribution.  
 
 
(a)                                                 (b) 
Figure 4.8: Reconstructed (top to bottom: DAS, modified BP, inverse spherical radon, 
and Fourier reconstruction) photoacoustic signals from a 1 mm radius 
spherical absorber measured using (a) ideal wide-band detector, and (b) 
band-limited ultrasound transducer (solid line: reconstructed signal, dotted 
line: envelope detected signal).  
However, the ultrasound transducer used in our experiments is not ideally wide-
band (Figure 4.7). The reconstructed signals from the band-limited transducer are 
presented in Figures 4.8(b) and 4.9(b) (solid lines). For a large absorber (Figure 4.8(b)), 
the boundaries of the object were enhanced but the overall pressure profile is 
deteriorated. In this case the deconvolution approach to eliminate the influence of the 
receiver is not preferable because the frequency components outside of the transducer 
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bandwidth are lost and cannot be recovered. Thus a deconvolution process creates 
significant artifacts in photoacoustic imaging. Similar to ultrasound imaging, envelope 
detection can be used to overcome the frequency band limit of the receiving transducer 
(dotted line in Figures 4.8(b) and 4.9(b)). Clearly, the envelope detected signals are 
almost the same for all reconstruction methods – the boundaries of the 1 mm radius 
sphere and entire 100 µm were recovered. Therefore, DAS can be a reliable image 
reconstruction method in photoacoustic imaging if the band-limited transducer is used.  
Finally, the 40 mm laterally and 10 mm axially images of porcine tissue are 
presented in Figure 4.10. Figure 4.10(a) is an ultrasound image where all five graphite 
 
    
(a)                                                          (b) 
Figure 4.9: Reconstructed (top to bottom: DAS, modified BP, inverse spherical radon, 
and Fourier reconstruction) signals from a 100 µm radius spherical absorber 
using (a) ideal wide-band detector, and (b) band-limited ultrasound 
transducer (solid line: reconstructed signal, dotted: envelope detected 
signal). 
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rods are visible as bright hyperechoic regions within speckled background. Figures 
4.10(b-c) show photoacoustic images reconstructed using DAS approach, and Figures 
4.10(d-e) display photoacoustic images reconstructed using modified BP method. For  
 
(a)  
(b)  
(c)  
(d)  
(e)  
Figure 4.10: Images (40 mm lateral x 10 mm axial) from porcine tissue with 5 graphite 
rods (a) ultrasound image, (b) photoacoustic image from DAS in 40 dB 
dynamic range, (c) in 20 dB, (d) photoacoustic image from modified BP in 
40 dB, and (e) in 20 dB. 
both image reconstruction methods, the receive f-number was set to 2.  Images in Figures  
4.10(b) and 4.10(d) are displayed using 40 dB display dynamic range, and the display 
dynamic range was set to 20 dB in images presented in Figures 4.10(c) and 4.10(e). Due 
to the uneven laser light illumination, the graphite rod located on the left side is not 
visible in photoacoustic images. However, there are no significant differences between 
each pair of reconstructed images (e.g., Figure 4.10(c) and 4.10(e)).  Note that the 40 dB 
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photoacoustic images in Figures 4.10(b) and 4.10(d) display speckle-like structures while 
the speckle is not visible in 20 dB photoacoustic images (Figures 4.10(c) and 4.10(e)) 
because there is a significant contrast between the strong absorbers and the surrounding 
tissue. 
 
4.5 CONCLUSIONS 
Although the acoustic signals measured in ultrasound and photoacoustic imaging 
are fundamentally different, the results of our numerical and experimental studies 
demonstrate that photoacoustic imaging system can be integrated with ultrasound 
imaging system. Furthermore, no significant modifications of the ultrasound imaging 
system and signal/image processing algorithms are required if the same ultrasound 
transducer array is used. Therefore, ultrasound transducer, data acquisition hardware, and 
even image reconstruction algorithms, such as delay and sum beamforming, can be 
shared between ultrasound and photoacoustic imaging.  
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Chapter 5: Adaptive Beamforming for Photoacoustic Imaging 
5.1 ABSTRACT 
An adaptive photoacoustic image reconstruction technique that combines the 
coherence factor (CF) weighting and minimum variance (MV) method is introduced. The 
backprojection method is widely used to reconstruct photoacoustic tomographic images. 
Due to light scattering, the quality of the photoacoustic imaging can be degraded. 
Coherence factor, an adaptive weighting technique, is known to improve the lateral 
resolution of photoacoustic images. In addition, a minimum variance adaptive 
beamforming method can further improve the image quality by suppressing signals from 
off-axis directions. In this chapter, the studies were performed to quantify the spatial 
resolution and contrast of the adaptive photoacoustic beamforming methods. 
 
5.2 INTRODUCTION 
When photoacoustic signals are detected using an array-based transducer for 
subsequent use in a limited view angle tomography, such as B-scan imaging, the 
backprojection method can be implemented based on delay and sum (DAS) ultrasound 
beamforming [1, 2]. In the presence of strong light scattering, acoustic velocity 
inhomogeneities or phase aberrations, the spatial resolution and contrast of the 
photoacoustic images can be degraded. An adaptive weighting method such as coherence 
factor (CF) technique has been shown to improve the image quality significantly in 
ultrasound and photoacoustic imaging [3-9]. In addition, photoacoustic images can be 
further improved by applying beamforming techniques developed in ultrasound imaging. 
In ultrasound imaging, Gaussian, Hanning, or Hamming apodization (i.e, aperture 
weighting) is commonly used to reduce sidelobes, yet this broadens the mainlobe [10]. In 
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other words, resolution is sacrificed to decrease artifacts and increase contrast. Since 
photoacoustic imaging is based on a one-way propagation of the response, the general 
apodization is not as beneficial as in the ultrasound imaging [2, 11, 12]. Instead of 
utilizing the general aperture weighting, further enhancement of the image quality can be 
achieved by applying the minimum variance (MV) adaptive method. In this method, the 
optimal aperture weights are employed to minimize the variance of each dynamic receive 
focus [13-17]. The MV method has mostly been studied in narrowband ultrasound 
applications, but it can be applied to broadband imaging with dynamic pre-focusing and 
spatial smoothing [13, 15]. By suppressing signals from off-axis directions, the MV 
method can decrease the sidelobes, and also reduce the mainlobe width. 
In this chapter, a photoacoustic image formation technique, based on DAS 
beamforming with adaptive weighting and apodization methods, is introduced. 
Experiments were performed to analyze the spatial resolution and contrast using a 
phantom with point targets and a phantom with an inclusion inside, respectively. It is 
demonstrated that CF weighting with an MV adaptive method improves the quality of 
photoacoustic images. 
 
5.3 ADAPTIVE BEAMFORMING 
In the backprojection or DAS beamforming method, received signals are 
dynamically focused to form an image. Assuming that we have an array of M elements, 
the pre-focused and aligned signal based on delays from each elements at reconstruction 
time t is given by X(t) = [x1(t) … xM(t)]H (X: Mx1 matrix, H denotes the conjugate 
transpose). The output of the beamformer b(t) can be expressed as a weighted sum of the 
pre-focused data: 
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where wm is the aperture weight for the transducer element m, and W(t) = [w1(t) … 
wM(t)]H (W: Mx1 matrix). If W = [1 1 … 1]T (T denotes the transpose), Eq. (5.1) 
represents a simple DAS beamforming [10, 15]. When the photoacoustic RF data from a 
point source is received as shown in Figure 5.1(a), the signals at the position of the point 
source will be aligned as shown in Figure 5.2(a). Such alignment can take place if the  
 
    
(a)                                                      (b) 
Figure 5.1: (a) The received photoacoustic RF data before beamforming from a point 
source, and (b) beamformed image of the received RF data. 
 
 
                   (a)                                         (b)                                          (c) 
Figure 5.2: The pre-focused and aligned signal based on delays from each element at 
the reconstruction position. (a) is perfectly coherent, and (b) and (c) have 
focusing error (off-axis signal).  
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signal is perfectly coherent [18]. The signals are then summed in the direction of the 
arrow at every reconstruction position to produce the beamformed image as presented in 
Figure 5.1(b). 
Although the beamformed image in Figure 5.1(b) clearly reconstructs the point 
source, it is necessary to reduce the artifacts around the point source. To find the 
normalized optimal aperture weights that suppress noise and off-axial signals, the MV 
beamformer [13, 15] seeks to minimize the power of the beamformed signal b(t) which is 
E[|b(t)|2] while maintaining unit gain in the focal point. This optimization problem is 
mathematically expressed as 
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where a (Mx1 matrix) is the steering vector, which contains the time-delays that direct the 
beam in a specific direction, and R (MxM matrix) is the covariance matrix expressed as 
R(t) = E[X(t)X(t)H] assuming E[X(t)] = 0. The solution (WMV: Mx1 matrix, optimal 
aperture weights) of Eq. (5.2) by Lagrangian multiplier theory [14] is  
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Since X was acquired by applying the appropriate delays on each of the received 
signals to focus the signals in a specific direction, Eq. (5.3) can be computed with the 
steering vector a = [1 1 … 1]T. To obtain a good estimate of the covariance matrix, 
spatial smoothing in which the array was divided into M – L + 1 overlapping subgroups 
and the covariance matrices for all subarrays were averaged was utilized [13, 15, 19]. In 
this way, the covariance matrix is spatially smoothed, and it is used to avoid signal 
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cancellation if signals are correlated. Then, the estimated covariance matrix RSS (LxL 
matrix) becomes  
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where L is the number of subarray elements and Xl(t)= [xl(t) xl+1(t) … xl+L-1(t)]H (Xl: Lx1 
matrix). The parameter Rss from Eq. (5.4) replaces R in Eq. (5.3). According to [6, 20], 
the spatially smoothed covariance matrix estimate will always become non-singular if the 
size of the subarray satisfies L < M/2. After the optimal aperture weights (WMV-SS: Lx1 
matrix) were computed, we can obtain the final beamformed output from the MV 
adaptive method using 
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With the MV adaptive method, the signal coherence can also be adaptively 
considered, which is known as the coherence factor [4, 5]. The coherence factor is 
defined as 
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then the beamformed output using the coherence factor is 
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The CF is a real quantity ranging from 0 to 1 which indicates the degree of in 
phase addition among the delayed signals [5, 18]. The CF is maximal when the delayed 
signals are identical across the aperture. For example, CF in Figure 5.2(a) is 1 since it is 
perfectly coherent, but CFs in Figures 5.2(b) and 5.2(c) are less than 1.  
 
5.4 MATERIALS AND METHODS 
Experiments were performed to show improvement of the spatial resolution and 
contrast of the photoacoustic images reconstructed using the adaptive weighting and 
apodization method. The first set of experiments was conducted using a phantom with 
point targets. Four 250 µm diameter blue nylon strings, oriented orthogonally to the 
imaging plane and representing point targets, were placed in a 20% milk solution 
(reduced scattering coefficient: 5 cm-1, optical absorption coefficient: 0.005 cm-1 [21, 
22]). The point targets were positioned along the vertical depth axis every 10 mm with 
the first point target located 3 mm away from the transducer surface. For the contrast 
comparison, a phantom with an inclusion was constructed. The phantom contained 6% of 
porcine gelatin mixed with 1% of amberlite in the background. The 10 mm-diameter 
circular inclusion was made out of 12% of porcine gelatin, 1% of amberlite, and 0.01% of 
graphite (optical absorption coefficient: 3.17 cm-1). Here, the amberlite particles were 
acting as the light and sound scatterers, and the graphite flakes were used as optical 
absorbers. The inclusion was positioned in the center of the phantom so that the center of 
the inclusion was 25 mm away from the top of the transducer. 
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Ultrasound imaging system (Cortex, Winprobe Corporation, North Palm Beach, 
FL, USA) was used for RF data acquisition. To image the point sources, this ultrasound 
imaging system was interfaced with a 7 MHz center frequency, 14 mm wide, and 128 
element linear array transducer. To image the inclusion phantom, a 5 MHz center 
frequency, 38 mm wide, and 128 element linear array transducer was used. Furthermore, 
the ultrasound imaging system was connected to an OPO laser system (7 ns pulse 
duration, 10 Hz repetition rate, and 12.5 mJ/cm2 fluence at 720 nm wavelength). To 
image the phantom with point sources, the transducer was always positioned at the top 
while the laser was delivered from the top in case of the phantom with point sources and 
from bottom in case of the phantom with an inclusion.  
Both the MV adaptive method (Eq. (5.5)) and the CF weighting (Eq. (5.7)) are 
dependent on the characteristics of the received data. Although MV method calculates the 
apodization weighting factors which minimize the variance of the beamformed signal, it 
can lead to unexpected weighting factors due to unstable property of the data. In this 
case, CF weighing can help to reduce the problem by weighing the output from the MV 
method based on signal coherence. Therefore, the MV adaptive method combined with 
the CF weighting is suggested to improve the adaptive beamforming. The beamforming 
equation combining the MV adaptive method and the CF weighting is 
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After photoacoustic data were acquired from the imaging system, reconstruction 
was performed using a simple DAS beamforming method (Eq. (5.1)), DAS with MV 
adaptive method (Eq. (5.5)), DAS with CF weighting (Eq. (5.7)), and DAS with both CF 
weighting and MV adaptive method (Eq. (5.8)). In MV adaptive methods, subarray 
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elements L = 60 and L = 32 were chosen to employ the optimal weights for point targets 
and the inclusion phantom, correspondingly [13, 15, 17].  
 
5.4 RESULTS AND DISCUSSION 
The photoacoustic images of the phantom with four point sources, presented in 
Figures 5.3(a)-5.3(d), were reconstructed using the simple DAS method, DAS with MV 
method, DAS with CF weighting, and DAS with CF and MV method, respectively. These 
beamformed images, measuring 14 mm laterally and 40 mm axially, are displayed using 
a 35 dB log-scale dynamic range. Although the MV method (Figure 5.3(b)) helps to 
reduce the beamforming artifacts, the CF weighting drastically improves the image in 
Figure 5.3(c). In a combined MV adaptive method and CF weighting (Figure 5.3(d)), the 
lateral resolution is further improved.  
In general, the spatial resolution is determined by the minimal distance between 
two resolvable points. However, using numerical analysis [2], we confirmed that the 
resolution of our beamforming approach can be evaluated from the width of the mainlobe 
obtained from a single point source. To quantitatively analyze the lateral resolution, the 
lateral profiles of the point spread function (PSF), at 3, 13, 23, and 33 mm depths, are 
presented in Figure 5.4. For every point, the CF weighting reduces the sidelobes by 15 to 
20 dB compared to simple DAS beamforming. Using the MV method with CF weighting, 
the sidelobe level is additionally lowered compared to the PSF using CF weighting only. 
Also, the width of the mainlobe in the CF weighted image was decreased approximately 
20–30% from that of the simple DAS image. It was further reduced, by more than 20%, 
in the image reconstructed by combined MV method and CF weighting.  
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   (a)                                (b)                                 (c)                                 (d) 
Figure 5.3: Photoacoustic images (35 dB log gray scale dynamic range, 14 mm laterally 
by 40 mm axially) of a phantom with four point targets reconstructed using 
(a) DAS, (b) DAS+MV, (c) DAS+CF, and (d) DAS+CF+MV 
 
Figure 5.5 shows the reconstructed photoacoustic images from the inclusion 
phantom, which used DAS beamforming with CF weighting and/or MV method. The 
beamformed images, measuring 20 mm laterally by 20 mm axially, are displayed using a 
45 dB log-scale dynamic range. Image contrast was calculated using the signal amplitude  
measured inside of the inclusion and in the background [23]. The contrast of the  
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(a)                                                                  (b) 
 
(c)                                                                 (d) 
Figure 5.4:  Lateral profiles of the point spread function (PSF) at (a) 3 mm, (b) 13 mm, 
(c) 23 mm, and (d) 33 mm depth 
 
beamformed images using DAS (Figure 5.5(a)) is slightly less than 16 dB, using DAS 
with MV method (Figure 5.5(b)) is slightly more than 16 dB, using DAS with CF 
weighting (Figure 5.5(c)) is 24 dB, and using DAS with MV and CF (Figure 5.5(d)) is 
almost 26 dB. As demonstrated in Figure 5.5, the photoacoustic image using CF 
weighting was improved noticeably due to the reduction of the sidelobe level since CF 
weighting keeps the in-phase signal and reduces  
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(a) (b)
  
(c) (d)
Figure 5.5: Photoacoustic images (45 dB log gray scale dynamic range, 20 mm laterally 
by 20 mm axially) of a phantom with a circular inclusion reconstructed 
using (a) DAS, (b) DAS+MV, (c) DAS+CF, and (d) DAS+CF+MV  
 
the out-of-phase signal. Although the improvement of the image quality using both MV 
and CF is subtle compared to the CF weighting, the beamforming artifacts are still clearly 
reduced around the inclusion. 
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5.5 CONCLUSIONS 
The MV adaptive method and CF weighting were applied with the DAS 
beamforming for photoacoustic imaging. Although the CF weighting can significantly 
improve the photoacoustic image quality, the MV adaptive method can further enhance 
the spatial resolution and contrast. Experimental photoacoustic imaging studies 
demonstrated the superior performance of MV adaptive method when combined with CF 
weighting. 
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Chapter 6: Conclusions and Future work 
6.1 MOTIVATION 
By integrating three complementary imaging techniques – ultrasound, elasticity 
and photoacoustic imaging, a combined imaging system using array transducer can be 
developed. The combined imaging system is feasible for cancer detection, diagnosis and 
therapy monitoring [1-4].  
First, ultrasonic imaging helps to visualize the anatomy of the tissue structures, 
elasticity imaging detects the pathologies based on the biomechanical properties of the 
tumor, and photoacoustic imaging takes advantage of high optical contrast and low 
acoustic scattering. Figure 6.1 shows the experimental images from the combined 
imaging system using a phantom with an inclusion inside. To prove the supplementary 
functionality of elasticity and photoacoustic imaging, the ultrasound scattering 
coefficients of the inclusion and background were prepared similarly, but the inclusion 
was twice as stiff and had stronger optical absorbers than background. The inclusion can  
 
   
             (a)                                         (b)                                       (c) 
Figure 6.1: Experimental images of a phantom with an inclusion using the combined 
ultrasound, elasticity, and photoacoustic imaging system:. (a) ultrasound 
image (b) strain image (c) photoacoustic image 
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not be easily differentiated in the ultrasound image as demonstrated in Figure 6.1(a). 
However, the strain image (Figure 6.1(b)) and photoacoustic image (Figure 6.1(c)) 
clearly visualize the differences in mechanical and optical properties of the inclusion. 
Although none of the imaging methods is superior to another, the combined imaging 
methods are complementary and together they may provide the synergistic information 
needed for the reliable detection and diagnosis of cancer. 
Second, the location of some tumors, for example breast cancer, is typically 
several centimeters below the skin surface. Internal deformations, needed for elasticity 
imaging, can be created using free-hand surface deformations produced by the imaging 
probe itself [5, 6]. The location of tumors is also critical for photoacoustic imaging due to 
the limitations of the light penetration into the tissue. To implement the real-time multi-
modality imaging system, especially, it is necessary to reduce data acquisition time. 
High-frame rate ultrasound imaging can be one of the solutions.  
Third, the combined ultrasound, elasticity, and photoacoustic imaging system 
utilizes the same ultrasound imaging system including the array transducer [2]. Indeed, to 
implement combined imaging, the existing clinical ultrasound imaging systems will not 
require any significant modification. As discussed in Chapter 1, ultrasound imaging is 
widely used in various applications. Only pulsed laser is needed to enable photoacoustic 
imaging in ultrasound scanners. Although the pulsed laser will increase the cost of the 
system, low cost pulsed laser such as pulsed diode laser maybe applicable in some 
applications of combined imaging [7]. Furthermore, new laser sources are currently 
investigated for various medical applications and may become available for 
photoacoustic imaging. Once the typical ultrasound system and a pulsed laser are 
available, a combined imaging system can be implemented at relatively low cost.  
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Finally, the system is totally non-invasive, painless, and safe for the patient. One 
of the well-promoted advantages of ultrasound in medical imaging is its safety. At 
present, the evidence indicates that bioeffects due the exposure to the general diagnostic 
ultrasound imaging system is minimal. However, laser irradiation of the tissue could raise 
a safety concern since the thermal damage of the local tissue can happen. Generally, the 
laser radiant fluence levels during photoacoustic imaging are kept low (20 mJ/cm2) to 
conform to general standards for safe use of lasers on biological tissues [8]. Also, the 
pulse duration is shorter than the thermal relaxation time of the tissue to avoid the tissue 
damage. The temperature change during the photoacoustic imaging was investigated by 
Sethuraman et al. [9] and the results of the study suggest the safety of the photoacoustic 
imaging in terms of thermal damage of the imaged tissue. 
 
6.2 SUMMARY OF THE RESEARCH 
To investigate the feasibility of the combined imaging system, we first developed 
numerical models of ultrasound, elasticity and photoacoustic imaging. Using analytical 
models, numerical simulations were performed to simulate an array-based ultrasound, 
elasticity and photoacoustic imaging systems. In ultrasound imaging, imaging modes 
ranging from conventional to high-frame rate imaging were studied. In elasticity imaging, 
the quality of the strain images obtained from simulated conventional and ultrafast 
ultrasound images were compared (Chapter 2). Although the quality of the ultrafast 
ultrasound imaging is degraded, the numerical analysis showed that the strain images 
between conventional and ultrafast imaging are comparable. Then, photoacoustic 
imaging was simulated using phantom models with various optical absorptions. 
Once all necessary algorithms were developed, a combined imaging system was 
implemented using commercial ultrasound imaging systems (Chapter 3, 4 and 5). 
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Combined imaging system was based on an ultrasonic linear array transducer which was 
employed to transmit/receive acoustic signals in ultrasound imaging, to apply 
deformation in elasticity imaging, and to capture the signals in photoacoustic imaging. 
Pulsed laser source were used for photoacoustic imaging. Using the ultrasound imaging 
system, a custom-built interface to acquire ultrasonic and photoacoustic data was 
developed. Stain and elasticity image processing algorithms using the beamformed 
ultrasound images were implemented off-line.  
The performance of the combined imaging system was evaluated in the 
experimental studies using point target and tissue mimicking phantoms (Chapter 3 and 
Chapter 5). In ultrasound imaging, the point spread functions were measured and 
contrasted for different imaging modes. Furthermore, phantoms were used to compare the 
elasticity images. In elasticity imaging, the quality of the strain images obtained from 
conventional and high frame rate (ultrafast) ultrasound imaging were quantitatively 
compared. The results of the experimental study suggest that high frame rate ultrasound 
imaging can be reliably used for elasticity imaging if the frame rate is critical to capture 
the fast paced deformations.  
Since the same ultrasound array transducer was used for photoacoustic imaging, 
the image formation algorithms (beamforming) of the array-based ultrasound and 
photoacoustic imaging were investigated (Chapter 4). Although the acoustic signals 
measured in ultrasound and photoacoustic imaging are fundamentally different, it was 
demonstrated that image reconstruction algorithms can be shared between ultrasound and 
photoacoustic imaging. Finally, to improve the quality of the photoacoustic image, 
adaptive beamforming methods were investigated (Chapter 5). The study proved that the 
coherence factor (CF) with minimum variance (MV) method can enhance both the spatial 
resolution and also contrast in photoacoustic images. 
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6.3 LIMITATIONS 
6.3.1 Real-time multi-modal imaging system 
To utilize the multi-modal imaging system in clinical applications, it is necessary 
to develop a real-time imaging system. Since the beamforming in ultrasound and 
photoacoustic imaging, and the motion tracking in elasticity imaging can be implemented 
in real-time (e.g. 30 frames per second (fps)), the constraints of real-time combined 
imaging system are related to limitations of both ultrasound and laser systems. For 
instance, if the ultrasound imaging system consists of N channels and M-element array 
transducer, a single laser pulse is sufficient to obtain one photoacoustic image if number 
of chaneels N is the same or greater than the number of transducer elements M. Then, the 
pulse repetition frequency (PRF) of the pulsed laser should be more than 30 Hz to 
achieve the 30 fps real-time photoacoustic imaging. If the ultrasound imaging system has 
channel limitation, the requirements for PRF of the laser source increases to 
30·round(M/N) Hz. For example, if only a single channel is available (N = 1), the 
requirement of the PRF increases to 30·M Hz.  
To generate photoacoustic signals, the laser-pulse duration also should be 
controlled as described in Chapter 1. For instance, a blood vessel inside the tissue can be 
imaged using photoacoustic imaging. The diameters of the blood vessels range from 
several micrometers to several centimeters [10]. If the diameter of an artery is 1 cm, the 
pulse duration should be less than 6 µsec to satisfy the stress (and, in this case, thermal) 
confinement. On the other hand, if the diameter of a capillary is 10 µm, the pulse duration 
needs to be less than 6 nsec.  
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Even if an appropriate laser source is used to generate the photoacoustic signal, 
the detected acoustic signal can be affected by the detector as shown in Chapter 4. Since 
the combined ultrasound imaging system is more likely to use the band-limited 
ultrasound transducer, the detected signal is band-pass filtered such that the low or high 
frequency components are lost. Even if a broad-band transducer is utilized, the sampling 
frequency of the ultrasound system can limit the bandwidth of the detected signal and 
therefore affect the original property of the photoacoustic signal.  
In case all necessary conditions for the real-time imaging system are satisfied, the 
ultrasound sequencer should be modified for multi-modal imaging. In conventional 
ultrasound imaging, the sequencer consists of a frame trigger followed by consecutive 
beam triggers. Assuming that k beams are collected, and each beam interrogates y mm 
depth, the time interval between each beam is given by τb = 2y/c, and the time interval 
between each frame is τf = kτb. For example, if 250 beams are acquired from 50 mm 
depth, the conventional ultrasound imaging can reach up to 60 fps. The photoacoustic 
imaging and elasticity imaging can be interleaved between the ultrasound frames. Since it 
is observed that the signal strength of the ultrasound imaging is greater than that of 
photoacoustic imaging in general, the reverberation of the ultrasound signal due to the 
previous ultrasound beam affects the next photoacoustic signal significantly. Thus, a 
delay before the photoacoustic frame trigger should be introduced to avoid the ultrasound 
reverberation. However, even considering the time delay between the ultrasound trigger 
and the photoacoustic trigger, the multi-modal imaging can be performed at 30 fps 
assuming that the beamforming and displacement/strain measurements are performed in 
real-time. Clearly, the real-time combined imaging is achievable. As discussed in 
Chapters 2 and 3, ultrafast ultrasound imaging can be used in multi-modal imaging 
system to reduce data acquisition time. Since the ultrafast imaging data is obtained in one 
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transmit/receive sequence, ultrafast imaging sequencer needs a single frame trigger 
similar to the photoacoustic imaging sequencer. Thus, the time for the beam triggers in 
conventional imaging is saved in ultrafast imaging. Ultrafast imaging can increase the 
frame rate of the combined imaging system. In addition, the frame rate can be critical 
when the tissue deformation or motion is fast. 
6.3.2 Photoacoustic imaging using array transducer 
As discussed in chapter 4, the frequency response in photoacoustic imaging 
(Figure 4.7(b)) has broader bandwidth compared to ultrasound imaging (Figure 4.7(a)) 
since photoacoustic imaging is one-way trip. In addition to the broader bandwidth, the 
center frequency is shifted down. Thus by the relationship of the directivity angle (θ), the 
wavelength (λ=c/f), and the size of the active aperture (L),  
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the directivity angle the photoacoustic signal is increased [11, 12]. Thus, the same size of 
the transducer elements can see wider angle in photoacoustic imaging than in ultrasound 
imaging. Therefore, if there is a strong optical absorber inside a tissue, the photoacoustic 
signal from the absorber will be detected by more elements due to wider directivity angle 
and the photoacoustic image of the absorber may be degraded.  
To achieve narrower directivity or angular response, elements with bigger 
aperture can be utilized by grouping several individual elements. For example, if each 
acoustic transducer element was one wavelength wide (λ), elements three times of the 
size (three wavelength wide (3λ)) can be produced to reduce directivity angle. Physically, 
bigger elements (e.g. three times of the initial element size) can be implemented by tying 
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the original smaller elements together electronically while shifting them by one element 
at a time. As we can see in Figure 6.2, the reconstructed photoacoustic image using one 
element (Figure 6.2(a)) is improved when bigger element (with one aperture equal to 
three initial elements) is used (Figure 6.2(c)). Due to the reduced directivity of the larger 
elements, the artifacts around the inclusion are noticeably reduced, although at the 
expense of lateral resolution. Clearly, the speckle spots are further elongated in a lateral 
direction compared to previous images. Thus, there is a tradeoff between the reduction of 
the artifacts and the lateral resolution. Since element of large aperture [11] cannot be 
produced in existing ultrasound probe designed for ultrasound imaging, photoacoustic 
imaging using ultrasound array with electronically tied elements (i.e., summing adjacent 
RF lines) was investigated instead. Assuming that there is a “cross talk” between adjacent 
transducer elements [13], summation of the responses from neighboring elements can be 
regarded as a response from an element that has wider active aperture. However, the 
reconstructed image using the summed RF signals (three RF signals in the example  
 
 
                      (a)                                            (b)                                           (c) 
Figure 6.2: Simulated photoacoustic images (20 mm laterally by 20 mm axially) of 
inclusion phantom using (a) 1 element, (b) 3 elements summed, and (c) 
element with an aperture equal to three original elements. 
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presented in Figure 6.2(b)) demonstrated that it does not improve the image as we 
expected.  
To analyze the difference between the images obtained using array with elements 
having wider aperture and electronically summed RF lines, the RF lines were acquired 
from a point source in the water using the original (one wavelength wide) element and 
the bigger (three-wavelength wide) element. Then, the amplitude of the RF signal 
received at each element was analyzed to evaluate the directivity functions. As expected, 
the directivity function of the element with one-wavelength aperture (Figure 6.3, 1ele) is 
broad, and the directivity of the wider aperture element (Figure 6.3, 3h direct) is narrow. 
However, the directivity of the wider element produced electronically by summing 3 RF 
lines (Figure 6.3, 3ele sum) is clearly not the same compared to a three-wavelength wide 
element (Figure 6.3, 3h direc). Indeed, the bigger element method displays almost zero 
amplitude for far elements (corresponding to larger angle) which leads to the reduction of  
 
 
Figure 6.3: Projected photoacoustic signals using element with one-wavelength aperture 
(blue solid line), electronically tied 3 elements (red doted line), and three-
wavelength wide element (green dashdoted line).  
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the artifacts as shown in Figure 6.2(c). However, the summation of RF signals from 
adjacent elements did not produce the similar effect so that image quality improvement 
was not achieved. 
 
6.3.3 Laser light delivery 
Laser light delivery in photoacoustic imaging is described in Chapter 4. The light 
delivery system plays the most critical part in increasing the depth of photoacoustic 
imaging. In the setup presented in Figure 4.10, the laser light was delivered via a broad 
air beam covering 40 mm of lateral region. To measure the light penetration depth in real 
tissue, we inserted nine 0.5 mm diameter graphite rods into the 32 mm depth porcine 
tissue. In Figure 6.4(a), bright points in the ultrasound image correspond to the location 
of the graphite rods since there is an impedance mismatch between the porcine tissue and 
the graphite. We can see that the points at around 15 mm depth are recognizable in the 
photoacoustic image (Figure 6.4(b)). However the penetration depth around 15 mm is 
considered superficial for 5 MHz array. The limited depth of imaging is mainly due to the 
energy loss from the light delivery system. The light delivery system was composed of 
several mirrors and beamsplitter as illustrated in Figure 4.4. The main energy loss is 
caused from mirrors to deliver the laser light into the beamsplitter, and the two mirrors 
with angle around the transducer. Since the transducer is bulky, it is complicated to 
deliver light into the object while avoiding reaching the transducer. Thus, it is not 
possible to deliver enough energy to penetrate into the deep area of the tissue. In addition, 
this bulky system is impractical for clinical applications. The beamsplitter and the mirrors 
with angle around the array transducer used in mouse experiment are pictured in Figure 
6.5. 
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                                     (a)                                                  (b) 
 Figure 6.4: Images (40 mm laterally by 30 mm axially) of a porcine tissue with nine 
pencil leads in (a) ultrasound imaging and (b) photoacoustic imaging. 
 
 
Figure 6.5: Light delivery system with beamsplitter and two mirrors around the 
transducer for mice experiment.  
Another problem that we discovered from the light delivery system is that either 
the laser light directly illuminating the transducer or the scattered light reaching the 
transducer surface causes the photoacoustic effect in the piezo material and, consequently 
induces the photoacoustic transient transmitted into the tissue. For example, the 
unexpected ultrasound signal in the photoacoustic image can be observed in Figure 6.4(b) 
because the bright horizontal line in the middle of the image does not correspond to an 
existing structure at that position. Instead, it is the ultrasound response from the surface 
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of the porcine tissue. Since the photoacoustic wave travels one-way and ultrasound signal 
travels two-way, the ultrasound signal appears at a distance twice deeper compared to the 
photoacoustic signal. In similar example, we imaged mouse with tumors on both 
shoulders. Ultrasound image (Figure 6.6(a)) shows clearly the ultrasound coupling gel, 
ultrasound stand-off made out of optically transparent PVA (polyvinyl alcohol), and 
tumor within the soft tissue. However, these structures are not identifiable in the 
reconstructed photoacoustic image (Figure 6.6(b)). Instead, the photoacoustic image 
exhibit structures that are indeed produced by the ultrasound pulse originated from laser-
transducer interaction. To verify if the photoacoustic image contain the undesired 
ultrasound pulse-echo signal, the ultrafast ultrasound beamformer (Eq. (1.6)) was applied 
to the photoacoustic data. The undesired ultrasound signal in photoacoustic imaging is 
similar to ultrasound signal in ultrafast imaging since all the transducer elements are 
activated after single laser irradiation. As shown in Figure 6.6(c), the structures shown in 
the photoacoustic image reconstructed by ultrafast ultrasound beamforming (i.e., 
accounting for round-trip propagation of ultrasound signal) are matching those observed  
 
   
                     (a)                                           (b)                                            (c) 
Figure 6.6: Images from mice with tumor (40 mm laterally by 30 mm axially). (a) 
Conventional ultrasound image, (b) photoacoustic image, and (c) ultrasound 
(ultrafast) beamformed image using photoacoustic data. 
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in the conventional ultrasound imaging (Figure 6.6(a)). Thus, we can conclude that the 
photoacoustic image, in this example, has the undesired ultrasound signal produced by 
the ultrasound transducer irradiated by scattered laser light. 
 
6.4 FUTURE WORK 
6.4.1 High frame rate imaging 
In numerical analysis, ultrafast ultrasound imaging was simulated. As an extreme 
case of the high frame rate imaging, ultrafast ultrasound imaging can acquire data from 
just one sequence (transmit/receive). Also, due to the system channel limitation in our 
experimental study, semi-ultrafast imaging, one of the high frame rate imaging modes, 
was implemented using two transmits. From Figure 1.2, assuming that we are imaging 75 
mm depth and reconstructing 256 beams, the frame rate is 40 frames/sec in conventional 
imaging, 10,000 fps in ultrafast imaging, and 2,500 fps in semi-ultrafast imaging. By 
controlling the number of transmits and the number of reconstructed beams, the frame 
rate can be managed between conventional (slowest) and ultrafast (fastest) imaging. Also, 
the quality of the ultrasound and elasticity images will vary with the intermediate or high 
frame rate imaging. Therefore, it is worthy to investigate the relationship between various 
frame rates and the image quality so that one can find the optimum frame rate specific for 
the system and application. In addition, parallel beamforming method [14] also needs to 
be developed to overcome the mismatch between transmitting beams and receiving 
beams as shown in Chapter 3.  
6.4.2 Implementation of beamforming for high frame rate ultrasound or 
photoacoustic imaging 
In digital beamformer, the delay accuracy can be controlled by a combination of 
the fine and coarse delay to avoid the problem of excessive sampling [15]. The block 
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diagram of the digital beamformer is illustrated in Figure 6.7. In conventional ultrasound 
imaging using linear array transducers, delays are kept the same for every beam in linear 
scan. Thus, the delay coefficients can be pre-calculated and saved in a table and reused. 
This delay coefficient table is called a coefficient LUT (look-up table) [16]. Assuming 
that there is an M channel system generating N samples in one beam with fine delay ∆t = 
1/(kfs) , the LUT size will be MxN for coarse delay, and MxNxk for fine delay. In ultrafast 
ultrasound imaging or photoacoustic imaging, however, the size of LUT is increased 
since every beam is reconstructed with different delays. Thus, for M channel system 
generating M beams with N samples in one beam, the coarse delay table needs MxMxN 
delays. Therefore, pre-calculated LUT may not be efficient for the high frame rate 
ultrasound imaging or photoacoustic imaging.  
 
 
Figure 6.7: Block diagram of digital beamformer (1 channel) with fine delay and coarse 
delay using coefficient look-up table (LUT).  
To optimize the beamformer for high frame rate ultrasound imaging or 
photoacoustic imaging, there are two main approaches. If the pre-calculation method is 
still preferred, the research will be focused on reduction of the delay coefficient LUT. 
Various compression methods can be applied for table reduction such as delta-encoding 
scheme, run length coding (RLC), etc. [17]. Since the table is compressed before 
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imaging, an efficient decoder is necessary to fetch the right delay coefficients. The other 
approach is investigating how to calculate the delay coefficient fast during the 
beamforming process. Though high frame rate ultrasound or photoacoustic imaging 
acquires data more rapidly, it needs massive calculation between each data capturing 
compared to conventional ultrasound imaging between each beam. Thus, computational 
time needs to be optimized by sophisticated or dedicated hardware designs such as partial 
summation or pipelining [15, 18].  
6.4.3 Laser light delivery 
The photoacoustic signal generation is dependent on a pulse length which should 
satisfy the thermal and stress confinement [19], and the wavelength where the target can 
absorb most efficiently [3], and also the fluence that is delivered to the target. As 
discussed in Chapter 6.3.2, loss of the laser energy in the tissue reduces the fluence and it 
leads to generation of a weak photoacoustic signal. Since small diameter beam penetrates 
less than the broader beam based on diffusion theory where the scattering is dominant 
like tissue, broad beam with little energy loss should be pursued. Since scattering effect is 
dominant in the tissue, it helps to spread the incident laser beam within the tissue. It is 
necessary to develop an efficient light delivery system which has broad beam, and can 
utilize the scattering effect of the tissue. A fiber light delivery system can overcome the 
energy loss due to the mirror and other optical components and also the beam width can 
be broad if several fibers are used.  
As shown in Figure 6.6, the ultrasound signal generated by the light-transducer 
interaction is another critical problem. The undesired ultrasound signal is generally 
strong. Thus, ultrasound signal may dominate the image when this effect happens. To 
avoid the laser scattering affecting the transducer, the angle of the laser beam needs to be 
adjusted. Since it is easy to control the direction of the light, fiber light delivery is 
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preferred. Also, special coating such as aluminum or gold on the transducer surface can 
be employed to block the laser light affecting the transducer [1].  
6.4.4 Frequency characteristics of the photoacoustic signal 
Since a frequency response of the photoacoustic signal depends on the size of the 
absorbers as described in chapter 4, we can utilize this characteristic for object 
differentiation. When there are several sizes of vessels inside a tissue, the frequency 
contents will be various for different absorber sizes. Assuming that the transducer is 
broad band so that it can detect all frequency components, a specific vessel of the image 
can be enhanced if the target size is known. As it is evident from Figure 4.5, the 
frequency range of the bandpass filter can be selected based on the task – to identify the 
vessel size, to select the boundary of the vessel, etc. Broadband transducers, although 
difficult to build, are required for selective imaging. One of the designs of the broadband 
transducer probe can be implemented using combination of multiple frequency 
transducers [20]. For example, in MEMS technology, researches have shown that 
capacitive micromachined ultrasonic transducers (CMUTs) have remarkable features 
such as wide bandwidth and high efficiency [21, 22]. Figure 6.8 illustrates an example of 
CMUTs for broad-band acoustic probe.  
 
       
                                     (a)                                                             (b) 
Figure 6.8: (a) Acoustic probe consisting of several CMUTs elements with different 
center frequencies (5, 7, and 9 MHz), (b) the frequency response of the 
CMUT-based acoustic probe 
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6.4.5 In-vivo testing of the combined imaging system 
Although numerical and experimental studies suggested that the combined 
imaging system can provide supplemental information, the system was mainly 
investigated using phantom studies as shown in Figure 6.1. Thus, it is necessary to prove 
the feasibility of the combined imaging system by in-vivo testing using mice animals or 
human subjects. As an example, the ultrasound and strain image from deep vein 
thrombosis (DVT) [23] is shown in Figure 6.9. The strain image clearly shows that the 
clot inside of the vein is softer than the surrounding tissue. The ultrasound and 
photoacoustic images from a tumor-bearing mouse are shown in Figure 6.10. As 
expected, the photoacoustic signal from the tumor is high. These preliminary data and 
images in Figure 6.9 suggest that the combined system can be used in-vivo. However, 
additional experiments and modifications are needed to fully test the combined imaging 
system for in-vivo applications.   
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                                (a)                                               (b) 
Figure 6.9: (a) Ultrasound and (b) strain images (40 mm laterally by 40 mm axially) of 
DVT (deep vein thrombosis) 
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           (a)                        (b) 
Figure 6.10: (a) Ultrasound and (b) photoacoustic images (14 mm laterally by 30 mm 
axially) of a mouse with a tumor  
 
6.5 CONCLUSION 
An integrated system combining ultrasonic, photoacoustic and elasticity imaging 
methods is proposed to detect and diagnose a cancer. In this study, we numerically 
modeled the core components of the ultrasonic, photoacoustic and elasticity imaging 
system, then developed the system using commercial ultrasound imaging system. The 
results of the numerical simulations and experimental studies clearly indicate that either 
method is not superior to each other. However, the combination of ultrasound, elasticity 
and photoacoustic imaging techniques complements each other and provides critical 
information needed for the reliable detection and diagnosis of cancer.  
The quantitative analysis shows that the high frame rate ultrasound imaging can 
be reliably employed for combined imaging system where frame rate is critical for real-
time implementation. The quality of each imaging method can be improved by 
sophisticated image reconstruction algorithms. Further in-vivo experimental studies are 
Tumor 
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necessary to confirm the feasibility of the real-time combined imaging system using array 
transducer. 
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