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Observable estimation of entanglement for arbitrary finite-dimensional mixed states
Cheng-Jie Zhang,∗ Yan-Xiao Gong, Yong-Sheng Zhang,† and Guang-Can Guo
Key Laboratory of Quantum Information, University of Science and Technology of China,
Hefei, Anhui 230026, People’s Republic of China
We present observable upper bounds of squared concurrence, which are the dual inequalities of the
observable lower bounds introduced in [F. Mintert and A. Buchleitner, Phys. Rev. Lett. 98, 140505
(2007)] and [L. Aolita, A. Buchleitner and F. Mintert, Phys. Rev. A 78, 022308 (2008)]. These
bounds can be used to estimate entanglement for arbitrary experimental unknown finite-dimensional
states by few experimental measurements on a twofold copy ρ⊗ρ of the mixed states. Furthermore,
the degree of mixing for a mixed state and some properties of the linear entropy also have certain
relations with its upper and lower bounds of squared concurrence.
PACS numbers: 03.67.Mn, 03.65.Ta, 03.65.Ud
I. INTRODUCTION
Entanglement is not only one of the most fascinating
features of quantum theory that has puzzled generations
of physicists, but also an essential resource in quantum
information [1, 2, 3, 4]. Thus, the detection [5, 6, 7, 8, 9]
and quantification [10, 11, 12, 13, 14, 15, 16, 17, 18] of
entanglement became fundamental problems in quantum
information science. A number of measures have been
proposed to quantify entanglement, such as concurrence
[11, 12], negativity [16] and tangle [17].
Recently, much interest has been focused on the experi-
mental quantification of entanglement [19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30]. On the one hand, original
methods of experimentally detecting entanglement are
entanglement witnesses (EWs) [31] which, however, re-
quire some a priori knowledge on the state to be detected.
On the other hand, quantum state tomography needs
rapidly growing experimental resources as the dimension-
ality of the system increases. To overcome shortcoming
of EWs and the tomography, Mintert et al. proposed
a method to directly measure entanglement on a twofold
copy |ψ〉⊗|ψ〉 of pure states [19]. With this method, Refs.
[28, 29] and [30] reported experimental determination of
concurrence for two-qubit and 4 × 4-dimensional pure
states, respectively. Moreover, Mintert et al. also pre-
sented observable lower bounds of squared concurrence
for arbitrary bipartite mixed states [20] and multipartite
mixed states [21]. For experimental unknown states, ob-
servable upper bounds of concurrence can also provide an
estimation of entanglement. Obviously, measuring upper
and lower bounds in experiments can present an exact
region which must contain the squared concurrence of
experimental quantum states.
The convex roof construction for mixed state concur-
rence indicates that any direct decomposition of the state
ρ into pure states will yield an upper bound of the en-
tanglement of ρ. However, for arbitrary experimental
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unknown mixed states, the observable upper bound is
non-trivial since it also provides an estimation of entan-
glement as well as the lower bound in experiments.
In this paper, we present observable upper bounds of
squared concurrence which, together with the observ-
able lower bounds introduced by Mintert et al. [20, 21],
can estimate entanglement for arbitrary experimental un-
known states. These bounds can be easily obtained by
few experimental measurements on a twofold copy ρ⊗ ρ
of the mixed states. Actually, the upper bounds are the
dual one of the lower bounds in Refs. [20, 21]. Further-
more, the degree of mixing for a mixed state and some
properties of the linear entropy also have certain relations
with its upper and lower bounds of squared concurrence.
The paper is organized as follows. In Sec. II we pro-
pose an observable upper bound of squared concurrence
for bipartite states and multipartite states. The relations
with properties of the linear entropy is shown in Sec. III.
In Sec. IV we discuss a tighter upper bound of squared
concurrence for two-qubit states, and give a brief conclu-
sion of our results.
II. OBSERVABLE UPPER BOUND FOR
ARBITRARY MIXED STATES
Bipartite mixed states. The I concurrence of a bipar-
tite pure state is defined as [12, 19]
C(|ψ〉) ≡
√
2(1− Trρ2A) =
√
〈ψ| ⊗ 〈ψ|A|ψ〉 ⊗ |ψ〉, (1)
where the reduced density matrix ρA is obtained by trac-
ing over the subsystem B and A = 4P
(1)
− ⊗ P (2)− . P (i)−
(P
(i)
+ ) is the projector on the antisymmetric subspace
Hi ∧Hi (symmetric subspace Hi ⊙Hi) of the two copies
of the ith subsystem Hi ⊗Hi, which has been defined as
follows [19]
P
(i)
∓ =
1
4
∑
jk
(|αjαk〉 ∓ |αkαj〉)(〈αjαk| ∓ 〈αkαj |), (2)
where {|αj〉} is an arbitrary complete set of orthogo-
nal bases of Hi. The definition of I concurrence can
2be extended to mixed states ρ by the convex roof,
C(ρ) = inf{pi,|ψi〉}
∑
i piC(|ψi〉), ρ =
∑
i pi|ψi〉〈ψi|, for
all possible decomposition into pure states, where pi ≥ 0
and
∑
i pi = 1. Ref. [20] introduced lower bounds of
squared concurrence for arbitrary finite-dimensional bi-
partite states,
[C(ρ)]2 ≥ Tr(ρ⊗ ρVi), (3)
with V1 = 4(P
(1)
− −P (1)+ )⊗P (2)− and V2 = 4P (1)− ⊗ (P (2)− −
P
(2)
+ ). We conjecture its dual inequality as follows
[C(ρ)]2 ≤ Tr(ρ⊗ ρKi), (4)
with K1 = 4P
(1)
− ⊗ 1(2) and K2 = 4(1(1) ⊗ P (2)− ). The
proof of this inequality is shown in the following.
[C(ρ)]2 = [inf
∑
i
piC(|ψi〉)]2
≤ inf
∑
i
[
√
piC(|ψi〉)]2 ·
∑
i
(
√
pi)
2
= inf
∑
i
2pi(1− Tr(ρAi )2)
≤ 2(1− Trρ2A)
= Tr(ρ⊗ ρK1),
where ρAi = TrB|ψi〉〈ψi|. The first inequality holds by
applying the Cauchy-Schwarz inequality [32], the second
one, which has also been proved in Ref. [8], holds due to
the convex property of Trρ2A, and the last equality can
be proved directly using the definition of P
(i)
∓ . Similarly,
one can also obtain the inequality [C(ρ)]2 ≤ Tr(ρ⊗ρK2).
Similar to the lower bounds, inequality (4) implies
some interesting consequences:
(1) The upper bounds can be expressed in terms of the
purities of ρA and ρB, i.e.,
Tr(ρ⊗ ρK1) = 2(1− Trρ2A),
Tr(ρ⊗ ρK2) = 2(1− Trρ2B),
(5)
which coincide with Eq. (1) for pure state concurrence.
Notice that Ref. [20] has introduced similar equations
for lower bounds V1 and V2,
Tr(ρ⊗ ρV1) = 2(Trρ2 − Trρ2A),
Tr(ρ⊗ ρV2) = 2(Trρ2 − Trρ2B).
(6)
(2) The upper bounds can be directly measured, since
it is given in terms of expectation values of P−. It is
a little different from the experimental measurement of
pure state concurrence 4P
(1)
− ⊗P (2)− . Notice that 4P (1)− ⊗
1
(2) = 4P
(1)
− ⊗ P (2)− + 4P (1)− ⊗ P (2)+ . For pure state |ψ〉,
〈ψ|⊗〈ψ|4P (1)− ⊗1(2)|ψ〉⊗|ψ〉 = 〈ψ|⊗〈ψ|4P (1)− ⊗P (2)− |ψ〉⊗
|ψ〉. Actually, Refs. [28, 29] and [30] measured their
concurrence via 4P
(1)
− ⊗ 1(2) instead of 4P (1)− ⊗ P (2)− . In
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FIG. 1: (Color online). Measurable upper bound Tr[ρ ⊗
ρ(K1 +K2)/2] for squared mixed-state concurrence [C(ρ)]
2,
versus its observable lower bound Tr[ρ⊗ρ(V1+V2)/2] for 3×3-
dimensional random states with different degrees of mixing:
a shows weakly mixed states (Trρ2 = 0.98), b displays in-
termediate mixing (Trρ2 = 0.88), c corresponds to strongly
mixed states (Trρ2 = 0.78). The dashed lines denote the lower
bound.
this sense, they obtained an upper bound rather than
concurrence itself.
(3) Interestingly, it is worth noting that
Tr(ρ⊗ ρKi)− Tr(ρ⊗ ρVi) = 2(1− Trρ2), (7)
i.e., the degree of mixing can be easily calculated out
based on the upper and lower bounds.
Let us simulate the observable upper bound on mixed
random states of 3× 3-dimensional systems. Mixed ran-
dom states with different degrees of mixing were obtained
via the generalized depolarizing channel [33], as Ref. [21]
did. The observable upper bound versus lower bound is
shown in Fig. 1. Interestingly, the upper bounds in Fig.
1 are always in parallel with the lower bounds, which ac-
tually coincides with Eq. (7). For weakly mixed states,
the bounds provide an excellent estimation of concur-
rence; for strongly mixed states, they also provide a re-
gion for concurrence.
Multipartite mixed states. The generalized concurrence
for multipartite pure state is not unique. For instance,
Ref. [19] introduced several inequivalent alternatives. In
this section, we choose the multipartite concurrence in-
troduced in [22, 34]:
CN (Ψ) ≡ 21−N/2
√
(2N − 2)−
∑
i
Trρ2i , (8)
where i labels all (2N − 2) different reduced density
matrices. The definition can also be expressed as
CN (Ψ) =
√
〈Ψ| ⊗ 〈Ψ|A|Ψ〉 ⊗ |Ψ〉 with A = 4(P+−P (1)+ ⊗
3· · · ⊗ P (N)+ ). P+ (P−) is the projector onto the glob-
ally symmetric (antisymmetric) space [22]. For mixed
states, it is also given by the convex roof, CN (ρ) =
inf{pi,|Ψi〉}
∑
i piCN (Ψi), for all possible decomposition
into pure states, where pi ≥ 0 and
∑
i pi = 1. Ref. [21]
introduced lower bounds of squared concurrence for ar-
bitrary multipartite states,
[CN (ρ)]
2 ≥ Tr(ρ⊗ ρV ), (9)
with V = 4(P+−P (1)+ ⊗· · ·⊗P (N)+ − (1−21−N)P−). We
introduce an observable K such that
[CN (ρ)]
2 ≤ Tr(ρ⊗ ρK), (10)
with K = 4(P+ − P (1)+ ⊗ · · · ⊗ P (N)+ + (1 − 21−N)P−).
The proof of this inequality is shown in the following.
[CN (ρ)]
2 ≤ inf
∑
i
pi[CN (Ψi)]
2
= inf
∑
i
pi2
2−N
∑
k
c2k(Ψi)
≤ 22−N
∑
k
(2− Trρ2k − Trρ2k)
= 22−N
∑
k
Tr(ρ⊗ ρ 2(P (k)− ⊗ 1+ 1⊗ P (k)− ))
= Tr(ρ⊗ ρK),
where
∑
k is taken over all the bipartite concurrence ck
corresponding to each subdivision of the entire system
into two subsystems [21], k denotes one subsystem and
k denotes the other one. We have used that
∑
k P
(k)
− ⊗
P
(k)
− = 2
N−2(P+ − P (1)+ ⊗ · · · ⊗ P (N)+ ) and
∑
k(P
(k)
− ⊗
P
(k)
+ + P
(k)
+ ⊗ P (k)− ) = (2N−1 − 1)P−.
Inequality (10) also implies some interesting conse-
quences: (1) The upper bound can also be expressed in
terms of the purities of reduced density matrices, i.e.,
Tr(ρ⊗ ρK) = 22−N [(2N − 2)−∑i Trρ2i ], which coincides
with Eq. (8) for pure state concurrence. (2) The up-
per bound can be directly measured, since it is given in
terms of expectation values of symmetric and antisym-
metric projectors. It is a little different from the lower
bound Tr(ρ ⊗ ρV ). (3) Interestingly, it is worth noting
that
Tr(ρ⊗ ρK)−Tr(ρ⊗ ρV ) = 4(1− 21−N)(1−Trρ2), (11)
i.e., the degree of mixing can be easily calculated out
based on the upper and lower bounds.
We also simulate the observable upper bound on mixed
random states of 2×2×2-dimensional systems with differ-
ent degrees of mixing obtained via the generalized depo-
larizing channel [33]. The observable upper bound versus
lower bound is shown in Fig. 2. The upper bounds in
Fig. 2 are always in parallel with the lower bounds as
well, which actually coincides with Eq. (11). For weakly
mixed states, the bounds provide an excellent estimation
of concurrence; for strongly mixed states, they also pro-
vide a region for concurrence.
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FIG. 2: (Color online). Measurable upper bound Tr(ρ⊗ ρK)
versus its lower bound Tr(ρ ⊗ ρV ) for 2 × 2 × 2-dimensional
mixed random states. Degrees of mixing are the same as Fig.
1.
III. RELATIONS WITH PROPERTIES OF THE
LINEAR ENTROPY
Interestingly, the upper and lower bounds of squared
concurrence have certain relations with some properties
of the linear entropy, such as the triangle inequality. The
linear entropy is defined as follows [35]
E(ρ) ≡ 1− Tr ρ2. (12)
It can be regarded as a kind of linearized von Neumann
entropy S(ρ) = −Tr(ρ log2 ρ), and has several same prop-
erties as S(ρ). In the following, we will give simple proofs
of the triangle inequality and subadditivity of the linear
entropy.
The triangle inequality can be proved directly using
the upper and lower bounds. Notice that the following
inequalities hold for arbitrary bipartite states:
Tr(ρ⊗ ρK1) ≥ [C(ρ)]2 ≥ Tr(ρ⊗ ρV2),
Tr(ρ⊗ ρK2) ≥ [C(ρ)]2 ≥ Tr(ρ⊗ ρV1).
(13)
Since Eqs. (5) and (6) hold, we can obtain some new
inequalities,
1− Trρ2A ≥ Trρ2 − Trρ2B,
1− Trρ2B ≥ Trρ2 − Trρ2A;
(14)
1− Trρ2 ≥ (1− Trρ2B)− (1 − Trρ2A),
1− Trρ2 ≥ (1− Trρ2A)− (1 − Trρ2B).
(15)
Obviously, inequalities (15) can be directly calculated out
from inequalities (14), and they are actually triangle in-
equalities of the linear entropy,
E(ρAB) ≥ E(ρB)− E(ρA),
E(ρAB) ≥ E(ρA)− E(ρB).
(16)
4Before embark on proving the subadditivity of the lin-
ear entropy, let us review the universal state inverter ρ˜
introduced in Ref. [32],
ρ˜ ≡ Tr(ρ†)1⊗ 1− ρ†A ⊗ 1− 1⊗ ρ†B + ρ†
=
∑
α
σy ⊗ σy(QαρQα)∗σy ⊗ σy ,
where Qα = P
(ii′)
A ⊗ P (ii
′)
B , P
(ii′)
A = |i〉A〈i|+ |i′〉A〈i′| and
P
(jj′)
B = |j〉B〈j|+ |j′〉B〈j′|. The universal state inverter ρ˜
is a semi-positive definite operator, since each term in the
sum σy ⊗ σy(QαρQα)∗σy ⊗ σy is semi-positive definite.
Therefore,
√
ρρ˜
√
ρ has the semi-positive definite property
as well, and we can obtain the following inequality,
1 + Trρ2 − Trρ2A − Trρ2B = Tr
√
ρρ˜
√
ρ ≥ 0, (17)
where we have used Tr
√
ρρ˜
√
ρ = Trρρ˜ = Tr[ρ(1 ⊗ 1 −
ρA ⊗ 1− 1⊗ ρB + ρ)] = 1 + Trρ2 −Trρ2A −Trρ2B. Thus,
1 +Trρ2 −Trρ2A −Trρ2B ≥ 0 holds, i.e. the subadditivity
of the linear entropy
E(ρA) + E(ρB) ≥ E(ρAB) (18)
holds [36].
In fact, it is not the first time to prove the subaddi-
tivity of the linear entropy. For instance, Ref. [37] has
proved the subadditivity of the linear entropy. Further-
more, the triangle inequality of the linear entropy can
be proved from the subadditivity [38]. Compared with
this earlier proof, roughly speaking, our proof is a little
simpler. The main purpose of this section is that these
properties of the linear entropy are the natural results
from the positive semidefiniteness of the universal state
inverter and the upper and lower bounds, and they also
indicate the validity of these bounds.
IV. DISCUSSIONS AND CONCLUSIONS
Actually, for two-qubit states, Tr(ρ⊗ ρ · 4P (1)− ⊗ P (2)− )
is a tighter upper bound of squared concurrence than
Tr(ρ⊗ ρK). Because the equation
Tr(ρ⊗ ρ · 4P (1)− ⊗ P (2)− ) = Trρρ˜ (19)
holds for arbitrary two-qubit states, where ρ˜ = σy ⊗
σyρ
∗σy ⊗ σy . Eq. (19) has also been proved in [39].
Furthermore, notice that C = max{λ1−λ2−λ3−λ4, 0},
where λ1, λ2, λ3, λ4 are squared roots of eigenvalues of
ρρ˜ in the decreasing order. Therefore, it is easily con-
cluded that Tr(ρ ⊗ ρ · 4P (1)− ⊗ P (2)− ) = Trρρ˜ =
∑
i λ
2
i ≥
(λ1 − λ2 − λ3 − λ4)2 ≥ C2. However, the new upper
bound Tr(ρ ⊗ ρ · 4P (1)− ⊗ P (2)− ) is hard to generalize to
arbitrary finite-dimensional bipartite states.
We give a brief discussion on the experimental mea-
surement of our upper bound. As only the projector P−
on one of the subsystems, rather than a complete set
of observables, is required, our upper bound could be
easily measured. In particular, for two-dimensional sys-
tems, P− is simply the projector onto the singlet state
|Ψ−〉 = (|01〉 − |10〉)/√2. Let us take the photonic sys-
tem for example. The simplest way to project two pho-
tons onto the singlet state is using a Hong-Ou-Mandel
interferometer [40]. This method has been widely used
since the teleportation [41] experiment. Another method,
employed in [28, 29], is distinguishing the Bell states
with a controlled-NOT gate, which can transform the
Bell states to separable states [42].
In conclusion, we present observable upper bounds of
squared concurrence, which are the dual bound of the
observable lower bounds introduced by Mintert et al..
These bounds can estimate entanglement for arbitrary
finite-dimensional experimental unknown states by few
experimental measurements on a twofold copy ρ ⊗ ρ of
the mixed states. Furthermore, the degree of mixing for a
mixed state and some properties of the linear entropy also
have certain relations with its upper and lower bounds
of squared concurrence. Last but not least, we discuss
a tighter upper bound for two-qubit states only, and it
remains an open question to generalize it to arbitrary
finite-dimensional bipartite systems.
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