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∗
Abstract. The asymptotic behavior of stochastic gradient algorithms is studied. Relying on results
from differential geometry (Lojasiewicz gradient inequality), the single limit-point convergence of the
algorithm iterates is demonstrated and relatively tight bounds on the convergence rate are derived. In
sharp contrast to the existing asymptotic results, the new results presented here allow the objective
function to have multiple and non-isolated minima. The new results also offer new insights into the
asymptotic properties of several classes of recursive algorithms which are routinely used in engineering,
statistics, machine learning and operations research.
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1. Introduction
Stochastic gradient search (also known as stochastic gradient algorithm) is a stochastic optimization
method of the stochastic approximation type. It computes minima (or maxima) of an objective function
whose values are available only through noise-corrupted observations. Stochastic gradient search has found
a wide range of applications in diverse areas such as statistical inference, signal processing, automatic
control, communications, machine learning and operations research. Due to its practical importance, the
asymptotic analysis of stochastic gradient search is the subject of a number of papers and books (see [3],
[9], [24], [26], [35], [39] and references cited therein). The focus of the analysis has been on the single-
point convergence and convergence rate since these properties most precisely characterize the asymptotic
behavior of stochastic gradient search. Unfortunately, the existing results on the asymptotic properties
of stochastic gradient search hold under restrictive conditions. Unless each minimum of the objective
function (minimized by stochastic gradient search) is isolated, the existing results do not guarantee that
stochastic gradient search converges to a single point. In addition to this, the existing results do not
provide any information on the convergence rate unless the objective function is strongly convex. In the
case of many stochastic gradient algorithms met in practice, these conditions are not only hard to verify,
but likely not to hold at all.
In this paper, the convergence and convergence rate of stochastic gradient search are studied under
conditions which allow the objective function to be non-convex and to have multiple and non-isolated
minima. Relying on results from differential geometry (Lojasiewicz gradient inequality), almost sure
single-limit point convergence is demonstrated and the corresponding convergence rate is derived. The
obtained results significantly extend the existing results on the convergence and convergence rate of
stochastic search. They also cover several practically important classes of stochastic gradient algorithms
to which the existing results cannot be applied. We apply the new results to the asymptotic analysis of
online algorithms for supervised and temporal-difference learning, principal component analysis, maximum
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likelihood estimation and simulation-based optimization of (controlled) Markov chains. We also use them
to study the asymptotic properties of recursive identification methods based on the prediction error and
maximum likelihood principles.
The paper is organized as follows. In Section 2, stochastic gradient algorithms with additive noise are
considered and the main results of the paper are presented. In Section 3, the main results are applied to the
asymptotic analysis of stochastic gradient algorithms with Markovian dynamics. Sections 4 – 10 contain
examples of the results presented in Sections 2 and 3. In Sections 4 – 7, online algorithms for supervised
and temporal-difference learning, principal component analysis and maximum likelihood estimation are
studied. Recursive identification methods are considered in Sections 9 and 8, while simulation-based
optimization of (controlled) Markov chains is the subject of Section 10. Section 11 contains a detailed
outline of the proof of the main results, while the proof itself is presented in Section 12. Sections 13 – 18
contain the proof of the results presented in Sections 3 – 9.
2. Main Results
In this section, the convergence and convergence rate of the following algorithm is analyzed:
θn+1 = θn − αn(∇f(θn) + ξn), n ≥ 0. (1)
Here, f : Rdθ → R is a differentiable function, while {αn}n≥0 is a sequence of positive real numbers. θ0 is
an Rdθ -valued random variable defined on a probability space (Ω,F , P ), while {ξn}n≥0 is an Rdθ -valued
stochastic process defined on the same probability space. To allow more generality, we assume for each
n ≥ 0 that ξn is a random function of θ0, . . . , θn. In the area of stochastic optimization, recursion (1) is
known as a stochastic gradient search (or stochastic gradient algorithm), while function f(·) is referred to
as an objective function. For further details see [33], [39] and references given therein.
Throughout the paper, unless otherwise stated, the following notation is used. The Euclidean norm
is denoted by ‖ · ‖, while d(·, ·) stands for the distance induced by the Euclidean norm. S is the set of
stationary points of f(·), i.e.,
S = {θ ∈ Rdθ : ∇f(θ) = 0}.
Sequence {γn}n≥0 is defined by γ0 = 0 and
γn =
n−1∑
i=0
αi
for n ≥ 1. For t ∈ (0,∞) and n ≥ 0, a(n, t) is the integer defined as
a(n, t) = max {k ≥ n : γk − γn ≤ t} .
Algorithm (1) is analyzed under the following assumptions:
Assumption 2.1. limn→∞ αn = 0 and
∑∞
n=0 αn =∞.
Assumption 2.2. There exists a real number r ∈ (1,∞) such that
ξ = lim sup
n→∞
max
n≤k<a(n,t)
∥∥∥∥∥
k∑
i=n
αiγ
r
i ξi
∥∥∥∥∥ <∞ (2)
w.p.1 on {supn≥0 ‖θn‖ <∞} for all t ∈ (0,∞).
Assumption 2.3. For any compact set Q ⊂ Rdθ and any a ∈ f(Q), there exist real numbers δQ,a ∈ (0, 1],
µQ,a ∈ (1, 2], MQ,a ∈ [1,∞) such that
|f(θ)− a| ≤MQ,a‖∇f(θ)‖
µQ,a (3)
for all θ ∈ Q satisfying |f(θ)− a| ≤ δQ,a.
2
Remark 2.1. As an immediate consequence of Assumption 2.3, we have that for each θ ∈ Rdθ , there
exist real numbers δθ ∈ (0, 1], µθ ∈ (1, 2], Mθ ∈ [1,∞) such that
|f(θ′)− f(θ)| ≤Mθ‖∇f(θ
′)‖µθ (4)
for all θ′ ∈ Rdθ satisfying ‖θ′ − θ‖ ≤ δθ. If θ ∈ S, µθ and Mθ can be selected as
µθ = (1− ε) lim inf
θ′→θ
log |f(θ′)− f(θ)|
log ‖∇f(θ′)‖
, Mθ = (1 + ε) lim sup
θ′→θ
|f(θ′)− f(θ)|
‖∇f(θ′)‖µθ
where ε is a small positive constant (since {θn}n≥0 converges to S, the values of µθ, Mθ for θ 6∈ S are not
relevant to the problems studied in the paper). Moreover, if Q ⊆ {θ′ ∈ Rdθ : ‖θ′ − θ‖ ≤ δθ} and a = f(θ)
for some θ ∈ Rdθ , µQ,a and MQ,a can be assigned the values µQ,a = µθ, MQ,a =Mθ.
Remark 2.2. In order for Assumption 2.3 to be true, it is sufficient that the assumption holds locally
in an open vicinity of S, i.e., that there exists an open set V ⊃ S with the following property: For any
compact set Q ⊂ V and any a ∈ f(Q), there exist real numbers δQ,a ∈ (0, 1], µQ,a ∈ (1, 2], MQ,a ∈ [1,∞)
such that (3) holds for all θ ∈ Q satisfying |f(θ)− a| ≤ δQ,a (see Appendix 1 for details).
Assumption 2.1 corresponds to the sequence {αn}n≥0 and is widely used in the asymptotic analysis of
stochastic gradient and stochastic approximation algorithms. It is fulfilled when αn = n
−a for n ≥ 1 and
some constant a ∈ (0, 1].
Assumption 2.2 is a noise condition. In this or a similar form, it is involved in most of the results
on the convergence and convergence rate of stochastic gradient search and stochastic approximation. It
holds for algorithms with Markovian dynamics (see the next section). It is also satisfied when {ξn}n≥0 is
a martingale-difference or mixingale sequence.
Assumption 2.3 is related to the stability of the gradient flow dθ/dt = −∇f(θ) and the geometry of the
set of stationary points S. In differential geometry, relations (3) and (4) are known as the Lojasiewicz
gradient inequality (see [28] and [29] for details). They hold if f(·) is analytic or subanalytic in an open
vicinity of S (see [29] for the proof; for the version of Lojasiewicz inequality appearing in Assumption
2.3 and (3), see [22, Theorem  LI, page 775]; for the definition and properties of analytic and subanalytic
functions, see [7], [21]). In addition to this, Assumption 2.3 and relations (3), (4) include as a special case
all stability conditions adopted by the existing results on the convergence rate of {θn}n≥0. These results
are based on the following two conditions: (i) f(·) has a unique minimum θ∗, and (ii) there exist a real
number ν ∈ [0,∞) and a positive definite matrix A ∈ Rdθ×dθ such that
∇f(θ) = A(θ − θ∗)‖θ − θ∗‖
ν + o(‖θ − θ∗‖
ν+1) (5)
in an open vicinity of θ∗ (see [3], [12], [24] and references cited therein).
1 Using elementary calculus, it is
straightforward to show that (i) and (ii) imply Assumption 2.3.2
1 Due to (5), f(·) is strongly convex in a vicinity of θ∗. When ν = 0, (5) is equivalent to the positive definiteness of
∇2f(θ∗).
2 As a result of (i) and (ii), we also get
0 ≤ f(θ) − f(θ∗) =
∫ 1
0
(∇f(θ∗ + t(θ − θ∗)))
T (θ − θ∗)dt
≤(θ − θ∗)
TA(θ − θ∗)‖θ − θ∗‖
ν + o(‖θ − θ∗‖
ν+2) ≤ 2λmax‖θ − θ∗‖
ν+2
‖∇f(θ)‖ ≥‖A(θ − θ∗)‖‖θ − θ∗‖
ν − o(‖θ − θ∗‖
ν+1) ≥
λmin
2
‖θ − θ∗‖
ν+1
in a sufficiently small open vicinity of θ∗, where λmin and λmax are the smallest and largest eigenvalue of A (respectively).
Consequently,
0 ≤ f(θ)− f(θ∗) ≤M‖∇f(θ)‖
µ
in an open vicinity of θ∗, where µ = (ν+2)/(ν+1) andM = 2µ+1λmax/λ
µ
min. Hence, according to Remark 2.2, Assumption
2.3 is satisfied when (i) and (ii) hold.
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Although tightly connected to analyticity and subanalyticity (which are rather restrictive conditions),
Assumption 2.3 covers many stochastic gradient algorithms routinely used in signal processing, automatic
control, communications, statistics, machine learning and operations research. In this paper, we show
analyticity for the objective functions corresponding to online algorithms for supervised and temporal-
difference learning, maximum likelihood estimation and principal component analysis (Sections 4 – 7). We
also demonstrate the analyticity for simulation-based optimization of (controlled) Markov chains (Section
10), as well as for the recursive identification methods based on the prediction error and maximum likeli-
hood principles (Sections 9 and 8). It is also worth mentioning that the objective functions corresponding
to many adaptive signal processing algorithms are usually polynomial or rational, and hence, analytic, too
(see e.g., [13] and references cited therein). In order to state the main results of this section, we need fur-
ther notation. For θ ∈ Rdθ , Cθ ∈ [1,∞) stands for an upper bound of ‖∇f(·)‖ on {θ
′ ∈ Rdθ : ‖θ′−θ‖ ≤ δθ}
and for a Lipschitz constant of ∇f(·) on the same set. Moreover, pθ, qθ and rθ are real numbers defines
as
rθ =
{
1/(2− µθ), if µθ < 2
∞, if µθ = 2
, pθ = µθmin{r, rθ}, qθ = min{r, rθ} − 1 (6)
(δθ, µθ are specified in Remark 2.1).
Our main results on the convergence and convergence rate of the recursion (1) are contained in the next
two theorems.
Theorem 2.1 (Convergence). Let Assumptions 2.1 – 2.3 hold. Then, θˆ = limn→∞ θn exists and satisfies
∇f(θˆ) = 0 w.p.1 on {supn≥0 ‖θn‖ <∞}.
Theorem 2.2 (Convergence Rate). Let Assumptions 2.1 – 2.3 hold. Then, there exists a random variable
Kˆ (which is a deterministic function of pˆ, Cθˆ, Mθˆ) such that 0 < Kˆ < ∞ everywhere and such that the
following is true:
lim sup
n→∞
γpˆn‖∇f(θn)‖
2 ≤ Kˆ
(
ϕ(ξ)
)µˆ
, (7)
lim sup
n→∞
γpˆn|f(θn)− f(θˆ)| ≤ Kˆ
(
ϕ(ξ)
)µˆ
, (8)
lim sup
n→∞
γ qˆn‖θn − θˆ‖ ≤ Kˆϕ(ξ) (9)
w.p.1 on {supn≥0 ‖θn‖ <∞}, where µˆ = µθˆ, pˆ = pθˆ, qˆ = qθˆ, rˆ = rθˆ and
ϕ(ξ) =


ξ, if r < rˆ
1 + ξ, if r = rˆ
1, if r > rˆ
.
A proof of Theorems 2.1 and 2.2 is provided in Section 12, while its outline is presented in Section 11.
As an immediate consequence of the previous theorems, we get the next corollary:
Corollary 2.1. Let Assumptions 2.1 – 2.3 hold. Then, the following is true:
(i) ‖∇f(θn)‖2 = o
(
γ−pˆn
)
, |f(θn) − f(θˆ)| = o
(
γ−pˆn
)
and ‖θn − θˆ‖ = o
(
γ−qˆn
)
w.p.1 on {supn≥0 ‖θn‖ <
∞}∩ {ξ = 0, rˆ > r}.
(ii) ‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn) − f(θˆ)| = O
(
γ−pˆn
)
and ‖θn − θˆ‖ = O
(
γ−qˆn
)
w.p.1 on {supn≥0 ‖θn‖ <
∞}∩ {ξ = 0, rˆ > r}c.
(iii) ‖∇f(θn)‖2 = o(γ−pn ) and |f(θn)−f(θˆ)| = o(γ
−p
n ) w.p.1 on {supn≥0 ‖θn‖ <∞}, where p = min{1, r}.
Remark 2.3. The estimate of the convergence rate provided in Part (iii) of Corollary 2.1 is deterministic
and independent of θ∗.
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In the literature on stochastic and deterministic optimization, the asymptotic behavior of gradient
search is usually characterized by the convergence of sequences {∇f(θn)}n≥0, {f(θn)}n≥0 and {θn}n≥0
(see e.g., [5], [6], [34], [35] and references cited therein). Similarly, the convergence rate can be described
by the rates at which {∇f(θn)}n≥0, {f(θn)}n≥0 and {θn}n≥0 tend to their limit points. In the case of
algorithm (1), this kind of information is provided by Theorems 2.1, 2.2 and Corollary 2.1. Theorem
2.1 claims that algorithm (1) almost surely converges to a single-limit point (and does not exhibit limit
cycles). Theorem 2.2 and Corollary 2.1 provide almost sure upper bounds on the convergence rate of
{∇f(θn)}n≥0, {f(θn)}n≥0 and {θn}n≥0. The bounds are tightly connected to the convergence rate of
gradient flow dθ/dt = −∇f(θ) and of noise average
∑k
i=n αiξi. Basically, Theorem 2.2 and Corollary 2.1
claim that the convergence rate of {‖∇f(θn)‖2}n≥0 and {f(θn)}n≥0 is the slower of the rates O(γ−rˆµˆn )
(the rate of the gradient flow dθ/dt = −∇f(θ) sampled at time-instants {γn}n≥0) and O(γ
−rµˆ
n ) (the rate
of the noise average maxn≤k<a(n,1) ‖
∑k
i=n αiξi‖
µˆ). These estimates of the convergence rate of {f(θn)}n≥0
and {∇f(θn)}n≥0 seem to be rather tight. This is indicated by the arguments the proof of Theorem 2.2
is based on (see Section 11 for an outline), as well as by the following two special cases:
Case 1: ξn = 0 for each n ≥ 0. Due to Assumption 2.3, we have
d(f(θ(t)) − f(θˆ))
dt
= −‖∇f(θ(t))‖2 ≤ −
(
f(θ(t))− f(θˆ)
Mˆ
)2/µˆ
for a solution θ(·) of dθ/dt = −∇f(θ) satisfying limt→∞ θ(t) = θˆ and ‖θ(t)− θˆ‖ ≤ δθˆ for all t ∈ [0,∞) (δθ
is specified in Remark 2.1). Consequently, the Bellman-Gronwall inequality yields
f(θ(t)) − f(θˆ) = O(t−µˆ/(2−µˆ)) = O(t−µˆrˆ).
As {θn}n≥0 is asymptotically equivalent to θ(·) sampled at time-instances {γn}n≥0, we get f(θn)−f(θˆ) =
O(γ−µˆrˆn ). The same result is implied by Theorem 2.1 and Corollary 2.1.
Case 2: f(θ) = θTBθ for some positive definite matrix B. In this case, recursion (1) reduces to a linear
stochastic approximation algorithm. For such an algorithm, the tightest bound on the convergence rate
of {f(θn)}n≥0 and {‖∇f(θn)‖2}n≥0 is O(γ−2rn ) if ξ > 0 and o(γ
−2r
n ) if ξ = 0 (see [42]). The same rate is
predicted by Theorem 2.2 and Corollary 2.1.
The results of Theorems 2.1, 2.2 and Corollary 2.1 are of a local nature. They hold only on the event
where algorithm (1) is stable (i.e., where sequence {θn}n≥0 is bounded). Stating results on the convergence
and convergence rate in such a form is quite sensible due to the following reasons. The stability of stochastic
gradient search is based on well-understood arguments which are rather different from the arguments used
here to analyze convergence and convergence rate. Moreover and more importantly, it is straightforward
to get a global version of Theorems 2.1, 2.2 and Corollary 2.1 by combining them with the methods for
verifying or ensuring stability (e.g., with the results of [10] and [12]; see Appendix 2 for a global version
of the results presented in this section).
In the literature on deterministic optimization, a significant attention has recently been given to analytic
and subanalytic functions, their properties and the methods for their minimization (see e.g., [1], [2], [8]).
Crucially relying on Lojasiewicz gradient inequality and on the fact that {f(θn)}n≥0 is decreasing, it has
been demonstrated in [1] that the deterministic gradient search converges to a single limit-point when
the objective function is analytic. Theorems 2.1, 2.2 and Corollary 2.1 provide a generalization of [1] to
stochastic gradient search. Since {f(θn)}n≥0 is not decreasing in the case of stochastic gradient search
(due to noise {ξn}n≥0), the arguments behind the results of [1] cannot be applied to the asymptotic
analysis carried out here (even the classical version of the Lojasiewicz inequality (4) cannot be used, but
its generalization (3)). Instead, a different and much more sophisticated techniques are needed. These
techniques are based on a ‘singular’ Lyapunov function (function v(·) introduced in (47)).
The single limit-point convergence and convergence rate of stochastic gradient search (and stochastic
approximation) have been the subject of a number of papers and books (see [3], [24], [26], [35], [39]
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and references cited therein). Although the existing results provide a good insight into the asymptotic
behavior and efficiency of stochastic gradient algorithms, they are based on restrictive conditions. The
existing results on the single limit-point convergence of (1) require (explicitly or implicitly) f(·) to have
an isolated minimum θ∗ such that f(·) is strongly convex in on open vicinity of θ∗ and such that {θn}n≥0
almost surely visits the attraction domain of θ∗ infinitely often. In addition to this, the existing results on
the convergence rate of (1) require ∇f(·) to admit the representation (5) in an open vicinity of θ∗. These
conditions are hard to verify for complex stochastic gradient algorithms. For such algorithms, it is very
difficult even to show the existence of an isolated minimum, let alone to verify the representation (5) or
to check if {θn}n≥0 infinitely often enters the attraction domain of θ∗. Furthermore, the conditions the
existing results rely on are unlikely to hold for complex stochastic gradient algorithms as the corresponding
objective functions are prone to non-isolated minima (each of which is a potential limit point of (1)).
Several practically relevant examples of such a situation are provided Sections 4 – 8.
Relying on the Lojasiewicz gradient inequality, Theorems 2.1, 2.2 and Corollary 2.1 overcome the
described difficulties. Both theorems and their corollary allow the objective function f(·) to be non-
convex and have multiple and non-isolated minima. They also do not require∇f(·) to admit any particular
representation (notice that (5) cannot hold if θ∗ is a non-isolated minimum) and {θn}n≥0 to exhibit (a
priori) any particular behavior (i.e., to visit infinitely often the attraction domain of an isolated minimum).
Furthermore, they cover several practically important classes of stochastic gradient algorithms which do
not fit into the framework of the existing results (for details, see Sections 4 – 8). To the best or our
knowledge, these are the only results on the convergence and convergence rate of stochastic search which
enjoy such features.
3. Stochastic Gradient Algorithms with Markovian Dynamics
In order to illustrate the results of Section 2 and to set up a framework for the analysis carried out in
Sections 4 – 10, we apply Theorems 2.1, 2.2 and Corollary 2.1 to stochastic gradient algorithms with
Markovian dynamics. These algorithms are defined by the following difference equation:
θn+1 = θn − αnF (θn, Zn+1), n ≥ 0. (10)
In this recursion, F : Rdθ × Rdz → Rdθ is a measurable function, while {αn}n≥0 is a sequence of positive
real numbers. θ0 ∈ Rdθ is an arbitrary vector, while {Zn}n≥0 is an Rdz -valued stochastic process defined
on a probability space (Ω,F , P ). {Zn}n≥0 is a Markov process controlled by {θn}n≥0, i.e., there exists a
family of transition kernels {Πθ(·, ·)}θ∈Rdθ (defined on R
dz) such that
P (Zn+1 ∈ B|θ0, Z0, . . . , θn, Zn) = Πθn(Zn, B) (11)
w.p.1 for n ≥ 0 and any measurable set B ⊆ Rdz . In the context of stochastic gradient search, F (θn, Zn+1)
is regarded to as an estimator of ∇f(θn).
The algorithm (10) is analyzed under the following assumptions.
Assumption 3.1. limn→∞ αn = 0, lim supn→∞ |α
−1
n+1 − α
−1
n | <∞ and
∑∞
n=0 αn =∞. Moreover, there
exists a real number r ∈ (1,∞) such that
∑∞
n=0 α
2
nγ
2r
n <∞.
Assumption 3.2. There exist a differentiable function f : Rdθ → R and a measurable function F˜ :
Rdθ × Rdz → Rdθ such that ∇f(·) is locally Lipschitz continuous and such that
F (θ, z)−∇f(θ) = F˜ (θ, z)− (ΠF˜ )(θ, z)
for each θ ∈ Rdθ , z ∈ Rdz , where (ΠF˜ )(θ, z) =
∫
F˜ (θ, z′)Πθ(z, dz
′).
Assumption 3.3. For any compact set Q ⊂ Rdθ and s ∈ (0, 1), there exists a measurable function
ϕQ,s : R
dz → [1,∞) such that
max{‖F (θ, z)‖, ‖F˜(θ, z)‖, ‖(ΠF˜ )(θ, z)‖} ≤ ϕQ,s(z),
‖(ΠF˜ )(θ′, z)− (ΠF˜ )(θ′′, z)‖ ≤ ϕQ,s(z)‖θ
′ − θ′′‖s
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for all θ, θ′, θ′′ ∈ Q, z ∈ Rdz . In addition to this,
sup
n≥0
E
(
ϕ2Q,s(Zn)I{τQ≥n}|θ0 = θ, Z0 = z
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz , where τQ = inf({n ≥ 0 : θn 6∈ Q} ∪ {∞}).
The main results on the convergence rate of recursion (10) are contained in the next theorem.
Theorem 3.1. Let Assumptions 3.1 – 3.3 hold, and suppose that f(·) (introduced in Assumption 3.2)
satisfies Assumption 2.3. Then, the following is true:
(i) θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0 w.p.1 on {supn≥0 ‖θn‖ <∞}.
(ii) ‖∇f(θn)‖2 = o
(
γ−pˆn
)
, |f(θn) − f(θˆ)| = o
(
γ−pˆn
)
and ‖θn − θˆ‖ = o
(
γ−qˆn
)
w.p.1 on {supn≥0 ‖θn‖ <
∞}∩ {rˆ > r}.
(iii) ‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn) − f(θˆ)| = O
(
γ−pˆn
)
and ‖θn − θˆ‖ = O
(
γ−qˆn
)
w.p.1 on {supn≥0 ‖θn‖ <
∞}∩ {rˆ ≤ r}.
(iv) ‖∇f(θn)‖2 = o(γ−pn ) and |f(θn)− f(θˆ)| = o(γ
−p
n ) w.p.1 on {supn≥0 ‖θn‖ <∞}.
A proof is provided in Section 13. p, pˆ, qˆ and rˆ are defined in Theorem 2.2 and Corollary 2.1.
Assumption 3.1 is related to the sequence {αn}n≥0. It holds if αn = 1/na for n ≥ 1 and some
constant a ∈ (3/4, 1] (in that case, γn = O(n1−a) for n → ∞, while r can be any number satisfying
0 < r < (a − 1/2)/(1 − a)). On the other side, Assumptions 3.2 and 3.3 correspond to the stochastic
process {Zn}n≥0 and are standard for the asymptotic analysis of stochastic approximation algorithms
with Markovian dynamics. Assumptions 3.2 and 3.3 have been introduced by Metivier and Priouret in
[30] (see also [3, Part II]), and later generalized by Kushner and Yin (see [24] and references cited therein).
However, neither the results of Metivier and Priouret, nor the results of Kushner and Yin provide any
information on the single limit-point convergence and convergence rate of stochastic gradient search in
the case of multiple and non-isolated minima.
Regarding Theorem 3.1, the following note is also in order. As already mentioned in the beginning of
the section, the purpose of the theorem is illustrating the results of Section 2 and providing a framework
for studying the examples presented in the next few sections. Since these examples perfectly fit into the
framework developed by Metivier and Priouret, more general assumptions and settings of [24] are not
considered here in order to keep the exposition as concise as possible.
4. Example 1: Supervised Learning
In this section, online algorithms for supervised learning in feedforward neural networks are analyzed
using Theorems 2.1, 2.2 and 3.1. To avoid unnecessary technical details and complicated notation, only
two-layer networks are considered here. However, the obtained results can be extended to the networks
with any number of layers.
The input-output function of a two-layer perceptron can be defined as
Gθ(x) =
M∑
i=1
aiψ

 N∑
j=1
bi,jxj

 .
Here, ψ : R→ R is a differentiable function, while M,N ≥ 1 are integers. a1, . . . , aM , b1,1, . . . , bM,N and
x1, . . . , xN are real numbers, while θ = [a1 · · ·aM b1,1 · · · bM,N ]T , x = [x1 · · ·xN ]T and dθ = M(N + 1).
In this context, ψ(·) represents the network activation function, while x and Gθ(x) are the network input
and output (respectively). θ is the vector of the network parameters to be tuned through the process of
supervised learning.
Let X ⊆ RN , Y ⊆ R be measurable sets, while {(Xn, Yn)}n≥0 are X ×Y-valued i.i.d. random variables
defined on a probability space (Ω,F , P ). Function f(·) is defined as
f(θ) =
1
2
E(Y0 −Gθ(X0))
2
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for θ ∈ Rdθ . Then, the mean-square error based supervised learning in feedforward neural networks can be
described as the minimization of f(·) in a situation when only a realization of {(Xn, Yn)}n≥0 is available.
In this context, {(Xn, Yn)}n≥0 is referred to as a training sequence. For more details on neural networks
and supervised learning, see e.g., [17], [18] and references cited therein.
Function f(·) is usually minimized by the following stochastic gradient algorithm:
θn+1 = θn + αn(Yn −Gθn(Xn))Hθn(Xn), n ≥ 0. (12)
In this recursion, {αn}n≥0 is a sequence of positive real numbers. θ0 ∈ Rdθ is an arbitrary vector, while
Hθ(·) = ∇θGθ(·).
Remark 4.1. Even for relatively small M and N , function f(·) is prone to multiple and non-isolated
minima. To illustrate this, we consider the simplest possible case when ψ(·) is identity mapping (i.e.,
when ψ(t) = t for each t ∈ R). In this situation, the set of global minima of f(·) admits the representation
S∗ = {θ = [a
T vecT (B)]T : a ∈ RM , B ∈ RM×N , BT a = φ∗},
where φ∗ = argminφ∈RN
∫
(y − φTx)2pi(dx, dy), while vec(B) is the vector whose components are the
entries of B (i.e., vec(B) = [b1,1 · · · bM,N ]T , where bi,j denotes the (i, j)-entry of B). Obviously, S∗ has
uncountably many elements each of which is non-isolated. This clearly indicates that function f(·) is very
likely to have multiple and non-isolated minima in a general case when ψ(·) is nonlinear.
The asymptotic behavior of algorithm (12) is analyzed under the following assumptions:
Assumption 4.1. ψ(·) is real-analytic. Moreover, ψ(·) has a (complex-valued) continuation ψˆ(·) with the
following properties:
(i) ψˆ(z) maps z ∈ C to C (C denotes the set of complex numbers).
(ii) ψˆ(x) = ψ(x) for all x ∈ R.
(iii) There exists a real number ε ∈ (0, 1) such that ψˆ(·) is analytic on Vε(R) = {z ∈ C : d(z,R) ≤ ε}.
Assumption 4.2. X and Y are compact.
Assumption 4.1 is related to the network activation function. It holds when ψ(·) is a logistic function3
or a standard Gaussian density4, which are the most common activation functions for feedforward neural
networks. Assumption 4.2 corresponds to the training sequence {(Xn, Yn)}n≥0 and practically always
holds in real-world applications (as only bounded signals can be generated by real-world systems).
Our main results on the properties of objective function f(·) and algorithm (12) are contained in the
next two theorems.
Theorem 4.1. Let Assumptions 4.1 and 4.2 hold. Then, f(·) is analytic on entire Rdθ .
Theorem 4.2. Let Assumptions 3.1, 4.1 and 4.2 hold. Then, all conclusions of Theorem 3.1 are true for
{θn}n≥0 defined in this section.
A proof of Theorem 4.1 and 4.2 is provided in Section 14.
The asymptotic properties of online algorithms for supervised learning have been studied in a large
number of papers and books (see [4], [17], [18] and references cited therein). To the best of out knowledge,
the available literature does not provide any information on the single limit-point convergence and con-
vergence rate which can be verified for feedforward neural networks with nonlinear activation functions.
The reason comes out of the fact that the existing asymptotic results for stochastic gradient search hold
under very restrictive conditions which fail to hold for such networks (as explained in Remark 4.1 and
Section 2).
3Complex-valued logistic function can be defined as ψˆ(z) = (1 + exp(−z))−1 for z ∈ C. Since
|1 + exp(−z)|2 = 1 + exp(−2Re(z)) + 2 exp(−Re(z)) cos(Im(z)) ≥ 1 + exp(−2Re(z))
when |Im(z)| ≤ pi/2, ψˆ(·) is analytical on Vpi/2(R){z ∈ C : d(z,R) ≤ pi/2}.
4Complex-valued standard Gaussian density can be defined by ψˆ(z) = (2pi)−1/2 exp(−z2/2) for z ∈ C. It is analytical on
entire C.
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5. Example 2: Principal Component Analysis
To illustrate the results of Sections 2 and 3, we apply them to the asymptotic analysis of online algorithms
for principal component analysis.
To state the problem of principal component analysis and to define the corresponding online algorithms,
we use the following notation. M and N are integers satisfying N ≥ M > 1. {Xn}n≥0 is an RN -valued
i.i.d. stochastic process defined on a probability space (Ω,F , P ), while R = E(X0XT0 ). Then, the
principal component analysis can be stated as the computation of the M leading eigenvectors of R (i.e.,
the eigenvectors corresponding to the M largest eigenvalues) given a realization of {Xn}n≥0. Online
algorithms for principal component analysis are based on the minimization of
f(Θ) = E‖X0 −ΘΘ
TX0‖
2
with respect to Θ ∈ RN×M (see e.g., [14], [15], [47] and references cited therein). Since
∇f(Θ) = −
(
R(2I −ΘΘT )−ΘΘTR
)
Θ
(here, I denotes N×N unit matrix, while ∇f(Θ) is the N×M matrix defined by [∇f(Θ)]i,j = ∂f/∂[Θ]i,j
for 1 ≤ i ≤ N , 1 ≤ j ≤ M). the minimization can be performed by the following stochastic gradient
search:
Θn+1 = Θn + αn
(
XnX
T
n (2I −ΘnΘ
T
n )−ΘnΘ
T
nXnX
T
n
)
Θn, n ≥ 0. (13)
In this recursion, {αn}n≥0 is a sequence of positive reals, while Θ0 ∈ RN×M is an arbitrary matrix. Since
limn→∞Θ
T
nΘn = I (see [14], [47]), algorithm (13) can be simplified to
Θn+1 = Θn + αn
(
I −ΘnΘ
T
n
)
XnX
T
nΘn, n ≥ 0. (14)
In the literature on principal component analysis, recursions (13) and (14) are known as the Yang and Oja
algorithm (respectively). As opposed to (13), algorithm (14) is not a stochastic gradient search. Despite
this, (14) can still be analyzed using the results of Sections 2 and 3. Since such this analysis involves
some technical difficulties (such as bringing (14) to a form similar to (13) and analyzing the associated
quantities), the focus of this section is on recursion (13).
Remark 5.1. Let λ1, . . . , λN be eigenvalues of R satisfying λ1 ≥ · · · ≥ λN , while ei ∈ RN is an eigenvector
corresponding to λi. Moreover, let
S∗ =
{
Θ = [e1 · · · eM ]Q : Q ∈ R
M×M
}
,
S =
{
Θ = [ei1 · · · eiM ]Q : Q ∈ R
M×M , 1 ≤ i1 < · · · < iM ≤M
}
.
Then, if λM > λM+1, S∗ and S are the sets of global minima and stationary points of f(·), respectively
(see [14], [47]). Obviously, both S∗ and S have uncountably many elements each of which is non-isolated.
Algorithm (13) is analyzed under the following assumption.
Assumption 5.1. E‖X0‖4 <∞.
The main results on the properties of f(·) and algorithm (13) are provided in the next two theorems.
Theorem 5.1. Let Assumption 5.1 hold. Then, f(·) is analytic on entire RN×M .
Theorem 5.2. Let Assumptions 3.1 and 5.1 hold. Then, all conclusion of Theorem 3.1 are true for
{Θn}n≥0 (i.e., for {θn}n≥0 defined by θn = [ϑ1,1n · · ·ϑ
N,M
n ]
T , where ϑi,jn is the (i, j)-entry of Θn).
Remark 5.2. Theorem 5.1 is an immediate consequence of the fact that f(Θ) is polynomial in Θ. On
the other hand, Assumptions 3.2 and 3.3 hold for algorithm (13), since {Xn}n≥0 can be interpreted as a
controlled Markov chain whose transition kernel ΠΘ(x, ·) does not depend on (Θ, x). As a result of this,
Theorem 5.2 directly follows from Theorem 3.1.
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The asymptotic behavior of online algorithms for principal component analysis has been studied in a
number of papers (see [9, Section 10.5] and [15] for a recent review). Although the existing results provide
a good insight into the properties of these algorithms, they are mainly concerned with the behavior of
{ΘnΘTn}n≥0 and do not provide any information about the single limit-point convergence and convergence
rate of {Θn}n≥0 (for the difficulties associated with the asymptotic analysis of {Θn}n≥0, see [14, Section
III]). The aim of Theorems 5.1 and 5.2 is to fill this gap in the literature on principal component analysis.
6. Example 3: Maximum Likelihood Estimation
In this section, Theorems 2.1, 2.2 and 3.1 are used to analyze the asymptotic behavior of online algorithms
for maximum likelihood estimation in i.i.d. data.
To state the problem of maximum likelihood estimation and to define the corresponding online algo-
rithm, we use the following notation. dθ, N ≥ 1 are integers. Θ ⊆ R
dθ is an open set, while X ⊆ RN is a
measurable sets. λ(·) is a measure on RN . For each θ ∈ Θ, pθ(·) is a (parameterized) probability density
with respect to λ(·) (i.e., pθ(x) is a measurable function mapping (θ, x) ∈ Θ×RN to [0,∞) and satisfying∫
pθ(x)λ(dx) = 1 for all θ ∈ Θ). {Xn}n≥0 are X -valued i.i.d. random variables which are defined on a
probability space (Ω,F , P ) and admit a probability density p(·) with respect to λ(·) (p(·) is not necessarily
an element of {pθ(·)}θ∈Θ).
The problem of parameter estimation for i.i.d. data can be stated as follows: Given a realization of
{Xn}n≥0, estimate the values of θ for which pθ(·) provides the best approximation to p(·). If the estimation
is based on the maximum likelihood principle, the estimation reduces to the minimization of the negative
log-likelihood
f(θ) = −
∫
log (pθ(x)) p(x)λ(dx)
with respect to θ ∈ Θ. In online settings, f(·) is usually minimized by stochastic gradient (or stochastic
Newton) algorithm. Such an algorithm is defined by the following recursion:
θn+1 = θn − αnF (θn, Xn), n ≥ 0. (15)
Here, {αn}n≥0 is a sequence of positive real numbers. θ0 ∈ Θ is an arbitrary vector, while F (θ, x) =
−∇θpθ(x)/pθ(x) for θ ∈ Θ, x ∈ X . In the literature on statistical inference and system identification,
algorithm (15) is commonly referred to as the recursive maximum likelihood method.
Remark 6.1. In the case of multivariate parameters, negative log-likelihood f(·) is prone to multiple and
non-isolated minima. This inevitably happens whenever {pθ(·)}θ∈Θ is over-parameterized for p(·). To
illustrate this, we consider the situation when p(·) and pθ(·) are finite mixtures of probability densities
from the same parametric family. More specifically, we assume
p(x) =
M∑
i=1
w∗i qφ∗i (x), pθ(x) =
M+1∑
i=1
wiqφi(x).
Here, {qφ(·)}φ∈Φ are (parameterized) probability densities with respect to λ(·), while Φ ⊆ R
L is an open
set and L,M ≥ 1 are integers. w∗1 , . . . , w
∗
M , w1, . . . , wM+1 ∈ (0, 1) are real numbers satisfying
∑M
i=1 w
∗
i =∑M+1
i=1 wi = 1, while φ
∗
1, . . . , φ
∗
M , φ1, . . . , φM+1 ∈ Φ and θ = [w1 · · ·wM+1 φ
T
1 · · ·φ
T
M+1]
T . On the other
side, let
Si∗ =
{
θ = [w1 · · ·wM+1 φ
T
1 · · ·φ
T
M+1]
T ∈ (0, 1)M+1 × ΦM+1
: φi = φM+1 = φ
∗
i , wi + wM+1 = w
∗
i , wj = w
∗
j , φj = φ
∗
j , 1 ≤ j ≤M, j 6= i
}
for 1 ≤ i ≤ M , while S∗ =
⋃M
i=1 S
i
∗. Then, it is straightforward to show that each element of S∗ is
a non-isolated global minimum of f(·). This strongly suggests that in a general case, when p(·) is not
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included in {pθ(·)}θ∈Θ, negative log-likelihood f(·) is very likely to be multi-modal and has non-isolated
minima.
Algorithm (15) is analyzed under the following assumptions.
Assumption 6.1. X is compact and infx∈X p(x) > 0.
Assumption 6.2. pθ(x) > 0 for all θ ∈ Θ, x ∈ X .
Assumption 6.3. For each x ∈ X , pθ(x) is real-analytic in θ on entire Θ. Moreover, pθ(x) has a
(complex-valued) continuation pˆη(x) with the following properties:
(i) pˆη(x) maps (η, x) ∈ Cdθ ×X to C.
(ii) pˆθ(x) = pθ(x) for all θ ∈ Θ, x ∈ X .
(iii) For any θ ∈ Θ, there exists a real number δθ ∈ (0, 1) such that pˆη(x) is analytic in η and continuous
in (η, x) for any η ∈ Cdθ , x ∈ X satisfying ‖η − θ‖ ≤ δθ.
Assumption 6.1 corresponds to the statistical properties of data {Xn}n≥0 and covers many practically
important applications and situations. Assumptions 6.2 and 6.3 are related to the parameterized family
{pθ(·)}θ∈Θ. They hold for many practically relevant statistical models. E.g., Assumptions 6.2 and 6.3 are
satisfied if pθ(·) is a mixture of exponential, gamma, logistic, normal, log-normal, Pareto, uniform and
Weinbull distributions, and if the mixture is parameterized by the mixture weights and by the ‘natural
parameters’ of the ingredient distributions.
Let Λ be the event defined by
Λ =
{
sup
n≥0
‖θn‖ <∞, inf
n≥0
d(θn,Θ
c) > 0
}
. (16)
With this notation, the main results on the properties of f(·) and the asymptotic behavior of (15) read
as follows:
Theorem 6.1. Let Assumptions 6.1 – 6.3 hold. Then, f(·) is analytic on entire Θ.
Theorem 6.2. Let Assumptions 3.1 and 6.1 – 6.3 hold. Then, the following is true:
(i) θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0 w.p.1 on Λ.
(ii) ‖∇f(θn)‖2 = o
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = o
(
γ−pˆn
)
and ‖θn − θˆ‖ = o
(
γ−qˆn
)
w.p.1 on Λ ∩ {rˆ > r}.
(iii) ‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn)f(θˆ)| = O
(
γ−pˆn
)
and ‖θn − θˆ‖ = O
(
γ−qˆn
)
w.p.1 on Λ ∩ {rˆ ≤ r}.
(iv) ‖∇f(θn)‖2 = o(γ−pn ) and |f(θn)− f(θˆ)| = o(γ
−p
n ) w.p.1 on Λ.
A proof of Theorems 6.1 and 6.2 is provided in Section 15. p, pˆ, qˆ and rˆ are defined in Theorem 2.2
and Corollary 2.1.
Remark 6.2. Algorithm (15) usually involves a projection (or truncation) device which ensures that
estimates {θn}n≥0 remain in Θ (see e.g., [26, Section 3.44]). However, in order to avoid unnecessary
technical details and to keep the exposition as concise as possible, this aspect of algorithm (15) is not
discussed here. Instead, similarly as in [3], [25], [26], we state our asymptotic results in a local form.
The minimization of the negative log-likelihood using stochastic gradient search has a long tradition in
statistical inference, system identification and signal and image processing, while the asymptotic proper-
ties of the corresponding algorithms have studied in a number of papers (see e.g., [3], [16], [26], [32], [48]
and references cited therein). Although the available literature provides a good insight into the asymp-
totic behavior of the recursive maximum likelihood method, the existing results on the convergence and
convergence rate (of algorithm (15)) rely on very restrictive conditions: These results require the negative
log-likelihood f(·) to have an isolated minimum θ∗ and its gradient ∇f(·) to admit representation (5).
As such, the existing results do not cover the case when the negative log-likelihood f(·) has multiple and
non-isolated minima, which, as explained in Remark 6.1, often happens in practice. The aim of Therems
6.1 and 6.2 is to fill this gap in the literature on maximum likelihood estimation.
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7. Example 4: Temporal-Difference Learning
In this section, the asymptotic behavior of online algorithms for temporal-difference learning is analyzed
using Theorems 2.1, 2.2 and 3.1.
In order to explain temporal-difference learning and to define the corresponding algorithm, we use the
following notation. N ≥ 1 is an integer, while X ⊆ RN is a measurable set. {Xn}n≥0 is an X -valued
Markov chain defined on a probability space (Ω,F , P ), while P (·, ·) is its transition kernel. c : RN → R
is a locally Lipschitz continuous function. β ∈ (0, 1) is a constant, while function g(x) is defined as
g(x) = E
(
∞∑
n=0
βnc(Xn)
∣∣∣∣∣X0 = x
)
for x ∈ X . dθ ≥ 1 is an integer, while Gθ(x) is a real-valued measurable function of (θ, x) ∈ Rdθ ×X . f(·)
is the function defined by
f(θ) =
1
2
lim
n→∞
E(g(Xn)−Gθ(Xn))
2 (17)
for θ ∈ Rdθ . With this notation, the problem of temporal-difference learning can be posed as the minimiza-
tion of f(·). In this context, c(x) is considered as a cost of visiting state x, while g(x) is regarded to as the
total discounted cost incurred by {Xn}n≥0 when {Xn}n≥0 starts from state x. Gθ(·) is a parameterized
approximation of g(·), while θ is the parameter to be tuned through the process of temporal-difference
learning. For more details on temporal-difference learning, see e.g., [4], [36] and references cited therein.
Function f(·) can be minimized by the following algorithm:
Yn+1 = βYn +Hθn(Xn), (18)
θn+1 = θn + αn(c(Xn) + βGθn(Xn+1)−Gθn(Xn))Yn+1, n ≥ 0. (19)
In this recursion, {αn}n≥0 is a sequence of positive reals. θ0 ∈ Rdθ is an arbitrary vector, while Hθ(·) =
∇θGθ(·). In the literature on reinforcement learning, recursion (18), (19) is known as TD(1) temporal-
difference learning algorithm with a nonlinear function approximation, while Gθ(·) is referred to as a
function approximation (or just as an ‘approximator’).
We analyze algorithm (18), (19) under the following assumptions:
Assumption 7.1. X is compact.
Assumption 7.2. {Xn}n≥0 has a unique invariant probability measure pi(·). Moreover, there exist real
numbers ρ ∈ (0, 1), C ∈ [1,∞) such that
|Pn(x,B)− pi(B)| ≤ Cρn
for all x ∈ X , n ≥ 0 and any measurable set B ⊆ X (here, Pn(·, ·) denotes the n-th transition probability
of {Xn}n≥0).
Assumption 7.3. For each x ∈ X , Gθ(x) is real-analytic in θ on entire Rdθ . Moreover, Gθ(x) has a
(complex-valued) continuation Gˆη(x) with the following properties:
(i) Gˆη(x) maps (η, x) ∈ Cdθ ×X to C.
(ii) Gˆθ(x) = Gθ(x) for all θ ∈ Rdθ , x ∈ X .
(iii) For any θ ∈ Rdθ , there exist a real number δθ ∈ (0, 1) such that Gˆη(x) is analytic in η and continuous
in (η, x) for any η ∈ Cdθ , x ∈ X satisfying ‖η − θ‖ ≤ δθ.
Our main results on the properties of f(·) and asymptotic behavior of the algorithm (18), (19) are
presented in the next two theorems.
Theorem 7.1. Let Assumptions 7.1 – 7.3 hold. Then, f(·) is analytic on entire Rdθ .
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Theorem 7.2. Let Assumptions 3.1 and 7.1 – 7.3 hold. Then, all conclusions of Theorem 3.1 are true
for {θn}n≥0 defined in this section.
A proof of Theorems 7.1 and 7.2 is provided in Section 16.
Assumptions 7.1 and 7.2 correspond to the stability of Markov chain {Xn}n≥0. In this or similar form,
they are involved in any result on the asymptotic behavior of temporal-difference learning. On the other
side, Assumption 7.3 is related to the properties of Gθ(·). It covers some of the most popular function
approximations used in reinforcement learning (e.g., feedforward neural networks with analytic activation
functions; for details see [4], [36]).
Asymptotic properties of temporal-difference learning have been the subject of a number of papers (see
[4], [36] and references cited therein). However, the available literature on reinforcement learning does
not offer any information on the single limit-point convergence and convergence rate which can be verified
for temporal-difference learning algorithms with non-linear function approximation (i.e., for Gθ(·) being
nonlinear in θ). Similarly as in the case of supervised learning, the reason comes out of the fact that the
existing asymptotic results for stochastic gradient search hold under very restrictive conditions which are
hard (if possible at all) to demonstrate for such algorithms. The aim of Theorems 7.1 and 7.2 is to fill
this gap in the literature on reinforcement learning.
8. Example 5: Identification of Hidden Markov Models
In this section, Theorems 2.1, 2.2 and 3.1 are applied to the asymptotic analysis of recursive maximum
split-likelihood algorithm. Recursive maximum split-likelihood algorithm is a method for the identification
of hidden Markov models.
In order to define hidden Markov models and to state the problem of their identification, we need the
following notation. Nx > 1 and Ny > 1 are integers, while X = {1, . . . , Nx} and Y = {1, . . . , Ny}. p(x′|x)
and q(y|x) are non-negative functions of (respectively) (x, x′) ∈ X × X , (x, y) ∈ X × Y which satisfy∑
x′∈X
p(x′|x) = 1,
∑
y∈Y
q(y|x) = 1
for each x ∈ X . {(Xn, Yn)}n≥0 is an X × Y-valued Markov chain which is defined on a (canonical)
probability space (Ω,F , P ) and admits
P (Xn+1 = x
′, Yn+1 = y
′|Xn = x, Yn = y) = q(y
′|x′)p(x′|x)
for all x, x′ ∈ X , y, y′ ∈ Y. On the other side, dθ ≥ 1 is an integer, while Θ ⊆ Rdθ is an open set. piθ(x),
pθ(x
′|x) and qθ(y|x) are non-negative functions of (respectively) (θ, x) ∈ Θ × X , (θ, x, x
′) ∈ Θ × X × X ,
(θ, x, y) ∈ Θ× X × Y with the following properties: They are differentiable in θ for all θ ∈ Θ, x, x′ ∈ X ,
y ∈ Y and satisfy ∑
x′∈X
piθ(x
′) = 1,
∑
x′∈X
pθ(x
′|x) = 1,
∑
y∈Y
qθ(y|x) = 1
for each θ ∈ Θ, x ∈ X . For θ ∈ Θ, {(Xθn, Y
θ
n )}n≥0 is an X ×Y-valued Markov chain which is defined on a
(canonical) probability space (Ω,F , Pθ) and satisfies
Pθ(X
θ
0 = x, Y
θ
0 = y) = qθ(y|x)piθ(x),
Pθ(X
θ
n+1 = x
′, Y θn+1 = y
′|Xθn = x, Y
θ
n = y) = qθ(y
′|x′)pθ(x
′|x)
for all x, x′ ∈ X , y, y′ ∈ Y, n ≥ 0. For θ ∈ Θ, y1:N = (y1, . . . , yN ) ∈ YN and N ≥ 1, function φN,θ(y1:N )
is defined as
φN,θ(y1:N ) =−
1
N
log

 ∑
x0,...,xN∈X
(
N∏
i=1
(qθ(yi|xi)pθ(xi|xi−1))
)
piθ(x0)

 ,
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while
fN (θ) = lim
n→∞
E(φN,θ(YnN+1:(n+1)N )), f∞(θ) = lim
N→∞
E(φN,θ(Y1:N ))
(here, YnN+1:(n+1)N stands for (YnN+1, . . . , Y(n+1)N )).
In the statistics and engineering literature, {(Xn, Yn)}n≥0 (as well as {(X
θ
n, Y
θ
n )}n≥0) is known as a
hidden Markov model, while Xn and Yn are its (unobservable) state and (observable) output at discrete-
time n. The identification of {(Xn, Yn)}n≥0 can be stated as follows: Given a realization of the output
sequence {Yn}n≥0, estimate {p(x′|x)}x,x′∈X , {q(y|x)}x∈X ,y∈Y. If the identification is based on the maxi-
mum likelihood principle and the parameterized model {pθ(x′|x)}x,x′∈X , {qθ(y|x)}x∈X ,y∈Y, the estimation
reduces to the minimization of the negative log-likelihood f∞(·) over Θ. In this context, {(Xθn, Y
θ
n )}n≥0 is
considered as a candidate model of {(Xn, Yn)}n≥0. For more details on hidden Markov models and their
identification see [11, Part II] and references cited therein.
As the negative log-likelihood f(·) and its gradient are rarely available analytically, f∞(·) is usually
minimized by stochastic gradient search. The consistent estimation of ∇f∞(·) is computationally expen-
sive (even for moderately large Nx, Ny), since it is based on the optimal filter and the filter derivatives
(see e.g., [11]). To reduce the computational complexity, a number of approaches based on approximate
maximum likelihood (also known as pseudo-likelihood) has been proposed. Among them, the maximum
split-likelihood method [37], [38] has attracted a considerable attention in the literature. This approach is
based on the following fact. If {Xn}n≥0 is geometrically ergodic and if the optimal filter for the candidate
model {(Xθn, Y
θ
n )}n≥0 is stable, then
∇f∞(θ) = lim
N→∞
∇fN(θ) = lim
N→∞
lim
n→∞
E
(
∇θφN,θ(YnN+1:(n+1)N )
)
(see Theorem 8.1, below). Hence, ∇θφN,θ(YnN+1:(n+1)N ) is a reasonably good estimator of ∇f∞(θ) when
n,N ≫ 1. Combining this estimator with stochastic gradient search, we get the recursive maximum
split-likelihood algorithm:
θn+1 = θn − αnψN,θn(YnN+1:(n+1)N ), n ≥ 0. (20)
Here, {αn}n≥0 is a sequence of positive real numbers, N ≥ 1 is a fixed integer, and ψN,θ(·) = ∇θφN,θ(·).
To analyze algorithm (20), we need the following assumptions:
Assumption 8.1. {Xn}n≥0 is geometrically ergodic.
Assumption 8.2. pθ(x
′|x) > 0, qθ(y|x) > 0 and piθ(x) > 0 for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y.
Assumption 8.3. For each x, x′ ∈ X , y ∈ Y, pθ(x′|x), qθ(y|x) and piθ(x) are real-analytic in θ on entire
Θ.
Assumption 8.1 is related to the stability of the system being identified {(Xn, Yn)}n≥0. In this or
similar form, it is often involved in the asymptotic analysis of the identification methods for hidden
Markov models (see e.g. [11] and references cited therein). Assumptions 8.2 and 8.3 correspond to the
stability and parameterization of the candidate model {(Xθn, Y
θ
n )}n≥0. It is satisfied for many commonly
used parameterizations (e.g., natural, trigonometric and exponential).
Our main results on the properties of fN (·), f∞(·) and the asymptotic behavior of algorithm (20) are
provided in the next two theorems.
Theorem 8.1. Let Assumptions 8.1 and 8.2 hold. Then, the following is true:
(i) fN(·) and f∞(·) are analytic on entire Θ.
(ii) For each θ ∈ Θ, there exists a real number Lθ ∈ (0,∞) (not depending on N)5 such that
max{|fN(θ)− f∞(θ)|, ‖∇fN (θ) −∇f∞(θ)‖} ≤ Lθ/N. (21)
5Lθ depends only on the mixing rate of {Xn}n≥0 and on the upper bounds and Lipschitz constants of pθ(x
′|x), qθ(y|x),
piθ(x) and their derivatives. For further details, see the proof of Theorem 8.1.
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Theorem 8.2. Let Assumptions 3.1, 8.1 and 8.2 hold. Then, the following is true:
(i) θˆ = limn→∞ θn exists and satisfies ∇fN(θˆ) = 0 w.p.1 on Λ.
(ii) ‖∇f(θn)‖2 = o
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = o
(
γ−pˆn
)
and ‖θn − θˆ‖ = o
(
γ−qˆn
)
w.p.1 on Λ ∩ {rˆ > r}.
(iii) ‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn)f(θˆ)| = O
(
γ−pˆn
)
and ‖θn − θˆ‖ = O
(
γ−qˆn
)
w.p.1 on Λ ∩ {rˆ ≤ r}.
(iv) ‖∇f(θn)‖2 = o(γ−pn ) and |f(θn)− f(θˆ)| = o(γ
−p
n ) w.p.1 on Λ.
A proof of Theorems 8.1 and 8.2 is provided in Section 17. p, pˆ, qˆ and rˆ are defined in Theorem 2.2
and Corollary 2.1,6 while Λ is specified in (16).
Remark 8.1. Similarly as (15), algorithm (20) usually involves a projection (or truncation) device which
ensures that estimates {θn}n≥0 remain in Θ (see e.g., [26, Section 3.44]). However, in order to avoid
unnecessary technical details and to keep the exposition as concise as possible, this aspect of algorithm
(15) is not discussed here. Instead, similarly as in [3], [25], [26], we state our asymptotic results in a local
form.
Remark 8.2. As in the case of the maximum likelihood estimation for i.i.d. data, fN(·), f∞(·) are
usually multimodal (notice that fN(·), f∞(·) are invariant in the order of their arguments). In addition
to this, fN (·), f∞(·) are likely to have non-isolated minima (which inevitably happens whenever model
{(Xθn, Y
θ
n )}n≥0 is over-parameterized for {(Xn, Yn)}n≥0).
The asymptotic properties of the maximum split-likelihood have throughly been studies in [37], [38]
(see also [11]. Although the results of [37], [38] offer a good insight into the method, they hold under
restrictive conditions: These results guarantee the single limit-point convergence of {θn}n≥0 and provide
the convergence rate only if fN (·) has a unique minimum at which ∇2fN (·) is positive definite. Hence, [37],
[38] do not cover the case where fN(·) has multiple non-isolated minima, which, as explained in Remark
8.1 often happen in practice. The purpose of Theorems 8.1 and 8.2 is to overcome these difficulties.
9. Example 6: Identification of Linear Stochastic Systems
To illustrate the general results of Sections 2 and 3, we apply them to the asymptotic analysis of the recur-
sive prediction error method for identification of linear stochastic systems. To avoid unnecessary technical
details and complicated notation, only the identification of univariate ARMA models is considered here.
However, it is straightforward to generalize the obtained results to any linear stochastic system.
To define the recursive prediction error methods for ARMA models, we use the following notation.
M,N ≥ 1 are integers, while dθ =M +N . Aθ(·) and Bθ(·) are the polynomials defined by
Aθ(z) = 1−
M∑
k=1
akz
−k, Bθ(z) = 1 +
N∑
k=1
bkz
−k
for z ∈ C, a1, . . . , aM , b1, . . . , bN ∈ R and θ = [a1 · · ·aM b1 · · · bN ]T (C denotes the set of complex
numbers). Y ⊆ R is a measurable set, while
Θa = {θ ∈ R
dθ : Aθ(z) = 0⇒ |z| < 1}, Θb = {θ ∈ R
dθ : Bθ(z) = 0⇒ |z| < 1}
and Θ = Θa
⋂
Θb. {Yn}n≥0 is a Y-valued stochastic process which represents the signal generated by the
system being identified. For θ ∈ Θ, {Y θn }n≥0 is the output of the ARMA model
Aθ(q)Y
θ
n = Bθ(q)Un, n ≥ 0, (22)
where {Un}≥0 is a real-valued white noise and q−1 is the (backward) time-shift operator. For the same θ,
{εθn}n≥0 is the stochastic process generated by the recursion
Bθ(q)ε
θ
n = Aθ(q)Yn, n ≥ 0. (23)
6In this case, f(·) should be replaced by fN (·).
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In that case, Yˆ θn = Yn − ε
θ
n is the mean-square optimal prediction of Yn given Y0, . . . , Yn−1 and model
(22) (for details see e.g., [26], [27]). On the other side, εθn can be interpreted as the prediction error.
The parametric identification of ARMA models can be stated as follows: Given a realization of {Yn}n≥0,
estimate the values of θ for which model (22) provides the best approximation to signal {Yn}n≥0. If the
identification is based on the prediction error principle, this estimation problem reduces to the minimiza-
tion of the mean-square prediction error
f(θ) =
1
2
lim
n→∞
E
(
(εθn)
2
)
with respect to θ ∈ Θ. In online settings, f(·) is usually minimized by stochastic gradient (or stochastic
Newton) algorithm. Such an algorithm is defined by the following recursion:
φn = [Yn · · ·Yn−M+1 εn · · · εn−N+1]
T , (24)
εn+1 = Yn+1 − φ
T
n θn, (25)
ψn+1 = φn − [ψn · · ·ψn−N+1]D θn, (26)
θn+1 = θn + αnψn+1εn+1, n ≥ 0. (27)
In this recursion, {αn}n≥0 denotes a sequence of positive reals. D is the N×(M+N) block-matrix defined
by D = [0 I], where I and 0 denote N×N unit matrix and N×M zero matrix (respectively). {Yn}n≥−M
is a real-valued stochastic process defined on a probability space (Ω,F , P ). θ0 ∈ Θ, ψ0, . . . , ψ−N+1 ∈ Rdθ
are arbitrary vectors, while ε0, . . . , ε−N+1 ∈ R are arbitrary numbers. θ0, ε0, . . . , ε−N+1, ψ0, . . . , ψ−N+1
represent the initial conditions of the algorithm (24) – (27). In the literature on system identification,
recursion (24) – (27) is known as the recursive prediction error algorithm for ARMA models. εn is referred
to as the prediction error, while ψn is the negative gradient of εn with respect to θ (for more details see
[26], [27] and references cited therein).
We study the asymptotic behavior of algorithm (24) – (27) for the case where {Yn}n≥0 is an output
of a Markovian system. More specifically, we assume that there exist an integer L ≥ 1, a measurable set
X ⊆ RL and an X -valued stochastic process {Xn}n≥0 defined on (Ω,F , P ) such that {(Xn, Yn)}n≥0 is a
Markov chain. In this context, {Xn}n≥0 can be interpreted as unobservable states of the system being
identified.
Let W = X × Y, while {Wn}n≥0 is the stochastic process defined by Wn = [XTn Yn]
T for n ≥ 0. To
analyze algorithm (24) – (27), we rely on the following assumptions:
Assumption 9.1. W is compact.
Assumption 9.2. {Wn}n≥0 has a unique invariant probability measure pi(·). Moreover, there exist real
numbers ρ ∈ (0, 1), C ∈ [1,∞) such that
|Pn(w,B)− pi(B)| ≤ Cρn
for all w ∈ W, n ≥ 0 and any measurable set B ⊆ W (here, Pn(·, ·) denotes the n-th step transition
probability of {Wn}n≥0).
Assumption 9.3. For any compact set Q ⊂ Θ,
sup
n≥0
E
(
(ε4n + ‖ψn‖
4)I{τQ≥n}
)
<∞, (28)
where τQ = inf{n ≥ 0 : θn /∈ Q}.
Our main results on the properties of f(·) and the asymptotic behavior of algorithm (24) – (27) are
provided in the next two theorems.
Theorem 9.1. Let Assumptions 9.1 – 9.3 hold. Then, f(·) is analytic on entire Θ.
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Theorem 9.2. Let Assumptions 3.1, 9.1 and 9.2 hold. Then, the following is true:
(i) θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0 w.p.1 on Λ.
(ii) ‖∇f(θn)‖2 = o
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = o
(
γ−pˆn
)
and ‖θn − θˆ‖ = o
(
γ−qˆn
)
w.p.1 on Λ ∩ {rˆ > r}.
(iii) ‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn)f(θˆ)| = O
(
γ−pˆn
)
and ‖θn − θˆ‖ = O
(
γ−qˆn
)
w.p.1 on Λ ∩ {rˆ ≤ r}.
(iv) ‖∇f(θn)‖2 = o(γ−pn ) and |f(θn)− f(θˆ)| = o(γ
−p
n ) w.p.1 on Λ.
A proof of Theorems 9.1 and 9.2 is provided in Section 18. p, pˆ, qˆ and rˆ are defined in Theorem 2.2
and Corollary 2.1, while Λ is specified in (16).
Remark 9.1. Similarly as (15), algorithm (24) – (27) involves a projection (or truncation) device which
prevents {θn}n≥0 from leaving Θ (see [26, Section 3.44]), i.e., which ensures the stability of the parameter-
ized model {Y θn }n≥0 (condition θn ∈ Θa) and the stability of the prediction error {ε
θ
n}n≥0 and subrecursion
(24) – (26) (condition θn ∈ Θb). However, in order to avoid unnecessary technical details and to keep the
exposition as concise as possible, this aspect of algorithm (24) – (27) is not studied here. Instead, similarly
as in [3], [25], [26], we state our asymptotic results in a local form. Since the stability of algorithm (24)
– (27) is not affected by the stability of {Y θn }n≥0, Theorems 9.1 and 9.2 remain valid if Θ is defined by
Θ = Θb.
Remark 9.2. As well-documented in the literature on system identification (see e.g., [40, Section 3.7]),
the mean-square prediction error f(·) is multimodal for ARMA models. In addition to this, f(·) is likely
to have non-isolated minima and stationary points (which inevitably happens whenever model (22) is
over-parameterized for {Yn}n≥0).
Assumptions 9.1 and 9.2 correspond to the system being identified. They hold whenever the system is
a geometrically ergodic hidden Markov model (in that case, {Xn}n≥0 is the hidden Markov chain). They
also cover a number of linear and nonlinear stochastic systems encountered in real-world applications
(including ARMA models driven by bounded i.i.d. or Markovian noise). In addition to this, Assumptions
9.1 and 9.2 allow for the possibility that {Yn}n≥0 is not a member of the parametric family of ARMA
models (22) (which is rather important from the practical point of view, as such models cannot provide
an exact representation of a real-world system, but only an accurate approximation). Unfortunately,
Assumption 9.1 requires states {Xn}n≥0 and outputs {Yn}n≥0 to be compactly supported (i.e., almost
surely bounded). Although this may seem restrictive from theoretical point of view, it is always satisfied
in practice (as systems met in real-world applications generate only bounded signals). Anyway, relying on
the concept of V -uniform ergodicity (see e.g., [31, Chapter 16]), it is relatively straightforward to extend
the results of this section to Markovian systems with non-compactly supported states and outputs.
Assumption 9.3 is related to the stability of subrecursion (24) – (26) and of sequences {εn}≥0, {ψn}n≥0.
In this or a similar form, Assumption 9.3 is involved in practically all asymptotic results for the recursive
prediction error identification methods. E.g., [26, Theorems 4.1 – 4.3] (probably the most general result
of this kind) require {(εn, ψn)}n≥0 to visit a fixed compact set infinitely often w.p.1 on event Λ. When
{Yn}n≥0 is generated by a Markovian system, such a requirement is practically equivalent to (28).
Various aspects of the recursive prediction error identification in linear stochastic systems have been the
subject of numerous papers and books (see [26], [27] and references cited therein). Although the available
literature offers a good insight into the asymptotic behavior of the recursive prediction error method,
the existing results on the convergence and convergence rate (of algorithm (25) – (27)) hold under very
restrictive conditions: These results require the mean-square prediction error f(·) to have an isolated
minimum θ∗ at which ∇2f(·) is positive definite (see [26], probably the strongest result of this type). As
such, the existing results cannot cover the case when f(·) has multiple and non-isolated minima, which,
as explained in Remark 9.2, often happens in practice. The aim of Theorems 9.1 and 9.2 is to fill this gap
in the literature on system identification.
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10. Example 7: Simulation-Based Optimization of Controlled
Markov Chains
In this section, we explain how Theorems 2.1, 2.2 and 3.1 can be used to analyze the actor-critic algorithms
proposed by Tsitsiklis and Konda in [20]. These algorithms fall into the category of reinforcement learning.
They can be considered as simulation-based methods for average-cost Markov decision problems, too.
To state average-cost Markov decision problems and to define the actor-critic algorithms of Tsitsiklis
and Konda, we use the following notation. dθ ≥ 1 and M,N > 1 are integers, while X = {1, . . . , N}
and Y = {1, . . . ,M}. c(x, y), p(x′|x, y) and qθ(y|x) are functions mapping θ ∈ Rdθ , x, x′ ∈ X , y ∈ Y to
[0,∞). For each θ ∈ Rdθ , x ∈ X , y ∈ Y, p(·|x, y) and qθ(·|x) are probability mass functions on X , Y
(respectively). For each θ ∈ Rdθ , {(Xθn, Y
θ
n )}n≥0 is an X × Y-valued Markov chain which is defined on a
(canonical) probability space (Ω,F , P ) and satisfies
P (Xθn+1 = x, Y
θ
n+1 = y|X
θ
n, Y
θ
n ) = qθ(y|x)p(x|X
θ
n, Y
θ
n ) (29)
for all x ∈ X , y ∈ Y, n ≥ 0. As an immediate consequence of (29), {Xθn}n≥0 is also a Markov chain whose
transition kernel pθ(x
′|x) is defined by
pθ(x
′|x) =
∑
y∈Y
p(x′|x, y)qθ(y|x)
for x, x′ ∈ X .
An average-cost Markov decision problem with parameterized randomized policy can be posed as the
minimization of
f(θ) = lim
n→∞
E
(
1
n
n∑
k=1
c(Xθk , Y
θ
k )
)
with respect to θ ∈ Rdθ . In this context, {(Xθn, Y
θ
n )}n≥0 is referred to as a controlled Markov chain with
parameterized randomized policy. {Xθn}n≥0 represent the chain states, while {Y
θ
n }n≥0 are the control
actions. p(x′|x, y) is the state transition kernel, while qθ(y|x) is the action likelihood. c(x, y) is the cost
of state-action pair (x, y). For further details on controlled Markov chains and Markov decision problems,
see [4], [36] and references cited therein.
In [20], Tsitsiklis and Konda have proposed a class of actor-critic algorithms for the minimization of
f(·). These algorithms are based on Markov chain regeneration and can be defined by the following
difference equations:
Vn+1 =c(Xn, Yn)− η2,n + (sθn(Xn+1, Yn+1)− sθn(Xn, Yn))
T η1,n, (30)
Wn+1 =WnI{Xn+1 6=x∗} + sθn(Xn+1, Yn+1), (31)
θn+1 =θn − αnsθn(Xn+1, Yn+1)s
T
θn(Xn+1, Yn+1)η1,n, (32)
η1,n+1 =η1,n + βnWn+1Vn+1, (33)
η2,n+1 =η2,n + βn(c(Xn+1, Yn+1)− η2,n), n ≥ 0. (34)
{αn}n≥0 and {βn}n≥0 are sequences of positive real numbers. θ0, η1,0,W0 ∈ R
dθ are arbitrary vectors,
while η2,0 ∈ R is an arbitrary number. sθ(x, y) is defined by sθ(x, y) = ∇θqθ(y|x)/qθ(y|x) for θ ∈ Rdθ ,
x ∈ X , y ∈ Y. x∗ is a fixed element of X . {Xn}n≥0 and {Yn}n≥0 are stochastic processes generated through
the following Monte Carlo simulations: For each n ≥ 0, Xn+1 is simulated from p(·|Xn, Yn) (independently
of {θi, η1,i, η2,i}1≤i≤n and {Xj, Yj}1≤j<n), while Yn+1 is simulated from qθn(·|Xn+1) (independently from
{θi}1≤i<n and {η1,j , η2,j , Xj, Yj}1≤j≤n). Hence, {(Xn, Yn)}n≥0 satisfies
P (Xn+1 = x, Yn+1 = y|θ0, η1,0, η2,0, X0, Y0, . . . , θn, η1,n, η2,n, Xn, Yn)
= qθn(y|x)p(x|Xn, Yn)
w.p.1 for n ≥ 0.
Algorithm (30) – (33) is analyzed under the following assumptions:
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Assumption 10.1. limn→∞ αn = limn→∞ βn = limn→∞ αnβ
−1
n = 0, lim supn→∞ |α
−1
n+1 − α
−1
n | < ∞,
lim supn→∞ |β
−1
n+1 − β
−1
n | < ∞ and
∑∞
n=0 αn = ∞. Moreover, there exists a real number r ∈ [1,∞) such
that
∑∞
n=0 β
2
nγ
2r
n <∞.
Assumption 10.2. For each θ ∈ Rdθ , pθ(x′|x) is an irreducible and aperiodic transition kernel.
Assumption 10.3. For any compact set Q ⊂ Rdθ , there exists an integer nQ ≥ 1 and a real number
εQ ∈ (0, 1) such that
nQ∑
n=1
∑
x1,...,xn∈X
pϑn(x∗|xn) · · · pϑ0(x1|x) ≥ εQ
for all x ∈ X and any sequence {ϑn}0≤n≤nQ in Q.
Assumption 10.4. For any compact set Q ⊂ Rdθ , there exists a real number KQ ∈ [1,∞) such that
‖∇θqθ(y|x)‖ ≤ KQqθ(y|x),
‖sθ′(x, y)− sθ′′(x, y)‖ ≤ KQ‖θ
′ − θ′′‖
for all θ, θ′, θ′′ ∈ Q, x ∈ X , y ∈ Y.
Assumption 10.5. For each x ∈ X , y ∈ Y, qθ(y|x) is real-analytic in θ on entire Rdθ .
Assumption 10.6. For each θ ∈ Rdθ , ∑
x∈X ,y∈Y
sθ(x, y)s
T
θ (x, y)piθ(x)
is positive definite, where piθ(x) is the invariant probability mass function of {Xθn}n≥0 (i.e., piθ(x) =
limn→∞ P (X
θ
n = x)).
To the best of our knowledge, the strongest result on the asymptotic behavior of algorithm (30) – (33)
have been provided by Tsitsiklis and Konda in [20]. They have analyzed algorithm (30) – (33) under
conditions slightly weaker than Assumptions 10.1 – 10.6.7 As a main result of their analysis, Tsitsiklis
and Konda have demonstrated that lim infn→∞∇f(θn) = 0 w.p.1. Using the arguments of Theorems 2.1,
2.2 and 3.1, much stronger asymptotic results are possible. These results are presented in the next two
theorems.
Theorem 10.1. Let Assumptions 10.2 and 10.5 hold. Then, f(·) is analytic on entire Rdθ .
Theorem 10.2. Let Assumptions 10.1 – 10.6 hold. Then, all conclusions of Theorem 3.1 are true for
{θn}n≥0 defined in this section.
Algorithm (30) – (33) falls into the category of two time-scale stochastic approximation (see e.g., [9])
and does not fit exactly into the framework studied in Sections 2 and 3. Fortunately, the algorithm
is asymptotically equivalent to recursion (1) and (10), and hence, with some modifications, Theorems
2.1, 2.2 and 3.1 can be applied to its asymptotic analysis. Although intuitively straightforward, these
modifications involve a number of technical details. Therefore, complete proof of Theorems 10.1 and 10.2
are provided in separate paper [45]. Here, in Section 19, only an outline of the proof is presented.
7 The only difference between the conditions adopted in [20] and here is that the results of [20] hold whenever qθ(y|x) is
twice differentiable in θ, while Assumption 10.5 requires qθ(y|x) to be analytical in θ. However, Assumption 10.5 covers a
number of parameterizations of the action likelihood qθ(y|x) such as ‘natural,’ trigonometric of logistic.
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11. Outline of the Proof of Theorems 2.1 and 2.2
Theorems 2.1 and 2.2 are proved in several steps. These steps can be summarized as follows:
Step 1. The asymptotic properties of {θn}n≥0, {f(θn)}n≥0 and {∇f(θn)}n≥0 are analyzed (Lemmas 12.1,
12.2). The analysis is based on Taylor formula and Bellman-Gronwall inequality. The obtained results
are a prerequisite for Steps 2, 3.
Step 2. limn→∞∇f(θn) = 0 and the convergence of f(θn) are demonstrated (Lemmas 12.3, 12.4). The
proof is based on Lojasiewicz inequaltiy (49) (which is a consequence of Assumption 2.3), Lemma 12.2
(relations (51), (52)) and standard stochastic approximation arguments. This result is used later at Steps
3, 4.
Step 3. The asymptotic behavior of {u(θn)}n≥0, {v(θn)}n≥0 is studied (Lemma 12.5; u(·), v(·) are defined
in (47)). The obtained results crucially rely on Lojasiewicz inequality (49) and Steps 1, 2 (Lemmas 12.2,
12.4). The results are a corner-stone of the analysis carried out at Steps 4, 5, 6.
Step 4. lim infn→∞ γ
pˆ
n(f(θn)− fˆ) > −∞ is demonstrated (Lemma 12.7; pˆ is defined in (46)). The idea of
the proof can be described as follows. If the previous relation is not true, then there exists a sufficiently
large integer n0 > 0 such that u(θn0) < 0 and
Mˆ max
n≤k<a(n,1)
∥∥∥∥∥
k−1∑
i=n
αiξi
∥∥∥∥∥
µˆ
≤ |u(θn0)| (35)
for n ≥ n0 (notice that maxn≤k<a(n,1)
∥∥∑k
i=n αiξi
∥∥µˆ = O(γ−µˆrn ) = O(γ−pˆn ) follows from Lemma 12.1; µˆ,
Mˆ , u(·) are defined in (45), (47)). Define sequence {nk}k≥0 recursively by nk+1 = a(nk, 1) for k ≥ 0. Let
us show by induction that u(θnk) ≤ u(θn0) for each k ≥ 0. Obviously, this is true for k = 0. Assume that
u(θnk) ≤ u(θn0) for some k ≥ 0. As |u(θnk)| ≥ |u(θn0)| (due to u(θn0) < 0), the Lojasiewicz inequality
(49) and (35) imply
∥∥∑nk+1−1
i=nk
αiξi
∥∥ ≤ ‖∇f(θnk)‖. On the other side, Taylor formula yields
u(θnk+1) ≈u(θnk)− (∇f(θnk))
T
nk+1−1∑
i=nk
αi(∇f(θi) + ξi)
≈u(θnk)− (∇f(θnk))
T
(
(γnk+1 − γnk)∇f(θnk) +
nk+1−1∑
i=nk
αiξi
)
≤u(θnk)− ‖∇f(θnk)‖
(
‖∇f(θnk)‖ −
∥∥∥∥∥
nk+1−1∑
i=nk
αiξi
∥∥∥∥∥
)
≤u(θnk)
(notice that γnk+1 − γnk ≈ 1). Hence, u(θnk+1) ≤ u(θnk). Then, by mathematical induction, we conclude
u(θnk+1) ≤ u(θn0) for any k ≥ 0. However, this is not possible as u(θn0) < 0 and limn→∞ u(θn) = 0 (due
to Lemma 12.4).
Step 5. lim infn→∞ γ
pˆ
n(f(θn)− fˆ) <∞ is proved (Lemma 12.8). The idea of the proof can be summarized
as follows. If the previous relation is not satisfied, then limn→∞ γ
−1
n v(θn) = 0 and there exists a sufficiently
large integer n0 > 0 such that u(θn) > 0 and
2µˆMˆ max
n≤k<a(n,1)
∥∥∥∥∥
k−1∑
i=n
αiξi
∥∥∥∥∥
µˆ
≤ u(θn)
for n ≥ n0 (notice again that due to Lemma 1, maxn≤k<a(n,1)
∥∥∑k
i=n αiξi
∥∥µˆ = O(γ−pˆn ); u(·), v(·) are
defined in (47)). Let {nk}k≥0 be defined in the same way as in Step 4. Then, the Lojasiewicz inequality
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(49) yields
∥∥∑nk+1−1
i=nk
αiξi
∥∥ ≤ ‖∇f(θnk)‖/2 for k ≥ 0. The same inequality also implies
‖∇f(θnk)‖
2 ≥ Mˆ−2/µˆ(fˆ − f(θnk))
2/µˆ ≥ 2pˆLˆ(u(θnk))
1+1/pˆ
for k ≥ 0, where Lˆ = 2−1pˆ−1Mˆ−2/µˆ (notice that u(θnk) ≈ 0 and 2/µˆ = 1+ 1/(µˆrˆ) ≤ 1 + 1/pˆ; rˆ is defined
in (46)). Then, owing to Taylor formula, we have
v(θnk+1) ≈v(θnk) +
(∇f(θnk))
T
pˆ(u(θnk))
1+1/pˆ
(
(γnk+1 − γnk)∇f(θnk) +
nk+1−1∑
i=nk
αiξi
)
≥v(θnk) +
(γnk+1 − γnk)‖∇f(θnk)‖
2
2pˆ(u(θnk))
1+1/pˆ
+
‖∇f(θnk)‖
pˆ(u(θnk))
1+1/pˆ
(
‖∇f(θnk)‖
2
−
∥∥∥∥∥
nk+1−1∑
i=nk
αiξi
∥∥∥∥∥
)
≥v(θnk) + Lˆ(γnk+1 − γnk)
for k ≥ 0. Therefore, lim infk→∞ γ−1nk v(θnk) ≥ Lˆ > 0. However, this is not possible due to
limn→∞ γ
−1
n v(θn) = 0.
Step 6. lim supn→∞ γ
pˆ
n(f(θn)− fˆ) <∞ is proved (Lemma 12.9). The idea of the proof can be described
as follows. Let Lˆ have the same meaning as in Step 5. If the previous relation is not satisfied, then,
owing to the results of Step 5, there exist sufficiently large integer m0 and sufficiently small real number
t ∈ (0, 1) with the following properties: (1/Lˆ)pˆ < γpˆm0u(θm0) ≤ γ
pˆ
a(m0,t)
u(θa(m0,t)) and
(2/t)µˆMˆ
∥∥∥∥∥∥
a(m0,t)−1∑
i=m0
αiξi
∥∥∥∥∥∥
µˆ
≤ u(θm0)
(notice again that due to Lemma 1, maxn≤k<a(n,1)
∥∥∑k
i=n αiξi
∥∥µˆ = O(γ−pˆn )). Let n0 = a(m0, t). Con-
sequently, γ−1n0 v(θn0) ≤ γ
−1
m0v(θm0) < Lˆ, while the Lojasiewicz inequality (49) implies
∥∥∑n0−1
i=m0
αiξi
∥∥ ≤
(t/2)‖∇f(θm0)‖ and
‖∇f(θm0)‖
2 ≥ Mˆ−2/µˆ(fˆ − f(θm0))
2/µˆ ≥ 2pˆLˆ(u(θm0))
1+1/pˆ.
Combining this with Taylor formula, we get
v(θn0) ≈v(θm0) +
(∇f(θm0))
T
pˆ(u(θm0))
1+1/pˆ
(
(γn0 − γm0)∇f(θm0) +
n0−1∑
i=m0
αiξi
)
≥v(θnk) +
(γn0 − γm0)‖∇f(θm0)‖
2
2pˆ(u(θm0))
1+1/pˆ
+
‖∇f(θm0)‖
pˆ(u(θm0))
1+1/pˆ
(
t‖∇f(θm0)‖
2
−
∥∥∥∥∥
n0−1∑
i=m0
αiξi
∥∥∥∥∥
)
≥v(θnk) + Lˆ(γn0 − γm0)
(notice that γn0 − γm0 ≈ t). Therefore,
γ−1n0 v(θn0 ) ≥ γ
−1
m0v(θm0) + (1− γm0/γn0)(Lˆ − γ
−1
m0v(θm0)) > γ
−1
m0v(θm0).
However, this is impossible as γ−1n0 v(θn0) ≤ γ
−1
m0v(θm0).
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Step 7. ‖∇f(θn)‖
2 = O(γ−pˆn ) is demonstrated (Lemma 12.7). The proof is based on the following idea.
Due to Taylor formula, we have
‖∇f(θn)‖
2 ≈
u(θn)− u(θa(n,1))
γa(n,1) − γn
−
(∇f(θn))T
γa(n,1) − γn
a(n,1)−1∑
i=n
αiξi
≤|u(θa(n,1))|+ |u(θn)|+
‖∇f(θn)‖2
2
+
1
2
∥∥∥∥∥∥
a(n,1)−1∑
i=n
αiξi
∥∥∥∥∥∥
2
for all sufficiently large n (notice that γa(n,1) − γn ≈ 1). Consequently,
‖∇f(θn)‖
2 ≤ 2|u(θa(n,1))|+ 2|u(θn)|+
∥∥∥∥∥∥
a(n,1)−1∑
i=n
αiξi
∥∥∥∥∥∥
2
for the same n. Then, ‖∇f(θn)‖2 = O(γ−pˆn ) directly follows from the results of Steps 4 and 6 (also notice
that maxn≤k<a(n,1)
∥∥∑k
i=n αiξi
∥∥2 = O(γ−2rn ) = O(γ−pˆn ) follows from Lemma 12.1).
Step 8. maxk≥n ‖θk − θn‖ = O(γ−qˆn ) is proved (Lemmas 12.6, 12.10; qˆ is defined in (45)). The idea of
the proof can be summarized as follows. Let {nk}k≥0 be the sequence recursively defined by n0 = 0 and
nk+1 = a(nk, 1) for k ≥ 0. Owing to Taylor formula, we have
u(θk)− u(θn) ≈− (γk − γn)‖∇f(θnk)‖
2 − (∇f(θnk))
T
k−1∑
i=n
αiξi (36)
for n ≤ k ≤ a(n, 1) and all sufficiently large n. We also have
‖θk − θn‖ ≈
∥∥∥∥∥(γk − γn)∇f(θn) +
k−1∑
i=n
αiξi
∥∥∥∥∥ ≤ (γk − γn)‖∇f(θn)‖+
∥∥∥∥∥
k−1∑
i=n
αiξi
∥∥∥∥∥ (37)
for the same n, k. Combining (36), (37), we get
‖θk − θn‖ ≤
1
‖∇f(θn)‖
(
u(θn)− u(θk)− (∇f(θn))
T
k−1∑
i=n
αiξi
)
+
∥∥∥∥∥
k−1∑
i=n
αiξi
∥∥∥∥∥
≤
u(θn)− u(θk)
‖∇f(θn)‖
+ 2
∥∥∥∥∥
k−1∑
i=n
αiξi
∥∥∥∥∥ (38)
for n ≤ k ≤ a(n, 1) and all sufficiently large n. Similarly, using the results of Step 7 and (37), we obtain
max
n≤k≤a(n,1)
‖θk − θn‖ = O(γ
−pˆ/2
n ) = o(γ
−(qˆ+1)
n ) (39)
(notice that qˆ < pˆ/2, qˆ + 1 ≤ r, γa(n,1) − γn ≈ 1 and that maxn≤k<a(n,1)
∥∥∑k
i=n αiξi
∥∥ = O(γ−rn ) follows
from Lemma 12.1). On the other side, if ‖∇f(θn)‖ ≥ γ
−(qˆ+1)
n , (38) yields
‖θk − θn‖ ≤γ
qˆ+1
n (u(θn)− u(θk)) + 2
∥∥∥∥∥
k−1∑
i=n
αiξi
∥∥∥∥∥
≤Lˆ1
(
γ qˆ+1n (u(θn)− u(θk)) + γ
−(qˆ+1)
n
)
(40)
for n ≤ k ≤ a(n, 1), all sufficiently large n and some Lˆ1 ∈ [1,∞). If ‖∇f(θn)‖ ≤ γ
−(qˆ+1)
n , a similar relation
results from (36), (37):
‖θk − θn‖ ≤‖∇f(θn)‖ +
∥∥∥∥∥
k−1∑
i=n
αiξi
∥∥∥∥∥+ γ qˆ+1n (u(θn)− u(θk)) + γ qˆ+1n |u(θn)− u(θk)|
≤Lˆ2
(
γ qˆ+1n (u(θn)− u(θk)) + γ
−(qˆ+1)
n
)
(41)
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for the same n, k and some Lˆ2 ∈ [1,∞). Combining (40), (41), we get
‖θnj − θnk‖ ≤
j−1∑
i=k
‖θni+1 − θni‖ ≤Lˆ
∞∑
i=k
γ−(qˆ+1)ni + Lˆ
∞∑
i=k+1
(γ qˆ+1ni − γ
qˆ+1
ni−1)|u(θni)|
+ Lˆγ qˆ+1nk |u(θnk)|+ Lˆγ
qˆ+1
nj |u(θnj )| (42)
for j ≥ k and all sufficiently large k, where Lˆ = max{Lˆ1, Lˆ2}. As u(θn) = O(γ−pˆn ) (due to the results of
Steps 4, 6) and
∞∑
i=k
γ−(qˆ+1)ni = O(γ
−qˆ
nk ),
∞∑
i=k+1
γ−pˆni (γ
qˆ+1
ni − γ
qˆ+1
ni−1) = O(γ
−qˆ
nk )
(see (109), (115)), we conclude from (39), (42) that maxk≥n ‖θk − θn‖ = O(γ
−qˆ
n ).
Step 9. Theorems 2.1 and 2.2 are proved. The convergence and convergence rate of {θn}n≥0 directly
follow from the results of Step 8, while the convergence rates of {f(θn)}n≥0, {∇f(θn)}n≥0 are immediate
consequences of Steps 4 – 7.
12. Proof of Theorems 2.1 and 2.2
In this section, the following notation is used. Λ is the event defined as
Λ =
{
sup
n≥0
‖θn‖ <∞
}
.
For k > n ≥ 1, let ζn,n = ζ
′
n,n = ζ
′′
n,n = 0 and
ζ′n,k =
k−1∑
i=n
αiξi, ζ
′′
n,k =
k−1∑
i=n
αi(∇f(θi)−∇f(θn)),
while ζn,k = ζ
′
n,k + ζ
′′
n,k. For the same k, n, let φn,n = φ
′
n,n = φ
′′
n,n = 0 and
φ′n,k = (∇f(θn))
T ζn,k, φ
′′
n,k = −
∫ 1
0
(∇f(θn + s(θk − θn))−∇f(θn))
T (θk − θn)ds,
while φn,k = φ
′
n,k + φ
′′
n,k. Then, it is straightforward to show
θk − θn =−
k−1∑
i=n
αi∇f(θi)− ζ
′
n,k = −(γk − γn)∇f(θn)− ζn,k, (43)
f(θk)− f(θn) = −(γk − γn)‖∇f(θn)‖
2 − φn,k (44)
for 0 ≤ n ≤ k.
In this section, we also rely on the following notation. For a compact set Q ⊂ Rdθ , CQ stands for an
upper bound of ‖∇f(·)‖ on Q and for a Lipschitz constant of ∇f(·) on the same set. Aˆ is the set of
accumulation points of {θn}n≥0, while
fˆ = lim inf
n→∞
f(θn).
Bˆ and Qˆ are random sets defined by
Bˆ =
⋃
θ∈Aˆ
{
θ′ ∈ Rdθ : ‖θ′ − θ‖ ≤ δθ/2
}
, Qˆ = cl(Bˆ)
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on event Λ, and by
Bˆ = Aˆ, Qˆ = Aˆ
outside Λ (δθ is specified in Remark 2.1). Overriding the definition of µˆ, pˆ, qˆ, rˆ, in Theorem 2.2, we define
random quantities δˆ, µˆ, pˆ, qˆ, rˆ, Cˆ, Mˆ as
δˆ = δQˆ,fˆ , µˆ = µQˆ,fˆ , Cˆ = CQˆ, Mˆ = MˆQˆ,fˆ , (45)
rˆ =
{
1/(2− µˆ), if µˆ < 2
∞, if µˆ = 2
, pˆ = µˆmin{r, rˆ}, qˆ = min{r, rˆ} − 1 (46)
on Λ (δQ,a, µQ,a, MQ,a are specified in Assumption 2.3), and as
δˆ = 1, µˆ = 2, Cˆ = 1, Mˆ = 1, rˆ =∞, pˆ = 2r, qˆ = r − 1
outside Λ (later, when Theorem 2.1 is proved, it will be clear that µˆ, pˆ, rˆ specified here coincide with µˆ,
pˆ, rˆ defined in Theorem 2.2). u(·), v(·) are functions defined by
u(θ) = f(θ)− fˆ , v(θ) =
{
(f(θ)− fˆ)−1/pˆ, if f(θ) > fˆ
0, otherwise
(47)
for θ ∈ Rdθ . For ε ∈ (0,∞), ϕε(ξ) and φε(ξ) are random quantities defined as
ϕε(ξ) = ϕ(ξ) + ε, φε(ξ) =
{
ϕε(ξ), if r ≤ rˆ
(ϕε(ξ))
µˆ−1
, if r > rˆ
(48)
(ξ is specified in Assumption 2.2, while ϕ(ξ) is defined in the statement of Theorem 2.2).
Remark 12.1. On event Λ, Qˆ is compact and satisfies Aˆ ⊂ intQˆ. Thus, δˆ, pˆ, rˆ, Cˆ, Mˆ , v(·) are well-
defined on Λ (what happens with these quantities outside Λ does not affect the results presented in this
section). Then, Assumption 2.3 implies
|f(θ)− fˆ | ≤ Mˆ‖∇f(θ)‖µˆ (49)
on Λ for all θ ∈ Qˆ satisfying |f(θ)− fˆ | ≤ δˆ.
Remark 12.2. Regarding the notation, the following note is also in order: Diacritic ˜ is used for a locally
defined quantity, i.e., for a quantity whose definition holds only in the proof where such a quantity appears.
Lemma 12.1. Let Assumptions 2.1 and 2.2 hold. Then, there exists an event N0 ∈ F such that P (N0) = 0
and
lim sup
n→∞
γrn max
n≤k≤a(n,1)
‖ζ′n,k‖ ≤ ξ <∞
on Λ \N0.
Proof. It is straightforward to verify
ζ′n,k =
k−1∑
i=n
(γ−ri − γ
−r
i+1)

 i∑
j=n
αjγ
r
j ξj

+ γ−rk
k−1∑
i=n
αiγ
r
i ξi
for 0 ≤ n < k. Consequently,
‖ζ′n,k‖ ≤
(
γ−rk +
k−1∑
i=n
(γ−ri − γ
−r
i+1)
)
max
n≤j<a(n,1)
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξi
∥∥∥∥∥ = γ−rn maxn≤j<a(n,1)
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξi
∥∥∥∥∥
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for 0 ≤ n ≤ k ≤ a(n, 1). Thus,
γrn‖ζ
′
n,k‖ ≤ max
n≤j<a(n,1)
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξi
∥∥∥∥∥
for 0 ≤ n ≤ k ≤ a(n, 1). Then, the lemma’s assertion directly follows from Assumption 2.2.
Lemma 12.2. Suppose that Assumptions 2.1 – 2.3 hold. Then, there exist random quantities Cˆ1, tˆ
(which are deterministic functions of Cˆ) and for any real number ε ∈ (0,∞), there exists a non-negative
integer-valued random quantity τ1,ε such that the following is true: 1 ≤ Cˆ1 <∞, 0 < tˆ < 1, 0 ≤ τ1,ε <∞
everywhere and
max
n≤k≤a(n,tˆ)
‖θk − θn‖ ≤ Cˆ1
(
‖∇f(θn)‖+ γ
−r
n (ξ + ε)
)
, (50)
max
n≤k≤a(n,tˆ)
(f(θk)− f(θn)) ≤Cˆ1
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
, (51)
f(θa(n,tˆ))− f(θn) + tˆ‖∇f(θn)‖
2/2 ≤ Cˆ1
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
(52)
2
(
f(θa(n,tˆ))− f(θn)
)
+ tˆ‖∇f(θn)‖
2/2 + ‖∇f(θn)‖‖θa(n,tˆ) − θn‖
≤ Cˆ1
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
(53)
on Λ \N0 for n > τ1,ε.
Proof. Let C˜1 = 2Cˆ exp(Cˆ), C˜2 = 2CˆC˜1, C˜3 = 2CˆC˜
2
1 + Cˆ2, C˜4 = C˜2 +2C˜3, while Cˆ1 = C˜4, tˆ = 1/(4C˜4).
Moreover, let ε ∈ (0,∞) be an arbitrary real number. Then, owing to Lemma 12.1 and the fact that
γa(n,tˆ) − γn = tˆ+O(αa(n,tˆ)) for n→∞, it is possible to construct a non-negative integer-valued random
quantity τ1,ε such that 0 ≤ τ1,ε <∞ everywhere and such that θn ∈ Qˆ,
γa(n,tˆ) − γn ≥ 2tˆ/3, (54)
max
n≤k≤a(n,1)
‖ζ′n,k‖ ≤ γ
−r
n (ξ + ε) (55)
on Λ \N0 for n > τ1,ε.
Let ω be an arbitrary sample from Λ\N0 (notice that all formulas which follow in the proof correspond
to this sample). Since θn ∈ Qˆ for n > τ1,ε, (43), (55) yield
‖∇f(θk)‖ ≤‖∇f(θn)‖+ ‖∇f(θk)−∇f(θn)‖
≤‖∇f(θn)‖+ Cˆ‖θk − θn‖
≤‖∇f(θn)‖+ Cˆ
k−1∑
i=n
αi‖∇f(θi)‖+ Cˆ‖ζ
′
n,k‖
≤‖∇f(θn)‖+ Cˆγ
−r
n (ξ + ε) + Cˆ
k−1∑
i=n
αi‖∇f(θi)‖ (56)
for τ1,ε < n ≤ k ≤ a(n, 1). Then, Bellman-Gronwall inequality implies
‖∇f(θk)‖ ≤
(
‖∇f(θn)‖+ Cˆγ
−r
n (ξ + ε)
)
exp
(
Cˆ(γk − γn)
)
≤ Cˆ exp(Cˆ)
(
‖∇f(θn)‖+ γ
−r
n (ξ + ε)
)
(57)
for τ1,ε < n ≤ k ≤ a(n, 1) (notice that γk − γn ≤ γa(n,1) − γn ≤ 1 when n ≤ k ≤ a(n, 1)). Consequently,
(55) gives
‖θk − θn‖ ≤
k−1∑
i=n
αi‖∇f(θi)‖+ ‖ζ
′
n,k‖
≤Cˆ exp(Cˆ)
(
‖∇f(θn)‖ + γ
−r
n (ξ + ε)
)
(γk − γn) + γ
−r
n (ξ + ε)
≤C˜1
(
(γk − γn)‖∇f(θn)‖+ γ
−r
n (ξ + ε)
)
(58)
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for τ1,ε < n ≤ k ≤ a(n, 1). Therefore, (55) yields
‖ζn,k‖ ≤‖ζ
′
n,k‖+ Cˆ
k−1∑
i=n
αi‖θi − θn‖
≤γ−rn (ξ + ε) + CˆC˜1
(
(γk − γn)‖∇f(θn)‖ + γ
−r
n (ξ + ε)
)
(γk − γn)
≤C˜2
(
(γk − γn)
2‖∇f(θn)‖+ γ
−r
n (ξ + ε)
)
(59)
for τ1,ε < n ≤ k ≤ a(n, 1). Thus,
|φn,k| ≤‖∇f(θn)‖‖ζn,k‖+ Cˆ‖θk − θn‖
2
≤C˜2
(
(γk − γn)
2‖∇f(θn)‖
2 + γ−rn ‖∇f(θn)‖(ξ + ε)
)
+ CˆC˜21
(
(γk − γn)‖∇f(θn)‖+ γ
−r
n (ξ + ε)
)2
≤C˜3
(
(γk − γn)
2‖∇f(θn)‖
2 + γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
(60)
for τ1,ε < n ≤ k ≤ a(n, 1).
Owing to (44), (60), we have
f(θk)− f(θn) ≤− (γk − γn)‖∇f(θn)‖
2 + |φn,k|
≤ −
(
1− C˜3(γk − γn)
)
(γk − γn)‖∇f(θn)‖
2
+ C˜3
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
(61)
for τ1,ε < n ≤ k ≤ a(n, 1). Since
C˜3(γk − γn) ≤ C˜4(γk − γn) ≤ C˜4(γa(n,tˆ) − γn) ≤ C˜4 tˆ ≤ 1/4 (62)
for 0 ≤ n ≤ k ≤ a(n, tˆ), (61) yields
f(θk)− f(θn) ≤− 3(γk − γn)‖∇f(θn)‖
2/4 + C˜3
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
(63)
for τ1,ε < n ≤ k ≤ a(n, tˆ). As an immediate consequence of (54), (58), (63) we get that (50) - (52) hold
for n > τ1,ε (notice that γk − γn ≤ 1 for n ≤ k ≤ a(n, 1)).
Due to (43), we have
(γk − γn)‖∇f(θn)‖
2 =‖∇f(θn)‖‖(γk − γn)∇f(θn)‖ = ‖∇f(θn)‖‖θk − θn + ζn,k‖
for 0 ≤ n ≤ k. Combining this with (44), (60) and the first part of (59), we get
2 (f(θk)− f(θn)) =− ‖∇f(θn)‖‖θk − θn + ζn,k‖ − (γk − γn)‖∇f(θn)‖
2 − 2φn,k
≤− ‖∇f(θn)‖‖θk − θn‖ − (γk − γn)‖∇f(θn)‖
2
+ ‖∇f(θn)‖‖ζn,k‖+ 2|φn,k|
≤ − ‖∇f(θn)‖‖θk − θn‖ − (γk − γn)‖∇f(θn)‖
2 + C˜4(γk − γn)
2‖∇f(θn)‖
2
+ C˜4
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
=− ‖∇f(θn)‖‖θk − θn‖ −
(
1− C˜4(γk − γn)
)
(γk − γn)‖∇f(θn)‖
2
+ C˜4
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
for τ1,ε < n ≤ k ≤ a(n, 1). Consequently, (62) yields
2 (f(θk)− f(θn)) ≤− ‖∇f(θn)‖‖θk − θn‖ − 3(γk − γn)‖∇f(θn)‖
2/4
+ C˜4
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
for τ1,ε < n ≤ k ≤ a(n, tˆ). Then, (54) implies that (53) is true for n > τ1,ε.
26
Lemma 12.3. Suppose that Assumptions 2.1 – 2.3 hold. Then, limn→∞∇f(θn) = 0 on Λ \N0.
Proof. The lemma’s assertion is proved by contradiction. We assume that lim supn→∞ ‖∇f(θn)‖ > 0 for
some sample ω ∈ Λ \ N0 (notice that all formulas which follow in the proof correspond to this sample).
Then, there exists a ∈ (0,∞) and an increasing sequence {lk}k≥0 (both depending on ω) such that
lim infk→∞ ‖∇f(θlk)‖ > a. Since lim infk→∞ f(θa(lk,tˆ)) ≥ fˆ , Lemma 12.2 (inequality (52)) gives
fˆ − lim inf
k→∞
f(θlk) ≤ lim sup
k→∞
(f(θa(lk,tˆ))− f(θlk)) ≤ −(tˆ/2) lim infk→∞
‖∇f(θlk)‖
2 ≤ −a2tˆ/2.
Therefore, lim infk→∞ f(θlk) ≥ fˆ + atˆ
2/2. Consequently, there exist b, c ∈ R (depending on ω) such that
fˆ < b < c < fˆ + atˆ2/2, b < fˆ + δˆ and lim supn→∞ f(θn) > c. Thus, there exist sequences {mk}k≥0,
{nk}k≥0 (depending on ω) with the following properties: mk < nk < mk+1, f(θmk) < b, f(θnk) > c and
max
mk<n≤nk
f(θn) ≥ b (64)
for k ≥ 0. Then, Lemma 12.2 (inequality (51)) implies
lim sup
k→∞
(f(θmk+1)− f(θmk)) ≤ 0, (65)
lim sup
k→∞
max
mk≤n≤a(mk,tˆ)
(f(θn)− f(θmk)) ≤ 0. (66)
Since
b > f(θmk) = f(θmk+1)− (f(θmk+1)− f(θmk)) ≥ b− (f(θmk+1)− f(θmk))
for k ≥ 0, (65) yields limk→∞ f(θmk) = b. As f(θnk)−f(θmk) > c−b for k ≥ 0, (66) implies a(mk, tˆ) < nk
for all, but infinitely many k (otherwise, lim infk→∞(f(θnk) − f(θmk)) ≤ 0 would follow from (66)).
Consequently, lim infk→∞ f(θa(mk,tˆ)) ≥ b (due to (64)), while Lemma 12.2 (inequality (52)) gives
0 ≤ lim sup
k→∞
f(θa(mk,tˆ))− b = lim sup
k→∞
(f(θa(mk,tˆ))− f(θmk)) ≤ −(tˆ/2) lim infk→∞
‖∇f(θmk)‖
2.
Therefore, limk→∞ ‖∇f(θmk)‖ = 0. Moreover, there exists k0 ≥ 0 (depending on ω) such that θmk ∈ Qˆ
and f(θmk) ≥ (fˆ + b)/2 for k ≥ k0 (notice that limk→∞ f(θmk) = b > (fˆ + b)/2). Consequently, θmk ∈ Qˆ
and 0 < (b− fˆ)/2 ≤ f(θmk)− fˆ ≤ δˆ for k ≥ k0 (notice that f(θmk) < b < fˆ + δˆ for k ≥ 0). Then, owing
to (49) (i.e., to Assumption 3.3), we have
0 < (b− fˆ)/2 ≤ f(θmk)− fˆ ≤ Mˆ‖∇f(θmk)‖
µˆ
for k ≥ k0. However, this directly contradicts the fact limk→∞ ‖∇f(θmk)‖ = 0. Hence, limn→∞∇f(θn) =
0 on Λ \N0.
Lemma 12.4. Suppose that Assumptions 2.1 – 2.3 hold. Then, limn→∞ f(θn) = fˆ on Λ \N0.
Proof. We use contradiction to prove the lemma’s assertion: Suppose that fˆ < lim supn→∞ f(θn) for
some sample ω ∈ Λ \ N0 (notice that all formulas which follow in the proof correspond to this sample).
Then, there exists a ∈ R (depending on ω) such that fˆ < a < fˆ + δˆ and lim supn→∞ f(θn) > a. Thus,
there exists an increasing sequence {nk}k≥0 (depending on ω) such that f(θnk) < a and f(θnk+1) ≥ a for
k ≥ 0. On the other side, Lemma 12.2 (inequality (51)) implies
lim sup
k→∞
(f(θnk+1)− f(θnk)) ≤ 0. (67)
Since
a > f(θnk) = f(θnk+1)− (f(θnk+1)− f(θnk)) ≥ a− (f(θnk+1)− f(θnk))
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for k ≥ 0, (67) yields limk→∞ f(θnk) = a. Moreover, there exists k0 ≥ 0 (depending on ω) such that
θnk ∈ Qˆ and f(θnk) ≥ (fˆ + a)/2 for k ≥ k0 (notice that limk→∞ f(θnk) = a > (fˆ + a)/2). Thus, θnk ∈ Qˆ
and 0 < (a− fˆ)/2 ≤ f(θnk)− fˆ ≤ δˆ for k ≥ k0 (notice that f(θnk) < a < fˆ + δˆ for k ≥ 0). Then, due to
(49) (i.e., to Assumption 2.3), we have
0 < (a− fˆ)/2 ≤ f(θnk)− fˆ ≤ Mˆ‖∇f(θnk)‖
µˆ
for k ≥ k0. However, this directly contradicts the fact limn→∞∇f(θn) = 0. Hence, limn→∞ f(θn) = fˆ on
Λ \N0.
Lemma 12.5. Suppose that Assumptions 2.1 – 2.3 hold. Then, there exist random quantities Cˆ2, Cˆ3
(which are deterministic functions of pˆ, Cˆ, Mˆ) and for any real number ε ∈ (0,∞), there exists a non-
negative integer-valued random quantity τ2,ε such that the following is true: 1 ≤ Cˆ2, Cˆ3 <∞, 0 ≤ τ2,ε <∞
everywhere and (
u(θa(n,tˆ))− u(θn) + tˆ‖∇f(θn)‖
2/4
)
IAn,ε ≤ 0, (68)(
u(θa(n,tˆ))− u(θn) + (tˆ/Cˆ3) u(θn)
)
IBn,ε ≤ 0, (69)(
v(θa(n,tˆ))− v(θn)− (tˆ/Cˆ3)(ϕε(ξ))
−µˆ/pˆ
)
ICn,ε ≥ 0 (70)
on Λ \N0 for n ≥ τ2,ε, where
An,ε =
{
γpˆn|u(θn)| ≥ Cˆ2(ϕε(ξ))
µˆ
}
∪
{
γpˆn‖∇f(θn)‖
2 ≥ Cˆ2(ϕε(ξ))
µˆ
}
,
Bn,ε =
{
γpˆnu(θn) ≥ Cˆ2(ϕε(ξ))
µˆ
}
∩ {µˆ = 2},
Cn,ε =
{
γpˆnu(θn) ≥ Cˆ2(ϕε(ξ))
µˆ
}
∩
{
u(θa(n,tˆ)) > 0
}
∩ {µˆ < 2} .
Remark 12.3. Inequalities (68) – (70) can be represented in the following equivalent form: Relations(
γpˆn|u(θn)| ≥ Cˆ2(ϕε(ξ))
µˆ ∨ γpˆn‖∇f(θn)‖
2 ≥ Cˆ2(ϕε(ξ))
µˆ
)
∧ n > τ2,ε
=⇒ u(θa(n,tˆ)) ≤ u(θn)− tˆ‖∇f(θn)‖
2/4, (71)
γpˆnu(θn) ≥ Cˆ2(ϕε(ξ))
µˆ ∧ µˆ = 2 ∧ n > τ2,ε
=⇒ u(θa(n,tˆ)) ≤
(
1− tˆ/Cˆ3
)
u(θn), (72)
γpˆnu(θn) ≥ Cˆ2(ϕε(ξ))
µˆ ∧ u(θa(n,tˆ)) > 0 ∧ µˆ < 2 ∧ n > τ2,ε
=⇒ v(θa(n,tˆ)) ≥ v(θn) + (tˆ/Cˆ3)(ϕε(ξ))
−µˆ/pˆ (73)
are true on Λ \N0.
Proof. Let C˜ = 8Cˆ1/tˆ, Cˆ2 = C˜
2Mˆ and Cˆ3 = 4pˆMˆ
2. Moreover, let ε ∈ (0,∞) be an arbitrary real
number. Then, owing to Lemma 12.1 and 12.4, it is possible to construct a non-negative inter-valued
random quantity τ2,ε such that τ1,ε ≤ τ2,ε <∞ everywhere and such that θn ∈ Qˆ, |u(θn)| ≤ δˆ,
γ−pˆ/2n (ϕε(ξ))
µˆ/2 ≥ γ−rn (ξ + ε), (74)
γ−pˆ/µˆn ϕε(ξ) ≥ γ
−r
n (ξ + ε) (75)
on Λ \N0 for n > τ2,ε.8 Since τ2,ε ≥ τ1,ε on Λ \N0, Lemma 12.2 (inequality (52)) yields
u(θa(n,tˆ))− u(θn) ≤− tˆ‖∇f(θn)‖
2/2 + Cˆ1
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
(76)
8 To conclude that (74) holds on Λ \N0 for all but finitely many n, notice that pˆ/2 < min{r, rˆ} ≤ r when µˆ < 2 and that
the left and right hand sides of the inequality in (74) are equal when µˆ = 2. In order to deduce that (75) is true on Λ \N0
for all but finitely many n, notice that pˆ/µˆ = r, ϕε(ξ) ≥ ξ + ε when r ≤ rˆ and that pˆ/µˆ = rˆ < r when r > rˆ.
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on Λ \ N0 for n > τ2,ε. As θn ∈ Qˆ and |u(θn)| ≤ δˆ on Λ \ N0 for n > τ2,ε, (49) (i.e., Assumption 2.3)
implies
|u(θn)| ≤ Mˆ‖∇f(θn)‖
µˆ (77)
on Λ \N0 for n > τ2,ε.
Let ω be an arbitrary sample from Λ\N0 (notice that all formulas which follow in the proof correspond
to this sample). First, we show (68). We proceed by contradiction: Suppose that (68) is violated for some
n > τ2,ε. Therefore,
u(θa(n,tˆ))− u(θn) > −tˆ‖∇f(θn)‖
2/4 (78)
and at least one of the following two inequalities is true:
|u(θn)| ≥ Cˆ2γ
−pˆ
n (ϕε(ξ))
µˆ, (79)
‖∇f(θn)‖
2 ≥ Cˆ2γ
−pˆ
n (ϕε(ξ))
µˆ. (80)
If (79) holds, then (75), (77) imply
‖∇f(θn)‖ ≥ (|u(θn)|/Mˆ)
1/µˆ ≥ (Cˆ2/Mˆ)
1/µˆγ−pˆ/µˆn ϕε(ξ) ≥ C˜γ
−r
n (ξ + ε)
(notice that (Cˆ2/Mˆ)
1/µˆ = C˜2/µˆ ≥ C˜ owing to µˆ ≤ 2). On the other side, if (80) is satisfied, then (74)
yields
‖∇f(θn)‖ ≥ Cˆ
1/2
2 γ
−pˆ/2
n (ϕε(ξ))
µˆ/2 ≥ C˜γ−rn (ξ + ε).
Thus, as a result of one of (79), (80), we get
‖∇f(θn)‖ ≥ C˜γ
−r
n (ξ + ε).
Consequently,
tˆ‖∇f(θn)‖
2/8 ≥ (C˜ tˆ/8)γ−rn ‖∇f(θn)‖(ξ + ε) = Cˆ1γ
−r
n ‖∇f(θn)‖(ξ + ε),
tˆ‖∇f(θn)‖
2/8 ≥ (C˜2 tˆ/8)γ−2rn (ξ + ε)
2 ≥ Cˆ1γ
−2r
n (ξ + ε)
2
(notice that C˜tˆ/8 = Cˆ1, C˜
2tˆ/8 ≥ C˜tˆ/8 = Cˆ1). Combining this with (76), we get
u(θa(n,tˆ))− u(θn) ≤ −tˆ‖∇f(θn)‖
2/4, (81)
which directly contradicts (78). Hence, (68) is true for n > τ2,ε. Then, as a result of (77) and the fact
that Bn,ε ⊆ An,ε for n ≥ 0, we get(
u(θa(n,tˆ))− u(θn) + (tˆ/Cˆ3) u(θn)
)
IBn,ε ≤
(
u(θa(n,tˆ))− u(θn) + (Mˆ tˆ/Cˆ3) ‖∇f(θn)‖
2
)
IBn,ε
≤
(
u(θa(n,tˆ))− u(θn) + tˆ‖∇f(θn)‖
2/4
)
IBn,ε ≤ 0
for n > τ2,ε (notice that u(θn) > 0 on Bn,ε for each n ≥ 0; also notice that Cˆ3 ≥ 4Mˆ). Thus, (69) is true
for n > τ2,ε.
Now, let us prove (70). To do so, we again use contradiction: Suppose that (69) does not hold for some
n > τ2,ε. Consequently, we have µˆ < 2, u(θa(n,tˆ)) > 0 and
γpˆn u(θn) ≥ Cˆ2(ϕε(ξ))
µˆ > 0, (82)
v(θa(n,tˆ))− v(θn) < (tˆ/Cˆ3)(ϕε(ξ))
−µˆ/pˆ. (83)
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Combining (82) with (already proved) (68), we get (81), while µˆ < 2 implies
2/µˆ = 1 + 1/(µˆrˆ) ≤ 1 + 1/pˆ (84)
(notice that rˆ = 1/(2− µˆ) owing to µˆ < 2; also notice that pˆ = µˆmin{r, rˆ} ≤ µˆrˆ). As 0 < u(θn) ≤ δˆ ≤ 1
(due to (82) and the definition of τ2,ε), inequalities (77), (84) yield
‖∇f(θn)‖
2 ≥
(
u(θn)/Mˆ
)2/µˆ
≥ (u(θn))
1+1/pˆ
/Mˆ2 (85)
(notice that Mˆ2/µˆ ≤ Mˆ2 due to µˆ < 2, Mˆ ≥ 1). Since ‖∇f(θn)‖ > 0 and 0 < u(θa(n,tˆ)) < u(θn) (due to
(77), (81)), inequalities (81), (85) give
tˆ
4
≤
u(θn)− u(θa(n,tˆ))
‖∇f(θn)‖2
≤Mˆ2
u(θn)− u(θa(n,tˆ))
(u(θn))
1+1/pˆ
=Mˆ2
∫ u(θn)
u(θa(n,tˆ))
du
(u(θn))
1+1/pˆ
≤Mˆ2
∫ u(θn)
u(θa(n,tˆ))
du
u1+1/pˆ
=pˆMˆ2
(
v(θa(n,tˆ))− v(θn)
)
.
Therefore,
v(θa(n,tˆ))− v(θn) ≥ tˆ/(4pˆMˆ
2) = (tˆ/Cˆ3),
which directly contradicts (83). Thus, (70) is satisfied for n > τ2,ε.
Lemma 12.6. Suppose that Assumptions 2.1 – 2.3 hold. Then, there exists a random quantity Cˆ4 (which
is a deterministic function of Cˆ) and for any ε ∈ (0,∞) there exists a non-negative integer-valued random
quantity τ3,ε such that the following is true: 1 ≤ Cˆ4 <∞, 0 ≤ τ3,ε <∞ everywhere and
‖θa(n,tˆ) − θn‖ ≤ −γ
qˆ+1
n
(
u(θa(n,tˆ))− u(θn)
)
(φε(ξ))
−1 + Cˆ4γ
−(qˆ+1)
n φε(ξ) (86)
on Λ \N0 for n > τ3,ε and any ε ∈ (0,∞).
Proof. Let ε ∈ (0,∞) be an arbitrary real number, while Cˆ4 = 10Cˆ21/tˆ. Then, it is possible to construct
a non-negative integer-valued random quantity τ3,ε such that τ1,ε ≤ τ3,ε <∞ everywhere and such that
γ−(qˆ+1)n φε(ξ) ≥ γ
−r
n (ξ + ε) (87)
on Λ \N0 for n > τ3,ε.9
Let ω be an arbitrary sample from Λ\N0 (notice that all formulas which follow in the proof correspond
to this sample), while n > τ3,ε is an arbitrary integer. To prove (86), we consider separately the cases
‖∇f(θn)‖ ≥ (4Cˆ1/tˆ)γ
−(qˆ+1)
n φε(ξ) and ‖∇f(θn)‖ ≤ (4Cˆ1/tˆ)γ
−(qˆ+1)
n φε(ξ).
Case ‖∇f(θn)‖ ≥ (4Cˆ1/tˆ)γ
−(qˆ+1)
n φε(ξ): Owing to (87), we have
‖∇f(θn)‖ ≥ (4Cˆ1/tˆ)γ
−r
n (ξ + ε).
Therefore,
(tˆ/4)‖∇f(θn)‖
2 ≥ Cˆ1γ
−r
n ‖∇f(θn)‖(ξ + ε),
(tˆ/4)‖∇f(θn)‖
2 ≥ (4Cˆ21/tˆ)γ
−2r
n (ξ + ε)
2 ≥ Cˆ1γ
−2r
n (ξ + ε)
2.
9 To deduce that (87) holds on Λ\N0 for all but finitely many n, notice that qˆ+1 = rˆ < r when r > rˆ and that qˆ+1 = r,
φε(ξ) = ϕε(ξ) ≥ ξ + ε when r ≤ rˆ.
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Then, Lemma 12.2 (inequality (53)) yields
‖∇f(θn)‖‖θa(n,tˆ) − θn‖ ≤ − 2
(
u(θa(n,tˆ))− u(θn)
)
− tˆ‖∇f(θn)‖
2/2
+ Cˆ1
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
≤− 2
(
u(θa(n,tˆ))− u(θn)
)
.
Consequently,
‖θa(n,tˆ) − θn‖ ≤ − 2‖∇f(θn)‖
−1
(
u(θa(n,tˆ))− u(θn)
)
≤− (2Cˆ1/tˆ)
−1γ qˆ+1n
(
u(θa(n,tˆ))− u(θn)
)
(φε(ξ))
−1
≤− γ qˆ+1n
(
u(θa(n,tˆ))− u(θn)
)
(φε(ξ))
−1 + Cˆ4γ
−(qˆ+1)
n φε(ξ).
Hence, (86) is true when ‖∇f(θn)‖ ≥ (4Cˆ1/tˆ)γ
−(qˆ+1)
n φε(ξ).
Case ‖∇f(θn)‖ ≤ (4Cˆ1/tˆ)γ
−(qˆ+1)
n φε(ξ): Due to Lemma 12.2 (inequalities (50), (51)) and (87), we have
‖θa(n,tˆ) − θn‖ ≤Cˆ1
(
‖∇f(θn)‖+ γ
−r
n (ξ + ε)
)
≤ (Cˆ4/2)γ
−(qˆ+1)
n φε(ξ), (88)
u(θa(n,tˆ))− u(θn) ≤Cˆ1
(
γ−rn ‖∇f(θn)‖(ξ + ε) + γ
−2r
n (ξ + ε)
2
)
≤ (Cˆ4/2)γ
−2(qˆ+1)
n (φε(ξ))
2
Hence,
γ qˆ+1n
(
u(θa(n,tˆ))− u(θn)
)
(φε(ξ))
−1 ≤ (Cˆ4/2)γ
−(qˆ+1)
n φε(ξ).
Combining this with (88), we get
‖θa(n,tˆ) − θn‖ ≤(Cˆ4/2)γ
−(qˆ+1)
n φε(ξ)− γ
qˆ+1
n
(
u(θa(n,tˆ))− u(θn)
)
(φε(ξ))
−1
+ γ qˆ+1n
(
u(θa(n,tˆ))− u(θn)
)
(φε(ξ))
−1
≤− γ qˆ+1n
(
u(θa(n,tˆ))− u(θn)
)
(φε(ξ))
−1 + Cˆ4γ
−(qˆ+1)
n φε(ξ).
Thus, (86) holds when ‖∇f(θn)‖ ≤ (4Cˆ1/tˆ)γ
−(qˆ+1)
n φε(ξ).
Lemma 12.7. Suppose that Assumptions 2.1 – 2.3 hold. Then,
u(θn) ≥ −Cˆ2γ
−pˆ
n (ϕε(ξ))
µˆ (89)
on Λ \ N0 for n > τ2,ε and any ε ∈ (0,∞). Furthermore, there exists a random quantity Cˆ5 ∈ [1,∞)
(which is a deterministic function of pˆ, Cˆ, Mˆ) such that the following is true: 1 ≤ Cˆ5 < ∞ everywhere
and
‖∇f(θn)‖
2 ≤ Cˆ5
(
ψ(u(θn)) + γ
−pˆ
n (ϕε(ξ))
µˆ
)
(90)
on Λ \N0 for n > τ2,ε and any ε ∈ (0,∞), where function ψ(·) is defined by ψ(x) = x I(0,∞)(x), x ∈ R.
Proof. Let Cˆ5 = 4Cˆ2/tˆ, while ε ∈ (0,∞) is an arbitrary real number. Moreover, ω is an arbitrary sample
from Λ \N0 (notice that all formulas which follow in the proof correspond to this sample).
First, we prove (89). To do so, we use contradiction: Assume that (89) is not satisfied for some
n > τ2,ε. Define {nk}k≥0 recursively by n0 = n and nk = a(nk−1, tˆ) for k ≥ 1. Let us show by induction
that {u(θnk)}k≥0 is non-increasing: Suppose that u(θnl) ≤ u(θnl−1) for 0 ≤ l ≤ k. Consequently,
u(θnk) ≤ u(θn0) ≤ −Cˆ2γ
−pˆ
n0 (ϕε(ξ))
µˆ ≤ −Cˆ2γ
−pˆ
nk (ϕε(ξ))
µˆ
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(notice that {γn}n≥0 is increasing). Then, Lemma 12.5 (relations (68), (71)) yields
u(θnk+1)− u(θnk) ≤ −tˆ‖∇f(θnk)‖
2/4 ≤ 0,
i.e., u(θnk+1) ≤ u(θnk). Thus, {u(θnk)}k≥0 is non-increasing. Therefore,
lim sup
n→∞
u(θnk) ≤ u(θn0) < 0.
However, this is not possible, as limn→∞ u(θn) = 0 (due to Lemma 12.4). Hence, (89) indeed holds for
n > τ2,ε.
Now, (90) is demonstrated. Again, we proceed by contradiction: Suppose that (90) is violated for some
n > τ2,ε. Consequently,
‖∇f(θn)‖
2 ≥ Cˆ5γ
−pˆ
n (ϕε(ξ))
µˆ ≥ Cˆ2γ
−pˆ
n (ϕε(ξ))
µˆ
(notice that Cˆ5 ≥ Cˆ2), which, together with Lemma 12.5 (relations (68), (71)), yields
u(θa(n,tˆ))− u(θn) ≤ −tˆ‖∇f(θn)‖
2/4.
Then, (89) implies
‖∇f(θn)‖
2 ≤(4/tˆ)
(
u(θn)− u(θa(n,tˆ))
)
≤(4/tˆ)
(
ψ(u(θn)) + Cˆ2γ
−pˆ
a(n,tˆ)
(ϕε(ξ))
µˆ
)
≤Cˆ5
(
ψ(u(θn)) + γ
−pˆ
n (ϕε(ξ))
µˆ
)
.
However, this directly contradicts our assumption that n violates (90). Thus, (90) is indeed satisfied for
n > τ2,ε.
Lemma 12.8. Suppose that Assumptions 2.1 – 2.3 hold. Then, there exists a random quantity Cˆ6 (which
is a deterministic function of pˆ, Cˆ, Mˆ) such that the following is true: 1 ≤ Cˆ6 <∞ everywhere and
lim inf
n→∞
γpˆn u(θn) ≤ Cˆ6(ϕε(ξ))
µˆ (91)
on Λ \N0 for any ε ∈ (0,∞).
Proof. Let Cˆ6 = Cˆ2+ Cˆ
pˆ
3 . We prove (91) by contradiction: Assume that (91) is violated for some sample
ω from Λ \N0 (notice that the formulas which follow in the proof correspond to this sample) and some
real number ε ∈ (0,∞). Consequently, there exists n0 > τ2,ε (depending on ω, ε) such that
u(θn) ≥ Cˆ6γ
−pˆ
n (ϕε(ξ))
µˆ (92)
for n ≥ n0. Let {nk}k≥0 be defined recursively by nk = a(nk−1, tˆ) for k ≥ 1. In what follows in the proof,
we consider separately the cases µˆ < 2 and µˆ = 2.
Case µˆ < 2: Due to (92), we have
v(θnk) ≤Cˆ
−1/pˆ
6 γnk(ϕε(ξ))
−µˆ/pˆ.
On the other side, Lemma 12.5 (relations (70), (73)) and (92) yield
v(θnk+1)− v(θnk) ≥ (tˆ/Cˆ3)(ϕε(ξ))
−µˆ/pˆ ≥ (1/Cˆ3)(γnk+1 − γnk)(ϕε(ξ))
−µˆ/pˆ
for k ≥ 0 (notice that tˆ ≥ γnk+1 − γnk). Therefore,
(1/Cˆ3)(γnk − γn0)(ϕε(ξ))
−µˆ/pˆ ≤
k−1∑
i=0
(v(θni+1)− v(θni)) = v(θnk)− v(θn0) ≤ Cˆ
−1/pˆ
6 γnk(ϕε(ξ))
−µˆ/pˆ
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for k ≥ 1. Thus,
(1− γn0/γnk) ≤ Cˆ3Cˆ
−1/pˆ
6
for k ≥ 1. However, this is impossible, since the limit process k → ∞ (applied to the previous relation)
yields Cˆ3 ≥ Cˆ
1/pˆ
6 (notice that Cˆ6 > Cˆ
pˆ
3 ). Hence, (91) holds when µˆ < 2.
Case µˆ = 2: As a result of Lemma 12.5 (relations (69), (72)) and (92), we get
u(θnk+1) ≤ (1− tˆ/Cˆ3)u(θnk) ≤
(
1− (γnk+1 − γnk)/Cˆ3
)
u(θnk)
for k ≥ 0. Consequently,
u(θnk) ≤ u(θn0)
k∏
i=1
(
1− (γni − γni−1)/Cˆ3
)
≤u(θn0) exp
(
−(1/Cˆ3)
k∑
i=1
(γni − γni−1)
)
=u(θn0) exp
(
−(γnk − γn0)/Cˆ3
)
for k ≥ 0. Then, (92) yields
Cˆ6(ϕε(ξ))
µˆ ≤ u(θn0)γ
pˆ
nk
exp
(
−(γnk − γn0)/Cˆ3
)
for k ≥ 0. However, this is not possible, as the limit process k → ∞ (applied to the previous relation)
implies Cˆ6(ϕε(ξ))
µˆ ≤ 0. Thus, (91) holds also when µˆ = 2.
Lemma 12.9. Suppose that Assumptions 2.1 – 2.3 hold. Then, there exists a random quantity Cˆ7 (which
is a deterministic function of pˆ, Cˆ, Mˆ) such that the following is true: 1 ≤ Cˆ7 <∞ everywhere and
lim sup
n→∞
γpˆn u(θn) ≤ Cˆ7(ϕε(ξ))
µˆ (93)
on Λ \N0 for any ε ∈ (0,∞).
Proof. Let C˜1 = 3Cˆ1Cˆ5, C˜2 = 6C˜1Cˆ2 + Cˆ
pˆ
3 + Cˆ6 and Cˆ7 = 2(C˜1 + C˜2)
2. We use contradiction to show
(93): Suppose that (93) is violated for some sample ω from Λ\N0 (notice that the formulas which appear
in the proof correspond to this sample) and some real number ε ∈ (0,∞). Then, it can be deduced from
Lemma 12.8 that there exist n0 > m0 > τ2,ε (depending on ω, ε) such that
γpˆm0u(θm0) ≤ C˜2(ϕε(ξ))
µˆ, (94)
γpˆn0u(θn0) ≥ Cˆ7(ϕε(ξ))
µˆ, (95)
min
m0<n≤n0
γpˆn u(θn) > C˜2(ϕε(ξ))
µˆ, (96)
max
m0≤n<n0
γpˆn u(θn) < Cˆ7(ϕε(ξ))
µˆ (97)
(notice that C˜2 > Cˆ6) and such that
(γa(m0,tˆ)/γm0)
pˆ ≤ min{2, (1− tˆ/Cˆ3)
−1}, (98)
γ−2rm0 (ξ + ε)
2 ≤ γ−pˆm0(ϕε(ξ))
µˆ (99)
(to see that (98) holds for all, but finitely many m0, notice that limn→∞ γa(n,tˆ)/γn = 1; to conclude that
(99) is true for all, but finitely many m0, notice that pˆ < 2min{r, rˆ} ≤ 2r if µˆ < 2 and that the left and
right-hand sides of (99) are equal when µˆ = 2).
Let l0 = a(m0, tˆ). As a direct consequence of Lemmas 12.2, 12.7 (relations (51), (90)) and (99), we get
u(θn)− u(θm0) ≤Cˆ1
(
γ−rm0‖∇f(θm0)‖(ξ + ε) + γ
−2r
m0 (ξ + ε)
2
)
≤Cˆ1
(
‖∇f(θm0)‖
2/2 + 3γ−2rm0 (ξ + ε)
2/2
)
≤Cˆ1Cˆ5 ψ(u(θm0)) + (2Cˆ1 + Cˆ1Cˆ5)γ
−pˆ
m0(ϕε(ξ))
µˆ
≤C˜1
(
ψ(u(θm0)) + γ
−pˆ
m0(ϕε(ξ))
µˆ
)
(100)
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for m0 ≤ n ≤ l0. Then, (96), (98), (100) yield
u(θm0) + C˜1ψ(u(θm0)) ≥u(θm0+1)− C˜1γ
−pˆ
m0(ϕε(ξ))
µˆ
≥(C˜2γ
−pˆ
m0+1
− C˜1γ
−pˆ
m0)(ϕε(ξ))
µˆ
=
(
C˜2(γm0+1/γm0)
−pˆ − C˜1
)
γ−pˆm0(ϕε(ξ))
µˆ
≥(C˜2/2− C˜1)γ
−pˆ
m0(ϕε(ξ))
µˆ > 0 (101)
(notice that (γm0+1/γm0)
pˆ ≤ (γl0/γm0)
pˆ ≤ 2; also notice that C˜2/2 ≥ 3C˜1), while (94), (98), (100) imply
u(θn) ≤ (1 + C˜1)u(θm0) + C˜1γ
−pˆ
m0(ϕε(ξ))
µˆ ≤(C˜1 + C˜2 + C˜1C˜2)γ
−pˆ
m0(ϕε(ξ))
µˆ
<(Cˆ7/2)(γn/γm0)
pˆγ−pˆn (ϕε(ξ))
µˆ
≤Cˆ7γ
−pˆ
n (ϕε(ξ))
µˆ (102)
for m0 ≤ n ≤ l0 (notice that (γn/γm0)
pˆ ≤ (γl0/γm0)
pˆ ≤ 2 for m0 ≤ n ≤ l0; also notice that Cˆ7/2 =
(C˜1 + C˜2)
2 > C˜1 + C˜2 + C˜1C˜2). Due to (95), (97), (102), we have l0 < n0. On the other side, since
x+ C˜1ψ(x) ≥ 0 only if x ≥ 0 and since x+ C˜1ψ(x) = (1 + C˜1)x for x ≥ 0, inequality (101) implies
u(θm0) ≥(1 + C˜1)
−1(C˜2/2− C˜1)γ
−pˆ
m0(ϕε(ξ))
µˆ ≥ Cˆ2γ
−pˆ
m0(ϕε(ξ))
µˆ (103)
(notice that C˜2/2− C˜1 ≥ C˜1(3Cˆ2 − 1) ≥ 2C˜1Cˆ2 ≥ (1 + C˜1)Cˆ2).
In what follows in the proof, we consider separately the cases µˆ < 2 and µˆ = 2.
Case µˆ < 2: Owing to Lemma 12.5 (relations (70), (73)) and (94), (103), we have
v(θl0) ≥ v(θm0) + (tˆ/Cˆ3)(ϕε(ξ))
−µˆ/pˆ ≥
(
C˜
−1/pˆ
2 γm0 + Cˆ
−1
3 (γl0 − γm0)
)
(ϕε(ξ))
−µˆ/pˆ
>min{C˜
−1/pˆ
2 , Cˆ
−1
3 }γl0(ϕε(ξ))
−µˆ/pˆ
=C˜
−1/pˆ
2 γl0(ϕε(ξ))
−µˆ/pˆ
(notice that tˆ ≥ γl0 − γm0 ; also notice C˜
−1/pˆ
2 < Cˆ
−1
3 ). Consequently,
u(θl0) = (v(θl0))
−pˆ < C˜2γ
−pˆ
l0
(ϕε(ξ))
µˆ.
However, this directly contradicts (96) and the fact that l0 < n0. Thus, (93) holds when µˆ < 2.
Case µˆ = 2: Using Lemma 12.5 (relations (69), (72)) and (103), we get
u(θl0) ≤
(
1− tˆ/Cˆ3
)
u(θm0).
Then, (94), (98) yield
u(θl0) ≤C˜2(1− tˆ/Cˆ3)(γl0/γm0)
pˆγ−pˆl0 (ϕε(ξ))
µˆ ≤ C˜2γ
−pˆ
l0
(ϕε(ξ))
µˆ.
However, this is impossible due to (96) and the fact that l0 < n0. Hence, (93) also in the case µˆ = 2.
Lemma 12.10. Suppose that Assumptions 2.1 – 2.3 hold. Then, there exists a random quantity Cˆ8 (which
is a deterministic function of pˆ, Cˆ, Mˆ) such that the following is true: 1 ≤ Cˆ8 <∞ everywhere and
lim sup
n→∞
γ qˆn sup
k≥n
‖θk − θn‖ ≤ Cˆ8ϕε(ξ) (104)
on Λ \N0.
Proof. Let ε ∈ (0,∞) be an arbitrary real number, while C˜1 = 2(Cˆ2 + Cˆ7), C˜2 = 2(qˆ + 1)C˜1 + Cˆ4,
C˜3 = 2C˜1 + 3qˆ
−1tˆ−1C˜2, Cˆ8 = 2C˜1 + C˜3. Moreover, let ω is an arbitrary sample from Λ \N0 (notice that
all formulas which follow in the proof correspond to this sample).
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Owing to Lemmas 12.7 and 12.9, we have
lim sup
n→∞
γpˆn|u(θn)| ≤ max{Cˆ2, Cˆ7}(ϕε(ξ))
µˆ, (105)
lim sup
n→∞
γpˆn‖∇f(θn)‖
2 ≤Cˆ5 lim sup
n→∞
γpˆnψ(u(θn)) + Cˆ5(ϕε(ξ))
µˆ
≤2Cˆ5max{Cˆ2, Cˆ7}(ϕε(ξ))
µˆ. (106)
We also conclude that qˆ < r, pˆ/2 > qˆ and that
γ−pˆn (ϕε(ξ))
µˆ ≤ γ−(2qˆ+1)n ϕε(ξ)φε(ξ) (107)
for all but finitely many n.10 Consequently, Lemma 12.2 (inequality (50)) and (106) imply
lim sup
n→∞
γ qˆn max
n≤k≤a(n,tˆ)
‖θk − θn‖ ≤2Cˆ1Cˆ5max{Cˆ2, Cˆ7}(ϕε(ξ))
µˆ/2 lim
n→∞
γ qˆ−pˆ/2n
+ Cˆ1(ξ + ε) lim
n→∞
γ qˆ−rn = 0. (108)
On the other side, it is straightforward to show γa(n,tˆ) − γn = tˆ+O(αa(n,tˆ)) and
γ qˆ+1
a(n,tˆ)
− γ qˆ+1n =γ
qˆ+1
a(n,tˆ)
(
1−
(
1− (γa(n,tˆ) − γn)/γa(n,tˆ)
)qˆ+1)
= γ qˆ+1
a(n,tˆ)
(
(qˆ + 1)tˆγ−1
a(n,tˆ)
+O(γ−2
a(n,tˆ)
)
)
(109)
for n→∞. Combining this with (105), (107), (108), we deduce that there exist n0 > 0 (depending on ω,
ε) such that n0 > τ3,ε and such that
γa(n,tˆ) − γn ≥ tˆ/2, (110)
γ qˆ+1
a(n,tˆ)
− γ qˆ+1n ≤ 2(qˆ + 1)γ
qˆ
a(n,tˆ)
, (111)
|u(θn)| ≤ C˜1γ
−(2qˆ+1)
n ϕε(ξ)φε(ξ), (112)
max
n≤k≤a(n,tˆ)
‖θk − θn‖ ≤ C˜1γ
−qˆ
n ϕε(ξ) (113)
on Λ \N0 for n > n0.
Let {nk}k≥0 be recursively defined by nk+1 = a(nk, tˆ) for k ≥ 0. Then, due to Lemma 12.6, we have
‖θnl − θnk‖ ≤
l−1∑
i=k
‖θni+1 − θni‖ ≤
l−1∑
i=k
γ qˆ+1ni
(
u(θni)− u(θni+1)
)
(φε(ξ))
−1 + Cˆ4
l−1∑
i=k
γ−(qˆ+1)ni φε(ξ)
≤
l∑
i=k+1
(γ qˆ+1ni − γ
qˆ+1
ni−1)|u(θni)|(φε(ξ))
−1 + Cˆ4
l−1∑
i=k
γ−(qˆ+1)ni φε(ξ)
+ γ qˆ+1nl |u(θnl)|(φε(ξ))
−1 + γ qˆ+1nk |u(θnk)|(φε(ξ))
−1
for 0 ≤ k ≤ l. As φε(ξ) ≤ ϕε(ξ), (111), (112) yield
‖θnl − θnk‖ ≤2C˜1(qˆ + 1)ϕε(ξ)
l∑
i=k+1
γ−(qˆ+1)ni + Cˆ4ϕε(ξ)
l−1∑
i=k
γ−(qˆ+1)ni + C˜1(γ
−qˆ
nk
+ γ−qˆnl )ϕε(ξ)
≤C˜2ϕε(ξ)
∞∑
i=k+1
γ−(qˆ+1)ni + 2C˜1γ
−qˆ
nk ϕε(ξ) (114)
10To conclude that pˆ/2 > qˆ and that (107) holds for all but finitely many n, notice the following:
(i) If µˆ = 2, then rˆ = ∞, pˆ = 2r, qˆ = r − 1, ϕε(ξ) = φε(ξ), and thus, pˆ = 2qˆ + 2, (ϕε(ξ))µˆ = ϕε(ξ)φε(ξ). Consequently,
µˆ = 2 implies that pˆ/2 > qˆ and that (107) is true for each n.
(ii) If µˆ < 2, r ≥ rˆ, then rˆ = 1/(2 − µˆ), pˆ = µˆrˆ, qˆ = rˆ − 1, ϕε(ξ) > 1, and hence, pˆ = 2qˆ + 1, (ϕε(ξ))µˆ ≤ ϕε(ξ)φε(ξ).
Therefore, µˆ < 2, r ≥ rˆ yields that pˆ/2 > qˆ and that (107) is satisfied for any n.
(iii) If µˆ < 2, r < rˆ, then rˆ = 1/(2 − µˆ), pˆ = µˆr, qˆ = r − 1, and thus, pˆ = 2r − r/rˆ > 2r − 1 = 2qˆ + 1. Consequently, when
µˆ < 2, r < rˆ, we have that pˆ/2 > qˆ and that (107) holds for all but finitely many n.
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for 0 ≤ k ≤ l. Since
γnl = γnk +
l−1∑
i=k
(γni+1 − γni) ≥ γnk + 2
−1tˆ(l − k)
for 0 ≤ k ≤ l (owing to (110)), we get
∞∑
i=k
γ−(qˆ+1)ni ≤
∞∑
i=0
(γnk + itˆ/2)
−(qˆ+1) ≤ γ−(qˆ+1)nk +
∫ ∞
0
(γnk + utˆ/2)
−(qˆ+1)du ≤ 3qˆ−1tˆ−1γ−qˆnk (115)
for k ≥ 0. Then, (114) implies
‖θnl − θnk‖ ≤C˜3γ
−qˆ
nk ϕε(ξ) (116)
for 0 ≤ k ≤ l. Combining this with (113), we obtain
‖θk − θn‖ ≤‖θk − θnj‖+ ‖θnj − θni‖+ ‖θni − θn‖
≤C˜3γ
−qˆ
ni ϕε(ξ) + C˜1(γ
−qˆ
n + γ
−qˆ
nj )ϕε(ξ)
≤Cˆ8γ
−qˆ
n ϕε(ξ)
for n0 < n ≤ k, 1 ≤ i ≤ j satisfying ni−1 ≤ n < ni, nj ≤ k < nj+1. Then, it is obvious that (104) is
true.
Proof of Theorems 2.1 and 2.2. Owing to Lemmas 12.3 and 12.10, θˆ = limn→∞ θn exists and satisfies
∇f(θˆ) = 0 on Λ \N0. Thus, Theorem 2.1 holds. In addition, we have Qˆ ⊆ {θ ∈ Rdθ : ‖θ − θˆ‖ ≤ δθˆ} on
Λ \ N0 (δθ is specified in Remark 2.1). Therefore, on Λ \ N0, random quantities µˆ, pˆ, rˆ defined in the
beginning of this section coincide with µˆ, pˆ, rˆ specified in Theorem 2.2 (see Remark 2.1). Similarly, on
Λ \N0, Cˆ, Mˆ introduced in this section are identical to Cθˆ, Mθˆ (specified in Section 2).
Let Kˆ = 2Cˆ5(Cˆ2 + Cˆ7) + Cˆ8. Then, Lemmas 12.7, 12.9 and the limit process ε→ 0 imply
lim sup
n→∞
γpˆn|u(θn)| ≤ max{Cˆ2, Cˆ7}(ϕ(ξ))
µˆ ≤ Kˆ(ϕ(ξ))µˆ
on Λ \N0. Consequently, Lemma 12.7 yields
lim sup
n→∞
γpˆn‖∇f(θn)‖
2 ≤Cˆ5(ϕ(ξ))
µˆ + Cˆ5 lim sup
n→∞
γpˆnψ(u(θn)) ≤ Kˆ(ϕ(ξ))
µˆ
on Λ \N0. On the other side, using Lemma 12.10, we get
lim sup
n→∞
γ qˆn‖θn − θˆ‖ ≤ Cˆ8ϕ(ξ) ≤ Kˆϕ(ξ)
on Λ \N0. Hence, Theorem 2.2 holds, too.
13. Proof of Theorem 3.1
The following notation is used in this section. For θ ∈ Rdθ , z ∈ Rdz , Eθ,z(·) denotes the conditional
expectation given θ0 = θ, Z0 = z. For n ≥ 1, ξn is the random variable defined as
ξn = F (θn, Zn+1)−∇f(θn),
while ξ1,n, ξ2,n, ξ3,n are the random variables defined by
ξ1,n = F˜ (θn, Zn+1)− (ΠF˜ )(θn, Zn), ξ2,n = (ΠF˜ )(θn, Zn)− (ΠF˜ )(θn−1, Zn), ξ3,n = −(ΠF˜ )(θn, Zn+1).
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Then, it is straightforward to show that algorithm (10) admits the form (1). On the other side, Assumption
3.2 yields
k∑
i=n
αiγ
r
i ξi =
k∑
i=n
αiγ
r
i ξ1,i +
k∑
i=n
αiγ
r
i ξ2,i −
k∑
i=n
(αiγ
r
i − αi+1γ
r
i+1)ξ3,i
− αk+1γ
r
k+1ξ3,k + αnγ
r
nξ3,n−1 (117)
for 1 ≤ n ≤ k.
Lemma 13.1. Let Assumption 3.1 hold. Then, there exists a real number s ∈ (0, 1) such that∑∞
n=0 α
1+s
n γ
r
n <∞.
Proof. Let p = (2 + 2r)/(2 + r), q = (2 + 2r)/r, s = (2 + r)/(2 + 2r). Then, using the Ho¨lder inequality,
we get
∞∑
n=0
α1+sn γ
r
n =
∞∑
n=1
(α2nγ
2r
n )
1/p
(
αn
γ2n
)1/q
≤
(
∞∑
n=1
α2nγ
2r
n
)1/p( ∞∑
n=1
αn
γ2n
)1/q
.
Since γn+1/γn = 1 + αn/γn = O(1) for n→∞ and
∞∑
n=1
αn
γ2n
=
∞∑
n=1
γn+1 − γn
γ2n
≤
∞∑
n=1
(
γn+1
γn
)2 ∫ γn+1
γn
dt
t2
≤
1
γ1
max
n≥0
(
γn+1
γn
)2
,
it is obvious that
∑∞
n=0 α
1+s
n γ
r
n converges.
Proof of Theorem 3.1. Let Q ⊂ Rdθ be an arbitrary compact set, while ΛQ =
⋂∞
n=0{θn ∈ Q}.
Moreover, let s ∈ (0, 1) be a real number such that
∑∞
n=0 α
1+s
n γ
r
n <∞. To prove the theorem’s assertion,
it is sufficient to show that
∑∞
n=0 αnγ
r
nξn converges w.p.1 on
⋂∞
n=0{θn ∈ Q}.
Owing to Assumption 3.1, we have
αsn−1αnγ
r
n = α
1+s
n γ
r
n
(
1 + αn−1(α
−1
n − α
−1
n−1)
)s
= O(α1+sn γ
r
n)
as n→∞. The same assumption also yields
(αn − αn+1)γ
r
n+1 = α
2
nγ
r
n(α
−1
n+1 − α
−1
n )
(
1 + αn+1(α
−1
n − α
−1
n+1)
)
(1 + αn/γn)
r = O(α2nγ
r
n),
αn(γ
r
n+1 − γ
r
n) = αnγ
r
n ((1 + αn/γn)
r − 1) = αnγ
r
n (rαn/γn + o(αn/γn)) = o(α
2
nγ
r
n)
as n→∞. Hence, αnγrn − αn+1γ
r
n+1 = O(α
2
nγ
r
n) as n→∞. Consequently,
∞∑
n=0
αsnαn+1γ
r
n+1 <∞,
∞∑
n=0
|αnγ
r
n − αn+1γ
r
n+1| <∞. (118)
Let Fn = σ{θ0, Z0, . . . , θn, Zn} for n ≥ 0. Since {τQ > n} is measurable with respect to Fn, Assumption
3.2 implies
Eθ,z
(
ξ1,nI{τQ>n}|Fn
)
=
(
Eθ,z(F˜ (θn, Zn+1)|Fn)− (ΠF˜ )(θn, Zn)
)
I{τQ>n} = 0
w.p.1 for each θ ∈ Rdθ , z ∈ Rdz , n ≥ 0. On the other side, Assumption 3.3 yields
‖ξ1,n‖I{τQ>n} ≤ ϕQ(Zn)I{τQ>n−1} + ϕQ(Zn+1)I{τQ>n}
for n ≥ 0. Combining this with Assumptions 3.1, 3.3, we get
Eθ,z
(
∞∑
n=0
α2nγ
2r
n ‖ξ1,n‖
2I{τQ>n}
)
≤ 2Eθ,z
(
∞∑
n=0
(α2nγ
2r
n + α
2
n+1γ
2r
n+1)ϕ
2
Q(Zn+1)I{τQ>n}
)
<∞
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for all θ ∈ Rdθ , z ∈ Rdz . Then, using Doob theorem, we conclude that
∑∞
n=0 αnγ
r
nξ1,nI{τQ>n} converges
w.p.1. Since {τQ > n} ⊆ ΛQ for n ≥ 0,
∑∞
n=0 αnγ
r
nξ1,n converges w.p.1 on ΛQ.
As a result of Assumption 3.3 and (118), we get
Eθ,z
(
∞∑
n=0
αnαn+1γ
r
n+1ϕ
2
Q(Zn+1)I{τQ>n}
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz . On the other side, Assumption 3.3 implies
‖ξ2,n‖IΛQ ≤ϕQ(Zn)‖θn − θn−1‖IΛQ
≤αn−1ϕ(Zn)‖F (θn−1, Zn)‖IΛQ
≤αn−1ϕ
2
Q(Zn)IΛQ
for n ≥ 1. Thus,
j∑
n=1
αnγ
r
n‖ξ2,n‖IΛQ ≤
∞∑
n=0
αnαn+1γ
r
n+1ϕ
2
Q(Zn+1)I{τQ>n}.
Therefore,
∑∞
n=0 αnγ
r
nξ2,n converges w.p.1 on ΛQ.
Due to Assumptions 3.1, 3.3 and (118), we have
Eθ,z
(
∞∑
n=0
α2nγ
2r
n ϕ
2
Q(Zn+1)
)
<∞, Eθ,z
(
∞∑
n=0
|αnγ
r
n − αn+1γ
r
n+1|ϕ
2
Q(Zn+1)
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz . On the other side, owing to Assumption 3.3, we have
‖ξ3,n‖IΛQ ≤ ϕQ(Zn+1)IΛQ ≤ ϕ
2
Q(Zn+1)IΛQ
for n ≥ 0. Hence,
∞∑
n=0
|αiγ
r
i − αi+1γ
r
i+1| ‖ξ3,i‖IΛQ ≤
∞∑
n=0
|αiγ
r
i − αi+1γ
r
i+1|ϕ
2
Q(Zi+1)I{τQ>i}.
Consequently,
∑∞
n=0(αnγ
r
n − αn+1γ
r
n+1)ξ3,n converges w.p.1 on ΛQ. We also get
lim
n→∞
αn+1γ
r
n+1‖ξ3,n‖IΛQ = 0 (119)
w.p.1.
As
∑∞
n=0 αnγ
r
nξ1,n,
∑∞
n=1 αnγ
r
nξ2,n,
∑∞
n=0(αnγ
r
n − αn+1γ
r
n+1)ξ3,n are convergent w.p.1 on ΛQ, (117),
(119) imply that
∑∞
n=0 αnγ
r
nξn converges w.p.1 on ΛQ, too.
14. Proof of Theorems 4.1 and 4.2
In this section, we use the following notation. For θ ∈ Rdθ , x ∈ RN , y ∈ R and z = [xT y]T , let
F (θ, z) = −(y −Gθ(x))Hθ(x),
while Zn+1 = [X
T
n Yn]
T for n ≥ 0. With this notation, it is obvious that algorithm (12) admits the form
of (10).
Proof of Theorem 4.1. Owing to Assumption 4.2, there exists a real number K ∈ [1,∞) such that
max{‖x‖, |y|} ≤ K for any x ∈ X , y ∈ Y.
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Let δ = ε/(2KN), while
Gˆη(x) =
M∑
i=1
ciψˆ

 N∑
j=1
di,jxj

 , Hˆη(x, y) = 1
2
(y − Gˆη(x))
2
and fˆ(η) = E(Hˆη(X0, Y0)) for η = [c1 · · · cM d1,1 · · · dM,N ]T ∈ Cdθ , x = [x1 · · ·xN ]T ∈ X , y ∈ Y. On the
other side, let θ = [a1 · · ·aM b1,1 · · · bM,N ]T ∈ Rdθ be an arbitrary vector. Obviously, it is sufficient to
show that fˆ(·) is analytic on Vδ(θ) (here, Vδ(θ) denotes Vδ(θ) = {η ∈ Cdθ : ‖η − θ‖ ≤ δ}).
We have ∣∣∣∣∣∣
N∑
j=1
di,jxj −
N∑
j=1
bi,jxj
∣∣∣∣∣∣ ≤ K
N∑
j=1
|di,j − bi,j | ≤ ε/2
for each η = [c1 · · · cM d1,1 · · · dM,N ]T ∈ Vδ(θ), x = [x1 · · ·xN ]T ∈ X , 1 ≤ i ≤ M . Hence,
∑N
j=1 di,jxj ∈
Vε/2(R) whenever η = [c1 · · · cM d1,1 · · · dM,N ]
T ∈ Vδ(θ), x = [x1 · · ·xN ]T ∈ X , 1 ≤ i ≤ M . Consequently,
Assumption 4.1 implies that Gˆη(x) is analytical in η and continuous in (η, x) for all η ∈ Vδ(θ), x ∈ X .
Therefore, Hˆη(x, y) is analytical in η and continuous in (η, x, y) for each η ∈ Vδ(θ), x ∈ X , y ∈ Y. Since
Vδ(θ)×X ×Y is a compact set, there exists a real number L1,θ ∈ [1,∞) such that |Hˆη(x, y)| ≤ L1,θ for any
η ∈ Vδ(θ), x ∈ X , y ∈ Y. Then, Cauchy inequality for complex analytic functions (see e.g., [46, Proposition
2.1.3]) implies that there exists another real number L2,θ ∈ [1,∞) such that ‖∇ηHˆη(x, y)‖ ≤ L2,θ for all
η ∈ Vδ(θ), x ∈ X , y ∈ Y. As a result of this and the dominated convergence theorem, fˆ(η) is differentiable
for all η ∈ Vδ(θ). Hence, fˆ(·) is analytic on Vδ(θ).
Proof of Theorem 4.2. As {Zn}n≥0 can be interpreted as a controlled Markov chain whose transition
kernel Πθ(z, ·) does not depend on (θ, z), it is straightforward to show that Assumptions 3.2 and 3.3 hold.
Then, the theorem’s assertion follows directly from Theorem 3.1.
15. Proof of Theorems 6.1 and 6.2
Proof of Theorem 6.1. Let
Gˆη(x) = log pˆη(x), fˆ(η) =
∫
Gˆη(x)p(x)λ(dx)
for η ∈ Cdθ , x ∈ X , while θ ∈ Θ is an arbitrary vector. Obviously, it sufficient to show that fˆ(·) is analytic
in an open vicinity of θ.
Since Vδθ (θ) × X is a compact set (here, Vδθ (θ) denotes Vδθ (θ) = {η ∈ C
dθ : ‖η − θ‖ ≤ δθ}, while δθ
is specified in Assumption 6.3), Assumptions 6.2, 6.3 imply that there exist real numbers εθ ∈ (0, δθ),
L1,θ ∈ [1,∞) such that L
−1
1,θ ≤ |pˆη(x)| ≤ L1,θ for all η ∈ Vεθ (θ), x ∈ X . Therefore, Gˆη(x) is analytic in
η for all η ∈ Vεθ (θ), x ∈ X . Moreover, |Gˆη(x)| ≤ logL1,θ for all η ∈ Vεθ (θ), x ∈ X . Then, using Cauchy
inequality for complex analytic functions, we deduce that there exists a real number L2,θ ∈ [1,∞) such
that ‖∇ηGˆη(x)‖ ≤ L2,θ for all η ∈ Vεθ (θ), x ∈ X . Consequently, the dominated convergence theorem
implies that fˆ(η) is differentiable for all η ∈ Vεθ (θ). Hence, fˆ(·) is analytic on Vεθ (θ).
Proof of Theorem 6.2. Similarly as in the proof of Theorem 4.2, {Xn}n≥0 can be interpreted as a
controlled Markov chain whose transition kernel Πθ(x, ·) does not depend on (θ, x). Therefore, Assump-
tions 3.2 and 3.3 are satisfied for algorithm (15). Hence, the theorem’s assertion is a straightforward
consequence of Theorem 3.1.
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16. Proof of Theorems 7.1 and 7.2
In this section, we rely on the following notation. Let dw = 2N , dz = dθ + dw, while Wn = [X
T
n X
T
n−1]
T ,
Zn = [Y
T
n X
T
n X
T
n−1]
T for n ≥ 1. Moreover, let
G˜θ(x, x
′) = c(x′) + βGθ(x)−Gθ(x
′), F (θ, z) = −G˜θ(x, x
′)y,
for θ, y ∈ Rdθ , x, x′ ∈ X , z = [yTxT (x′)T ]T , while
Πθ(z,B) =
∫
IB(βy +Hθ(x), x
′′, x)P (x, dx′′)
for the same θ, y, x, x′, z and a measurable set B ⊆ Rdθ × X × X . Then, it is straightforward to verify
that algorithm (18), (19) admits the form of the recursion studied in Section 3 (i.e., {θn}n≥0, {Zn}n≥0,
Πθ(z,B), F (θ, z) defined here and in Section 7 satisfy (10), (11)).
The following notation is also used in this section. Function Bθ(w) is defined by Bθ(w) = Hθ(x
′) for
θ ∈ Rdθ , x, x′ ∈ RN , w = [xT (x′)T ]T . Stochastic processes {V θn }n≥0, {Z
θ
n}n≥0 are recursively defined by
V θn+1 = βV
θ
n +Bθ(Wn+1)
and Zθn = [(V
θ
n )
T WTn ]
T for θ ∈ Rdθ , n ≥ 0, where V θ0 ∈ R
dz is an arbitrary vector. Then, it is
straightforward to show that Bθ(w) is locally Lipschitz continuous in (θ, w) and that Πθ(·, ·) is a transition
kernel of {Zθn}n≥0.
Lemma 16.1. Let Assumptions 7.1 – 7.3 hold. Then,
lim
n→∞
(ΠnF )(θ, z) = ∇f(θ) (120)
for all θ ∈ Rdθ , z ∈ Rdz . Moreover, for any compact set Q ⊂ Rdθ , there exists a real number LQ ∈ [1,∞)
such that
‖Yn‖I{τQ≥n} ≤ LQ(1 + ‖Y0‖) (121)
for n ≥ 0 (τQ is specified in Assumption 3.3).
Proof. Let Q ⊂ Rdθ be an arbitrary compact set. Then, owing to Assumption 7.3, there exists a real
number MQ ∈ [1,∞) such that max{|c(x)|, |Gθ(x)|, ‖Hθ(x)‖} ≤MQ for all θ ∈ Q, x ∈ X . Since
Yn+1 = β
n+1Y0 +
n∑
k=0
βn−kHθk(Xk)
for n ≥ 0, we get
‖Yn+1‖I{τQ≥n} ≤ ‖Y0‖+MQ
n∑
k=0
βn−k ≤ ‖Y0‖+MQ(1− β)
−1
for the same n. Consequently, there exists a real number LQ ∈ [1,∞) such that (121) is true for n ≥ 0.
On the other side, it is straightforward to verify
(ΠnF )(θ, z) = E(F (θ, Zθn+1)|Z
θ
1 = z)
= −E
(
G˜θ(Xn+1, Xn)
(
βny +
n−1∑
k=0
βkHθ(Xn−k)
)∣∣∣∣∣X1 = x
)
= −
n−1∑
k=0
βk
∫
G˜k,θ(x
′′)Hθ(x
′′)Pn−k−1(x, dx′′) + βnG˜n−1,θ(x)y
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for all θ, y ∈ Rdθ , x, x′ ∈ X , z = [yTxT (x′)T ]T , n ≥ 1, where
G˜k,θ(x) = (P
kc)(x) + β(P k+1G)θ(x)− (P
kG)θ(x).
It is also easy to show
∇f(θ) = −
∫
(g(x)−Gθ(x))Hθ(x)pi(dx) = −
∞∑
k=0
βk
∫
G˜k,θ(x)Hθ(x)pi(dx)
for each θ ∈ Rdθ . As ‖G˜k,θ(x)Hθ(x)‖ ≤ 3M2Q for any θ ∈ Q, x ∈ X , k ≥ 0, Assumption 7.2 implies∥∥∥∥
∫
G˜k,θ(x
′)Hθ(x
′)(P l − pi)(x, dx′)
∥∥∥∥ ≤ 3CM2Qρl
for all θ ∈ Q, x ∈ X , k, l ≥ 0. Consequently,
‖(ΠnF )(θ, z)−∇f(θ)‖ ≤
n−1∑
k=0
βk
∥∥∥∥
∫
G˜k,θ(x
′′)Hθ(x
′′)(Pn−k−1 − pi)(x, dx′′)
∥∥∥∥
+
∞∑
k=n
βk
∥∥∥∥
∫
G˜k,θ(x
′′)Hθ(x
′′)pi(x, dx′′)
∥∥∥∥+ βn‖G˜n−1,θ(x)‖‖y‖
≤3CM2Q
n−1∑
k=0
βkρn−k−1 + 3M2Qβ
n(‖y‖+ (1 − β)−1)
for each θ ∈ Q, y ∈ Rdθ , x, x′ ∈ X , z = [yTxT (x′)T ]T , n ≥ 1. Hence, (120) holds for all θ ∈ Rdθ ,
z ∈ Rdz .
Proof of Theorem 7.1. Let
Hˆη(x) = 2
−1(g(x)− Gˆη(x))
2, fˆ(η) =
∫
Hˆη(x)pi(dx)
for η ∈ Cdθ , x ∈ X , while θ ∈ Θ is an arbitrary vector. Obviously, it sufficient to show that fˆ(·) is analytic
on Vδθ (θ) = {η ∈ C
dθ : ‖η − θ‖ ≤ δθ} (δθ is specified in Assumption 7.3).
Owing to Assumption 7.3, Hˆη(x) is analytic in η for all η ∈ Vδθ (θ). Due to the same assumption, there
exists a real number L1,θ ∈ [1,∞) such that |Hˆη(x)| ≤ L1,θ for all η ∈ Vδθ (θ), x ∈ X . Combining this with
Cauchy inequality for complex analytic functions, we deduce that there exists a real number L2,θ ∈ [1,∞)
such that ‖∇ηHˆη(x)‖ ≤ L2,θ for all η ∈ Vδθ (θ), x ∈ X . Consequently, the dominated convergence theorem
implies that fˆ(η) is differentiable for all η ∈ Vδθ (θ). Thus, fˆ(·) is analytic on Vδθ (θ).
Proof of Theorem 7.2. Owing to Assumptions 7.1 – 7.3, {V θn }n≥0 and {Z
θ
n}n≥0 defined here satisfy all
conditions of Theorem A4.1 (Appendix 4). Moreover, for any compact set Q ⊂ Rdθ , there exists a real
number KQ ∈ [1,∞) such that (187) – (189) are satisfied for p = 1, K2,Q = KQ and all θ, θ′, θ′′ ∈ Q,
z, z′, z′′ ∈ Rdθ × X × X . Consequently, Theorem A4.1 and Lemma 16.1 imply that Assumptions 3.2 and
3.3 hold. Then, the theorem’s assertion directly follows from Theorem 3.1.
17. Proof of Theorems 8.1 and 8.2
In this section, we rely on the following notation. For θ ∈ Θ, z = (x1:N , y1:N ) ∈ XN × YN , let F (θ, z) =
ψN,θ(y1:N), while f(θ) = fN(θ). For n ≥ 0, let Zn = (XnN+1:(n+1)N , YnN+1:(n+1)N ). Obviously, {Zn}n≥0
is a Markov chain. Let Π(z, z′) be the transition kernel of {Zn}n≥0. Then, it is easy to show that
algorithm (20) admits the form of the recursion studied in Section 3 (i.e., {θn}n≥0, {Zn}n≥0, Π(z, z′),
F (θ, z) defined here and in Section 8 satisfy (10), (11)).
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Proof of Theorem 8.1. Using [44, Theorem 1, Proposition 1], it can easily be demonstrated that
f∞(·) is real-analytic on entire Θ (notice that all conditions of [44, Theorem 1, Proposition 1] hold when
Assumptions 8.1, 8.2 are satisfied).
Owing to Assumption 8.1, {Zn}n≥0 is geometrically ergodic. Let pi(·), ν(·) be the invariant probabilities
of {Xn}n≥0, {Zn}n≥0 (respectively). Then, there exist real numbers ρ ∈ (0, 1), C ∈ [1,∞) such that
|pn(x′|x)− pi(x′)| ≤ Cρn, |Πn(z, z′)− ν(z′)| ≤ Cρn
for each x, x′ ∈ X , z, z′ ∈ XN × YN , n ≥ 0. Therefore,
fN(θ) =
∑
x1:N∈X
N
y1:N∈YN
φN,θ(y1:N )ν(x1:N , y1:N)
for all θ ∈ Θ. On the other side, Assumptions 8.2, 8.3 imply that for each y1:N ∈ YN , φN,θ(y1:N ) is
real-analytic in θ on entire Θ. Consequently, fN (·) is real-analytic on entire Θ, too.
Let Q ⊂ Rdθ be any compact set. Moreover, let PNx be the set of Nx-dimensional probability vectors,
while e = [1 · · · 1]T ∈ RNx . For θ ∈ Θ, x, x′ ∈ X , y ∈ Y, let
rθ(y, x
′|x) = qθ(y|x
′)pθ(x
′|x),
while Rθ(y) is the Nx×Nx matrix whose (i, j) entry is rθ(y, i|j). For θ ∈ Θ, y ∈ Y, u ∈ PNx , V ∈ RNx×Nx ,
let
Φθ(y, u) = log(e
TRθ(y)u), Ψθ(y, u, V ) = ∇θΦθ(y, u) + V ∇uΦθ(y, u).
Then, owing to Assumption 8.2, there exists a real number δQ ∈ (0, 1) such that
rθ(y, x
′|x) ≥ δQ (122)
for all θ ∈ Q, x, x′ ∈ X , y ∈ Y. Combining this with Assumption 8.3, we conclude that there exists a real
number C˜1,Q ∈ [1,∞) such that
‖Ψθ(y, u, V )‖ ≤ C˜1,Q(1 + ‖V ‖), (123)
|Φθ(y, u
′)− Φθ(y, u
′′)| ≤ C˜1,Q‖u
′ − u′′‖, (124)
‖Ψθ(y, u
′, V ′)−Ψθ(y, u
′′, V ′′)‖ ≤ C˜1,Q(‖u
′ − u′′‖+ ‖V ′ − V ′′‖)(1 + ‖V ′‖+ ‖V ′′‖) (125)
for all θ ∈ Q, x, x′ ∈ X , y ∈ Y, u, u′, u′′ ∈ PNx , V, V ′, V ′′ ∈ RNx×Nx .
For θ ∈ Θ, y1:n ∈ Yn, n ≥ 1, let u0,θ, un,θ(y1:n) be the Nx-dimensional vectors whose i-th components
are
u0,i,θ = piθ(i), un,i,θ(y1:n) = Pθ(X
θ
n = i|Y
θ
1:n = y1:n)
(notice that {un,θ(y1:n)}n≥1 is the optimal filter for the model {(Xθn, Y
θ
n )}n≥0). For the same θ, y1:n, n,
let
V0,θ = ∇θu0,θ, Vn,θ(y1:n) = ∇θun,θ(y1:n).
Then, it is straightforward to verify
logPθ(Y
θ
1 = y) = Φθ(y, u0,θ), log
(
Pθ(Y
θ
1:n+1 = y1:n+1)
Pθ(Y θ1:n = y1:n)
)
= Φθ(yn+1, un,θ(y1:n))
for θ ∈ Θ, y ∈ Y, y1:n+1 = (y1, . . . , yn+1) ∈ Yn+1, n ≥ 0. As
φn,θ(y1:n) = −
1
n
(
logPθ(Y
θ
1 = y1) +
n−1∑
i=1
log
(
Pθ(Y
θ
1:i+1 = y1:i+1)
Pθ(Y θ1:i = y1:i)
))
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for θ ∈ Θ, y1:n = (y1, . . . , yn) ∈ Y
n, n ≥ 1, we conclude
φn,θ(y1:n) = −
1
n
n−1∑
i=0
Φθ(yi+1, ui,θ(y1:i)) (126)
for the same θ, y1:n, n. Differentiating (126) (in θ), we get
ψn,θ(y1:n) = −
1
n
n−1∑
i=0
Ψθ(yi+1, ui,θ(y1:i), Vi,θ(y1:i)) (127)
for θ ∈ Θ, y1:n = (y1, . . . , yn) ∈ Y
n, n ≥ 0.
Let Uθ0 = u0,θ, U
θ
n = un,θ(Y1:n) and V
θ
0 = V0,θ, V
θ
n = Vn,θ(Y1:n) for θ ∈ Θ, n ≥ 1. Then, using
[43, Theorems 4.1, 4.2] and (122) – (125), we conclude that {(Xn+1, Yn+1, Uθn, V
θ
n )}n≥0 is geometrically
ergodic for each θ ∈ Θ. We also deduce that there exist functions g(·), h(·) and real numbers εQ ∈ (0, 1),
C˜2,Q ∈ [1,∞) (depending on ρ, δQ, C, C˜1,Q) such that
max{|E(Φθ(Yn+1, U
θ
n))− g(θ)|, ‖E(Ψθ(Yn+1, U
θ
n, V
θ
n ))− h(θ)‖} ≤ C˜2,Qε
n
Q (128)
for all θ ∈ Q, n ≥ 0. As a result of (126) – (128), we get
g(θ) = lim
n→∞
E(φn,θ(Y1:n)), h(θ) = lim
n→∞
E(ψn,θ(Y1:n)) = lim
n→∞
∇θE(φn,θ(Y1:n))
for all θ ∈ Θ. Therefore, g(·) = f∞(·), h(·) = ∇f∞(·) (notice that E(ψn,θ(Y1:n)) converges to h(θ)
uniformly in θ on each compact subset of Θ).
In the rest of the proof, we assume that {Xn}n≥0 is in steady-state (i.e., X0 is distributed according to
pi(·)). Then, we have
fN (θ) = E(φN,θ(Y1:N )), ∇fN (θ) = E(ψN,θ(Y1:N ))
for each θ ∈ Θ. Combining this with (126) – (128), we get
|fN (θ)− f∞(θ)| =
∣∣∣∣∣ 1N
N−1∑
i=0
(
E(Φθ(Yi+1, U
θ
i ))− g(θ)
)∣∣∣∣∣ ≤ C˜2,QN
N∑
i=1
εiQ ≤
C˜2,Q
(1− εQ)N
,
‖∇fN (θ)−∇f∞(θ)‖ =
∥∥∥∥∥ 1N
N−1∑
i=0
(
E(Ψθ(Yi+1, U
θ
i , V
θ
i ))− h(θ)
)∥∥∥∥∥ ≤ C˜2,QN
N∑
i=1
εiQ ≤
C˜2,Q
(1 − εQ)N
for all θ ∈ Q. Then, it can easily be deduced that for each θ ∈ Θ, there exists Lθ ∈ (0,∞) such that (21)
holds.
Proof of Theorem 8.2. Let ν(z) have the same meaning as in the proof of Theorem 8.1, while Π˜n(z, z′) =
Πn(z, z′) − ν(z′) for z, z′ ∈ XN × YN , n ≥ 0. Since {Zn}n≥0 is geometrically ergodic, there exist real
numbers ρ ∈ (0, 1), C ∈ [1,∞) such that |Π˜n(z, z′)| ≤ Cρn for each z, z′ ∈ XN × YN , n ≥ 0.
Let Q ⊂ Θ be an arbitrary compact set, while CQ ∈ [1,∞) stands for an upper bound of ‖F (·, z)‖ on
Q and for a Lipschitz constant of F (·, z) on the same set (here, z is any element of XN ×YN). For θ ∈ Θ,
z ∈ XN × YN , n ≥ 0, let
(Π˜nF )(θ, z) =
∑
z′∈XN×YN
F (θ, z′)Π˜n(z, z′),
while F˜ (θ, z) =
∑∞
n=0(Π˜
nF )(θ, z). Then, we have
‖(Π˜nF )(θ, z)‖ ≤ CCQρ
n,
‖(Π˜nF )(θ′, z)− (Π˜nF )(θ′′, z)‖ ≤ CCQρ
n‖θ′ − θ′′‖
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for all θ, θ′, θ′′ ∈ Q, z ∈ XN × YN , n ≥ 0. Therefore,
∑∞
n=0 ‖(Π˜
nF )(θ, z)‖ < ∞ for any θ,∈ Θ,
z ∈ XN × YN . Consequently, for each θ,∈ Θ, z ∈ XN × YN , F˜ (θ, z) is well-defined and satisfies
(ΠF˜ )(θ, z) =
∑∞
n=1(Π˜
nF )(θ, z). Thus, Assumption 3.2 holds. We also have
‖F˜ (θ, z)‖ ≤ CCQ(1− ρ)
−1,
‖F˜ (θ′, z)− F˜ (θ′′, z)‖ ≤ CCQ(1 − ρ)
−1‖θ′ − θ′′‖
for all θ, θ′, θ′′ ∈ Q, z ∈ XN × YN . Hence, Assumption 3.3 holds, too. Then, the theorem’s assertion
directly follows from Theorem 3.1.
18. Proof of Theorems 9.1 and 9.2
In this section, we use the following notation. dv, dw, dz are integers defined by dv = (M +N)(N + 1),
dw = L+ 1, dz = dv + dw. Stochastic processes {εθn}n≥0, {φ
θ
n}n≥0, {ψ
θ
n}n≥0 are recursively defined by
φθn = [Yn · · ·Yn−M+1 ε
θ
n · · · ε
θ
n−N+1]
T ,
ψθn+1 = φ
θ
n − [ψ
θ
n · · ·ψ
θ
n−N+1]Dθ,
εθn+1 = Yn+1 − (φ
θ
n)
T θ
for n ≥ 0, θ ∈ Θ, where εθ0, . . . , ε
θ
−N+1∈ R are arbitrary numbers and ψ
θ
0 , . . . , ψ
θ
−N+1∈ R
dθ are arbitrary
vectors. {V θn }n≥0, {Z
θ
n}n≥0 are stochastic processes defined by
V θn = [Yn · · ·Yn−M+1 ε
θ
n · · · ε
θ
n−N+1 (ψ
θ
n)
T · · · (ψθn−N+1)
T ]T
and Zθn = [(V
θ
n )
T WTn ]
T for n ≥ 0, θ ∈ Θ. Similarly, stochastic processes {Vn}n≥0, {Zn}n≥0 are defined
as
Vn = [Yn · · ·Yn−M+1 εn · · · εn−N+1 ψ
T
n · · ·ψ
T
n−N+1]
T (129)
and Zn = [V
T
n W
T
n ]
T for n ≥ 0. Then, it can easily be deduced that there exists a matrix B ∈ Rdv×dw
and a function Aθ mapping θ ∈ Θ to Rdv×dv such that the following holds:
(i) Aθ is linear in θ.
(ii) The eigenvalues of Aθ lie in {z ∈ C : |z| < 1} for all θ ∈ Θ.
(iii) Vn+1 = AθnVn +BWn+1 and V
θ
n+1 = AθV
θ
n +BWn+1 for each n ≥ 0, θ ∈ Θ.
In this section, besides the notation introduced in the previous paragraph, we also rely on the following
notation. F (θ, z), φ(z) are the functions defined by
F (θ, z) = −ψ˜1ε˜1, φ(z) =
1
2
ε˜21
for θ ∈ Θ, y1, . . . , yM ∈ R, ε˜1, . . . , ε˜N ∈ R, ψ˜1, . . . , ψ˜N ∈ Rdθ , w ∈ W , v = [y1 · · · yM ε˜1 · · · ε˜N ψ˜T1 · · · ψ˜
T
N ]
T ,
z = [vT wT ]T (here, yi, ε˜j , ψ˜k are deterministic variables corresponding to Yn−i+1, εn−j+1, ψn−k+1 in
(129)). Πθ(z,B) is the transition kernel defined as
Πθ(z,B) =
∫
IB(Aθv +Bw
′, w′)P (w, dw′)
for a measurable set B ⊆ Rdv × W and v ∈ Rdv , w ∈ W , z = [vT wT ]T . Then, it is easy to show
that algorithm (24) – (27) admits the form of the recursion studied in Section 3 (i.e., {θn}n≥0, {Zn}n≥0,
Πθ(z,B), F (θ, z) defined here and in Section 9 satisfy (10), (11)). It is also straightforward to vefity that
Πθ(z,B) is a transition kernel of {Zθn}n≥0 for all θ ∈ Θ and that Bθ(q)ε
θ
n = Aθ(q)Yn for each θ ∈ Θ,
n ≥ 0. In addition to this, it is easy to demonstrate that if εθ0 = · · · = ε
θ
−N+1 = 0, ψ
θ
0 = · · · = ψ
θ
−N+1 = 0
for all θ ∈ Θ, then ψθn = −∇θε
θ
n for each θ ∈ Θ, n ≥ 0. Consequently, if ε
θ
0 = · · · = ε
θ
−N+1 = 0,
ψθ0 = · · · = ψ
θ
−N+1 = 0 for all θ ∈ Θ, then
(Πnφ)(θ, 0) =
1
2
E
(
(εθn)
2
)
, (ΠnF )(θ, 0) =
1
2
∇θE
(
(εθn)
2
)
(130)
for each θ ∈ Θ, n ≥ 0.
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Proof of Theorem 9.1. Let rk = r−k = limn→∞Cov(Yn, Yn+k) for k ≥ 0, while m = limn→∞E(Yn).
Moreover, let ϕ(ω) =
∑∞
k=−∞ rke
−iωk for ω ∈ [−pi, pi]. Then, Assumptions 9.1, 9.2 imply
∑∞
k=0 |rk| <∞,
and consequently, ϕ(·) is real-analytic on [−pi, pi].
Let θ ∈ Θ be an arbitrary vector, while Cθ(z) = Aθ(z)/Bθ(z), for z ∈ C. Since εθn = Cθ(q)Yn for n ≥ 0,
and since Cθ(·) has poles only in {z ∈ C : |z| < 1}, the spectral theory for stationary processes (see e.g.,
[27, Chapter II]) yields limn→∞E(ε
θ
n) = mCθ(1) and
lim
n→∞
Cov(εθn, ε
θ
n+k) =
1
2pi
∫ pi
−pi
|Cθ(e
iω)|2ϕ(ω)eiωkdω
for k ≥ 0. Therefore,
f(θ) =
1
2
lim
n→∞
(
Var(εθn) +
(
E(εθn)
)2)
=
m2|Cθ(1)|2
2
+
1
4pi
∫ pi
−pi
|Cθ(e
iω)|2ϕ(ω)dω.
For η = [c1 · · · cM d1 · · · dN ]T ∈ CM+N , z ∈ C, let
Aˆη(z) = 1−
M∑
k=1
ckz
−k, Bˆη(z) = 1 +
N∑
k=1
dkz
−k
and Cˆη(z) = Aˆη(z)/Bˆη(z), while
fˆ(η) =
m2|Cˆη(1)|
2
2
+
1
4pi
∫ pi
−pi
|Cˆη(e
iω)|2ϕ(ω)dω.
Then, to prove the theorem’s assertion, it is sufficient to show that fˆ(·) is analytic in an open vicinity of
θ.
Obviously, Aˆη(z), Bˆη(z) are analytic in (η, z) for all η ∈ Cdθ , z ∈ C, while Bˆθ(z) = Bθ(z) 6= 0 for
any z ∈ C satisfying |z| = 1. Consequently, there exists a real number δθ ∈ (0, 1) such that Cˆη(eiω) is
analytic in η and continuous in (η, ω) for all η ∈ Vδθ (θ), ω ∈ [−pi, pi] (here, Vδθ (θ) denotes Vδθ (θ) = {η ∈
Cdθ : ‖η − θ‖ ≤ δθ}). Thus, there exists a real number L1,θ ∈ [1,∞) such that |Cˆη(eiω)| ≤ L1,θ for all
η ∈ Vδ(θ), ω ∈ [−pi, pi]. Then, Cauchy inequality for complex analytic functions (see e.g., [46, Proposition
2.1.3]) implies that there exists a real number L2,θ ∈ [1,∞) such that ‖∇ηCˆη(eiω)‖ ≤ L2,θ for each
η ∈ Vδθ (θ), ω ∈ [−pi, pi]. As a result of this and the dominated convergence theorem,
∫ pi
−pi
|Cˆη(eiω)|2ϕ(ω)dω
is differentiable in η for any η ∈ Vδθ (θ). Hence, fˆ(·) is analytic on Vδθ (θ).
Proof of Theorem 9.2. Owing to Assumptions 9.1 – 9.3, {V θn }n≥0 and {Z
θ
n}n≥0 defined here satisfy
all conditions of Theorem A4.1 (Appendix 4). Moreover, there exists a real number K ∈ [1,∞) such
that (187) – (189) are satisfied for p = 1, K2,Q = K and all θ, θ
′, θ′′ ∈ Θ, z, z′, z′′ ∈ Rdv × W . Thus,
all conclusions of Theorem A4.1 are true for F (θ, z), Πθ(z,B) specified here. On the other side, (130)
implies that in the case studied here, function g(θ) introduced in Theorem A4.1 is the gradient of f(θ).
Consequently, Assumptions 3.2 and 3.3 hold. Then, the theorem’s assertion directly follows from Theorem
3.1.
19. Outline of the Proof of Theorems 10.1 and 10.2
Theorem 10.1 is a direct consequence of Assumptions 10.2, 10.5. Owing to Assumption 10.2, {Xθn}n≥0
has a unique invariant probability mass function piθ(x) for any θ ∈ Rdθ . Consequently, piθ(x) is a ratio-
nal function of {pθ(x
′′|x′)}x′,x′′∈X . As pθ(x
′|x) is a polynomial function of {p(x′′|x′, y)}x′,x′′∈X ,y∈Y and
{qθ(x′|y)}x′∈X ,y∈Y, Assumption 10.5 implies that for any x ∈ X , piθ(x) is analytic in θ on entire Rdθ .
Since
f(θ) =
∑
x∈X ,y∈Y
c(x, y)qθ(y|x)piθ(x)
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for any θ ∈ Rdθ , f(·) is analytic on entire Rdθ .
To explain how Theorem 10.2 is proved, we use the following notation. dη = dθ + 1 and dϑ = dθ + dη,
while Z = X × Y × X × Y × Rdθ . Stochastic processes {ηn}n≥0, {ϑn}n≥0, {Zn}n≥0 are defined as
ηn = [η
T
1,n η2,n]
T , ϑn = [θ
T
n η
T
n ]
T , Zn+1 = (Xn, Yn, Xn+1, Yn+1,Wn+1) for n ≥ 0. A1,θ(z), c1,θ(z), c2,θ(z)
are the functions defined as
A1,θ(z) = sθ(x
′, y′)sTθ (x
′, y′), c1,θ(z) = wc(x, y), c2,θ(z) = c(x
′, y′)
for θ, w ∈ Rdθ , x, x′ ∈ X , y, y′ ∈ Y, z = (x, y, x′, y′, w), while functions B1,θ(z), B2,θ(z) are defined by
B1,θ(z) = w(sθ(x, y)− sθ(x
′, y′))T , B2,θ(z) = w
for the same θ, w, x, x′, y, y′, z. Aθ(z), Bθ(z), cθ(z) are the functions defined as
Aθ(z) = −
[
A1,θ(z) 0
]
, Bθ(z) = −
[
B1,θ(z) B2,θ(z)
0T 1
]
, cθ(z) =
[
c1,θ(z)
c2,θ(z)
]
for θ ∈ Rdθ , z ∈ Z, where 0 denotes dθ-dimensional zero (column) vector (notice that Aθ(z) ∈ Rdθ×dη ,
Bθ(z) ∈ Rdη×dη). Πθ(z,B) is a transition kernel defined by
Πθ(z,B) =
∑
x′′∈X ,y′′∈Y
IB
(
x′, y′, x′′, y′′, wI{x′′ 6=x∗} + sθ(x
′′, y′′)
)
qθ(y
′′|x′′)p(x′′|x′, y′)
for a measurable set B ⊆ Z and θ, w ∈ Rdθ , x, x′ ∈ X , y, y′ ∈ Y, z = (x, y, x′, y′, w). For θ ∈ Rdθ ,
{Zθn}n≥0 is a Z-valued Markov chain whose transition kernel is Πθ(·, ·). A¯(θ), B¯(θ), c¯(θ) are the functions
defined as
A¯(θ) = lim
n→∞
E(Aθ(Z
θ
n)), B¯(θ) = limn→∞
E(Bθ(Z
θ
n)), c¯(θ) = limn→∞
E(cθ(Z
θ
n))
for θ ∈ Rdθ , while functions r(θ), S(θ) are defined by
r(θ) = lim
n→∞
E(B2,θ(Z
θ
n)), S(θ) = lim
n→∞
E(A1,θ(Z
θ
n))
for the same θ. Under the introduced notation, algorithm (30) – (33) can be re-written as
θn+1 =θn + αnAθn(Zn+1)ηn, (131)
ηn+1 =ηn + βn(Bθn(Zn+1)ηn + cθn(Zn+1)), n ≥ 0. (132)
It can also be shown that {θn}n≥0, {Zn}n≥0, Πθ(z,B) defined here satisfy (11). Hence, recursion (131),
(132) fits into the framework studied in [3], [20]. Then, using the results of [20, Section 5.1], we conclude
that A¯(θ), B¯(θ), c¯(θ), r(θ), S(θ) are well-defined and satisfy
A¯(θ) = −
[
S(θ) 0
]
, B¯(θ) = −
[
S(θ) r(θ)
0T 1
]
, c¯(θ) =
[
∇f(θ) + r(θ)f(θ)
f(θ)
]
(133)
for each θ ∈ Rdθ . Combining the same results with the arguments behind Theorem 3.1, we deduce
lim
n→∞
max
n≤k<a(n,1)
∥∥∥∥∥
k∑
i=n
αiγ
r
i
(
Aθi(Zi+1)− A¯(θi)
)∥∥∥∥∥ = 0, (134)
lim
n→∞
max
n≤k<a(n,1)
∥∥∥∥∥
k∑
i=n
βiγ
r
i
(
Bθi(Zi+1)− B¯(θi)
)∥∥∥∥∥ = 0, (135)
lim
n→∞
max
n≤k<a(n,1)
∥∥∥∥∥
k∑
i=n
βiγ
r
i (cθi(Zi+1)− c¯(θi))
∥∥∥∥∥ = 0 (136)
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w.p.1 on {supn≥0 ‖θn‖ <∞}.
Recursion (132) can be viewed as linear stochastic approximation in {ηn}n≥0. As supθ∈Q λmax(B¯(θ)) <
0 for any compact set Q ⊂ Rdθ (due to Assumption 10.6; λmax(B¯(θ)) stands for the maximal eigenvalue of
B¯(θ)), standard asymptotic results for linear stochastic approximation (see [42] or [20, Appendix A]) imply
that {ηn}n≥0 is bounded whenever {θn}n≥0 is bounded. More specifically, for any compact set Q ⊂ Rdθ ,
there exists a real number ρQ ∈ [1,∞) such that w.p.1 on event ΛQ =
⋂∞
n=0{θn ∈ Q}, ‖ηn‖ ≤ ρQ for all,
but finitely many n. Consequently, (133) – (135) imply that recursion (131), (132) (i.e., algorithm (30) –
(33)) admits representation
ϑn+1 = ϑn + αnDn(h(ϑn) + ξn), n ≥ 0. (137)
Here, h(ϑ) is the function defined by
h(ϑ) =
[
A¯(θ)η
B¯(θ)η + c¯(θ)
]
for θ ∈ Rdθ , η ∈ Rdη , ϑ = [θT ηT ]T . {Dn}n≥0 are diagonal matrices defined as Dn = diag{I
′, α−1n βnI
′′}
for n ≥ 0, where I ′ and I ′′ denote dθ × dθ and dη × dη unit matrices (respectively). {ξn}n≥0 is an
Rdϑ-valued stochastic process satisfying
lim
n→∞
max
n≤k<a(n,1)
∥∥∥∥∥
k∑
i=n
αiγ
r
iDiξi
∥∥∥∥∥ = 0
w.p.1 on {supn≥0 ‖θn‖ <∞} (a(n, 1) is defined in Section 2).
To explain how the asymptotic behavior of (137) can be analyzed, we rely on the following notation.
K1(θ, η), K2(θ, η), K3(θ, η), K4(θ, η) are the functions defined by
K1(θ, η) = ∇θ (S(θ)η)−∇
2f(θ), K2(θ, η) = I +∇θ (S(θ)η) −∇
2f(θ)
and K3(θ, η) = −S(θ)η, K4(θ, η) = S(θ)r(θ) for θ, η ∈ Rdθ , where I denotes dθ × dθ unit matrix. For a
compact set Q ⊂ Rdθ , LQ ∈ [1,∞) stands for a real number satisfying
λmin(S(θ)) ≥ L
−1/2
Q , max1≤i≤4
‖Ki(θ, η)‖ ≤ 2
−1L
1/4
Q (138)
for all θ ∈ Q, η ∈ Rdθ satisfying ‖η‖ ≤ ρQ (λmin(S(θ)) denotes the smallest eigenvalue of S(θ); notice that
S(θ) is positive definite and continuous for each θ ∈ Rdθ).
To study the asymptotic behavior of (137), for each compact set Q ⊂ Rdθ , we construct the following
Lyapunov function:
vQ(ϑ) = f(θ) +
1
2
‖S(θ)η1 −∇f(θ)‖
2 +
LQ
2
(η2 − f(θ))
2,
where θ, η1 ∈ Rdθ , η2 ∈ R and ϑ = [θT ηT1 η2]
T . Then, it is straightforward to verify
(∇vQ(ϑ))
TDnh(ϑ) =− ‖∇f(θ)‖
2 − LQα
−1
n βn(η2 − f(θ))
2
− (S(θ)η1−∇f(θ))
T
(
α−1n βnS(θ)+K1(θ, η1)
)
(S(θ)η1−∇f(θ))
− (∇f(θ))TK2(θ, η1)(S(θ)η1 −∇f(θ))
− LQ(∇f(θ))
TK3(θ, η1)(η2 − f(θ))
− α−1n βn(S(θ)η1 −∇f(θ))
TK4(θ, η1)(η2 − f(θ))
for all θ, η1 ∈ Rdθ , η2 ∈ R and ϑ = [θT ηT1 η2]
T . Owing to (138), we have∣∣(S(θ)η1 −∇f(θ))TK4(θ, η1)(η2 − f(θ))∣∣
≤ 2−1L
1/4
Q ‖S(θ)η1 −∇f(θ)‖ |η2 − f(θ)|
≤ 4−1L
−1/2
Q ‖S(θ)η1 −∇f(θ)‖
2 + 4−1LQ(η2 − f(θ))
2
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for all θ ∈ Q, η1 ∈ R
dθ , η2 ∈ R satisfying ‖η1‖ ≤ ρQ. Similarly, we get∣∣(∇f(θ))TK2(θ, η1)(S(θ)η1 −∇f(θ))∣∣ ≤2−1L1/4Q ‖∇f(θ)‖‖S(θ)η1 −∇f(θ)‖
≤4−1‖∇f(θ)‖2 + 4−1L
1/2
Q ‖S(θ)η1 −∇f(θ)‖
2,∣∣(∇f(θ))TK3(θ, η1)(η2 − f(θ))∣∣ ≤2−1L1/4Q ‖∇f(θ)‖ |η2 − f(θ)|
≤4−1‖∇f(θ)‖2 + 4−1L
1/2
Q |η2 − f(θ)|
2
for the same θ, η1, η2. We also have
(S(θ)η1 −∇f(θ))
T
(
α−1n βnS(θ) +K1(θ, η1)
)
(S(θ)η1 −∇f(θ))
≥
(
α−1n βnλmin(S(θ)) − ‖K1(θ, η1)‖
)
‖S(θ)η1 −∇f(θ)‖
2
≥
(
L
−1/2
Q α
−1
n βn − 2
−1L
1/4
Q
)
‖S(θ)η1 −∇f(θ)‖
2
for all θ ∈ Q, η1 ∈ Rdθ satisfying ‖η1‖ ≤ ρQ. Hence,
(∇vQ(ϑ))
TDnh(ϑ) ≤− 2
−1‖∇f(θ)‖2 −
(
2−1L−1Q α
−1
n βn − L
1/2
Q
)
‖S(θ)η1 −∇f(θ)‖
2
−
(
2−1LQα
−1
n βn − L
1/2
Q
)
(η2 − f(θ))
2
for each θ ∈ Q, [ηT1 η2]
T ∈ VρQ , ϑ = [θ
T ηT1 η2]
T , n ≥ 0, where VρQ = {η ∈ R
dη : ‖η‖ ≤ ρQ}. As
limn→∞ α
−1
n βn =∞, we deduce that there exists an integer mQ ≥ 1 such that
(∇vQ(ϑ))
TDnh(ϑ) ≤− 2
−1
(
‖∇f(θ)‖2 + ‖S(θ)η1 −∇f(θ)‖
2 + LQ(η2 − f(θ))
2
)
≤ 0 (139)
for all θ ∈ Q, [ηT1 η2]
T ∈ VρQ , ϑ = [θ
T ηT1 η2]
T , n ≥ mQ. Combining this with standard stochastic
approximation arguments, we conclude that {vQ(ϑn)}n≥0 converges w.p.1 on ΛQ and that
lim
n→∞
‖∇f(θn)‖ = lim
n→∞
‖S(θn)η1,n −∇f(θn)‖ = lim
n→∞
|η2,n − f(θn)| = 0 (140)
w.p.1 on the same event. Hence, w.p.1 on ΛQ, (131) asymptotically behaves as a gradient search mini-
mizing vQ(·). On the other side, Lojasiewicz inequality (3) and (139) yield
(∇vQ(ϑ))
TDnh(ϑ) ≤−
(
vQ(ϑ)− f(θ) + 2
−1‖∇f(θ)‖2
)
≤− (vQ(ϑ)− f(θ)) − 2
−1M−2Q,a|f(θ)− a|
2/µQ,a
≤− L−1Q,a (vQ(ϑ)− f(θ) + |f(θ)− a|)
2/µQ,a
≤− L−1Q,a|vQ(ϑ)− a|
2/µQ,a (141)
for all a ∈ f(Q), θ ∈ Q, η ∈ VρQ , ϑ = [θ
T ηT ]T satisfying |f(θ)−a| ≤ δQ,a (δQ,a is specified in Assumption
2.3), where LQ,a ∈ [1,∞) is a suitably chosen real number.11 Thus, w.p.1 on ΛQ,
(∇vQ(ϑn))
TDnh(ϑn) ≤ Lˆ
−1|vQ(ϑn)− vˆQ|
2/µˆ
for all, but finitely many n, where vˆQ = limn→∞ v(ϑn), µˆ = µQ,vˆQ , Lˆ = LQ,vˆQ . As (141) and Lojasiewicz
inequality (3) have very similar forms, (141) can be considered as a Lojasiewicz-type inequality for vQ(·).
The conclusions drawn about recursion (137) (asymptotic equivalence with a gradient search minimizing
vQ(·)) and Lyapunov function vQ(·) (Lojasiewicz-type inequality (141)) strongly suggest that Theorems
2.1, 2.2, 3.1 can be extended to algorithm (30) – (33) and that Theorem 10.2 is true. A detailed proof of
this assertion is provided in [45].
11LQ,a can be selected as LQ,a=max{2M
2
Q,a,KQ,a}, where KQ,a=sup{(vQ(ϑ)−f(θ))
2/µQ,a−1 :ϑ=[θT ηT ]T , θ∈Q, η∈
VρQ}.
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Appendix 1
In this section, we prove the claim stated in Remark 2.2. If open set V specified in Remark 2.2 exists, we
can define the following quantities for any compact set Q ⊂ Rdθ and any a ∈ f(Q):
δ˜Q,a =


δQ˜,a, if Q ∩ S 6= ∅, a ∈ f(S)
1, if Q ∩ S = ∅
min{1, d(a, f(S))/2}, if a 6∈ f(S)
µ˜Q,a =
{
µQ˜,a, if Q ∩ S 6= ∅, a ∈ f(S)
2, otherwise
M˜Q,a = 1 + sup
{
|f(θ)− a|
‖∇f(θ)‖µ˜Q,a
: θ ∈ Q \ S, |f(θ)− a| ≤ δ˜Q,a
}
where Q˜ = Q if Q ⊂ V and Q˜ = {θ ∈ Q : d(θ, S) ≤ d(Q \ V, S)/2} otherwise. Then, it is straightforward
to show
a 6∈ f(S) =⇒ inf{‖∇f(θ)‖ : θ ∈ Q, |f(θ)− a| ≤ δ˜Q,a} > 0,
Q \ V 6= ∅ =⇒ inf{‖∇f(θ)‖ : θ ∈ Q \ Q˜} > 0,
Q ∩ S 6= ∅ =⇒ sup
{
|f(θ)− a|
‖∇f(θ)‖µ˜Q,a
: θ ∈ Q˜, |f(θ)− a| ≤ δ˜Q,a
}
≤MQ˜,a <∞.
Consequently, δ˜Q,a, µ˜Q,a, M˜Q,a are well-defined and enjoy the following properties: 0 < δ˜Q,a ≤ 1, 1 <
µ˜Q,a ≤ 2, 1 ≤ M˜Q,a <∞ and
|f(θ)− a| ≤ M˜Q,a‖∇f(θ)‖
µ˜Q,a
for all θ ∈ Q satisfying |f(θ)− a| ≤ δ˜Q,a. Hence, the claim holds.
Appendix 2
In this section, a global version of the results of Section 2 is presented. It is also demonstrated how the
results of Section 2 can be extended to the randomly projected stochastic gradient search.
First, the stability and the global asymptotic behavior of algorithm (1) are considered. To analyze these
properties, we introduce the following two assumptions.
Assumption A2.1. ∇f(·) is (globally) Lipschitz continuous. Moreover, lim inf‖θ‖→∞ ‖∇f(θ)‖ > 0 and
infθ∈Rdθ f(θ) > −∞.
Assumption A2.2. There exists a real number r ∈ (1,∞) sucht that
lim sup
n→∞
g(θn) max
n≤j≤a(n,t)
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξi
∥∥∥∥∥ <∞ (142)
almost surely for any t ∈ (0,∞). Here, g : Rdθ → (0,∞) is the (scaling) function defined by
g(θ) = (‖∇f(θ)‖+ 1)−1
for θ ∈ Rdθ .
Assumption A2.1 is a stability condition. In this or a similar form, it is an inevitable ingredient of the
stability analysis of stochastic gradient search and stochastic approximation (see e.g., [3], [9], [12] and
references cited therein). Assumption A2.1 is rather restrictive, since it requires ∇2f(·) to be uniformly
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bounded. It also requires ∇f(·) to grow at most linearly as θ → ∞. Using the random projections (see
(157)), these restrictive requirements can considerably be relaxed.
Assumption A2.2 is a noise condition. Basically, Assumption A2.2 requires the effect of the gradient
estimator error {ξn}n≥0 to be compensated by the gradient of the objective function f(·) (i.e., by the
stability of the ODE dθ/dt = −∇f(·)). Assumption A2.2 holds whenever (2) is satisfied w.p.1. It
also holds for stochastic gradient search with Markovian dynamics (see Theorem A3.1, Appendix 3).
Assumption A2.2 and the results based on it (Theorem A2.1, below) are inspired by the scaled ODE
approach to the stability analysis of stochastic approximation [10].12
Our results on the stability of algorithm (1) are provided in the next theorem.
Theorem A2.1. Let Assumptions 2.1, A2.1 and A2.2 hold. Then, there exists a real number ρ ∈ [1,∞)
such that lim supn→∞ ‖θn‖ < ρ almost surely. If in addition, Assumption 2.3 holds, then the following is
also true:
(i) θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0 almost surely.
(ii) There exists a random variable Kˆ such that 0 < Kˆ < ∞ everywhere and such that (7) – (9) holds
almost surely.
Proof. Owing to Assumption A2.1, there exist real numbers c ∈ (0, 1), ρ1, C˜1 ∈ [1,∞) such that the
following is true: (i) ‖∇f(θ)‖ ≥ c for each θ ∈ Rdθ satisfying ‖θ‖ ≥ ρ1, (ii) f(θ) ≤ C˜1 for any θ ∈ Rdθ
satisfying ‖θ‖ ≤ ρ1 +1, and (iii) f(θ) > −C˜1 for all θ ∈ Rdθ . On the other side, due to Assumption A2.2,
there also exists an event N0 ∈ F with the following properties: (i) P (N0) = 0, and (ii) (142) holds on
N c0 for all t ∈ (0,∞). Then, relying on the same arguments as in the proof of Lemma 12.1, we conclude
lim
n→∞
g(θn) max
n≤j<a(n,t)
∥∥∥∥∥
n∑
i=n
αiξi
∥∥∥∥∥ = 0 (143)
on N c0 for any t ∈ (0,∞).
Let T = 16C˜1c
−2. Moreover, let φ : [0,∞)→ [0,∞) be the function defined by
φ(z) = sup{‖∇f(θ)‖ : θ ∈ Rdθ , ‖θ‖ ≤ z}
for z ∈ [0,∞). As ∇f(·) is locally Lipschitz continuous, φ(·) is locally Lipschitz continuous, too. φ(·) is
also non-negative and satisfies ‖∇f(θ)‖ ≤ φ(‖θ‖) for all θ ∈ Rdθ .
For z ∈ [0,∞), let λ(· ; z) be the solution to the ODE dz/dt = φ(z) satisfying λ(0; z) = z. As φ(·) is
non-negative and locally Lipschitz continuous, λ(· ; ·) is well-defined and locally Lipschitz continuous (in
both arguments) on [0,∞)× [0,∞). We also have
λ(t; z) = z +
∫ t
0
φ(λ(s; z))ds (144)
for all t, z ∈ [0,∞). Then, there exists ρ2 ∈ [1,∞) such that ρ2 ≥ ρ1 + 1 and such that |λ(t; z)| ≤ ρ2 for
all t ∈ [0, T ], z ∈ [0, ρ1 + 1].
Let ρ = ρ2 + 1, Q = {θ ∈ Rdθ : ‖θ‖ ≤ ρ}, while Λ1, Λ2 are the events defined by
Λ1 = lim sup
n→∞
{‖θn‖ < ρ1} =
∞⋂
m=0
∞⋃
n=m
{‖θn‖ < ρ1}, Λ2 = lim inf
n→∞
{‖θn‖ < ρ} =
∞⋃
m=0
∞⋂
n=m
{‖θn‖ < ρ}.
On the other side, let C˜2 ∈ [1,∞) stand for a (global) Lipschitz constant of ∇f(·) and for an upper bound
of ‖∇f(·)‖ on Q. Moreover, let C˜3 = C˜2 exp(C˜2), C˜4 = 15C˜1C˜2C˜3, while τ = 8
−1C˜−14 c
2.
In order to prove the theorem’s assertion, it is sufficient to show N c0 ⊆ Λ2 (i.e., to demonstrate that
on N c0 , ‖θn‖ < ρ for all, but finitely many n).
13 To demonstrate this, we use contradiction. We assume
12The main difference between [10] and the results presented here is the choice of the scaling functions. The scaling adopted
in [10] is (asymptotically) proportional to ‖θ‖. In this paper, the scaling is (asymptotically) proportional to ‖∇f(θ)‖.
13Assumption 2.2 is a consequence of Assumption A2.2, and therefore, Parts (i), (ii) of the theorem directly follow from
Theorems 2.1, 2.2.
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that ‖θn‖ ≥ ρ for infinitely many n and some ω ∈ N
c
0 . Notice that all formulas which follow in the proof
correspond to ω.
Owing to (143), there exists an integer k1 ≥ 0 (depending on ω) such that
g(θn) max
n≤j≤a(n,T )
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ ≤ τ2 (145)
for n ≥ k1. Hence limn→∞ g(θn)‖αnξn‖ = 0. Since
g(θn)‖θn+1 − θn‖ ≤ αn + g(θn)‖αnξn‖
for n ≥ 0, we get limn→∞ g(θn)‖θn+1 − θn‖ = 0. As limn→∞
∑a(n,τ)−1
i=n αi = τ , there exists an integer
k2 ≥ 0 (depending on ω) such that
a(n,τ)−1∑
i=n
αi ≥ τ/2, g(θn)‖θn+1 − θn‖ ≤ τ (146)
for n ≥ k2.
Let k0 = max{k1, k2}. Moreover, let l0,m0, n0 be the integers defined as follows. If ω ∈ Λ1 (i.e., if
‖θn‖ < ρ1 for infinitely many n), let
l0 = min{n > k0 : ‖θn−1‖ < ρ1}, m0 = min{n > l0 : ‖θn‖ ≥ ρ}, n0 = max{n ≤ m0 : ‖θn−1‖ < ρ1}.
(147)
Otherwise, if ω ∈ Λc1 (i.e., if ‖θn‖ < ρ1 for finitely many n), let
l0 = max{n > 0 : ‖θn−1‖ < ρ1}, m0 =∞, n0 = max{k0, l0}.
Then, we have k0 < n0 ≤ m0 and ‖θn‖ ≥ ρ1 for n0 ≤ n < m0.
Let ζn,k, ζ
′
n,k, ζ
′′
n,k, φn,k, φ
′
n,k, φ
′′
n,k have the same meaning as in Section 12, while φn = φn,a(n,τ),
φ′n = φ
′
n,a(n,τ), φ
′′
n = φ
′′
n,a(n,τ). Now, the asymptotic properties of φn are analyzed. This analysis follows
the same arguments as the proof of Lemma 12.2. Due to (44), we have
f(θa(n,τ))− f(θn) = −(γa(n,τ) − γn)‖∇f(θn)‖
2 − φn (148)
for n ≥ 0. On the other side, (145) implies
∥∥ζ′n,j∥∥ =
∥∥∥∥∥
j−1∑
i=n
αiξi
∥∥∥∥∥ ≤ τ2g−1(θn) (149)
for n0 ≤ n ≤ j ≤ min{m0, a(n, T ) + 1}. Therefore,
‖∇f(θj)‖ ≤‖∇f(θn)‖+ ‖∇f(θj)−∇f(θn)‖
≤‖∇f(θn)‖+ C˜2‖θj − θn‖
≤‖∇f(θn)‖+ C˜2
j−1∑
i=n
αi‖∇f(θi)‖ + C˜2
∥∥∥∥∥
j−1∑
i=n
αiξi
∥∥∥∥∥
≤‖∇f(θn)‖+ C˜2τ
2g−1(θn) + C˜2
j−1∑
i=n
αi‖∇f(θi)‖
for n0 ≤ n < j ≤ min{m0, a(n, τ) + 1} (notice that τ < T ). Combining this with Bellman-Gronwall
inequality (see e.g. [9, Appendix B]), we deduce
‖∇f(θj)‖ ≤
(
‖∇f(θn)‖+ C˜2τ
2g−1(θn)
)
exp
(
C˜2
j−1∑
i=n
αi
)
≤
(
‖∇f(θn)‖+ C˜2τ
2g−1(θn)
)
(1 + C˜3τ)
≤‖∇f(θn)‖ + (C˜3τ + C˜2τ
2 + C˜2C˜3τ
3)g−1(θn)
≤‖∇f(θn)‖ + C˜4τg
−1(θn)
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for n0 ≤ n ≤ j ≤ min{m0, a(n, τ) + 1}.
14 Consequently,
‖θj − θn‖ ≤
j−1∑
i=n
αi‖∇f(θi)‖+
∥∥∥∥∥
j−1∑
i=n
αiξi
∥∥∥∥∥ ≤
(
‖∇f(θn)‖+ C˜4τg
−1(θn)
)( j∑
i=n
αi + τ
)
≤ 3τg−1(θn)
(150)
for n0 ≤ n ≤ j < min{m0, a(n, τ) + 1} (notice that C˜4τ ≤ 1/2). Hence,
∥∥ζ′′n,j∥∥ =
∥∥∥∥∥
j−1∑
i=n
αi(∇f(θi)−∇f(θn))
∥∥∥∥∥ ≤ C˜2
j−1∑
i=n
αi‖θi − θn‖ ≤ 3C˜2τg
−1(θn)
j−1∑
i=n
αi ≤ 3C˜2τ
2g−1(θn)
for n0 ≤ n ≤ j ≤ min{m0, a(n, τ) + 1}. Combining this with (149), we get
‖ζn,j‖ ≤ ‖ζ
′
n,j‖+ ‖ζ
′′
n,j‖ ≤ 4C˜2τ
2g−1(θn)
for n0 ≤ n ≤ j ≤ min{m0, a(n, τ) + 1}. Therefore,
|φ′n| ≤‖∇f(θn)‖ ‖ζn,a(n,τ)‖ ≤ 4C˜2τ
2g−2(θn)
for n ≥ n0 satisfying a(n, τ) < m0. We also have
|φ′′n| ≤C˜2‖θa(n,τ) − θn‖
2 ≤ 9C˜2τ
2g−2(θn)
for n ≥ n0 satisfying a(n, τ) < m0. Thus,
|φn| ≤C˜4τ
2g−2(θn) (151)
when n ≥ n0, a(n, τ) ≤ m0. Then, (146), (148), (151) imply
f(θa(n,τ))− f(θn) ≤− τ‖∇f(θn)‖
2/2 + C˜4τ
2g−2(θn) ≤ −τc
2/8 (152)
for n ≥ n0 satisfying a(n, τ) < m0.15
Let {nk}k≥0 be the sequence recursively defined by nk+1 = a(nk, τ) for k ≥ 0. Now, we show by
contradiction ω ∈ Λ1 (i.e., ‖θn‖ < ρ1 for infinitely many n). We assume the opposite. Then, m0 =∞ and
‖θn‖ ≥ ρ1 for n ≥ n0, while (152) implies f(θnk+1)−f(θnk) ≤ −τc
2/8 for k ≥ 0. Hence, limk→∞ f(θnk) =
−∞. However, this is impossible due to Assumption A2.1. Thus, ω ∈ Λ1 (i.e., ‖θn‖ < ρ1 for infinitely
many n). Therefore, m0, n0 are defined through (147), while ‖θn0−1‖ < ρ1, ‖θm0‖ ≥ ρ. Combining this
with (146), we conclude
‖θn0 − θn0−1‖ ≤ τg
−1(θn0−1) ≤ τ(C˜2 + 1) ≤ 1/2
(notice that ‖∇f(θn0−1)‖ ≤ C˜2, C˜2τ ≤ 1/4). Consequently,
‖θn0‖ ≤ ‖θn0−1‖+ ‖θn0 − θn0−1‖ ≤ ρ1 + 1/2 < ρ. (153)
Hence, n0 < m0, f(θn0) ≤ C˜1.
Let i0, j0 be the integers defined by j0 = max{j ≥ 0 : nj < m0}, i0 = nj0 . Then, we have n0 ≤ i0 =
nj0 < m0 ≤ a(i0, τ) = nj0+1. As a result of this and (150), we get
‖θm0 − θi0‖ ≤ 3τg
−1(θi0) ≤ 3τ(C˜2 + 1) ≤ 1/2
(notice that ‖∇f(θi0)‖ ≤ C˜2, C˜2τ ≤ 1/12). Consequently,
‖θi0‖ ≥ ‖θm0‖ − ‖θm0 − θi0‖ ≥ ρ− 1/2 > ρ2. (154)
14Notice that
∑j−1
i=n αi ≤ τ < 1 when n ≤ j ≤ a(n, τ). Notice also that exp(C˜2τ) ≤ C˜2τ exp(C˜2τ) ≤ C˜3τ .
15 Notice that ‖∇f(θn)‖2/2 ≥ ‖∇f(θn)‖2/4 + c2/4 ≥ ‖∇f(θn)‖2/8 + C˜4τg−2(θn) for n0 ≤ n < m0.
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Let θ0(·) be the stochastic processes defined by θ0(t) = θn for t ∈ [γn, γn+1), n ≥ 0 ({γn}n≥0 is defined
in Section 2). Now, we show by contradiction that γi0 − γn0 ≥ T . We assume the opposite. Then, (149),
(153) imply
‖θ0(t)‖ = ‖θj‖ ≤‖θn0‖+
j−1∑
i=n0
αi‖∇f(θi)‖+
∥∥∥∥∥
j−1∑
i=n0
αiξi
∥∥∥∥∥
≤‖θn0‖+ τ
2g−1(θn0) +
j−1∑
i=n0
αi‖∇f(θi)‖
≤ρ1 + 1 +
j−1∑
i=n0
αiφ(‖θi‖)
≤ρ1 + 1 +
∫ t
γn0
φ(‖θ0(s)‖)ds (155)
for t ∈ [γj , γj+1), n0 ≤ j ≤ i0.16 Applying the comparison principle (see [19, Section 3.4]) to (144), (155),
we conclude ‖θ0(t)‖ ≤ λ(t− γn0 ; ρ1+1) ≤ ρ2 for all t ∈ [γn0 , γi0 ]. Thus, ‖θi0‖ = ‖θ0(γi0)‖ ≤ ρ2. However,
this is impossible, due to (154). Hence, γi0 − γn0 ≥ T . Consequently,
T ≤ γi0 − γn0 =
j0−1∑
j=0
(γnj+1 − γnj ) ≤ j0τ (156)
(notice that nj0 = i0, γnj+1 − γnj =
∑nj+1−1
i=nj
αi ≤ τ).
Owing to (152), we have f(θnj+1)− f(θnj ) ≤ −τc
2/8 for 0 ≤ j ≤ j0. Combining this with (156), we get
f(θi0) = f(θnj0 ) ≤ f(θn0)− j0τc
2/8 ≤ C˜1 − c
2T/8 ≤ −C˜1.
However, this is impossible, since f(θ) > −C˜1 for all θ ∈ Rdθ . Hence, ‖θn‖ ≥ ρ for finitely many n.
In the rest of section, the results of Section 2 are extended to randomly projected stochastic gradient
algorithms. These algorithms are defined by the following difference equations:
ϑn = θn − αn(∇f(θn) + ξn),
θn+1 = ϑnI{‖ϑn‖≤βσn} + θ0I{‖ϑn‖>βσn},
σn+1 = σn + I{‖ϑn‖>βσn}, n ≥ 0. (157)
Here, ∇f(·), {αn}n≥0, {ξn}n≥0 have the same meaning as in Section 2, while {βn}n≥0 is an increasing
sequence of positive real numbers satisfying limn→∞ βn =∞. θ0 ∈ Rd is a (deterministic) vector satisfying
‖θ0‖ ≤ β0, while σ0 = 0. For further details on randomly projected stochastic gradient search and
stochastic approximation, see [12], [41] and references cited therein.
To study the asymptotic behavior of (157), we introduce the following two assumption.
Assumption A2.3. lim inf‖θ‖→∞ ‖∇f(θ)‖ > 0 and infθ∈Rdθ f(θ) > −∞.
Assumption A2.4. There exists a real number r ∈ (1,∞) such that
lim sup
n→∞
max
n≤j≤a(n,t)
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξi
∥∥∥∥∥ I{τQ,n>j} <∞ (158)
almost surely for all t ∈ (0,∞) and any compact set Q ⊂ Rdθ . Here, τQ,n is the stopping time defined by
τQ,n = inf ({j ≥ n : θj 6= ϑj−1 or θj 6∈ Q} ∪ {∞})
for n ≥ 0.
16As j ≤ i0 < m0, we have γj − γn0 ≤ γi0 − γn0 ≤ T and j < min{m0, a(n0, T ) + 1}. We also have τ
2g−1(θn0 ) ≤
τ2(C˜2 + 1) ≤ 1/2.
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Assumption A2.3 is a stability condition. It is one of the weakest conditions under which the stability of
the ODE dθ/dt = −∇f(θ) can be demonstrated. On the other side, Assumption A2.4 is a noise condition.
It can be considered as a version of the noise conditions adopted in [41].
Our results on the asymptotic behavior of algorithm (157) are provided in the next theorem.
Theorem A2.2. Let {θn}n≥0 be generated by (157). Moreover, let Assumptions 2.1, A2.3 and A2.4 hold.
Then, there exists a real number ρ ∈ [1,∞) such that lim supn→∞ ‖θn‖ < ρ almost surely. If in addition,
Assumption 2.3 holds, then the following is also true:
(i) θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0 almost surely.
(ii) There exists a random variable Kˆ such that 0 < Kˆ < ∞ everywhere and such that (7) – (9) holds
almost surely.
Proof. Due to Assumption A2.3, there exist real numbers c ∈ (0, 1), ρ1, C˜1 ∈ [1,∞) such that the
following is true: (i) ‖∇f(θ)‖ ≥ c for each θ ∈ Rdθ satisfying ‖θ‖ ≥ ρ1, (ii) f(θ) ≤ C˜1 for any θ ∈ R
dθ
satisfying ‖θ‖ ≤ ρ1 + 1, and (iii) f(θ) > −C˜1 for all θ ∈ Rdθ . Without loss of generality, it can also be
assumed ‖θ0‖ < ρ1. On the other side, owing to Assumption A2.4, there exists an event N0 ∈ F with the
following properties: (i) P (N0) = 0, and (ii) (158) holds on N
c
0 for all t ∈ (0,∞) and any compact set
Q ⊂ Rdθ . Then, relying on the same arguments as in the proof of Lemma 12.1, we conclude
lim
n→∞
max
n≤j<a(n,t)
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ I{τQ,n>j} = 0 (159)
on N c0 for all t ∈ (0,∞) and any compact set Q ⊂ R
dθ .
Let T = 16C˜1c
−2, while φ(·), λ(· ; ·) have the same meaning as in the proof of Theorem A2.1. Then,
there exists ρ2 ∈ [1,∞) such that ρ2 ≥ ρ1 + 1 and such that |λ(t; z)| ≤ ρ2 for all t ∈ [0, T ], z ∈ [0, ρ1 + 1].
Moreover, (144) holds for all t, z ∈ [0,∞).
Let ρ = ρ2 + 1, Q = {θ ∈ Rdθ : ‖θ‖ ≤ ρ}. Moreover, let σ = limn→∞ σn and
Λ1 = lim sup
n→∞
{‖θn‖ < ρ1} =
∞⋂
m=0
∞⋃
n=m
{‖θn‖ < ρ1}, Λ2 = lim inf
n→∞
{‖θn‖ < ρ} =
∞⋃
m=0
∞⋂
n=m
{‖θn‖ < ρ},
while ρ˜ = ρIΛ1 + β(σ)IΛc1 , Q˜ = {θ ∈ R
dθ : ‖θ‖ ≤ ρ˜}. As σ < ∞ on Λc1, we have θn, ϑn ∈ Q˜ for n ≥ 0 on
the same event. We also have ρ˜ <∞ everywhere. Consequently,
lim
n→∞
max
n≤j≤a(n,t)
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ I{τQ˜,n>j} = 0 (160)
on N c0 for all t ∈ (0,∞).
Let C˜2 ∈ [1,∞) stand for a local Lipschitz constant of ∇f(·) on Q˜ and for an upper bound of ‖∇f(·)‖
on the same set. In addition to this, let C˜3 = C˜2 exp(C˜2), C˜4 = 21C˜1C˜
3
3 , while τ = 8
−1C˜−14 c
−2.
In order to prove the theorem’s assertion, it is sufficient to show N c0 ⊆ Λ2 (i.e., to demonstrate that
on N c0 , ‖ϑn‖ < ρ for all, but finitely many n).
17 To demonstrate this, we use contradiction. We assume
that ‖ϑn‖ ≥ ρ for infinitely many n and some ω ∈ N c0 . Notice that all formulas which follow in the proof
correspond to ω.
As {β(σn)}n≥0 is non-decreasing, we have β(σn) > ρ for all, but finitely many n.18 Hence, there exists
an integer k1 (depending on ω) such that β(σn) > ρ for n ≥ k1. On the other side, due to (160), there
exists an integer k2 ≥ 0 (depending on ω) such that
max
n≤j≤a(n,T )
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ I{τQ˜,n>j} ≤ τ2 (161)
17On Λ2, the following holds: σ <∞ and θn = ϑn, τQ,n = ∞ for n > σ. Hence, algorithm (157) asymptotically reduces
to (1) on Λ2, while (2) holds almost surely on the same event. Therefore, Parts (i), (ii) of the theorem directly follow from
Theorems 2.1, 2.2.
18If σ < ∞, then ρ < ‖θn‖ = ‖ϑn−1‖ ≤ β(σn−1) for all, but finitely many n. On the other side, if σ = ∞, then
limn→∞ β(σn) =∞.
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for n ≥ k2. Hence, limn→∞ ‖αnξn‖I{θn∈Q˜} = 0. Since
‖ϑn − θn‖I{θn∈Q˜} ≤
(
C˜2αn + ‖αnξn‖
)
I{θn∈Q˜}
for n ≥ 0, we get limn→∞ ‖ϑn − θn‖I{θn∈Q˜} = 0. Then, there exists an integer k3 ≥ 0 (depending on ω)
such that
a(n,τ)−1∑
i=n
αi ≥ τ/2, ‖ϑn − θn‖I{θn∈Q˜} ≤ τ (162)
for n ≥ k3 (notice that limn→∞
∑a(n,τ)−1
i=n αi = τ).
Let k0 = max{k1, k2, k3}. Moreover, let l0,m0, n0 be the integers defined as follows. If ω ∈ Λ1 (i.e., if
‖θn‖ < ρ1 for infinitely many n), let
l0 = min{n > k0 : ‖θn−1‖ < ρ1}, m0 = min{n > l0 : ‖ϑn−1‖ ≥ ρ}, n0 = max{n ≤ m0 : ‖θn−1‖ < ρ1}.
(163)
Otherwise, if ω ∈ Λc1 (i.e., if ‖θn‖ < ρ1 for finitely many n), let
l0 = max{n > 0 : ‖θn−1‖ < ρ1}, m0 =∞, n0 = max{k0, l0}.
Then, we have k0 < n0 ≤ m0 and θn = ϑn−1, ρ1 ≤ ‖θn‖ ≤ ρ˜ for n0 ≤ n < m0.19 Therefore,
c ≤ ‖∇f(θn)‖ ≤ C˜2, θn ∈ Q˜, τn,Q˜ ≥ m0 (164)
for n0 ≤ n < m0, while
θj = θn −
j−1∑
i=n
αi∇f(θi)−
j−1∑
i=n
αiξi (165)
for n0 ≤ n < j < m0.
Let ζn,k, ζ
′
n,k, ζ
′′
n,k, φn,k, φ
′
n,k, φ
′′
n,k have the same meaning as in Section 12, while φn = φn,a(n,τ),
φ′n = φ
′
n,a(n,τ), φ
′′
n = φ
′′
n,a(n,τ). Now, the asymptotic properties of φn are analyzed using similar arguments
as in the proof of Theorem A2.1. Owing to (44), we have
f(θa(n,τ))− f(θn) = −(γa(n,τ) − γn)‖∇f(θn)‖
2 − φn (166)
for n ≥ n0 satisfying a(n, τ) < m0. On the other side, due to (161), (164), we have
∥∥ζ′n,j∥∥ ≤
∥∥∥∥∥
j−1∑
i=n
αiξi
∥∥∥∥∥ ≤ τ2 (167)
for n0 ≤ n ≤ j ≤ min{m0, a(n, T ) + 1}. Using (165), (167), we deduce
‖∇f(θj)‖ ≤‖∇f(θn)‖+ ‖∇f(θj)−∇f(θn)‖
≤‖∇f(θn)‖+ C˜2‖θj − θn‖
≤‖∇f(θn)‖+ C˜2
j−1∑
i=n
αi‖∇f(θi)‖ + C˜2
∥∥∥∥∥
j−1∑
i=n
αiξi
∥∥∥∥∥
≤‖∇f(θn)‖+ C˜2τ
2 + C˜2
j−1∑
i=n
αi‖∇f(θi)‖
19If θn 6= ϑn−1, we have ‖θn‖ = ‖θ0‖ < ρ1. On the other side, if ω ∈ Λ1, then ‖θn‖ = ‖ϑn−1‖ ≤ ρ = ρ˜ for n0 ≤ n < m0.
Moreover, if ω ∈ Λc1, then ‖θn‖ ≤ β(σn−1) ≤ β(σ) = ρ˜ for n > 0.
55
for n0 ≤ n < j < min{m0, a(n, τ) + 1} (notice that τ < T and θn, θj ∈ Q˜ for n0 ≤ n < j < m0). Then,
Bellman-Gronwall inequality (see e.g., [9, Appendix B]) and (164) imply
‖∇f(θj)‖ ≤
(
‖∇f(θn)‖+ C˜2τ
2
)
exp
(
C˜2
j−1∑
i=n
αi
)
≤
(
‖∇f(θn)‖+ C˜2τ
2
)
(1 + C˜3τ)
≤‖∇f(θn)‖+ C˜2C˜3τ + C˜2τ
2 + C˜2C˜3τ
3
≤‖∇f(θn)‖+ C˜4τ
for n0 ≤ n ≤ j < min{m0, a(n, τ) + 1}.20 Owing to (164), (165), (167), we have
‖θj − θn‖ ≤
j−1∑
i=n
αi‖∇f(θi)‖+
∥∥∥∥∥
j−1∑
i=n
αiξi
∥∥∥∥∥ ≤
(
‖∇f(θn)‖+ C˜4τ
)( j∑
i=n
αi + τ
)
≤ 4C˜2τ (168)
for n0 ≤ n ≤ j < min{m0, a(n, τ) + 1} (notice that C˜4τ ≤ 1). Hence,
∥∥ζ′′n,j∥∥ =
∥∥∥∥∥
j−1∑
i=n
αi(∇f(θi)−∇f(θn))
∥∥∥∥∥ ≤ C˜2
j−1∑
i=n
αi‖θi − θn‖ ≤ 4C˜2τ
j−1∑
i=n
αi ≤ 4C˜2τ
2
for n0 ≤ n ≤ j < min{m0, a(n, τ) + 1}. Combining this with (149), we get
‖ζn,j‖ ≤ ‖ζ
′
n,j‖+ ‖ζ
′′
n,j‖ ≤ 5C˜2τ
2
for n0 ≤ n ≤ j < min{m0, a(n, τ) + 1}. Consequently,
|φ′n| ≤‖∇f(θn)‖ ‖ζn,a(n,τ)‖ ≤ 5C˜
3
2τ
2
for n ≥ n0 satisfying a(n, τ) < m0 (notice that ‖∇f(θn)‖ ≤ C˜2 for n0 ≤ n < m0). We also have
|φ′′n| ≤C˜2‖θa(n,τ) − θn‖
2 ≤ 16C˜32τ
2
for n ≥ n0 satisfying a(n, τ) < m0 (notice that and θn, θa(n,τ) ∈ Q˜ when n ≥ n0, a(n, τ) < m0). Hence,
|φn| ≤ C˜4τ2 when n ≥ n0, a(n, τ) < m0. Then, (162), (164), (166) imply
f(θa(n,τ))− f(θn) ≤− τ‖∇f(θn)‖
2/2 + C˜4τ
2 ≤ −τc2/8 (169)
for n ≥ n0 satisfying a(n, τ) < m0.21
Let {nk}k≥0 be the sequence recursively defined by nk+1 = a(nk, τ) for k ≥ 0. As in the proof of
Theorem A2.1, we now show by contradiction ω ∈ Λ1 (i.e., ‖θn‖ < ρ1 for infinitely many n). We assume
the opposite. Then, m0 = ∞ and θn = ϑn, while (169) yields f(θnk+1) − f(θnk) ≤ −τc
2/8 for k ≥ 0.
Hence, limk→∞ f(θnk) = −∞. However, this is impossible due to Assumption A2.3. Thus, ω ∈ Λ1 (i.e.,
‖θn‖ < ρ1 for infinitely many n). Therefore, m0, n0 are defined through (163), while ‖θn0−1‖ < ρ1,
‖ϑm0−1‖ ≥ ρ. Combining this with (162), we conclude ‖ϑn0−1 − θn0−1‖ ≤ τ ≤ 1/2. Consequently,
‖ϑn0−1‖ ≤ ‖θn0−1‖+ ‖ϑn0−1 − θn0−1‖ ≤ ρ1 + 1/2 < ρ. (170)
Hence, n0 < m0, f(θn0) ≤ C˜1 (notice that ‖θn0‖ = ‖ϑn0−1‖ ≤ ρ1 + 1).
Let i0, j0 be the integers defined by j0 = max{j ≥ 0 : nj < m0}, i0 = nj0 . Then, we have n0 ≤ i0 =
nj0 < m0 ≤ a(i0, τ) = nj0+1. Combining this with (162), (168), we get
‖ϑm0−1 − θm0−1‖ ≤ τ ≤ 1/2, ‖θi0 − θm0−1‖ ≤ 4C˜2τ ≤ 1/2.
20Notice that
∑j−1
i=n αi ≤ τ < 1 when n ≤ j ≤ a(n, τ). Notice also that exp(C˜2τ) ≤ C˜2τ exp(C˜2τ) ≤ C˜3τ .
21Notice that τ‖∇f(θn)‖2/2 ≥ τ‖∇f(θn)‖2/4 + τc2/4 ≥ τ‖∇f(θn)‖2/8 + C˜4τ when n0 ≤ n < m0.
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Therefore,
‖θi0‖ ≥ ‖ϑm0−1‖ − ‖ϑm0 − θm0−1‖ − ‖θi0 − θm0−1‖ > ρ− 1 = ρ2. (171)
Let θ0(·) be the stochastic processes defined by θ0(t) = θn for t ∈ [γn, γn+1), n ≥ 0 ({γn}n≥0 is defined
in Section 2). As in the proof of Theorem A2.1, we now show by contradiction that γi0 − γn0 ≥ T . We
assume the opposite. Then, (165), (167), (170) yield
‖θ0(t)‖ = ‖θj‖ ≤‖θn0‖+
j−1∑
i=n0
αi‖∇f(θi)‖+
∥∥∥∥∥
j−1∑
i=n0
αiξi
∥∥∥∥∥
≤‖θn0‖+ τ
2 +
j−1∑
i=n0
αi‖∇f(θi)‖
≤ρ1 + 1 +
j−1∑
i=n0
αiφ(‖θi‖)
≤ρ1 + 1 +
∫ t
γn0
φ(‖θ0(s)‖)ds (172)
for t ∈ [γj , γj+1), n0 ≤ j ≤ i0.22 Owing to the comparison principle (see [19, Section 3.4]) and (144),
(172), we have ‖θ0(t)‖ ≤ λ(t − γn0 ; ρ1 + 1) ≤ ρ2 for all t ∈ [γn0 , γi0 ]. Thus, ‖θi0‖ = ‖θ0(γi0)‖ ≤ ρ2.
However, this is impossible, due to (171). Hence, γi0 − γn0 ≥ T . Consequently,
T ≤ γi0 − γn0 =
j0−1∑
j=0
(γnj+1 − γnj ) ≤ j0τ (173)
(notice that nj0 = i0, γnj+1 − γnj =
∑nj+1−1
i=nj
αi ≤ τ).
Due to (169), we have f(θnj+1)− f(θnj ) ≤ −τc
2/8 for 0 ≤ j ≤ j0. Then, (173) implies
f(θi0) = f(θnj0 ) ≤ f(θn0)− j0τc
2/8 ≤ C˜1 − c
2T/8 ≤ −C˜1.
However, this is impossible, since f(θ) > −C˜1 for all θ ∈ Rdθ . Hence, ‖θn‖ ≥ ρ for finitely many n.
Appendix 3
In this section, a global version of the results of Section 3 is presented. It is also shown how the results of
Section 3 can be extended to the randomly projected stochastic gradient search with Markovian dynamics.
The results provided in this section can be considered as a combination of Theorems A2.1, A2.2 (Appendix
2) with Theorem 3.1 (Section 3).
First, the stability and the global asymptotic behavior of algorithm (10) are studied. To analyze these
properties, we use the following assumption.
Assumption A3.1. There exists a Borel-measurable function ϕ : Rdz → [1,∞) such that
max{‖F (θ, z)‖, ‖F˜(θ, z)‖, ‖(ΠF˜ )(θ, z)‖} ≤ ϕ(z)(‖∇f(θ)‖+ 1),
‖(ΠF˜ )(θ′, z)− (ΠF˜ )(θ′′, z)‖ ≤ ϕ(z)‖θ′ − θ′′‖
for all θ, θ′, θ′′ ∈ Rdθ , z ∈ Rdz . In addition to this,
sup
n≥0
E(ϕ2(Zn)|θ0 = θ, Z0 = z) <∞
for all θ ∈ Rdθ , z ∈ Rdz .
22Since j ≤ i0 < m0, we have γj − γn0 ≤ γi0 − γn0 ≤ T and j < min{m0, a(n0, T ) + 1}. We also have τ
2 ≤ 1/2.
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Assumption A3.1 is a global version of Assumption 3.3. In a similar form, it is involved in the stability
analysis of stochastic approximation carried out in [3, Section II.1.9].
Our results on the stability of algorithm (10) are provided in the next theorem.
Theorem A3.1. Let Assumptions 3.1, 3.2, A2.1 and A3.1 hold. Then, there exists a real number
ρ ∈ [1,∞) such that lim supn→∞ ‖θn‖ < ρ almost surely. If in addition, Assumption 2.3 holds, then the
following is also true:
(i) θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0 almost surely.
(ii) ‖∇f(θn)‖2 = o
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = o
(
γ−pˆn
)
and ‖θn − θˆ‖ = o
(
γ−qˆn
)
almost surely on {rˆ > r}.
(iii) ‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = O
(
γ−pˆn
)
and ‖θn − θˆ‖ = O
(
γ−qˆn
)
almost surely on {rˆ ≤ r}.
(iv) ‖∇f(θn)‖2 = o(γ−pn ) and |f(θn)− f(θˆ)| = o(γ
−p
n ) almost surely.
Remark. p, pˆ, qˆ, rˆ are defined in Theorem 3.1 and Corollary 2.1.
Proof. Let g(·) be the function defined in Assumption A2.2, while C ∈ [1,∞) stands for a (global)
Lipschitz constant of ∇f(·). Moreover, let τ = 1/(9C). On the other side, let {ξn}n≥0, {ξ1,n}n≥0,
{ξ2,n}n≥0, {ξ3,n}n≥0 have the same meaning as in the proof of Theorem 3.1, while τn is the stopping time
defined by
τn = min
({
j ≥ n : g(θn)g
−1(θj) > 3
}
∪ {∞}
)
for n ≥ 0. In addition to this, for θ ∈ Rdθ , z ∈ Rdz , let Eθ,z(·) denote the conditional expectation given
θ0 = θ, Z0 = z.
As a direct consequence of Assumptions 3.1, A3.1, we get
Eθ,z
(
∞∑
n=0
α2nγ
2r
n ϕ
2(Zn+1)
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz . We also have
g(θn)‖ξn‖ ≤ g(θn)(‖F (θn, Zn+1)‖+ ‖∇f(θn)‖) ≤ ϕ(Zn+1) + 1 ≤ 2ϕ(Zn+1)
for n ≥ 0. Consequently,
lim
n→∞
αnγ
r
nϕ(Zn+1) = lim
n→∞
αnγ
r
ng(θn)‖ξn‖ = 0 (174)
w.p.1.
Let {mk}k≥0 be the sequence recursively defined by m0 = 0 and mk+1 = a(mk, τ) for k ≥ 0. Moreover,
let Fn = σ{θ0, Z0, . . . , θn, Zn} for n ≥ 0. Due to Assumption 3.2, we have
Eθ,z
(
g(θn)ξ1,jI{τn>j}|Fj
)
= g(θn)
(
Eθ,z(F˜ (θj , Zj+1)|Fj)− (ΠF˜ )(θj , Zj)
)
I{τn>j} = 0
w.p.1 for each θ ∈ Rdθ , z ∈ Rdz , 0 ≤ n ≤ j (notice that {τn > j} is measurable with respect to Fj). On
the other side, Assumption A3.1 implies
g(θn)‖ξ1,j‖I{τn>j} ≤ g(θn)g
−1(θj)(ϕ(Zj) + ϕ(Zj+1))I{τn>j} ≤ 3(ϕ(Zj) + ϕ(Zj+1))
for 0 ≤ n ≤ j. Then, as a result of Doob inequality, we get
Eθ,z

 max
n<j<a(n,τ)
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i g(θn)ξ1,i
∥∥∥∥∥
2
I{τn>j}

 ≤Eθ,z

 max
n<j<a(n,τ)
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i g(θn)ξ1,iI{τn>i}
∥∥∥∥∥
2


≤4Eθ,z

a(n,τ)−1∑
i=n+1
α2i γ
2r
i g
2(θn)‖ξ1,i‖
2I{τn>i}


≤72Eθ,z

a(n,τ)∑
i=n+1
α2i γ
2r
i
(
ϕ2(Zi) + ϕ
2(Zi+1)
)
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for all θ ∈ Rdθ , z ∈ Rdz , n ≥ 0. Combining this with Assumptions 3.1, A3.1, we deduce
Eθ,z

 ∞∑
k=0
g2(θmk) max
mk<j<mk+1
∥∥∥∥∥
j∑
i=mk
αiγ
r
i ξ1,i
∥∥∥∥∥
2
I{τmk>j}

 ≤ 72Eθ,z
(
∞∑
n=1
(α2i−1γ
2r
i−1 + α
2
i γ
2r
i )ϕ
2(Zi)
)
<∞
for each θ ∈ Rdθ , z ∈ Rdz , n ≥ 0. Therefore,
lim
k→∞
g(θmk) max
mk<j<mk+1
∥∥∥∥∥
j∑
i=mk
αiγ
r
i ξ1,i
∥∥∥∥∥ I{τmk>j} = 0 (175)
w.p.1.
Since αn−1αnγ
r
n = O(α
2
nγ
r
n), αnγ
r
n − αn+1γ
r
n+1 = O(α
2
nγ
r
n) for n→∞ (see the proof of Theorem 3.1),
Assumptions 3.1, A3.1 yield
Eθ,z
(
∞∑
n=0
αnαn+1γ
r
n+1ϕ
2(Zn+1)
)
<∞, Eθ,z
(
∞∑
n=0
|αnγ
r
n − αn+1γ
r
n+1|ϕ
2(Zn+1)
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz . On the other side, due to Assumption A3.1, we have
g(θn)‖ξ2,j‖I{τn>j} ≤g(θn)ϕ(Zj)‖θj − θj−1‖I{τn>j−1}
≤αj−1g(θn)ϕ(Zj)‖F (θj−1, Zj)‖I{τn>j}
≤αj−1g(θn)g
−1(θj−1)ϕ
2(Zj)I{τn>j}
≤3Cαj−1ϕ
2(Zj)
for 0 ≤ n < j. Consequently,
g(θn)
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξ2,i
∥∥∥∥∥ I{τn>j} ≤
j∑
i=n+1
αiγ
r
i g(θn)‖ξ2,i‖I{τn>i} ≤ 3
j∑
i=n
αiαi+1γ
r
i+1ϕ
2(Zi+1),
for 0 ≤ n < j. We also have
g(θn)‖ξ3,j‖I{τn>j} ≤ g(θn)g
−1(θj)ϕ(Zj+1)I{τn>j} ≤ 3ϕ(Zj+1) ≤ 3ϕ
2(Zj+1)
for 0 ≤ n ≤ j. Therefore,
g(θn)
∥∥∥∥∥
j∑
i=n+1
(αiγ
r
i − αi+1γ
r
i+1)ξ3,i
∥∥∥∥∥ I{τn>j} ≤
j∑
i=n+1
|αiγ
r
i − αi+1γ
r
i+1|g(θn)‖ξ3,i‖I{τn>i}
≤3
j∑
i=n+1
|αiγ
r
i − αi+1γ
r
i+1|ϕ
2(Zi+1)
for 0 ≤ n < j. Hence,
lim
n→∞
g(θn)max
j>n
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξ2,i
∥∥∥∥∥ I{τn>j} = limn→∞ g(θn)maxj>n
∥∥∥∥∥
j∑
i=n+1
(αiγ
r
i − αi+1γ
r
i+1)ξ3,i
∥∥∥∥∥ I{τn>j} = 0
(176)
w.p.1. On the other side, (174) yields
lim
n→∞
g(θn)max
j>n
αjγ
r
j ‖ξ3,j−1‖I{τn>j} = 0 (177)
w.p.1. Combining (174) – (177) with (117), we deduce
lim
k→∞
g(θnk) max
mk≤j<mk+1
∥∥∥∥∥
j∑
i=mk
αiγ
r
i ξi
∥∥∥∥∥ I{τmk>j} = 0
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w.p.1. Then, relying on the same arguments as in the proof of Lemma 12.1, we conclude
lim
k→∞
g(θnk) max
mk≤j<mk+1
∥∥∥∥∥
j∑
i=mk
αiξi
∥∥∥∥∥ I{τmk>j} = 0 (178)
w.p.1.
Owing to Assumption A2.1, we have
g−1(θj+1)I{τn>j} ≤g
−1(θn) + ‖∇f(θj+1)−∇f(θn)‖I{τn>j}
≤g−1(θn) + C
j∑
i=n
αi‖∇f(θi)‖I{τn>j} + C
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ I{τn>j}
≤g−1(θn) + C
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ I{τn>j} + C
j−1∑
i=n
αig
−1(θi)I{τn>j}
for 0 ≤ n ≤ j. Combining this with Bellman-Gronwall inequality (see e.g., [9, Appendix B]), we conclude
g−1(θj+1)I{τn>j} ≤
(
g−1(θn) + C max
n≤j<a(n,τ)
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ I{τn>j}
)
exp
(
C
j−1∑
i=n
αi
)
≤2g−1(θn)
(
1 + Cg(θn) max
n≤j<a(n,τ)
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ I{τn>j}
)
for 0 ≤ n ≤ j ≤ a(n, τ).23 Then, (178) yields
lim sup
k→∞
g(θmk) max
mk≤j<mk+1
g−1(θj+1)I{τmk>j} ≤ 2 (179)
w.p.1.
Let N0 be the event where (178) or (179) does not hold. Then, in order to prove the theorem’s assertion,
it is sufficient to show that (142) is satisfied on N c0 for any t ∈ (0,∞). Let ω be any sample in N0, while
t ∈ (0,∞) is any real number. Notice that all formula which follow in the proof correspond to ω.
Due to Assumption 3.1 and (179), there exists an integer k0 ≥ 0 (depending on ω) such that
mk+1−1∑
i=mk
αi ≥ τ/2, g(θmk)
∥∥∥∥∥
j∑
i=mk
αiξi
∥∥∥∥∥ I{τmk>j} ≤ τ, g(θmk)g−1(θj+1)I{τmk>j} ≤ 3 (180)
for k ≥ k0, mk ≤ j < mk+1 (notice that limn→∞
∑a(n,τ)−1
i=n αi = τ). As τn > n for n ≥ 0, we conclude
τmk > mk+1 for k ≥ k0.
24 Consequently, I{τmk>j} = 1 for k ≥ k0, mk ≤ j ≤ mk+1. Combining this with
(180), we get
g−1(θj+1) ≥g
−1(θmk)− ‖∇f(θj+1)−∇f(θn)‖
≥g−1(θmk)− C
j∑
i=mk
αi‖∇f(θi)‖ − C
∥∥∥∥∥
j∑
i=mk
αiξi
∥∥∥∥∥
≥g−1(θmk)− C
j∑
i=mk
αig
−1(θi)− C
∥∥∥∥∥
j∑
i=mk
αiξi
∥∥∥∥∥
≥g−1(θmk)(1 − 3Cτ − Cτ)
≥3−1g−1(θmk) (181)
23Notice that
∑j−1
i=n αi ≤ τ for n ≤ j ≤ a(n, τ). Notice also that exp(Cτ) ≤ exp(1/2) ≤ 2.
24If τmk ≤ mk+1, then τmk = j and g(θmk )g
−1(θj)I{τmk>j−1}
= g(θmk )g
−1(θj) > 3 for some j satisfying mk < j ≤
mk+1.
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for k ≥ k0, mk ≤ j < mk+1.
25
Let n0 = mk0 , while k(n) = max{k ≥ 0 : mk ≤ n}, m(n) = mk(n) for n ≥ 0. Then, (181) implies
g(θn) ≤ 3g(θm(n)), g(θmk+1) ≤ 3g(θmk) for n ≥ n0, k ≥ k0 (notice that k(n) ≥ k0, mk(n) ≤ n < mk(n)+1
when n ≥ n0). Hence, g(θn) ≤ Cn,k g(θmk) for n ≥ n0, k ≥ m(n), where Cn,k = 3
k−k(n)+1. Since
2−1(k(j)− k(n))τ ≤
k(j)∑
k=k(n)+1
mk+1−1∑
i=mk
αi ≤
j∑
i=n
αi ≤ t
for n0 ≤ n ≤ j ≤ a(n, τ), we conclude k(j)− k(n) ≤ 2t/τ for the same n, j. Consequently,
g(θn)
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ =g(θn)
∥∥∥∥∥∥
k(j)∑
k=k(n)
mk+1−1∑
i=mk
αiξi −
n−1∑
i=m(n)
αiξi +
j∑
i=m(j)
αiξi
∥∥∥∥∥∥
≤
k(j)−1∑
k=k(n)
Cn,k g(θmk)
∥∥∥∥∥
mk+1−1∑
i=mk
αiξi
∥∥∥∥∥+ Cn,k(n) g(θm(n))
∥∥∥∥∥∥
n−1∑
i=m(n)
αiξi
∥∥∥∥∥∥
+ Cn,k(j) g(θm(j))
∥∥∥∥∥∥
j∑
i=m(j)
αiξi
∥∥∥∥∥∥
≤C(t) max
mk≤l<mk+1
k(n)≤k
g(θmk)
∥∥∥∥∥
l∑
i=mk
αiξi
∥∥∥∥∥
for n0 ≤ n ≤ j ≤ a(n, t),26 where C(t) = (2t/τ + 3)32t/τ+3. Since τmk > mk+1 for k ≥ k0 (i.e.,
I{τmk>j} = 1 for k ≥ k0, mk ≤ j ≤ mk+1), (178) implies
lim
n→∞
g(θn) max
n≤j≤a(n,t)
∥∥∥∥∥
j∑
i=n
αiξi
∥∥∥∥∥ = 0
(notice that limn→∞ k(n) =∞). Hence, (142) holds.
In the rest of the section, the results of Section 3 are extended to randomly projected stochastic gradient
algorithms with Markovian dynamics. These algorithms are defined by the following difference equations:
ϑn = θn − αnF (θn, Zn+1),
θn+1 = ϑnI{‖ϑn‖≤βσn} + θ0I{‖ϑn‖>βσn},
σn+1 = σn + I{‖ϑn‖>βσn}, n ≥ 0. (182)
Here, H(·, ·), {αn}n≥0, {Zn}n≥0 have the same meaning as in Section 3, while θ0, {βn}n≥0 have the same
meaning as in the case of recursion (157).
To analyze the asymptotic behavior of (182), we use the following assumption.
Assumption A3.2. For any compact set Q ⊂ Rdθ , there exists a Borel-measurable function ϕQ : Rdz →
[1,∞) such that
max{‖F (θ, z)‖, ‖F˜(θ, z)‖, ‖(ΠF˜ )(θ, z)‖} ≤ ϕQ(z),
‖(ΠF˜ )(θ′, z)− (ΠF˜ )(θ′′, z)‖ ≤ ϕQ(z)‖θ
′ − θ′′‖
for all θ, θ′, θ′′ ∈ Q, z ∈ Rdz . In addition to this,
sup
n≥0
E
(
ϕ2Q(Zn)|θ0 = θ, Z0 = z
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz .
25Notice that g−1(θi) ≤ 3g−1(θmk ),
∑mk+1−1
mk αi ≤ τ when k ≥ k0, mk ≤ i < mk+1. Notice also that Cτ = 1/9.
26Here, the following convention is used: If the lower limit of a sum is (strictly) greater than the upper limit, then the
sum is zero.
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In a similar form, Assumptions A3.2 is involved in the analysis of randomly projected stochastic ap-
proximation carried out in [41].
Our result on the asymptotic behavior of algorithm (182) are provided in the next theorem.
Theorem A3.2. Let {θn}n≥0 be generated by (182). Moreover, let Assumptions 3.1, 3.2, A2.3 and A3.2
hold. Then, there exists a real number ρ ∈ [1,∞) such that lim supn→∞ ‖θn‖ < ρ almost surely. If in
addition, Assumption 2.3 holds, then the following is also true:
(i) θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0 almost surely.
(ii) ‖∇f(θn)‖2 = o
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = o
(
γ−pˆn
)
and ‖θn − θˆ‖ = o
(
γ−qˆn
)
almost surely on {rˆ > r}.
(iii) ‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = O
(
γ−pˆn
)
and ‖θn − θˆ‖ = O
(
γ−qˆn
)
almost surely on {rˆ ≤ r}.
(iv) ‖∇f(θn)‖2 = o(γ−pn ) and |f(θn)− f(θˆ)| = o(γ
−p
n ) almost surely.
Remark. p, pˆ, qˆ, rˆ are defined in Theorem 3.1 and Corollary 2.1.
Proof. Let Q ⊂ Rdθ be any compact set, while t ∈ (0,∞) is any real number. Moreover, let CQ ∈ [1,∞)
be an upper bound of ‖∇f(·)‖ on Q. In order to prove the theorem’s assertion, it is sufficient to show
that (158), (158) hold w.p.1.
Due to Assumptions 3.1, A3.2, we have
Eθ,z
(
∞∑
n=0
α2nγ
2r
n ϕ
2
Q(Zn+1)
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz . Assumption A3.2 also yields
‖ξn‖I{θn∈Q} ≤ (‖F (θn, Zn+1)‖+ ‖∇f(θn)‖)I{θn∈Q} ≤ ϕQ(Zn+1) + CQ ≤ 2CQϕQ(Zn+1)
for n ≥ 0. Consequently,
lim
n→∞
αnγ
r
nϕQ(Zn+1) = lim
n→∞
αnγ
r
n‖ξn‖I{θn∈Q} = 0 (183)
w.p.1.
Let Fn = σ{θ0, Z0, . . . , θn, Zn} for n ≥ 0. Owing to Assumption 3.2, we have
Eθ,z
(
ξ1,nI{θn∈Q}|Fn
)
=
(
Eθ,z(F˜ (θn, Zn+1)|Fn)− (ΠF˜ )(θn, Zn)
)
I{θn∈Q} = 0
w.p.1 for each θ ∈ Rdθ , z ∈ Rdz , n ≥ 0. On the other side, Assumption A3.2 implies
‖ξ1,n‖I{θn∈Q} ≤ ϕQ(Zn) + ϕQ(Zn+1)
for n ≥ 0. Combining this with Assumptions 3.1, A3.2, we get
Eθ,z
(
∞∑
n=0
α2nγ
2r
n ‖ξ1,n‖
2I{θn∈Q}
)
≤ 2Eθ,z
(
∞∑
n=0
(α2nγ
2r
n + α
2
n+1γ
2r
n+1)ϕ
2
Q(Zn+1)
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz . Then, using Doob theorem, we conclude that
∑∞
n=0 αnγ
r
nξ1,nI{θn∈Q} converges
w.p.1. Since ∥∥∥∥∥
j∑
i=n
αiγ
r
i ξ1,iI{θi∈Q}
∥∥∥∥∥ ≤
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξ1,i
∥∥∥∥∥ I{τQ,n>j}
for 0 ≤ n ≤ j (notice that θi ∈ Q for n ≤ i < τQ,n), we deduce
lim
n→∞
max
j≥n
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξ1,i
∥∥∥∥∥ I{τQ,n>j} = 0 (184)
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w.p.1.
As αn−1αnγ
r
n = O(α
2
nγ
r
n), αnγ
r
n − αn+1γ
r
n+1 = O(α
2
nγ
r
n) for n → ∞ (see the proof of Theorem 3.1),
Assumptions 3.1, A3.2 yield
Eθ,z
(
∞∑
n=0
αnαn+1γ
r
n+1ϕ
2
Q(Zn+1)
)
<∞, Eθ,z
(
∞∑
n=0
|αnγ
r
n − αn+1γ
r
n+1|ϕ
2
Q(Zn+1)
)
<∞
for all θ ∈ Rdθ , z ∈ Rdz . On the other side, owing to Assumptions A3.2, we have
‖ξ2,j‖I{τQ,n>j} ≤ϕQ(Zj)‖θj − θj−1‖I{τQ,n>j}
≤αj−1ϕ(Zj)‖F (θj−1, Zj)‖I{θj−1∈Q}
≤αj−1ϕ
2
Q(Zj)
for 0 ≤ n < j. Consequently,∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξ2,i
∥∥∥∥∥ I{τQ,n>j} ≤
j∑
i=n+1
αiγ
r
i ‖ξ2,i‖I{τQ,n>i} ≤
j∑
i=n
αiαi+1γ
r
i+1ϕ
2
Q(Zi+1),
for 0 ≤ n < j. We also have
‖ξ3,n‖I{θn∈Q} ≤ ϕQ(Zn+1) ≤ ϕ
2
Q(Zn+1)
for n ≥ 0. Therefore,∥∥∥∥∥
j∑
i=n+1
(αiγ
r
i − αi+1γ
r
i+1)ξ3,i
∥∥∥∥∥ I{τQ,n>j} ≤
j∑
i=n+1
|αiγ
r
i − αi+1γ
r
i+1| ‖ξ3,i‖I{θi∈Q}
≤
j∑
i=n+1
|αiγ
r
i − αi+1γ
r
i+1|ϕ
2
Q(Zi+1)
for 0 ≤ n < j. Hence,
lim
n→∞
max
j>n
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξ2,i
∥∥∥∥∥ I{τQ,n>j} = limn→∞maxj>n
∥∥∥∥∥
j∑
i=n+1
(αiγ
r
i − αi+1γ
r
i+1)ξ3,i
∥∥∥∥∥ I{τQ,n>j} = 0 (185)
w.p.1. On the other side, (183) yields
lim
n→∞
αn+1γ
r
n+1‖ξ3,n‖I{θn∈Q} = 0 (186)
w.p.1.
Since θi = ϑi−1 for n ≤ i < τQ,n, Assumption 3.2 and (117) yield∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξi
∥∥∥∥∥ I{τQ,n>j}
=
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξ1,i +
j∑
i=n+1
αiγ
r
i ξ2,i −
j∑
i=n+1
(αiγ
r
i − αi+1γ
r
i+1)ξ3,i − αj+1γ
r
j+1ξ3,j + αn+1γ
r
n+1ξ3,n
∥∥∥∥∥ I{τQ,n>j}
≤
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξ1,i
∥∥∥∥∥ I{τQ,n>j} +
∥∥∥∥∥
j∑
i=n+1
αiγ
r
i ξ2,i
∥∥∥∥∥ I{τQ,n>j} +
∥∥∥∥∥
j∑
i=n+1
(αiγ
r
i − αi+1γ
r
i+1)ξ3,i
∥∥∥∥∥ I{τQ,n>j}
+ αj+1γ
r
j+1‖ξ3,j‖I{θj∈Q} + αn+1γ
r
n+1‖ξ3,n‖I{θn∈Q}
for 0 ≤ n < j. Combining this with (183) – (186), we deduce
lim
n→∞
max
n≤j≤a(n,t)
∥∥∥∥∥
j∑
i=n
αiγ
r
i ξi
∥∥∥∥∥ I{τQ,>j} = 0
w.p.1. Thus, (158) holds w.p.1.
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Appendix 4
In this section, we rely on the following notation. d, dθ, dv, dw ≥ 1 are integers. Θ ⊆ Rdθ is an open set,
while W ⊂ Rdw is a compact set. Aθ, Bθ(w), F (θ, z) are measurable functions mapping θ ∈ Θ, w ∈ W ,
z ∈ Rdv × W to Rdv×dv , Rdv , Rd (respectively). {Wn}n≥0 is a W-valued Markov chain defined on a
probability space (Ω,F , P ), while P (·, ·) is its transition kernel. {V θn }n≥0 is a stochastic processes defined
by
V θn+1 = AθV
θ
n +Bθ(Wn+1)
for θ ∈ Θ, n ≥ 0, where V θ0 ∈ W is an arbitrary vector. {Z
θ
n}n≥0 is a Markov chain defined by
Zθn = [(V
θ
n )
T WTn ]
T for θ ∈ Θ, n ≥ 0, while Πθ(·, ·) is its transition kernel.
Theorem A4.1. Suppose that the following holds.
(i) {Wn}n≥0 has a unique invariant probability measure pi(·).
(ii) There exist real numbers ρ ∈ (0, 1), C ∈ [1,∞) such that
|Pn(w,B) − pi(B)| ≤ Cρn
for all w ∈ W, n ≥ 0 and any measurable set B ⊆ W.
(iii) For any compact set Q ⊂ Θ, there exist real numbers εQ ∈ (0, 1), K1,Q ∈ [1,∞) such that ‖A
n
θ ‖ ≤
K1,Qε
n
Q, ‖Bθ(w)‖ ≤ K1,Q and
max{‖Aθ′ −Aθ′′‖, ‖Bθ′(w) −Bθ′′(w)‖} ≤ K1,Q‖θ
′ − θ′′‖
for all θ, θ′, θ′′ ∈ Q, w ∈ W.
(iv) There exists a real number p ∈ [1,∞) and for any compact set Q ⊂ Θ, there exists another real
number K2,Q ∈ [1,∞) such that
‖F (θ, z)‖ ≤ K2,Q(1 + ‖z‖
p+1), (187)
‖F (θ′, z)− F (θ′′, z)‖ ≤ K2,Q‖θ
′ − θ′′‖(1 + ‖z‖p+1), (188)
‖F (θ, z′)− F (θ, z′′)‖ ≤ K2,Q‖z
′ − z′′‖(1 + ‖z′‖p + ‖z′′‖p) (189)
for all θ, θ′, θ′′ ∈ Q, z, z′, z′′ ∈ Rdv ×W.
Then, there exist measurable functions g(θ), F˜ (θ, z) which map θ ∈ Θ, z ∈ Rdv ×W to Rd and which have
the following two properties:
(i) g(θ) = limn→∞(ΠF )(θ, z) and
F (θ, z)− g(θ) = F˜ (θ, z)− (ΠF˜ )(θ, z)
for all θ ∈ Θ, z ∈ Rdv ×W, where (ΠF˜ )(θ, z) =
∫
F˜ (θ, z′)Πθ(z, dz
′).
(ii) For any compact set Q ⊂ Θ and any real number s ∈ (0, 1) , there exists a real number LQ,s ∈ [1,∞)
such that
max{‖F˜ (θ, z)‖, ‖(ΠF˜ )(θ, z)‖} ≤ LQ,s(1 + ‖z‖
p+1),
‖(ΠF˜ )(θ′, z)− (ΠF˜ )(θ′′, z)‖ ≤ LQ,s‖θ
′ − θ′′‖s(1 + ‖z‖p+1)
for all θ, θ′, θ′′ ∈ Q, z ∈ Rdv ×W.
Proof. Let Q ⊂ Θ be an arbitrary compact set. Moreover, let G : Rdv×W → R be any function satisfying
|G(z)| ≤ K(1 + ‖z‖p+1), (190)
|G(z′)−G(z′′)| ≤ K‖z′ − z′′‖(1 + ‖z′‖p + ‖z′′‖p) (191)
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for all z, z′, z′′ ∈ Rdv ×W and some constant K ∈ [1,∞). On the other side, for θ ∈ Θ, w ∈ Rdw , let
B˜θ(w) = [B
T
θ (w) w
T ]T . For the same θ, let A˜θ be the block-diagonal matrix defined as A˜θ = diag{Aθ,0},
where 0 denotes dw × dw zero matrix. Then, it is straightforward to verify
(ΠnG)(θ, z) =
∫
· · ·
∫
G
(
A˜nθ z +
n∑
i=1
A˜n−iθ B˜θ(wi)
)
P (wn−1, dwn) · · ·P (w0, dw1)
=
∫
· · ·
∫ (
G
(
A˜nθ z +
n∑
i=1
A˜n−iθ B˜θ(wi)
)
−G
(
n∑
i=k
A˜n−iθ B˜θ(wi)
))
· P (wn−1, dwn) · · ·P (w0, dw1)
+
∫
· · ·
∫
G
(
n∑
i=k
A˜n−iθ B˜θ(wi)
)
P (wn−1, dwn) · · ·P (wk, dwk+1)
· (P k − pi)(w0, dwk)
+
∫
· · ·
∫
G
(
n∑
i=k
A˜n−iθ B˜θ(wi)
)
P (wn−1, dwn) · · ·P (wk, dwk+1)pi(dwk) (192)
for all θ ∈ Θ, v ∈ Rdv , w0 ∈ W , z = [vT wT0 ]
T , n ≥ k ≥ 1. Using condition (iii), it is also easy to show
‖A˜n+1θ′ − A˜
n+1
θ′′ ‖ =
∥∥∥∥∥
n∑
k=0
A˜kθ′(A˜θ′ − A˜θ′′)A˜
n−k
θ′′
∥∥∥∥∥
≤
n∑
k=0
‖A˜kθ′‖‖A˜θ′ − A˜θ′′‖‖A˜
n−k
θ′′ ‖
≤K31,Qnε
n
Q‖θ
′ − θ′′‖
for each θ′, θ′′ ∈ Q, n ≥ 0. Thus, there exist real numbers δ1,Q ∈ (0, 1), K˜1,Q ∈ [1,∞) such that
‖A˜nθ′ − A˜
n
θ′′‖ ≤ K˜1,Qδ
n
1,Q‖θ
′ − θ′′‖ for any θ′, θ′′ ∈ Q, n ≥ 1. Consequently, condition (iii) implies that
there exists another real number K˜2,Q ∈ [1,∞) such that∥∥∥∥∥
(
A˜nθ′z +
n∑
i=1
A˜n−iθ′ B˜θ′(wi)
)
−
(
A˜nθ′′z +
n∑
i=1
A˜n−iθ′′ B˜θ′′(wi)
)∥∥∥∥∥
≤‖A˜nθ′ − A˜
n
θ′′‖‖z‖+
n∑
i=1
‖A˜n−iθ′ − A˜
n−i
θ′′ ‖‖B˜θ′(wi)‖+
n∑
i=1
‖A˜n−iθ′′ ‖‖B˜θ′(wi)− B˜θ′′(wi)‖
≤ K˜2,Q‖θ
′ − θ′′‖(1 + ‖z‖) (193)
for all θ′, θ′′ ∈ Q, z ∈ Rdv ×W , w1, . . . , wn ∈ W , n ≥ 1. Due to the same reasons, there also exists a real
number K˜3,Q ∈ [1,∞) such that∥∥∥∥∥A˜nθ z +
l∑
i=k
A˜n−iθ B˜θ(wi)
∥∥∥∥∥ ≤ ‖A˜nθ ‖‖z‖+
l∑
i=k
‖A˜n−iθ ‖‖B˜θ(wi)‖ ≤ K˜3,Qε
n−l
Q (1 + ‖z‖) (194)
for each θ ∈ Q, z ∈ Rdv ×W , w1, . . . , wn ∈ W , n ≥ l ≥ k ≥ 1. Then, owing to (190), (192), we have
|(ΠnG)(θ, z)| ≤ 2p+1KK˜p+13,Q (1 + ‖z‖
p)
for any θ ∈ Q, z ∈ Rdv ×W , n ≥ 1. On the other side, combining (191) – (194), we get
|(ΠnG)(θ′, z)− (ΠnG)(θ′′, z)|
≤
∫
· · ·
∫ ∣∣∣∣∣G
(
A˜nθ′z +
n∑
i=1
A˜n−iθ′ B˜θ′(wi)
)
−G
(
A˜nθ′′z +
n∑
i=1
A˜n−iθ′′ B˜θ′′(wi)
)∣∣∣∣∣
· P (wn−1, dwn) · · ·P (w0, dw1)
≤ 3p+1KK˜2,QK˜
p
3,Q‖θ
′ − θ′′‖(1 + ‖z‖p+1)
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for all θ′, θ′′ ∈ Q, v ∈ Rdv , w0 ∈ W , z = [v
T wT0 ]
T , n ≥ 1. Similarly, using (190) – (192), (194), we obtain
|(ΠnG)(θ, z′)− (ΠnG)(θ, z′′)|
≤
∫
· · ·
∫ ∣∣∣∣∣G
(
A˜nθ z
′ +
n∑
i=1
A˜n−iθ B˜θ(wi)
)
−G
(
n∑
i=k
A˜n−iθ B˜θ(wi)
)∣∣∣∣∣
· P (wn−1, dwn) · · ·P (w1, dw2)P (w
′
0, dw1)
+
∫
· · ·
∫ ∣∣∣∣∣G
(
A˜nθ z
′′ +
n∑
i=1
A˜n−iθ B˜θ(wi)
)
−G
(
n∑
i=k
A˜n−iθ B˜θ(wi)
)∣∣∣∣∣
· P (wn−1, dwn) · · ·P (w1, dw2)P (w
′′
0 , dw1)
+
∫
· · ·
∫ ∣∣∣∣∣G
(
n∑
i=k
A˜n−iθ B˜θ(wi)
)∣∣∣∣∣P (wn−1, dwn) · · ·P (wk, dwk+1)
·
(
|P k − pi|(w′0, dwk) + |P
k − pi|(w′′0 , dwk)
)
≤ 3p+2KK˜p+13,Q ε
n−k
Q (1 + ‖z
′‖p+1 + ‖z′′‖p+1) + 4CKK˜p+13,Q ρ
k (195)
for each θ ∈ Q, v′, v′′ ∈ Rdv , w′0, w
′′
0 ∈ W , z
′ = [(v′)T (w′0)
T ]T , z′′ = [(v′′)T (w′′0 )
T ]T , n ≥ k ≥ 1. Then,
setting k = ⌊n/2⌋ in (195), we conclude that there exist real numbers δ2,Q ∈ (0, 1), K˜4,Q ∈ [1,∞) such
that
|(ΠnG)(θ, z)| ≤ K˜4,Q(1 + ‖z‖
p+1),
|(ΠnG)(θ′, z)− (ΠnG)(θ′′, z)| ≤ K˜4,Q‖θ
′ − θ′′‖(1 + ‖z‖p+1),
|(ΠnG)(θ, z′)− (ΠnG)(θ, z′′)| ≤ K˜4,Qδ
n
2,Q(1 + ‖z
′‖p+1 + ‖z′′‖p+1)
for all θ, θ′, θ′′ ∈ Q, z, z′, z′′ ∈ Rdv × W , n ≥ 1. Combining this with the results of [3, Section II.2.2],
we deduce that there exist functions g(·), F (·, ·) with the properties specified in the statement of the
theorem.
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