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REGULARITY CRITERIA FOR THE 3D NAVIER-STOKES AND
MHD EQUATIONS
ALEXEY CHESKIDOV AND MIMI DAI
Abstract. We prove that a solution to the 3D Navier-Stokes or MHD equa-
tions does not blow up at t = T provided lim sup
q→∞
∫ T
Tq
‖∆q(∇×u)‖∞ dt is small
enough, where u is the velocity, ∆q is the Littlewood-Paley projection, and
Tq is a certain sequence such that Tq → T as q → ∞. This improves many
existing regularity criteria.
KEY WORDS: Navier-Stokes equations; magneto-hydrodynamics system;
regularity; blow-up criteria.
CLASSIFICATION CODE: 76D03, 35Q35.
1. Introduction
The three-dimensional incompressible magneto-hydrodynamics (MHD) equations
are given by
ut + u · ∇u− b · ∇b+∇p = ν∆u,
bt + u · ∇b− b · ∇u = µ∆b,
∇ · u = 0, ∇ · b = 0.
(1.1)
Here x ∈ R3, t ≥ 0, u is the fluid velocity, p is the fluid pressure and b is the
magnetic field. The parameter ν denotes the kinematic viscosity coefficient of the
fluid, and µ is the reciprocal of the magnetic Reynolds number. The MHD equations
are supplemented with initial conditions
(1.2) u(x, 0) = u0(x), b(x, 0) = b0(x),
where u0 and b0 are divergence free vector fields in L
2(R3). When the magnetic
field b(x, t) vanishes, (1.1) reduce to the incompressible Navier-Stokes equations
(NSE). Solutions to the MHD equations also share the same scaling property with
solutions to the NSE, that is,
uλ(x, t) = λu(λx, λ
2t), bλ(x, t) = λb(λx, λ
2t), pλ(x, t) = λ
2p(λx, λ2t)
solve (1.1) with the initial data
u0λ = λu0(λx), b0λ = λb0(λx),
provided u(x, t) and b(x, t) solve (1.1) with the initial data u0(x) and b0(x). Spaces
that are invariant under the above scaling are called critical. Examples of critical
spaces include the Prodi-Serrin spaces
Ll(0,∞;Lr),
2
l
+
3
r
= 1,
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or their Besov counterparts
Ll
(
0,∞;B
−1+ 2
l
+ 3
r
r,∞
)
.
The existence of global regular solutions for the NSE and the MHD system in
3D is an outstanding open problem. The study of these models in critical spaces
has been one of the focuses of research activities since the initial work of Kato [24].
It is known that if a solution belongs to a certain critical space, then it is regular.
For instance, a smooth solution to the NSE (0, T ) does not blow up at T if
(1.3)
∫ T
0
‖∇× u‖∞ dt <∞,
which is known as the Beale-Kato-Majda (BKM) condition [2]. This is the border-
line of Prodi-Serrin criteria when the time integrability index is one, which does
not require any dissipation and also applies to the Euler equations.
For the Euler equations, the BKM condition (1.3) was weakened by Planchon
[28] to
(1.4) lim
ǫ→0
sup
q
∫ T
T−ǫ
‖∆q(∇× u)‖∞ dt < c,
for small enough c, where ∆q is the Littlewood-Paley projection.
For the 3D NSE, Cheskidov and Shyvdkoy [13] proved the following improvement
of the Beale-Kato-Majda condition (1.3):
(1.5)
∫ T
0
‖∇× u≤Q‖B0
∞,∞
dt <∞, for some wavenumber Λ(t) = 2Q(t),
This condition is also weaker than all the Prodi-Serrin type regularity criteria.
Indeed,
u≤Q ∈ L
r(0, T ;B
−1+ 2
r
∞,∞ ) for some 1 ≤ r <∞
implies (1.5). Note that r cannot be taken as ∞ here. A regularity criterion in the
limit case r = ∞ has been established by Escauriaza, Seregin, and Sverak [18] in
L∞(0;T, L3), and extended by Gallagher, Koch, and Planchon to L∞(0, T ;B
−1+ 3
s
s,q )
with 3 < s, q <∞ in [19].
For the MHD system, Caflisch, Klapper and Steele [3] obtained the BKM-type
condition in the inviscid case, but in terms of both u and b. Cannone, Chen, and
Miao [4] proved the extended version of the BKM criterion, as (1.4), but also in
terms of both u and b. In the viscous case, Wu [32] obtained some Prodi-Serrin
type criteria which impose conditions on both u and b. However there have been
various indications, both numerically [21, 29] and theoretically, suggesting that the
velocity field u plays a dominant role in interactions between u and b. This point
is still not clear though. In fact, in [16], the authors showed that even when the
initial velocity vanishes, one can observe norm inflation in velocity at a small time
due to the interaction of the magnetic field and the velocity field (see also [9] for
norm inflation results in a wider range of spaces). Nevertheless, a large amount of
work has been devoted to establishing criteria which impose conditions only on the
velocity, see [5, 6, 7, 22, 23, 26, 31, 34]. In particular, He, Xin, and Zhou [23, 34]
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obtained the following Prodi-Serrin conditions for regularity:
u ∈ Ll(0, T ;Lr) with
2
l
+
3
r
= 1 for 3 < r ≤ ∞;
∇u ∈ Ll(0, T ;Lr) with
2
l
+
3
r
= 2 for 3 < r ≤ ∞.
(1.6)
He and Xin [23] also obtained the following regularity condition:
(1.7) u ∈ C([0, T ];L3).
Finally, remarkable improvements were made by Chen, Miao and Zhang who ob-
tained the extended BKM criterion (1.4) in terms of the velocity u only [7], as well
as the Prodi-Serrin regularity criterion in terms of Besov spaces [6]:
u ∈ Ll(0, T ;Bsr,∞) with
2
l
+
3
r
= 1 + s,
3
1 + s
< r ≤ ∞,−1 < s ≤ 1, and (r, s) 6= (∞, 1).
(1.8)
In this paper, we will establish a new regularity criterion for the MHD system,
which imposes condition only on low modes of the velocity field. The criterion
resembles the extended Beale-Kato-Majda condition (1.4) [4, 7, 28], but in fact it
is weaker as we take advantage of a dissipation wavenumber Λ(t) similar to the
one introduced by Cheskidov and Shvydkoy [13] for the 3D NSE. The wavenumber
Λ(t), defined for each individual solution (in terms of u only), separates the inertial
range from the dissipation range where the viscous terms ∆u and ∆b dominate.
The dissipation wavenumber is defined so that the critical B
−1+ 3
r
∞,∞ norm of u is
small above Λ for some 2 ≤ r < 6. So it is larger than the dissipation wavenumber
for the NSE defined with r =∞ in [13]. This is due to the fact that there are less
cancellations and more terms to control for the MHD system. It is worth mentioning
that this method is also applied to the supercritical quasi-geostrophic equation in
[14] and to the Hall-magneto-hydrodynamics system in [15]. Regularity criteria
obtained in these papers are weaker than all the corresponding Prodi-Serrin type
criteria. The dissipation wavenumber is also related to the determining wavenumber
used in [10, 11] to estimate the number of determining modes for fluid flows.
Define the dissipation wavenumber Λ(t) as
(1.9) Λ(t) = min
{
λq : λ
−1+ 3
r
p ‖up(t)‖r < crmin{ν, µ}, ∀p > q, q ∈ N
}
,
where λq = 2
q, up = ∆pu is the Littlewood-Paley projection of u, and cr is an
adimensional constant that depends only on r. Here r ∈ [2, 6) in the case of the
the MHD system, and r ∈ [2,∞] for the NSE (when b ≡ 0). Let Q(t) ∈ N be such
that λQ(t) = Λr(t).
Our main result states as follows.
Theorem 1.1. Let (u, b) be a weak solution to (1.1) on [0, T ]. Assume that
(u(t), b(t)) is regular on (0, T ), and
(1.10) lim sup
q→∞
∫ T
T/2
1q≤Q(τ)λq‖uq‖∞ dτ ≤ cr,
with some 2 ≤ r < 6 (2 ≤ r ≤ ∞ when b ≡ 0). Then (u(t), b(t)) is regular on (0, T ].
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We will show that (1.10) is weaker than various existing regularity criteria. In-
deed, define
Tq = sup{t ∈ (T/2, T ) : Q(τ) < q ∀τ ∈ (T/2, t)}.
Note that Tq is increasing. In addition, we show that
lim
q→∞
Tq = T.
Theorem 1.2. Regularity condition (1.10) is satisfied provided one of the following
holds.
(1) lim sup
q→∞
∫ T
Tq
‖∆q(∇× u)‖∞ dt ≤ cr.
(2) lim
ǫ→0
lim sup
q→∞
∫ T
T−ǫ
‖∆q(∇× u)‖∞ dt ≤ cr.
(3)
∫ T
0
sup
q≤Q(t)
‖∆q(∇× u)‖∞ dt <∞.
(4) lim sup
q→∞
∫ T
0
1q≤Q(t)
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt ≤ clrmin{ν, µ}
l−1, 1 ≤ l < ∞,
2 ≤ r < 6 (2 ≤ r ≤ ∞ when b ≡ 0).
(5) lim sup
q→∞
∫ T
Tq
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt ≤ clr min{ν, µ}
l−1, 1 ≤ l <∞, 2 ≤ r <
6 (2 ≤ r ≤ ∞ when b ≡ 0).
(6) lim
ǫ→0
lim sup
q→∞
∫ T
T−ǫ
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt ≤ clrmin{ν, µ}
l−1, 1 ≤ l < ∞,
2 ≤ r < 6 (2 ≤ r ≤ ∞ when b ≡ 0).
(7)
∫ T
0
(
‖u≤Q(t)‖
B
−1+2
l
+ 3
r
r,∞
)l
dt <∞, 1 ≤ l <∞, 2 ≤ r < 6 (2 ≤ r ≤ ∞ when
b ≡ 0).
(8) lim sup
t→T−
‖u(t)− u(T )‖
B
−1+3
r
r,∞
≤
cr
2
, 2 ≤ r < 6 (2 ≤ r ≤ ∞ when b ≡ 0).
For the 3D NSE, conditions (6), (8), and (3), (7) were obtained by Cheskidov,
Shvydkoy in [12] and [13] respectively. Regarding the MHD system, condition (7)
(and hence (4), (5), and (6)) is weaker than (1.6), (1.8) for r < 6, and condition
(8) is weaker than (1.7). Conditions (1) and (2) are weaker than (1.4) for both the
3D NSE and MHD system.
The rest of the paper is organized as follows. In Section 2 we introduce some
notations, recall the Littlewood-Paley theory and definitions of weak and regular
solutions. Section 3 is devoted to proving Theorem 1.1 and Theorem 1.2.
2. Preliminaries
2.1. Notation. We denote by A . B an estimate of the form A ≤ CB with some
absolute constant C, and by A ∼ B an estimate of the form C1B ≤ A ≤ C2B with
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some absolute constants C1, C2. We write ‖ · ‖p = ‖ · ‖Lp . The symbol (·, ·) stands
for the L2-inner product.
2.2. Littlewood-Paley decomposition. Our method relies on the Littlewood-
Paley decomposition, which we briefly recall here. We refer the readers to the
books by Bahouri, Chemin and Danchin [1] and Grafakos [20] for a more detailed
description on this theory.
Let F and F−1 denote the Fourier transform and inverse Fourier transform,
respectively. A nonnegative radial function χ ∈ C∞0 (R
n) is chosen such that
χ(ξ) =
{
1, for |ξ| ≤ 34
0, for |ξ| ≥ 1.
Let
ϕ(ξ) = χ(ξ/2)− χ(ξ)
and
ϕq(ξ) =
{
ϕ(λ−1q ξ) for q ≥ 0,
χ(ξ) for q = −1.
Note that the sequence of the smooth functions ϕq forms a dyadic partition of
unity. For a tempered distribution vector field u we define the Littlewood-Paley
decomposition

h = F−1ϕ, h˜ = F−1χ,
uq := ∆qu = F
−1(ϕ(λ−1q ξ)Fu) = λ
n
q
∫
h(λqy)u(x− y)dy, for q ≥ 0,
u−1 = F
−1(χ(ξ)Fu) =
∫
h˜(y)u(x− y)dy.
Then
u =
∞∑
q=−1
uq
holds in the distributional sense. To simplify the notation, we denote
u˜q = uq−1 + uq + uq+1, u≤Q =
Q∑
q=−1
uq, u(P,Q] =
Q∑
q=P+1
uq.
Let λq = 2
q for q ∈ N. The Besov space Bsp,∞ is defined as follows.
Definition 2.1. Let s ∈ R, and 1 ≤ p ≤ ∞. Let
‖u‖Bsp,∞ = sup
q≥−1
λsq‖uq‖p.
The Besov space Bsp,∞ is the space of tempered distributions u such that ‖u‖Bsp,∞
is finite.
Note that
‖u‖Hs ∼
(
∞∑
q=−1
λ2sq ‖uq‖
2
2
)1/2
,
for each u ∈ Hs and s ∈ R.
We recall Bernstein’s inequality (c.f. [27]).
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Lemma 2.2. Let n be the space dimension and r ≥ s ≥ 1. Then for all tempered
distributions u,
‖uq‖r . λ
n( 1
s
− 1
r
)
q ‖uq‖s.
We will also utilize Bony’s paraproduct decomposition throughout the paper.
This particular version of the decomposition is discussed in [10, 11].
2.3. Definition of solutions. We recall some classical definitions of weak and
regular solutions to the MHD system (see, e.g., [17, 30]).
Definition 2.3. A weak solution of (1.1) on [0, T ] is a pair of divergence free
functions (u, b) in the class
u, b ∈ Cw([0, T ];L
2(R3)) ∩ L2(0, T ;H1(R3)),
satisfying
(u(t), φ(t)) − (u0, φ(0))
=
∫ t
0
(u(s), ∂sφ(s)) + ν(u(s),∆φ(s)) + (u(s) · ∇φ(s), u(s)) − (b(s) · ∇φ(s), b(s)) ds,
(b(t), φ(t)) − (b0, φ(0))
=
∫ t
0
(b(s), ∂sφ(s)) + µ(b(s),∆φ(s)) + (u(s) · ∇φ(s), b(s)) − (b(s) · ∇φ(s), u(s)) ds,
for all test functions φ ∈ C∞0 ([0, T ]× R
3) with ∇x · φ = 0.
Definition 2.4. A weak solution (u, b) of (1.1) is regular on a time interval I if
‖u(t)‖Hs and ‖b(t)‖Hs are continuous on I for some s >
1
2 .
3. Regularity Criterion
In this section we will establish the regularity criterion in Theorem 1.1. Let
(u(t), b(t)) be a weak solution of (1.1) on [0, T ]. Similarly to [13] we define a
dissipation wavenumber as
(3.11) Λr(t) = min
{
λq : λ
−1+ 3
r
p ‖up(t)‖r < crmin{ν, µ}, ∀p > q, q ∈ N
}
,
where cr is an adimensional constant that depends only on r, and r ∈ [2, 6) (r ∈
[2,∞] when b ≡ 0). Let Qr(t) ∈ N be such that λQr(t) = Λr(t). It follows
immediately that
‖up(t)‖r < λ
1− 3
r
p cr min{ν, µ}, ∀p > Qr(t),
and
(3.12) ‖uQr(t)(t)‖r ≥ crmin{ν, µ}Λ
1−3
r
r (t),
provided 1 < Λr(t) < ∞. For simplicity, from now on we drop the subscript r in
Qr unless specified otherwise. We also denote
f(t) =
∑
q≤Q(t)
λq‖uq‖∞.
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3.1. Proof of Theorem 1.1. In order to prove that (u, b) does not blow up at T ,
it is sufficient to show that ‖u(t)‖Hs + ‖b(t)‖Hs is bounded on [T/2, T ) for some
s > 12 . Since (u(t), b(t)) is regular on (0, T ), multiplying equations (1.1) with ∆
2
qu
and ∆2qb respectively yields
1
2
d
dt
‖uq‖
2
2 ≤− ν‖∇uq‖
2
2 −
∫
R3
∆q(u · ∇u) · uq dx
+
∫
R3
∆q(b · ∇b) · uq dx,
1
2
d
dt
‖bq‖
2
2 ≤− µ‖∇bq‖
2
2 −
∫
R3
∆q(u · ∇b) · bqdx
+
∫
R3
∆q(b · ∇u) · bqdx.
Adding the above two inequalities, multiplying by λ2sq , and adding them for all
q ≥ −1, we get
1
2
d
dt
∑
q≥−1
λ2sq
(
‖uq‖
2
2 + ‖bq‖
2
2
)
≤−
∑
q≥−1
λ2sq
(
ν‖∇uq‖
2
2 + µ‖∇bq‖
2
2
)
− (I + J +K + L),
(3.13)
with
I =
∑
q≥−1
λ2sq
∫
R3
∆q(u · ∇u) · uq dx, J = −
∑
q≥−1
λ2sq
∫
R3
∆q(b · ∇b) · uq dx,
K =
∑
q≥−1
λ2sq
∫
R3
∆q(u · ∇b) · bq dx, L = −
∑
q≥−1
λ2sq
∫
R3
∆q(b · ∇u) · bq dx.
We start with estimating I, where we will use Bony’s paraproduct decomposition
∆q(u · ∇u) =
∑
|q−p|≤2
∆q(u≤p−2 · ∇up) +
∑
|q−p|≤2
∆q(up · ∇u≤p−2)
+
∑
p≥q−2
∆q(up · ∇u˜p).
First, I is decomposed as
I =
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(u≤p−2 · ∇up)uq dx
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(up · ∇u≤p−2)uq dx
∑
q≥−1
∑
p≥q−2
λ2sq
∫
R3
∆q(up · ∇u˜p)uq dx
=I1 + I2 + I3,
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with
I1 =
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
[∆q, u≤p−2 · ∇]upuq dx
∑
q≥−1
λ2sq
∫
R3
u≤q−2 · ∇uquq dx
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
(u≤p−2 − u≤q−2) · ∇∆qupuq dx
=I11 + I12 + I13,
where we used
∑
|q−p|≤2∆qup = uq. One can see that I12 vanishes since divu≤q−2 =
0. We now estimate I11, where we used the commutator notation
[∆q, u≤p−2 · ∇]up = ∆q(u≤p−2 · ∇up)− u≤p−2 · ∇∆qup.
By definition of ∆q,
[∆q, u≤p−2 · ∇]uq =λ
3
q
∫
R3
h(λq(x− y)) (u≤p−2(y)− u≤p−2(x))∇uq(y) dy
=− λ3q
∫
R3
∇h(λq(x− y)) (u≤p−2(y)− u≤p−2(x)) uq(y) dy.
Thus, by Young’s inequality,
‖[∆q, u≤p−2 · ∇]uq‖r1
.‖uq‖r3
∑
p′≤p−2
λp′‖up′‖r2
∣∣∣∣λ3q
∫
R3
|x− y|∇h(λq(x− y)) dy
∣∣∣∣
.‖uq‖r3
∑
p′≤p−2
λp′‖up′‖r2 ,
(3.14)
for 1r2 +
1
r3
= 1r1 . So splitting I11 based on definition of Λr, we get
|I11| ≤
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
|[∆q, u≤p−2 · ∇]upuq| dx
≤
∑
p≤Q+2
∑
|q−p|≤2
λ2sq
∫
R3
|[∆q, u≤p−2 · ∇]upuq| dx
+
∑
p>Q+2
∑
|q−p|≤2
λ2sq
∫
R3
|[∆q, u≤Q · ∇]upuq| dx
+
∑
p>Q+2
∑
|q−p|≤2
λ2sq
∫
R3
∣∣[∆q, u(Q,p−2] · ∇]upuq∣∣ dx
≡I111 + I112 + I113.
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Using (3.14), Hölder’s inequality, and definition of f(t), we obtain
I111 .
∑
1≤p≤Q+2
∑
|q−p|≤2
λ2sq ‖∇u≤p−2‖∞‖up‖2‖uq‖2
.f(t)
∑
1≤p≤Q+2
‖up‖2
∑
|q−p|≤2
λ2sq ‖uq‖2
.f(t)
∑
q≥−1
λ2sq ‖uq‖
2
2;
and similarly
I112 .
∑
p>Q+2
∑
|q−p|≤2
λ2sq ‖∇u≤Q‖∞‖up‖2‖uq‖2
.f(t)
∑
p>Q+2
‖up‖2
∑
|q−p|≤2
λ2sq ‖uq‖2
.f(t)
∑
q>Q
λ2sq ‖uq‖
2
2.
Now using Hölder’s inequality, (3.14), definition of Λr, and Jensen’s inequality, we
deduce
I113 .
∑
p>Q+2
∑
|q−p|≤2
λ2sq ‖[∆q, u(Q,p−2] · ∇]up‖2‖uq‖2
.
∑
p>Q+2
∑
|q−p|≤2
λ2sq ‖uq‖2
∑
Q<p′≤p−2
λp′‖up′‖r‖up‖ 2r
r−2
.
∑
p>Q+2
λ
3
r
p ‖up‖2
∑
|q−p|≤2
λ2sq ‖uq‖2
∑
Q<p′≤p−2
λp′‖up′‖r
.crν
∑
p>Q+2
λ
3
r
p ‖up‖2
∑
|q−p|≤2
λ2sq ‖uq‖2
∑
Q<p′≤p−2
λ
2− 3
r
p′
.crν
∑
p>Q+2
λ
2s+ 3
r
p ‖up‖
2
2
∑
Q<p′≤p−2
λ
2− 3
r
p′
.crν
∑
p>Q+2
λ2s+2p ‖up‖
2
2
∑
Q<p′≤p−2
λ
2− 3
r
p′−p
.crν
∑
p>Q+2
λ2s+2p ‖up‖
2
2,
since r ≥ 2. To estimate I13, we first split it as
|I13| ≤
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
|(u≤p−2 − u≤q−2) · ∇∆qupuq| dx
≤
∑
−1≤q≤Q
∑
|q−p|≤2
λ2sq
∫
R3
|(u≤p−2 − u≤q−2) · ∇∆qupuq| dx
+
∑
q>Q
∑
|q−p|≤2
λ2sq
∫
R3
|(u≤p−2 − u≤q−2) · ∇∆qupuq| dx
≡I131 + I132.
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Using Hölder’s inequality and definition of f(t), we obtain
|I131| .
∑
−1≤q≤Q
λ2s+1q ‖uq‖∞
∑
|q−p|≤2
‖u≤p−2 − u≤q−2‖2‖up‖2
.f(t)
∑
−1≤q≤Q
λ2sq
∑
|q−p|≤2
‖u≤p−2 − u≤q−2‖2‖up‖2
.f(t)
∑
−1≤q≤Q
λ2sq ‖uq‖
2
2.
Also, Hölder’s inequality and definition of Λr yield
|I132| .
∑
q>Q
λ2s+1q ‖uq‖r
∑
|q−p|≤2
‖u≤p−2 − u≤q−2‖2‖up‖ 2r
r−2
.crν
∑
q>Q
λ
2s+2− 3
r
q
∑
|q−p|≤2
λ
3
r
p ‖u≤p−2 − u≤q−2‖2‖up‖2
.crν
∑
q>Q
λ
2s+2− 3
r
q
∑
q−3≤p≤q+2
λ
3
r
p ‖up‖
2
2
.crν
∑
q>Q−3
λ2s+2q ‖uq‖
2
2.
One can see that I2 enjoys the same estimate as I11. On the other hand, for I3 we
have
|I3| .
∑
q≥−1
∑
p≥q−2
λ2sq
∫
R3
|∆q(up ⊗ u˜p)∇uq| dx
.
∑
q>Q
λ2s+1q ‖uq‖∞
∑
p≥q−2
‖up‖
2
2 +
∑
−1≤q≤Q
λ2s+1q ‖uq‖∞
∑
p≥q−2
‖up‖
2
2
.
∑
q>Q
λ
2s+1+ 3
r
q ‖uq‖r
∑
p≥q−2
‖up‖
2
2 + f(t)
∑
−1≤q≤Q
λ2sq
∑
p≥q−2
‖up‖
2
2
.crν
∑
p>Q
λ2s+2p ‖up‖
2
2
∑
Q<q≤p+2
λ2s+2q−p + f(t)
∑
p≥−1
λ2sp ‖up‖
2
2
∑
q≤p+2
λ2sq−p
.crν
∑
q>Q
λ2s+2q ‖uq‖
2
2 + f(t)
∑
q≥−1
λ2sq ‖uq‖
2
2.
Finally, we conclude that
(3.15) |I| . crν
∑
q>Q−3
λ2s+2q ‖uq‖
2
2 + f(t)
∑
q≥−1
λ2sq ‖uq‖
2
2.
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Similarly, using Bony’s paraproduct decomposition and the commutator nota-
tion, J is decomposed as
J =−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(b≤p−2 · ∇bp)uq dx
−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(bp · ∇b≤p−2)uq dx
−
∑
q≥−1
∑
p≥q−2
λ2sq
∫
R3
∆q(bp · ∇b˜p)uq dx
=J1 + J2 + J3,
with
J1 =−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
[∆q, b≤p−2 · ∇]bpuq dx
−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
b≤q−2 · ∇∆qbpuq dx
−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
(b≤p−2 − b≤q−2) · ∇∆qbpuq dx
=J11 + J12 + J13.
We will see that the term J12 cancels a part of L. The other terms are estimated
as follows. First, we further split J11 as
|J11| ≤
∑
q>Q
∑
|q−p|≤2
λ2sq
∫
R3
|[∆q, b≤p−2 · ∇]bpuq| dx
+
∑
−1≤q≤Q
∑
|q−p|≤2
λ2sq
∫
R3
|[∆q, b≤p−2 · ∇]bpuq| dx
≡J111 + J112.
Then, by Hölder’s inequality, (3.14), definition of Λr, and Jensen’s inequality, it
follows that
|J111| .
∑
q>Q
λ2sq ‖uq‖r
∑
|q−p|≤2
‖bp‖2
∑
p′≤p−2
λp′‖bp′‖ 2r
r−2
.crµ
∑
q>Q
λ
2s+1− 3
r
q
∑
|q−p|≤2
‖bp‖2
∑
p′≤q
λ
1+ 3
r
p′ ‖bp′‖2
.crµ
∑
q>Q−2
λ
2s+1− 3
r
q ‖bq‖2
∑
p′≤q
λ
1+ 3
r
p′ ‖bp′‖2
.crµ
∑
q>Q−2
λs+1q ‖bq‖2
∑
p′≤q
λs+1p′ ‖bp′‖2λ
s− 3
r
q−p′
.crµ
∑
q≥−1
λ2s+2q ‖bq‖
2
2,
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where we needed 2 ≤ r < 3s . Also, by Hölder’s inequality, definition of f(t) and
Jensen’s inequality,
|J112| .
∑
−1≤q≤Q
λ2sq ‖uq‖∞
∑
|q−p|≤2
‖bp‖2
∑
p′≤p−2
λp′‖bp′‖2
.f(t)
∑
−1≤q≤Q
λ2s−1q
∑
|q−p|≤2
‖bp‖2
∑
p′≤q
λp′‖bp′‖2
.f(t)
∑
−1≤q≤Q+2
λ2s−1q ‖bq‖2
∑
p′≤q
λp′‖bp′‖2
.f(t)
∑
−1≤q≤Q+2
λsq‖bq‖2
∑
p′≤q
λsp′‖bp′‖2λ
1−s
p′−q
.f(t)
∑
−1≤q≤Q+2
λ2sq ‖bq‖
2
2,
where we used 12 < s < 1. Similar analysis yields
|J13| ≤
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
|(b≤p−2 − b≤q−2) · ∇∆qbpuq| dx
≤
∑
q>Q
∑
|q−p|≤2
λ2s+1q ‖uq‖r‖b≤p−2 − b≤q−2‖2‖bp‖ 2r
r−2
+
∑
−1≤q≤Q
∑
|q−p|≤2
λ2s+1q ‖uq‖∞‖b≤p−2 − b≤q−2‖2‖bp‖2
.crµ
∑
q>Q
λ
2s+2− 3
r
q
∑
|q−p|≤2
λ
3
r
p ‖b≤p−2 − b≤q−2‖2‖bp‖2
+ f(t)
∑
−1≤q≤Q
λ2sq
∑
|q−p|≤2
‖b≤p−2 − b≤q−2‖2‖bp‖2
.crµ
∑
q>Q
λ
2s+2− 3
r
q
∑
q−3≤p≤q+2
λ
3
r
p ‖bp‖
2
2 + f(t)
∑
−1≤q≤Q
λ2sq ‖bq‖
2
2
.crµ
∑
q>Q−3
λ2s+2q ‖bp‖
2
2 + f(t)
∑
−1≤q≤Q
λ2sq ‖bq‖
2
2.
Notice that J2 enjoys the same estimate as J11, while for J3 we have
|J3| .
∑
q≥−1
∑
p≥q−2
λ2sq
∫
R3
|∆q(bp ⊗ b˜p)∇uq| dx
.
∑
q>Q
λ2s+1q ‖uq‖∞
∑
p≥q−2
‖bp‖
2
2 +
∑
−1≤q≤Q
λ2s+1q ‖uq‖∞
∑
p≥q−2
‖bp‖
2
2
.
∑
q>Q
λ
2s+1+ 3
r
q ‖uq‖r
∑
p≥q−2
‖bp‖
2
2 + f(t)
∑
−1≤q≤Q
λ2sq
∑
p≥q−2
‖bp‖
2
2
.crµ
∑
p>Q
λ2s+2p ‖bp‖
2
2
∑
Q<q≤p+2
λ2s+2q−p + f(t)
∑
p≥−1
λ2sp ‖bp‖
2
2
∑
−1≤q≤p
λ2sq−p
.crµ
∑
q>Q
λ2s+2q ‖bq‖
2
2 + f(t)
∑
q≥−1
λ2sq ‖bq‖
2
2.
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Therefore,
(3.16) |J | . crµ
∑
q>Q−3
λ2s+2q ‖bq‖
2
2 + f(t)
∑
q≥−1
λ2sq ‖bq‖
2
2.
Turning to the last term K, we start with Bony’s decomposition,
K =
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(u≤p−2 · ∇bp)bq dx
+
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(up · ∇b≤p−2)bq dx
+
∑
q≥−1
∑
p≥q−2
λ2sq
∫
R3
∆q(up · ∇b˜p)bq dx
=K1 +K2 +K3,
with
K1 =
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
[∆q, u≤p−2 · ∇]bpbq dx
+
∑
q≥−1
λ2sq
∫
R3
u≤q−2 · ∇bqbq dx
+
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
(u≤p−2 − u≤q−2) · ∇∆qbpbq dx
=K11 +K12 +K13.
Here we used
∑
|q−p|≤2∆pbq = bq to obtain K12. Note that K12 = 0 as before.
Also, K11 can be estimated similarly to I11 as
|K11| . f(t)
∑
q≥−1
λ2sq ‖bq‖
2
2 + crµ
∑
q>Q+2
λ2s+2q ‖bq‖
2
2.
The term K13 can be estimated as J13, while K2 enjoys an estimate similar to the
one for J2. More presicely,
|K13|+ |K2| . crµ
∑
q≥−1
λ2s+2q ‖bq‖
2
2 + f(t)
∑
−1≤q≤Q+2
λ2sq ‖bq‖
2
2.
To estimate K3, we use integration by parts first, and then split it as
|K3| ≤
∣∣∣∣∣∣
∑
p≥−1
λ2sq
∑
−1≤q≤p+2
∫
R3
∆q(up ⊗ b˜p)∇bq dx
∣∣∣∣∣∣
≤
∑
p>Q
λ2sq
∑
−1≤q≤p+2
∫
R3
∣∣∣∆q(up ⊗ b˜p)∇bq∣∣∣ dx
+
∑
−1≤p≤Q
λ2sq
∑
−1≤q≤p+2
∫
R3
∣∣∣∆q(up ⊗ b˜p)∇bq∣∣∣ dx
≡K31 +K32.
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Proceeding as in the case of I3, we obtain
|K31| .
∑
p>Q
‖up‖∞‖bp‖2
∑
−1≤q≤p+2
λ2s+1q ‖bq‖2
.crµ
∑
p>Q
λp‖bp‖2
∑
−1≤q≤p+2
λ2s+1q ‖bq‖2
.crµ
∑
p>Q
λs+1p ‖bp‖2
∑
−1≤q≤p+2
λs+1q ‖bq‖2λ
s
q−p
.crµ
∑
q≥−1
λ2s+2q ‖bq‖
2
2;
and
|K32| .
∑
−1≤p≤Q
‖up‖∞‖bp‖2
∑
−1≤q≤p+2
λ2s+1q ‖bq‖2
.f(t)
∑
−1≤p≤Q
λ−1p ‖bp‖2
∑
−1≤q≤p+2
λ2s+1q ‖bq‖2
.f(t)
∑
−1≤p≤Q
λsp‖bp‖2
∑
−1≤q≤p+2
λsq‖bq‖2λ
s+1
q−p
.f(t)
∑
−1≤q≤Q+2
λ2sq ‖bq‖
2
2.
Combining the above estimates, we get
(3.17) |K| . crµ
∑
q≥−1
λ2s+2q ‖bq‖
2
2 + f(t)
∑
q≥−1
λ2sq ‖bq‖
2
2.
Now we estimate L in a similar way. Utilizing Bony’s paraproduct decomposition
and the commutator notation, L can be decomposed as
L =−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(b≤p−2 · ∇up)bq dx
−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
∆q(bp · ∇u≤p−2)bq dx
−
∑
q≥−1
∑
p≥q−2
λ2sq
∫
R3
∆q(b˜p · ∇up)bq dx
=L1 + L2 + L3,
with
L1 =−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
[∆q, b≤p−2 · ∇]upbq dx
−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
b≤q−2 · ∇∆qupbq dx
−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
(b≤p−2 − b≤q−2) · ∇∆qupbq dx
=L11 + L12 + L13.
REGULARITY CRITERION FOR NSE AND MHD 15
As mentioned above, the term L12 cancels J12. Indeed, using integration by parts,
J12 + L12 =−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
b≤q−2 · ∇∆qbp(uq + bq) dx
−
∑
q≥−1
∑
|q−p|≤2
λ2sq
∫
R3
b≤q−2 · ∇∆qup(bq + uq) dx
=−
∑
q≥−1
λ2sq
∫
R3
b≤q−2 · ∇(up + bp)(uq + bq) dx
=0.
Notice that L11 can be estimated as J11, and L3 can be estimated as K3. Thus
|L11|+ |L3| . crµ
∑
q≥−1
λ2s+2q ‖bq‖
2
2 + f(t)
∑
−1≤q≤Q
λ2sq ‖bq‖
2
2.
After using integration by parts, the term L13 can be estimated similarly to J13.
Hence
|L13| . crµ
∑
q≥−1
λ2s+2q ‖bq‖
2
2 + f(t)
∑
−1≤q≤Q
λ2sq ‖bq‖
2
2.
To estimate L2, we split the summation first as
|L2| ≤
∑
−1≤p≤Q+2
∑
|p−q|≤2
λ2sq
∫
R3
|∆q(bp · ∇u≤p−2)bq| dx
+
∑
p>Q+2
∑
|p−q|≤2
λ2sq
∫
R3
|∆q(bp · ∇u≤Q)bq| dx
+
∑
p>Q+2
∑
|p−q|≤2
λ2sq
∫
R3
∣∣∆q(bp · ∇u(Q,p−2])bq∣∣ dx
≡L21 + L22 + L23.
Then using Hölder’s inequality and definition of f(t) we arrive at
L21 .
∑
−1≤p≤Q+2
‖∇u≤p−2‖∞‖bp‖2
∑
|p−q|≤2
λ2sq ‖bq‖2
.f(t)
∑
−1≤p≤Q+2
‖bp‖2
∑
|p−q|≤2
λ2sq ‖bq‖2
.f(t)
∑
q≥−1
λ2sq ‖bq‖
2
2,
and
L22 .
∑
p>Q+2
‖∇u≤Q‖∞‖bp‖2
∑
|p−q|≤2
λ2sq ‖bq‖2
.f(t)
∑
p>Q+2
‖bp‖2
∑
|p−q|≤2
λ2sq ‖bq‖2
.f(t)
∑
q>Q
λ2sq ‖bq‖
2
2.
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Using Hölder’s inequality, definition of Λr and Jensen’s inequality, we deduce
L23 .
∑
p>Q+2
‖∇u(Q,p−2]‖r‖bp‖ 2r
r−2
∑
|p−q|≤2
λ2sq ‖bq‖2
.
∑
p>Q+2
λ
3
r
p ‖bp‖2
∑
|p−q|≤2
λ2sq ‖bq‖2
∑
Q<p′≤p−2
λp′‖up′‖r
.crµ
∑
p>Q
λ
2s+ 3
r
p ‖bp‖
2
2
∑
Q<p′≤p−2
λ
2− 3
r
p′
.crµ
∑
p>Q
λ2s+2p ‖bp‖
2
2
∑
Q<p′≤p−2
λ
2− 3
r
p′−p
.crµ
∑
p>Q
λ2s+2p ‖bp‖
2
2,
since r ≥ 2. Thus we have established that
(3.18) |L| . crµ
∑
q≥−1
λ2s+2q ‖bq‖
2
2 + f(t)
∑
q≥−1
λ2sq ‖bq‖
2
2.
Combining (3.13), and (3.15)-(3.18) yields that for some small enough cr we have
(3.19)
d
dt
∑
q≥−1
λ2sq
(
‖uq‖
2
2 + ‖bq‖
2
2
)
. f(t)
∑
q≥−1
λ2sq
(
‖uq‖
2
2 + ‖bq‖
2
2
)
,
i.e., there exists an adimensional constant C = C(r, ν, µ, s), such that
d
dt
(
‖u‖2Hs + ‖b‖
2
Hs
)
≤ Cf(t)
(
‖u‖2Hs + ‖b‖
2
Hs
)
.
Notice that this holds as long as r, s satisfy 1/2 < s < 1 and 2 ≤ r < 3/s, and
hence for any r belonging to [2, 6). However, when b ≡ 0, we have J ≡ K ≡ L = 0,
and the range for r extends to [2,∞].
First note that by Grönwall’s inequality ‖u‖2Hs + ‖b‖
2
Hs is bounded on [T/2, T )
provided f ∈ L1(0, T ). Our next goal is to weaken the condition f ∈ L1. For this,
we estimate f as
f(t) ≤ f≤q∗ + f>q∗(t),
where
f≤q∗ =
∑
q≤q∗
λq‖uq‖∞, f>q∗(t) = 1q∗<Q(t)
∑
q∗<q≤Q(t)
λq‖uq‖∞.
Thanks to Bernstein’s and energy inequalities,
f≤q∗(t) ≤Mq∗ , t ∈ (0, T ),
where Mq∗ ∼ q
∗λ
5
2
q∗(‖u(0)‖2 + ‖b(0)‖2). By definition of Λr(t) we have (see 3.12)
crmin{ν, µ}νΛ
1− 3
r
r ≤ ‖uQ‖r . Λ
3
2
− 3
r
r ‖uQ‖2,
provided Λr > 1. Therefore
crmin{ν, µ}Λ
ǫ
r(t) . Λ
1
2
+ǫ
r ‖uQ‖2 . ‖u‖Hs ,
where ǫ = s− 12 . Let
Q¯(t) = sup
τ∈[T/2,t]
Q(τ).
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Then
(3.20) 2ǫQ¯(t) .
1
min{ν, µ}
sup
τ∈[T/2,t]
‖u(τ)‖Hs .
Now assume that
lim sup
q→∞
∫ T
T/2
1q≤Q(τ)λq‖uq‖∞ dτ ≤ c˜r :=
ǫ ln 2
2C
.
We first fix q∗ ∈ N, such that∫ T
T/2
1q≤Q(τ)λq‖uq‖∞ dτ ≤ 2c˜r, ∀q > q
∗.
Then for t ∈ (T/2, T ) we can estimate the integral of f>q∗ as follows.∫ t
T/2
f>q∗(τ) dτ =
∫ t
T/2
1q∗<Q(τ)
∑
q∗<q≤Q(τ)
λq‖uq‖∞ dτ
=
∑
q∗<q≤Q¯(t)
∫ t
T/2
1q≤Q(τ)λq‖uq‖∞ dτ
≤ Q¯(t) sup
q>q∗
∫ T
T/2
1q≤Q(τ)λq‖uq‖∞ dτ
≤
Q¯(t)ǫ ln 2
C
,
and
exp
(∫ t
T/2
Cf>q∗(τ) dτ
)
≤ 2ǫQ¯(t) . min{ν, µ}−1 sup
τ∈[T/2,t]
‖u(τ)‖Hs .
We also have
exp
(∫ t
T/2
Cf≤q∗(τ) dτ
)
≤ eTCMq∗ .
Hence, by Grönwall’s inequality,
‖u(t)‖2Hs + ‖b(t)‖
2
Hs ≤ exp
(∫ t
T/2
Cf(τ) dτ
)(
‖u(T/2)‖2Hs + ‖b(T/2)‖
2
Hs
)
≤ 2ǫQ¯/2eTCMq∗
(
‖u(T/2)‖2Hs + ‖b(T/2)‖
2
Hs
)
. eTCMq∗ min{ν, µ}−1 sup
τ∈[T/2,t]
‖u(τ)‖Hs
(
‖u(T/2)‖2Hs + ‖b(T/2)‖
2
Hs
)
.
Thus
‖u(t)‖2Hs + ‖b(t)‖
2
Hs . e
2TCMq∗ min{ν, µ}−1
(
‖u(T/2)‖2Hs + ‖b(T/2)‖
2
Hs
)2
,
for all t ∈ (T/2, T ), which implies that (u, b) is regular on (0, T ]. Finally, we would
like to point out that the result still holds if we decrease either cr or c˜r. Hence,
they can be chosen equal.
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3.2. Alternative versions of the criterion. In this subsection we show that
regularity conditions stated in Theorem 1.2 follow from (1.10).
Recall
Tq = sup{t ∈ (T/2, T ) : Q(τ) < q ∀τ ∈ (T/2, t)}.
Note that Tq is increasing. In addition, (3.20) and the fact that (u, b) is regular on
(0, T ) imply that
lim
q→∞
Tq = T.
Clearly,
lim sup
q→∞
∫ T
T/2
1q≤Q(τ)λq‖uq‖∞ dt ≤ lim sup
q→∞
∫ T
Tq
λq‖uq‖∞ dt
≤ lim
ǫ→0
lim sup
q→∞
∫ T
T−ǫ
λq‖uq‖∞ dt.
Also, supq≤Q(t) λq‖uq‖∞ ∈ L
1(0, T ) implies that
lim
ǫ→0
lim sup
q→∞
∫ T
T−ǫ
λq‖uq‖∞ dt = 0.
It is easy to see that (8) in Theorem 1.2 implies Λ ∈ L∞(0, T ) and hence
supq≤Q(t) λq‖uq‖∞ ∈ L
∞(0, T ) (see Theorem 3.1 in [12]). To establish (4)–(7)
we need the following.
Lemma 3.1. For all 1 ≤ l <∞ and 1 ≤ r ≤ ∞,
lim sup
q→∞
∫ T
T/2
1q≤Q(t)λq‖uq(t)‖∞ dt
≤ (crmin{ν, µ})
1−l lim sup
q→∞
∫ T
T/2
1q≤Q(t)
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt
≤ (crmin{ν, µ})
1−l lim sup
q→∞
∫ T
Tq
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt.
Proof. Using Bernstein’s and Hölder’s inequalities, we obtain
lim sup
q→∞
∫ T
T/2
1q≤Q(t)λq‖uq(t)‖∞ dt
≤ lim sup
q→∞
∫ T
T/2
1q≤Q(t)λ
1+ 3
r
q ‖uq(t)‖r dt
≤ lim sup
q→∞
∫ T
T/2
1q≤Q(t)Λ
2− 2
l
r (t)λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r dt
≤ lim sup
q→∞
(∫ T
T/2
1q≤Q(t)Λ
2
r(t) dt
) l−1
l
(∫ T
T/2
1q≤Q(t)
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt
) 1
l
.
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We now use (3.11) to conclude
lim sup
q→∞
∫ T
T/2
1q≤Q(t)λq‖uq(t)‖∞ dt
≤(crmin{ν, µ})
1−l lim sup
q→∞
(∫ T
T/2
1q≤Q(t)Λ
2+( 3
r
−1)l
r (t)‖uQ(t)‖
l
r dt
) l−1
l
×
(∫ T
T/2
1q≤Q(t)
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt
) 1
l
≤(crmin{ν, µ})
1−l lim sup
q→∞
∫ T
T/2
1q≤Q(t)
(
λ
−1+ 2
l
+ 3
r
q ‖uq(t)‖r
)l
dt.

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