We study a model of communication complexity that encompasses many well-studied problems, including classical and quantum communication complexity, the complexity of simulating distributions arising from bipartite measurements of shared quantum states, and XOR games. In this model, Alice gets an input x, Bob gets an input y, and their goal is to each produce an output a, b distributed according to some pre-specified joint distribution p(a, b|x, y). Our results apply to any non-signaling distribution, that is, those where Alice's marginal distribution does not depend on Bob's input, and vice versa.
Preliminaries
In this paper, we extend the framework of communication complexity to non-signaling distributions. This framework encompasses the standard models of communication complexity of Boolean functions but also total and partial nonBoolean functions and relations, as well as distributions arising from the measurements of bipartite quantum states. Most results we present also extend to the multipartite setting.
Non-signaling distributions
Non-signaling, a fundamental postulate of physics, states that any observation on part of a system cannot instantaneously affect a remote part of the system, or similarly, that no signal can travel instantaneously. We consider distributions p(a, b|x, y) where x ∈ X , y ∈ Y are the inputs of the players, and they are required to each produce an outcome a ∈ A, b ∈ B, distributed according to p(a, b|x, y). We restrict ourselves to the distributions where each player's outcome does not depend on the other player's input. Mathematically, non-signaling (also called causality) is defined as follows.
Definition 1 (Non-signaling distributions). A bipartite, conditional distribution p is non-signaling if
∀a, x, y, y ′ , b p(a, b|x, y) = b p(a, b|x, y ′ ),
∀b, x, x ′ , y, a p(a, b|x, y) = a p(a, b|x ′ , y).
For any non-signaling distribution, the marginal distribution on Alice's output p(a|x, y) = b p(a, b|x, y) does not depend on y, so we write p(a|x), and similarly p(b|y) for the marginal distribution on Bob's output. We denote by C the set of all non-signaling distributions.
In the case of binary outcomes, more specifically, A = B = {±1}, it is known that a non-signaling distribution is uniquely determined by the (expected) correlations, defined as C(x, y) = E(a · b|x, y), and the (expected) marginals, defined as M A (x) = E(a|x), M B (y) = E(b|y). , satisfying 1 + a · b C(x, y) + aM A (x) + bM B (y) ≥ 0 ∀(x, y) ∈ X × Y and a, b ∈ {±1}, there is a unique non-signaling distribution p such that ∀ x, y, E(a · b|x, y) = C(x, y) and E(a|x) = M A (x) and E(b|y) = M B (y), where a, b are distributed according to p.
Note that a more standard definition would be to replace the last condition on the measurement operators (commutativity) by the stronger condition that the operators E a (x) act non-trivially on a subspace H A only, and that the operators E b (y) act non-trivially on a subspace H B only, with H = H A ⊗ H B . If we restrict the Hilbert space H to be finite-dimensional, these two definitions are equivalent, but whether this also holds in full generality is still unknown. We use this less standard definition because this will allow us to use the results from [NPA08] (see this reference for a discussion about the different definitions).
We denote by Q the set of all quantum distributions. In the restricted case of binary outcomes with uniform marginals, we let Q 0 be the set of all quantum correlations.
The communication complexity of simulating traceless binary measurements on maximally entangled states has been settled by Regev and Toner using two bits of communication, since in this case the marginals are uniform [RT07] . Their technique also handles general binary measurements on any entangled state, but in this case they only simulate the correlations. The complexity of simulating the full joint distribution exactly when the marginals are non-uniform remains open.
Models of communication complexity
We consider the following model of communication complexity of non-signaling distributions p. Alice gets input x, Bob gets input y, and after exchanging bits or qubits, Alice has to output a and Bob b so that the joint distribution is p(a, b|x, y). R 0 (p) denotes the communication complexity of simulating p exactly, using private randomness and classical communication. Q 0 (p) denotes the communication complexity of simulating p exactly, using quantum communication. We use superscripts "pub" and "ent" in the case where the players share random bits or quantum entanglement. For R ǫ (p), we are only required to simulate some distribution p ′ such that δ(p, p ′ ) ≤ ǫ, where δ(p, p ′ ) = max{|p(E|x, y) − p ′ (E|x, y)| : x, y ∈ X × Y, E ⊆ A × B} is the total variation distance (or statistical distance) between two distributions.
For distributions with binary outcomes, we write R ǫ (C, M A , M B ) and Q ǫ (C, M A , M B ). In the case of Boolean functions, R ǫ (C) = R ǫ (C, 0, 0) corresponds to the usual notion of computing f with probability at least 1−ǫ, where C is the ±1 communication matrix of f . From the point of view of communication, distributions with uniform marginals are the easiest to simulate. Suppose we have a protocol that simulates correlations C with arbitrary marginals. By using just an additional shared random bit, both players can flip their outcome whenever the shared random bit is 1. Since each players' marginal outcome is now an even coin flip, this protocol simulates the distribution (C, 0, 0).
Proposition 2. For any Boolean non-signaling distribution
(C, M A , M B ), we have R pub ǫ (C, 0, 0) ≤ R pub ǫ (C, M A , M B ) and Q ent ǫ (C, 0, 0) ≤ Q ent ǫ (C, M A , M B ).
Characterization of the sets of local and non-signaling distributions
In the quantum information literature, the distributions that can be simulated with shared randomness and no communication (also called a local hidden variable model) are called local distributions.
Definition 4. Local deterministic distributions are of the form p(a, b|x, y) = δ a=λA(x) · δ b=λB (y) where λ A : X → A and λ B : Y → B, and δ is the Kronecker delta. A distribution is local if it can be written as a convex combination of local deterministic distributions.
We denote by Λ the set of local deterministic distributions {p λ } λ∈Λ and by L the set of local distributions. Let conv(A) denote the convex hull of A. In the case of binary outcomes, we have
We also denote by L 0 the set of local correlations over binary outcomes with uniform marginals. The quantum information literature reveals a great deal of insight into the structure of the classical, quantum, and non-signaling distributions. It is well known that L and C are polytopes. While the extremal points of L are simply the local deterministic distributions, the non-signaling polytope C has a more complex structure [JM05, BP05] . C 0 is the convex hull of the distributions obtained from Boolean functions.
We show that C is the affine hull of the local polytope (restricted to the positive orthant since all probabilities p(a, b|x, y) must be positive). We give a simple proof for the case of binary outcomes but this carries over to the general case. This was shown independently of us, on a few occasions in different communities [RF81, FR81, KRF87, Wil92, Bar07].
Theorem 5. C = aff + {L}, where aff + {L} is the restriction to the positive orthant of the affine hull of L, and dim C = dim L = |X | × |Y| + |X | + |Y|.
Proof. We show that aff(C) = aff(L). The theorem then follows by restricting to the positive orthant, and using the fact that C = aff
Since any local distribution satisfies the (linear) non-signaling constraints in Def. 4, this is also true for any affine combination of local distributions.
[aff(C) ⊆ aff(L)] For any (σ, π) ∈ X × Y, we define the distribution p σπ = (C σπ , u σπ , v σπ ) with correlations C σπ (x, y) = δ x=σ δ y=π and marginals u σπ (x) = 0, v σπ (y) = 0. Similarly, we define for any σ ∈ X the distribution p σ· = (C σ· , u σ· , v σ· ) with C σ· (x, y) = 0, u σ· (x) = δ x=σ , v σ· (y) = 0, and for any π ∈ Y the distribution p ·π = (C ·π , u ·π , v ·π ) with C ·π (x, y) = 0, u ·π (x) = 0, v ·π (y) = δ y=π . It is straightforward to check that these |X | × |Y| + |X | + |Y| distributions are local, and that they constitute a basis for the vector space embedding aff(C), which consists of vectors of the form (C, u, v).
This implies that while local distributions are convex combinations of local deterministic distributions p λ ∈ Λ, non-signaling distributions are affine combinations of these distributions.
Corollary 6 (Affine model). A distribution p∈C if and only if ∃q
Note that since p is a distribution, this implies λ∈Λ q λ = 1. Since weights in an affine combination may be negative, but still sum up to one, this may be interpreted as a quasi-mixture of local distributions, some distributions being used with possibly "negative probability". Surprisingly this is not a new notion; see for example Groenewold [Gro85] who gave an affine model for quantum distributions; or a discussion of "negative probability" by Feynman [Fey86] .
Characterization of the set of quantum distributions
As for the set of quantum distributions Q, it is known to be convex, but not a polytope. Although no simple characterization of Q is known, Navascues, Pironio and Acin have given a characterization for a hierarchy of sets {Q n : n ∈ N 0 }, such that Q n ⊆ Q n−1 and Q n → Q for n → ∞ [NPA08] . We briefly introduce this hierarchy because it will be useful in Section 4, but we refer the reader to [NPA08] for full details.
Let S n be the set of all monomials of degree up to n in measurement operators E a (x) and E b (y) (for example, Comparing with Definition 3 for Q, we immediately get that Q ⊆ Q n by setting Γ S,T = ψ|S † T |ψ . The proof that Q n converges to Q is much more involved and is given in [NPA08] . In the special case of binary outcomes with uniform marginals, the hierarchy collapses at the first level, that is, Q 1 0 = Q 0 . This was known before the hierarchy was introduced, as a consequence of the following theorem of Tsirelson. 
2. If a(x), b(y) are unit vectors in S n , then there exists a probability distribution (C, 0, 0) ∈ Q obtained by performing binary measurements on a maximally entangled state |ψ ∈ H
Clearly, L ⊆ Q ⊆ C. The existence of Grothendieck's constant (see e.g. [AN06] ) implies the following statement.
Lower bounds for non-signaling distributions
We extend Linial and Shraibman's factorization norm (γ 2 ) and nuclear norm (ν) lower bound methods [LS09] to the simulation of any non-signaling distributions. The proof we give is simple, especially in the setting studied by Linial and Shraibman, for Boolean functions, which corresponds in our setting to binary outputs and uniform marginal distributions. The main intuition is that c bits of communication can increase correlations by at most a factor of 2 c .
Communication vs scaled-down distribution
We first show that if a distribution p may be simulated with t bits of communication (orubits of quantum communication), then a scaled-down version of this distribution is local (or quantum). From this local (or quantum) distribution, we derive an affine model for p (Theorem 13) which gives the lower bound on communication.
Lemma 10. Let p be a non-signaling distribution over A × B with input set X × Y. 
Assume that
Proof. We assume that the length of the transcript is exactly t bits for each execution of the protocol, adding dummy bits if necessary. We now fix some notations. In the original protocol, the players pick a random string λ and exchange some communication whose transcript is denoted T (x, y, λ). Alice then outputs some value a according to a probability distribution p P (a|x, λ, T ). Similarly, Bob outputs some value b according to a probability distribution p P (b|y, λ, T ). From Alice's point of view, on input x and shared randomness λ, only a subset of the set of all t-bit transcripts can be produced: the transcripts S ∈ {0, 1} t for which there exists a y such that S = T (x, y, λ). We will call these transcripts the set of valid transcripts for (x, λ). The set of valid transcripts for Bob is defined similarly. We denote these sets respectively U x,λ and V y,λ .
We now define a local protocol for the distribution p l (a, b|x, y):
• As in the original protocol, Alice and Bob initially share some random string λ.
• Using additional shared randomness, Alice and Bob choose a transcript T uniformly at random in {0, 1} t .
• If T is a valid transcript for (x, λ), she outputs a according to the distribution p P (a|x, λ, T ). If it is not, Alice outputs a according to a distribution p A (a|x) which we will define later.
• Bob does the same. We will also define the distribution p B (b|y) later.
Let µ be the distribution over the randomness and the t-bit strings in the local protocol. By definition, the distribution produced by this protocol is
We now analyze each term separately. For fixed inputs x, y and shared randomness λ, there is only one transcript which is valid for both Alice and Bob, and when they use this transcript for each λ, they output according to the distribution p. Therefore, we have
Let A x be the event that Alice's transcript is valid for x (over random λ, T ), andĀ x its negation (similarly B y and B y for Bob). We denote
where, by definition, we have µ(A x ∩B y ) = λ µ(λ) T ∈U x,λ ∩V y,λ µ(T ). We will show that this distribution is independent of y and that the corresponding distribution p P (b|y,Ā x ∩ B y ) for Bob is independent of x. Using these distributions, we may write p l (a, b|x, y) as
Summing over b, and using the fact that p l and p are non-signaling, we have
From the expression for p l (a|x), we can conclude that p P (a|x, A x ∩B y ) is independent of y and can be evaluated by Alice (and similarly for the analogue distribution for Bob). We now set
Therefore, the final distribution obtained from the local protocol may be written as
For quantum protocols, we first simulate quantum communication using shared entanglement and teleportation, which uses 2 bits of classical communication for each qubit. Starting with this protocol using 2q bits of classical communication, we may use the same idea as in the classical case, that is choosing a random 2q-bit string interpreted as the transcript, and replacing the players' respective outputs by independent random outputs chosen according to p A and p B if the random transcript does not match the bits they would have sent in the original protocol.
In the case of binary outputs with uniform marginals, that is, p = (C, 0, 0), we may improve the exponent of the scaling-down coefficient 2 2q by a factor of 2 using a more involved analysis and a variation of a result by [Kre95, Yao93, LS09] (the proof is given in Appendix A for completeness). 
The fact that C/2 q ∈ Q 0 then follows from Theorem 7 part 2.
Communication vs affine models
By Theorem 5, we know that any non-signaling distribution can be written as an affine combination of local distributions, which we call affine model. In this section we show that using Lemma 10, an explicit affine model can be derived from a (classical or quantum) communication protocol for p, which gives us a lower bound technique for communication complexity in terms of how "good" the affine model is. Let us define the following quantities, which as we will see may be considered as extensions of the ν and γ 2 quantities of [LS09] (defined below) to distributions.
Definition 6.
•
The quantitiesν(p) andγ 2 (p) show how well p may be represented as an affine combination of local or quantum distributions, a good affine combination being one where the sum of absolute values of coefficients q i is as low as possible. For a local distribution, we may take positive coefficients q i , and therefore obtain the minimum possible valueν(p) = 1 (note that i q i p i = p implies in particular i q i = 1), and similarly for quantum distributions, so that Lemma 12. p ∈ L ⇐⇒ν(p) = 1, and p ∈ Q ⇐⇒γ 2 (p) = 1.
In other words, the set of local distributions L form the unit sphere ofν, and similarly the set of quantum distributions Q form the unit sphere ofγ 2 . In the binary case, observe that by Proposition 2, we haveγ 2 (C) ≤γ 2 (C, u, v) andν(C) ≤ν(C, u, v). By Proposition 9,γ 2 (C) ≤ν(C) ≤ K Gγ2 (C). Similar properties hold for the approximate versionsν ǫ (C) andγ ǫ 2 (C). We have shown (Lemma 10) that distributions scaled down exponentially in the communication are local; from these local protocols we can build up an affine model for the original distribution, in order to establish the lower bound. 
If
Proof. We give a proof for the classical case, the quantum case follows by using teleportation. Let c be the number of bits exchanged. From Lemma 10, we know that there exists marginal distributions p A (a|x) and p B (b|y) such that
This gives an affine model for p(a, b|x, y), as the following combination of two local distributions:
Thenν(p) ≤ 2 t+1 − 1. In the case of binary outputs with uniform marginals, p l = (C/2 t , 0, 0), and Lemma 10 implies that C/2 t ∈ L 0 . By following the local protocol for C/2 t and letting Alice flip her output, we also get a local protocol for −C/2 t , so −C/2 t ∈ L 0 as well. Notice that we may build an affine model for C as a combination of C/2 t and −C/2 t :
This implies the following lower bounds on classical and quantum communication complexity:
Corollary 14. For any non-signaling distribution p and correlation matrix C,
Factorization norm and related measures
In the special case of distributions over binary variables with uniform marginals, the quantitiesν andγ 2 become equivalent to the original quantities defined in [LMSS07, LS09] (at least for the interesting case of non-local correlations, that is correlations with non-zero communication complexity). When the marginals are uniform we omit them and writeν(C) andγ 2 (C). The following are reformulations as Minkowski functionals of the definitions appearing in [LMSS07, LS09] .
Definition 7.
• ν(C) = min{Λ > 0 :
Lemma 15. For any correlation matrix
Proof. The first item follows by definition of ν and γ 2 . For the next items, we give the proof for ν, and the proof for γ 2 is similar. The key to the proof is that if C ∈ L 0 , then −C ∈ L 0 (it suffices for one of the players to flip his output).
[
. By definition ofν(C), there exists C i and q i such that C = i q i C i and
In the special case of sign matrices (corresponding to Boolean functions, as shown above), we also have the following correspondence betweenν ǫ ,γ 
for all x, y ∈ X ×Y. Since C is a sign matrix, and C ′ is a correlation matrix, sgn(C ′ (x, y)) = C(x, y) and
1−2ǫ , where we used the fact that ν(
Since C is a sign matrix, this implies sgn(C ′ (x, y)) = C(x, y) and
, where we have used the fact thatν(
Just as the special case ν(C),ν(p) may be expressed as a linear program. However, while γ 2 (C) could be expressed as a semidefinite program, this may not be true in general forγ 2 (p). Nevertheless, using the hierarchy {Q n : n ∈ N 0 } introduced in [NPA08] , it admits SDP relaxations {γ n 2 (p) : n ∈ N 0 }.
The fact that Q n ⊆ Q n−1 impliesγ n 2 (p) ≥γ Because of Proposition 9, we know that ν(C) ≤ K G γ 2 (C) for correlations. Note also that although γ 2 and ν are matrix norms, this fails to be the case forγ 2 andν, even in the case of correlations. Nevertheless, it is still possible to formulate dual quantities, which turn out to have sufficient structure, as we show in the next section. This is particularly relevant to physics, since it formalizes in very precise terms the intuition that distributions with large Bell inequality violations should require more communication to simulate.
Recall that for any norm || · || on a vector space V , the dual norm is ||B|| * = max v∈V :||v||≤1 B(v), where B is a linear functional on V .
Bell and Tsirelson inequalities
Bell inequalities were first introduced by Bell [Bel64] , as bounds on the correlations that could be achieved by any local physical theory. He showed that quantum correlations could violate these inequalities and therefore exhibited non-locality. Tsirelson later proved that quantum correlations should also respect some bound (known as the Tsirelson bound), giving a first example of a "Tsirelson-like" inequality for quantum distributions [Tsi80] .
Since the set of non-signaling distributions C lies in an affine space aff(C), we may consider the isomorphic dual space of linear functionals over this space. The dual quantityν * (technically not a dual norm sinceν itself is not a norm in the general case) is the maximum value of a linear functional in the dual space on local distributions, andγ Theorem 17. For any distribution p ∈ C,
where the maximization is over linear functionals B : aff(C) → R.
Proof.
1. This follows by LP duality from the definition ofν.
2. We use the SDP relaxationγ n 2 (p), which may be expressed as
and define
We now show that β n (p) =γ n 2 (p), which proves our statement by taking the limit n → ∞.
[β n (p) ≥γ 
The dual SDP then reads
It may be shown that the dual is strictly feasible, so that strong duality holds and δ n (p) =γ n 2 (p) (see [VB96] ). Together with the definition of Q n , this shows that a feasible solution for δ n (p) implies a feasible solution for β n (p), so that β n (p) ≥ δ n (p).
XOR games
In this section, we consider distributions over binary variables with uniform marginals, p = (C, 0, 0), and furthermore restrict to the case of sign matrices C ∈ {±1} X ×Y . As we have seen before, this corresponds to the standard framework of communication complexity of Boolean functions, and we haveν(C, 0, 0) = ν(C). We show a close relation between ν(C), XOR games and Bell inequalities.
In an XOR game, Alice is given some input x and Bob is given an input y, and they should output a = ±1 and b = ±1. They win if a · b equals some ±1 function G(x, y). Since they are not allowed to communicate, their strategy may be represented as a local correlation matrix S ∈ L 0 . We consider the distributional version of this game, where µ is a distribution on the inputs. The winning bias given some strategy S with respect to µ is ǫ µ (G S) = x,y µ(x, y)G(x, y)S(x, y), and ǫ 
Lemma 18. There is a bijection between XOR games (G, µ) and normalized correlation Bell inequalities.
Proof. An XOR game (G, µ) determines a linear functional G•µ (C) = ǫ µ (G C) on the set of correlation matrices, where • is the Hadamard (entrywise) product. By Definition 9, ν * (G•µ) = ǫ pub µ (G), and ǫ µ (G C) ≤ ǫ pub µ (G) is a Bell inequality satisfied by any local correlation matrix C. Similarly, when the players are allowed to use entanglement, we get a Tsirelson inequality on quantum correlations, ǫ µ (G C) ≤ ǫ ent µ (G) (the quantum bias is also equivalent to a dual norm ǫ ent µ (G) = γ * 2 (G•µ)). Conversely, consider a general linear functional B(C) = x,y B xy C(x, y) on aff(C 0 ), defining a correlation Bell inequality B(C) ≤ ν * (B) ∀ C ∈ L 0 . Dividing this Bell inequality by N = x,y |B xy |, we see that it determines an XOR game specified by a sign matrix G(x, y) = sgn(B xy ) and an input distribution µ xy = |Bxy| N , and having a game bias ǫ
N .
By Theorem 17 and the previous bijection (see also Lee et al. [LSv08] ):
where the maximum is over XOR games (G, µ).
ν(C) ≥
The second part follows by letting G = C. Even though playing correlations C for a game G = C allows us to win with probability one, there are cases where some other game G = C yields a larger ratio. In these cases, we have ν(C) > We can characterize when the inequality is tight. Let ǫ pub = (C) = max S∈L0 {β : ∀x, y, C(x, y)S(x, y)=β}, that is, we only consider strategies that wins the game with equal bias with respect to all distributions. For the sake of comparison, the game bias may also be expressed as [von28] : .
We can also relate the game value to ν α (C), as it was shown in [LSv08] that for α → ∞, ν ∞ (C) is exactly the inverse of the game bias 1 ǫ pub (C) . We show that this holds as soon as α = 
Proof. By von Neumann's minmax principle [von28] ,
where we used the fact that C is a sign matrix. This implies thatν
. By Lemma 16, this in turn implies that ν α (C) =ν
. By continuity, taking the limit
, and the lemma follows by the monotonicity of ν α (C) as a function of α.
Comparingγ 2 andν
It is known that because of Grothendieck's inequality, γ 2 and ν differ by at most a constant. Although neither of these hold beyond the Boolean setting with uniform marginals, we show in this section that this surprisingly also extends to non-signaling distributions.
Theorem 22. For any distribution p ∈ C, with inputs in X × Y and outcomes in A × B with
The negative consequence of this is that one cannot hope to prove separations between classical and quantum communication using this method, except in the case where the number of outcomes is large. For binary outcomes at least, this says that arguments based on analysing the distance to the quantum set only, without taking into account the particular structure of the distribution, will not suffice to prove large separations; and other techniques, such as information theoretic arguments, may be necessary.
For example, Brassard et al. [BCT99] give a (promise) distribution based on the Deutsch-Jozsa problem, which can be obtained exactly with entanglement and no communication, but which requires linear communication to simulate exactly. The lower bound is proven using a corruption bound [BCW98] , which is closely related to the information theoretic subdistribution bound [JKN08] . For this problem, X = Y = {0, 1} n and A = B = [n], therefore our method can only prove a lower bound logarithmic in n. This is the first example of a problem for which the corruption bound gives an exponentially better lower bound than the Linial and Shraibman family of methods.
On the positive side, this is very interesting for quantum information, since (by Theorem 17), it tells us that the set of quantum distributions cannot be much larger than the local polytope, for any number of inputs and outcomes. For binary correlations, this follows from the theorems of Tsirelson (Theorem 7) and Grothendieck (Proposition 9), but no extensions are known for these results in the more general setting.
The proof will use two rather straightforward lemmas.
Proof. By definition, for each p i , there exists p
Lemma 24. Let p, p ′ ∈ C be non-signaling distributions with inputs in X × Y for both distributions, outcomes in A × B for p, and outcomes in
We may not immediately derive an affine model for p since it could be the case that p ′+ (a, b|x, y) or p ′− (a, b|x, y) is non zero for some (a, b) ∈ E. However, we have q + p ′+ (a, b|x, y) − q − p ′− (a, b|x, y) = p ′ (a, b|x, y) = 0 for any (a, b) ∈ E, so we may define an affine model
and similarly for p − . These are local since it suffices for Alice and Bob to use the local protocol for p ′+ or p ′− and for Alice to replace any output a / ∈ A by a uniformly random output a ′ ∈ A (similarly for Bob). Therefore, we also haveν(p ′ ) ≥ν(p).
Before proving Theorem 22, we first consider the special case of quantum distributions, such thatγ 2 (p) = 1. As we shall see in Section 6, this special case implies the constant upper bound of Shi and Zhu on approximating any quantum distribution [SZ08] , which they prove using diamond norms. This also immediately gives an upper bound on maximum Bell inequality violations for quantum distributions, by Theorem 17, which may be of independent interest in quantum information theory.
Proposition 25. For any quantum distribution p ∈ Q, with inputs in X × Y and outcomes in A × B with
A = |A|, B = |B|, 1.ν(p) ≤ 2K G + 1 when A = B = 2, 2.ν(p) ≤ 2AB(K G + 1) − 1 for any A, B.
Proof.
1. Since A = B = 2, we may write the distribution as correlations and marginals, p = (C, M A , M B ). Since (C, M A , M B ) ∈ Q, we also have (C, 0, 0) ∈ Q, and by Tsirelson's theorem, 
This implies thatν(
2. For the general case, we will reduce to the binary case. Let us introduce an additional output ∅, and set A ′ = A ∪ {∅} and B ′ = B ∪ {∅}. We first extend the distribution p to a distribution p ′ on A ′ × B ′ by setting p ′ (a, b|x, y) = p(a, b|x, y) for any (a, b) ∈ A × B, and p ′ (a, b|x, y) = 0 otherwise. By Lemma 24, we havẽ ν(p) =ν(p ′ ).
For each (α, β) ∈ A × B, we also define a probability distribution p αβ on A ′ × B ′ :
Notice that p αβ ∈ Q, since a protocol for p αβ can be obtained from a protocol for p: Alice outputs ∅ whenever her outcome is not α, similarly for Bob. Let A α = {α, ∅} and B β = {β, ∅}. Since p αβ (a, b|x, y) = 0 when
By Lemma 24, these are such thatν(p ′ αβ ) =ν(p αβ ), and since these are binary distributions,
We let p A (a, ∅|x, y) = p(a|x), p B (∅, b|x, y) = p(b|y), and 0 everywhere else; and p ∅ (a, b|x, y) = 1 if (a, b) = (∅, ∅), and 0 otherwise. These are product distributions, so p A , p B , p ∅ ∈ L andν = 1 for all three distributions.
We may now build the following affine model for p
The proof of Theorem 22 immediately follows.
Proof of Theorem 22. By definition ofγ
, and Proposition 25 immediately concludes the proof.
Upper bounds for non-signaling distributions
We have seen that if a distribution can be simulated using t bits of communication, then it may be represented by an affine model with coefficients exponential in t (Theorem 13). In this section, we consider the converse: how much communication is sufficient to simulate a distribution, given an affine model? This approach allows us to show that any (shared randomness or entanglement-assisted) communication protocol can be simulated with simultaneous messages, with an exponential cost to the simulation, which was previously known only in the case of Boolean functions [Yao03, SZ08, GKd06] . Our results imply for example that for any quantum distribution p ∈ Q, Q ε (p) = O(log(n)), where n is the input size. This in effect replaces arbitrary entanglement in the state being measured, with logarithmic quantum communication (using no additional resources such as shared randomness). We use the superscript to indicate the simultaneous messages model, where Alice and Bob each send a message to the referee, who without knowing the inputs, outputs the value of the function, or more generally, outputs a, b with the correct probability distribution conditioned on the inputs x, y.
Theorem 26. For any distribution p ∈ C with inputs in X × Y with |X × Y| ≤ 2 n , and outcomes in A × B with A = |A|, B = |B|, and any ǫ, δ < 1/2,
The proof relies on Hoeffding's inequality [McD91] .
Proposition 27 (Hoeffding's inequality). Let X be a random variable with values in [a, b] . Let X t be the t-th of T independent trials of X, and S = We will also use the following lemma.
Lemma 28. Let p be a probability distribution on V with V = |V|, and e :
Then, given samples {Q v : v ∈ V}, and without knowing p, we may simulate a probability distribution
Proof. In order to use the variables Q v as estimations for p(v), we must first make them positive, and then renormalize them so that they sum up to 1. Let R v = max{0, Q v }. Then we may easily verify that
For any subset E ⊆ V of size E = |E|, we also define the estimates R E = v∈E R v for p(E). By summing,
In order to renormalize the estimated probabilities, let
On the other hand, if R V ≤ 1, we keep S v = R v and introduce a dummy output ∅ / ∈ V with estimated probability S ∅ = 1 − R V (we extend the original distribution to V ∪ {∅}, setting p(∅) = 0). By outputting v with probability S v , we then simulate some distribution p ′ (v) = E(S v ), and it suffices to show that |E(S E ) − p(E)| ≤ 2V [β + e(β)] for any E ⊆ V ∪ {∅}.
We first upper bound E(S E ) for E ∈ V. Since S E ≤ R E , we obtain from the bounds on R E that Pr[S E ≥ p(E) + Eβ] ≤ Ee(β). Therefore, we have S E < p(E) + Eβ with probability at least 1 − Ee(β), and S E ≤ 1 with probability at most Ee(β). This implies that E(S E ) ≤ p(E) + E [β + e(β)].
To lower bound E(S E ), we note that with probability at least 1 − Ee(β), we have R E > p(E) − Eβ, and with probability at least 1 − V e(β), we have R V < 1 + V β. Therefore, with probability at least 1 − (E + V )e(β), both these events happen at the same time, so that
Proof of Theorem 26.
− be protocols for p + and p − , respectively. These protocols use shared randomness but no communication. To simulate p, Alice and Bob make T independent runs of P + , where we label the outcome of the t-th run (a
be the outcome of the t-th run of P − . They send the list of outcomes to the referee. The idea is for the referee to estimate p(a, b|x, y) based on the 2T samples, and output according to the estimated distribution. Let P similarly. Furthermore, let P t,a,b = q + P + t,a,b − q − P − t,a,b . Then E(P t,a,b ) = p(a, b|x, y) and P t,a,b ∈ [−q − , q + ]. Let P a,b = 1 T T t=1 P t,a,b be the referee's estimate for p(a, b|x, y). By Hoeffding's inequality,
Lemma 28 with V = A × B, Q a,b = P a,b and e(β) = e − 2T β 2 Λ 2 then implies that the referee may simulate a 
Note that the same proof gives an upper bound on R ,ent ǫ+δ in terms ofγ 2 . 2. If shared randomness is not available but quantum messages are, then we can use quantum fingerprinting [BCWd01, Yao03] to send the results of the repeated protocol to the referee. Let (a + (r), b + (r)) be the outcomes of P + using r as shared randomness. We use the random variable A We can easily adapt the proof of Newman's Theorem [New91] , to show that there exists a set of L random strings
α 2 , where n is the input length, and P + E is the random variable where randomness is taken from R. In other words, by taking the randomness from R, we may simulate a probability distributionp + such that δ(p + , p + ) ≤ α. For each a, b ∈ A × B, Alice and Bob send T copies of the states |φ
|i to the referee. The inner product is
where the expectation is taken over the random choices r 1 , . . . r L . The referee then uses inner product estimation [BCWd01] : for each copy, he performs a measurement on |φ 
Lemma 28 with e(β) = 2e
2Λ 4 then implies that the referee may simulate a probability distribution p s such that δ(p s ,p) ≤ 2AB(β + 2e
α large enough so that Λα + 2AB β + 2e In the case of Boolean functions, corresponding to correlations C f (x, y) ∈ {±1} (see Def. 2), the referee's job is made easier by the fact that he only needs to determine the sign of the correlation with probability 1 − δ. This allows us to get some improvements in the upper bounds. Similar improvements can be obtained for other types of promises on the distribution.
Theorem 29. Let f : {0, 1}
n × {0, 1} n → {0, 1}, with associated sign matrix C f , and ǫ, δ < 1/2.
From Lemmas 16 and 21, these bounds may also be expressed in terms of γ In particular, Item 3 gives in the special case q = 0, that is, p ∈ Q, a much simpler proof of the constant upper bound on approximating quantum distributions, which Shi and Zhu prove using sophisticated techniques based on diamond norms [SZ08] . Moreover, Item 3 is much more general as it also allows to simulate protocols requiring quantum communication in addition to entanglement. As for Item 4, it also has new interesting consequences. For example, it implies that quantum distributions (q = 0) can be approximated with logarithmic quantum communication in the simultaneous messages model, using no additional resources such as shared randomness, and regardless of the amount of entanglement in the bipartite state measured by the two parties.
Conclusion and open problems
By studying communication complexity in the framework provided by the study of quantum non-locality (and beyond), we have given very natural and intuitive interpretations of the otherwise very abstract lower bounds of Linial and Shraibman. Conversely, bridging this gap has allowed us to port these very strong and mathematically elegant lower bound methods to the much more general problem of simulating non-signaling distributions.
Since many communication problems may be reduced to the task of simulating a non-signaling distribution, we hope to see applications of this lower bound method to concrete problems for which standard techniques do not apply, in particular for cases that are not Boolean functions, such as non-Boolean functions, partial functions or relations. Let us also note that our method can be generalized to multipartite non-signaling distributions, and will hopefully lead to applications in the number-on-the-forehead model, for which quantum lower bounds seem hard to prove.
In the case of binary distributions with uniform marginals (which includes in particular Boolean functions), Tsirelson's theorem (Theorem 7) and the existence of Grothendieck's constant (Proposition 9) imply that there is at most a constant gap between ν and γ 2 . For this reason, it was known that Linial and Shraibman's factorization norm lower bound technique give lower bounds of the same of order for classical and quantum communication (note that this is also true for the related discrepancy method). Despite the fact that Tsirelson's theorem and Grothendieck's inequality are not known to extend beyond the case of Boolean outcomes with uniform marginals, we have shown that in the general case of distributions, there is also a constant gap betweenν andγ 2 . While this may be seen as a negative result, this also reveals interesting information about the structure of the sets of local and quantum distributions. In particular, this could have interesting consequences for the study of non-local games.
where, for all T ∈ {0, 1} 
