In this paper, we consider that observations Y come from a general normal linear model and that it is desired to test a simplifying (null) hypothesis about the parameters. We approach this problem from an objective Bayesian, model selection perspective. Crucial ingredients for this approach are 'proper objective priors' to be used for deriving the Bayes factors. Jeffreys-Zellner-Siow priors have shown to have good properties for testing null hypotheses defined by specific values of the parameters in full rank linear models. We extend these priors to deal with general hypotheses in general linear models, not necessarily full rank. The resulting priors, which we call 'conventional priors', are expressed as a generalization of recently introduced 'partially informative distributions'. The corresponding Bayes factors are fully automatic, easy to compute and very reasonable. The methodology is illustrated for two popular problems: the change point problem and the equality of treatments effects problem. We compare the conventional priors derived for these problems with other objective Bayesian proposals like the intrinsic priors. It is concluded that both priors behave similarly although interesting subtle differences arise. Finally, we accommodate the conventional priors to deal with non nested model selection as well as multiple model comparison.
INTRODUCTION
In this paper we address the testing of general hypotheses in a general normal linear model as a Bayesian model selection problem. The Bayesian solution (the posterior probabilities of the hypotheses) is expressed in terms of the Bayes factors. In general, let Y = (Y 1 , Y 2 , . . . , Y n ) be a random vector for which two competing models M 1 : Y ∼ f 1 (y | θ 1 ) and M 2 : Y ∼ f 2 (y | θ 2 ) are proposed. For the observed y, the Bayes factor for M 1 (and against M 2 ) can be simply expressed as the ratio between the marginal distributions for Y evaluated at the observed y, that is:
where
and π i (θ i ) is the prior distribution for θ i under model M i , i = 1, 2 . It is well known that the posterior odds (of M 1 to M 2 ) is given by the prior odds times the Bayes factor B 12 . For the purposes of this paper, we will concentrate only on the derivation of B 12 ; we will not discuss assessment of prior probabilities for each model and consider them as given. Of course, if both models have equal prior probabilities (a common assessment in objective Bayesian testing), then B 12 coincides with the posterior odds. A comprehensive survey on the interpretation and applicability of the Bayes factors can be found in Kass and Raftery (1995) .
Often, it is desired to employ Bayesian methods that use only the information in y and the models (that is, no external subjective information is incorporated). We refer to them as Objective Bayesian methods, but they have also received other names in the literature: default, automatic, non informative, minimum informative, reference, etc. Objective Bayes methods are usually evaluated based on their behavior with respect to several criteria, both Bayesian and frequentist. A sensible and intuitive criteria consists in investigating whether an objective Bayes technique corresponds to a genuine Bayes technique with respect to a sensible 'objective' prior (Berger and Pericchi 2001) . Several methods for objective model selection exist which directly derive objective Bayes factors; in this case, the previous criteria should be separately investigated. Another possibility is to propose sensible objective priors, derive the Bayesian answers and judge whether the proposed priors are 'good'.
In problems with no model uncertainty (estimation or prediction problems for a given model, to be called simply 'estimation problems' for short), much is known about good default priors; for instance, the "reference priors" of Berger and Bernardo (1992) have shown to have very good properties in a wide variety of problems. However, the question of which objective (default) prior to use in the presence of model uncertainty (model choice, hypothesis testing, model averaging) is still largely an open question; only partial answers are known. In general, familiar 'objective' priors appropriate for estimation problems are seriously inadequate for model selection problems. In particular, improper priors (reference priors and others) cannot be used in general since they produce arbitrary Bayes factors (see, for example, O'Hagan 1994). Notable exceptions to this general rule are investigated in Berger, Pericchi and Varshavsky (1998); see also Liang, Paulo, Molina, Clyde and Berger (2005) .
There are several proposals for objective priors in Bayesian model selection, including the intrinsic priors (Berger and Pericchi 1996; Moreno, Bertolino and Racugno 1998); the expected posterior priors (Pérez 1998; Pérez and Berger 2002) ; the unit information priors (Kass and Wasserman 1995) ; in the context of generalized linear models, the reference set of proper priors (Raftery 1996) ; for covariate selection in regression models, the Jeffreys-Zellner-Siow (JZS) priors (Jeffreys 1961; Zellner and Siow 1980; Zellner and Siow 1984) ; also in this context, gpriors (Zellner 1986 ) are very often used, although they were originally derived for estimation problems.
The JZS prior distributions have a number of desirable properties making them reasonable priors to use in Bayesian variable selection (see Berger and Pericchi 2001) . In fact, they are often used as a bench-mark for comparison with other objective Bayes proposals (expected posterior priors, intrinsic priors, etc). In particular, and under certain conditions, JZS priors are consistent (in the sense of asymptotically choosing the true model) whereas other default Bayesian methods are inconsistent (see Berger, Ghosh and Mukhopadhyay 2003 for details). Jeffreys (1961) first derived these priors to test H 1 : µ = 0 versus H 2 : µ = 0, where µ is the mean of a normal distribution with unknown variance σ 2 . Jeffreys extensively argued that a number of requirements should be met by any 'sensible' objective prior for testing in this scenario. Specifically, he proposed to use the "simplest function" which: i) is centered at zero (i.e. centered at H 1 ); ii) has scale σ; iii) is symmetric around zero and iv) has no moments. Zellner and Siow (1980, 1984) extended the idea to deal with covariate selection in full rank linear models. In this paper, we also work in the general linear model framework but do not require the design matrix to be of full rank. We also extend JZS priors to problems in which the simpler hypotheses (models) are given by general linear restrictions. Hence, in particular we provide a Bayesian alternative to the F classical tests (see Ravishanker and Dey 2002) .
Following the terminology in Berger and Pericchi (2001), we use the term "conventional prior" distributions (CPD) to refer to priors that have been derived under the philosophy in JZS proposals. Bayes factors resulting from conventional priors will be called "conventional Bayes factor". We will show that, in the context of general linear models, the conventional Bayes factors are fully automatic, very easy to compute and, more important, very reasonable.
The main criticism of CPD's is that, since they are not derived from any general methodology, they are not applicable to scenarios other than the normal one. However, García-Donato (2003) shows that the CPD's can be seen to be a special case of a general set of prior distributions based on Jeffreys-Kullback-Leibler divergence between the competing models. These prior distributions, applied to model selection in non normal (and even irregular) problems have produced very promising results. This paper is organized as follows: in Section 2, the original arguments of JZS are reviewed. In Section 3, the idea is extended to derive conventional Bayes factors for general lineal models (whether or not of full rank) and with the simpler model defined by any linear combination of the parameters. In Section 4 explicit expressions for the CPD's will be given. Interestingly, the conventional prior distributions can be expressed in terms of a generalization of the the partially informative distributions recently introduced for spatial and nonparametric settings (Sun, Tsutakawa and Speckman 1999; Speckman and Sun 2003 ; see also Ibrahim and Laud 1994) . In Section 5 we apply the results to two interesting problems: the change point problem and the equality of effects problem. Formal extensions to the more general problem of multiple and non nested model selection are provided in Section 6. Finally, conclusions are given in Section 7.
JEFFREYS-ZELLNER-SIOW (JZS) PROPOSALS
Let X 1 , an n × k 1 matrix (denoted X 1 : n × k 1 ) and X e : n × k e be such that X 2 = (X 1 , X e ) has full column rank (i.e. rank(X 2 ) = r(X 2 ) = k 1 + k e ). In a variable selection problem, we consider the two competing models (N n denotes a n-variate normal density):
where the parameter vectors β 1 , β e have dimensions k 1 and k e respectively. These models are often called 'regression' or 'full' rank models. This problem is often alternatively expressed as that of testing the hypotheses H 1 : β e = 0 versus H 2 : β e = 0. Note that (β 1 , σ) may have different meaning under M 1 than under M 2 . Hence, in general and without extra conditions, using the same prior (informative or not) for (β 1 , σ) in M 1 and M 2 is not reasonable (see Berger and Pericchi 2001 for a deeper discussion).
To clearly expose the ideas of JZS, let us begin by assuming that X t 1 X e = 0. Under this assumption, the 'common' parameters β 1 , σ are orthogonal (the Fisher information matrix is block-diagonal) to β e in M 2 . In this scenario, Zellner and Siow (1980, 1984) , extending the pioneering work of Jeffreys (1961), propose for prior π i under model M i , i = 1, 2:
and
where Ca ke denotes a k e -variate Cauchy density. Note that both π 1 and π 2 give the same, non-informative prior to both the standard deviation, and the coefficient of X 1 . The intuitive reasoning behind this assessment is based in two broadly accepted, intuitive arguments:
(i) Common orthogonal parameters have the same meaning across models. Hence, they can be given the same prior distribution.
(ii) The Bayes factor is not very sensitive to the (common) prior used for the common orthogonal parameters (see Jeffreys 1961; Kass and Vaidyanathan 1992).
Hence, from (i) and (ii), it seems fine to assess the same improper prior distributions for the common parameters. With that choice, the arbitrary constant multiplying these priors would be the same for both models, and since they occur in both, the numerator and denominator of Bayes factor, they cancel out, producing a well defined Bayes factor. A more rigorous argument based on invariance is given in Berger, Pericchi and Varshavsky (1998). The 'non common' parameter, β e appearing only in M 2 can not be given an improper prior (the arbitrary constant does not cancel in the Bayes factor). The proposal of JZS is to use a Cauchy prior, centered (and spiked) around the simpler model (the value 0 in this case) and with no moments (some advantages of priors with no moments for model selection are reviewed in Liang et al. 2005 ). Moreover, this prior also has a 'right' type of scale, since it is oriented like the likelihood, but it is much wider.
In the more general case X t 1 X e = 0, a linear reparameterization of the problem (1) is proposed by Zellner and Siow to reproduce the previous (orthogonal) situation, leading to the (conventional) priors
P 1 is the orthogonal projection operator onto C(X 1 ), the space spanned by the columns of X 1 , so that V is the orthogonal projection of X e onto C ⊥ (X 1 ), the orthogonal complement of C(X 1 ). Expressing the Cauchy distribution as an scale mixture of normal distributions, produces simple and intuitive expressions for the conventional Bayes factor in terms of the usual residual sums of squares for both models: Proposition 1. Let SSE i , i = 1, 2, denote the residual sum of squares:
Then the conventional Bayes factor depends on the data only through SSE 1 and SSE 2 and can be expressed in the following two alternative ways:
where IGa(x|a, b) denotes an inverse gamma density at x, proportional to x −(a+1) exp{−b/x}.
Proof. It is straightforward. Details can be found in García-Donato (2003).
Thus, B 21 can be trivially computed by just evaluating a one-dimensional integral. Alternatively, a Monte Carlo approximation is also trivial: 
wheret is the (real) positive solution of the cubic equation:
Liang et al. (2005) show, through an extensive simulation study, the accuracy of the approximation above, and its superiority over the approximation proposed by Zellner and Siow (1980) . In the next sections, we generalize JZS's proposals to deal with a variety of problems in the general lineal model context. These generalizations are based on convenient reparameterizations of the original problem and we will need some formal notation. We say that
We will generally refer to the parameterization in f as the "original parameterization" and that in f * as the "convenient parameterization".
CONVENTIONAL BAYES FACTORS
In this section, conventional Bayes factors are derived for situations not immediately covered in JZS's formulation. First, in Section 3.1 we consider the full rank case (regression models) in which the simpler model is defined by a specific linear combination of the parameters (and not merely by a specific value). Then, in Section 3.2 we allow for a non full rank design (ANOVA models) where the simpler model is also characterized by linear combinations of the parameters (including as a particular case the testing of a fix value for the parameter vector).
Regression models
Let X : n × k and C : k × k e , (k e ≤ k) have full column rank. It is desired to choose between the following models:
Note that there is no lost of generality in assuming r(C) = k e , since M 1 would otherwise have redundant restrictions. Alternatively, we can cast the problem as that of testing:
In the following result we explicitly provide an alternative reparameterization to which the JZS proposal directly applies.
and T : k × k e . Call k 1 = k − k e and define X e = XT , X 1 = XS. Then the model selection problem (3) is equivalent to choosing between the models:
Proof. See the Appendix.
For simplicity of the notation, and without loss of generality, we assume that |detR| = 1 (note that the problem is unaffected if C and A are multiplied by the same non zero constant.) From Proposition 2, it follows that the conventional Bayes factor for the original problem (3) is the same as that for the reparameterized problem (4), which has been expressed in the form analyzed by JZS. Hence, we can directly use Proposition 1 to derive the Bayes factor:
where SSE * i , is the residual sum of squares for model M * i , for i = 1, 2. Note that SSE * i (and so the Bayes factor) can depend on the choice of the arbitrary matrix A. However, in Proposition 3 below, we express B 21 in terms of statistics of the original problem, thus showing that, in fact the Bayes factor is not affected by the specific choice of the (arbitrary) matrix A. Proposition 3. Let SSE f and SSE r be the residual sum of squares for the full (M 2 ) and restricted (M 1 ) models respectively. Then,
The same comments that we made for B 21 in the previous section apply here: (5) is very easy to compute and trivial to simulate. Hence, we have provided a general strategy to test any linear combination of the parameter vector in regression problems (that is, full column rank design matrix). The testing of a specific value (JZS scenarios) is, of course, a particular case.
Analysis of Variance models
In this section, we derive conventional Bayes factors in the spirit of JZS when the design matrix is not of full column rank (ANOVA models) and the null model is characterized by a linear combination of the parameters.
To be more precise, we address the problem of choosing between models:
whereX : n × k is a matrix of rank r, with r < k andC
This model selection problem is often expressed as that of testing
In the context of regression models, the design matrix X 2 = (X 1 , X e ) has full column rank, ensuring the existence of (X Proposition 6. If there is a full rank factorization as described in Proposition 5, the problem (6) is equivalent to that of choosing between the models:
When Proposition 6 applies, Proposition 3 directly provides the expression of the conventional Bayes factor for the problem (7), which coincides with the original problem (6):
where SSE * f , and SSE * r are the residual sums of squares in the full f * 2 and reduced f * 1 reparameterized models, respectively. In Theorem 1, we produce a convenient form of the Bayes factor in terms of the residual sums of squares for the original problem which implicitly also proofs the uniqueness of conventional Bayes factor, regardless of the matrices X, C and E in Proposition 5. Theorem 1. Assume that there exists a full rank factorization in the sense described in Proposition 5, then the conventional Bayes factor is
where where SSE f , and SSE r are the residual sums of squares in the original models f 2 and f 1 , respectively.
Summary
The formulations and derivations in the previous sections can be summarized in a very attractive, unified way as follows: Consider the model selection problem:
where X : n × k has rank r(X) = r, r ≤ k, C t : k e × k has rank k e and C t β = 0 is a testable hypothesis. The conventional Bayes factor is
where SSE f and SSE r are the residual sums of squares in the full M 2 and restricted M 1 models, respectively. Expression (10) is very easy to evaluate and depends only on very standard statistics, available from any statistical package. MC and Laplace approximations are very easy to compute, as shown in Section 2.
CONVENTIONAL PRIOR DISTRIBUTIONS
We now consider derivation of the conventional priors for the original formulation in terms of f i , i = 1, 2. That is, we want to explicitly derive the priors producing the conventional Bayes factors of the previous section. Our main motivation is to judge the adequacy of the derived Bayes factors by studying the priors producing them. This is in the spirit of Berger and Pericchi (2001) who claimed that "one of the best ways of studying any biases in a procedure is by examining the corresponding prior for biases". Of course we might also wish to have the priors available for further statistical analyses.
Although it seems natural for a Bayesian to judge the adequacy of a procedure by studying how sensible the corresponding prior is, this does not seem to be routinely done in objective Bayesian model selection.
The general procedure to derive the conventional prior is simple: we typically know the conventional prior π * i (ν i ) for the convenient reparameterization f * i (y | ν i ) of the original problem f i (y | θ i ), with ν i = g i (θ i ), for i = 1, 2. It thus suffices to derive π i (θ i ) from π * i (ν i ). Obviously, if g i is a one to one transformation, then we merely use the usual transformation rule:
where J i is the jacobian matrix of the transformation g i . However, this is not always the case in the linear hypotheses studied previously, as when the dimension of ν i is less than the dimension of θ i (this happens for instance in the ANOVA problem.) When the reparameterization is not one-to-one, we derive π i satisfying the (natural) condition that the predictive distributions in both the original and reparameterized models should be equal, that is:
which also guarantees that B 12 is unaffected by the reparameterization. Note that π i (θ i ) does not have to be unique. Interestingly, we show that the conventional prior distributions (CPD) are closely related to the Partially Informative Normal (PIN) Distributions, originally introduced by Ibrahim and Laud (1994) , and further studied (and named) by Sun, Tsutakawa and Speckman (1999) and Speckman and Sun (2003) (SS in what follows). A generalization of the PIN distributions will prove to be an attractive, unified way to express the CPD's. Furthermore, the term "Partially Informative" reflects precisely the essence of the CPD's, which typically have, in the convenient reparameterization, improper distributions for the 'common' parameters, and proper distributions for the ones not occurring in the restricted model.
Partially Informative Distributions
We begin by introducing PIN distributions, we then generalize them and consider scale mixtures, which will be the representation we use for the CPD's. 
where A is a symmetric nonnegative definite matrix, and det + (A) denotes the product of the positive eigenvalues of A.
SS interpret PIN distributions as having two parts, a constant noninformative prior on the null space of A, and a proper degenerate normal on the range of A. This is precisely the type of priors one expects in conventional model selection of nested linear models, which spurred our interest on them. In SS formulation, PIN is only defined up to an arbitrary proportionality constant; for model selection purposes, however, we have to make explicit the constant for the 'proper' part. Moreover, it is easy to show that PIN's are not preserved under linear transformations, thus further limiting its practical usefulness in the conventional theory. However, we propose an easy generalization that overcomes both these difficulties: Definition 2. We say that the random vector Y ∈ R n has a Generalized Partially Informative Normal distribution with parameters A : n × n, and C : n × n, denoted by GP IN n (A, C), if the joint density of Y (possibly improper) is of the form
where A is a symmetric nonnegative definite matrix and C is nonsingular.
In this definition the arbitrary integration constant was fixed so as to make GPIN's closed under linear transformations, and to reproduce the normal constant when GPIN reduces to a normal. GPIN's extend the definition by SS in the sense that, if P t AP = D is the spectral decomposition of A, and Y ∼ P IN n (A), then Y ∼ GP IN n (D, P t ). We next establish some properties of GPIN distributions (the proofs are easy and hence omitted); the first one shows that GPIN's are close under linear transformations, and the second one the relationships between GPIN, PIN and normal distributions.
Result 1.
We next define the Cauchy-type counterpart of the GPIN distributions, which we simply call Partially Informative Cauchy distributions and represent by PIC: Definition 3. We say that Y ∈ R n has a Partially Informative Cauchy distribution with parameters A : n × n, and C : n × n, to be denoted by P IC n (A, C), if the joint density (possibly improper) of Y is of the form
where A is a symmetric, nonnegative definite matrix and C is nonsingular.
The next result, which we also present without proof, is the parallel for PIC of Result 1.
Result 2.
1. If W ∼ P IC n (A, C), and U : n × n is nonsingular, then
2. If A is positive definite, then P IC n (A, I n ) = Ca n (0, A −1 ).
The next example is crucial, since it expresses the JZS prior for the full rank, covariate selection problem as a PIC prior. This, along with the previous reparameterizations and the properties of the PIC distributions, will be the basis to derive the CPD for both regression (full rank) and ANOVA (not full rank) model selection problems with more general null models (defined by general linear combinations of the parameters). We deferred specific implementations till next Section. Example 1. In the general full rank, covariate selection problem (1), we recall that the priors proposed by Zellner and Siow were:
where V was defined in (2),
It is straightforward to show that π 2 can be expressed as
is the block diagonal matrix diag (A, B) ; 0 k×k denotes the null matrix of dimension k × k).
Regression models
We now turn to regression (full rank) models in which the null model is characterized by linear functions of the parameters. We showed in Proposition 2 that the regression model selection problem (3):
can be reparameterized as the problem (4):
where (see proof of Proposition 2 in the Appendix) for M * 1 : (β 1 , σ) = g 1 (β, σ) = (A t β, σ), and
In what follows we let 1 k (Ψ = 0) denote the k dimensional density for Ψ, degenerated at 0. The following proposition gives an explicit expression of the CPD's for the original parameterization.
Proposition 7. Let X 1 , X e and R be defined as in Proposition 2. The CPD's for problem (3) are given by:
Note that the CPD's distributions depend on the arbitrary matrix A. However, the Conventional Bayes Factor does not, as shown in Section 3. We delay illustration till Section 5.
Analysis of Variance model
We next consider linear models with design matricesX : n × k with rank r < k. We showed in Section 3.2, that ifC tβ = 0 is testable, the model selection problem (6)
can be reparameterized as the full rank problem (7)
where X : n × r is of full column rank and, (see proof of Proposition 6 in the Appendix) (β, σ) = g(β, σ) = (Eβ, σ) for both M * 1 and M * 2 . The following Proposition gives the explicit expression of the CPD for the original parameterization.
Proposition 8. Assume that, in terms of matrices X, E and C, there exists a full rank factorization as described in Proposition 5. Let X 1 and X e be defined as in Proposition 2 (using the previous X and C) and let Q 2 : k × (k − r) be any matrix such that Q = (E t , Q 2 ) is non singular. Then, the CPD's for problem (6) are
)X e and h j i , i ∈ N , j = 1, 2 are arbitrary probability densities in R i .
Note that the CPD's distributions depend on the arbitrary matrices defining the convenient parameterization. However, the Conventional Bayes Factor does not, as shown in Section 3. Also, note that π i depends on arbitrary densities h i . The use of proper densities which "complete", in some sense, the parametric space of the full-rank model is not inusual in Bayesian statistics. A good example are the MCMC strategies proposed in Carlin and Chib (1995), Han and Carlin (2001) and Dellaportas, Foster and Ntzoufras (2002) . In that context, the functions h are called "pseudopriors", and as in here, choice of the pseudopriors does not affect the results, although good choices can lead to numerical improvements. We delay illustration till Section 5.
SPECIFIC APPLICATIONS
In this section, we derive the conventional Bayes factor and conventional prior distributions (CPD's) for two standard problems: the "change point problem" and the "equality of treatment effects problem". The conventional Bayes factors have straightforward expressions, while those for the CPD's are more involved. As we have seen, this is common to virtually any conventional model selection problem. However, the CPD's will provide interesting insights into the conventional methodology for these problems.
Change point problem
where Y i is of dimension n i , β i of dimension k, and X i : n i × k, has full column rank, for i = a, b. We assume homoscedasticity, i.e. σ a = σ b = σ. We want to test:
This testing problem is usually known as the change point problem, and has been widely treated in the statistical literature. Frequentist solutions are usually based on the F statistic (Chow's Test). A Bayesian solution from the objective model selection point of view is also given in Moreno, Torres and Casella (2005); their solution is not in terms of the conventional theory as in here, but in terms of the intrinsic prior (Berger and Pericchi 1996; Moreno, Bertolino and Racugno 1998). For observed y a , y b , let y t = (y t a , y t b ). The change point problem can be expressed as the following model selection problem:
with n = n a + n b , is of full column rank. The conventional Bayes factor is given by the usual expression
where in this case SSE f = y t (I n − X(X t X) −1 X t )y and
To derive the CPD's, a matrix A is needed, so that R t = (A , C) is non singular. We choose, for example, A t = (I k , 0 k×k ), with |det(R t )| = 1. Note that
and, by definition, X e = XT and X 1 = XS. Finally, following Proposition 7, the CPD's are:
A little algebra produces a more intuitive, nicer expression for (13):
These priors have very attractive forms for model selection: variances ('common' parameters) receive the invariant non-informative prior under each model. Also, one of the regression coefficients, say β a , can be argued to be 'common' to both models, and the CPD is, as intuitively expected, a uniform distribution under both priors. The conditional distribution of β b given the other two parameters (β a , σ) varies: under the null model (no change point), it is degenerate on β a = β b , while under the full model, is a Cauchy with scale nσ 2 Σ c Furthermore, this density depends on the β's and the design matrices only through a quantity of the same functional form as the the usual F-statistic for this problem, which is:
where (β a ,β b ,σ 2 ) denotes the least squares estimate (under M 2 ) of (β a , β b , σ 2 ). We now compare the CPD above with an alternative objective prior proposal: the intrinsic prior, derived for this problem by Moreno, Torres and Casella (2005) . For comparative purposes, we further elaborate its derivation. The intrinsic prior under model M 2 (derived from the noninformative prior π N (β a , β b , σ) ∝ σ −2 ) can be seen to be:
and X i (l) are submatrices of X i of dimension (k + 1) × k, i = a, b and
The striking similarities between the general shapes of the conventional (14) and the intrisic (15) priors under M 2 can readily be seen, with only some minor differences. First, we had π 2 (β a , σ) = σ −1 , whereas for the intrinsic prior, and given the choice for π N in its derivation, it is natural to take π I 2 (β a , σ) = σ −2 . However, the main difference between both objective priors is in the proper conditional distributions of β b given (β a , σ), which in both cases are scale mixtures of normal distributions. For the conventional prior we have:
and for the intrinsic:
where, in this case the mixing function is
Note that, somehow surprisingly, m(t) is a proper density:
The differences are in the scale of the normal (which is multiplied by n for the conventional prior, but it uses the full X i matrices instead of the submatrices Z i in the intrinsic), and in the mixing distributions, with noticeably heavier tails for the conventional mixing (note that, in the tails, IGa(t | 1/2, 1/2) = O(t −3/2 ) while m(t) = O(t −2 )). Neither the intrinsic nor the conventional mixing densities have moments. Figure 1 , shows the mixing densities for both priors.
The result is that the conditional distributions for β b | β a , σ have very similar shapes, the conventional prior being more disperse. These conditional distributions are displayed in Figure  2 when X a = X b = 1 m , where 1 t m = (1, 1, m . . ., 1). In this problem, it turns out that after some algebraic manipulations, it is possible to integrate out σ (and t) in both π 2 and π I 2 , resulting in simple expressions for the (improper) joint marginal prior of (β a , β b ), which provides further insights into the behavior of these two objective prior distributions. For the conventional prior, we get
The simplicity of the expressions, (16) and (17), allow for easy interpretation of the differences between the intrinsic and conventional priors. Note that both are negative powers of a similar quadratic function with the exponent in intrinsic prior, − k+1 2 , being slightly smaller than the one in the conventional prior − k 2 , which results in heavier tails for the conventional π 2 . Also, π I 2 will be more peaked around β a − β b = 0 than π 2 . Nevertheless, both proposals are very similar and it is expected that they provide similar results in a given situation. The derivation of the conventional priors is, however, somewhat simpler. For the simple case X a = X b = 1 m , we have
In Figure 3 we show the (improper) conditional distributions π 2 (β b | β a = 0) and π I 2 (β b | β a = 0) (assuming π 2 (β a ) = 1 in both cases). Again, the conventional prior can be seen to be more spiked around β a and having heavier tails.
Equality of treatment effects
We next turn to a most traditional ANOVA problem, namely that of testing the equality of treatment effects. Let
where the ij are i.i.d., ij ∼ N (0, σ 2 ). We are interested in testing the equality of the a treatment effects, that is, in testing:
Calling n = a i=1 n i , y t = (y 11 , . . . , y 1n 1 , . . . , y a1 , . . . , y ana ), andτ t = (μ,τ 1 ,τ 2 , · · · ,τ a ) this problem can be written as the model selection problem:
. Note thatX : n × (a + 1) has rank a, and hence these models are not of full rank. However, it is well known thatC tτ = 0 is testable.
The Conventional Bayes factor, as given in (8), is
where here
Another objective Bayes factor for this problem depending on the data only through the ratio of the residual sums of squares is the one derived in Spiegelhalter and Smith (1982) . Their Bayes factor is computed with the usual non-informative priors and then the arbitrary constant is fixed by considering imaginary training samples. The resulting Bayes factor is:
As it is shown in Westfall and Gönen (1996) (19) is an actual Bayes factor, derived from prior distributions whose explicit forms can be easily derived. We next turn to the derivation of the CPD.
For the full rank factorizationX = XE of Proposition 5, we can take E = (1 a , I a ), X = ⊕ a i=1 1 n i and C t = (1 a−1 , −I a−1 ). Then τ = Eτ , with τ t = (τ 1 , . . . , τ a ) is the usual reparameterization τ i =μ +τ i . Now, by Proposition 6, the problem can be expressed as the full rank model selection problem:
For this full rank parameterization, the CPD's were derived in Proposition 7, and are given by:
where R t = (A , C), and A is any matrix for which |detR| = 1. More insights can be gained by considering the balanced case, n 1 = n 2 = · · · = n a = m, for which, taking A t = (1 , 0 t a−1 ), it can be shown that (V t V ) −1 is the intra class correlation matrix:
and a simpler, more intuitive expression for π * 2 can be derived, as given in the next Proposition:
Then, the CPD (20) , can be expressed as
where π * 2.a (τ a | σ) = 1, and
that is, a univariate Student with location parameterτ i+1 , scaled by Σ i+1 and with a − i degrees of freedom (df ).
The marginal distribution for σ in this prior is the usual objective invariant prior; the conditional distribution π * 2 (τ | σ) when expressed as the product of the following conditional distributions:
each of which can be seen to be more informative than the previous one. Indeed, the first one,
is an improper (constant) distribution, the rest of them are Student distributions, with degrees of freedom increasing from one df in π 2.a−1 (τ a−1 | τ a , σ) (a Cauchy distribution) to the (a − 1) df of π 2.1 (τ 1 | τ 2 , . . . , τ a , σ), which will be close to a normal distribution if the number of groups a is moderate or large. Each Student conditional distribution π 2.i (τ i | τ i+1 , . . . , τ a , σ) has location equal to the mean of τ i+1 , . . . , τ a and scale Σ i+1 , a linear combination of σ 2 and S 2
i+1
(the variance of τ i+1 , . . . , τ a ). This prior thus nicely demonstrates the "partially informative" nature of the CPD's. (Note that this is only a conveniently intuitive expression of the joint distribution of the τ 's, which is, of course, independent of any ordering of the components.) If wished, the CPD's for the original problem (18), whereτ t = (μ,τ 1 ,τ 2 , · · · ,τ a ) can also be derived. Applying Proposition 8 with Q t 2 = (1, 0, a . . ., 0), (|detQ| = 1) we get the CPD's:
where h j 1 are arbitrary (proper) probability densities in R. That is, π 2 has the usual invariant non-informative prior for (σ,τ 1 ),μ gets an arbitrary proper prior, and the conditional of (τ 2 , . . . ,τ a ) given (σ,τ 1 ,μ) is a Cauchy centered at the null and with the usual type of scale; again, an intuitively appealing prior for this problem.
MULTIPLE AND NON NESTED LINEAR MODEL SELECTION
Our proposal can easily be applied to problems of selecting among more than two linear models. In a similar way to generalizations of JZS priors to multiple models scenarios, we simply compare each model to a 'base' reference model to derive the relevant pairwise Bayes factors. In Liang et al. (2005) performance of JZS Bayes factors for two distinct base models (the 'null' or encompassed model, and the full or encompassing model) is investigated. We prefer to choose the null as base model for pairwise comparisons. This is also used, for example, in Pérez (1998).
Suppose we want to select among the following d competing models: Let us define the 'null' model (and add it to the list of models in case it is not there)
, say π i and π 0i , can be easily constructed. Which is appealing in this approach (when compared with others like comparison with the 'full model') is that π 0i does not change throughout the comparisons (i.e. π 0i = π 0j = π 0 , say, ∀i, j) giving rise to a coherent Bayesian procedure in the sense that there is only one prior for each model. Once the Bayes factors B k0 , k = 1, . . . , d have been obtained, the Bayes factor for comparing any two models M i and M j , B ij can be simply computed as B ij = B i0 (B j0 ) −1 .
We limit ourselves to deriving the conventional priors in the full rank scenario (X : n × k has full column rank). The conventional priors for the ANOVA case are similar. In order to avoid unnecessary notational complexity we assume that
, then C would be constructed with only the non redundant restrictions and some aesthetic adjustments would be needed in the expressions to follow.)
Define the following matrices:
By similar arguments to those used in the pairwise comparisons, it can be shown that the conventional priors (under the encompassed null model approach) are
CONCLUSIONS
The original conventional theory of Jeffreys (1961) and Zellner and Siow (1980, 1984) was formulated for the problem of covariate selection in (full rank) regression models. We have extended this theory by considering that the full model is not necessarily of full rank, and that the simpler model is defined more generally by a linear (testable) combination of the parameters. From a practical point of view, we derive a unique expression for the conventional Bayes factor for all these testing problems. Moreover, the Bayes factor is defined in terms of standard statistics, widely available, and expressed as a unidimensional integral; hence, it is very easy to compute by either numerical or MC methods.
On a more theoretical side, we derive explicit expressions for the prior distributions (CPD's) producing these conventional Bayes factors, thus given Bayesian validity to the conventional Bayes factor. Moreover, the CPD's can be used to judge the adequacy of the conventional methodology in a specific problem. A generalization of the Partially Informative Distributions defined by Speckmann and Sun (2003) has proven very useful to express the CPD's in a unified, attractive way.
We apply the results to two standard statistical problems: change point and the equality of treatment effects. Conventional Bayes factors are very easy to derive (always the case for conventional Bayes factors). Explicit expressions for the CPD's are also given. These conventional prior distributions are found to be of a very reasonable form, very intuitive, and nicely demonstrating the fundamental "partially informative" nature of these priors for objective Bayesian model selection.
= N n (y | XSA t β + XT C t β, σ 2 I n ) = N n (y | XR −1 Rβ, σ 2 I n ) = f 2 (y | β, σ).
Proof of Proposition 3:
We have to show that SSE * 1 = SSE r and SSE * 2 = SSE f . Since the design matrix in M * 2 is XR −1 , we have
Now with X 2 = XR −1 , and using a standard result (Searle 1997) we have
with C t a = (0 ke×k 1 , I ke ) = (R −1 ) t C. Then, since SSE * 2 = SSE f :
Proof of Proposition 4:
LetX e : n × k e . We will show that r(X t e (I −P 1 )X e ) < k e .
Since r(X) = r < k andX 1 has full column rank,there exists a vector v for whichX e = (X 1 e ,X 1 v), whereX , for i = 1, 2, . . . , a − 1.
