The weight distributions of cyclic codes with two zeros and zeta functions  by Boston, Nigel & McGuire, Gary
Journal of Symbolic Computation 45 (2010) 723–733
Contents lists available at ScienceDirect
Journal of Symbolic Computation
journal homepage: www.elsevier.com/locate/jsc
The weight distributions of cyclic codes with two zeros and
zeta functions
Nigel Boston a,b, Gary McGuire a,1
a School of Mathematical Sciences, University College Dublin, Ireland
b University of Wisconsin, Madison, USA
a r t i c l e i n f o
Article history:
Received 6 August 2008
Accepted 21 April 2009
Available online 25 March 2010
Keywords:
Cyclic code
Zeta function
Weight distribution
a b s t r a c t
We consider the weight distribution of the binary cyclic code of
length 2n − 1 with two zeros αa, αb. Our proof gives information
in terms of the zeta function of an associated variety. We carry out
an explicit determination of the weight distribution in two cases,
for the cyclic codes with zeros α3, α5 and α, α11. These are the
smallest cases of two infinite families where finding the weight
distribution is an open problem. Finally, an interesting application
of our methods is that we can prove that these two codes have the
same weight distribution for all odd n.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let α be a primitive element in F2n . Let C be the binary cyclic code of length 2n − 1 with zeros
α, αt . Identifying vectors (c0, c1, . . . , cn−1) with polynomials c0 + c1x + · · · + cn−1xn−1 in the usual
way, C may be described as the set of polynomials f (x) in F2[x] of degree< n such that f (α) = 0 and
f (αt) = 0. The main result of this note is a determination of the weight distribution of the dual code
C⊥, in the cases that t = 5/3, t = 11 and n are odd.
For a general t , it is known that C has dimensions 2n − 1 − 2n (apart from trivial cases), and that
the minimum distance of C is always between 3 and 5 (see van Lint and Wilson, 1986b). The case
t = 3 is the classical 2-error-correcting BCH code, which has a distance of 5 for all n. It was shown
in Janwa et al. (1995) that for any fixed t ≡ 3 (mod 4), t > 3, the minimum distance of C is < 5
for all n apart from a finite number of possible exceptions. We consider two particular values of t in
this article. First we consider t = 5/3, where 1/3 denotes the inverse of 3 modulo 2n − 1, and n is
odd. Secondly, we also consider the value t = 11. In this note we will derive an exact formula for
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the number of codewords of weight 3 and 4 in these cases. In the case t = 5/3 this result was first
obtained recently by Johansen and Helleseth (2008), by a different argument. The case t = 11 is a
new result. We will see that a minimum distance of 4 occurs for infinitely many values of n, but there
are only two exceptions where the minimum distance is 5, namely n = 5 and n = 7.
Section 2 of our paper briefly outlines the MacWilliams identities relating the weight distribution
of a code and its dual, in our context. In Section 3 we will outline how to determine the numbers of
codewords of weights 3 and 4, for a general t = a/b, where gcd(b, 2n − 1) = 1 and 1/b denotes the
inverse of bmodulo 2n − 1.
For certain values of t , such as t = 3 or 5, the dual code C⊥ has a small number of weights, where
by ‘‘small’’ we mean three, four or five weights. For other values of t , such as t = 7 (see van Lint
and Wilson, 1986a), the dual code has many weights. A classification of the t such that C⊥ has five or
fewer weights would be very interesting, but seems difficult. Many t with this property have the form
t = 2`+1
2k+1 , where 2
k + 1 is invertible modulo 2n − 1. For example, the case t = 23k+1
2k+1 = 4k − 2k + 1 is
known as the Kasami–Welch case, and it was proved by Kasami and Welch independently that here
C⊥ has three weights.
If t has the form t = 22k+1
2k+1 , it is straightforward to prove that the dual code has atmost fiveweights
when n is odd and gcd(k, n) = 1. The k = 1 case of this family gives t = 5/3, which is the first value
of t studied in this article, in Section 4.We remark that, for an odd n, the cyclic code with zeros α, α5/3
is equivalent to the cyclic code with zeros α3, α5. We study the latter code for n being both odd and
even in Section 4. Finding the weight distribution for other values of t (i.e. when k > 1) in this family
is an open question.
If t has the form t = 25k+1
2k+1 = 16k − 8k + 4k − 2k + 1, it was proved by Kasami (1971) that the
dual code has at most five weights when n is odd and gcd(k, n) = 1. The k = 1 case of this family
gives t = 11, which is the second value of t studied in this article in Section 5. Finding the weight
distribution for other values of t (i.e. when k > 1) in this family is an open question.
Finally, in Section 6 we will prove that the two codes considered in this paper have the same
weight distribution for an odd n. They do not have the same weight distribution for an even n. This
result follows quite easily from our methods, i.e., from the zeta functions. We do not know a way of
proving this using coding theory techniques, or any other techniques for that matter. This then raises
an obvious question: does the same hold for all codes in the two infinite families? This question is still
open.
Let Ca,b denote the binary cyclic code of length 2n−1with two zeros αa, αb. When gcd(b, 2n−1) =
1, this code is equivalent to the cyclic code with zeros α, αa/b. It makes sense to study Ca,b even when
gcd(b, 2n − 1) 6= 1, so we shall take this more general point of view whenever possible, and in
particular when (a, b) = (5, 3) in Section 4.
2. Standard MacWilliams identities background
Let (A0, A1, . . . , An) be the weight distribution of C = Ca,b, and let (Aˆ0, Aˆ1, . . . , Aˆn) be the weight
distribution of C⊥. Of course A0 = Aˆ0 = 1. The MacWilliams identities express each Ai as a linear
combination of the Aˆj, and vice-versa. In particular, suppose that C⊥ is a 5-weight code and that the
five weights are known. Then only five of the Aˆj (j > 0) are nonzero. Suppose that Ai is known for
i = 0, 1, 2, 3, 4. The expressions for each Ai for i = 0, 1, 2, 3, 4 in terms of the five unknown Aˆj are
independent, and therefore give a system of five equations for five unknowns (the Aˆj) with a unique
solution. Hence, one way to determine the weight distribution of C⊥ is to find Ai for i = 0, 1, 2, 3, 4.
Of course, the weight distribution of C is also then determined.
We know A0 = 1, and A1 = A2 = 0 since C is a subcode of the Hamming code of length 2n − 1.
It remains to determine A3 and A4. The determination of A3 is straightforward, but finding A4 is more
difficult.
In the last section we will give the details of this system of equations.
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3. The general case t = a/b
Weoutline the general approach of determining the numbers of codewords of weights 3 and 4. The
ideas follow a line of thought in van Lint and Wilson (1986a), Janwa et al. (1995), Janwa and Wilson
(1993) and McGuire (2001). Lemma 1 is new, however, to the best of our knowledge. We let t = a/b,
where gcd(b, 2n − 1) = 1 and 1/b denotes the inverse of b modulo 2n − 1. We may assume that
gcd(a, b) = 1.
3.1. Codewords of weight 3
This follows the treatment in McGuire (2001), but is well known.
A codeword of weight 3 in C1,t is a polynomial f with three terms such that f (α) = f (αt) = 0.
Taking cyclic shifts of the codeword we can assume the constant term in f is 1, and we then have a
solution to the system
1+ x+ y = 0
1+ xt + yt = 0
with 0, 1, x, y ∈ F2n being pairwise distinct. Since gcd(b, 2n − 1) = 1, the function x 7→ xb on F2n is a
bijection. Replacing x and y by their bth powers we get the system
1+ xa + ya = 0
1+ xb + yb = 0
(which is simply the system for the equivalent cyclic code Ca,bwith zerosαa, αb). Taking the ath power
of yb = xb + 1, and the bth power of ya = xa + 1, and equating the results, gives
(xa + 1)b + (xb + 1)a = 0. (1)
The number of solutions this has over a given F2n (and hence the number of codewords of weight 3)
can be found by factoring the polynomial and finding the splitting fields of the factors. This will be
explicitly carried out in the cases t = 5/3 and t = 11.
3.2. The zeta function and codewords of weight 4
The zeta function ZX (T ) of a projective curve X defined over Fq is defined by
log ZX (T ) =
∑
n≥1
Nn
T n
n
where Nn is the number of points on X(Fqn). It is a well known result of E. Artin and Schmidt that the
zeta function is a rational function in T , and Weil showed that the roots of the numerator have an
absolute value of 1/
√
q.
By the same argument as in Section 3.1 for weight 3 codewords, a codeword of weight 4 in our
code Ca,b will correspond to a solution of
xa + ya + za + wa = 0
xb + yb + zb + wb = 0
with 0, x, y, z, w ∈ F2n pairwise distinct. These two equations define a projective variety (call it X)
of dimension 1 in a projective 3-space. The curve has at least three irreducible components over F2,
corresponding to solutions with two variables equal (points on these components do not correspond
to codewords of weight 4). These three trivial components are defined by equations
x = y,
z = w
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and
x = z,
y = w
and
x = w,
y = z.
Suppose that, as often happens,X has exactly one other irreducible component,V , that is absolutely
irreducible. It is clear that the number of F2n-rational points (x : y : z : w) ∈ V ⊆ P3(F2) will be
related to the number of codewords of weights 3 and 4, where F2 denotes the algebraic closure of F2.
We now make this precise.
Lemma 1. Let C be the binary cyclic code of length 2n − 1 with two zeros αa, αb, where gcd(a, b) = 1.
Let Ai be the number of codewords of weight i in C. Let V be the nontrivial component of X defined above.
Let Sn denote the number of singular points of V over F2n . Then
|V (F2n)| = 24(A3 + A4)2n − 1 + En
where En = 3(gcd(2n − 1, b− a)− 1)+ Sn.
Proof. First, note that points on V may or may not have two equal coordinates. However, if V does
have a point with two coordinates equal, this point lies on one of the trivial components also, and is
therefore a singular point of X .
It is straightforward to determine the singular points of X directly from the defining equations. It
turns out that the coordinates of these singular points are (b−a)-th roots of unity. Let c be the odd part
of b−a and γ be a primitive c-th root of 1 in the algebraic closure of F2. Then these singular points are
(1 : 1 : γ i : γ i) andpermutations,where 1 ≤ i ≤ c−1, and so gcd(2n−1, c)−1 = gcd(2n−1, b−a)−1
of them are defined over F2n . Then En is obtained by the three inequivalent permutations of these
points together with the Sn additional singularities.
All other points on V are related to codewords of weight 3 (if one coordinate is 0) or codewords of
weight 4. This accounts for the factor of En in the statement of the lemma.
From now on we may consider points (x : y : z : w) ∈ V (F2n)with no two coordinates equal.
If one coordinate is 0, the point looks like a permutation of (0 : y : z : y + z) and corresponds to
a codeword in C of weight 3 with 1’s in positions y, z, y + z. There are 4! = 24 ways to permute the
coordinates and obtain different points which correspond to the same codeword. Therefore there are
24A3/(2n − 1) points on the projective variety V that correspond to weight 3 codewords.
If no coordinate in (x : y : z : w) ∈ V (F2n) is 0, again there are 24 permutations of the coordinates,
and again there are 24A4/(2n − 1) points on the projective variety V that correspond to weight 4
codewords. 
Remark. As V is absolutely irreducible, the Weil bound states that
||V (F2n)| − (2n + 1)| ≤ 2g
√
2n
where g is the genus of V . Asymptotically |V (F2n)| will be approximately 2n, with an error term of
2g
√
2n.
4. The case t = 5/3
We consider the case (a, b) = (5, 3) for all n, or equivalently when n is odd, the case (1, t) =
(1, 5/3).
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4.1. Codewords of weight 3
In this special case the Eq. (1) becomes
x12 + x10 + x5 + x3 = 0.
This factors as (x8 + x)(x4 + x2) = 0. Each solution for x lies in F8, and gives rise to a unique y, and a
codeword of weight 3. This implies that A3 = 0 if and only if gcd(n, 3) = 1, because in this case the
only solutions in F2n are 0 and 1. If n is divisible by 3, then A3 = 2n − 1 because the elements of F8
are in F2n . Putting all this together gives
A3 =
{
0 if gcd(n, 3) = 1
2n − 1 if gcd(n, 3) = 3.
4.2. The zeta function and codewords of weight 4
In this special case the fourth nontrivial component (call itV ) is singular, and absolutely irreducible,
and is defined by equations
y5z2 + x2yz4 + xy2z4 + y3z4 + x2z5 + xyz5 + y2z5 + z7
+ y5zw + x2yz3w + xy2z3w + y3z3w + x2z4w + xyz4w
+ y2z4w + z6w + y5w2 + x2yz2w2 + xy2z2w2 + y3z2w2
+ x2z3w2 + xyz3w2 + y2z3w2 + z5w2 + x2yzw3
+xy2zw3 + y3zw3 + x2z2w3 + xyz2w3 + y2z2w3
+x2yw4 + xy2w4 + y3w4 + x2zw4 + xyzw4 + y2zw4
+ x2w5 + xyw5 + y2w5 + z2w5 + zw6 + w7 = 0,
x2y2z2 + x2z4 + xyz4 + y2z4 + xz5 + yz5 + x2y2zw
+ x2z3w + xyz3w + y2z3w + xz4w + yz4w + x2y2w2
+ x2z2w2 + xyz2w2 + y2z2w2 + xz3w2 + yz3w2 + x2zw3
+ xyzw3 + y2zw3 + xz2w3 + yz2w3 + x2w4 + xyw4
+y2w4 + xzw4 + yzw4 + xw5 + yw5 = 0,
xy3 + y4 + x2yz + xy2z + xyz2 + xz3 + z4 + x2yw + xy2w
+ x2zw + xyzw + y2zw + xz2w + yz2w + xyw2 + xzw2
+ yzw2 + xw3 + w4 = 0,
x3 + y3 + z3 + w3 = 0.
These equations were given by the computer algebra system Magma (Bosma et al., 1997).
Lemma 2. Let C be the binary cyclic code of length 2n − 1 with two zeros α3, α5. Let Ai be the number of
codewords of weight i in C. Let V be the nontrivial component of X defined above. Then
|V (F2n)| = 24(A3 + A4)2n − 1 + 6.
Proof. By Lemma 1, we just need to understand the singular points of X . Note that 3(gcd(2n − 1,
b − a) − 1) = 0 and so the only singular points contributing to the error term are those of V . There
are six singular points of V , namely (1 : 1 : 0 : 0), (1 : 0 : 1 : 0), (1 : 0 : 0 : 1), (0 : 1 : 1 : 0),
(0 : 0 : 1 : 1), and (0 : 1 : 0 : 1).
These six points are in V (F2n) for all n, and also lie on one of the trivial components. This accounts
for the factor Sn = 6 in the statement of the lemma. 
Remark. Magma (Bosma et al., 1997) shows that V has genus g = 13. Asymptotically |V (F2n)|will be
approximately 2n, with an error termof 26
√
2n. The table shows that the approximation to 2n becomes
quite good from n = 8 on.
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Using Magma one can compute the zeta function of a variety. It is important to note that V is a
singular variety in our case, andMagma actually computes the zeta function of the nonsingular model
of V . In the nonsingular model, each of the six singular points of V (described in the proof of Lemma 1)
is blown up to two nonsingular points defined over F4. So in the nonsingular model (call it Vˆ ) of V ,
there will be 6 fewer points over F2n for n odd than for V , and 6 more points over F2n for n even than
for V , i.e.,
|Vˆ (F2n)| = |V (F2n)| + 6 · (−1)n.
Magma computes the zeta function of Vˆ to be
(1− 2T + 2T 2)3(1− T + 2T 2)2(1+ 2T 2)(1+ 2T + 2T 2)(1+ T + 2T 3 + 4T 4)3
(1− T )(1− 2T ) .
It is interesting to note that the numerator of ZVˆ (T ) factors into irreducible polynomials of degrees 2
and 4. This means that the Jacobian of V is isogenous to a product of Abelian varieties of dimensions
1 and 2.
Anyhow, let
a0 =
(
1+√−7)/2
b0 =
(
1−√−7)/2
a1 =
√
2/8
[√
2+√34+ i
√
28− 2√2√34
]
a2 =
√
2/8
[√
2+√34− i
√
28− 2√2√34
]
a3 =
√
2/8
[√
2−√34+ i
√
28− 2√2√34
]
a4 =
√
2/8
[√
2−√34− i
√
28− 2√2√34
]
.
It is straightforward to deduce the coefficient of T n from the explicit factorization of the zeta func-
tion, and from there it follows that the number of points over F2n on Vˆ is
Nn := |Vˆ (F2n)| = 1+ 2n − 3[(1+ i)n + (1− i)n] − 2[an0 + bn0] −
[
(i
√
2)n + (−i√2)n]
− (−1)n[(1+ i)n + (1− i)n] − 3(−1)n[an1 + an2 + an3 + an4].
The following theorem is now proved, using Lemma 1 and the above discussion.
Theorem 3. Let C be the binary cyclic code of length 2n − 1 with two zeros α3, α5. Let Ai be the number
of codewords of weight i in C. Let Nn be given by the formula above. Then
A3 =
{
0 if gcd(n, 3) = 1
2n − 1 if gcd(n, 3) = 3.
and
A4 = 2
n − 1
24
(
Nn − 6 · (−1)n − 6
)
− A3.
The relevant numbers for n ≤ 12 are in the following table. The values for A3 and A4 were computed
directly in Magma, by first constructing the cyclic code and then using coding theory commands to
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find the weight enumerator. The values of |V (F2n)|were checked using the command
#RationalPoints(BaseExtend(V,GF(2,n)));.
n A3 A4
24(A3+A4)
2n−1 |V (F2n)| Nn = |Vˆ (F2n)|
4 0 30 48 54 60
5 0 0 0 6 0
6 63 63 48 54 60
7 0 0 0 6 0
8 0 2550 240 246 252
9 511 9709 480 486 480
10 0 51150 1200 1206 1212
11 0 180136 2112 2118 2112
12 4095 692055 4080 4086 4092
4.3. The weight distribution of the dual code
We now give the details of the weight distribution of the dual code of C , when n is odd. It is easy
to show that there are at most five weights in C⊥, and that the five possible weights are
w0= 2n−1,
w1= 2n−1 − 2(n−1)/2,
w2= 2n−1 + 2(n−1)/2,
w3= 2n−1 − 2(n+1)/2,
w4= 2n−1 + 2(n+1)/2.
Let Bj be the number of codewords in C⊥ of weight wj. Let A3, A4 be given by Theorem 3. Solving the
MacWilliams identities, as explained in Section 2, gives
B0= 22m−1 − 1+ 2m−1 + 32 (A3 + A4),
B1= 22n−2 + 2 3n−32 − A4 − A3 − 2 n−32 A3 − 2n−2 − 2 n−32 ,
B2= 22n−2 − 2 3n−32 − A4 − A3 + 2 n−32 A3 − 2n−2 + 2 n−32 ,
B3= 14 (A3 + A4)+ 2
n−5
2 A3,
B4= 14 (A3 + A4)− 2
n−5
2 A3.
Combined with the explicit formulae in Theorem 3, this gives an explicit determination of the weight
enumerator of C⊥. The numbers are given in the following table for n = 7, 9, 11.
n A3 A4 w0 B0 w1 B1 w2 B2 w3 B3 w4 B4
7 0 0 64 8255 56 4572 72 3556 48 0 80 0
9 511 9709 256 146657 240 55188 272 55188 224 4599 288 511
11 0 180136 1024 2368379 992 900680 1056 835176 960 45034 1088 45034
These values can be checked by simple coding theory computations, using coding theory com-
mands in Magma or another package.
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5. The case t = 11
In this section, C is the binary cyclic code of length 2n − 1 with two zeros α, α11.
5.1. Codewords of weight 3
In this special case the Eq. (1) becomes
1+ x11 + (1+ x)11 = x(x+ 1)(x2 + x+ 1)(x3 + x+ 1)(x3 + x2 + 1)
which shows that A3 = 0 if and only if gcd(n, 6) = 1, because in this case the only solutions in F2n are
0 and 1. If n is even and not divisible by 3, then A3 = (2n − 1)/3 because the roots of x2 + x + 1 are
in F2n . Putting it all together gives
A3 =

0 if gcd(n, 6) = 1
1
3
(2n − 1) if gcd(n, 6) = 2
(2n − 1) if gcd(n, 6) = 3
4
3
(2n − 1) if gcd(n, 6) = 6.
5.2. The zeta function and codewords of weight 4
In this special case the fourth nontrivial component (call it V ) is nonsingular (and therefore
absolutely irreducible), and is defined by equations
y8 + y6z2 + y5z3 + y4z4 + y3z5 + y2z6 + z8 + y6zw + yz6w + y6w2 + y4z2w2
+ y3z3w2 + y2z4w2 + z6w2 + y5w3 + y3z2w3 + y2z3w3 + z5w3 + y4w4
+ y2z2w4 + z4w4 + y3w5 + z3w5 + y2w6 + yzw6 + z2w6 + w8= 0,
x+ y+ z + w= 0.
Lemma 4. Let C be the binary cyclic code of length 2n − 1 with two zeros α, α11. Let Ai be the number of
codewords of weight i in C. Let V be the nontrivial component of X defined above, and let Nn = |V (F2n)|.
Then
Nn = 24(A3 + A4)2n − 1 if n is not divisible by 4
and
Nn = 24(A3 + A4)2n − 1 + 12 if n is divisible by 4.
Proof. In this case, t = 11 and so 3(gcd(2n− 1, t− 1)− 1) = 3(5− 1) = 12 if F2n contains primitive
5th roots of 1 (which happens if and only if n is divisible by 4) and otherwise is 0. Lemma 1 completes
the proof. 
Remark. Magma shows that V has genus g = 21. Asymptotically |V (F2n)| will be approximately 2n,
with an error term of 42
√
2n. The table shows that the approximation of 2n becomes quite good from
n = 11 on.
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Using Magma one computes the zeta function of the nontrivial component V of the variety X to be
(1− 2T + 2T 2)2(1− T + 2T 2)3(1+ 2T 2)3(1+ T + 2T 2)(1− 3T 2 + 4T 4)3(1+ T + 2T 3 + 4T 4)3
(1− T )(1− 2T ) .
It is interesting to note that (again) the numerator of ZV (T ) factors into irreducible polynomials of
degrees 2 and 4. This means that the Jacobian of V is isogenous to a product of Abelian varieties of
dimensions 1 and 2.
Let
a0 =
(
1+√−7)/2
b0 =
(
1−√−7)/2
c20 =
(
3+√−7)/2
d20 =
(
3−√−7)/2
a1 =
√
2/8
[√
2+√34+ i
√
28− 2√2√34
]
a2 =
√
2/8
[√
2+√34− i
√
28− 2√2√34
]
a3 =
√
2/8
[√
2−√34+ i
√
28− 2√2√34
]
a4 =
√
2/8
[√
2−√34− i
√
28− 2√2√34
]
.
It is straightforward to deduce the coefficient of T n from the explicit factorization of the zeta
function, and from there it follows that the number of points over F2n on the nontrivial component V
is
Nn = 1+ 2n − 2[(1+ i)n + (1− i)n] − 3[an0 + bn0] − 3
[
(i
√
2)n + (−i√2)n]
− (−1)n[an0 + bn0] − 3[cn0 + (−c0)n + dn0 + (−d0)n] − 3(−1)n[an1 + an2 + an3 + an4].
The following theorem is now proved.
Theorem 5. Let C be the binary cyclic code of length 2n − 1 with two zeros α, α11. Let Ai be the number
of codewords of weight i in C. Let Nn be given by the formula above. Then
A3 =

0 if gcd(n, 6) = 1
1
3
(2n − 1) if gcd(n, 6) = 2
(2n − 1) if gcd(n, 6) = 3
4
3
(2n − 1) if gcd(n, 6) = 6
and
A4 =

2n − 1
24
Nn − A3 if 4 does not divide n
2n − 1
24
(Nn − 12)− A3 if 4 divides n.
As in Section 4 here are the numbers for small n, checked against each other using coding theory
and algebraic geometry commands in Magma.
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n A3 A4
24(A3+A4)
2n−1 Nn
4 5 0 8 20
5 0 0 0 0
6 84 252 128 128
7 0 0 0 0
8 85 5100 488 500
9 511 9709 480 480
10 341 66495 1568 1568
11 0 180136 2112 2112
12 5460 667485 3944 3956
5.3. The weight distribution of the dual code
We now give the details of the weight distribution of the dual code of C , when n is odd. Kasami
(1971) showed that there are at most five weights in C⊥, and that the five possible weights are
w0= 2n−1,
w1= 2n−1 − 2(n−1)/2,
w2= 2n−1 + 2(n−1)/2,
w3= 2n−1 − 2(n+1)/2,
w4= 2n−1 + 2(n+1)/2.
Let Bj be the number of codewords in C⊥ of weight wj. Let A3, A4 be given by Theorem 3. Solving the
MacWilliams identities gives (just as in Section 4.3)
B0= 22m−1 − 1+ 2m−1 + 32 (A3 + A4),
B1= 22n−2 + 2 3n−32 − A4 − A3 − 2 n−32 A3 − 2n−2 − 2 n−32 ,
B2= 22n−2 − 2 3n−32 − A4 − A3 + 2 n−32 A3 − 2n−2 + 2 n−32 ,
B3= 14 (A3 + A4)+ 2
n−5
2 A3,
B4= 14 (A3 + A4)− 2
n−5
2 A3.
These formulae are the same as for the t = 5/3 case, although the formulae for A3 and A4 are different.
Using the values from Theorem 5 gives us the following table for n = 7, 9, 11.
n A3 A4 w0 B0 w1 B1 w2 B2 w3 B3 w4 B4
7 0 0 64 8255 56 4572 72 3556 48 0 80 0
9 511 9709 256 146657 240 55188 272 55188 224 4599 288 511
11 0 180136 1024 2368379 992 900680 1056 835176 960 45034 1088 45034
These values can be confirmed by simple coding theory computations. We note that these weight
distributions are exactly the same as for the code with zeros α3, α5, see the table in Section 4.3. We
now prove that this is true for all odd n.
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6. Both codes have the same weight distribution
Let Ca,b denote the binary cyclic code of length 2n − 1 with two zeros αa, αb. We now show that
it follows from the zeta function calculations that the codes C1,11 and C3,5 (and their duals) have the
sameweight distribution for all odd n. Computer calculationswithMagma show that the codes are not
equivalent for n = 9, so it is highly likely that the codes are not equivalent for all n ≥ 9, and our result
is not a consequence of the codes being equivalent. For n = 5 and n = 7 the codes are equivalent, but
this is only due to the law of small numbers and the fact that the minimum distance of C1,11 and C3,5
is actually 5 in those cases. We conjecture that C1,11 and C3,5 are not equivalent for n ≥ 9, but this is
probably difficult to prove.
Theorem 6. C1,11 and C3,5 have the same weight distribution for all odd n.
Proof. If n is odd, simplification of the exact formulae for Nn in the two cases shows that
Nn = 1+ 2n − 2[(1+ i)n + (1− i)n] − 2[an0 + bn0] − 3(−1)n[an1 + an2 + an3 + an4]
for both codes. Then the formulae in Theorems 3 and 5 show that A3 and A4 are the same for both
codes. As we explained in Section 2, this completely determines the weight distribution of the codes
and their dual codes. 
We remark that this is false for even n. For example, it can be seen from the tables after Theorems 3
and 5 that N4 is 60 in one case and 20 in the other case.
We do not know any other method of proving this result about cyclic codes, whether using coding
theory methods or otherwise.
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