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La presente tesis propone un modelo de simulacio´n de la produccio´n de
software a medida en un entorno multiproyecto. El hecho de que el sistema
que se modela sea multiproyecto es muy relevante segu´n todas las referencias
tanto en el campo de la produccio´n de software como en el de la gestio´n de
proyectos en general. Esto se debe a que la complejidad inherente a la gestio´n
del desarrollo del software se multiplica extraordinariamente en presencia de
varios proyectos simulta´neos que se realizan por una misma organizacio´n que
debe repartir sus recursos entre ellos.
Dado que la gestio´n multiproyecto ha sido estudiada desde hace tiempo
por la disciplina de la Gestio´n de Proyectos (project management), es opor-
tuno analizar las aportaciones que ese campo puede hacer al problema que
nos ocupa. En este sentido, la tesis emplea metodolog´ıas y modelos de la
Ingenier´ıa de Proyectos para descomponer jera´rquicamente el problema mul-
tiproyecto, generar planes en condiciones de limitacio´n de recursos y hacer
frente al riesgo y la incertidumbre.
La simulacio´n del proceso software es un campo de investigacio´n amplia-
mente visitado. La disciplina de la Ingenier´ıa del Software propone enfoques
y metodolog´ıas de modelado que se emplean en esta tesis para representar
el problema estudiado. Estos resultados hacen referencia al cara´cter a la vez
continuo y discreto de los procesos, a la mejora del proceso software y al
empleo de te´cnicas avanzadas para la gestio´n de los recursos.
A partir de lo anterior, la tesis propone un modelo de simulacio´n h´ıbrida
al que se le ha dado el nombre SimHiProS cuya ﬁnalidad es comprender
mejor la dina´mica de interaccio´n entre recursos, tareas, tiempo y calidad en
este entorno y ayudar a la toma de decisiones de gestio´n.
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El modelo, construido en el lenguaje Modelica, permite reproducir dife-
rentes modelos de proceso y realizar experimentos con diferentes supuestos de
perturbacio´n de las previsiones iniciales para analizar las respuestas. Dicho




El objeto del presente trabajo es modelar el problema de la planiﬁcacio´n
y gestio´n de la produccio´n de una organizacio´n dedicada al desarrollo de
software a medida para evaluar la aplicacio´n de las te´cnicas y me´todos de
la Ingenier´ıa de Organizacio´n, en particular la Gestio´n de Proyectos, y de la
Ingenier´ıa del Software a dicho problema.
En particular, el enfoque se dirige a organizaciones de taman˜o medio,
dedicadas al desarrollo, implantacio´n y mantenimiento de sistemas de infor-
macio´n bajo pedido. La acotacio´n, por tanto, se produce en dos planos: el
producto y el taman˜o.
En cuanto al producto, el trabajo no tiene en cuenta la produccio´n de
software denominado “comercial” que, si bien tiene caracter´ısticas en comu´n
con el segmento seleccionado, presenta especiﬁcidades tanto en el proceso
productivo como en el ciclo de vida del producto que escapan de la investi-
gacio´n realizada. Lo mismo ocurre con el software especializado de comuni-
caciones, control de procesos en tiempo real, y otras aplicaciones en las que
las similitudes que indudablemente existen no pueden obviar el peso de los
determinantes te´cnicos que la especialidad impone.
En cuanto al taman˜o de la empresa, el trabajo se enfoca lo que comu´nmen-
te se conoce como PYME (pequen˜a y mediana empresa), dejando a un lado
tanto a las “microempresas” (pequen˜os grupos de programadores, consultores
independientes, ...) como las grandes empresas, con ma´s de 300 empleados.
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El a´mbito objeto del estudio pues, viene a corresponderse con el subsector
empresarial de pequen˜os y medianos productores independientes de software
de gestio´n bajo pedido y de almacenamiento, tratamiento y difusio´n de in-
formacio´n. El tipo de producto y el taman˜o de empresa ﬁja unos l´ımites al
nu´mero ma´ximo de productos simulta´neos que se pueden estar desarrollando,
lo que a su vez permite acotar la dimensio´n de los problemas a modelar.
1.1. Presentacio´n del problema
El proceso de negocio en las organizaciones objeto de esta tesis puede
describirse desde el siguiente esquema ba´sico:
la organizacio´n es, ba´sicamente y en primer lugar, un conjunto de recur-
sos especializados con una capacidad productiva, un nivel tecnolo´gico
y unos procedimientos operativos determinados,
la organizacio´n capta pedidos a trave´s de su accio´n comercial, que se
convierten en proyectos a desarrollar e implementar,
la organizacio´n planiﬁca la produccio´n de esos proyectos asigna´ndoles
recursos para su ejecucio´n en funcio´n de su capacidad, de los compro-
misos adquiridos con los clientes y de la carga global de trabajo,
la organizacio´n dispone de un sistema de control interno a trave´s del
cual intenta gestionar la ejecucio´n y modiﬁcar las asignaciones para
hacer frente a las perturbaciones externas o internas que se produzcan
en el curso de la misma,
la organizacio´n lleva a cabo otros procesos de infraestructura y apoyo al
proceso principal dentro de los cuales es cr´ıtica la actualizacio´n cons-
tante de la capacidad productiva v´ıa el reclutamiento y la formacio´n
de nuevos recursos humanos.
Este esquema se ve afectado de caracter´ısticas que son espec´ıﬁcas del tipo
de producto y lo diferencian de otras actividades productivas:
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La primera es que, a diferencia de otros negocios, el resultado ﬁnal del
proyecto, el producto software, es un artefacto evolutivo, en el sentido
de que sus caracter´ısticas no esta´n totalmente deﬁnidas “a priori” sino
que se van conformando a lo largo de su propio ciclo de vida. De este
modo, la propia evolucio´n del producto es fuente de perturbaciones que
afectan a la deﬁnicio´n del proceso pendiente y, por tanto, obliga a la
revisio´n constante de la planiﬁcacio´n.
La segunda, consecuencia de la anterior, es que no es fa´cil determinar
cuando ese proceso se acaba. El momento de la implementacio´n y pues-
ta en operacio´n de un sistema no es nunca el ﬁnal, sino un hito ma´s
en la evolucio´n del sistema. Junto a la correccio´n de errores imputables
a las fases anteriores aparecen nuevas perturbaciones posibles deriva-
das de la integracio´n con otros sistemas, de la incorporacio´n de bases
histo´ricas, de cambios en las operativas de usuario, ...
Como consecuencia de todo ello, los tres objetivos que corrientemente se
sen˜alan a un proyecto, plazos, coste y calidad, son mutuamente contradicto-
rios en la dina´mica de su propia ejecucio´n.
Para abordar este problema en esta tesis se consideran dos aproximacio-
nes:
Los modelos normativos: ¿Co´mo deben gestionarse los proyectos? Pa-
ra ello se considerara´n las aportaciones del a´rea de la Ingenier´ıa de
Proyectos y de la Ingenier´ıa del Software.
La simulacio´n (modelos descriptivos): ¿Cua´l es el efecto de las decisio-
nes de gestio´n? Para ello se consideran las soluciones existentes y se
propondra´n fo´rmulas para su implementacio´n y mejora.
El resultado ﬁnal del trabajo realizado es un modelo dina´mico de simu-
lacio´n de un sistema de produccio´n multiproyecto sobre el que se pueden
evaluar los siguientes aspectos:
La planiﬁcacio´n y el seguimiento de los proyectos desde el punto de
vista del cumplimiento de plazos y requisitos.
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La aplicacio´n de pol´ıticas dina´micas de asignacio´n de personal y se-
cuenciacio´n de actividades en relacio´n con lo anterior.
El impacto potencial de la mejora de procesos en la controlabilidad y
predecibilidad del sistema.
Las necesidades de medicio´n y control que todo ello plantea.
1.2. Hipo´tesis de partida
Las hipo´tesis de partida de esta tesis, que se justiﬁcan en los apartados
siguientes, son:
1. Las te´cnicas y modelos para la asignacio´n de recursos y programacio´n
de proyectos en un contexto de restricciones propios de la Gestio´n de
Proyectos - project managament - son u´tiles y relevantes para mejorar
los resultados de la gestio´n de la produccio´n de software y, por tanto,
para el e´xito de los proyectos software siempre que se tenga en cuenta
el cara´cter multiproyecto del problema en estudio.
2. La implementacio´n de los esta´ndares y modelos de mejora de procesos
software constituye, adema´s de una gu´ıa para posibilitar ese e´xito, un
conjunto de tareas con contenido de trabajo, coste y consumo de re-
cursos que deben ser incorporadas expl´ıcitamente en el ana´lisis de los
proyectos como variables a gestionar.
3. La simulacio´n dina´mica permite evaluar los resultados de las decisio-
nes derivadas de los dos puntos anteriores siempre y cuando se tengan
presentes las caracter´ısticas, a la vez continuas y discretas, de la pro-
duccio´n de software.
1.2.1. La perspectiva de la Gestio´n de Proyectos
El problema de conjugar plazos, costes y calidad es un problema comu´n
en la gestio´n de proyectos. Desde un cierto punto de vista, el proceso de
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produccio´n de software a medida puede verse como el de un proyecto unitario;
un conjunto de actividades y tareas lo´gicamente ordenadas a la obtencio´n de
un ﬁn u´nico. Desde ese punto de vista, la gestio´n de la produccio´n de este tipo
de software es fundamentalmente una aplicacio´n especializada de la gestio´n
de proyectos unitarios.
Dentro de este campo, el problema crucial es la administracio´n de los
recursos de la organizacio´n por cuyo uso “compiten” varios proyectos con-
currentes. Estamos, pues, ante un problema de gestio´n multiproyecto en un
entorno de restricciones temporales y de capacidad. Esta clase de problemas
es precisamente el dominio del a´rea de la secuenciacio´n y programacio´n de
proyectos - project scheduling- que a su vez es parte de un dominio ma´s
amplio, el de los problemas combinatorios.
La Gestio´n de Proyectos - project management - es una de las disciplinas
de mayor crecimiento en la actualidad dentro del a´rea de la gestio´n empre-
sarial. Ello es debido a que la propia idea de proyecto ha trascendido a su
interpretacio´n tradicional asociada t´ıpicamente a la construccio´n de un pro-
ducto o un sistema te´cnico singular, y se extiende a subconjuntos cada vez
mayores de la actividad empresarial hasta el punto de que se habla, a veces,
de una orientacio´n a proyectos de todos los procesos de trabajo [MBCDH06]
e incluso de la sociedad orientada a proyectos[Gar01].
La creciente generalizacio´n de esta orientacio´n a proyectos da lugar a en-
tidades agregadas y compuestas de proyectos que se denominan comu´nmente
programas y portafolios o carteras de proyectos. Convencionalmente se deno-
mina programa a un conjunto de proyectos que tienen una ﬁnalidad comu´n,
“un grupo de proyectos relacionados cuya direccio´n se realiza de manera
coordinada para obtener beneﬁcios y control que no se obtendr´ıan si fueran
dirigidos de forma individual” [Ins04]. Segu´n la misma fuente, una cartera
de proyectos es un “conjunto de proyectos cuyo u´nico nexo comu´n es que se
desarrollan por una misma organizacio´n”.
La gestio´n de programas y de carteras de proyectos plantea problemas
adicionales a la simple superposicio´n de los proyectos. Un grado superior de
complejidad que se deriva de las dependencias que se establecen, bien por los
objetivos en el caso de los programas, bien por la necesidad de hacer com-
6 CAPI´TULO 1. INTRODUCCIO´N
patible el empleo de los recursos, en ambas situaciones. En cualquiera de los
casos, a ese entorno ma´s complejo lo denominaremos un entorno multipro-
yecto.
En el terreno espec´ıﬁco de los proyectos de Sistemas de Informacio´n,
en un estudio publicado por [WKR04] se analiza mediante una correlacio´n
log´ıstica la relacio´n entre las desviaciones al alza en plazos y costes y una
serie de instrumentos de gestio´n. La conclusio´n principal es que la variable
que mejor distingu´ıa entre proyectos desviados y no desviados era la exis-
tencia y calidad de los procedimientos de seguimiento y control, incluyendo
la anticipacio´n de medidas correctivas. Le segu´ıan en relevancia las variables
relativas a la existencia de me´todos ajustados de estimacio´n y el contar con
buenas especiﬁcaciones y requisitos. El estudio concluye que la inversio´n en
herramientas, te´cnicas y capacitacio´n especialmente en las a´reas citadas es
la mejor defensa frente a la variabilidad de los proyectos.
A pesar de lo anterior, investigaciones recogidas en [Her05] indican que el
grado de utilizacio´n de las herramientas basadas en los modelos de redes pro-
venientes de la Investigacio´n Operativa au´n siendo elevado entre los directores
de proyecto, se limita a ﬁnes relativamente poco soﬁsticados en comparacio´n
con el potencial que dichos modelos teo´ricamente encierran. El uso principal,
en el mejor de los casos, es la planiﬁcacio´n temporal y posterior seguimien-
to. En muchas ocasiones se limita a la representacio´n y comunicacio´n entre
las partes interesadas. Los paquetes Microsoft Project y Primavera Project
Planner, que son los ma´s populares en la profesio´n, poseen funcionalidades
para la gestio´n de las restricciones ligadas a los recursos y para el equilibrado
del empleo de los mismos que raramente se emplean.
Resulta parado´jico que el desarrollo de modelos para la programacio´n
de actividades bajo diversos tipos de restricciones de recursos es objeto de
una intensa actividad de investigacio´n acade´mica a pesar de recibir poca
atencio´n por parte de los profesionales. La propia gu´ıa del Project Manage-
ment Institute [Ins04] apenas destina un pa´rrafo de 20 l´ıneas al problema del
equilibrado y secuenciacio´n de recursos. De hecho, Goldratt [Gol97] llega a
argumentar que los problemas de secuenciacio´n y programacio´n tienen esca-
sa importancia debido a que “el impacto en la duracio´n de los proyectos es
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mı´nima”.
En el art´ıculo arriba citado [Her05] se argumenta que este tipo de razo-
namiento es erro´neo y conduce a subestimar los problemas ocasionados por
los conﬂictos en el empleo de recursos. Como ma´s adelante se muestra con
el caso empleado como referencia emp´ırica en esta tesis, en ocasiones es la
administracio´n de recursos la que explica la realizacio´n de los proyectos y no
a la inversa.
1.2.2. La perspectiva de la Ingenier´ıa del Software
Una perspectiva complementaria parte de la hipo´tesis de que en una or-
ganizacio´n los proyectos esta´n formalmente constituidos por actividades que
ofrecen - o pueden ofrecer - un grado signiﬁcativo de similaridad y repetitivi-
dad. El esfuerzo desde este punto de vista se enfoca en la deﬁnicio´n de proceso
como unidad repetible y, por tanto, mejorable en su articulacio´n interna y
susceptible de programarse en relacio´n con otros procesos [Sca01].
Este es el punto de vista de la Ingenier´ıa de los Procesos Software, un
a´rea de conocimiento del campo de la Ingenier´ıa del Software que se orienta
a la aplicacio´n de me´todos y modelos para conocer, racionalizar y en u´ltimo
extremo mejorar la gestio´n de las actividades que forman parte del ciclo
de vida de un producto software. Desde el punto de vista que nos interesa,
se trata de una aplicacio´n a la Ingenier´ıa del Software del paradigma de la
reingenier´ıa de procesos y de la mejora continua [FBS+01].
El intere´s por estudiar el proceso software nace de la necesidad de mejo-
rarlo. La idea que subyace es que un proceso mejorado da lugar a un mejor
producto. Un e´xito que so´lo se basa en la disponibilidad de unas personas
espec´ıﬁcas no constituye una base so´lida para mejorar la productividad y la
calidad a largo plazo en todo el a´mbito de la organizacio´n.
Para extender a toda la organizacio´n esta capacidad, el paradigma vigente
en materia de gestio´n de la calidad se basa en el supuesto de que la calidad
del producto esta´ directamente vinculada a la calidad de los procesos que
conforman su ciclo de vida y esta, a su vez, a la madurez de la organizacio´n
que los desarrolla.
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En este campo, los resultados ma´s operativos son los esta´ndares de madu-
rez. Los esta´ndares de madurez en la produccio´n de software son tecnolog´ıa
de dominio pu´blico a escala internacional difundida a trave´s de diferentes
instituciones y aplicada con cara´cter general, en particular en grandes or-
ganizaciones. La aplicacio´n de estos esta´ndares a las PYMEs es objeto de
investigacio´n, tanto mediante el estudio de casos como mediante las cons-
truccio´n de propuestas metodolo´gicas que tengan en cuenta las caracter´ısticas
espec´ıﬁcas de cada tipo de empresa [CMPP03, LY01, Ric01].
Estos esta´ndares, orientados a las capacidades a nivel de organizacio´n
(CMM y CMMI)1 o a nivel de proceso (ISO/IEC 15504)2, proporcionan ob-
jetivos gene´ricos para la mejora de la calidad de los procesos y gu´ıas para su
evaluacio´n, si bien no indican v´ıas un´ıvocas para su puesta en aplicacio´n en
un caso concreto. La razo´n de ello se en que la gran variedad de tecnolog´ıas,
modelos de desarrollo y tipolog´ıas organizacionales existentes determina el
cara´cter dependiente del camino (path dependent) de las estrategias posibles
de mejora, incluso aunque se utilice un modelo esta´ndar como referencia.
1.2.3. La simulacio´n de proyectos software
La aplicacio´n de modelos de simulacio´n al estudio de diversos problemas
relacionados con la gestio´n de los proyectos de desarrollo de productos soft-
ware es un campo al que se dedica un signiﬁcativo esfuerzo de investigacio´n.
La razo´n para ello es doble: de una parte la necesidad de hacer ma´s predeci-
ble y controlable una actividad que cada vez tiene ma´s importancia; de otra,
la naturaleza compleja y no lineal del problema que diﬁculta el empleo de
modelos anal´ıticos [Sca01].
En un art´ıculo publicado en 1999, como conclusio´n del primer taller PRO-
SIM, Keller, Madachy, Raﬀo [KMR99] proponen una visio´n panora´mica del
1CMM - capability maturity model - y CMMI-capability maturity model integration- se
deﬁnen como una “aproximacio´n a la mejora de procesos que proporciona a las organza-
ciones los elementos esenciales de procesos efectivos”. Han sido elaborados por el Software
Engineering Institute de la Universidad Carnegie Mellon [Pau95].
2La ISO/IEC 15504 es una norma de la Organizacio´n Internacional de Normalizacio´n
(ISO) y la Comisio´n Electrote´cnica iInternacional (IEC) que proporciona un “marco para
me´todos de evaluacio´n” para medir la capacidad de los procesos [Rou03].
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trabajo realizado en la simulacio´n de procesos software basada en tres pre-
guntas ¿Con que´ objetivo modelar? ¿Que´ modelar? y ¿Co´mo modelar?
Objetivos de la simulacio´n: ¿Para que´ modelar?
Entre los objetivos se sen˜alan los siguientes:
Gestio´n estrate´gica de los procesos software. Los modelos de simula-
cio´n permiten, segu´n los autores, recoger las consecuencias que la forma
general de organizar el proceso software tiene en la evolucio´n estrate´gi-
ca de organizacio´n desarrolladora, en te´rminos de creacio´n de valor,
posicionamiento de mercado, etc. As´ı, las pra´cticas de deslocalizar, sub-
contratar, desarrollar en base a componentes o mediante aplicaciones
“ad hoc”, etc. pueden evaluarse en te´rminos de su impacto en el posi-
cionamiento general de la empresa.
Planiﬁcacio´n de los procesos. La simulacio´n posibilita tambie´n la plani-
ﬁcacio´n proporcionando estimaciones de carga de trabajo y esfuerzo,
utilizacio´n de recursos, ana´lisis de riesgos, etc. La planiﬁcacio´n no se
limita a simular en el momento previo al inicio de un desarrollo sino
que puede ayudar al seguimiento y evaluacio´n, as´ı como a eventuales
cambios en la planiﬁcacio´n.
Gestio´n operativa de los procesos. Con un nivel de granularidad ma´s
ﬁno, los modelos de simulacio´n pueden tambie´n servir para la gestio´n
operativa. As´ı los modelos de simulacio´n por el me´todo de Monte Carlo
pueden servir para controlar desviaciones, estimar tasas de errores y
necesidades de correccio´n, etc. A su vez, los modelos basados en la
integracio´n de sistemas de ecuaciones diferenciales pueden servir para
evaluar el resultado de las decisiones y las reglas de gestio´n “ex-ante”
a trave´s del ana´lisis de las propiedades de los bucles de realimentacio´n.
Mejora de procesos y adopcio´n de tecnolog´ıa. Las decisiones de mo-
diﬁcar los procesos o adoptar determinadas herramientas u otros ele-
mentos pueden ensayarse sobre modelos de simulacio´n antes de ponerse
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en pra´ctica, midiendo las consecuencias inmediatas pero tambie´n las
consecuencias de segundo orden que pueden derivarse, sin incurrir en
los costes de una decisio´n erro´nea.
Comprensio´n de los procesos. La construccio´n de un modelo de simula-
cio´n y el ana´lisis de escenarios y resultados implica por si misma un
esfuerzo por desentran˜ar los mecanismos que actu´an en la pra´ctica del
proceso software del cual se puede obtener un mayor grado de com-
prensio´n de la realidad, descubriendo por contraste con los datos que
la misma arroja los aspectos que permanecen ocultos.
Entrenamiento y aprendizaje. Por u´ltimo, los modelos de simulacio´n son
un instrumento potencialmente utilizable en el aprendizaje y entrena-
miento en un a´rea de conocimiento donde la experimentacio´n puede
resultar prohibitiva.
Todos estos aspectos se refuerzan si se tiene en cuenta que los modelos
anal´ıticos que se emplean para estudiar los procesos presentan el inconve-
niente de que, en general, resultan demasiado abstractos y obvian las carac-
ter´ısticas espec´ıﬁcas de cada organizacio´n de desarrollo. Estas no dejan de
ser sistemas sociote´cnicos3 complejos donde a veces los datos nume´ricos no
reﬂejan ma´s que muy parcialmente la realidad, no se pueden aplicar te´cnicas
estad´ısticas y a veces no hay manera de entender las desviaciones entre lo
predicho por el modelo anal´ıtico y lo que ocurre en la pra´ctica, ya que el
modelo anal´ıtico no ofrece una buena gu´ıa para ello.
Alcance de la simulacio´n: ¿que´ modelar?
Desde el punto de vista del alcance, los modelos de simulacio´n pueden
abarcar desde una parte del ciclo de vida de un producto concreto hasta la
evolucio´n de la organizacio´n a largo plazo, pasando por un proyecto, varios
3El te´rmino sistema sociote´cnico - sociotechnical system - se debe a Emery y Trist, del
Tavistock Institute de Londres, y se empleo´ por primera vez para designar la interacio´n
hombre-ma´quina en un entorno de produccio´n industrial. Hoy en d´ıa se ha extendido su
alcance para abarcar las interaciones entre las tecnolog´ıas y las personas, [ETT74].
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proyectos o la evolucio´n en el tiempo de una l´ınea o l´ıneas de producto a
trave´s de sus sucesivas versiones.
Desde el punto de vista de los resultados perseguidos, un modelo de si-
mulacio´n puede informar sobre esfuerzo empleado, costes, recursos asignados
o tasas de error hasta variables ma´s globales relativas al valor conseguido, la
evolucio´n de las plantillas de personal o el nivel de calidad global. De manera
muy particular, los modelos de simulacio´n pueden informar sobre el riesgo en
los diferentes niveles expuestos en relacio´n con el alcance del modelo; desde
el de no cumplir un hito hasta la exposicio´n global al riesgo de la empresa
en el mercado.
Para ello los modelos de simulacio´n utilizan diferentes niveles de abs-
traccio´n de los procesos modelados. E´ste dependera´ del intere´s que gu´ıa el
modelo. As´ı se pueden identiﬁcar tareas y recursos clave, o enfatizar el ﬂu-
jo de objetos a lo largo del proceso, las interdependencias entre tareas, las
relaciones y bucles de realimentacio´n, etc.
Para obtener resultados relevantes es igualmente necesario proporcionar
los para´metros de entrada adecuados, que pueden ser medidas de taman˜o,
productividad, ... o para´metros de los procesos organizativos como el ciclo
de contratacio´n de personal, los retrasos en la incorporacio´n efectiva de e´ste,
los intervalos de medida y (re)programacio´n, etc.
Metodolog´ıas de simulacio´n: ¿co´mo modelar?
Las metodolog´ıas de simulacio´n empleadas son bastante diversas aunque
predominan la simulacio´n continua (Dina´mica de Sistemas) y la simulacio´n
de eventos discretos. Ambas metodolog´ıas se prestan espec´ıﬁcamente a re-
presentar y estudiar facetas diferentes del proceso de produccio´n de software.
La primera permite analizar la estructura de interrelaciones complejas
entre las diferentes variables de estado del sistema en estudio, especialmente
cuando estas relaciones son fuertemente no lineales y los me´todos anal´ıticos
resultan poco adecuados. Una organizacio´n dedicada al desarrollo de produc-
tos software es un sistema sociote´cnico complejo,en los que las interacciones
humanas, los ﬂujos de comunicacio´n y la presencia de objetivos diferentes y,
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hasta contradictorios, requieren este tipo de representacio´n.
La metodolog´ıa orientada a eventos discretos, por su parte, posibilita el
estudio del ciclo de vida de entidades individuales diferenciadas y su circu-
lacio´n a trave´s de las diferentes componentes del sistema. La produccio´n de
software esta´ plagada de este tipo de entidades. El propio producto no es
simplemente un “bloque de co´digo” ma´s o menos grande sino una unidad
compleja con su funcionalidad propia y diferente de la de otros productos.
Cada una de esas unidades da lugar a una multiplicidad de entregables y otro
tipo de artefactos que se generan en la produccio´n de software. Los propios
recursos que se emplean en la produccio´n no son simplemente acumulables;
el recurso principal son personas, cada una con sus diferentes capacidades,
conocimientos y habilidades. Si bien el tratamiento del ciclo de vida de obje-
tos individuales en un sistema es objeto de estudio desde hace mucho tiempo,
t´ıpicamente con la Teor´ıa de Colas y los procesos de Markov, aqu´ı lo mismo
o ma´s que en el ana´lisis de relaciones estructurales en los sistemas conti-
nuos, los me´todos anal´ıticos no son suﬁcientes para tratar suﬁcientemente el
problema.
En [ZL04] se cita el dato siguiente: revisando los proceedings de los ta-
lleres PROSIM entre 1998 y 2006, el 54% de los modelos presentados son
de Dina´mica de Sistemas (DS) y el 27% restante, simulacio´n de eventos dis-
cretos (SED). A gran distancia en el nu´mero de casos que se recogen en la
literatura aparece un segundo grupo de metodolog´ıas. Estas lo conforman las
redes de Petri y la simulacio´n basada en agentes.
Las redes de Petri (y otros modelos anteriores basados en redes estoca´sti-
cas o en otro tipo de representacio´n de estados y transiciones) tienen una
primera aplicacio´n a la simulacio´n estoca´stica tipo Monte Carlo que apa-
rentemente no se diferencia gran cosa de la simulacio´n de eventos discretos,
aunque posee un grado de formalizacio´n mayor. Esta formalizacio´n tiene po-
tencialidades adicionales que han motivado su empleo espec´ıﬁco, tanto en el
campo del tratamiento anal´ıtico como su posibilidad de instanciamiento del
propio modelo [dSP05].
La metodolog´ıa basada en agentes es la ma´s novedosa de las citadas
porque permite capturar el cara´cter distribuido de los procesos y simular
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procesos de negociacio´n entre partes y reglas de decisio´n implementadas en
distintos niveles y no globalmente embebidas en el sistema.
1.2.4. Madurez de los procesos y viabilidad de la si-
mulacio´n
Un cambio en los procesos incluyendo la incorporacio´n de te´cnicas y mo-
delos soﬁsticados de gestio´n de los recursos debe traducirse en una mejora
de la situacio´n de la organizacio´n en te´rminos de sus objetivos estrate´gicos.
Pero ese cambio ni es fa´cil de implementar ni es evidente la relacio´n entre las
medidas concretas y las mejoras deseadas. Ello se debe al cara´cter complejo
e interrelacionado de la propia actividad y del entorno en que se desarrolla
[EB00].
Esto an˜ade una diﬁcultad espec´ıﬁca a los efectos de esta tesis. Un proceso
poco maduro y estructurado, con empleo reducido de te´cnicas de medicio´n y
de me´todos cuantitativos en general, resulta extremadamente dif´ıcil de mode-
lar de manera formal. Los mecanismos que explican los resultados permane-
cen ocultos en un conglomerado de pra´cticas informales y poco transparentes.
Por lo tanto el esfuerzo para construir el modelo en si mismo es un esfuerzo
que ayuda a diagnosticar las pra´cticas y a´reas susceptibles de mejora pero
puede estar limitado a la hora de construir dicho modelo formal.
Estos hechos son conocidos por la comunidad investigadora y as´ı han sido
sen˜alados desde hace tiempo [Chr99] por lo que existen varias referencias
sobre la interaccio´n entre modelos de simulacio´n y esta´ndares de mejora de
procesos que expresan diferentes puntos de vista de los que seleccionamos
dos casos extremos para ilustrar la cuestio´n planteada.
En [ZL04] los autores sostienen que el grado de madurez determina el
tipo de paradigma de modelado para la simulacio´n aplicable. As´ı, utilizando
el modelo CMMI por etapas, plantean que la correspondencia entre metodo-
log´ıas de simulacio´n y nivel de madurez es la que aparece en el cuadro 1.1.
Sin negar la relacio´n evidente entre el nivel de formalizacio´n de los proce-
sos y las posibilidades de construir modelos de simulacio´n, este planteamiento
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Nivel de madurez Paradigma de Simulacio´n
CMM1 Simulacio´n cualitativa
CMM2 Simulacio´n semicuantitativa
CMM3 Dina´mica de Sistemas
CMM4 Simulacio´n de Eventos Discretos
CMM5 Simulacio´n h´ıbrida
Cuadro 1.1: Correspondencia entre niveles de madurez CMMI y metodolog´ıas
de simulacio´n segu´n [ZL04].
denota una excesiva rigidez. De hecho uno de los problemas caracter´ısticos
de la aplicacio´n de las metodolog´ıas impl´ıcitas en los modelos de evaluacio´n
y mejora es el sen˜alado por Day en [Day00] segu´n el cual la traslacio´n de la
meta´fora “ingenieril” a la gestio´n del proceso software, provoca parado´jica-
mente la renuncia a emplear los me´todos de la ingenier´ıa con la excusa de que
el proceso no esta´ suﬁcientemente estructurado como para poderse medir.
Por el otro lado, en [MHSZ04] los autores presentan un estudio emp´ırico
realizado entre empresas de desarrollo australianas que, segu´n ellos, mues-
tra que no hay correlacio´n entre las pra´cticas de gestio´n y la madurez del
proceso. Au´n ma´s, postulan que los modelos de madurez de los procesos de
desarrollo probablemente no sean ni adecuados ni trasladables al dominio
de la gestio´n de proyectos por su orientacio´n a “procesos de ﬂujo de taller”
(industrial-like ﬂowshop processes). Por otra parte, las referencias a la so-
brecarga (overhead) provocada por las pra´cticas requeridas por los modelos
de evaluacio´n y madurez son una barrera importante a la adopcio´n de estas
por muchas entidades desarrolladoras como se cita en repetidas ocasiones
[ACC+04, Ric01, EB00, SdOC03].
Teniendo presente lo anterior, otros autores [MV06] proponen la incor-
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poracio´n expl´ıcita de las actividades asociadas a los procesos de mejora a la
descomposicio´n en tareas, work breakdown structure (WBS), de los proyectos.
De hecho, el modelo CMMI desde sus primeros niveles requiere la existencia
de una descomposicio´n en paquetes de trabajo de todas las actividades. En
concreto, en el modelo por etapas es preciso incorporar todas las tareas, in-
cluyendo las de medida del esfuerzo en la WBS desde el nivel 1. Para el nivel
2 se requiere implementar pra´cticas de planiﬁcacio´n de recursos lo mismo
que otras actividades “no constructivas” como la gestio´n de la conﬁguracio´n
(conﬁguration management). Esta es la perspectiva adoptada en esta tesis,
sin negar la parte de verdad que corresponde a la otra posicio´n.
1.3. Objetivos de la tesis
Esta tesis intenta conjugar las aproximaciones resen˜adas en los apartados
anteriores de la forma siguiente: se trata de simular la planiﬁcacio´n y gestio´n
de la produccio´n de una organizacio´n dedicada al desarrollo de software a
medida para evaluar la aplicacio´n de las te´cnicas y me´todos de la Ingenier´ıa
de Organizacio´n y de la Ingenier´ıa del Software a dicho problema.
Para ello este trabajo ha consistido en:
Construir un u´nico modelo dina´mico h´ıbrido que simule las variables
continuas y discretas representativas del proceso de produccio´n de soft-
ware en un entorno multiproyecto.
Implementar en ese modelo algoritmos de asignacio´n dina´mica de re-
cursos a los proyectos.
Realizar experimentos de simulacio´n a partir de “hechos estilizados”4
recogidos de un caso real que se empleara´ para calibrar el modelo.
El modelo de simulacio´n persigue servir para responder a preguntas del
siguiente tipo:
4En ciencias sociales, especialmente en Economı´a, se denomina un hecho estilizado
(stylized fact) a una representacio´n simpliﬁcada de un hallazgo emp´ırico.
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Co´mo afectan las dependencias entre fases de ciclos de desarrollo ma´s
complejos que el cla´sico modelo en cascada.
Co´mo afectan dichas dependencias a la marcha general del conjunto de
una organizacio´n desarrolladora.
Co´mo afectan las decisiones de reasignacio´n de recursos a nivel multi-
proyecto a los proyectos individuales.
Co´mo afectan las decisiones individuales de cada Jefe de Proyecto a la
marcha general del conjunto.
Que´ repercusiones tiene la aparicio´n o modiﬁcacio´n de los requisitos en
cada proyecto y en el conjunto.
Que´ repercusiones tiene la adopcio´n de determinadas pra´cticas de me-
dida y de mejora de los procesos en cada proyecto y la marcha general
del conjunto.
Desde el punto de vista de los objetivos el modelo obedece a los de
Planiﬁcacio´n, Gestio´n Operativa y, por supuesto, Comprensio´n de los pro-
cesos segu´n lo sen˜alado en el apartado 1.2.3. Desde el punto de vista del
alcance el modelo abarca el ciclo de vida de los proyectos software que una
organizacio´n desarrolla de manera simulta´nea; tiene un alcance multiproyec-
to. Desde el punto de vista de la metodolog´ıa de simulacio´n, es un modelo
h´ıbrido continuo-discreto basado en la integracio´n nume´rica de variables con-
tinuas deﬁnidas a trave´s de ecuaciones diferenciales (base de la Dina´mica de
Sistemas) conjuntamente con la simulacio´n de eventos discretos que esta´n
condicionados por y a la vez afectan a las citadas variables continuas. Puesto
que el modelo simula mecanismos de toma de decisio´n a diferentes niveles
jera´rquicos, en parte puede considerarse tambie´n como un modelo orientado
a agentes.
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1.4. Metodolog´ıa seguida
La metodolog´ıa seguida en la tesis se basa en el denominado “paradigma
de investigacio´n de la ingenier´ıa” [THP93]. Este paradigma proporciona un
marco viable y adecuado para el desarrollo, evaluacio´n y posterior mejora
de una propuesta. Tomando en cuenta las sugerencias cr´ıticas de Humphrey
[Hum02]:
“Every time software people have faced a new problem, instead
of building on prior work, we have invented some new language,
tool, or method. This forces us to start over, and it also forces
our users to start over.”
La metodolog´ıa adoptada ha pretendido eludir ese riesgo y por lo tanto
ha seguido la siguiente secuencia:
1. Observacio´n de las soluciones existentes.
2. Propuesta y desarrollo de una mejor solucio´n a partir de las anteriores
(“buinding on prior work”).
3. Medida, ana´lisis y validacio´n de la solucio´n propuesta.
1.4.1. Observacio´n de las soluciones existentes
Cuando el campo investigado corresponde en su integridad a un a´rea de
conocimiento determinada, la primera fase requiere establecer criterios de
evaluacio´n de las soluciones existentes para determinar sus caracter´ısticas
y limitaciones puesto que el objetivo es profundizar en la direccio´n en que
apuntan las soluciones preexistentes.
En este caso se trata ma´s de extender que de profundizar, es decir de
incorporar e integrar los avances de dos a´reas de conocimiento, la de la Inge-
nier´ıa del Software y la de la Ingenier´ıa de Proyectos. Ello obliga a establecer
los criterios que posibilitan el empleo de los resultados alcanzados en la Inge-
nier´ıa de Proyectos en la simulacio´n de procesos software. Dichos requisitos
afectan a ambas a´reas de conocimiento. Ello signiﬁca:
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Identiﬁcar las soluciones implementadas hasta ahora en los modelos de
simulacio´n de procesos software.
Identiﬁcar los modelos de asignacio´n de recursos que propone la Inge-
nier´ıa de Proyectos que son:
• Adecuados al campo de la produccio´n de software.
• Susceptibles de ser implementados en un modelo de simulacio´n.
Los factores que se estiman cr´ıticos y con los que se contrastan las solu-
ciones existentes son:
Desde el punto de vista de los modelos de gestio´n de proyectos:
• La representacio´n del entorno multiproyecto.
• Los algoritmos de asignacio´n de recursos susceptibles de modelado
dina´mico.
• El tratamiento del riesgo.
Desde el punto de vista de los modelos de simulacio´n existentes:
• La capacidad de representar los aspectos continuos y discretos de
los proyectos software as´ı como la superposicio´n y retroalimenta-
cio´n entre fases y proyectos.
• La implementacio´n de me´todos de asignacio´n de recursos.
• La capacidad de representar y medir los efectos de los procedi-
mientos de mejora de procesos.
Esta primera fase del trabajo se ha centrado ba´sicamente en la revisio´n
de literatura y el ana´lisis de la misma a la luz de los criterios citados.
1.4.2. Propuesta y desarrollo de una solucio´n
Para la propuesta de una solucio´n se han tomado los elementos ma´s in-
teresantes y adecuados detectados en la fase anterior. La amplia produccio´n
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en el campo de los modelos de simulacio´n de proyectos software hace aconse-
jable tener en cuenta la recomendacio´n de Humphrey antes citada y no partir
desde cero sino reutilizar al ma´ximo las soluciones existentes en la medida
en que sean adecuadas al ﬁn que se persigue.
Sin embargo, la construccio´n del modelo obliga, en primer lugar, a elegir
un lenguaje de simulacio´n adecuado y “traducir” al mismo aquellos elementos
que se van a reutilizar de modelos preexistentes. El lenguaje adecuado debe
tener las caracter´ısticas siguientes:
Capacidad de simulacio´n h´ıbrida.
Capacidad algor´ıtmica para implementar los modelos de asignacio´n.
Orientacio´n a objetos para posibilitar la jerarquizacio´n y el encapsula-
miento de los diferentes componentes del modelo.
Flexibilidad y potencial gra´ﬁco para permitir la realizacio´n de experi-
mentos.
El lenguaje de simulacio´n elegido es Modelica, un lenguaje en co´digo abier-
to que se adapta a los requisitos sen˜alados [Ass08, Fri04].
Al modelo de simulacio´n que se ha construido se le ha denominado Sim-
HiProS (Simulador Hı´brido de la Produccio´n de Software). Se trata de un
modelo jera´rquico que diferencia las decisiones comenzando a partir de los
procesos elementales de trabajo. Para implementar esta jerarqu´ıa se han de-
ﬁnido tres mo´dulos; paquete, proyecto y multiproyecto. A su vez cada uno de
ellos tiene deﬁnidos tres componentes o submo´dulos cada uno de los cuales
representa y simula la actividad de produccio´n, las decisiones de asignacio´n
y la medida y control dentro de cada nivel. El modelo se completa con un
mo´dulo de entorno que representa la interaccio´n del sistema con lo externo
a e´l y un mo´dulo funcional que implementa distintas funciones y algoritmos
que son llamados desde los anteriores.
Obviamente la metodolog´ıa empleada en esta fase es la caracter´ıstica de
un desarrollo software en si mismo. Para ello se ha empleado una orientacio´n
a prototipos reutilizables, partiendo de un modelo simple e incorporando
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sucesivos reﬁnamientos conforme se iban veriﬁcando operacionalmente los
modelos previos.
1.4.3. Ana´lisis, validacio´n y explotacio´n
La tercera fase de la elaboracio´n de la tesis se ha destinado a la validacio´n
y explotacio´n del modelo construido. Para ello se han realizado las siguientes
tareas:
Estimacio´n de para´metros y validacio´n mediante el contraste con datos
histo´ricos.
Simulacio´n de experimentos.
Ana´lisis de los resultados.
Para la validacio´n y estimacio´n de para´metros se ha empleado una base de
datos de un caso real que se ha tomado como referencia para la elaboracio´n
de los trabajos previos a la presente tesis.
La informacio´n precedente se ha utilizado para la simulacio´n inversa, es-
tima´ndose as´ı los para´metros que ha sido posible. Se dispone de un subcon-
junto de proyectos cuyo taman˜o en puntos-funcio´n se conoce lo que permite
estimar la informacio´n relativa a cargas de trabajo. Igualmente existe una
memoria “post-mortem” de los proyectos en cuestio´n, haciendo posible ana-
lizar determinadas incidencias que han podido afectar al perﬁl de desarrollo
de cada uno de ellos.
Para concluir la tesis se ha realizado una serie sencilla de experimentos
con las ﬁnalidades siguientes:
Planiﬁcacio´n de los procesos. A partir de las estimaciones de carga de
trabajo y esfuerzo se simula la utilizacio´n de recursos teniendo en cuenta
las diferentes estrategias de descomposicio´n en tareas de los proyectos.
Gestio´n operativa de los procesos. A partir de perturbaciones sobre la
planiﬁcacio´n inicial se simulan las decisiones de asignacio´n y reasigna-
cio´n de recursos en funcio´n de su impacto intra e inter-proyecto.
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Mejora de procesos y sistemas de medida. Las decisiones que llevan a
modiﬁcar los procesos o adoptar determinadas herramientas u otros
elementos de medida y control se simulan midiendo las consecuencias
inmediatas en te´rminos de coste.
El ana´lisis de estos experimentos permite extraer las conclusiones ﬁnales
del trabajo realizado.
1.5. Principales resultados
El principal resultado de esta tesis ha sido la construccio´n del mode-
lo SimHiPros, un modelo h´ıbrido para la simulacio´n de la produccio´n de
software que presenta las siguientes caracter´ısticas:
Representacio´n los aspectos discretos y continuos de la produccio´n de
software.
Representacio´n jera´rquica del entorno multiproyecto empleando tres
niveles, de abajo a arriba: paquete, proyecto y multiproyecto.
Capacidad para representar diferentes modelos de proceso software: en
cascada, incremental, evolutivo, ...
Obtencio´n de me´tricas de proyecto segu´n el modelo EVM (earned value
management).
Capacidad para incorporar modelos de asignacio´n de recursos a nivel de
proyecto y multiproyecto, habie´ndose implementado algunas variantes
sencillas.
Capacidad para medir el esfuerzo en actividades “no constructivas” co-
mo una primera aproximacio´n a la simulacio´n del coste de implantacio´n
de la mejora de procesos software.
El modelo se apoya en una propuesta de marco jera´rquico para la ca-
racterizacio´n del problema de la planiﬁcacio´n y asignacio´n de recursos a la
22 CAPI´TULO 1. INTRODUCCIO´N
produccio´n de software que proviene del campo de la Ingenier´ıa de Proyec-
tos. A partir de ese marco, la tesis propone la tipolog´ıa de problemas de
asignacio´n de recursos y programacio´n de tareas que mejor corresponde a
los proyectos software estudiados y para los que el modelo ha sido disen˜ado.
Alguna de las variantes ma´s sencillas de los algoritmos de resolucio´n de esos
problemas se han implementado en la versio´n actual del modelo. E´ste admite
en principio otros algoritmos ma´s soﬁsticados.
El modelo incorpora tambie´n resultados previos del a´rea de la simulacio´n
de procesos software que aparecen resen˜ados en la literatura que se presenta
en el cap´ıtulo 3. Pero hasta donde se ha podido veriﬁcar, en ninguno de los
modelos anteriores se integran los aspectos discretos y continuos en la forma
en la que aqu´ı se propone. U´nicamente en [CBK06] se presenta una aplicacio´n
del formalismo DEVS, Discrete Event System Speciﬁcation, propuesto por
Ziegler [ZKP00] que posibilita representar con naturalidad un sistema h´ıbrido
aplicado a la produccio´n de software. Sin embargo, por lo menos hasta lo que
se ha publicado, en el caso sen˜alado no se implementan sistemas complejos de
asignacio´n de recursos sino que el modelo se limita a emular el funcionamiento
de los modelos continuos de la saga del modelo de AbdelHamid y Madnick
[AM91].
Por u´ltimo, son muchos los modelos que se hacen eco del efecto de la
mejora de procesos; desde su propia estructura, como es el caso del modelo
de Ruiz Carreira [Car03], hasta la implementacio´n expl´ıcita de la misma,
como el modelo IMMoS [PR02] que combina a tres niveles, con Dina´mica de
Sistemas, modelos de procesos y el empleo de modelos cuantitativos basados
en la medida. El modelo que se presenta en esta tesis se corresponde ma´s con
el segundo tipo, pero a diferencia de e´l, consigue modularizar la descripcio´n de
los procesos y representar los procesos de obtencio´n de me´tricas sin necesidad
de un esfuerzo excesivo de readaptacio´n a cada caso.
1.6. Contenido de la tesis
El Cap´ıtulo 2 de esta tesis presenta una s´ıntesis del trabajo realizado de
ana´lisis de soluciones existentes en el campo de la Ingenier´ıa de Proyectos.
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Se presenta el tratamiento que en la literatura se le da a la situacio´n multi-
proyecto. Posteriormente se revisan diferentes modelos para la asignacio´n de
recursos y las estrategias para la gestio´n del riesgo.
La revisio´n de las aportaciones de la Ingenier´ıa del Software se concentra
en los modelos de simulacio´n y se realiza en el Cap´ıtulo 3. Dentro de estos,
el cap´ıtulo se centra aquellos que prestan ma´s atencio´n al cara´cter h´ıbrido de
los procesos, a los que representan procesos multiproyecto, a los que atienden
a la mejora de los procesos y a los que incorporan modelos de Investigacio´n
Operativa para la asignacio´n de recursos y secuenciacio´n de tareas.
El Cap´ıtulo 4 se dedica a presentar el caso de aplicacio´n elegido y sus
particularidades. En concreto se describe las reglas de gestio´n actualmente
empleadas y la base de datos histo´rica disponible as´ı como el tratamiento que
se ha hecho de la misma. Se identiﬁcan a trave´s del ana´lisis “post-mortem”
algunas de las incidencias que caracterizan a los proyectos a ﬁn de emplear
dichas incidencias para el contraste del modelo.
El Cap´ıtulo 5 analiza las soluciones existentes en base a su adecuacio´n
al caso de aplicacio´n y sus singularidades. Se propone la descomposicio´n
jera´rquica del problema de programacio´n de recursos, lo que permite carac-
terizar dos problemas distintos, un problema ta´ctico y otro operacional. Se
proponen modelos de la Investigacio´n Operativa adecuados para cada proble-
ma y la gestio´n del riesgo en ambos casos. Por u´ltimo se propone el modelo de
simulacio´n que se presenta en el cap´ıtulo siguiente, en base a las aportaciones
analizadas en el Cap´ıtulo 3 y a los aspectos a integrar de las mismas.
El Cap´ıtulo 6 describe el modelo propuesto y sus componentes. Explica
su operativa y las variantes que se han considerado as´ı como algunas cuestio-
nes que no se han desarrollado pero que podr´ıan incorporarse con facilidad.
Mediante un ejemplo sencillo se muestra el comportamiento del modelo.
El Cap´ıtulo 7 presenta las conclusiones del trabajo realizado y los desa-
rrollos posteriores. Los Ape´ndices complementan el texto con los aspectos
ma´s te´cnicos y nume´ricos.




2.1. Introduccio´n y contenido del cap´ıtulo
La dsiciplina de la Gestio´n de Proyectos (project management es un a´rea
de aplicacio´n de la ingenier´ıa cuyas bases se pusieron en los an˜os 50 del
siglo pasado con la aparicio´n de los primeros modelos de redes de proyectos:
el PERT (program evaluation and review technique) y el CPM (critical path
method). Una rama espec´ıﬁca de la Investigacio´n Operativa se ha concentrado
en resolver los problemas espec´ıﬁcos de optimizacio´n de redes de proyectos, es
decir, de encontrar secuencias o programaciones (schedule) que, compatibles
con los requisitos tecnolo´gicos y econo´micos, optimizan uno (o varios) valores
representativos de una magnitud relevante del proyecto, sea esta el coste, la
duracio´n total o algu´n otro. En general, todos los problemas de este tipo son
NP-duros por lo que los me´todos exactos de solucio´n so´lo suelen ser u´tiles en
problemas de escasa entidad.
Una parte de la investigacio´n se ha centrado en la produccio´n de algorit-
mos para la obtencio´n de soluciones aproximadas para estos problemas. La
cantidad de modelos y propuestas producidas es muy importante. Esta pro-
duccio´n se ha visto enriquecida en las u´ltimas de´cadas con las aportaciones
de la Inteligencia Artiﬁcial, que ha proporcionado nuevos me´todos heur´ısti-
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cos para la obtencio´n de soluciones de calidad, as´ı como te´cnicas, como la
propagacio´n de restricciones (constraint propagation), para acotar el espacio
de bu´squeda.
Por otra parte, otras ramas de la disciplina, unas ma´s ligadas a la pra´cti-
ca profesional y otras ma´s enfocadas en la reﬂexio´n epistemolo´gica sobre la
misma, han relativizado la idoneidad de las soluciones ma´s soﬁsticadas pro-
puestas desde el a´rea antes citada y enfatizan ma´s los aspectos organizativos,
la estructura de la toma de decisiones y el riesgo que rodea a la ejecucio´n de
un proyecto. En esta tesis no se pretende intervenir en este debate sino que
nos limitamos a tomar nota del mismo viendo de aprovechar las aportaciones
que interesan al objeto de la misma.
Con esta ﬁlosof´ıa, en este cap´ıtulo se describen las aportaciones ma´s re-
levantes que se han detectado en relacio´n con los siguientes temas:
El tratamiento del problema multiproyecto cuando los diferentes pro-
yectos que lleva a cabo una organizacio´n no guardan especial relacio´n
entre si salvo en la medida en que comparten los mismos recursos. Se
caracteriza la situacio´n como una en la que existen diferentes niveles
de decisio´n y, por tanto, diferentes problemas.
Los modelos de programacio´n de proyectos que se proponen para cada
uno de los niveles citados. La existencia de niveles y ciclos de decisio´n
diferentes da lugar a la existencia de objetivos distintos y, por tanto,
de soluciones diferentes. De estas, se han estudiado aquellas que son
susceptibles de implementacio´n en un modelo de simulacio´n.
El tratamiento del riesgo y la incertidumbre ma´s adecuado para el
problema en cada caso. No es igual la estrategia de hacer frente al
riesgo de un proyecto concreto en su ejecucio´n que la adecuada para
planiﬁcar varios proyectos que van a coexistir durante un plazo ma´s o
menos largo.
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2.2. Caracterizacio´n del problema multipro-
yecto
2.2.1. La organizacio´n de la empresa y la gestio´n de
proyectos
Una vez que una empresa tiene que acometer un proyecto debe decidir de
que´ manera se relaciona el mismo (entendido en el sentido organizacional)
con el conjunto de la compan˜´ıa. Segu´n [Mer06] hay ba´sicamente tres maneras:
El proyecto integrado en una unidad funcional . Este caso so´lo se da
cuando la dimensio´n del proyecto es lo suﬁcientemente pequen˜a y sus
caracter´ısticas son tales, que una unidad funcional es capaz de asumir
ı´ntegramente las actividades del proyecto con sus propios recursos.
La organizacio´n por proyectos . Cuando el proyecto contiene todos los
recursos necesarios para desarrollar las actividades. En este caso se ob-
tiene la ventaja de que el proyecto es auto´nomo y no plantea conﬂictos
con otros proyectos o con departamentos funcionales. Por contra, se
corre el riesgo de duplicar esfuerzos en a´reas funcionales e infrautilizar
los recursos que podr´ıan ser compartidos.
La organizacio´n matricial . En este caso se produce una solucio´n inter-
media entre los dos casos extremos expuestos previamente. El proyecto
posee una cierta autonomı´a pero emplea recursos compartidos. Este es
el caso ma´s general, si bien el rango de opciones es elevado. Este caso
puede modelarse desde un punto de vista de procesos como un taller:
el trabajo es realizado por una serie de estaciones/servidores que se
corresponden con las unidades funcionales mientras que los proyectos
son esos trabajos ﬂuyendo entre estaciones [AMNS95].
2.2.2. Caracterizacio´n del entorno multiproyecto
Si el punto de vista del ana´lisis es la totalidad de la organizacio´n el primero
de los tres casos anteriores (los proyectos embebidos dentro de una u´nica
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unidad funcional) no es propiamente un entorno multiproyecto. Este aparece
cuando hay que tomar decisiones que afectan a los recursos generales de
la organizacio´n, bien afe´ctandolos al menos temporalmente en exclusiva a
un proyecto (organizacio´n por proyectos), bien compartie´ndolos entre varios
(orgaizacio´n matricial).
En [Her05] los autores proponen un marco para establecer diferentes ca-
tegor´ıas de entornos multiproyecto en funcio´n de las caracter´ısticas de los
proyectos y su relacio´n entre si. Sen˜alan para ello dos caracter´ısticas deter-
minantes, la variabilidad y la dependencia.
Por variabilidad se entiende la incertidumbre que se deriva de la falta de
informacio´n suﬁciente sobre las actividades requeridas al inicio del proyecto,
incertidumbre que se ira´ desvelando conforme avanza el desarrollo, compues-
ta con la propia incertidumbre operacional en la ejecucio´n de las propias
actividades. La dependencia ser´ıa la medida en la que las actividades de un
proyecto se ven afectadas por inﬂuencias externas al mismo. Estas inﬂuen-
cias pueden deberse a actores externos (clientes, proveedores, ...) o a factores
internos, t´ıpicamente los conﬂictos sobre recursos compartidos.
El marco resultante es el que recoge el cuadro 2.1. Se plantea en te´rminos
de cuatro casos extremos si bien cabe todas las combinaciones intermedias
de manera continua. Esos cuatro casos son:
Caso BB (baja variabilidad, baja dependencia). Se trata de una situa-
cio´n en la que los proyectos son rutinarios y esta´n bien especiﬁcados los
procedimientos por lo que la incertidumbre es baja. Un ejemplo t´ıpi-
co ser´ıan trabajos de mantenimiento preventivo “in situ”. Los recursos
esta´n asignados desde el nivel jera´rquico superior al que gestiona el
proyecto, normalmente en una organizacio´n orientada a proyectos que
mantiene compartimentos relativamente estancos.
Caso BA (baja variabilidad, alta dependencia). Se trata de una situa-
cio´n en la que recursos de propo´sito general se emplean por diversos
proyectos por otra parte bien especiﬁcados y de baja incertidumbre
pero que pueden colisionar en sus demandas. Un ejemplo t´ıpico ser´ıa
la produccio´n o el ensamblaje de conjuntos de poca complejidad ba-
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jo pedido. T´ıpicamente se trata de una organizacio´n matricial en la
que se busca equilibrar la presio´n de cada proyecto sobre las diferentes
unidades funcionales.
Caso AB (alta variabilidad, baja dependencia). Se trata de una situa-
cio´n en la que proyectos relativamente complejos y con incertidumbre
derivadas de variables externas no controladas como las condiciones
meteorolo´gicas o ambientales de proyectos complejos de ingenier´ıa ci-
vil o la volatilidad de las especiﬁcaciones. En una empresa orientada a
proyecto, los recursos esta´n dedicados a los proyectos individuales por
lo que se producen pocos conﬂictos en torno a su asignacio´n.
Caso AA (alta variabilidad, alta dependencia). Se trata de una situacio´n
en la que se producen junto con las incertidumbres propias de cada
proyecto las que se componen por la dependencia entre proyectos que
compiten por recursos. Se trata de una situacio´n caracter´ıstica de una
organizacio´n matricial.
Baja dependencia Alta dependencia
Baja variabilidad BB BA
Alta variabilidad AB AA
Cuadro 2.1: Variabilidad y dependencia en el entorno multiproyecto segu´n
[HL04b].
2.2.3. Jerarqu´ıa de decisiones en la gestio´n multipro-
yecto
La clasiﬁcacio´n anterior en te´rminos de dependencia y variabilidad re-
sulta incompleta sino se tiene en cuenta que una parte de las decisiones a
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tomar en la gestio´n multiproyecto precisamente conduce a acotar, en la me-
dida de lo posible, esas contingencias. As´ı, la opcio´n por una organizacio´n
matricial conduce a una mayor dependencia mientras que la adopcio´n de una
organizacio´n por proyectos tiene como ﬁnalidad precisamente reducir aquella.
Estas conﬁguraciones no son naturales sino que son consecuencia de deci-
siones que se adoptan en los niveles estrate´gicos. La primera opcio´n estrate´gi-
ca, precisamente, es la conﬁguracio´n que adopta una organizacio´n multipro-
yecto.
Adler et al. [AMNS95] en un art´ıculo muy citado sugieren adoptar un
punto de vista de procesos para tratar el problema de la gestio´n multiproyec-
to. Sostienen que la actitud que habitualmente prevalece esta´ enfocada sobre
los proyectos individuales en lugar de considerar la complejidad de asignar
cargas de trabajo en un sistema con una capacidad dada. Se tratar´ıa, segu´n
ellos, de introducir un enfoque de gestio´n por proyectos que, partiendo de los
objetivos y entregables concretos de cada proyecto individual, los integrara
la operacio´n global de la empresa. A pesar de que el enfoque de gestio´n por
proyectos es muy citado, en [HHLW07] se sostiene que las aproximaciones
reales son escasas.
La jerarqu´ıa de las decisiones
A juicio de Hans et al [HHLW07] el problema se debe en parte a la con-
fusio´n entre los diferentes niveles de responsabilidad y decisio´n. En te´rminos
de la gestio´n de una cartera de proyectos es necesario diferenciar entre los
criterios empleados para priorizar y seleccionar de proyectos, que corresponde
a los niveles estrate´gicos de la direccio´n, y las decisiones ta´cticas y operacio-
nales sobre la asignacio´n de capacidad y el control de la programacio´n de
tareas.
As´ı en [LK02] se proponen me´todos para la aceptacio´n de proyectos en
un modelo dina´mico que considera la asignacio´n de recursos en funcio´n de
diversos criterios. En [AIG03] se proponen mecanismos de control de proyec-
tos que limitan el nu´mero de proyectos activos con el objetivo de asegurar
una carga de trabajo constante (CONWIP, constant work in process).
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Segu´n los mismos autores de [HHLW07] es preciso tambie´n distinguir el
caso de los programas como un caso particular de la gestio´n multiproyecto,
en la medida en que los componentes de un programa concurren a un objetivo
comu´n y pueden verse como un proyecto u´nico complejo, del caso ma´s general
de la coexistencia de proyectos independientes, cada uno de ellos con sus
propios objetivos.
En el caso multiproyecto ma´s general diversos proyectos compiten por los
mismos recursos limitados. Para eludir los conﬂictos que se plantean en la
pra´ctica sobre la asignacio´n de los mismos se puede recurrir a una planiﬁca-
cio´n agregada con capacidad ﬁja. Sin embargo esto hace perder ﬂexibilidad
al nivel operacional. Cuando los conﬂictos se plantean en este nivel, es co-
rriente que los planes agregados se subviertan debido al diferente taman˜o
de los proyectos, la incertidumbre propia de cada uno de ellos, la naturaleza
dina´mica de la propia cartera de proyectos y el hecho de que sus componentes
pueden tener directores diferentes, con criterios distintos y poder diferente
en la organizacio´n.
Por estos motivos, sostienen, la gestio´n multiproyecto adecuada requie-
re ser considerada simulta´neamente en los diferentes niveles de planiﬁcacio´n
teniendo presente que dichos niveles tienen diferentes objetivos, niveles de
agregacio´n, restricciones y ﬂexibilidad. Por ejemplo, a nivel operacional es
prioritaria la adecuada secuenciacio´n de tareas para cumplir los compromi-
sos de plazos. Sin embargo, en el nivel ta´ctico lo es el empleo adecuado de los
recursos sin tener momentos de capacidad ociosa frente a momentos de so-
brecarga, el t´ıpico problema del equilibrado de recursos considerado a escala
de la empresa. En todos los niveles, disponer de planes robustos y estables
es una necesidad. As´ı, la gestio´n multiproyecto debe ser capaz de tratar con
estos objetivos de manera diferenciada y teniendo en cuenta la jerarqu´ıa de
los mismos.
Planiﬁcacio´n jera´rquica
La planiﬁcacio´n con un enfoque jera´rquico ha sido muy estudiada en
el a´mbito de la planiﬁcacio´n de la produccio´n. Los sistemas MRP y todos
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sus sucesores se basan en la idea de la obtencio´n de un Plan Maestro de
Produccio´n, correspondiente al nivel ta´ctico de decisio´n, que determina los
l´ımites de la programacio´n detallada al nivel de taller [LOL88].
Una primera extensio´n al terreno de la gestio´n de proyectos aparece en
[HL89]. En ella, los autores proponen una planiﬁcacio´n jerarquizada en dos
niveles. En el primero se agregan las actividades de los proyectos que presen-
tan perﬁles de empleo de recursos semejantes y se asignan fechas de entrega.
Dadas las fechas de entrega de los proyectos en curso y las fechas tentativa-
mente asignadas a los nuevos proyectos, a trave´s de un programa lineal se
minimiza el coste descontado de los recursos no utilizados. Una vez se obtiene
un perﬁl adecuado de empleo de recursos, las fechas asignadas se emplean
para secuenciar cada proyecto individualmente.
Otras aproximaciones al problema pueden verse en [866] donde se mini-
mizan los costes totales derivados de los retrasos. En [SV93] se agregan las
actividades deﬁnidas a nivel operacional en programas a nivel ta´ctico. Este
enfoque es criticado por [HS96] que demuestra con contraejemplos que se
alcanzan soluciones subo´ptimas. Yang y Sum [YS97, YS93] proponen una es-
tructura dual para gestionar el uso de recursos en un entorno multiproyecto.
Una autoridad central negocia los plazos con los clientes y asigna los recursos
a los proyectos de modo que los proyectos cr´ıticos tienen prioridad, determi-
nado as´ı un calendario de inicio de proyectos. Los responsables operacionales
programan las actividades de sus respectivos proyectos dentro de las restric-
ciones as´ı impuestas. Examinan el comportamiento de reglas heur´ısticas de
asignacio´n de recursos y ﬁjacio´n de plazos, incluyendo el caso en el que el
desplazamiento de recursos entre uno y otro proyecto impone costes.
En [Boe98] se propone un marco jera´rquico para la planiﬁcacio´n en las
organizaciones orientadas a proyecto. Argumenta que es necesaria una des-
composicio´n jera´rquica para llegar a un proceso mejor gestionado. Menciona
igualmente que la incertidumbre es un factor relevante en un entorno mul-
tiproyecto. Si esta es demasiado amplia, los canales de informacio´n en la
estructura jera´rquica se saturan. Para evitarlo propone cuatro estrategias: a)
la creacio´n de holguras relajando objetivos; b) la creacio´n de tareas “auto
contenidas”, es decir, grandes agrupaciones de tareas a desempen˜ar por equi-
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pos multidisciplinarios; c) la creacio´n de v´ınculos laterales empleando disen˜os
organizativos matriciales o equipos especializados; y, d) la inversio´n en sis-
temas de informacio´n verticales. Asegura que estas v´ıas son adecuadas para
enfrentar los problemas de la incertidumbre en la organizacio´n orientada a
proyectos. No obstante, y en la misma l´ınea que la mayor´ıa de los autores
antes que e´l, acaba desembocando en un marco determinista de planiﬁcacio´n
en el cual no hay comunicacio´n expl´ıcita para hacer frente a las variaciones
entre los diversos niveles de la jerarqu´ıa.
En [NS98b] se propone un modelo ma´s soﬁsticado que se desarrolla en tres
planos jera´rquicamente organizados suponiendo una cartera de proyectos que
deben acometerse dentro de un horizonte de planiﬁcacio´n de 2 a 4 an˜os. Cada
proyecto posee una fecha de inicio, una fecha ma´xima de terminacio´n y una
descomposicio´n en tareas y actividades.
En el nivel ma´s alto, a largo plazo, todos los proyectos se integran en una
u´nica red que los contiene como actividades agregadas. Las fechas de inicio
y ﬁnal se programan utilizando relaciones de precedencia generalizada (ver
ma´s adelante). Las actividades se programan restringidas por los recursos
clave. La duracio´n estimada de una de tales actividades agregadas equivale
a la duracio´n del camino cr´ıtico del proyecto correspondiente ma´s un buﬀer
que anticipa la duracio´n calculada al tercer nivel de desagregacio´n y que se
estima utilizando me´todos de la teor´ıa de colas. La capacidad en te´rminos de
recursos clave viene dada por la estrategia general de la empresa. La funcio´n
objetivo es la maximizacio´n del valor actual neto de la cartera de proyectos.
Esto proporciona una programacio´n en la que se le asigna una duracio´n
ma´xima a cada proyecto y el perﬁl de empleo de recursos resultante que
actu´a como restriccio´n de los proyectos individuales al segundo nivel de pla-
niﬁcacio´n. En e´ste segundo nivel, referido al medio plazo, cada proyecto se
secuencia en te´rminos de actividades desagregadas considerando los recursos
no-clave como ilimitados. Aqu´ı el objetivo es equilibrar el empleo de dichos
recursos. Todo lo anterior proporciona el marco de restricciones para el ter-
cer y u´ltimo nivel en el que se minimiza la duracio´n de los proyectos, ahora
descompuestos en las tareas elementales.
En [Kol00] se propone un marco jera´rquico para diferenciar entre los
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diferentes procesos de gestio´n en la fabricacio´n bajo pedido, del tipo MTO
(manufacturing to order). Se diferencia entre tres niveles: la aceptacio´n de
pedidos, la planiﬁcacio´n de la produccio´n y la secuenciacio´n de operaciones.
Un marco que se corresponde con los que ya se han comentado.
2.3. Aproximaciones al problema de planiﬁ-
cacio´n ta´ctica de capacidad
El problema de planiﬁcacio´n ta´ctica de capacidad es un problema relati-
vamente poco estudiado. En el plano estrate´gico existe una literatura muy
abundante, en general en relacio´n con el extenso campo de las cadenas de su-
ministro, la produccio´n ﬂexible, las redes de transporte, etc. La planiﬁcacio´n
de capacidad en el plano estrate´gico se basa en estimaciones agregadas de la
demanda sin tener en cuenta la especiﬁcidad de los pedidos de los clientes.
En el plano operacional, la secuenciacio´n on-line ha sido ampliamente
estudiada como una aplicacio´n del problema RCPSP estoca´stico [MSSU03,
MS00, Uet01] en el mismo contexto de las cadenas de suministro, la secuen-
ciacio´n de tareas en talleres job-shop y ﬂow-shop y tambie´n en aplicaciones
relacionadas con la gestio´n de redes y recursos informa´ticos (procesadores).
En este plano, el principal factor de incertidumbre es el ritmo de llegada de
las tareas o proyectos.
El problema de la etapa de planiﬁcacio´n ta´ctica que aqu´ı se investiga no
consiste en que el ritmo de aparicio´n sea una fuente de disrupcio´n permanente
de la programacio´n puesto que en el nivel estrate´gico previo existe un ﬁltro
que “admite” o no nuevos proyectos. El problema es que se dispone so´lo de
una aproximacio´n muy general al contenido de trabajo de los proyectos que
van llegando.
2.3. PLANIFICACIO´N TA´CTICA DE CAPACIDAD 35
2.3.1. El problema ta´ctico como un problema de pro-
gramacio´n dina´mica
Una aproximacio´n al problema ta´ctico se recoge en [AT08], en el que se
emplea un modelo de programacio´n dina´mica para un horizonte ﬁnito de in-
tervalos discretos de tiempo y se busca minimizar los costes totales de hacer
frente a una demanda estoca´stica mediante una pol´ıtica de recursos perma-
nentes y recursos contingentes (personal eventual y horas extraordinarias).
Se trata de producir para inventario, por lo que el modelo se adapta poco al
caso de estudio. Tambie´n en un contexto de produccio´n para inventario se
pueden resen˜ar [NS98b] y [CLT02].
2.3.2. El problema ta´ctico como un problema de asig-
nacio´n
Otro conjunto de aproximaciones proviene del campo del problema gene-
ralizado de asignacio´n (GAP) en el que se trata de determinar una asig-
nacio´n o´ptima (generalmente de coste mı´nimo) de una serie de tareas a
agentes. Se trata de un problema derivado de un problema tradicional de
taller, la asignacio´n de m trabajos a n ma´quinas, con restricciones de to-
do tipo: limitacio´n de recursos, ventanas de tiempo, etc. Un problema pa-
recido se trata a la hora de confeccionar horarios, asignar personal a ﬂo-
tas de transporte o programar intervenciones quiru´rgicas en un hospital
[BJN+98, Nag02, GC03, CR06, LTN06, SW06, TGR05, FCMA08].
En un contexto de proyectos las principales contribuciones detectadas en
esta l´ınea corresponden a [HGdVZ02b, GS05, HGdVZ02a, Boe98] y [BS99].
Se trata de modelos en los que el horizonte de planiﬁcacio´n es ﬁnito y esta´ de-
ﬁnido en te´rminos discretos. A partir de ah´ı, el problema se plantea como
uno de programacio´n lineal mixta continua-entera. Las restricciones ligadas
al tiempo dan lugar al cara´cter entero del problema a trave´s de la asignacio´n
de variables binarias a los intervalos discretos de tiempo. Las restricciones
de recursos, de cara´cter continuo, limitan la cantidad de trabajo que puede
hacerse en un intervalo de tiempo.
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Este tipo de problemas de asignacio´n ha sido ampliamente estudiado y
existen diversas propuestas de solucio´n, algunas de las cuales se describen
en el ape´ndice A. La idea general es que al dividir el horizonte de planiﬁca-
cio´n en T intervalos de tiempo discretos de duracio´n igual, hay que deﬁnir
cua´nto de cada proyecto se realiza en cada intervalo. Los proyectos que la
organizacio´n debe llevar a cabo en ese horizonte esta´n descompuestos en n
actividades agregadas, deﬁnida. Las relaciones de precedencia entre esas ac-
tividades as´ı como las restricciones temporales (fechas de entrega, hitos, ...)
se expresan mediante ventanas de tiempo admisibles para cada actividad.
Una solucio´n esta´ formada por una lista ordenada de n×T componentes,
xjt, con t de 1 a T y j de 1 a n que indica la fraccio´n de la actividad j que
se ejecuta en el periodo t.
La funcio´n objetivo a considerar puede adoptar dos formas:
Problema restringido por el tiempo: se trata de cumplir con un horizonte
temporal para cada proyecto al menor coste de oportunidad que es el
derivado del empleo de recursos no regulares.
Problema restringido por los recursos: se trata de minimizar la duracio´n
de los proyectos.
Sea como fuere, la solucio´n ta´ctica, que no es ma´s que la secuencia de asig-
nacio´n de recursos a cada proyecto en los intervalos de tiempo previamente
deﬁnidos, determina el marco de las restricciones en el problema operacional
que es el que se trata en el apartado siguiente.
2.4. Modelos de programacio´n operacional de
proyectos
El modelo cla´sico de un proyecto [Tav02] es un modelo relativamente
simple de Investigacio´n Operativa, un grafo dirigido y ac´ıclico deﬁnido por:
Un conjunto ﬁnito de actividades o tareas que hay que programar o
secuenciar a ﬁn de completar el proyecto
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Unas relaciones de precedencia entre las actividades representadas de
forma un´ıvoca por el conjunto de las inmediatamente anteriores a ca-
da una de ellas. A esta relacio´n se le denomina Final-Inicio aunque
en ocasiones esas relaciones pueden ser generalizadas, es decir, no ne-
cesariamente vinculan a la actividad precedida con la precedente por
la fecha de terminacio´n de esta que debe ser menor o igual a la de
iniciacio´n de aquella, sino que pueden ser de diversos tipos como:
• Inicio-Inicio; cuando el inicio de la actividad sucesora requiere
que se ha iniciado la predecesora
• Final-Final : cuando la predecesora debe terminar en tiempo me-
nor o igual que la sucesora
• De realizacio´n parcial : cuando la sucesora so´lo pude iniciar una vez
que la predecesora se ha completado en un porcentaje arbitrario
• Con retrasos: cuando debe satisfacerse un retraso arbitrario entre
los inicios y ﬁnales en cualquiera de sus combinaciones
Un conjunto ﬁnito y discreto de atributos de cada actividad, represen-
tando propiedades relevantes del proyecto a efectos de su gestio´n, tales
como duracio´n, coste, consumo de recursos, ...
Un conjunto discreto y ﬁnito de criterios que expresan las preferencias
del (de los) decisor (decisores) tales como la duracio´n total, el coste
total, la relacio´n coste-beneﬁcio, el valor actual, ...
Este modelo ba´sico se ha reﬁnado y enriquecido progresivamente con las
aportaciones de la comunidad acade´mica, especialmente del campo de la
Investigacio´n Operativa y, ma´s recientemente, de la Inteligencia Artiﬁcial.
Dichos avances se han producido ba´sicamente en tres terrenos:
El modelo de la red ; incorporando topolog´ıas ma´s complejas que la de
simples actividades relacionadas de manera determinista por relaciones
de precedencia. De este modo hay precedencias basadas en operaciones
lo´gicas, estoca´sticas, incluso ciclos en la red.
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Los modos de ejecucio´n; tanto en lo relativo a los atributos de las acti-
vidades y sus restricciones temporales como a los recursos que pueden
ser deterministas, estoca´sticos o borrosos y que pueden estar funcio-
nalmente relacionados como en el caso del problema denominado mul-
timodo en el que el consumo de recursos determina la duracio´n de una
actividad.
Los me´todos de solucio´n; optimizacio´n algor´ıtmica por me´todos exactos
o aproximados, basados en simulacio´n, en agentes, en el tratamiento
anal´ıtico del espacio de las soluciones, en el ana´lisis de la topolog´ıa de
la red, etc.
Una descripcio´n detallada del estado de la cuestio´n bastante actualizado
puede encontrarse en [Tav99b] y [DH02]. Textos ba´sicos de Investigacio´n
Operativa sobre el problema son [AMO93], [ME78] y [Elm70]. Escritos por
profesores de la Universidad de Sevilla se pueden sen˜alar [Lar87] y [Lar60].
2.4.1. Gestio´n de proyectos con recursos limitados; el
problema RCPSP
La tipolog´ıa de problemas que pueden plantearse con estos modelos es
muy extensa. A ﬁn de identiﬁcarlos de forma un´ıvoca se han propuesto diver-
sas taxonomı´as [BDM+99, DH02] . Ba´sicamente consisten en generalizaciones
de la clasiﬁcacio´n tradicional de los problemas de secuenciacio´n de tareas en
talleres de ma´quinas. Existe adema´s una nomenclatura basada en las siglas
del nombre esta´ndar del problema, algo menos precisa que las propuestas en
las referencias, pero que es la que seguiremos en este trabajo por tratarse de
la ma´s extendida.
El punto de partida es el problema denominado RCPSP (resource cons-
trained project scheduling problem). En te´rminos generales se formula como
un problema de programacio´n matema´tica en el que:
Las variables de decisio´n son las fechas en que se programa el inicio de
las actividades
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Las restricciones incorporan tanto las relaciones de precedencia como la
disponibilidad en te´rminos de cota superior (e inferior) de los recursos.
La funcio´n objetivo describe criterios tales como la minimizacio´n de la
duracio´n total, la nivelacio´n del empleo de recursos, la minimizacio´n
del riesgo de retraso, la maximizacio´n del valor actual neto as´ı como
otros indicadores coste-beneﬁcio. En muchas ocasiones la funcio´n obje-
tivo es una combinacio´n ponderada de estos criterios. A su vez puede
implementarse en te´rminos deterministas o como funciones estoca´sticas
en te´rminos de valor esperado o cuantiles extremos.
Una funcio´n objetivo se denomina regular si no es decreciente con la
duracio´n de las actividades. Los problemas de minimizacio´n de la duracio´n
total, minimizacio´n del retraso de las actividades, etc. son problemas con una
funcio´n objetivo regular. Una funcio´n objetivo es no-regular en caso contrario.
Los problemas ligados a la minimizacio´n del coste o del valor actual y aquellas
que contemplan una relacio´n inversa entre duracio´n y empleo de recursos, son
ejemplo de funciones objetivo no regulares [DH02].
Existe una ampl´ısima variedad de modelos a partir de las diferentes com-
binaciones posibles co´mo ya se ha sen˜alado. Pero siguiendo a [Tav99a] se
puede caracterizar dicha variedad de una manera simpliﬁcada atendiendo a
tres dimensiones:
El criterio que se sigue
Las caracter´ısticas de las actividades
Las caracter´ısticas de los recursos
Conviene sen˜alar alguna de las cuestiones de entre estas variantes que resul-
tan clave a la hora de tratar los diversos problemas:
La ejecucio´n de las actividades puede seguir un u´nico patro´n en te´rmi-
nos de empleo de recursos por unidad de tiempo, debe seleccionarse
uno entre varios, o se admiten variaciones en la intensidad de la misma
en cada intervalo de tiempo. El primer caso es el problema unimodal,
el segundo el multimodal y el tercero el caso continuo.
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Dimensio´n Indicador Variantes
Criterios Temporal Cualquier composicio´n
Empleo de recursos de los anteriores
Nivelado de recursos
Valor actual neto u
otro criterio econo´mico




Recursos Monetarios Renovables o no
No monetarios Deterministas o
estoca´sticos
Cuadro 2.2: Elementos que determinan los diferentes tipos de problemas de
programacio´n de proyectos segu´n [Tav02].
La segunda variante respecto de las alternativas es la posibilidad de
suspender y posteriormente retomar las actividades (preemptive) o no
(non-preemptive).
En tercer lugar, las variables formuladas (duracio´n y/o requerimiento
de recursos pueden ser magnitudes deterministas o, alternativamente,
variables aleatorias o estoca´sticas.
En cuarto lugar, los recursos pueden ser renovables o no renovables; en
el primer caso estara´n disponibles al inicio de cada intervalo de tiempo
mientras que en el segundo su empleo los ira´ agotando.
Por u´ltimo, el proceso de toma de decisiones puede ser esta´tico o
dina´mico, es decir empleando una programacio´n y asignacio´n de tareas
y recursos predeterminada desde el inicio del proyecto o posibilitando
modiﬁcaciones a lo largo del ciclo de vida del proyecto.
Evidentemente, los casos ma´s complejos contemplan actividades multimodo
o en modo continuo, duraciones y/o disponibilidades de recursos no determi-
nistas y la posibilidad de la reprogramacio´n dina´mica a lo largo del ciclo de
vida.
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El problema RCPSP con ventanas de tiempo
El problema RCPSP con ventanas de tiempo, tambie´n denominado TC-
PSP - time constrained project scheduling problem- es una variante del pro-
blema RCPSP en el que las actividades solo pueden ejecutarse en un intervalo
de tiempo determinado, la ventana de tiempo, de manera ana´loga a como se
ha descrito el problema de planiﬁcacio´n ta´ctica de capacidad restringido por
el tiempo.
A su vez es un caso particular del denominado problema RCPSP con
relaciones de precedencia generalizadas(RCPSP-GPR). Cualquier problema
con relaciones de precedencia generalizadas se puede modelar empleando un
retraso mı´nimo y/o ma´ximo entre las fechas de inicio de dos actividades que
se encuentran ligadas por una de estas relaciones. Como en cualquier proyecto
se incorporan dos actividades ﬁcticias, una inicial y otra ﬁnal, la imposicio´n
de una ventana de tiempo absoluta a cualquier actividad se puede resolver
simplemente imponiendo un retraso mı´nimo y uno ma´ximo (descontando la
duracio´n de la actividad implicada) respecto de la actividad ﬁcticia inicial.
El problema multiproyecto - RCMPSP
El problema multiproyecto admite ba´sicamente dos tratamientos diferen-
tes:
La incorporacio´n de todos los proyectos en una u´nica red, es decir,
modelar el conjunto de proyectos como un metaproyecto en el que por
medio de actividades ﬁcticias se conectan entre si las redes parciales
de cada proyecto independiente. Este tratamiento es adecuado en un
entorno de programas y desde el punto de vista de la existencia de un
objetivo comu´n a todos los proyectos.
La consideracio´n expl´ıcita de los proyectos de manera individualizada.
Este tratamiento es adecuado cuando los objetivos de los proyectos son
distintos, al menos al nivel operacional. En este caso la principal dife-
rencia con los casos de un so´lo proyecto se establece en la formulacio´n
de la funcio´n objetivo.
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Este segundo caso es el que nos interesa pues el primero se reduce a los
casos ya descritos anteriormente.
Entre las formulaciones de funcio´n objetivo adecuadas para el problema
multiproyecto [BY06] sen˜alan las siguientes:
la minimizacio´n del tiempo de terminacio´n de los proyectos.
la minimizacio´n del retraso acumulado de los proyectos.
la minimizacio´n del retraso medio de los proyectos.
la minimizacio´n del coste total.
la minimizacio´n del coste (penalizacio´n) del retraso.
maximizar el empleo de los recursos (penalizar los recursos ociosos).
maximizar el valor descontado de los proyectos.
. . .
Como es lo´gico, la seleccio´n de la funcio´n objetivo depende ba´sicamente del
problema en estudio y tambie´n de la posicio´n jera´rquica desde la cual se abor-
da. En el caso que nos ocupa, la posicio´n jera´rquica es el nivel operacional.
Se parte de una previa asignacio´n de recursos y fechas l´ımite que proviene
de la planiﬁcacio´n ta´ctica. Por ese motivo los objetivos pueden verse a dos
niveles:
Desde la direccio´n de cada proyecto individual el objetivo es minimizar
el retraso relativo de cada proyecto
Desde la direccio´n conjunta el objetivo es minimizar el retraso de todos
los proyectos de la cartera
Puesto que en la etapa de planiﬁcacio´n ta´ctica se han atribuido a los pro-
yectos una fechas l´ımite en funcio´n de la asignacio´n de recursos establecida,
los retrasos relativos debera´n ser con relacio´n a las duraciones establecidas
en esas fechas l´ımite. De esta manera, podemos plantear los objetivos de
minimizacio´n de los retrasos como:
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El retraso relativo de cada proyecto es la desviacio´n respecto a la du-
racio´n prevista en la planiﬁcacio´n ta´ctica como un porcentaje de la
misma
El retraso relativo de la cartera de proyectos es el retraso ma´ximo de
los proyectos en curso
As´ı pues, en una cartera con P proyectos, se deﬁne una actividad ﬁcticia
para cada uno de ellos ypt que vale 1, si el proyecto p termina en el momen-
to t y vale 0 de los contrario. Cada proyecto tiene una fecha asignada de
ﬁnalizacio´n fp que proviene de la planiﬁcacio´n ta´ctica.
El problema de minimizacio´n del retraso relativo de cada proyecto p es:
mı´n
t · (ypt − fp)
fp
(2.1)






t · (ypt − fp)
fp
(2.2)










Otras variantes del problema
El nu´mero de variantes del problema es pra´cticamente interminable. Exis-
ten:
El problema multiproyecto con mu´ltiples modos de realizacio´n, MRCM-
PSP
El problema de ventanas de tiempo con mu´ltiples modos de ejecucio´n,
MRCPSP/max o MRCPSP-GPR
El mismo que el anterior pero en contexto multiproyecto, MRCM-
PSP/max o MRCMPSP-GPR
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y muchos otros.
De la literatura revisada, el problema con ma´s complejidad y opciones en-
contrado es el MRCMPSP-GPR/EXP, siglas que corresponden a multi-mode
resource constrained multi-project scheduling problem with generalized prece-
dence relations and expediting resources en el cual se an˜ade la posibilidad del
empleo de recursos extraordinarios para acelarar la ejecucio´n de actividades
o proyectos cr´ıticos [Fre01].
2.4.2. Me´todos exactos para la resolucio´n de los pro-
blemas RCPSP
El problema RCPSP es un problema combinatorio de extraordinaria com-
plejidad computacional. Se trata de un problema NP-duro como se demuestra
en [DH02]. Los me´todos exactos para la solucio´n del problema RCPSP se ba-
san generalmente en procedimientos de enumeracio´n impl´ıcita (branch and
bound). Estos procedimientos parten de una solucio´n inicial y van generando
un a´rbol de particiones del espacio de las soluciones (ramas) y acota´ndolo.
Existen diversas estrategias para generar el a´rbol de exploracio´n y las cotas
que aparecen descritos en la literatura. Ba´sicamente se agrupan en dos tipos:
bu´squeda en profundidad (depth-ﬁrst) y bu´squeda en la frontera (best-ﬁrst o
frontier search). Los algoritmos van seleccionando los nodos que se exploran
y ramiﬁcando a partir de ellos de acuerdo con la estrategia adoptada.
En [HD98] se analizan los diversos criterios para acotar y las reglas de
dominancia que permiten reducir el espacio de exploracio´n. Se presentan tres
alternativas para la solucio´n del MRCPSP. En [HRD98], [LWT01] y [FMK01]
se revisan tambie´n los diferentes me´todos aplicados al problema RCPSP.
Entre las aplicaciones ma´s recientes relacionadas con la aplicacio´n de
estos me´todos a la gestio´n de proyectos que se han localizado se encuentran
las siguientes:
En [BdOBW08] se aplica los me´todos branch and bound a generar equi-
pos de trabajo para proyectos de desarrollo software
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En [SM07b] se construye un modelo para decidir sobre la aceptacio´n o
no de pedidos para su posterior secuenciacio´n
En [BZ06] se toma los me´todos branch and bound como punto de par-
tida para un heur´ıstico de secuenciacio´n de tareas en un entorno de
manufactura virtual
Esta u´ltima aplicacio´n, en la que el me´todo es el punto de partida de
un procedimiento heur´ıstico, es signiﬁcativa porque, si bien la potencia del
branch and bound es grande, la complejidad de los problemas RCPSP ha
llevado a que la investigacio´n se centre en me´todos aproximados en lugar
de perseguir los me´todos exactos. Esto es lo que se trata en los siguientes
apartados. Las variantes soﬁsticadas del problema (MRCPSP, MRCMPSP,
...) son todav´ıa ma´s complejas, por lo que pra´cticamente todas se abordan
con metodolog´ıas heur´ısticas.
2.4.3. Me´todos heur´ısticos y metaheur´ısticos para la
solucio´n de los problemas RCPSP
Los me´todos heur´ısticos aplicados en el problema RCPSP caen ba´sica-
mente dentro de dos categor´ıas, los me´todos constructivos y los me´todos de
mejora.
Los me´todos constructivos se centrar en construir una secuencia de acti-
vidades factible, es decir que cumpla las restricciones tanto de precedencia
como de recursos. Para ello se parte de una primera secuencia “vac´ıa” a la que
se van incorporando actividades de acuerdo con una serie de reglas de prio-
ridad y cumpliendo con las restricciones para as´ı contar con una secuencia
viable.
Los me´todos de mejora se centran en obtener mejores soluciones a partir
de contar con esa secuencia viable de actividades. Para ello realizan una
bu´squeda local en torno a la misma que conduzca a un o´ptimo local. Con el ﬁn
de eludir que e´ste sea subo´ptimo en te´rminos del espacio total de soluciones, a
veces los procedimientos de bu´squeda permiten “deteriorar” temporalmente
la solucio´n. Esto, a su vez, puede dar lugar a la aparicio´n de ciclos. Con el ﬁn
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de evitarlo se emplean te´cnicas metaheur´ısticas desarrolladas en el terreno de
la inteligencia artiﬁcial como algoritmos gene´ticos, bu´squeda tabu´, recocido
simulado, etc.
Construccio´n de secuencias
Una secuencia o solucio´n Sn es un vector de n + 1 fechas si de inicio o
de ﬁnal fi de las n+1 actividades del proyecto, incluyendo las actividades
ﬁcticias inicial, 0, y ﬁnal, n. Se denomina longitud o duracio´n de la secuencia,
T(S), al plazo de terminacio´n del proyecto si se sigue esa secuencia, es decir, a
la fecha de terminacio´n de la actividad ﬁnal. Una secuencia factible es aquella
que respeta las restricciones de tiempo, precedencia y recursos. Dada una
secuencia S, se denominan actividades activas en un momento t al conjunto
A(t) de actividades que esta´n ejecuta´ndose en ese momento de seguirse esa
secuencia.
Para la construccio´n de secuencias se utilizan los denominados esquemas
de generacio´n se secuencias (SGS)[Bal03]. Los esquemas de generacio´n de
secuencias se agrupan ba´sicamente en dos categor´ıas, serie y paralelo. Las
primeras parten de una secuencia vac´ıa y van iterando incorporando activi-
dades. Las segundas, partiendo tambie´n de una secuencia vac´ıa realizan una
iteracio´n temporal.
El algoritmo general de secuenciacio´n en serie se realiza en tantas etapas
como actividades hay que secuenciar. En cada etapa se diferencian dos con-
juntos; S, actividades ya secuenciadas y E, conjunto de actividades elegibles,
es decir actividades que aun no han sido secuenciadas y cuyas predecesoras
ya lo han sido. Igualmente se determina en cada momento t, D, la disponibi-
lidad de recursos, es decir, la cantidad de recursos que no esta´ siendo usada
por las actividades activas en ese momento. Por u´ltimo se determina F, el
vector de los tiempos de ﬁnalizacio´n de las actividades comprendidas en S.
Las diferentes implementaciones de este algoritmo se diferencian por el
criterio de seleccio´n de la siguiente actividad elegible.
Por su parte el algoritmo de secuenciacio´n en paralelo se basa en iterar en
el tiempo. A cada paso de interacio´n le corresponde un tiempo tg. En cada
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momento hay una serie de actividades ya completadas, C, otras activas, A,
y otras elegibles deﬁnidas como en el caso anterior. Una vez ma´s, aqu´ı las
diferentes implementaciones dependen del criterio elegido para incorporar la
nueva actividad.
Cualquiera de los dos procedimientos permite obtener secuencias o´ptimas
en el problema no restringido en los recursos. Sin embargo no es as´ı en el caso
general.
Teniendo en cuanta la limitacio´n de recursos, las secuencias obtenidas se
denominan secuencias activas o justiﬁcadas a la izquierda si ninguna de las
actividades que comprende puede iniciarse antes de la fecha secuenciada sin
provocar un retraso en otra actividad.Justiﬁcada a la derecha, en cambio,
es el caso en el que el retraso de cualquiera provoque un retraso en alguna
de las dema´s. Si se permite la suspensio´n temporal de una actividad activa,
una secuencia sin retraso es aquella que incluso en ese caso da lugar a un
retraso si se adelanta. En [Kol96] se demuestra que el algoritmo serie cons-
truye secuencias activas (justiﬁcadas a la izquierda) mientras que el paralelo
construye secuencias sin retraso.
El conjunto de todas las secuencias sin retraso en un subconjunto de las
secuencias activas por lo que “a priori” el algoritmo paralelo construye un
espacio de bu´squeda para la mejora posterior de una cardinalidad menor. El
problema radica en que se demuestra que puede dejar fuera la(s) solucio´n(es)
o´ptima(s) para un problema con funcio´n objetivo regular, cosa que no ocurre
con el algoritmo serie. De ah´ı que hayan aparecido diversos algoritmos mixtos,
serie-paralelo, que buscan aprovechar las ventajas de ambos me´todos [KP01]
[KH06].
Reglas de prioridad
Tanto en el algoritmo serie como en el paralelo se requieren reglas para
seleccionar las actividades elegibles que se incorporan a la secuencia. El modo
ma´s habitual de hacerlo es mediante las reglas de prioridad.
Una regla de prioridad se caracteriza por los siguientes elementos:
Una funcio´n real para asignar un valor a cada actividad, el valor de la
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prioridad
Un criterio de extremos, ma´ximo o mı´nimo
Un procedimiento para el desempate entre dos actividades con igual
valor de la prioridad, que habitualmente es simplemente el valor de la
etiqueta nume´rica asignado a cada actividad
Las reglas, a su vez, pueden ser:
Locales o globales, segu´n se calculen con valores exclusivamente asocia-
dos a la actividad en consideracio´n o empleen valores asociados a otras
actividades
Esta´ticas o dina´micas, segu´n se mantengan constantes o var´ıen en el
tiempo de ejecucio´n del algoritmo
Referidas a la topolog´ıa de la red del proyecto, a los tiempos o a las
recursos
Por u´ltimo, algunas son aplicables a los dos tipos de algoritmos, serie
y paralelo, y otras son adecuadas so´lo para alguno de ellos.
Entre las reglas ma´s corrientes se encuentran las que se presentan en la
tabla 2.3, extra´ıda de [LTB06].
La representacio´n de las soluciones
Con el ﬁn de poder aplicar los procedimientos heur´ısticos basados en
reglas de prioridad as´ı como los me´todos ma´s avanzados que se exponen ma´s
adelante, se hace necesario contar con una forma de representar las soluciones
del problema RCPSP.
En la literatura [Bal03] se proponen diversos modos de representacio´n,
cada uno de los cuales se adapta en mejor o pero grado a las diferentes me-
todolog´ıas de generacio´n y mejora existentes. Ba´sicamente son las siguientes:
Lista de actividades. Una lista de actividades es una permutacio´n de las
actividades λ = (j1, j2, ..., jn) que es compatible con las prioridades. En
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general una secuencia activa puede admitir ma´s de una representacio´n
en te´rminos de lista de actividades.
Vector de prioridades. Un vector de prioridades o random key es un vec-
tor que asigna a cada actividad un valor real correspondiente a la
prioridad asignada por la regla correspondiente. Los algoritmos de se-
cuenciacio´n serie van eligiendo actividades de acuerdo con esos valores
(ma´ximo o mı´nimo, segu´n el caso). Cada secuencia admite inﬁnitas
representaciones en te´rminos de vector de prioridades.
Vector de reglas de prioridad. Un vector de reglas de prioridad aplica a
cada actividad a ser secuenciada una regla de prioridad distinta. Este
modelo se adopta cuando se veriﬁca que segu´n las caracter´ısticas del
proyecto no existe una regla de prioridad que domine claramente a las
dema´s. Sin embargo esta representacio´n puede no incluir a todas las
secuencias posibles y, por tanto, excluir las o´ptimas.
Vector de traslacio´n. Un vector de traslacio´n, shift vector, asigna a ca-
da actividad un retraso a su fecha ma´s temprana de inicio respecto
de la de ﬁnalizacio´n de la u´ltima predecesora. El problema de esta re-
presentacio´n radica en que en algunos casos proporciona soluciones no
factibles en te´rminos de recursos. Por otra parte s´ı recogera´ a todas las
soluciones y, dentro de ellas, a las o´ptimas.
Vector de tiempos de inicio. En este caso la representacio´n de la solu-
cio´n es la solucio´n misma. Por tanto existe una representacio´n un´ıvoca
de todas las soluciones.
Esquema de secuencias. Un esquema de secuencias contiene cuatro con-
juntos disjuntos de pares de actividades. Las conjunciones son los pares
de actividades en los que la primera debe ﬁnalizar para que comience
la segunda. Las disyunciones son aquellos pares de actividades que no
pueden coincidir en el tiempo. Las relaciones paralelas son aquellas en
las que las actividades deben coincidir al menos en un periodo de tiempo
y las relaciones ﬂexibles todos aquellos pares que no esta´n sometidos a
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ninguna restriccio´n. Esta representacio´n exhaustiva del proyecto puede
originar un problema NP-duro simplemente para determinar si existe
una secuencia factible dentro de un esquema de secuencias.
Me´todos heur´ısticos y metaheur´ısticos para la solucio´n del proble-
ma RCPSP
Dadas las caracter´ısticas de complejidad del problema, el RCPSP es ob-
jeto de constante investigacio´n en la aplicacio´n de todo tipo de me´todos y
te´cnicas para su resolucio´n. En la literatura existen amplias revisiones de los
me´todos aplicados tales como [KP01] [KH06] [HRD98] [DH02]. Nos limitare-
mos en este punto a comentar los me´todos ma´s empleados y poner algunos
ejemplos.
Me´todos multi-paso. Un me´todo de mejora de las soluciones obtenidas
por la generacio´n de secuencias empleando reglas de prioridad es el de so-
meter al grafo del proyecto a una secuenciacio´n mu´ltiple que a su vez puede
producirse de dos formas:
Secuenciacio´n hacia adelante y hacia atra´s. Una vez generada la se-
cuencia en el modo descrito anteriormente, bien serie o paralelo, con
una determinada regla de prioridad, se secuencia el grafo inverso a par-
tir de una cota superior de la duracio´n, justiﬁcando hacia la derecha y,
desplazando luego la solucio´n hacia el momento t=0 ya que, general-
mente, la secuenciacio´n hacia atra´s dejara´ una holgura.
Secuenciacio´n bidireccional. Se secuencian la actividad inicial a 0 y la
ﬁnal a una cota superior del problema. En cada paso de la iteracio´n se
determina si secuenciar hacia adelante o hacia atra´s y la actividad que
debe secuenciarse aplicando una regla de prioridad.
Muestreo aleatorio. En lugar de aplicar una regla de prioridad estricta,
la actividad a secuenciar se obtiene mediante muestreo de las actividades
elegibles, a su vez, en varias formas posibles:
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Muestreo aleatorio puro. Se extrae aleatoriamente una actividad a se-
cuenciar entre todas las posibles.
Muestreo sesgado La probabilidad de que una actividad sea seleccionada
de acuerdo con una probabildiad que es proporcional al valor de la
prioridad en una regla elegida de entre las habitualmente empleadas
Muestreo sesgado con penalizacio´n. La probabilidad se basa no en el
valor de la prioridad de cada actividad sino en el coste de oportunidad
- regret - de no seleccionarla.
Metaheur´ısticas cla´sicas. Entre las metaheur´ısticas cla´sicas que se ex-
ponen en la literatura se encuentran varias muy conocidas como:
Bu´squeda local. Los me´todos de bu´squeda local evalu´an la funcio´n obje-
tivo en un entorno deﬁnido en el espacio de las soluciones en relacio´n
a una primera solucio´n factible. Se “desplazan” a cualquier otro punto
de ese entorno en el que la funcio´n objetivo mejore. Ese desplazamiento
puede determinarse de varias formas: bien a la mejor solucio´n posible
despue´s de realizar una exploracio´n completa del entorno (best ﬁt stra-
tegy) o bien a la primera que se encuentre que mejore al valor actual
de acuerdo con un orden de bu´squeda predeterminado (ﬁrst ﬁt stra-
tegy). En ambos casos el desplazamiento se detiene cuando no existe
posibilidad de mejorar.
Recocido simulado. Esta te´cnica se denomina as´ı por analog´ıa con el tra-
tamiento te´rmico al que se reﬁere su nombre. Ba´sicamente es una mejo-
ra de la estrategia ﬁrst ﬁt con la variante de que admite la posibilidad
de desplazarse a una solucio´n peor que la actual con una probabili-
dad dada. Esa probabilidad se va reduciendo conforme el algoritmo va
ejecuta´ndose, por lo que se le denomina temperatura prosiguiendo con
la analog´ıa. El permitir que se opte por soluciones que no mejoran el
objetivo pero que abren nuevos entornos a la evaluacio´n persigue evitar
que el algoritmo quede atrapado en un o´ptimo local. El descenso de la
temperatura persigue acotar la recursio´n.
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Bu´squeda tabu´. Esta te´cnica es a su vez una mejora de la estrategia best
ﬁt. Elije la mejor solucio´n en un entorno de la de partida aunque aquella
sea peor que esta primera. Con el ﬁn de no entrar en ciclos mantiene
una lista de las soluciones ya visitadas que pasan a estar prohibidas
en los pro´ximos desplazamientos. Esta lista tabu´ es la que da el nom-
bre al procedimiento. La lista tabu´ es limitada por lo que una solucio´n
puede “salir” de ella cuando hayan pasado tantas iteraciones como se
establezca para determinar la longitud de la lista. Adema´s de esta me-
moria a corto plazo se mantiene tambie´n una memoria de plazo largo
en el que se conservan soluciones indicativas de regiones “atractivas”
ya exploradas y de regiones inexploradas que permiten diversiﬁcar la
bu´squeda. Un procedimiento denominado reencadenamiento de trayec-
torias permite orientar los desplazamientos hacia esas regiones.
Algoritmos gene´ticos. Esta te´cnica, al contrario que las te´cnicas descri-
tas anteriormente donde se itera de solucio´n en solucio´n, opera con una
poblacio´n de soluciones. A partir de una poblacio´n inicial se cruzan
los distintos pobladores y se someten a mutaciones ana´logamente a los
procesos de la evolucio´n biolo´gica. Una funcio´n de adaptacio´n - ﬁtness
- evalu´a a cada elemento y determina los supervivientes de la siguiente
generacio´n que vuelven a recombinarse y mutar. La funcio´n de adap-
tacio´n se basa, obviamente, en la funcio´n objetivo del problema. Los
algoritmos gene´ticos pueden ser muy diversos segu´n la forma de codiﬁ-
cacio´n de las soluciones - genes - y los procedimientos de combinacio´n
y mutacio´n que se adopten.
Bu´squeda dispersa. La bu´squeda dispersa - scatter search - genera una
coleccio´n de soluciones diversas que almacena en un conjunto de solu-
ciones de prueba. Posteriormente con te´cnicas de mejora local genera
una o varias mejoras de esas soluciones iniciales. A continuacio´n extrae
de entre ellas un subconjunto reducido de las mejores soluciones que se
denomina conjunto de referencia. Particiona el conjunto de referencia
en varios subconjuntos, normalmente de dos elementos, para generar
soluciones combinadas. De manera ana´loga a los algoritmos gene´ticos
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combina dichas soluciones para obtener un nuevo conjunto de solucio-
nes de prueba.
Colonias de hormigas. El me´todo de la colonia de hormigas se basa en
modelos provenientes de la vida artiﬁcial. Una generacio´n de hormi-
gas artiﬁciales explora el espacio de las soluciones siguiendo criterios
probabil´ısticos y, eventualmente, heur´ısticos espec´ıﬁcos del problema.
Las aristas que conducen a las mejores soluciones son marcadas por
feronomas de manera que las sucesivas generaciones de hormigas reto-
man la bu´squeda en las regiones ma´s prometedoras exploradas por las
generaciones precedentes.
Otras metaheur´ısticas descritas en la literatura. La literatura sobre
me´todos de solucio´n del problema RCPSP es extens´ısima. Adema´s de las ya
citadas metaheur´ısticas se presentan aplicaciones no convencionales basadas
en la combinacio´n de varias de las ya descritas y de otras modalidades ta-
les como las te´cnicas de enjambre - swarm - , la relajacio´n lagrangiana, el
heur´ıstico electromagne´tico y, por supuesto, heur´ısticos basados en bu´squeda
limitada a partir de los me´todos exactos de branch and bound y cortes.
Resultados computacionales
Una amplia revisio´n de los diversos me´todos aparece en [KH06]. Con-
trastados con una librer´ıa esta´ndar de problemas generados aleatoriamente,
denominada PSPLIB, que se usa como referencia entre los estudiosos del
problema, los mejores algoritmos resultan ser los que reu´nen estas carac-
ter´ısticas:
Generacio´n de secuencias en serie,
Representacio´n de las soluciones como lista de actividades,
Metaheur´ısticos mixtos que combinan algoritmos gene´ticos u otros me-
canismos basados en la poblacio´n con otros sistemas de mejora (multi-
paso, autoadaptacio´n, ...),
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Referencia Te´cnica Problema








[BZ06] Branch and Bound RCPSP
[LTN06] RCPSP
[RRK08] Bu´squeda dispersa RCPSP
[DRLV06] RCPSP
[PAM04] Bu´squeda local RCPSP




[SM07a] Colonias de hormigas RCPSP
[TC06] RCPSP
[LJF04] Cortes mı´nimos RCPSP
[DV06] Electromagnetismo RCPSP
[Sho06] Muestreo aleatorio RCMPSP
[VBQ05] Multipaso RCPSP
[TL03] RCPSP
[CH08] Multipaso, muestreo aleatorio sesgado RCPSP
[GC03] Primal-dual RCPSP








Cuadro 2.4: Referencias de metaheur´ısticos en la literatura para diversos
problemas del tipo RCPSP.
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Para problemas de dimensio´n ma´s reducida (hasta 1.000 secuencias po-
sibles) el sistema de secuenciacio´n hacia adelante y hacia atra´s (forward-
backward improvement combinado con el muestreo aleatorio puro proporcio-
na resultados muy semejantes a los obtenidos con los metaheur´ısticos cla´sicos
siendo un me´todo mucho ma´s sencillo. De hecho, para el subconjunto de pro-
blemas J120 (120 tareas) resulta incluso mejor que los mejores metaheur´ısti-
cos.
En cuanto a las reglas de prioridad, muy empleadas en la pra´ctica pro-
fesional para problemas de dimensio´n ma´s reducida donde las te´cnicas me-
taheur´ısticas no se emplean ma´s que en casos muy contados, en [BY06] se
presenta un estudio en el contexto RCMPSP que arroja los siguientes resul-
tados:
Para proyectos poco complejos, es decir con una relacio´n arcos/nodos
relativamente reducida, la regla SASP ofrece los mejores resultados en
te´rminos de retraso medio de los proyectos que componen la cartera.
Si el nivel de complejidad es elevado la mejor regla es TWK-LST siem-
pre hablando desde el punto de vista del retraso medio.
Si lo que se pretende es minimizar el ma´ximo retraso, que es el pun-
to de vista de los responsables de la cartera de proyectos, frente al
punto de vista anterior que corresponder´ıa a los jefes de los proyectos
individuales, la mejor regla resulta ser la MINWCS.
Las reglas citadas como ma´s eﬁcientes, que corresponden al entorno mul-
tiproyecto y por tanto son ma´s complejas que las antes expuestas referidas al
entorno de un proyecto u´nico, se aplican siempre con esquemas de generacio´n
de secuencias serie a lista de actividades y su contenido es el siguiente:
SASP ,shortest activity from the shortest project ; se selecciona de entre las
actividades elegibles la actividad i del proyecto l que tiene el menor
valor de CPl + dil. En caso de empate se elige la de nu´mero ma´s bajo.
TWK-LST , total work contain + latest early start ; se selecciona la tarea
con ma´s contenido de trabajo pendiente, desempatando si es necesario
con la que tiene la fecha ma´s tard´ıa de inicio menor.
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MINWCS ,minimum worst case slack ; se selecciona la tarea que cumple la
siguiente relacio´n:
mı´n (LSi −ma´x [Eij∀(i, j) ∈ APt])
donde Eij es el tiempo ma´s temprano que puede empezar la actividad
j si la actividad i ha empezado en t y APt es el conjunto de todos los
pares de actividades que pueden empezar en t y no esta´n programadas.
Esta regla, en ausencia de restriccio´n de recursos equivale a la regla de
mı´nima holgura, MINSLK.
2.5. El problema del riesgo
2.5.1. Riesgos externos y riesgos internos
Los me´todos de solucio´n del problema RCPSP descritos en el cap´ıtulo
anterior corresponden al caso determinista. Sin embargo la mayor´ıa de los
problemas reales son problemas en un entorno de incertidumbre. Elmagh-
raby [Elm05] sostiene que la incertidumbre en el terreno de los proyectos se
arraiga en dos dominios diferentes. En primer lugar esta´ el riesgo externo a
las actividades en casos tales como las condiciones climatolo´gicas, el absen-
tismo laboral o el fallo de la maquinaria en un proyecto de construccio´n. El
segundo dominio es el del riesgo interno, el derivado del desconocimiento de
todos los extremos concernientes a las actividades a realizar y, en particular,
el problema de estimar acertadamente el contenido de trabajo, el esfuerzo,
que conllevan. Segu´n este autor lo tradicional ha sido prever para el pri-
mer tipo de contingencias dando por supuesto que las estimaciones que se
hacen son suﬁcientemente exactas. Sin embargo en muchos proyectos, espe-
cialmente con aquellos de elevado contenido de trabajo intelectual creador o
complejo (tales como los proyectos de I+D, de desarrollo de nuevos produc-
tos, o, nuestro caso, el desarrollo de software), son los factores internos los
que desempen˜an el papel dominante.
La manera de afrontar comu´nmente este tipo de proyectos intenta estimar
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por intervalos el esfuerzo requerido por las diferentes tareas (entre x e y
persona-mes, p.e.). Si no se dispone de mejor informacio´n se puede adoptar
el criterio de que el esfuerzo as´ı estimado es una variable aleatoria que se
distribuye uniformemente en ese intervalo.
Con esta incertidumbre por delante, el responsable del proyecto au´n tiene
que decidir sobre los recursos que debera´ destinar al proyecto. La duracio´n
del proyecto acaba siendo pues no la fuente de la incertidumbre sino la con-
secuencia de las decisiones de asignacio´n. Este punto de vista determina una
primera manera de abordar el proyecto en condiciones de riesgo: se trata de
decidir la asignacio´n de recursos a las tareas que asegura el cumplimiento de
los plazos, preferiblemente a coste mı´nimo.
2.5.2. Estrategias para hacer frente al riesgo de los pro-
yectos
El reconocimiento de que la incertidumbre se encuentra en el corazo´n
de la propia planiﬁcacio´n ha dado lugar a diferentes l´ıneas de investigacio´n
en el terreno de la Gestio´n de Proyectos en condiciones de incertidumbre.
Ba´sicamente existen dos enfoques [HL04b]:
aquellos en los que no se cuenta con una programacio´n inicial sino que
las actividades se van secuenciando conforme van “apareciendo”
aquellos en los que, partiendo de una programacio´n inicial, se plantea
una estrategia espec´ıﬁca para tener en cuenta la incertidumbre. Tradi-
cionalmente en este segundo caso las estrategias han sido de dos tipos:
• estrategias proactivas
• estrategias predictivas-reactivas
Una estrategia proactiva implica el desarrollo de un programa base, o
inicial, baseline schedule, que este´ protegido lo ma´s posible frente a las in-
terferencias y disrupciones que puedan producirse durante la ejecucio´n del
proyecto. Por el contrario, una estrategia reactiva se basa en la revisio´n, y
eventual reprogramacio´n, del proyecto cuando un evento altera la secuencia
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o duracio´n inicialmente previstas. Una estrategia predictiva-reactiva es una
estrategia que programa el proyecto previendo la posibilidad de que tenga
que ser reprogramada.
En el caso en que no se cuenta con programa base nos encontramos ante
un caso extremo de estrategia reactiva, pues en la pra´ctica equivale a re-
programar -impl´ıcita y parcialmente - el proyecto ante la aparicio´n de cada
nueva actividad. Por analog´ıa con los problemas de taller, a esta pra´ctica se
le llama una regla o pol´ıtica de despacho, dispatching rule.
Un concepto fundamental en el contexto en el que se cuenta con un pro-
grama base es el de secuencia cr´ıtica [WL77] o cadena cr´ıtica [Gol97] que de
algu´n modo generaliza el concepto de camino cr´ıtico - critical path - propio de
los modelos tradicionales PERT/CPM. Se trata de una secuencia de activida-
des interrelacionadas, bien por relaciones de precedencia bien por relaciones
impuestas por la asignacio´n los recursos, de tal manera que la misma deter-
mina la duracio´n del proyecto total. De este modo se habla de la criticalidad
de una tarea como la probabilidad de que pertenezca a una cadena cr´ıtica. La
programacio´n o´ptima de un proyecto restringido por los recursos calculada
en condiciones deterministas puede resultar maniﬁestamente subo´ptima en
la ejecucio´n real a consecuencia de la existencia de este tipo de secuencias
cr´ıticas. En tal caso se dice que es una solucio´n poco robusta.
La robustez, tambie´n denominada estabilidad de una solucio´n es una me-
dida de la insensibilidad del tiempo de comienzo de las actividades a las
variaciones de los datos de entrada. El te´rmino robustez es empleado en dos
contextos: robustez en el espacio de las soluciones y robustez en el espacio de
los objetivos. En el segundo caso se le denomina tambie´n robustez cualitativa.
Una estrategia proactiva persigue construir soluciones robustas.
Un concepto pro´ximo al de robustez es el de ﬂexibilidad de las soluciones.
Una solucio´n es ﬂexible si puede ser reparada con facilidad sin merma de su
calidad en te´rminos de los objetivos [gdf02]. Cuando se emplea una estrategia
predictiva-reactiva, la ﬂexibilidad de la solucio´n obtenida es la caracter´ıstica
ma´s deseable.
En funcio´n de lo descrito hasta aqu´ı existen diversas metodolog´ıas para
enfocar el problema que se describen en los apartados que siguen a continua-
2.5. EL PROBLEMA DEL RIESGO 61
Enfoque Estrategias frente al riesgo
Proactivo Cadena Cr´ıtica
Generacio´n de secuencias estables
Generacio´n de secuencias robustas
Predictivo - Reactivo Reparacio´n de secuencias
Reprogramacio´n
Secuenciacio´n contingente
Aceleracio´n de actividades (crashing)
Totalmente Reactivo Secuenciacio´n estoca´stica
Multi-armed Bandits
Teor´ıa de Colas generalizada
Cuadro 2.5: Estrategias frente al riesgo.
cio´n.
2.5.3. Enfoques proactivos
El enfoque proactivo se basa en generar una programacio´n base que incor-
pore un grado de anticipacio´n suﬁciente para hacer frente a la variabilidad
que pueda surgir en la ejecucio´n del proyecto. Es el campo de intere´s de
muchos esfuerzos de investigacio´n tanto en el terreno acade´mico como en el
profesional.
La Cadena Cr´ıtica.
La programacio´n basada en la cadena cr´ıtica es la aplicacio´n de la teor´ıa
de las restricciones - theory of constraints- de Goldratt [Gol97] a la gestio´n de
proyectos es una de las l´ıneas ma´s conocidas. Tambie´n conocida como buﬀer
management, consiste en s´ıntesis en aplicar los siguentes pasos:
Construir una programacio´n base agresiva, es decir, sin conceder hol-
gura ni margen a la duracio´n de las actividades, empleando la media o
la mediana de dicha duracio´n,
No tener en cuenta ni hitos intermedios ni fechas-l´ımite,
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No programar en modo multitarea, es decir, no permitir que un recurso
se dedique a ma´s de una actividad a la vez
Programar las actividades del camino cr´ıtico ajustadas a la derecha, es
decir, a partir de la fecha ma´s tard´ıa de inicio,
Minimizar el trabajo en curso, WIP, work in progress, desplazando a la
izquierda las actividades si es preciso para eliminar los conﬂictos sobre
recursos,
Identiﬁcar la cadena cr´ıtica como la secuencia de actividades que de-
termina la duracio´n del proyecto
Colocar al ﬁnal de la cadena cr´ıtica la reserva de tiempo que no fue con-
siderada a la hora de construir la programacio´n, esa reserva de tiempo
se denomina el buﬀer del proyecto y se suele ﬁjar en el 50% de la
duracio´n total,
Incluir un buﬀer de alimentacio´n, feeding buﬀer, en el enlace entre acti-
vidades no cr´ıticas y la cadena cr´ıtica, tambie´n calculado normalmente
como el 50% de la duracio´n de la secuencia que “desemboca” en la
cadena cr´ıtica,
Por u´ltimo, incluir un buﬀer de recursos, resource buﬀer, en cada nodo
de la cadena cr´ıtica en la que se produzca un cambio en los recursos
empleados; este servira´ a modo de aviso.
Tras esta programacio´n base se construye una programacio´n de proyec-
to basada en el inicio ma´s temprano posible, ajustando a la izquierda, y
sin considerar los buﬀers. La implementacio´n del procedimiento consiste en
desarrollar la programacio´n de proyecto utilizando la programacio´n base co-
mo referencia para tomar medidas correctivas. De ab´ı la denominacio´n de
buﬀer management. En [HLD02] se analiza cr´ıticamente esta metodolog´ıa
sen˜alando sus ventajas e inconvenientes.
En un entorno multiproyecto la metodolog´ıa que se aplica, basada en los
principios generales de la teor´ıa de las restricciones, es la siguiente:
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1. Priorizar los proyectos de la organizacio´n,
2. Programar cada proyecto de acuerdo con el procedimiento antes indi-
cado en funcio´n del recurso ma´s restrictivo, el “cuello de botella”,
3. Escalonar los proyectos de acuerdo con la prioridades y el recurso ma´s
restrictivo,
4. Insertar tambores, reservas o buﬀers del recurso ma´s restrictivo entre
proyectos.
De esta forma la gestio´n, y de manera ana´loga al caso de un so´lo pro-
yecto, se convierte en una gestio´n de los diferentes buﬀers, de tiempo y de
recursos. En la literatura hay diversas discusiones sobre la idoneidad o no de
concentrar las holguras mediante esta pol´ıtica de buﬀers. Vea´se, por ejemplo,
[dVDHL05].
Generacio´n de secuencias robustas.
Al margen del procedimiento de la cadena cr´ıtica, el ma´s conocido en
medios profesionales, existen otros procedimientos que se describen en la li-
teratura que se basan en el concepto de estabilidad. Cuando la restriccio´n
de recursos no opera r´ıgidamente, es decir, cuando se pude recurrir de forma
extraordinaria a recursos adicionales en caso de una disrupcio´n de la progra-
macio´n base, la estabilidad es el objetivo deseable con el ﬁn de reducir la
excepcionalidad.
La medida de la estabilidad puede plantearse de dos maneras. Una de ellas
es la estabilidad promedio, medida como la esperanza matema´tica de la suma
ponderada de las desviaciones del tiempo de comienzo de las actividades
cuando se produce una variacio´n en el plazo de inicio de una de ellas. El
problema de minimizacio´n que se plantea se pude abordar de varias formas
diferentes:
Como un problema de ﬂujo a coste mı´nimo [HL04a].
Como un problema de programacio´n lineal parame´trica [TFC98].
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En algunos casos, lo que puede interesar es asegurar la estabilidad en el
peor de los casos, es decir, asegurar la calidad de la programacio´n mediante
una cota superior a la ma´xima disrupcio´n. Este es el procedimiento que se
describe en [gdf02].
En la situacio´n citada, se puede recurrir a recursos de forma extraordina-
ria y el problema siempre se resuelve resecuenciando a partir de la alteracio´n
a la fecha ma´s temprana. Cuando eso no es posible se comprueba la exis-
tencia de soluciones factibles una vez producida la disrupcio´n utilizando un
modelo ana´logo al empleado en la programacio´n de la produccio´n just in time
[LN94].
Generacio´n de secuencias con lo´gica borrosa
. Una tercera aproximacio´n al problema de generar secuencias robustas
es el de modelar el problema como un problema “fuzzy”. Aunque aparente-
mente semejante, la idea que hay detra´s de la aplicacio´n de la lo´gica borrosa
no es que las duraciones sean variables aleatorias, sino que la incertidumbre
es episte´mica: no se conoce el contenido de trabajo con precisio´n suﬁciente.
La funcio´n de pertenencia de Zadeh se emplea tanto para modelar aquellas
variables que no se conocen con precisio´n como aquellas otras que son im-
precisas en si mismas, como la productividad, por ejemplo. Los me´todos del
a´lgebra “fuzzy” permiten tratar los problemas generalizando muchos de los
me´todos disen˜ados para los problemas crisp.
En [LO08] se presenta un modelo que relaciona el me´todo de la cadena
cr´ıtica con la lo´gica borrosa, utilizando esta para determinar el buﬀer de pro-
yecto. En [KYY+05] los autores proponen un algoritmo gene´tico h´ıbrido con
un controlador de lo´gica borrosa para el problema multiproyecto - RCMPSP.
En [San00] se presenta un modelo de apoyo a la decisio´n - DSS - que emplea
la lo´gica borrosa para asignar recursos, en este caso ingenieros, a tareas con
diferentes niveles de complejidad y duracio´n “fuzzy”, en funcio´n de la habili-
dad de los recursos y la complejidad de las tareas, tambie´n modeladas como
variables borrosas.En [OA01] se propone un modelo parecido.
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2.5.4. Enfoques predictivos-reactivos
Los enfoques predictivos-reactivos, al contrario que los anteriores, se ba-
san en la modiﬁcacio´n de la programacio´n base como respuesta, reaccio´n, a
las disrupciones. Hay diferentes estrategias que van desde la ma´s simple, la
reparacio´n de secuencias, hasta la reprogramacio´n completa del proyecto a la
vista de la disrupcio´n.
Reparacio´n de secuencias.
La reparacio´n de secuencias en su modalidad ma´s simple se basa exclusi-
vamente en el desplazamiento hacia la derecha de las actividades que se ven
afectadas por las disrupciones, bien por verse afectadas por el recurso que ha
fallado o bien porque esta´n condicionadas por las relaciones de precedencia.
Es una estrategia reactiva que genera resultados pobres en general.
En [AR00] los autores plantean una modalidad ma´s soﬁsticada del pro-
blema de reprogramar un proyecto cuando se produce una disrupcio´n en un
modelo multimodo a partir del problema de insertar o´ptimamente una nue-
va actividad inesperada en un determinado momento del tiempo, de manera
que el tiempo total de terminacio´n var´ıe lo menos posible. Utilizando una
representacio´n en forma de grafos de recursos, generan cortes en el grafo que
posibilitan seleccionar la mejor insercio´n empleando un sistema de genera-
cio´n de secuencias en serie - SGS - y una regla MINSLACK. Posteriormente
en [AMR03] mejoran la solucio´n con un procedimiento de bu´squeda tabu´.
Reprogramacio´n.
La reprogramacio´n o regeneracio´n de secuencias, como se denomina en
el a´mbito de los problemas de taller, emplea una medida determinista de los
objetivos, t´ıpicamente el tiempo hasta la terminacio´n, para reconstruir una
nueva programacio´n a partir de la situacio´n de hecho en la que se produce
la disrupcio´n. En cierto sentido, la reparacio´n de secuencias que se ha co-
mentado en el punto anterior es como un paso heur´ıstico en un algoritmo de
reprogramacio´n.
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Dado que en este caso la programacio´n resultante puede diferir extra-
ordinariamente de la solucio´n inicial, el problema se plantea como uno de
inestabilidad. En el contexto de una organizacio´n multi-proyectos, la estabi-
lidad es necesaria para eludir el problema que en el campo de los problemas
de taller se denomina el nerviosismo de la secuencia. De ah´ı que en la pra´cti-
ca sea preferible muchas veces reparar la programacio´n antes que alterarla
completamente.
Es posible modelar expl´ıcitamente este objetivo de prevenir la inestabi-
lidad buscando una estrategia de mı´nima perturbacio´n. Para ello se puede
minimizar bien la diferencia entre las fechas de inicio previstas inicialmen-
te y las reprogramadas o el nu´mero de actividades a realizar por diferentes
unidades de recursos. Cabe distinguir adema´s dos momentos en la repro-
gramacio´n que dan lugar a situaciones distintas. En unos casos se trata de
reasignar una fecha de inicio a actividades que no han comenzado. En otros
hay que reasignar recursos y tareas sobre la marcha, una vez iniciadas las
actividades.
Una metodolog´ıa empleada para enfrentar este problema se basa en la
programacio´n por metas - goal programming - aplicada al problema MRC-
PSP. Se asignan metas a clases de actividades agrupadas por prioridad. Una
de las metas es minimizar el nu´mero de actividades que se modiﬁcan. El
problema se resuelve aplicando la bu´squeda tabu´ [CDM+02].
Secuenciacio´n contingente.
Puede ocurrir que sea la propia direccio´n del proyecto la que realice cam-
bios en la programacio´n del mismo en el tiempo de su ejecucio´n. En este caso,
el problema interesante es presentar los cambios posibles con menor impacto
en el resultado ﬁnal en te´rminos de duracio´n. Una forma de abordarlo es la
de generar para cada recurso una secuencia de grupo, es decir, un conjunto
de tareas total o parcialmente ordenadas vinculadas a ese recurso. A partir
de cada secuencia de grupo se pueden construir programaciones del proyecto
total de modo que la direccio´n del proyecto no cuenta con un u´nico programa
posible sino con varios[BDR02].
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Aceleracio´n de actividades - activity crashing.
Una alternativa para tomar acciones correctivas en la ejecucio´n del pro-
yecto es la de acelerar la misma concentrando recursos en las actividades
que van retrasadas. Este problema ha sido estudiado en la literatura como el
problema del trade-oﬀ tiempo-coste. En [DH02] esta´ ampliamente tratado.
En el contexto de los proyectos de sistemas de informacio´n, y en otros, se
trata extensamente sobre las paradojas que pueden derivarse en el conocido
problema del mythical man-month.
2.5.5. Enfoques totalmente reactivos
Los enfoques totalmente reactivos son el campo del problema SRCPSP
- stochastic resource constrained project scheduling problem. No se parte de
una programacio´n base, sino que se plantea como un problema de decisio´n
multietapa que utiliza reglas, pol´ıticas o estrategias de secuenciacio´n para
decidir sobre la asignacio´n de recursos a las actividades en el momento del
inicio del proyecto y a la conclusio´n de cada actividad en base al pasado
observado y al conocimiento a priori de que se dispone.
El SRCPSP no es ma´s que una clase de la denominada programacio´n
estoca´stica, stochastic scheduling. El objetivo comu´nmente considerado, la
minimizacio´n del tiempo de terminacio´n del proyecto para una clase de re-
glas o estrategias de secuenciacio´n, es un caso particular del problema ma´s
general de asignar recursos a tareas con caracter´ısticas aleatorias que deman-
dan dichos recursos.
Teo´ricamente estos problemas pueden formularse en te´rminos de progra-
macio´n dina´mica, pero la aplicacio´n directa de esta te´cnica resulta muy li-
mitada en te´rminos de efectividad debido a la denominada maldicio´n de la
dimensionalidad, termino acun˜ado por Richard Bellman, el “padre” de la
programacio´n dina´mica [Bel72].
En la pra´ctica eso hace que los modelos disponibles se hayan desarrollado
para problemas muy espec´ıﬁcos y que los resultados obtenidos no puedan
generalizarse con facilidad a otros dominios, salvo algunas consideraciones
muy generales, segu´n Nin˜o-Moura [NM01]. Segu´n este autor los modelos ma´s
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estudiados pueden clasiﬁcarse en tres grandes categor´ıas que han evolucio-
nado auto´nomamente. Estas ser´ıan: las aplicaciones para la secuenciacio´n de
tareas de duracio´n estoca´stica, los denominados multi-armed bandit problems
y los modelos generalizados de la Teor´ıa de Colas. En cada una de las a´reas
se observa la aparicio´n de resultados en tres etapas:
Un primer grupo de resultados en los que se deﬁnen un conjunto de
reglas de ı´ndices de prioridad sencillas y fa´ciles de computar que se
demuestra que permiten ofrecer resultados o´ptimos para problemas re-
lativamente simples. La caracter´ıstica principal de esas reglas es la de
que su valor para cada tarea depende de la propia tarea y su clase y no
del resto.
Un segundo grupo de resultados se ha alcanzado intentando generalizar
esas pol´ıticas sencillas a casos ma´s generales introduciendo supuestos
te´cnicos adicionales y veriﬁcando la optimalidad en ese nuevo contexto.
El tercer tipo de resultados se reﬁere a modelos ma´s complejos para
los que la optimizacio´n no parece estar al alcance de procedimientos
y reglas sencillas. En estos casos los investigadores persiguen disen˜ar
heur´ısticos que sean relativamente fa´ciles de implementar y que, gene-
ralmente, se basan en las reglas de los modelos ma´s simples. La inves-
tigacio´n del grado de (sub)optimalidad de estos heur´ısticos se realiza
o bien de modo anal´ıtico o bien, de manera ma´s corriente, mediante
simulacio´n.
2.5.6. La iteracio´n en las redes de los proyectos, la ar-
quitectura de los procesos y el riesgo en la es-
tructura de descomposicio´n en tareas
Las aproximaciones al problema del riesgo en los proyectos, la variabili-
dad, a la que antes se ha hecho referencia fundamentalmente parten de la
idea de que la incertidumbre proviene del desconocimiento del contenido en
trabajo de las actividades de los proyectos. Se trata, por lo tanto, de acotar
2.5. EL PROBLEMA DEL RIESGO 69
las consecuencias de ese desconocimiento en funcio´n de las posibilidades que
la direccio´n de proyecto tiene de acotar su propio desconocimiento.
Las estrategias proactivas aﬁrman la posibilidad de hacerlo, bien a trave´s
del juego de buﬀers del me´todo de la cadena cr´ıtica, bien disen˜ando pro-
gramaciones estables que absorban con poco coste la demanda de recursos
extraordinarios para recuperar una programacio´n que ha sido perturbada
externamente. Las estrategias predictivas-reactivas reprograman, parcial o
totalmente el proyecto en respuesta a una de esas perturbaciones. Las es-
trategias puramente reactivas renuncian a una programacio´n base a priori
e intentan, estudiando las caracter´ısticas fundamentalmente estoca´sticas de
las eventuales perturbaciones, encontrar reglas de prioridad robustas, que en
este caso son ma´s bien reglas de despacho de tareas.
Pero la complejidad de las interrelaciones entre las actividades en los
proyectos, especialmente en los dominios en los que la ejecucio´n cualitativa
de las actividades afecta a todas sus sucesoras y la propia gestio´n del proyecto
inﬂuye sobre esa calidad, exige dar un paso ma´s para abordar el problema del
riesgo. La manera ma´s evidente en la que se produce esa complejidad es la
que se deriva de la existencia de iteraciones en la ejecucio´n del proyecto que
desmienten el cara´cter ac´ıclico del grafo con el que se modelan e invalidan,
as´ı, gran parte de las soluciones hasta ahora presentadas, salvo, lo´gicamente
las puramente reactivas.
La segunda fuente de distorsio´n de los modelos de redes convencionales
es la existencia de eventos que pueden dar lugar a bifurcaciones en la propia
red. Segu´n sean los resultados de una actividad, las siguientes debera´n de
hacerse de un modo u otro. A veces surgira´n actividades nuevas no previs-
tas inicialmente. Evidentemente, un programa inicial puede contemplar “a
priori” todos esos posibles cambios en la topolog´ıa de la red, pero a costa
de aumentar extraordinariamente la complejidad de la misma y sin que sea
evidente como deben tratarse actividades que a lo mejor deben hacerse o a
lo mejor no con los me´todos convencionales.
Ba´sicamente se trata de incorporar al ﬂujo natural de las actividades un
ﬂujo complementario de informacio´n. La decisio´n de “volver atra´s” en la red
para corregir errores o defectos en una actividad, o la de “optar” por un arco
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u otro, se produce a partir de informacio´n sobre el propio proceso de ejecucio´n
del proyecto o sobre cambios sobrevenidos en su entorno. No es por tanto so´lo
un problema de desconocimiento o aleatoriedad en las variables que rigen la
ejecucio´n sino una dimensio´n adicional que hace que la propia ejecucio´n de
las tareas modiﬁque la estructura de descomposicio´n del proyecto en tareas.
Desde el propio campo de la Gestio´n de Proyectos y desde otros campos
se han hecho contribuciones a este problema que denominaremos el riesgo
(derivado de la complejidad) de la estructura de descomposicio´n en tareas -
WBS. Sen˜alaremos ba´sicamente tres l´ıneas que merecen ser resen˜adas:
1. Los modelos de redes estoca´sticas y su evolucio´n “natural”, las Redes
de Petri.
2. Los modelos basados en la Design Structure Matrix (DSM) provenien-
tes del campo del desarrollo de producto (product development).
3. El modelo “cua´ntico” que emplea una analog´ıa con el concepto de den-
sidad de probabilidad de la meca´nica cua´ntica para caracterizar el riesgo
de los proyectos.
Las dos primeras l´ıneas esta´n orientadas ba´sicamente a la simulacio´n es-
toca´stica, esto es, a caracterizar el riesgo de los proyectos a partir de me´todos
no anal´ıticos. Sin embargo presentan tambie´n un potencial anal´ıtico (alcan-
zabilidad de los estados en las redes de Petri, ana´lisis estructural de las DSM,
...) que potencialmente puede ser de intere´s a la hora de concebir y disen˜ar
la arquitectura de los procesos, en particular de la WBS.
La tercera l´ınea, apenas una propuesta individual, introduce una repre-
sentacio´n del riesgo nada convencional que puede ser de intere´s en el mismo
sentido, en el del riesgo inherente a la estructura. En el apendice C se des-
criben con ma´s detalle.
Cap´ıtulo 3
Trabajo relacionado: la
simulacio´n del proceso software
3.1. Introduccio´n y contenido del cap´ıtulo
la simulacio´n del proceso software es un fe´rtil campo de investigacio´n
y propuestas de modelado. La complejidad de los procesos implicados se
presta poco a un abordaje anal´ıtico por lo que se han aplicado diversas
metodolog´ıas de simulacio´n para estudiar toda clase de problemas. En los
siguientes apartados se comentan con ma´s detalle algunas de las aplicaciones
ma´s interesantes de estas metodolog´ıas. Esta´n clasiﬁcadas en cinco grupos:
1. Aplicaciones ma´s o menos basadas en el modelo de Abdel Hamid y
Madnick [AM91] que aportan aproximaciones nuevas, bien por el a´rea
de intere´s que focalizan, bien por el esfuerzo de sintetizar los mecanis-
mos ba´sicos que gobiernan la dina´mica de un proyecto software.
2. Aplicaciones que proponen modelos de simulacio´n h´ıbridos.
3. Aplicaciones orientadas espec´ıﬁcamente al entorno multiproyecto.
4. Aplicaciones que tienen en cuenta la mejora de los procesos software.
5. Aplicaciones que incluyen alguno de los me´todos de la gestio´n de pro-
yectos revisados en el cap´ıtulo 2.
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Referencia Descripcio´n
[LCWB08] Disen˜o iterativo
[NZBS07] Desviaciones de coste en l´ıneas de producto software
[PAER07] Estabilidad en el lanzamiento de versiones
[LM04] Cadena Cr´ıtica y DS
[RHB03] Participacio´n y compromiso en equipos de desarrollo
[ARRRR02] Reglas de gestio´n a partir de la simulacio´n
[BWT02] Six Sigma
[LKR02] Complejidad en la evolucio´n del software
[WH02] Desarrollo global de software
[KLRW01] Complejidad en la evolucio´n del software
[RRT01] Disen˜o colaborativo
[SG01] Disen˜o colaborativo
[HH00] Desarrollo de grandes sistemas
[MT00] Estudios de caso
[PL00b] Construccio´n de modelos
[PL00a] Impacto de la volatilidad de los requisitos
[RKP+99] Me´todos emp´ıricos y DS
[Abd93a] Reutilizacio´n de componentes
Cuadro 3.1: Referencias de Dina´mica de Sistemas no comentadas en el texto.
Adema´s de las referencias descritas en lo que sigue, se han revisado las
que aparecen en la tabla 3.1.
3.2. Modelos de simulacio´n del proceso soft-
ware
En la tesis de Mercedes Ruiz Carreira [Car03] se recoge una relacio´n de
trabajos de simulacio´n del proceso software entre los an˜os 1991 y 2000. En
el origen de todos ellos esta´ el trabajo de Abdel Hamid y Madnick [AM91]
que supuso un exhaustivo intento de modelar el proceso de inspeccio´n formal
con un grado de detalle muy elevado. Reu´ne las actividades relacionadas con
la gestio´n de recursos humanos, la produccio´n, la planiﬁcacio´n y el control
en un modelo de Dina´mica de Sistemas que se ha convertido en una refe-
rencia en este campo de investigacio´n.A partir de ah´ı en la misma fuente se
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Referencia Descripcio´n
[KG07] Mejora de procesos
[Pad05] Programacio´n dina´mica y simulacio´n
[Pad04b] Simulacio´n de colas
[Pad02a] Comparacio´n de pol´ıticas de secuenciacio´n de tareas
[Pad02b] Programacio´n dina´mica
Cuadro 3.2: Referencias de simulacio´n de eventos discretos no comentadas
en el texto.
Referencia Descripcio´n
[HBH+06] Redes de Petri
[KC06] Redes de Petri
[dSP05] Redes de Petri - constructivo
[EKR95] Work-Flow (analog´ıa)
[XOZ+07] Agentes





Cuadro 3.3: Referencias de otras metodolog´ıas de simulacio´n.
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recogen referencias a una serie de trabajos que han ido enfocando diferentes
perspectivas y problemas dentro del marco general antes citado.
Con posterioridad a la publicacio´n de este trabajo, la produccio´n no ha
cesado, enriquecie´ndose el campo de la produccio´n de modelos y acome-
tie´ndose esfuerzos de modelado h´ıbrido dentro del campo de la simulacio´n e
integra´ndolo con me´todos y herramientas de otros campos, contemplandose:
El empleo simulta´neo de varios paradigmas de modelado (continuo y
discreto, fundamentalmente)
La integracio´n entre la simulacio´n y la aplicacio´n de me´todos y mo-
delos de optimizacio´n del campo de la Investigacio´n Operativa y de la
Inteligencia Artiﬁcial
La integracio´n de la simulacio´n dentro de herramientas de ayuda a la
decisio´n en tiempo de ejecucio´n ba´sa´ndose en la metodolog´ıa de agentes
La integracio´n de la simulacio´n en modelos generales de representacio´n
y explotacio´n del conocimiento
Desde el punto de vista acade´mico y profesional la referencia fundamental
es la serie de talleres PROSIM (Workshop of Software Process Simulation
and Modeling) iniciada en 1998 y fusionada a partir de 2006 con el taller
internacional SPW (Software Process Workshop), que se celebra en el marco
de las conferencias ICSE (International Conference on Software Engineering)
organizadas por la SCM y el IEEE.
En lo que sigue de este apartado se exponen algunos de los trabajos ma´s
interesantes revisados, remitiendo para una relacio´n ma´s exhaustiva a la ya
citada tesis.
3.2.1. El modelo dina´mico reducido (MDR)
La acumulacio´n de experiencias en construccio´n de modelos va decan-
tando una serie de comportamientos t´ıpicos de los proyectos que aparecen
recurrentemente. Para identiﬁcar estos comportamientos no es necesario un
modelado exhaustivo caso por caso sino que pueden platearse a modo de
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hechos estilizados una serie de pautas ba´sicas y de mecanismos que las ex-
plican. A ra´ız del trabajo de la tesis doctoral de Isabel Ramos [Ram99] se
pone en marcha una l´ınea de trabajo que se presenta en [RRT01] donde se
propone un modelo dina´mico reducido (MDR).
El MDR se obtiene manteniendo la estructura en subsistemas del Mo-
delo de Abdel Hamid y Madnick [AM91], y se implementa en el entorno de
simulacio´n Vensim. La creacio´n de modelos simpliﬁcados, a partir de otros
ya existentes, se viene realizando en otros campos de conocimiento, funda-
mentalmente, a partir de los trabajos de simpliﬁcacio´n de modelos dina´micos
realizados por Robert L. Eberlein [Ebe89]. Estos trabajos esta´n centrados en
la reduccio´n de modelos dina´micos de un cierto taman˜o, para obtener un
modelo ma´s pequen˜o en los que se eliminan los bucles de realimentacio´n que
se consideran que no son esenciales para el comportamiento que se quiere
analizar. Segu´n Eberlein, la simpliﬁcacio´n de modelos dina´micos grandes y/o
complejos no solamente es u´til, sino que adema´s es un trabajo que debe de
realizarse siempre para conocer los bucles de realimentacio´n ba´sicos.
El modelo reduce sustancialmente el taman˜o del modelo original identi-
ﬁcando cuatro bucles de realimentacio´n ba´sicos que gobiernan la trayectoria
global del proyecto:
En primer lugar esta´ el mecanismo que regula el empleo de recursos,
modelado en este caso como contratacio´n de personal, en funcio´n de las
estimaciones de carga de trabajo que van surgiendo,
En segundo lugar se modela el mecanismo a trave´s del cual la pre-
sio´n del plazo incrementa la posibilidad de errores en la codiﬁcacio´n,
de manera que el trabajo se ampliﬁca por la necesidad de corregirlos
posteriormente,
En tercer lugar se plantea un bucle de realimentacio´n que modela el
impacto de la incorporacio´n de nuevo personal al equipo de desarro-
llo, incorporacio´n que se traduce en un incremento de la sobrecarga
de comunicacio´n derivada del taman˜o creciente del equipo, y el efecto
aprendizaje que reduce la productividad efectiva del conjunto,
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El u´ltimo bucle contemplado reﬂeja el efecto no-lineal de la presio´n del
plazo sobre la productividad.
Con este modelo reducido se puede conseguir una visio´n sinte´tica de al-
gunos de los mecanismos fundamentales que provocan la incertidumbre in-
herente al ciclo de vida de un proyecto, recogiendo las no-linealidades carac-
ter´ısticas de un sistema socio-te´cnico.
A partir de aqu´ı el modelo se ha utilizado para ganar en la comprensio´n
del efecto de las diferentes reglas de gestio´n sobre la dina´mica del proyecto y
la capacidad mayor o menor de alcanzar los objetivos del mismo en tiempo
y plazo. Para ello se han desarrollado me´todos para la inferencia de reglas
a partir de algoritmos evolutivos y miner´ıa de datos que se presentan en
[ARRRT01] y [MRGT08].
3.2.2. La integracio´n de la simulacio´n con otras a´reas
de la ingenier´ıa del software, el modelo IMMoS
El modelo IMMoS [PR02] combina el modelado a tres niveles, con Dina´mi-
ca de Sistemas, modelos de procesos y el empleo de modelos cuantitativos
basados en la medida. La motivacio´n ba´sica es la “falta de procedimientos
bien deﬁnidos y repetibles para generar o empelar informacio´n producida en
la pra´ctica real que sea adecuada para la construccio´n de modelos de DS”,
de ah´ı el nombre de la metodolog´ıa, integrated measurement, modeling and
simulation.
Segu´n las conclusiones de los autores, el resultado alcanzado requiere un
esfuerzo de modularizacio´n para hacer posible la reutilizacio´n del modelo
sin un esfuerzo excesivo de readaptacio´n a cada caso. Por otra parte, se
sen˜alan objetivos en relacio´n con el ana´lisis coste-beneﬁcio del empleo de estos
modelos frente a otros me´todos basados en la construccio´n de experimentos.
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3.2.3. Ana´lisis de sensibilidad para identiﬁcar los fac-
tores de riesgo en los proyectos
Un grupo de la Arizona State University [HMC01] readpata el modelo de
Abdel Hamid y el de Tvedt [TC95] para evaluar seis factores de riesgo:
El crecimiento incontrolado de los requisitos,
La inexactitud en la estimacio´n de los costes,
La presio´n del plazo,
La falta de compromiso y la baja moral en el equipo de desarrollo,
La inestabilidad de la plantilla de desarrollo,
La falta de compromiso de la Direccio´n.
Para cada una de estas dimensiones, los autores identiﬁcan una serie
de variables signiﬁcativas y simulan parametrizando dichas variables para
obtener una estimacio´n por intervalos de conﬁanza del plazo de realizacio´n
y del coste total de los proyectos.
Este mismo grupo de investigadores analiza el comportamiento de dife-
rentes modelos frente a esas mismas variables. En [HFC+01] aportan una
interesante reﬂexio´n sobre como las opciones para modelar el comportamien-
to de determinadas variables y relaciones se maniﬁesta en los resultados del
ana´lisis de sensibilidad. Aconsejan utilizar este ana´lisis para criticar tambie´n
las suposiciones sobre las que los modeladores han ido construyendo.
3.2.4. Simulacio´n de la interaccio´n entre grupos huma-
nos en un proyecto software
En [SG01] se presenta una aplicacio´n de la Dina´mica de Sistemas al pro-
ceso de elicitacio´n cooperativa de requisitos dentro de la ﬁlosof´ıa del modelo
WinWin de Boehm. Para ello los autores tienen que trasladar al modelo a si-
mular, adema´s de los formalismos de los procesos objetivos, representaciones
de feno´menos sociales y de comportamiento humano.
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3.3. Modelos h´ıbridos de proyectos software
No obstante el potencial explicativo de los modelos continuos, en parti-
cular para el ana´lisis de las interaciones estructurales entre los diferentes me-
canismos que gobiernan el ciclo de vida de un proyecto software, la dina´mica
de stos proyectos contiene una dimensio´n discreta que los modelos continuos
no capturan.
Esa dimensio´n discreta se maniﬁesta ba´sicamente a dos niveles:
Los artefactos que van apareciendo a lo largo del ciclo de vida de un
proyecto software son entidades lo suﬁcientemente diferenciadas como
para que a veces su agregacio´n de lugar a unas abstracciones que pier-
den muchas caracter´ısticas relevantes.
Las decisiones as´ı como los procesos de medida y control son t´ıpicamen-
te discretas. Ningu´n sistema de control de un proceso de trabajo hu-
mano es continuo ni siquiera aproximadamente y menos en un proceso
de trabajo de contenido ba´sicamente intelectual como es la produccio´n
de software. Ma´xime cuando las decisiones y las medidas se reﬁeren a
artefactos que, a su vez, son discretos.
Todo ello ha dado lugar a la aparicio´n de modelos de simulacio´n h´ıbridos
que buscan compaginar metodolog´ıas continuas con metodolog´ıas orienta-
das a eventos discretos. Este apartado presenta algunas de las referencias
destacadas en este sentido.
3.3.1. Simulacio´n para la ﬁabilidad; el modelo de Rus,
Colofello y Lakey
En [RCL99] se enfoca el problema espec´ıﬁco de la ﬁabilidad del software
y su calidad, evaluando el efecto de diferentes pol´ıticas de calidad y dan-
do apoyo a la gestio´n y planiﬁcacio´n de los proyectos software desde esta
perspectiva.
En este modelo se introduce la simulacio´n de eventos discretos como con-
secuencia de la necesidad detectada de considerar los atributos individuales
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Referencia [RCL99]
Objetivo Estimacio´n y gestio´n de proyectos
Lenguaje Extend
Enfoque ba´sico Realimentacio´n en cada actividad
Dividir el trabajo e iterar cinco veces
Modelo Discreto Inicio y ﬁnal de cada actividad
Entradas discretas con atributos
Taman˜o y la calidad se pasan a la siguiente actividad
Modelo Continuo Bucles de realimentacio´n dina´micos que
calculan determinados valores de factores
del producto y el proceso
Temporizacio´n No hay avance del tiempo,
el calendario viene dado por la programacio´n
Cuadro 3.4: El modelo de Rus, Colofello y Lakey
de las entidades. As´ı, por ejemplo, los objetos de disen˜o y de co´digo diﬁeren
entre si en taman˜o, complejidad y modularidad. La duracio´n de las activida-
des y el tiempo para generar y producir dichos objetos puede variar.
El resultado es un modelo h´ıbrido en el que aparecen bucles de realimen-
tacio´n entre los factores continuos del proceso (mano de obra, programacio´n
y presio´n del plazo, sobrecarga de comunicacio´n, ...) y los factores discretos
del producto (taman˜o, calidad y complejidad).
3.3.2. El modelo h´ıbrido de Donzelli y Iazeolla
Este modelo [DI01] aborda el modelado del proceso software a tres niveles,
como un sistema continuo aplicando dina´mica de sistemas, como un sistema
guiado por eventos, es decir de forma discreta, y por u´ltimo trata´ndolo como
un problema anal´ıtico.
A partir de un modelo de proceso en cascada el modelo se desenvuelve en
dos niveles de abstraccio´n, uno superior en el que el proceso se modela como
una cola de objetos que van desplaza´ndose entre estaciones como objetos
discretos. El nivel inferior modela la dina´mica interna de cada uno de esos
movimientos como procesos continuos o a partir de magnitudes promedio,
empleando los modelos anal´ıticos de la teor´ıa de colas.
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Este modelo tiene como principal inconveniente el que no se establecen
relaciones de realimentacio´n entre ambos niveles sino que los mecanismos
de realimentacio´n se mantienen conﬁnados a la explicacio´n de la dina´mica
de los procesos a la escala ma´s ﬁna. Evidentemente, ma´s en un entorno
multiproyecto, las relaciones entre los diferentes niveles, es decir, la capacidad
de que un proyecto inﬂuya en la ejecucio´n de todos los dema´s, es una faceta
que la simulacio´n debe ser capaz de representar.
Referencia [DI01]
Objetivo Prediccio´n de inestabilidad en los requisitos
Lenguaje QNAP2 package
(SIMULOG)
Enfoque ba´sico Modelos anal´ıticos o continuos en una cola
Entorno discreto
Modelo Discreto Inicio y ﬁn de cada actividad
Recepcio´n y entrega de un artefacto
Dina´mica determinada por eventos de artefactos
que se mueven entre actividades
Modelo Continuo Consumo de recursos y errores descubiertos
Temporizacio´n El tiempo avanza de forma discreta
a partir de una estimacio´n tipo COCOMO
Cuadro 3.5: El modelo de Donizelli y Iazola.
3.3.3. La visio´n inversa: el modelo h´ıbrido de Martin
y Raﬀo
En [RM00] se presenta una aplicacio´n conjunta de simulacio´n discreta y
continua. El modelo esta´ implementado en EXTEND y persigue evaluar los
cambios potenciales en el proceso, modelando las etapas del proceso como
entidades discretas con sus atributos propios lo que permite calcular el tiem-
po, esfuerzo y tasa de error. Estos datos son pasados a un modelo de DS
que representa la evolucio´n continua del entorno del proyecto. A su vez, el
entorno proporciona las variables donde evolucionan las entidades discretas.
Cada entidad computa su propio tiempo de evolucio´n pero solamente en
intervalos discretos δ deﬁnidos para la simulacio´n de eventos. Eso hace que la
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Referencia [RM00]
Objetivo Evaluacio´n de cambios potenciales
Lenguaje Extend
Enfoque ba´sico Modelos discretos en un marco dina´mico
Entorno continuo
Modelo Discreto Componentes y pasos de iteracio´n discretos
Los detalles del proceso son discretos
Calcula duracio´n, esfuerzo y errores
Modelo Continuo El modelo de DS pasa los valores del entorno al
modelo discreto
Temporizacio´n Incremento temporal predeﬁnido
Cuadro 3.6: El modelo de Martin y Raﬀo
evolucio´n de las actividades no pueda calcularse dina´micamente. Por el con-
trario, las decisiones de asignacio´n de recursos se toman de manera discreta
lo cual resulta ma´s realista que la asignacio´n continua del modelo tradicional
de AbdelHamid, aunque al nivel del entorno del proyecto se mantenga una
evolucio´n continua de los factores que afectan a la fuerza de trabajo.
3.3.4. Simulacio´n h´ıbrida para las compan˜´ıas de soft-
ware global
En [SWR07] se presenta un trabajo que emplea la simulacio´n h´ıbrida para
modelar el problema de la organizacio´n de la produccio´n de software segu´n
la estrategia denominada “seguir al sol”, follow-the-sun, practicada por las
grandes compan˜´ıas para acelerar los desarrollos. El modelo se asemeja bas-
tante al descrito en el apartado anterior. La principal variacio´n radica en que
an˜ade una dimensio´n ma´s para recoger la existencia de diversas localizaciones
geogra´ﬁcas. En ese sentido es un modelo jera´rquico.
As´ı pues el modelo contiene cuatro niveles:
A nivel local:
• un modelo discreto que representa las tareas y los objetos entre-
gables,
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• un modelo continuo que representa la capacidad en te´rminos de
mano de obra disponbile as´ı como las otras magnitudes relaciona-
das al entorno de trabajo (aprendizaje, presio´n de plazos y pro-
ductividad, etc.).
A nivel global:
• un modelo discreto que representa el movimiento de los artefactos
entre las diferentes localidades “siguiendo al sol”,
• un modelo continuo que recoge la gestio´n global de los recursos y
de la mano de obra, la planiﬁcacio´n y el control sobre la ejecucio´n.
Este modelo permite a los autores formular hipo´tesis sobre la complejidad
que emerge del trabajo conjunto de equipos con diferentes culturas, lenguas
y actitudes. Estas hipo´tesis se contrastan con datos emp´ıricos provenientes
de estudios realizados en otras a´reas de conocimiento vie´ndose validadas las
hipo´tesis formuladas.
3.3.5. Integrando simulacio´n discreta y continua con el
formalismo DEVS
En [CBK06] se presenta una aplicacio´n del formalismo DEVS, Discrete
Event System Speciﬁcation, propuesto por Ziegler ([ZKP00]) que posibilita
representar con naturalidad un sistema h´ıbrido al gestionar conjuntamente
una simulacio´n continua con un manejo muy ﬂexible de la lo´gica de eventos
y los ﬂujos de informacio´n asociados al inicio y ﬁnalizacio´n de tareas y a la
monitorizacio´n de las mismas. Este formalismo presenta adema´s la ventaja
de que el modelo ba´sico, basado en un sistema muy simple denominado el
DEVS ato´mico y en un acoplamiento elemental de dos a´tomos, es escalable
y fa´cil de representar con la tecnolog´ıa orientada a objetos. Esto permite
generar una clase de modelos fa´cilmente parametrizables y reutilizables.
El ejemplo que presentan es una “relectura” del modelo cla´sico de Abdel
Hamid y Madnick [AM91] en un proceso con ciclo de vida en cascada en
el que se pueden diferenciar, y a la vez mantener coherentes, los procesos
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Figura 3.1: Modelo citado en [CBK06]
continuos del entorno de la organizacio´n y del propio desarrollo de las tareas
elementales, sujetas al tipo de interacciones que sintetiza el MDR, y los pro-
cesos discretos tanto de ﬂujos materiales (entregables, mo´dulos, ...) como de
medida, control y decisio´n.
La ﬁgura 3.1 muestra, en su mitad superior, la arquitectura de un bloque
constructivo compuesto de dos mo´dulos: el de una Fase de Desarrollo - Deve-
lopmentPhase- y un Marco de Medida (ExperimentalFrame). Cualquier fase
de desarrollo, bien de un modelo de ciclo de vida en cascada o incremental,
puede modelarse acoplando bloques constructivos del tipo mostrado a trave´s
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de puertos de entrada y/o salida espec´ıﬁcos, como Time, WorkMonitoring y
Done.
El mo´dulo WorkToBeDone almacena el trabajo pendiente y lo env´ıa al
mo´dulo Work. Este contiene diversos submo´dulos que calculan el ﬂujo de
trabajo, la calidad, etc. El mo´dulo WorkDone integra el ﬂujo de trabajo
para obtener el trabajo terminado y el mo´dulo Rework determina el trabajo
a rehacer o iterar y lo reenv´ıa a WorkToBeDone.
El mo´dulo ExperimentalFrame desempen˜a el papel de un sistema de me-
dida a semejanza de un osciloscopio. Genera una sen˜al que se env´ıa al sistema
observado y recibe y analiza los datos de la simulacio´n. Genera el mensaje
inicial WorkToDo. Este mensaje sera´ procesado por DevelopmentPhase quien
devuelve el mensaje WorkMonitoring a ExperimentalFrame.
El mo´dulo TimeIntervalGenerator dirige la simulacio´n generando un even-
to Time a intervalos constantes lo suﬁcientemente pequen˜os dando as´ı lugar
a la simulacio´n h´ıbrida.
Todos los mensajes en este modelo incluyen las variables de nivel y ﬂujo,
as´ı como las variables auxiliares t´ıpicas de la Dina´mica de Sistemas. El men-
saje WorkMonitoring contiene las variables del estado de la simulacio´n que
se almacenan y analizan por SimAnalysis dentro de ExperimentalFrame. El
mensaje Done generado por el mo´dulo WorkDone detiene la simulacio´n.
La parte inferior de la ﬁgura 3.1 muestra el modelo de un ciclo de vida
en cascada construido a partir de los bloques anteriores. Para ello se acoplan
secuencialmente las distintas fases del proceso. El modelo se activa cuando
recibe la entrada WorkIn y se detiene cuando le llega ProjDone. El bloque
Requirements realiza su trabajo y emite la sen˜al Done. Este mensaje con-
tiene todas las variables dina´micas de la fase de Requisitos que son pasadas
a la fase de Disen˜o (Design). El mensaje WorkMonitoring de cada fase es
enviado al mo´dulo ExperimentalFrame que analiza expl´ıcitamente el compor-
tamiento de cada elemento discreto. As´ı se consigue que el modelo incorpore
la realimentacio´n propia de la Dina´mica de Sistemas y haga que las activida-
des discretas sean coherentes con las actividades de las variables ambientales
continuas.
3.4. SIMULACIO´N MULTIPROYECTO 85
3.4. Simulacio´n del proceso software en el en-
torno multiproyecto
El entorno multiproyecto, con sus elevadas dependencias, esta´ natural-
mente inclinado a multiplicar los efectos cruzados de los diferentes bucles
de realimentacio´n que gobierna la evolucio´n del estado de la organizacio´n de
desarrollo. Es signiﬁcativo, por tanto, que el esfuerzo por la simulacio´n de
este tipo de entorno sea relativamente reducido en comparacio´n con el caso
de un u´nico proyecto.El propio Abdel Hamid en su art´ıculo [Abd93b] llama
la atencio´n sobre lo inapropiados que pueden ser los me´todos y modelos de
estimacio´n cuando no tienen en cuenta las implicaciones a escala de toda la
organizacio´n. En los apartados siguientes se presentan los dos modelos ma´s
interesantes que se han detectado.
3.4.1. Abdel Hamid: desmintiendo la Ley de Brooks
En el art´ıculo citado [Abd93b] se presenta un trabajo en el que se modela
espec´ıﬁcamente la transferencia de personal entre varios proyectos que se
esta´n desarrollando en paralelo. La transferencia obedece a una serie de reglas
relacionadas con la presio´n del plazo. Se realizan dos experimentos: uno de
aceleracio´n de los plazos y otro en el que se emula la regla MINSLK (ver
aparado 2.4.3 para asignar recursos de la organizacio´n a los proyectos que
compiten por ellos.
El primer experimento corrobora lo sen˜alado sobre la necesidad de in-
corporar en las estimaciones del coste de acelerar los plazos, los efectos que
esa decisio´n tiene no so´lo sobre el coste directo del proyecto afectado sino
tambie´n el coste de oportunidad que no se maniﬁesta directamente sino a
nivel de toda la organizacio´n.
El segundo experimento proporciona la oportunidad de relativizar la per-
cepcio´n generalizada sobre la denominada “Ley de Brooks”. La adicio´n de
nuevos recursos a un proyecto, si bien reduce la productividad promedio del
equipo de desarrollo a trave´s de las sobrecargas de comunicacio´n y del efecto
aprendizaje, puede aumentar la productividad total, acelerando as´ı los plazos,
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siempre que se den las condiciones que Boehm denomina proyectos orga´ni-
cos, es decir proyectos de un tipo semejante a otros que se desarrollan en la
organizacio´n.
Conviene repetir que, a pesar de la recomendacio´n del autor, el trabajo
posterior en el entorno multiproyecto es bastante escaso.
3.4.2. Powell et al : El desarrollo incremental y multi-
proyecto
En [PMB99] se presenta un modelo de dina´mica de sistemas en el que se
modela un ciclo de vida incremental en te´rminos que recuerdan al entorno
de proyectos. El ciclo de vida incremental conlleva relaciones de concurrencia
entre diferentes paquetes de trabajo que, a otra escala, equivalen a la com-
petencia por recursos de varios proyectos simulta´neos, con la complicacio´n
adicional que dicha interrelacio´n se establece no so´lo por esa competencia
por los recursos sino tambie´n por la informacio´n que ﬂuye de un paquete de
trabajo a otro, acopla´ndolos por tanto tambie´n a trave´s de ese mecanismo.
Los autores proponen un modelo sencillo, una vez ma´s basado en una
estrucutra simpliﬁcada del modelo de Abdel Hamid, que relaciona recursos,
tiempo y esfuerzo con el paquete de trabajo. Esta sencilla estructura se deno-
mina el tria´ngulo del proceso. Este tria´ngulo puede deﬁnirse, modularmente, a
diferentes niveles jera´rquicos: paquetes de trabajo, fases, entregas, proyectos
y organizacio´n en su conjunto.
Para acoplarlos diferentes mo´dulos se emplea tanto la asignacio´n de re-
cursos a mo´dulos como el acoplamiento de los trabajos. El primero es una
regla de reparto de recursos entre paquetes de trabajo (o mo´dulos de nivel
superior) que recuerda a la RWK tratada antes (ver apartado 2.4.3): en base
a prioridades y presiones de plazo. El acoplamiento de los trabajos implica
tratar el trabajo de correccio´n de errores y las transiciones. La correccio´n
de errores puede aparecer dentro de un mismo paquete de trabajo o en otro
subsiguiente. Trasladando la correccio´n de errores a una entrega posterior
se externalizan estas tareas. Las transiciones se producen cuando una fase
madura lo suﬁciente como para iniciarse la siguiente. Las transiciones pueden
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producirse de diversas formas: mediante hitos o por unidades de trabajo que
al concluirse se convierten en inputs de las siguientes. Esto permite modelar
la superposicio´n de fases. El objetivo u´ltimo del modelo es analizar las estra-
tegias de desarrollo incremental, tanto a nivel previo (planiﬁcacio´n) como su
implementacio´n y su modiﬁcacio´n en tiempo de ejecucio´n.
3.4.3. Lee y Miller: escenarios y cadena cr´ıtica
En este trabajo ([LM04]) se propone un modelo de simulacio´n para ana-
lizar las interaciones en el entorno multiproyecto. Emplea la Dina´mica de
Sistemas y modelos de gestio´n basados en la Cadena Cr´ıtica gobernados por
diversos escenarios.
Para construir el modelo se genera una red de dependencias que se descri-
be en los te´rminos de la Cadena Cr´ıtica (CCPM). Sobre esta base el modelo
de Escenarios y el de DS permiten simular diferentes pol´ıticas de gestio´n. El
modelo de Escenarios describe los diferentes eventos que se pueden producir
en la ejecucio´n de los proyectos. La red CCPM controla las dependencias
entre proyectos en te´rminos de asignacio´n de recursos, secuenciacio´n de ac-
tividades y plazos de terminacio´n. El modelo dina´mico continuo utiliza la
informacio´n proporcionada por los escenarios y la red para modelar los bu-
cles de realimentacio´n que gobiernan en entorno de desarrollo.
Se presenta un caso de aplicacio´n en el que dos proyectos, uno en cascada
y el otro incremental, se desarrollan conjuntamente. Se analizan dos esce-
narios en los que un proyecto sufre un incremento repentino del 40% en su
contenido de trabajo. En el primer escenario se permite que se deslicen las
fechas de entrega mientras que en el segundo no. El primer escenario simula
la transferencia de recursos al proyecto retasado mediante una reconstruc-
cio´n de la Cadena Cr´ıtica. El segundo se resuelve a trave´s del mecanismo
convencionalmente modelado en DS de contratar nuevos recursos en funcio´n
de las previsiones de carga de trabajo y los plazos, mecanismo que aparece
bien sintetizado en el modelo MDR (ver 74).
Los autores plantean que los resultados de la simulacio´n pueden utilizarse
para construir una base de conocimientos retulizable, aunque reconocen que
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el modelo se encuentra en una fase de desarrollo au´n inicipiente.
3.5. Simulacio´n y mejora de procesos softwa-
re
Como se ha indicado ma´s arriba, una de las aplicaciones de la construc-
cio´n de modelos para la simulacio´n del proceso software es la de evaluar los
cambios en el propio proceso. La puesta en marcha de programas para la
mejora del proceso software en las organizaciones de desarrollo se ha conver-
tido, por tanto, en un a´rea de intere´s natural para la simulacio´n. Un cambio
en los procesos debe traducirse en una mejora de la situacio´n de la organiza-
cio´n en te´rminos de sus objetivos estrate´gicos. Pero ese cambio no es ni fa´cil
de implementar ni es evidente la relacio´n entre las medidas concretas y las
mejoras deseadas. Ello se debe al cara´cter complejo e interrelacionado de la
propia actividad y del entorno en que se desarrolla.
Existe adema´s una relacio´n inversa entre ambas cuestiones. Un proceso
poco maduro y estructurado, con empleo reducido de te´cnicas de medicio´n y
de me´todos cuantitativos en general, resulta extremadamente dif´ıcil de mode-
lar de manera formal. Los mecanismos que explican los resultados permane-
cen ocultos en un conglomerado de pra´cticas informales y poco transparentes.
Por lo tanto el esfuerzo para construir el modelo en si mismo es un esfuerzo
que ayuda a diagnosticar las pra´cticas y a´reas susceptibles de mejora.
Estos hechos son conocidos por la comunidad investigadora y as´ı han sido
sen˜alados desde hace tiempo [Chr99] por lo que existen varias referencias
sobre la interaccio´n entre modelos de simulacio´n que sintetizaremos en dos
por referirse una a cada uno de los esta´ndares ma´s generalizados: la familia
CMM del SEI (Software Engineering Institute) [Pau95] y la norma ISO/IEC
15504([Rou03]).
3.5.1. El modelo de Stallinger para mejora de procesos
En [Sta00] se presenta un esfuerzo por modelar el proceso ta´ctico de
mejora del proceso software mediante un modelo generalizado de DS que se
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combina con el esta´ndar de evaluacio´n ISO/IEC TR 15504-5 (en su versio´n
de Technical Report de 1998), intentando representar as´ı los principios del
paradigma de la calidad total, TQM-(Total Quality Management).
El objetivo es dar soporte a la planiﬁcacio´n del proceso de mejora a un
nivel ta´ctico caracterizando el impacto de un conjunto de medidas programa-
das de mejora en la totalidad del proceso. Eso lleva al modelo a identiﬁcar,
de un lado, el comportamiento de los objetivos estrate´gicos de la mejora: el
tiempo de realizacio´n, el coste, la calidad, etc. De otro lado implica identiﬁ-
car los costes del propio proceso de mejora, principalmente a trave´s del coste
mismo de los recursos empleados y de las nuevas actividades que aparecen
como consecuencia de la formalizacio´n creciente de los procesos.
La ﬁlosof´ıa es que el modelo sea aplicable tanto a organizaciones con un
bajo nivel de madurez como a aquellas que ya esta´n ma´s avanzadas. En el
primer caso, el modelo opera a la manera de un simulador de vuelo mediante
una presentacio´n de escenarios de mejora en relacio´n con la situacio´n inicial de
la organizacio´n que ha sido sometida a una evaluacio´n previa. En el segundo
caso, en organizaciones con mayor nivel de madurez, en las que las medidas
para la efectividad de los procesos ya esta´n implementadas, la aplicacio´n
modela expl´ıcitamente la implementacio´n de las mismas como una tarea ma´s
dentro del proceso.
3.5.2. Marco dina´mico integrado para la mejora de los
procesos software (DIFSPI)
Frente a esta propuesta en la que la simulacio´n se emplea como herra-
mienta para apoyar el proceso de mejora, en [RRT02] se presenta, bajo el
t´ıtulo un marco dina´mico integrado para la mejora de los procesos software
(DIFSPI, Dynamic Integrated Framework for Software Process Improvement)
,una metodolog´ıa y un entorno de trabajo ma´s “bidireccional” en el sentido
de que es el grado de madurez el que a su vez determina las posibilidades de
la simulacio´n. Este trabajo es un resultado de la investigacio´n presentada en
[Car03]. Una aproximacio´n semejante se recoge en [RVM99]
Uno de los objetivos principales de DIFSPI consiste en facilitar la evolu-
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cio´n del nivel de madurez de las organizaciones de desarrollo de acuerdo con
el modelo CMM. El propio disen˜o y construccio´n del marco y de los modelos
dina´micos que lo integran permite, en s´ı mismo, la deﬁnicio´n de me´tricas
que, por un lado son necesarias para la inicializacio´n y validacio´n del modelo
y que, por otro lado, sirven para la deﬁnicio´n de un programa de recogidas
de me´tricas concretas dentro de la organizacio´n. Esta recogida deﬁnida y
sistema´tica de me´tricas persigue no so´lo la utilizacio´n de modelos dina´micos
sino adema´s mejorar el conocimiento real del estado de los procesos dentro
de la organizacio´n.
Tras la deﬁnicio´n de los componentes del sistema de me´tricas, e´ste puede
implementarse en la organizacio´n, traducie´ndose en la deﬁnicio´n y desarrollo
de una base de datos histo´rica. Estos datos de cara´cter histo´rico sera´n los que
se utilizara´n para la simulacio´n y validacio´n emp´ırica del modelo construido.
Una vez demostrada la validez de dicho modelo, los valores ofrecidos por
la simulacio´n permiten instanciar una base de datos que permita realizar
ana´lisis acerca de los efectos de diferentes acciones o mejoras.
Un aumento de la complejidad de las acciones que se pretenden evaluar,
se traduce en un aumento de la complejidad del modelo dina´mico que vuel-
ve a disen˜ar un nuevo programa de recogida de me´tricas para los nuevos
mo´dulos de simulacio´n, cerra´ndose, con ello, el ciclo. Si el nivel de madu-
rez de la organizacio´n es bajo, estos datos permiten la observacio´n de las
tendencias gra´ﬁcas que muestran la evolucio´n del proyecto a partir de deter-
minadas condiciones iniciales (establecidas por los valores de los para´metros
de inicializacio´n); cuando el nivel de madurez aumenta, la deﬁnicio´n y cono-
cimiento de los procesos de desarrollo tambie´n, por lo que los resultados de
la simulacio´n se convierten en estimaciones cuantitativas reales que predicen,
de acuerdo con la incertidumbre de sus para´metros, los resultados futuros del
proyecto.
En segundo lugar, la posibilidad de deﬁnir y experimentar diferentes es-
cenarios sin asumir coste o riesgo alguno, es una de las principales cualidades
de la simulacio´n de modelos en cualquier a´rea. Tambie´n la gestio´n de proyec-
tos software puede verse favorecida por esta cualidad. Es posible, por tanto,
deﬁnir y experimentar diferentes mejoras de procesos, simular el modelo, y
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analizar los resultados de manera que la mejora o mejoras que se implemen-
ten de manera efectiva en el proyecto sean aquellas que arrojaron los mejores
resultados durante la simulacio´n. En tercer lugar, los modelos de simulacio´n
tambie´n se pueden utilizar la estimacio´n de costes del proyecto; costes que
pueden estar relacionados con algu´n sector concreto del mismo, como por
ejemplo el coste de la calidad o el de las actividades de revisio´n, o con el
proyecto completo.
3.5.3. La simulacio´n de las actividades de gestio´n y
mejora de procesos
Teniendo presente lo anterior, otros autores [MV06] proponen la incor-
poracio´n expl´ıcita de las actividades asociadas a los procesos de mejora a la
descomposicio´n en tareas, WBS, de los proyectos. De hecho, el modelo CM-
MI desde sus primeros niveles requiere la existencia de una descomposicio´n
en paquetes de trabajo de todas las actividades. De hecho, en el modelo por
etapas es preciso incorporar todas las tareas, incluyendo las de medida del
esfuerzo en la WBS desde el nivel 1. Para el nivel 2 se requiere implemen-
tar pra´cticas de planiﬁcacio´n de recursos lo mismo que otras actividades “no
constructivas” como la gestio´n de la conﬁguracio´n (conﬁguration manage-
ment).
El ciclo de vida total puede descomponerse en tres fases principales: la
previa al proyecto, la ejecucio´n del proyecto y la posterior al proyecto, en
las cuales el esfuerzo es estimado inicialmente, medido, controlado y reesti-
mado posteriormente, y al ﬁnal evaluado y analizado. Aparte de las propias
actividades implicadas estas tres fases incluyen tambie´n tareas relativas a las
actividades “constructivas” y ﬂujos de informacio´n entre unas y otras.
Durante la fase previa, el proyecto se programa y se pone a punto. La
programacio´n del proyecto debe incluir las actividades propias del desarrollo
pero tambie´n las subactividades de gestio´n y control del proyecto. El segui-
miento del proyecto durante la ejecucio´n normalmente contempla la recogida
de informacio´n sobre el esfuerzo invertido en las actividades constructivas
pero debe tambie´n contemplar el esfuerzo de las propias actividades de ges-
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tio´n. Por u´ltimo, el ana´lisis “post mortem” del proyecto debe incluir tambie´n
el ana´lisis de las actividades de gestio´n.
El modelado expl´ıcito de estas tareas tiene dos virtualidades:
Proporciona mayor precisio´n en el ca´lculo del esfuerzo requerido que
no es so´lo el trabajo directo de ana´lisis y construccio´n sino que incluye,
adema´s de la propia gestio´n, las tareas anexas a e´sta que correspon-
den a lo que gene´ricamente se llama la sobrecarga de comunicacio´n
(communication overhead),
Arroja un mapa efectivo para la mejora de los procesos al permitir
contrastar el coste de la misma con el beneﬁcio esperable.
3.6. Simulacio´n e investigacio´n operativa en
los proyectos software
Los modelos que se presentan a continuacio´n son modelos h´ıbridos que
emplean te´cnicas de la investigacio´n operativa y simulacio´n de forma con-
junta. En los casos que se han revisado aparecen ba´sicamente tres enfoques:
generar una solucio´n a partir de un modelo de investigacio´n operativa
y simular luego las consecuencias de su aplicacio´n, generalmente por
medio del me´todo de Monte Carlo,
generar el espacio de estados a trave´s del proceso de simulacio´n y luego
aplicar un heur´ıstico de la investigacio´n operativa para optimizar el
estado del sistema,
modelar el decisor expl´ıcitamente como un agente dotado de las reglas
heur´ısticas; en este caso se trata de una herramienta de apoyo a la di-
reccio´n del proyecto para que evalu´e las consecuencias de las decisiones
adoptadas de forma dina´mica.
Los heur´ısticos que se han detectado en la literatura son de diferentes tipos:
reglas simples de prioridad,
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programacio´n dina´mica (me´todos aproximados),
algoritmos de bu´squeda greedy (miopes),
algoritmos gene´ticos,
squeaky wheel optimizaton; un algoritmo de bu´squeda en el espacio de
las estrategias de prioridad.
Los casos ma´s interesantes que se han encontrado en la literatura son los que
se describen a continuacio´n.
3.6.1. Antoniol et al : Teor´ıa de colas para la asignacio´n
de personal a las tareas de desarrollo
Los autores [ACLP04] presentan una aproximacio´n al problema basada en
la teor´ıa de colas y la simulacio´n estoca´stica para el apoyo a la planiﬁcacio´n,
gestio´n y control de la asignacio´n de personal a un proyecto de mantenimiento
multifase.
Se trata de la adaptacio´n al efecto 2000,Y2K, de un gran sistema de infor-
macio´n de una entidad ﬁnanciera desarrollado en COBOL/JCL que requiere
la constitucio´n de diferentes equipos trabajando en varios centros geogra´ﬁca-
mente distribuidos. Se estudia una conﬁguracio´n centralizada desde el punto
de vista del cliente as´ı como otras conﬁguraciones ma´s desagregadas. Los
me´todos de Teor´ıa de Colas y la simulacio´n estoca´stica se emplean para eva-
luar las pol´ıticas de asignacio´n de personal a los equipos y la posibilidad de
alcanzar los hitos previstos para la ejecucio´n del proyecto.
En otro segundo art´ıculo [APH04] se emplean los algoritmos gene´ticos
para generar soluciones para el problema de colas teniendo en cuenta la
necesidad de corregir errores y de reprogramar y abandonar algunas de las
tareas inicialmente previstas. La simulacio´n de Monte Carlo de las colas junto
con los algoritmos gene´ticos permiten generar secuencias y asignar personal
a los equipos. El impacto posible del trabajo de correccio´n de errores, el
abandono de tareas y los errores e incertidumbres en las estimaciones iniciales
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se caracterizan con funciones de distribucio´n que se utilizan como entradas
para la simulacio´n.
3.6.2. Padberg: Programacio´n dina´mica y simulacio´n
de reglas de asignacio´n
En varios art´ıculos [Pad02b, Pad04a, Pad04b, Pad03, Pad05] este autor
presenta su trabajo en el que se modelan como problemas markovianos de
decisio´n en los que se tienen en cuenta, adema´s de la variacio´n estoca´stica de
la duracio´n de las actividades, la posibilidad la existencia de ciclos y retrasos.
Para ello se generan pol´ıticas de secuenciacio´n con un algoritmo aproximado
de programacio´n dina´mica.
Con un conjunto de problemas similares pero que se diferencian en la
necesidad mayor o menor de recursos especializados y el grado de integracio´n
entre los componentes del producto, se simula la aplicacio´n de la pol´ıtica
o´ptima generada por el algoritmo con las pol´ıticas cla´sicas de listas baadas en
reglas de prioridad. El modelo comprueba que cuanto mayor es la necesidad
de recursos especializados y cuanto menor es el grado de integracion entre los
componentes, ma´s destaca la solucio´n propuesta sobre las reglas de prioridad.
3.6.3. Browning, Meire y Yassine: Simulacio´n y algo-
ritmos gene´ticos en el desarrollo de producto
El modelo que se presenta por estos autores [MYB07] se basa en la DSM
ya descrita en el cap´ıtulo anterior. La varianza en la duracio´n y el coste en los
proyectos de desarrollo de producto son atribuibles segu´n su criterio en gran
medida a las iteraciones, algo que es comu´n tambie´n en el proceso softwa-
re. Dichas iteraciones pueden o no ocurrir dependiendo del comportamiento
de una serie de variables que el modelo simula como variables estoca´sticas
cuya probabilidad de ocurrencia depende de la existencia de determinados
paquetes de informacio´n que activan un proceso de reelaboracio´n (rework).
Un proceso de reelaboracio´n puede, a su vez, desencadenar otros sucesivos
afectando as´ı al proyecto en su totalidad. Para hacer frente a este problema
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utilizan el me´todo de Monte Carlo para simular pol´ıticas de secuenciacio´n
robustas generadas por un algoritmo gene´tico.
3.6.4. O¨zdamar: Simulacio´n de reglas de prioridad en
proyectos deﬁnidos con el formalismo fuzzy
Este trabajo [OA01] no consiste realmente en un modelo de simulacio´n
sino que se trata de una aplicacio´n del MRCPSP a los proyectos software.
Presenta un heur´ıstico para la programacio´n de las actividades de un mo-
delo de desarrollo en cascada que se modela utilizando la lo´gica borrosa. la
duracio´n de las actividades depende del modo de ejecucio´n seleccionado re-
presentado por una funcio´n de pertenencia trapezoidal. Tambie´n se modela
la disponibilidad de los recursos diferenciando entre dos categor´ıas, una de
personal ma´s cualiﬁcado que comparte varias tareas y - por tanto - asignable
de forma continua, y otra categor´ıa de personal que no realiza multitareas y
que se presenta en unidades discretas.
El objetivo del modelo es minimizar el tiempo de realizacio´n. Para ello se
emplea un algoritmo de generacio´n de secuencias en serie y se ensayan dife-
rentes reglas de prioridad entre las ma´s sencillas empleadas en los problemas
de secuenciacio´n. El modelo permite la resecuenciacio´n dina´mica para esco-
ger las variaciones en las estimaciones a lo largo de la ejecucio´n del proyecto.
Posteriormente el modelo se analiza mediante la simulacio´n de Monte Carlo.
3.6.5. Joslin: simulacio´n basada en agentes
En este trabajo [JP05] se presenta un modelo basado en agentes que
simula de forma dina´mica la reasignacio´n de personal a las tareas en un
proyecto con diferentes funcionalidades que deben entregarse en un plazo
ﬁjo.
Se trata de un sistema de ayuda a la decisio´n (DSS) basado en un heur´ısti-
co denominado Squeaky Wheel que explora en el espacio de las estrategias
en lugar de en el espacio de las soluciones. El simulador puede implementar
diferentes reglas de asignacio´n si bien la versio´n que se presenta en el art´ıculo
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so´lo presenta los primeros resultados para reglas muy sencillas.
La meca´nica ba´sica es la de reasignar el personal entre tareas conforme
se aproximan los plazos y se detecta el riesgo de no cumplirlos. El modelo
contempla el efecto aprendizaje cuando se produce un cambio de tarea y
tambie´n el efecto de la sobrecarga de comunicacio´n por lo que incorpora no
linealidades el tipo de las que se presentan en los modelos cla´sicos de dina´mica
de sistemas. Los autores anuncian la futura implementacion de reglas ma´s
soﬁsticadas, como las basadas en algoritmos gene´ticos.
Cap´ıtulo 4
El caso de aplicacio´n
4.1. Introduccio´n y contenido del cap´ıtulo
Para la construccio´n y validacio´n del modelo propuesto se ha empleado
el caso de una mediana empresa dedicada a la produccio´n de software a
medida. Se trata de una empresa con una vida relativamente prolongada en
el sector y que cuenta con un sistema de informacio´n de gestio´n que posibilita
la obtencio´n de me´tricas histo´ricas de proyecto, permitiendo as´ı una base
emp´ırica para el trabajo realizado en la tesis.
En la literatura existen referencias de muchas clases que se centran en
empresas y organizaciones de desarrollo dedicadas, es decir, cuyo producto o
l´ınea de producto principal gira en torno al desarrollo de aplicaciones integra-
das en grandes sistemas o a la produccio´n de versiones, extensiones y mejoras
sucesivas de un mismo producto. Las razones para ello son diversas, desde
casos en los que las organizaciones implicadas esta´n habituadas al empleo de
me´todos y modelos cuantitativos de gestio´n en otras a´reas funcionales hasta
otros donde la propia evolucio´n de su l´ınea de producto en un entorno muy
controlado incentiva el registro de informacio´n y la explotacio´n ulterior de la
misma.
Otra proporcio´n importante de la literatura esta´ dedicada a los grandes
proyectos, en los que el alcance y enfoque esta´ precisamente en esos mismos
proyectos. Sin embargo, y como ya se ha indicado en el cap´ıtulo anterior,
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la dina´mica de la produccio´n multiproyecto aparece relativamente mucho
menos.
No obstante, las organizaciones cuyo negocio es el desarrollo simulta´neo
de sistemas y aplicaciones muy variados para diferentes clientes son una par-
te importante del sector de la produccio´n de software. Las razones por las
que se produce esta falta de referencias en la literatura acade´mica proba-
blemente tenga que ver con la opacidad (deseada o involuntaria) de estas
organizaciones a la hora de facilitar datos emp´ıricos, con la proliferacio´n de
me´todos y procedimientos “ad-hoc” desarrollados internamente y dif´ıcilmen-
te codiﬁcables o, simplemnte, porque la dina´mica guiada por el mercado de
estas organizaciones no se presta con facilidad a establecer una relacio´n con
el mundo acade´mico e investigador.
Pero la falta de referencias no es un indicador de falta de intere´s de los
problemas espec´ıﬁcos de este tipo de organizaciones, sino que, al contrario,
lo que indica es una laguna en el alcance del trabajo de investigacio´n1. Una
de las motivaciones ba´sicas de esta tesis es que la complejidad de las inter-
relaciones que se producen en una empresa que desarrolla varios proyectos
diferentes a la vez afecta a cada uno de ellos y a la marcha global de la
empresa. Esta motivacio´n no es original, sino que ya el propio “padre” de
la aplicacio´n de los modelos de simulacio´n, Abdel Hamid aﬁrmaba en 1993
([Abd93b]) que:
“The implication of the above results is clear: interproject ma-
nagement policies do matter. They inﬂuence project behavior in
real and measurable ways and, in turn, project cost and schedule
performance. Yet, such interproject policy variables are being to-
tally overlooked; they have yet to be incorporated into any software
estimation tools. (...) Furthermore, because such managerial poli-
cies vary from one software development organization to another,
the portability of software cost estimation models will improve if
such variables are explicitly incorporated in the models’ formula-
tions.”
1Frente a otros subsectores dentro del software, la produccio´n “a medida” es casi en su
totalidad valor an˜adido.
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En este cap´ıtulo se presenta un caso de organizacio´n multiproyecto que se
ha empleado como gu´ıa en la construccio´n del modelo al que se reﬁere esta
tesis.
Tras una descripcio´n general del proceso productivo, se pasa a presentar
la informacio´n disponible a partir del sistema de control de gestio´n existente.
Esta informacio´n permite, tomando como punto de partida el registro de
trabajo del personal, reconstruir el ciclo de vida de los proyectos y estimar
una serie de me´tricas de los proyectos.
La reconstruccio´n del ciclo de vida permite obtener una serie de perﬁles-
tipo de empleo de recursos por parte de los proyectos. La problema´tica de
la interacio´n multiproyecto se reconoce en dichos perﬁles. A partir de ah´ı se
obtiene una orientacio´n para la construccio´n del modelo que se propone en
el cap´ıtulo 6. En el ape´ndice E se presenta el trabajo realizado con la infor-
macio´n disponible para la estimacio´n de los para´metros del modelo.
4.2. Descripcio´n del caso
4.2.1. Caracter´ısticas de la produccio´n
La empresa en cuestio´n desarrolla sistemas de cierta envergadura siendo
sus clientes habituales organismos pu´blicos tanto estatales como autono´micos
y locales. En una gran mayor´ıa de los casos se trata de sistemas orientados
a la gestio´n administrativa pero tambie´n se ocupa en otros ma´s especializa-
dos como Sistemas de Informacio´n Geogra´ﬁca y sistemas de monitorizacio´n
ambiental en tiempo real.
Con el advenimiento de la denominada e-administracio´n, la empresa ha
ido evolucionando a sistemas basados en Internet donde se compatibilizan
procesos front-oﬃce de interacio´n con los usuarios (por ejemplo, tramitacio´n
electro´nica) con sistemas back-oﬃce que a su vez deben comunicarse con muy
diversas plataformas de generaciones anteriores.
Las caracter´ısticas del producto y la tipolog´ıa de los clientes obliga a una
forma de desarrollo que encaja mal con los modelos cla´sicos de proceso. De
todas las especiﬁcidades que rodean al tipo de proyecto que habitualmente
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se desarrolla caben destacar dos:
La “volatilidad” de los requisitos . Dado que los clientes son organiza-
ciones complejas en las que se combina la jerarqu´ıa orga´nica cla´sica
de la administracio´n con la diversidad funcional, es bastante corriente
que los requisitos no este´n formulados con precisio´n desde el primer
momento sin que ninguna metodolog´ıa de elicitacio´n pueda asegurar
lo contrario. El usuario directo, imprescindible para delimitar las fun-
cionalidades requeridas, no es, ni mucho menos, el u´nico interlocutor.
Adema´s, el proceso de informacio´n va mucho ma´s alla´ de los sistemas
informa´ticos y esta´ sujeto a requisitos administrativos y legales que
diﬁcultan precisar de partida muchos aspectos del sistema a desarro-
llar. El resultado para la organizacio´n encargada del desarrollo es una
elevada frecuencia de cambio, aparicio´n y modiﬁcacio´n de requisitos.
Evolucio´n de los sistemas . Los clientes son usuarios de sistemas de tra-
tamiento de la informacio´n desde hace ya tiempo y emplean todo tipo
de plataformas por lo que casi ningu´n sistema nace ex-novo. Por el
contrario, debe coexistir con otros e, idealmente, integrarse con ellos.
Cualquier innovacio´n tecnolo´gica desencadena, una vez adoptada, un
proceso muy prolongado de migracio´n de datos y aplicaciones. Por otra
parte, la decisio´n de incorporar la innovacio´n en nuevas funcionalida-
des (otra vez el ejemplo puede ser el de la administracio´n electro´nica)
so´lo puede hacerse de manera incremental para no interrumpir la ope-
racio´n de los sistemas heredados, que a su vez se han consolidado de
forma incremental. Todo esto tiene un efecto an˜adido en la fase de im-
plantacio´n que se prolonga de forma notable debido a la complejidad
de la integracio´n con los sistemas preexistentes. Un factor an˜adido de
incrementalidad es la necesidad de abordar en algunas ocasiones un
proyecto que de otro modo ser´ıa unitario, descomponie´ndolo en varios
por razones de ciclo presupuestario.
Estas circunstancias son abordadas en el caso de referencia siguiendo ba´sica-
mente una estrategia basada en la estabilidad de los equipos y la plantilla:
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De una parte se intenta mantener estables los equipos a lo largo de la
ejecucio´n del proyecto, especialmente en lo que se reﬁere a analistas
e ingenieros, sin que quepa separar fases de ana´lisis, de un lado, y de
disen˜o y construccio´n, de otro, con personal diferente. La complejidad
de las organizaciones cliente recomienda, adema´s, intentar especializar
a las personas en clientes y grupos de clientes.
De otra parte, y reforzado por lo anterior, se intenta mantener estables
las plantillas. La opcio´n de la empresa en cuestio´n es que la estabili-
dad en la plantilla, aunque supone renunciar a la posibilidad de ajustar
ra´pidamente la capacidad de produccio´n, es la que le permite mante-
nerse competitiva a trave´s del conocimiento y el compromiso con las
necesidades del cliente.
La trayectoria histo´rica de la empresa justiﬁca estas opciones pero, a cambio,
da lugar a un proceso de gestio´n de proyectos bastante accidentado por la
combinacio´n de la presio´n de los plazos, los cambios imprevistos y la necesi-
dad de adscribir personal a proyectos durante periodos muy prolongados.
Como es lo´gico una plantilla sobredimensionada, que permitir´ıa absorber
estas variaciones, no es econo´micamente viable. La solucio´n esta´ pues, en el
empleo del personal en varios proyectos a la vez y la administracio´n de las
holguras (y, a veces, todo sea dicho, la tolerancia de los clientes).
4.2.2. El proceso actual de gestio´n de proyectos
El proceso actual de gestio´n de los proyectos, entendiendo por estos nor-
malmente el conjunto de actividades incluidas en un u´nico contrato, se basa
en unas reglas muy simples que combinan la elaboracio´n de previsiones de
plazos y recursos necesarios para completar un proyecto con el control del
empleo de los recursos en cada momento.
Inicialmente se designa un Jefe de Proyecto que elabora una estimacio´n
del programa de desarrollo del proyecto en base a su experiencia previa. Dicho
programa incluye unas demandas a plazo de determinados recursos durante
determinados periodos de tiempo. Con base en esas demandas se constituye
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un equipo para el desarrollo del proyecto asigna´ndose personas al mismo,
personas que entrara´n a trabajar en el proyecto en los plazos estimados y
por el periodo de tiempo igualmente estimado.
Esto proporciona una programacio´n del empleo de los recursos humanos
en el tiempo y permite, por exclusio´n, ir asignando recursos a proyectos que
vayan apareciendo posteriormente. Semanalmente se evalu´a el cumplimien-
to de los programas y se actualizan las previsiones, de modo que se pueden
producir reasignaciones de recursos a tareas eventuales o a acelerar el cum-
plimiento de las previsiones.
Los recursos ociosos se destinan a tareas internas, salvo cuando estas son
repetitivas - en cuyo caso la capacidad utilizada se descuenta de la total -
o de magnitud tal que son consideradas como un proyecto ma´s. Con este
heur´ıstico tan simple se acomoda la produccio´n a la capacidad y se regula -
en u´ltimo extremo - el ﬂujo de las operaciones en la empresa.
4.3. El sistema de control de gestio´n actual
El sistema de control de gestio´n implantado tiene por objetivo princi-
pal la determinacio´n del coste de los contratos que realiza la empresa con
sus clientes en relacio´n con el coste presupuestado en la oferta. El coste se
determina por la imputacio´n del coste directo de mano de obra ma´s un coe-
ﬁciente de absorcio´n de los gastos indirectos predeterminado. En el caso de
que el proyecto incorpore suministros de equipos o cualquier otro elemento
adquirido en el exterior - incluso la subcontratacio´n excepcional de partes
del desarrollo - se acumula su coste a la cifra anterior.
La organizacio´n mantiene un sistema de bases de datos que se orienta a la
estimacio´n del coste total de un proyecto a trave´s del registro del consumo de
recursos. El sistema contiene mucha informacio´n sobre aspectos administra-
tivos, clientes, etce´tera y, de hecho, alguna de sus funcionalidades evoluciona
hacia un sistema CRM (customer relationship management). Sin embargo,
a los efectos de este trabajo la informacio´n relevante es la que se basa en el
modelo que se describe acontinuacio´n.
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4.3.1. Proyectos y productos
La organizacio´n distingue entre proyectos, que se corresponden biun´ıvo-
camente con contratos, y productos, que se corresponden con la deﬁnicio´n
convencional en la ingenier´ıa del software: un artefacto compuesto ba´sica-
mente de informacio´n codiﬁcada y que forma parte de la instancia operativa
de un sistema de informacio´n. El e´nfasis en la gestio´n esta´ puesto en los
proyectos.
La relacio´n proyecto a producto es una relacio´n n a m. Normalmente,
la construccio´n y evolucio´n de un producto puede deberse a uno o ma´s pro-
yectos, es decir, contratos. La existencia de varios contratos puede deberse a
la evolucio´n natural del producto o a requisitos derivados del proceso admi-
nistrativo, la restriccio´n presupuestaria, etc. Cuando un producto evoluciona,
a trave´s de varios proyectos, en un grado signiﬁcativo, aparece una versio´n.
La relacio´n producto a versio´n es 1 a n.
Cuando existe una relacio´n 1 a n de proyecto a producto, se trata
de una crcunstancia excepcional, una relacio´n impuesta por la meca´nica de
la contratacio´n administrativa. Se produce cuando se han agregado varios
desarrollos menores en un u´nico contrato administrativo.
4.3.2. Trabajadores, vidas laborales y categor´ıas
Las entidades representativas de los recursos humanos son la entidad tra-
bajador y la entidad vida laboral. La entidad trabajador se corresponde
con una persona, la cual evoluciona en la empresa a trave´s de su vida la-
boral, que indica el coste horario de esa persona para la empresa en cada
periodo de tiempo. As´ı pues hay una relacio´n 1 a n entre trabajador y vida
laboral.
Existe una tercera entidad, categor´ıa, que tiene una denominacio´n equ´ıvo-
ca, pues no es un atributo del trabajador y el periodo temporal sino de la
funcio´n que el trabajador realiza en un periodo concreto en un proyecto con-
creto; en el lenguaje convencional del estudio de procesos software correspon-
de ma´s bien a un rol. Esta anomal´ıa obedece a dos razones: en primer lugar a
que los presupuestos que se elaboran en las ofertas contienen desgloses justi-
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ﬁcativos en funcio´n de las cargas de trabajo calculadas para cada categor´ıa.
En segundo lugar, a la ﬂexibilidad del personal del caso de estudio, lo que
hace que una misma persona pueda realizar varias funciones, apareciendo en
un mismo proyecto en varias categor´ıas (desempen˜ando varios roles).
A los efectos del control de costes esta anomal´ıa es irrelevante pues lo que
se controla es que´ persona estuvo ocupada en que´ proyecto y eso da lugar
a un determinado coste, con independencia de la funcio´n que desarrollo´.
Pero, junto con otras carencias del sistema a los efectos de esta tesis es una
informacio´n equ´ıvoca que no permite reconstruir un perﬁl ma´s pormenorizado
de los recursos empleados. Ello se debe a que, como la ﬁnalidad original del
sistema era el control de costes y el dato de coste relevante es la persona (y
no el rol) es una parte de la informacio´n que no se ha llevado con el suﬁciente
cuidado como para ser utilizable.
4.3.3. El registro ba´sico: trabajador-proyecto
El registro ba´sico del sistema es el registro trabajador-proyecto(T×P).
Idealmente, recoge para un determinado periodo de tiempo que´ persona es-
tuvo ocupada en que´ proyecto y durante cuantas horas. En algunos casos
recoge tambie´n la actividad concreta que desarrollo´, pero no en todos.
La captura de esta informacio´n proviene de un procedimiento implantado
en la organizacio´n que obliga a cada persona a registrar semanalmente el
uso del tiempo entre los distintos proyectos en los que esta´ participando.
Junto con ese co´mputo del tiempo se indica tambie´n la categor´ıa, es decir,
la funcio´n que ha realizado pero con la imprecisio´n ya sen˜alada.
4.3.4. El tiempo
El tiempo esta´ presente en el modelo como atributo de diversas entidades.
Aparece registrado:
en el registro ba´sico trabajador-proyecto, como tiempo de inicio y
tiempo ﬁnal del periodo de tiempo descrito,
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en la vida laboral: como fecha inicial y ﬁnal del periodo en el que el
trabajador mantuvo el coste horario descrito,
en el proyecto: como fechas contractuales y reales de inicio y ﬁn del
trabajo contratado,
en la versio´n: como la fecha de implantacio´n de la misma.
Figura 4.1: Estructura de la base de datos.
En abril de 2008, el sistema de informacio´n de apoyo al control de gestio´n se
extend´ıa desde 1993 hasta el momento citado. La ﬁabilidad de la informacio´n
disponible, sin embargo, es muy escasa para los datos anteriores a 1999.
El nu´mero de ﬁlas incluidas en cada una de las tablas principales es el
recogido en el cuadro 4.1.









Cuadro 4.1: Nu´mero de registros.
4.4. Explotacio´n del sistema: me´tricas de pro-
yecto
Idealmente los datos incluidos en las bases del modelo permitir´ıan recons-
truir el ciclo de vida de un producto software a partir de la reconstruccio´n del
ciclo de vida de los proyectos que han ido concurriendo en su evolucio´n. No
obstante, la existencia de posibles relaciones entre un proyecto y varios pro-
ductos diﬁculta este trabajo puesto que las tareas elementales esta´n descritas
a nivel de proyecto y no de producto.
4.4.1. Reconstruccio´n del ciclo de vida
Alternativamente se puede reconstruir el ciclo de vida de un proyecto
a partir de los registros trabajador-proyecto. De este modo un proyecto
no es ma´s que una secuencia de registros de la tabla T×P cada uno de
los cuales indica durante un cierto periodo de tiempo cua´nto esfuerzo le
dedico´ cada trabajador a ese proyecto y cumpliendo que´ funcio´n (categor´ıa).
Desgraciadamente la informacio´n disponible no nos permite en la mayor´ıa de
los casos identiﬁcar que´ tarea o tareas espec´ıﬁcas realizaba dentro del ciclo
de vida ese trabajador.
Cada registro contiene la informacio´n que se presenta en el cuadro 4.2.
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Atributo Representacio´n Rango
Trabajador Wi De la tabla trabajador
Proyecto Pj De la tabla proyecto
Categor´ıa Ck De la tabla categor´ıa
Tiempo de inicio tini Del calendario
Tiempo de ﬁnalizacio´n tfin Del calendario
Carga de trabajo (horas) H ∈ , ≥ 0
Cuadro 4.2: Contenido de los registros de la tabla T×P.
4.4.2. Empleo de recursos
A partir de estos datos se pueden inmediatamente obtener las siguientes
me´tricas del proyecto:
Carga total de trabajo del proyecto. La suma de las cargas de trabajo




H(Wi, Pj, Ck, tini, tfin)











Estas me´tricas pueden tambie´n desglosarse por categor´ıas limitando las su-
mas a cada una de las categor´ıas posibles.
El cuadro 4.3 presentan las me´tricas obtenidas de una muestra de pro-
yectos donde las columnas son, respectivamente las horas-persona totales, la
duracio´n en d´ıas y el cociente de ambas. La tabla muestra situaciones muy
diferentes entre proyectos con una intensidad aparente de trabajo persona-
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Proyecto WLj Dj IAj
195 467 604 0,772
204 310 291 1,066
205 9.363 1.331 7,034
215 384 412 0,932
221 7.383 1.325 5,572
222 1.458 886 1,646
231 6.938 1.055 6,577
232 2.283 942 2,424
235 589 1.018 0,579
305 2.910 1.090 2,670
237 6.923 1.529 4,528
240 8.028 1.623 4,947
216 624 1.179 0,529
253 2.027 1.187 1,708
260 618 1.054 0,586
266 5.431 307 17,689
269 4.750 958 4,958
272 1.011 485 2,085
283 407 370 1,099
291 777 1.096 0,709
294 1.052 1.014 1,037
297 483 816 0,592
338 2.099 580 3,619
369 1.468 741 1,981
402 812 312 2,603
µ 3,118
σ 3,633
Cuadro 4.3: Intensidad aparente.
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hora/d´ıa muy bajas y otras bastante ma´s elevadas. Eso indica la presencia
de dos tipos de situaciones:
Proyectos que sufren detenciones, por diversas razones que se exponen
ma´s adelante.
Desplazamiento de personal entre proyectos, de manera que hay equipos
que llevan adelante varios proyectos simulta´neamente.
4.4.3. Fijacio´n de errores y trabajos de integracio´n
Puesto que cada proyecto tiene una fecha de entrega registrada, tej , las
tareas realizadas con posterioridad a dicha fecha son indicativas de las labores
de correccio´n de errores y trabajos de integracio´n con los sistemas del cliente.
Como ya se ha indicado, e´sta es una actividad importante en este tipo de
desarrollos (ver apartado 4.1).
La empresa intenta conservar registro de estas actividades espec´ıﬁcas
gene´ricamente denominadas extra as´ı como de la causa de las mismas, es
decir, si se deben a errores propios del proyecto o a problemas sobrevenidos
en la integracio´n. Esta no es una cuestio´n sencilla pues, en ocasiones, los pro-
blemas sobrevenidos equivalen en la pra´ctica a la aparicio´n de un requisito
que no hab´ıa sido especiﬁcado previamente.
Para evaluar este esfuerzo y su impacto temporal, se han determinado las
siguientes me´tricas:
I´ndice temporal post-entrega. Fraccio´n de tiempo ma´s alla´ de la fecha
de entrega que se ha dedicado a corregir errores (o resolver problemas




I´ndice de esfuerzo post-entrega. Proporcio´n del esfuerzo dedicado a ta-
reas ma´s alla´ de la fecha de entrega. sobre el esfuerzo total. Eviden-
temente, no contempla la correccio´n de errores durante el periodo de




i,k H(Wi, Pj, Ck, tini, tfin)
∀tini ≥ tej
El cuadro 4.4 presenta los resultados de esta u´ltima me´trica para la misma
muestra de proyectos. Comparando los estad´ısticos del trabajo extra, prome-
dio y desviacio´n t´ıpica, con los equivalentes del ı´ndice temporal post-entrega,
13% y 29% respectivamente, se concluye que los trabajos adicionales pos-
teriores a la entrega ocasionan retrasos muy eelvados hasta que el producto
desarrollado puede considerase totalmente terminado.
Obviamente existe ma´s de una razo´n para esta demora. En el ana´lisis
concreto de los proyectos afectados se observa que algunas de las deﬁciencias
surgidas en la integracio´n con otros sistemas tardan en aparecer cuando las
funcionalidades que interactu´an no se ponen en marcha inmediatamente sino
en un momento posterior. Hay tambie´n un componente, lo´gico, de “pe´rdida”
de prioridad en un proyecto que ya esta´ “instalado”.
Sea como fuere, los datos agregados citados muestran un comportamiento
de los proyectos que requiere mejorarse. Profundizando en el ciclo de vida
de los mismos se pueden identiﬁcar algunos de los factores sobre los que hay
que actuar.
4.5. Reconstruccio´n del perﬁl temporal de los
proyectos
4.5.1. Depuracio´n previa de la informacio´n
El perﬁl temporal de la utilizacio´n de recursos humanos en el proyecto
puede reconstruirse con la superposicio´n de todas los registros a lo largo
del calendario de realizacio´n. Para ello ha sido necesario reparar los errores
contenidos en las bases de datos de la manera que se expone en el ape´ndice
E. La informacio´n registrada en estas tablas es introducida por un lado por
los trabajadores de forma semanal especiﬁcando la distribucio´n de las horas
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Proyecto Antes de entrega Despue´s de entrega Dj EWj
181 312 155 467 33,12%
186 289 21 310 6,79%
205 8.437 926 9.363 9,89%
215 352 32 384 8,33%
221 5.385 1.998 7.383 27,06%
222 1.377 81 1.458 5,55%
231 6.600 338 6.938 4,87%
232 2.193 91 2.283 3,97%
235 514 75 589 12,74%
305 2.710 201 2.910 6,89%
237 6.413 510 6.923 7,37%
240 7.655 373 8.028 4,65%
253 534 90 624 14,42%
260 1.613 415 2.027 20,46%
266 607 11 618 1,82%
269 5.280 151 5.431 2,77%
270 4.734 15 4.750 0,32%
272 771 240 1.011 23,70%
276 391 16 407 3,89%
283 773 4 777 0,51%
291 1.038 14 1.052 1,33%
297 435 48 483 9,88%
308 1.896 203 2.099 9,67%
369 1.136 332 1.468 22,61%
402 764 48 812 5,88%
µ 9,94%
σ 8,85%
Cuadro 4.4: I´ndice de esfuerzo post-entrega.
112 CAPI´TULO 4. EL CASO DE APLICACIO´N
de su trabajo entre los proyectos en los que ha participado a lo largo de los
u´ltimos cinco d´ıas. Otras veces los registros son completados por los Jefes de
Proyecto antes, durante y al ﬁnal del proyecto.
Como consecuencia de este rellenado manual de las tablas se encuentran
en las mismas muchos errores, contradicciones, lagunas de informacio´n, etc.
que deben ser corregidos para poder proceder al ana´lisis de la distribucio´n
de las cargas de trabajo de las personas que trabajan en la empresa y que
e´ste arroje unos resultados que se ajusten a la realidad de la misma.
En primer lugar, observando detenidamente los datos del sistema de ges-
tio´n y mediante entrevista con el creador y mantenedor del mismo, se de-
cidio´ descartar la informacio´n excesivamente antigua. La razo´n es que el
sistema de gestio´n no se implanta y se comienza a utilizar de forma eﬁciente
hasta el an˜o 2000, lo que motiva que la informacio´n correspondiente al pe-
riodo anterior tenga un alt´ısimo nivel de errores, que introducir´ıan ruido en
demas´ıa para el ana´lisis de los datos.
El proceso de depurado se realiza sobre la tabla T×P, puesto que al ser
la que maneja todo el personal de la empresa es la que contiene el mayor
nu´mero de errores. Una vez ﬁnalizado el proceso de depuracio´n de la tabla
T×P, lo que queda es una tabla en la que ﬁguran las cargas de trabajo de
todos los proyectos seleccionados sin ningu´n tipo de solapes ni incoherencia,
que es la que permite caracterizar el perﬁl de los proyectos.
4.5.2. Perﬁles tipo de proyecto
Los datos muestran que la mayor parte de los proyectos presentan el perﬁl
de empleo de recursos t´ıpico, una acumulacio´n de recursos en la primera fase
y, posteriormente, una ca´ıda en el empleo de los mismos. Este perﬁl de empleo
es el que integrado genera la t´ıpica curva de progreso de forma sigmoidal. As´ı,
por ejemplo, el proyecto presentado en la ﬁgura 4.2 presenta una acumulacio´n
de dedicacio´n en la fase caracter´ıstica de la construccio´n.
No obstante, en varios proyectos se observan perﬁles de ejecucio´n ma´s
at´ıpicos. As´ı, en las ﬁguras siguientes (4.3 y 4.4) se puede apreciar la oscilacio´n
en el personal dedicado. El ana´lisis realizado, a partir de las entrevistas a los









Figura 4.2: Perﬁl de un proyecto tipo.
directores de los proyectos, apunta a las siguientes causas:
Despue´s de un fuerte impulso inicial, se retira personal del proyecto
para atender a otros de mayor prioridad, hasta que puede volverse a
retomar (caso de la ﬁgura 4.3).
Se producen cambios en las especiﬁcaciones sobre la marcha, que dan
lugar a nuevas puntas de trabajo (caso de la ﬁgura 4.4).
Ambos casos, de origen completamente diferente, dan lugar a un comporta-
miento aparentemente similar. La diferencia esta´ en la direccio´n de la causa-
lidad. En el primer caso el proyecto ha de ceder recursos a los dema´s. En el
segundo, son causas internas del proyecto las que generan la irregularidad.
Un tercer caso es el de los proyectos “urgentes”, en los que se debe poner
a punto una aplicacio´n, o todo un sistema, en un plazo ﬁjo insuperable. Este
es el caso de la ﬁgura 4.5, en el que la acumulacio´n de recursos tras un retraso
obviamente se realiza a costa de otros proyectos.
4.6. El perﬁl de los proyectos y el modelo a
construir
En todos los casos se puede observar lo siguiente:


























Figura 4.5: Acumulacio´n de recursos para ﬁnalizar un proyecto.
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La voluntad de la empresa de mantener equipos estables con los proyec-
tos y clientes se compatibiliza con la necesidad de atender los cambios
en los requisitos y otras circunstancias externas que afectan a los pro-
yectos, desplazando personal continuamente de uno a otro proyecto.
A pesar de que el ciclo de asignacio´n tiene una semana de periodo, se
producen cambios a veces hasta diarios. El efecto de estos cambios tan
frecuentes en la productividad no puede ser ma´s que negativo.
En algunos casos estos cambios pueden estar justiﬁcados por las cargas
de trabajo, las detenciones producidas a instancias (o por culpa) del
cliente, o cualquier otra circunstancia justiﬁcada. de los proyectos a los
que el personal esta´ asignado. Pero en la mayor´ıa de los casos da la
sensacio´n de que es la dina´mica general de cambio de prioridades y las
interrelaciones entre proyectos provocadas por la asignacio´n de personal
a varios proyectos a la vez la que determina los cambios citados.
La conclusio´n que se obtiene es doble:
De una parte, se precisan criterios de asignacio´n de recursos que puedan
ser ma´s parsimoniosos con el ﬁn de preservar el objetivo de equipos
relativamente estables.
De la otra, y en lo que afecta a esta tesis, que los modelos continuos de
simulacio´n de proyectos que han sido resen˜ados en el cap´ıtulo anterior
tienen diﬁcultades para reproducir esta´ dina´mica, que es ba´sicamente
discreta. Este es el objetivo del modelo que se presenta en el cap´ıtulo
6.
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Cap´ıtulo 5
Ana´lisis de las soluciones
existentes y propuestas para el
modelado
5.1. Introduccio´n y contenido del cap´ıtulo
En este cap´ıtulo se contrastan las soluciones revisadas en los cap´ıtulos 2
y 3 con los factores que se estiman cr´ıticos que, tal como se indica en 1.4,
son:
Desde el punto de vista de los modelos de gestio´n de proyectos:
• La representacio´n del entorno multiproyecto.
• Los algoritmos de asignacio´n de recursos susceptibles de modelado
dina´mico.
• El tratamiento del riesgo.
Desde el punto de vista de los modelos de simulacio´n existentes:
• La capacidad de representar los aspectos continuos y discretos de
los proyectos software as´ı como la superposicio´n y retroalimenta-
cio´n entre fases y proyectos.
• La implementacio´n de me´todos de asignacio´n de recursos.
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• La capacidad de representar y medir los efectos de los procedi-
mientos de mejora de procesos.
De este ana´lisis y de las caracter´ısticas espec´ıﬁcas del caso de estudio se
desprenden las especiﬁcaciones que se han tenido en cuenta a la hora de
construir el modelo objeto de esta tesis. Algunos de los elementos que han sido
ya estudiados en los trabajos presentados no se incorporan pero se preve´ su
posterior inclusio´n en el modelo.
5.2. Modelo del entorno multiproyecto
Se ha considerado el problema de la gestio´n multiproyecto en dos marcos
de referencia. El primero clasiﬁca los entornos multiproyecto en te´rminos de
variabilidad y dependencia. El segundo diferencia entre los niveles de decisio´n
estrate´gico, ta´ctico y operacional.
La decisio´n de aceptar proyectos se ha dejado fuera del a´mbito del proble-
ma en estudio. Se deriva de criterios estrate´gicos y de la accio´n comercial. A
los efectos que de este trabajo, los proyectos “aparecen” previamente “marca-
dos” con fechas l´ımite que pueden deberse a condiciones internas o externas.
Segu´n el ana´lisis expuesto, una organizacio´n dedicada al desarrollo de
software a medida es t´ıpicamente una organizacio´n por proyectos, por tanto
orientada a reducir la dependencia entre proyectos a nivel operacional asu-
mie´ndola en el nivel ta´ctico. En la pra´ctica, lo que se persigue en la medida de
lo posible es independizar en te´rminos de recursos cada proyecto individual.
Esta independencia sera´ siempre relativa, en funcio´n del recurso del que se
trate. Habra´ por tanto recursos que se pueden compatibilizar entre proyectos
y recursos exclusivos de cada uno de ellos.
Los objetivos de gestio´n entonces se plantean como:
En el nivel ta´ctico; asignar a los proyectos los recursos necesarios para
asegurar el cumplimiento de plazos de entrega. Estos recursos deben
obtenerse empleando la capacidad productiva de la empresa de la for-
ma ma´s econo´mica posible y dentro de los requisitos de calidad de los
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proyectos. Se trata de un problema de planiﬁcacio´n ta´ctica de capa-
cidad que debe considerar, aparte de las restricciones temporales, las
asignaciones previas y el coste de los recursos.
En el nivel operacional ; programar los proyectos dentro de los ma´rgenes
impuestos desde el nivel ta´ctico de forma que se pueda hacer frente a
la variabilidad propia de cada uno de ellos. Se trata de un problema
de programacio´n de proyectos con restriccio´n de recursos en entorno de
incertidumbre y con ventanas de tiempo.
5.3. La asignacio´n de los recursos a los pro-
yectos y la programacio´n de los mismos
Como se ha expuesto en el punto anterior, se ha descompuesto el problema
en dos, uno ta´ctico y otro operacional.
5.3.1. El problema ta´ctico
Se ha estudiado el problema de dimensionar los equipos necesarios para
abordar los proyectos de manera que se asegure que se cumplen los plazos.
Se trata de un problema restringido por el tiempo.
Los proyectos se representan como una serie actividades agregadas de
manera que la proporcio´n entre los distintos recursos que emplea cada una
de ellas es constante. El modelo admite que los recursos sean compartidos
por varios proyectos, algo que a este nivel de ana´lisis se corresponde con la
realidad del problema en estudio.
En los proyectos de software a medida, existen hitos externos caracteri-
zados por entregables que deben hacerse llegar al cliente. Esto se representa
de forma adecuada con las ventanas de tiempo admisibles.
En el caso que nos interesa, la planiﬁcacio´n ta´ctica debe dar lugar a una
previsio´n del personal necesario, por encima de la plantilla disponible. El mo-
delo restringido por el tiempo maneja como variables de decisio´n los recursos
extraordinarios a emplear. Atribuyendo coste nulo a los recursos ordinarios
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Objetivo minimizar coste de recursos empleados
Restricciones cumplimiento de hitos externos
relaciones de precedencia
Variables de decisio´n Nuevos recursos a adquirir
Porcentaje de trabajo hecho por periodo
Referencias [GS05]
Cuadro 5.1: Modelo propuesto para la planiﬁcacio´n ta´ctica.
y minimizando el coste de los recursos emleados, la solucio´n proporciona,
adema´s de una asignacio´n de personal a proyectos una indicacio´n sobre la
contratacio´n necesaria en el horizonte de planiﬁcacio´n.
El modelo elegido presenta algunos problemas para el caso de estudio:
El modelo asume una productividad lineal, es decir, que el tiempo de
desarrollo es inversamente proporcional al nu´mero de personas emplea-
das en las tareas, algo que no es evidente en el caso del desarrollo de
software cuando el nivel de agregacio´n es alto.
El modelo es esta´tico, en el sentido de que la aparicio´n de un nuevo
proyecto obliga a una reprogramacio´n. Este segundo aspecto se trata
ma´s adelante al hablar de la cuestio´n del riesgo.
La inclusio´n de un nuevo proyecto generara´ una nueva solucio´n factible sim-
plemente an˜adiendo recursos extraordinarios para cumplir los plazos. Este es
el punto de partida para una nueva exploracio´n ahora con el nuevo proyecto.
5.3.2. El problema operacional
El problema operacional se ha deﬁnido como un problema de programa-
cio´n multiproyecto y multimodal con restriccio´n de recursos y ventanas de
tiempo, es decir, un problema MRCMPSP-GPR como se ha expuesto en la
pa´gina 43.
La aplicacio´n de las te´cnicas multiproyecto al problema operacional no
se considera adecuada teniendo en cuenta la estrategia de descomposicio´n
adoptada. En el nivel operacional, los equipos de cada proyecto han sido de-
ﬁnidos desde la planiﬁcacio´n ta´ctica de capacidad. En condiciones normales,
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para un director de proyecto la variable de decisio´n es la asignacio´n de los
componentes de su equipo a las distintas tareas de su proyecto.
Caben distinguir dos situaciones, la programacio´n inicial del proyecto y
la respuesta a los problemas en la ejecucio´n del mismo.
Programacio´n inicial del proyecto
En este caso el objetivo es minimizar la duracio´n total del proyecto in-
dividual administrando los equipos de personal disponible. Este es un caso
claro de programacio´n multimodal. Una vez seleccionado el modo de ejecu-
cio´n, lo normal es mantener e´ste. En la realizacio´n de proyectos software la
incorporacio´n de personal a actividades que ya se esta´n realizando no resulta
aconsejable para evitar los “costes de aprendizaje”. Este feno´meno ha sido
muy estudiado en la literatura de simulacio´n de proyectos software y esta´ ex-
puesto con bastante claridad en el modelo MDR descrito en el cap´ıtulo 3.
En la literatura descrita aparecen diversas opciones para solucionar este
problema. Dado que la magnitud del mismo no es excesivamente grande, se
propone el empleo de heur´ısticas basadas en reglas de prioridad dina´micas,
generando secuencias en serie y representando las soluciones en la forma lista
de actividades.
A pesar de lo anterior, desde el punto de vista de la supervisio´n desde
el nivel ta´ctico tiene sentido contar con una funcio´n objetivo ma´s global.
Se propone para ello un seguimiento de la ma´xima desviacio´n de todo el
conjunto de proyectos simulta´neos.
Reparacio´n de la programacio´n operativa
La principal diferencia entre la programacio´n operativa inicial y la repa-
racio´n de la misma una vez surgida una disrupcio´n es que en el primer caso
el obejtivo (“a priori”) es la minimizacio´n de la duracio´n total del proyecto,
respetando las ventanas de tiempo. En el segundo, suele producirse que el
objetivo ma´s perentorio sea el de cumplir con las limitaciones temporales
de una o varias actividades antes que el tiempo de terminacio´n del proyecto
concreto.
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En un entorno de compresio´n de la programacio´n tiene sentido romper
el criterio antes sen˜alado de que una vez elegido un modo de ejecucio´n, e´ste
se mantiene constante hasta la ﬁnalizacio´n de la actividad afectada. Por el
contrario, la respuesta normal es la acumulacio´n de recursos en la tarea que
se retrasa.
De este modo, aunque el problema inicial es un problema MRCPSP-GPR,
pasa a ser ma´s bien del tipo MRCPSP-GPR/EXP, en el sentido de que se
modiﬁca la asignacio´n de recursos.
5.4. El tratamiento del riesgo
Se ha estudiado el riesgo desde dos puntos de vista: el ma´s corriente
en te´rminos de la gestio´n de proyectos y algunas aportaciones desde otros
dominios entre las que destaca la metodolog´ıa de la design structure matrix
-DSM- originada en el campo del desarrollo de productos que permite captar
y tratar los ciclos y las iteraciones, facetas que comparten los procesos de
desarrollo de producto y los procesos software.
Con un ana´lisis ma´s detallado de la incidencia de la variabilidad y la
dependencia en los dos niveles, ta´ctico y operacional, se llega a la conclusio´n
de que:
Al nivel ta´ctico, las estrategias son las de obtener programaciones ro-
bustas, es decir, capaces de absorber las variaciones sin grandes desvia-
ciones sobre las fechas de terminacio´n programadas inicialmente.
Al nivel operacional, las estrategias predictivas-reactivas orientadas a
la ﬂexibilidad, es decir, a la recuperacio´n de programaciones que se ven
alteradas por alguna disrupcio´n aparecen como la mejor alternativa.
5.4.1. Estrategias para obtener programaciones robus-
tas a nivel ta´ctico
En el nivel ta´ctico, las fuentes de incertidumbre son de dos tipos:
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Incertidumbre en la carga real de trabajo. En el caso de la planiﬁca-
cio´n ta´ctica los proyectos esta´n deﬁnidos a nivel agregado. El conoci-
miento de la carga de trabajo real es aproximado y, sin embargo, se
adquieren compromisos de fechas y entregas. Una estrategia proactiva,
t´ıpicamente del estilo de la cadena cr´ıtica, se basa en el dimensiona-
do de buﬀers de recursos bien con datos crisp o empelando modelos
basados en la lo´gica borrosa. En todos los casos, este tipo de solucio´n
contiene inevitablemente un cierto nivel de sobredimensionado de los
recursos, lo cual se corresponde poco con el caso estudiado.
Incertidumbre por aparicio´n de nuevos proyectos . Los nuevos pro-
yectos, o la subestimacio´n inicial de un proyecto existente, plantea un
problema diferente al anterior. Aqu´ı se trata de “insertar” la(s) nue-
va(s) actividad(es) en la programacio´n prevista alterando esta lo menos
posible. De hecho, el caso anterior de desconocimiento de la carga real
de trabajo puede reducirse a este caso, “generando” una actividad nue-
va que recoja el trabajo recientemente descubierto y las restricciones
temporales correspondientes.
La solucio´n propuesta en [AR00] y [AMR03] se basa en el empleo de los
denominados grafos de recursos. La idea es que la restriccio´n de recursos se
represente como un grafo de ﬂujos mediante el cual las actividades agrega-
das, representadas en notacio´n AEN, “entregan” los recursos que emplean a
las actividades que les siguen una vez que han terminado. As´ı, adema´s de
las restricciones temporales, aparecen unos arcos nuevos que representan las
restricciones de recursos.
La insercio´n de una actividad o varias actividades nuevas (un trabajo
imprevisto o un nuevo proyecto) equivale a la insercio´n de uno o varios nodos
nuevos en la red del proyecto y un “desvio” del ﬂujo de recursos por esos
nuevos nodos. Esto se consigue mediante cortes en el grafo cuya capacidad
sea igual a la demanda de recursos requeridos por la actividad insertada.
Un corte dominante es aquel que minimiza el aumento de la duracio´n total.
Los autores resen˜ados proponen un algoritmo en tiempo exponencial para
generar cortes dominantes. Incorporando ese algoritmo a un SGS, se puede
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reconstruir la planiﬁcacio´n ta´ctica empleando reglas de prioridad.
5.4.2. Reconstruccio´n de secuencias operacionales
Como se ha indicado ma´s arriba, la reconstruccio´n de secuencias en el
caso de un proyecto concreto, se basa en la idea de incrementar los recursos
en una actividad que se retrasa, rompiendo la asignacio´n modal inicialmente
prevista, al contrario que en el caso anterior. En la terminolog´ıa te´cnica este
modo de proceder se denomina “activity-crashing”.
El problema real que se intenta representar es el de la deteccio´n de un
retraso excesivo sobre la programacio´n a consecuencia de un imprevisto, un
error e o de la asignacio´n de personal a otro proyecto. En tal caso lo que
se persigue es reparar una secuencia reasignando recursos dentro del mismo
proyecto si es posible. De lo contrario, detectar la imposibilidad de hacerlo
para emitir una peticio´n de recursos adicionales al nivel ta´ctico.
A diferencia de los heur´ısticos basados en la exploracio´n descritos en la
pa´gina 53 que exploran el espacio de las soluciones, el procedimiento elegido
explora el espacio de las estrategias. La estrategia, en el caso de un heur´ıstico
de secuenciacio´n basado en reglas de prioridad, es la seleccio´n de prioridades.
La solucio´n propuesta secuencia con un constructor greedy y, posteriormente,
modiﬁca las prioridades hasta que encuentra una solucio´n aceptable “penali-
zando” las actividades mal secuenciadas. La solucio´n propuesta recuerda a la
metodolog´ıa de agentes en el sentido de que se simula una solucio´n circuns-
crita a un proyecto, cuyo asignador actu´a como un agente auto´nomo. Para
ello, y teniendo en cuenta que la respuesta cla´sica de un jefe de proyecto a
una eventualidad de este tipo es la de reasignar personal de unas tareas a
otras para atender a la ma´s cr´ıtica, se ha implementado un algoritmo del
tipo SWO (squeaky wheel optimizaton)[JC99].
La ﬁlosof´ıa del algoritmo es, de manera ana´loga al agente humano, modiﬁ-
car las prioridades que dieron lugar a la primera asignacio´n para incrementar
sucesivo de recursos para la actividad ahora retrasada. A partir de ah´ı se
opera con un SGS. Si la solucio´n obtenida es poco satisfactoria, el algorit-
mo altera aleatoriamente las prioridades y reprograma de nuevo durante un







Figura 5.1: Componentes del algoritmo swo.
nu´mero de iteraciones que se ﬁja previamente.
5.5. Modelos de simulacio´n del proceso soft-
ware
En el cap´ıtulo 3 se han revisado diferentes modelos de simulacio´n del
proceso software. Atendiendo a las diferentes caracter´ısticas buscadas en esta
tesis, estos modelos pueden clasiﬁcarse desde diferentes puntos de vista.
Una primera cuestio´n es la representacio´n del entorno multiproyecto. Ca-
ben ba´sicamente dos aproximaciones que hemos denominado respectivamente
contingente y jera´rquica. En el primer caso, como ocurre con el modelo de Ab-
del Hamid [Abd93b], la representacio´n multiproyecto es “ad-hoc”, es decir, se
modela una situacio´n de este tipo pero el modelo no permite variar la estruc-
tura de relaciones con facilidad. En cambio, en la aproximacio´n jera´rquica el
propio modelo es innatamente multiproyecto. El cara´cter jera´rquico y modu-
lar de esta aproximacio´n es lo que ma´s interesa a los efectos de esta tesis.
La segunda cuestio´n es el cara´cter continuo, discreto o h´ıbrido de los
modelos. Esta cuestio´n esta´ relacionada con la orientacio´n de los modelos,
entendida esta como el enfoque principal u objetivo de los mismos. Como es
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caracter´ıstico en la simulacio´n hay dos tipos de orientaciones, una estructural
que enfatiza las relaciones entre los diferentes componentes del sistema mode-
lado, siendo esta la aproximacio´n caracter´ıstica de la Dina´mica de Sistemas; y
una orientacio´n estad´ıstica, que emplea el modelo para generar experimentos
repetidos mediante el me´todo de Monte Carlo y as´ı caracterizar el sistema
en funcio´n de la distribucio´n estimada de una o varias variables aleatorias.
Tradicionalmente la orientacio´n estructural se basa en modelos deter-
ministas, utiliza´ndose el ana´lisis de sensibilidad para evaluar las diferentes
“regiones de comportamiento”1. Ello no impide el empleo de variables alea-
torias en la simulacio´n, pero la complejidad del comportamiento se deriva de
las relaciones estructurales.
En los modelos de orientacio´n estad´ıstica lo que se persigue es caracteri-
zar una variable aleatoria cuyas funciones de distribucio´n y densidad, y por
tanto sus momentos, no pueden determinarse de modo anal´ıtico. El me´todo
empleado es la simulacio´n de Monte Carlo empleando generadores pseudo-
aleatorios para las variables de entrada y realizando un nu´mero suﬁciente de
experimentos. La orientacio´n, por tanto, es la caracterizacio´n estad´ıstica del
riesgo.
Las dos u´ltimas cuestiones son si los modelos presentados hacen o no
referencia a modelos de asignacio´n de recursos provenientes del a´rea de la
Ingenier´ıa de Proyectos y si tienen o no en cuenta los aspectos relacionados
con la mejora de procesos software y, en general, la medida y el control de
los proyectos.
La tabla 5.3 sintetiza estas caracter´ısticas lo que permite identiﬁcar las
aportaciones que se han considerado ma´s u´tiles para el objetivo de esta tesis
y que se presentan en los apartados siguientes.
5.5.1. Modelos multiproyecto
La mayor´ıa de los modelos multiproyecto que se han analizado son del
tipo que se ha denominado contigente en el sentido de que modelan expl´ıci-
1En el ana´lisis cualitativo de sistemas dina´micos no lineales, se tratar´ıa del ana´lisis
del espacio de las soluciones en funcio´n de los para´metros y de las cuencas de atraccio´n
[AT93].
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tamente una instancia en la articulacio´n entre los distintos componentes del
proceso pero no permiten naturalmente representar cualquier conﬁguracio´n
de proceso sino so´lo aquella expl´ıcitamente modelada.
La principal excepcio´n la constituye el modelo de Powell et al. (ver apar-
tado 3.4.2) que modela un ciclo de vida incremental y las relaciones de con-
currencia entre diferentes paquetes de trabajo que, a otra escala, equivalen
a la competencia por recursos de varios proyectos simulta´neos. El denomina-
dotria´ngulo del proceso se repite a todos los niveles de la jerarqu´ıa: paquetes
de trabajo, fases, entregas, proyectos y organizacio´n en su conjunto. Para
acoplar los diferentes mo´dulos de la jerarqu´ıa se emplea tanto la asignacio´n
de recursos a mo´dulos como el acoplamiento de los trabajos y as´ı se consigue
modelar la superposicio´n de fases del desarrollo incremental.
El modelo DEVS (ver apartado3.3.5), si bien no aparece as´ı documen-
tado, se presta con mucha facilidad a la implementacio´n jera´rquica por las
propiedades del formalismo en cuestio´n, que permite la implementacio´n de
la jerarqu´ıa de forma natural, encapsulada y escalable.
5.5.2. Modelos h´ıbridos
En el cap´ıtulo 3 se han revisado diversos modelos, continuos, discretos e
h´ıbridos, elaborados desde diversos enfoques y puntos de vista para simular
el proceso software. La simulacio´n h´ıbrida es una tecnolog´ıa de uso general
en muchos dominios por lo que existen muchas soluciones.
En el problema que aqu´ı se esta´ planteando, la cuestio´n cr´ıtica parece
ser la de no “perder” el efecto de la realimentacio´n en el paso de continuo
a discreto y viceversa. Desde el punto de vista conceptual, el problema es
identiﬁcar que procesos tienen lugar de forma continua y que´ procesos se
producen de forma discreta. Esto esta´ ampliamente documentado en la lite-
ratura, Los mecanismos que regulan la productividad, la tasa de errores, el
efecto de la presio´n de los plazos, son t´ıpicamente continuos. El ciclo de vida
de las tareas y los entregables, sin embargo se maniﬁesta de forma discreta.
Y desde luego la informacio´n y las decisiones son discretas.
Los modelos analizados poseen una arquitectura que separa y limita las
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relaciones entre la parte continua y la parte discreta de diversas formas:
Los modelos presentados en 3.3.3 y 3.3.1 modelan como continuo el
entorno de trabajo, la productividad y la dina´mica de los recursos,
mientras que tratan como discreta la evolucio´n de los trabajos. Esto da
lugar a que no exista una verdadera realimentacio´n entre la marcha de
trabajo y su entorno.
El modelo presentado en 3.3.2 realmente lo que hace es simular un
proceso continuo de ejecucio´n de tareas para caracterizarlo estad´ıstica-
mente y emplear esta caracterizacio´n para tratarla mediante un modelo
anal´ıtico de teor´ıa de colas, este s´ı discreto. Una vez ma´s, no hay reali-
mentacio´n entre la marcha del trabajo y el entorno.
El modelo presentado en 3.3.4 implementa una estructura jera´rquica
del estilo de la que aqu´ı se persigue, al modelar diferentes equipos
trabajando en la produccio´n de software para un u´nico proyecto. Sin
embargo, el intere´s del modelo esta´ en ma´s en los aspectos relacionados
con las diferencias culturales y el modo de trabajar en localizaciones
distintas. Desde el punto de vista de laoperacio´n h´ıbrida coincide con
el de Martin y Raﬀo, ya sen˜alado.
El modelo presentado en 3.3.5 es el u´nico en el que la simulacio´n h´ıbrida
se materializa de forma integrada con un u´nico formalismo, el denomi-
nado formalismo DEVS, Discrete Event System Speciﬁcation, propues-
to por Ziegler [ZKP00]. Sin embargo, por lo menos hasta lo que se
ha publicado, en este caso no se implementan sistemas complejos de
asignacio´n de recursos y el modelo se limita a emular el funcionamien-
to de los modelos continuos de la saga del modelo de Abdel Hamid y
Madnick [AM91]. Puede decirse, por tanto, que si bien ofrece una he-
rramienta adecuada para implementar la simulacio´n h´ıbrida, su uso se
limita a una integracio´n nume´rica por un me´todo alternativo al basado
en incrementos ﬁnitos2.
2Se trata del me´todo denominado QSS - quantized-state system- en el que las varia-
bles de estado se aproximan con funciones constantes a tramos - piecewise - con histe´resis
5.5. MODELOS DE SIMULACIO´N DEL PROCESO SOFTWARE 131
Modelo Referencia Ventajas A mejorar:
Rus [RCL99] Ana´lisis expl´ıcito de So´lo efectu´a un nu´mero
et al. 3.3.1 los aspectos discretos limitado de iteraciones
de artefactos y fases.
Donizelli [DI01] Emplea me´todos anal´ıticos No hay realimentacio´n
y Raﬀo 3.3.2 junto a la simulacio´n.
Martin [RM00] Evolucio´n dina´mica de los No determina de forma
y Raﬀo 3.3.3 recursos y asignacio´n continua la duracio´n
discreta de los mismos. de las actividades.
Cuadro 5.4: Ventajas y aspectos a mejorar en algunos de los modelos h´ıbridos
revisados
Esta u´ltima aproximacio´n es la que se ha tomado como base para el mo-
delo propuesto en esta tesis. Desde el punto de vista de la implementacio´n
el problema de la simulacio´n h´ıbrida lo resuelve la utilizacio´n de la integra-
cio´n nume´rica para la simulacio´n continua. Es, por tanto, un problema de
intervalos de tiempo y de gestio´n de eventos. Salvo que estemos en presen-
cia de mecanismos no lineales que den lugar a feno´menos de bifurcacio´n, los
me´todos de integracio´n nume´rica pueden resolver el problema. Queda como
tarea para el posterior desarrollo de este trabajo investigar anal´ıticamente
los modelos que resulten para caracterizar, aunque sea aproximadamente, el
espacio de estados e identiﬁcar posibles anomal´ıas.
5.5.3. La implementacio´n de las te´cnicas de la gestio´n
de proyectos en los modelos de simulacio´n
Los modelos analizados que incorporan expl´ıcitamente las te´cnicas de
asignacio´n, tal como se indica en la tabla 5.3, esta´n orientados a la simulacio´n
de Monte Carlo de manera que lo que pretenden es caracterizar el riesgo ante
la adopcio´n de determinadas reglas de asignacio´n de recursos. En ningu´n caso
consideran la existencia de dos a´mbitos de decisio´n - el ta´ctico y el operacional
deﬁnidas para intervalos discretos de la magnitud de la variable - quantized - frente a los in-
tervalos discretos de tiempo caracter´ısticos de la integracio´n nume´rica convencional[KJ01].
As´ı, cada evento discreto viene deﬁnido no por un cambio en el intervalo de tiempo con-
siderado sino por un cambio discreto en la magnitud de la variable de estado.
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- y requieren una caracterizacio´n estad´ıstica de las entradas que se adapta
poco al problema que trata esta tesis.
El modelo de Lee y Miller ([LM04]) analizado en el apartado 3.4.3 si
bien expl´ıcitamente emplea modelos de gestio´n de proyectos, en este caso
la Cadena Cr´ıtica (ver pa´gina 61), pero no contempla en su integridad la
dimensio´n multiproyecto a la hora de la asignacio´n ni realiza e´sta de forma
dina´mica sino a trave´s de la te´cnica de escenarios.
A los efectos de esta tesis, el problema es modelar el proceso por el cual
los decisores, situados a niveles diferentes en la jerarqu´ıa de decisiones, deter-
minan los recursos asignados a proyectos y actividades de forma dina´mica.
La representacio´n del decisor siguiendo el modelo de agentes permite imple-
mentar ese proceso. Esta es la aportacio´n del modelo presentado en 3.6.5;
los agentes, de acuerdo con las estrategias que se modelara´n, reu´nen infor-
macio´n aproximada sobre el estado del sistema y formulan reglas de las que
se desprenden las decisiones de asignacio´n de recursos y de secuenciacio´n de
tareas.
Esto se puede modelar a ambos niveles, al ta´ctico y al operacional. El
decisor ta´ctico asigna equipos a una cola de proyectos. Eventualmente decide
adquirir nuevos recursos, sustituye´ndose as´ı el mecanismo continuo de los
modelos estrictamente continuos por paquetes de contratacio´n que se deciden
cuando se establecen los planes ta´cticos. Los recursos evolucionan de forma
continua: tanto en su calidad mediante procesos de aprendizaje como a trave´s
de una tasa de abandono “natural”. El decisor ta´ctico tambie´n puede decidir
reasignar recursos de un proyecto a otro. Para ello tiene unos umbrales a
partir de los cuales se considera esta opcio´n.
El decisor operacional gestiona sus recursos y hace frente a las disrupcio-
nes en su programacio´n readaptando e´sta o reasignando los recursos de que
dispone entre tareas para asegurar que se cumplen los plazos. La aproxima-
cio´n es la de la secuenciacio´n contingente: “que´ ocurre si ...?” En la literatura
hay modelos que permiten representar estos procesos de decisio´n y sus con-
secuencias. El heur´ıstico expuesto en 3.6.5 puede explorar el espacio de las
estrategias para implementar de forma eﬁciente la secuenciacio´n contingente.
La integracio´n de ambos niveles y la representacio´n de los procesos de
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desarrollo incremental, con sus ciclos entre fases se puede implementar de
manera ana´loga a la que se presenta en 3.4.2. El mecanismo ba´sico que go-
bierna la evolucio´n al nivel ma´s elemental, previa adaptacio´n, puede ser el
de los modelos reducidos expuesto en 3.2.1.
5.5.4. La mejora de procesos y la simulacio´n
Las referencias encontradas a la simulacio´n de procesos software en rela-
cio´n con la mejora de esos mismos procesos son abundantes. Tanto para el
CMM y CMMI (las ma´s) como para la norma ISO-IEC 15504 (menos). Sin
embargo, los modelos consultados caen dentro de dos grandes grupos:
Unos presuponen la madurez de la organizacio´n y modelan de acuerdo
con e´sta. Es el caso del modelo DIFSPI (ver pa´gina 89). Este modelo
permite evaluar la diferencia entre procesos realizados en condiciones
de madurez diferentes.
Otros pretenden modelar expl´ıcitamente los procesos de mejora y con-
trol. Son los casos del modelo INMoS y del modelo de Stallinger, pre-
sentados respectivamente en los apartados 3.2.2 y 3.5.1. Sin embargo,
el primero adolece de tratarse de un modelo “ad-hoc”, en el sentido
de que, como los propios autores reconocen, requiere un esfuerzo de
modularizacio´n posterior. El segundo caso anuncia un trabajo cuya
conclusio´n no se ha publicado (te´ngase en cuenta que la referencia es
del an˜o 2000) y en el que se dan indicaciones de cua´les pueden ser
precisamente las diﬁcultades para llevarlo a te´rmino.
El problema de construir modelos que recojan la mejora de procesos es que
los esta´ndares orientados a las capacidades a nivel de organizacio´n (CMM
y CMMI) o a nivel de proceso (ISO 15504), si bien proporcionan objetivos
gene´ricos para la mejora de la calidad de los procesos y gu´ıas para su evalua-
cio´n, no indican v´ıas un´ıvocas para su puesta en aplicacio´n en un caso con-
creto. La razo´n de ello se en que la gran variedad de tecnolog´ıas, modelos de
desarrollo y tipolog´ıas organizacionales existentes determina el cara´cter de-
pendiente del camino (path dependent) de las estrategias posibles de mejora,
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incluso aunque se utilice un modelo esta´ndar como referencia. O, expresado
de otra forma, se conocen los atributos de un grado determinado de madurez
pero no la trayectoria para ir de un grado a otro.
Este razonamiento esta´ en la ra´ız de la discusio´n ya sen˜alada en el apar-
tado 1.2.4 sobre si la madurez determina los l´ımites de la metodolog´ıa de
simulacio´n. La aproximacio´n al problema que se ha considerado ma´s intere-
sante, por las razones que se exponen en 3.5.3 es la de modelar expl´ıcitamente
las tareas que la mejora impone. El modelado expl´ıcito de estas tareas tiene
dos virtualidades:
Proporciona mayor precisio´n en el ca´lculo del esfuerzo requerido que
no es so´lo el trabajo directo de ana´lisis y construccio´n sino que incluye,
adema´s de la propia gestio´n, las tareas anexas a e´sta que correspon-
den a lo que gene´ricamente se llama la sobrecarga de comunicacio´n
(communication overhead)
Arroja un mapa efectivo para la mejora de los procesos al permitir
contrastar el coste de la misma con el beneﬁcio esperable
Dado que la progresio´n en la madurez de la organizacio´n desarrolladora avan-
za en el sentido de mejorar la calidad de la gestio´n, al menos en los tres
primeros niveles del marco de referencia del CMMI, esto se modela expl´ıcita-
mente en la mejora de los mecanismos de asignacio´n indicados en el apartado
anterior.
5.6. Propuestas de incorporacio´n a las espec-
ﬁcaciones del modelo
Como resumen del ana´lisis expuesto del trabajo preexistente y de las ca-
racter´ısticas del caso de estudio se concluye que los factores cr´ıticos sen˜alados
al principio de e´ste cap´ıtulo pueden resolverse empleando las propuestas y
modelos analizados de la forma que se describe a continuacio´n.
1. La representacio´n del entorno multiproyecto debe realizarse median-
te una arquitectura jera´rquica del tipo de la propuesta por Powell
5.6. PROPUESTAS 135
[PMB99] que recogera´ la gestio´n del trabajo, de los recursos y de los
plazos. Este mismo modelo posibilita la superposicio´n y retroalimenta-
cio´n entre fases y proyectos y resuelve el problema de la contingencia
permitiendo modelar diferentes tipos de proceso.
2. Esta misma referencia y el modelo DEVS [CBK06] establecen una di-
ferencia entre el modelado del trabajo, el de la medida del resultado del
mismo y el de la asignacio´n que permite separar variables continuas
de discretas y el modelado de procesos del de decisiones.
3. Los algoritmos de asignacio´n de recursos deben contemplar los diferen-
tes niveles de la jerarqu´ıa de manera auto´noma. Eso supone que existen
ciclos de decisio´n y estrategias diferentes para asignar recursos dentro
de las actividades o fases de los proyectos, en estos y a nivel ta´ctico.
4. Los modelos expuestos basados en reglas de prioridad dina´micas se
pueden aplicar al nivel ma´s bajo, es decir, dentro de una actividad
y entre las actividades de un proyecto. En el primer caso, el modelo
MDR presentado en la pa´gina 74 implementa una versio´n dina´mica de
la regla RWK que debe discretizarse. En el segundo caso se necesita un
modelo capaz de tratar el problema multimodo con ventanas de tiempo
(MRCPSP-GPR).
5. El modelo de planiﬁcacio´n ta´ctica de capacidad presentado en la tabla
5.1 es el adecuado para el nivel multiproyecto pues permite establecer
las necesidades de personal para el horizonte de planiﬁcacio´n y, por
tanto, las decisiones de contratacio´n.
6. El tratamiento del riesgo es diferente al nivel ta´ctico del operacional.
Para el primero se ha visto un modelo de insercio´n de actividades que
puede servir para recoger la eventualidad de un nuevo proyecto en el
horizonte de planiﬁcacio´n ta´ctica. Otra posibilidad es volver a progra-
mar con los nuevos datos. Como la aparicio´n de nuevos proyectos no
es un evento corriente, no existe ninguna razo´n computacional para no
emplear incluso ambos me´todos.
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7. En cualquier caso, al nivel operacional un cambio en la planiﬁcacio´n
ta´ctica, lo mismo que un error u otro tipo de disrupcio´n interno a un
proyecto, tiene una consecuencia inmediata: la posibilidad de que algu´n
plazo no se cumpla. La respuesta a esta situacio´n es una aceleracio´n
de las actividades cr´ıticas mediante la concentracio´n de recursos en las
mismas. Esta reasignacio´n se puede resolver aplicando un algoritmo del
tipo squeaky wheel que modiﬁca las prioridades.
8. La capacidad de representar los aspectos continuos y discretos de los
proyectos software se consigue mediante una metodolog´ıa de simula-
cio´n h´ıbrida que gestione simulta´neamente la integracio´n nume´rica de
sistemas dina´micos continuos con las interrupciones provocadas por los
eventos. A pesar de que el u´nico caso detectado en la literatura espec´ıﬁ-
ca es la metodolog´ıa DEVS que sen˜ala una v´ıa basada en incrementos
discretos de tiempo lo suﬁcientemente pequen˜os, existen entornos de
simulacio´n convencionales que mejoran la capacidad computacional de
esta propuesta intervalos de tiempo variables que posibilitan “acele-
rar” la integracio´n nume´rica en las regiones donde la linealizacio´n es
una aproximacio´n suﬁciente y aumentan la discriminacio´n en el entorno
de los eventos.
9. Para representar y medir los efectos de los procedimientos de mejora de
procesos el modelo seguira´ la recomendacio´n expuesta en el apartado
3.2.2 que aconseja modelar expl´ıcitamente el esfuerzo dedicado a las
tareas de soporte y control.
El cuadro 5.5 resume las perspectivas, conceptos y modelos que se han toma-
do de los trabajos previos expuestos y que se han utilizado a modo de “espe-




Cara´cter multiproyecto Modelos jera´rquicos encapsulados [PMB99]
Separacio´n entre procesos Modelado modular con tres [PMB99]
y decisiones a´mbitos: trabajo, decisio´n [CBK06]
y medida
Asignacio´n de recursos Proporcional al trabajo [RRT01]
dentro de actividades discretizado: RWK [AM91]
Asignacio´n de recursos MRCPSP/GEN [LTB06]
dentro de proyectos MRCPSP/GEN-EXP [JP05]
Asignacio´n de recursos Planiﬁcacio´n ta´ctica [GS05]
entre proyectos restringida por los recursos
Tratamiento del riesgo
Ta´ctico: Programacio´n robusta [LN94]
Operacional: Recuperacio´n de secuencias [AR00]
“activity crashing” [DH02]
“squeaqy wheel optimization” [JC99]
Simulacio´n h´ıbrida Ecuaciones Diferenciales [Fri04]
Algebraicas H´ıbridas
Medida y mejora modelado expl´ıcito de [PR02]
actividades no [Sta00]
constructivas
Cuadro 5.5: Aportaciones de trabajos previos incorporadas.
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Cap´ıtulo 6
El modelo SimHiProS
6.1. Arquitectura del modelo ba´sico
El modelo que se ha construido, denominado SimHiProS (Simulador
Hı´brido de la Produccio´n de Software), simula la jerarqu´ıa que caracteriza
al problema de la produccio´n de software en un entorno multiproyecto a
partir de los procesos elementales de trabajo.
Para implementar esta jerarqu´ıa se diferencian tres mo´dulos, paquete, pro-
yecto ymultiproyecto. A su vez cada uno de ellos tiene deﬁnidos tres compo-
nentes o submo´dulos que representan y simulan respectivamente la actividad
de produccio´n, las decisiones de asignacio´n y la medida y control dentro de
cada nivel. El modelo se completa con un mo´dulo de entorno que simula la
interaccio´n del proceso de produccio´n con el entorno general de la empresa y
un mo´dulo funcional que implementa distintas funciones y algoritmos y que
es llamado desde los anteriores.
6.1.1. Los mo´dulos
Como se ha dicho, el modelo se organiza jera´rquicamente en tres mo´dulos:
Paquete. Es el nivel ma´s bajo al que puede deﬁnir un conjunto de activi-
dades medibles y controlables ma´s alla´ del trabajador individual.
Proyecto. Es el nivel operacional, el conjunto de actividades orientadas
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a obtener un producto software. Tiene la la posibilidad de describir,
adema´s de las fases tradicionales del ciclo de vida en cascada, una
desagregacio´n ma´s ﬁna as´ı como la superposicio´n de fases caracter´ıstica
de los modelos de desarrollo incremental o evolutivo.
Multiproyecto. Es el nivel ta´ctico, representa el conjunto de todas los pro-
yectos que se realizan a la vez por la organizacio´n.
En el nivel ma´s bajo de la jerarqu´ıa se situ´a un paquete de trabajo, un conjunto
continuo de tareas homoge´neas, que se inicia y termina en funcio´n de los
recursos (cambiantes) que el paquete tiene asignados y de las condiciones
que impone el entorno. La unidad caracter´ıstica es la tarea, que se mide en
unidades de taman˜o, (KLOC, puntos funcio´n, puntos funcio´n objeto, etc.).
A cada paquete se corresponde con un entregable deﬁnido dentro del ciclo
de desarrollo del proyecto software. La ejecucio´n de las tareas contenidas en
un paquete no esta condicionada externamente ma´s que por la disponibilidad
de recursos, siempre que los paquetes anteriores (los artefactos previos nece-
sarios) hayan sido completados. Puede ser, por tanto, una fase tradicional en
el modelo de desarrollo en cascada, una iteracio´n en un modelo evolutivo o,
como se produce en la pra´ctica en el caso de aplicacio´n, un conjunto mixto de
actividades de disen˜o y construccio´n que proporcionan un entregable interno
o externo con una funcionalidad determinada dentro del proyecto.
El proyecto es una combinacio´n de paquetes de trabajo organizada de
acuerdo con las reglas de precedencia lo´gica y temporal que deﬁnen el ciclo
de vida de los artefactos que lo componen y que conduce a la obtencio´n de
un producto software. Las combinaciones de paquetes permiten representar
diferentes modelos de proceso: desde el proceso secuencial en cascada hasta
modelos de desarrollo incremental, as´ı como actividades de soporte al pro-
yecto como la gestio´n de conﬁguracio´n, la documentacio´n, ....
El nivel multiproyecto esta´ conformado por todos los proyectos que desa-
rrolla la organizacio´n en un determinado instante del tiempo. Los proyectos
no tienen ninguna relacio´n entre si aparte de su coincidencia temporal y su
dependencia del mismo conjunto de recursos.
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6.1.2. Los componentes
Cada mo´dulo esta´ organizado en los siguientes componentes o submo´dulos
que se corresponden con diferentes aspectos o o perspectivas, del proceso
software deﬁnidos a cada nivel jera´rquico:
Actividad. Simula los aspectos (continuos) del proceso de trabajo, es decir
la construccio´n, revisio´n y correccio´n de los artefactos software as´ı como
la carga de trabajo ocasionada por las actividades no constructivas.
Asignacio´n. Simula las decisiones (discretas) de asignacio´n y reasigancio´n
de recursos a las diferentes actividades desde los diferentes niveles
jera´quicos.
Medicio´n y Control. Simula las medidas (discretas) del estado de las ac-
tividades que determinan las decisiones de asignacio´n.
El cuadro 6.1.2 sintetiza los tres mo´dulos con sus respectivas componentes o
sub-mo´dulos.
6.2. Nivel ba´sico: el paquete
A este nivel el proceso de trabajo se modela partiendo de una variable
continua, la tarea, que se supone que corresponde a unidades de trabajo
homoge´neas que deben completarse para obtener un determinado artefacto.
El nu´mero total de tareas a realizar caracteriza a dicho artefacto desde el
punto de vista de la produccio´n (con independencia de su funcionalidad en
un sistema, o proyecto) y, por tanto, al paquete.
Los tres componentes o submo´dulos son los siguientes:
Actividad. Representa el trabajo continuo sobre las tareas.
Asignacio´n. Representa el reparto de recursos a las diferentes fases del
submo´dulo actividad.
Medida. Representa la obtencio´n de me´tricas del avance del trabajo y del
consumo de recursos para decidir sobre la asignacio´n e informar al nivel
jera´rquicamente superior en relacio´n con la planiﬁcacio´n.
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6.2.1. Actividad
El mo´dulo paq.actividad representa el proceso de trabajo elemental en
el mdelo. Tiene una dina´mica interna ba´sicamente continua y esta´ inspirado
en un modelo cla´sico de Dina´mica de Sistemas, el presentado en [NS98a] por
Ford y Sterman, dedicado al modelado gene´rico de procesos de desarrollo.
La lo´gica es muy similar al modelo de AbdelHamid y Madnick [AM91] y
toda la saga subsiguiente. Las tareas pasan por sucesivas fases hasta que son
terminadas. En el modelo cla´sico arriba citado, dichas fases son construccio´n,
veriﬁcacio´n y, eventualmente, iteracio´n si en la veriﬁcacio´n se detecta que
deben corregirse, despue´s de lo cual vuelven a veriﬁcacio´n. Las tareas que
superan la fase de veriﬁcacio´n se acumulan como tareas terminadas.
En la formulacio´n de Ford y Sterman esto se representa como una suce-
sio´n de niveles1 encadenados que se alimentan unos a otros a unos ritmos
determinados por los recursos empleados. Cada nivel representa una cartera
(backlog) de tareas pendientes de pasar a la siguiente fase. La transicio´n de
una a otra fase esta´ representada por el ﬂujo2 que “vac´ıa” el nivel previo y
“llena” el siguiente, salvo el u´ltimo nivel que representa tareas ya concluidas
y por tanto, no tiene ﬂujo de salida. Del mismo modo, el primer nivel en
la secuencia no tiene ﬂujo de entrada sino que toma como valor inicial el
total de tareas a procesar. Los ﬂujos, a su vez, vienen determinados por los
recursos aplicados a cada una de las fases.
Las variantes introducidas en este caso sobre el modelo cla´sico son dos:
1. La primera es que se ha introducido una fase adicional, denominada
preparacio´n previo a la construccio´n; en el modelo de proceso software
iterativo o incremental que aqu´ı se representa, el disen˜o detallado de
los bloques formados por tareas a construir es una fase diferenciada de
la construccio´n de los mismos, pero sin embargo totalmente vinculada
a e´sta en el sentido de que no hay una separacio´n entre el disen˜o y la
1En la terminolog´ıa de Dina´mica de Sistemas se denomina nivel a las variables de
estado continuas, por analog´ıa a un depo´sito que contiene un ﬂuido cuyo nivel evoluciona
dina´micamente.
2Flujo en la misma terminolog´ıa y siguiendo con la analog´ıa es un te´rmino de la varia-
cio´n temporal - la derivada - de un nivel.
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Figura 6.1: Diagrama de Forrester del modelo ba´sico de tareas.
construccio´n del co´digo que de lugar a un artefacto intermedio.
2. La segunda es que, a consecuencia de este modelo de desarrollo y a
la escala de desagregacio´n a la que se construye el modelo, las tareas
preparadas pueden pasar directamente a ser construidas sin que haya
que reorganizarlas en una determinada secuencia previa, representa-
da en los modelos cla´sicos como una funcio´n no lineal de las tareas
pendientes.
En la ﬁgura 6.1 se presenta el diagrama de Forrester (representacio´n gra´ﬁca
convencional de la Dina´mica de Sistemas) del modelo implementado.
Entradas y salidas
El componente paq.actividad recibe entradas de paq.asignacion, del
mo´dulo proyecto al que pertenece y del entorno. Del primero, la asignacio´n
de recursos a cada una de las fases (preparacio´n, construccio´n, veriﬁcacio´n e
iteracio´n) as´ı como la productividad de estos recursos y la tasa de errores en
la construccio´n. Del proyecto al que pertenece recibe una sen˜al de activacio´n.
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Figura 6.2: Evolucio´n de las tareas en paq.actividad
Del entorno recibe los para´metros que ﬁjan los valores iniciales de las tareas
a realizar. A su vez, proporciona informacio´n sobre su estado al mo´dulo
paq.medida y transmite su estado al proyecto para posibilitar la activacio´n
de los paquetes que le siguen cuando haya concluido.
Funcionamiento
El mo´dulo se activa una vez ﬁnalizadas las tareas de los mo´dulos pre-
cedentes. Las tareas se van ejecutando de acuerdo con los recursos que les
asigna paq.asignacion. Eventualmente se puede recibir un incremento no
previsto de tareas o puede simularse la deteccio´n de un error que obliga a
rehacer el trabajo como se expone en 6.7.
6.2.2. Medida
El submo´dulo paq.medida discretiza las sen˜ales continuas que recibe
del componente paq.actividad, muestrea´ndolas a intervalos perio´dicos que
coinciden con el ciclo de medida. Su funcio´n principal es proporcionar datos
al submo´dulo paq.asignacion as´ı como al nivel jera´rquico inmediatamente
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superior, el proyecto.
Entradas y salidas
Este componente recibe los valores continuos de todas las variables de
estado del componente paq.actividad, en total nueve valores de los que dos
son booleanos (el estado de activacio´n y la sen˜al de ﬁnalizacio´n) y el resto
variables continuas.
Igualmente, recibe, como para´metros, los datos de la planiﬁcacio´n (per-
ﬁl previsto de realizacio´n del paquete y fechas relevantes) y el periodo de
muestreado. Tiene dos salidas, ambas discretas:
Las denominadas en el modelo carteras (backlog) de tareas pendientes
de cada una de las fases deﬁnidas en el proceso de su produccio´n. Estas
son proporcionadas al componente paq.asignacion para el reparto
de los recursos de acuerdo con el procedimiento que se describe ma´s
adelante.
Los indicadores de valor conseguido, coste y plazo en relacio´n con la
planiﬁcacio´n determinados de la manera descrita en el siguiente apar-
tado.
Funcionamiento
Co´mo se ha indicado, el componente discretiza el estado de la produccio´n
muestrandolo a intervalos regulares. Una parte de esa sen˜al discreta es en-
viada al componente paq.asignacion y la otra se emplea para obtener las
me´tricas de valor conseguido basadas en el me´todo del EVM, Earned Value
Management [Cio06].
El EVM es un me´todo de control y seguimiento del coste y grado de
avance en la programacio´n de proyectos complejos. Se trata de un esta´ndar
puesto en marcha por el Departamento de Defensa estadounidense para el
seguimiento de contratos de grandes sistemas y desarrollos. Su empleo va
formando parte progresivamente de las pra´cticas de los clientes pu´blicos en
todas circunstancias[Cio06, DF00].
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En este caso se ha implementado una variante basada en la propuesta de
Lipke [VV07] que resulta ma´s adecuada para el objetivo que aqu´ı se persigue,
la estimacio´n de retrasos con vistas a reconstruir la programacio´n de un
proyecto.
A partir de los datos recogidos y por comparacio´n con los datos de la plani-
ﬁcacio´n, el mo´dulo elabora unos indicadores que activan el proceso de reasig-
nacio´n de recursos a nivel de proyecto ﬁjando nuevos valores a las prioridades
de los paquetes. Al nivel multiproyecto activan un aviso para la reasignacio´n
(manual).
Las me´tricas que se emplean se basan en la comparacio´n entre los datos
de la planiﬁcacio´n y los datos obtenidos en tiempo de ejecucio´n.
Los datos de planiﬁcacio´n esta´n disponibles desde el principio de la eje-
cucio´n del modelo. Son los siguientes:
Valor Presupuestado Total: unidades de taman˜o previstas inicialmente
del trabajo completo: V PT . En nuestro caso, tareas.
Duracio´n Presupuestada: nu´mero de intervalos discretos de tiempo que
inicialmente se preve´ que tardara´ en realizarse el trabajo completo;
DT .Se cumple que V P (DT ) = V PT .
Coste Presupuestado: coste previsto en cada intervalo t; CP (t). Horas-
persona o unidades monetarias, conocido el coste de aquellas.
Los datos medidos en tiempo de ejecucio´n en el momento t son, a su vez:
Valor Conseguido: unidades de taman˜o (en te´rminos de valor presupues-
tado) que se han completado en el momento t ; V C(t).
Coste Acumulado: recursos consumidos en hasta el momento t ; CA(t).3
Para evaluar el grado de avance del proyecto se determina el para´metro deno-
minado Progreso Temporal Conseguido (earned schedule) en t ; momento
3En el caso del modelo que nos ocupa, al contrario que en la metodolog´ıa EVM esta´ndar,
se emplea una unidad diferente para el trabajo y para el coste, que en los modelos conven-
cionales se mide en horas-persona. La razo´n de ello es que aqu´ı no se ha igualado esfuerzo
a taman˜o ya que no se entiende que exista una relacio´n lineal entre ambos.
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Figura 6.3: Muestreo del Valor Conseguido.
Magnitud I´ndice Varianza
Trabajo IC(t) = V C(t)
V P (t)
V T (t) = V C(t)− V P (t)
Coste IC(t) = CA(t)
CP (t)
V C(t) = CA(t)− CP (t)
Progreso Temporal IP (t) = PTC(t)
t
V P (t) = PTC(t)− t
Cuadro 6.4: Me´tricas EVM de paquete.
en el que el Valor Presupuestado deb´ıa ser igual al Valor Conseguido. En la
pra´ctica como las previsiones se reﬁeren a intervalos discretos se determina
como:
PTC(t) = k +
V C(t)− V P (k)
V P (k + 1)− V P (k)
donde k es el intervalo de tiempo ma´s tard´ıo en el que el Valor Presupuestado
es inferior al valor conseguido ( k+1 el inmediatamente siguiente.
Con este dato se obtienen las me´tricas denominadas en la metodolog´ıa
EVM ı´ndice y varianza de trabajo, coste y plazo o progreso temporal que
aparecen en la tabla 6.4: Los indicadores anteriores permiten hacer previsio-
nes sobre costes y plazos en el mo´dulo superior.
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6.2.3. Asignacio´n
El componente paq.asignacion reparte los recursos asignados desde el
proyecto al paquete a las distintas fases de trabajo de e´ste. El modelo gestiona
inicialmente dos tipos de recursos: recursos de tipo 1 equivalentes a analistas,
ingenieros, etc. y recursos de tipo 2 que equivalen a programadores y otro
personal.
Entradas y salidas El componente recibe de paq.medida la sen˜al mues-
treada de las carteras de trabajo pendientes as´ı como la asignacio´n de recur-
sos de tipo 1 y tipo 2 del proyecto. A partir de esta informacio´n devuelve
a paq.actividad el reparto de los analistas entre las fases de preparacio´n y
veriﬁcacio´n y de los programadores entre las de construccio´n e iteracio´n.
Funcionamiento
Puesto que el sistema de ejecucio´n es multimodal, la decisio´n de asignar
recursos a un paquete de tareas hace operativa la decisio´n de activar el pa-
quete. El nu´mero de recursos asignados determinara´ el ritmo de ejecucio´n y,
por tanto, la duracio´n.
Cada paquete se caracteriza por una carga inicial de tareas y un l´ımite
inferior y otro superior de recursos aplicables. El l´ımite inferior representa
el nu´mero mı´nimo de recursos (por defecto 1 de cada tipo) necesarios para
ejecutar un paquete. El l´ımite superior representa el ma´ximo nu´mero de
recursos que es razonable asignar a un paquete.
Las decisiones de asignacio´n de personal dentro de un mismo bloque de
tareas se realiza con un periodo corto y en funcio´n de la carga de trabajo
pendiente en cada una de las carteras de tareas de manera que se aprovechen
al ma´ximo los recursos existentes.
Se han planteado dos variantes de asignacio´n interna:
Realizacio´n de las tareas secuencialmente siguiendo una disciplina de
colas con un servidor u´nico; es decir se van completando las diferentes
fases con todos los recursos disponibles y estos no se dedican a otra
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Figura 6.4: Asignacio´n proporcional de recursos.
fase hasta la ﬁnalizacio´n de la anterior. En cierto modo, esta variante
de asignacio´n es semejante a la regla MINSLK de la tabla 2.3.
Realizacio´n de las tareas asignando dina´micamente el personal en pro-
porcio´n a las carteras pendientes; por defecto esta en la implementacio´n
adoptada, que equivale a´ la aplicacio´n dina´mica de la regla RWKde la
misma tabla.
En cualquiera de las dos variantes, la asignacio´n no es continua sino discreta,
por ciclos de asignacio´n que por defecto duran un d´ıa.
6.2.4. La conexio´n del paquete con el resto de mo´dulos
A partir de la descripcio´n anterior se desprende que un paquete intercam-
bia con el resto de mo´dulos informacio´n a trave´s de las v´ıas siguientes:
Entradas
El paquete recibe:
1. Los recursos asignados por el mo´dulo proyecto.
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2. La sen˜al booleana de activacio´n del mismo mo´dulo.
3. Las condiciones de productividad, tasa de errores, etc.4
4. Las previsiones de la planiﬁcacio´n, deﬁnidas igualmente a nivel de pro-
yecto.
5. Los valores iniciales, para´metros, etc. deﬁnidas a nivel global.
Salidas
El paquete, a su vez, env´ıa las sen˜ales siguientes al mo´dulo proyecto de
quien depende:
1. La sen˜al booleana de “terminado” que posibilita activar a los paquetes
que le siguen.
2. La informacio´n sobre desviaciones en trabajo, costes y plazos.
En s´ıntesis, la operativa del mo´dulo paquete es la siguiente:
Una vez recibida la sen˜al de activacio´n, paq.actividad simula la eje-
cucio´n de las tareas al ritmo que determinan los recursos asignados por
paq.asignacion hasta que las concluye emitiendo la sen˜al correspon-
diente.
paq.medida muestrea tanto el trabajo pendiente como el terminado
y el coste acumulado. Compara los valores muestreados con la plani-
ﬁcacio´n y env´ıa la informacio´n resultante al mo´dulo proyecto. Env´ıa
igualmente los valores muestreados del trabajo pendiente al componen-
te paq.asignacion.
paq.asignacion reparte los recursos disponibles que el proporciona el
mo´dulo proyecto entre las diferentes fases del trabajo y suministra a
paq.actividad dicha informacio´n.
4En esta versio´n del modelo se han ﬁjado estas variables en cantidades constantes.
No obstante se han deﬁnido como entradas variables para poder incorporar en su d´ıa los
feno´menos, ampliamente estudiados en otros modelos de simulacio´n continua, de “presio´n
del plazo”, “efectos aprendizaje”, la “ley” de Brooks, etc. La razo´n para ello es aislar los
efectos de la asignacio´n dina´micade recursos entre proyectos del resto de efectos.
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Figura 6.5: Mo´dulo paquete.
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6.3. Nivel operacional: el proyecto
El proyecto es un conjunto de paquetes ordenados lo´gica y temporalmente
con el ﬁn de obtener un producto software. Este conjunto esta´ inicialmente
dotado de una planiﬁcacio´n operacional derivada a su vez de la asignacio´n de
recursos que proviene de la planiﬁcacio´n ta´ctica. Al igual que el mo´dulo ante-
rior posee tres componentes, denominados aqu´ı pro.actividad, pro.medida
y pro.asignacion.
6.3.1. Actividad.
En el mo´dulo proyecto, la componente que simula el trabajo tiene la conﬁ-
guracio´n de una red de tareas ordenadas mediante las relaciones de preceden-
cia caracter´ısticas de una red de proyectos. Para ello las tareas que componen
los proyectos se conectan a unos nodos booleanos cuya lo´gica interna gobierna
reﬂeja las relaciones de precedencia existentes entre las tareas.
Esta componente es la u´nica que realiza alguna interaccio´n con los mo´du-
los del nivel jera´rquico inferior, los paquetes.
Si bien se puede con facilidad representar unas relaciones generalizadas
de precedencia (ver 2.4), se ha optado por la implementacio´n ma´s sencilla, la
de las relaciones principio-ﬁnal. Es decir, una tarea, para activarse requiere
que se hayan completado todas las precedentes. Mediante las utilidades que
se han implementado en el mo´dulo funcional es posible forzar un retraso
entre las actividades precedentes y cualquiera de las siguientes.
La evolucio´n del trabajo en un proyecto es, por tanto, la de los paque-
tes que lo componen. Pero adema´s se ha implementado en la componente
pro.actividad el registro del trabajo acumulado en la propia actividad de
medida y asignacio´n como una primera aproximacio´n a la medida del esfuerzo
en tareas no constructivas [MV06]. Este indicador, aunque sea rudimentario,
permite una estimacio´n de la sobrecarga de trabajo relacionada no so´lo con la
medida sino con otras actividades como documentacio´n, control de calidad,
actividades de orientacio´n y soporte y otras que guarden proporcio´n con la
duracio´n (taman˜o de los paquetes), complejidad (nu´mero de paquetes) y las
incidencias en el desarrollo (desviaciones producidas en los paquetes).
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El registro de este esfuerzo no es ma´s que un contador conectado al reloj
del ciclo de medida que acumula el nu´mero de veces que e´ste se activa por el
nu´mero de paquetes activos adema´s de las veces que se lanza la reasignacio´n
de recursos. Estimando un coste en horas-recurso para cada una de las uni-
dades acumuladas se tiene una aproximacio´n al coste de estas actividades no
constructivas.
Entradas y salidas
El componente pro.actividad recibe la asignacio´n de recursos a los pa-
quetes que conforman el proyecto de pro.asignacion.
De los paquetes recibe las sen˜ales indicativas del estado de ejecucio´n de
cada uno de ellos. Estas son las me´tricas de cada uno de ellos y de su estado
de activacio´n, tal y como se han descrito en el apartado anterior. El propio
ciclo de recepcio´n de estas sen˜ales discretas se emplea para el ca´lculo del
trabajo no constructivo.
A su vez env´ıa a cada paquete los recursos asignados por el componente
pro.asignacion y al componente pro.medida el estado de cada uno de los
paquetes y el registro del esfuerzo en actividades no constructivas.
Funcionamiento
El funcionamiento de este componente es relativamente trivial, limita´ndo-
se a transmitir la informacio´n que recibe. La u´nica elaboracio´n que hace es
la acumulacio´n del esfuerzo de medida.
6.3.2. Medida
El componente pro.medida elabora los datos agregados del proyecto a
partir de la informacio´n que viene de los paquetes y realiza estimaciones sobre
esos datos, en comparacio´n con los datos de la planiﬁcacio´n.
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Entradas y salidas
La informacio´n que recibe este componente es u´nicamente la sen˜al discreta
de las medidas del estado de ejecucio´n de los paquetes y su desviacio´n, que le
env´ıa pro.actividad. Por su parte, env´ıa a pro.asignacion esta informacio´n
elaborada para su empleo en los procedimientos de reasignacio´n de recursos.
Adicionalmente env´ıa al nivel superior (multiproyecto) los datos agrega-
dos de la ejecucio´n de todos sus paquetes y del esfuerzoen actividades no
constructivas.
Funcionamiento
El componente pro.medida elabora dos tipos de informacio´n:
Las me´tricas acumuladas de Valor Conseguido, Coste Acumulado y
Progreso Total, a partir de la comparacio´n entre la planiﬁcacio´n y los
datos medidos.
Las estimaciones de coste y plazo para cada una de las tareas y para el
proyecto en su conjunto que se registran y se emplean para la asignacio´n
de recursos o, eventualmente, para recurrir a recursos suplementarios
al nivel superior.
Las estimaciones citadas, basadas igualmente en la metodolog´ıa EVM, son:
Previsio´n de costes Se plantean tres previsiones de costes diferentes,
segu´n suponga que la productividad y la eﬁcacia se recupera o no. As´ı hay
tres posibilidades:
1. Coste Estimado para Terminar con eﬁciacia y productividad normales:
CET1(t) = CA(t) + (V PT − V P (t))× CP
V PT
2. Coste Estimando para terminar con la eﬁcacia alcanzada hasta el mo-
mento:
CET2(t) = CA(t) +
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Figura 6.6: Valor Conseguido acumulado.
3. Coste Estimado para terminar con la eﬁcacia y productividad alcanza-
das hasta el momento:
CET3(t) = CA(t) +
V PT − V P (t)
IC(t)× IP (t) ×
CP
V PT
Previsio´n de plazos Al igual que el caso anterior hay tres previsiones de
plazos de terminacio´n:
1. Plazo Estimado de terminacio´n con eﬁcacia y productividad normales:
PET1(t) = t + (DT − PTC(t))
2. Plazo Estimado de terminacio´n con la eﬁcacia alcanzada hasta el mo-
mento:
PET2(t) = t +
DT − PTC(t)
IT (t)
3. Plazo Estimado de terminacio´n con la eﬁcacia y productividad alcan-
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zadas hasta el momento:
PET3(t) = t +
DT − PTC(t)
IT (t)× IP (t)
6.3.3. Asignacio´n
El componente pro.asignacio´n gestiona una tabla dina´mica que es ba´si-
camente una matriz de dos columnas, una por recurso, y tantas ﬁlas como
paquetes tiene el proyecto. Como el ciclo de asignacio´n y reasignacio´n es
discreto, la dina´mica de este componente es esencialmente discreta (y en la
implementacio´n actual, entera pues los recursos asignados son individuos).
Esta dina´mica discreta determina la llamada a los algoritmos de reasignacio´n
de recursos y a la vez se determina como consecuencia de los resultados de
esas reasignaciones.
Entradas y salidas
Las entradas a pro.asignacion son de dos tipos:
Los recursos globalmente asignados al proyecto desde el nivel multipro-
yecto.
Los datos de ejecucio´n de los paquetes y los globales del conjunto del
proyecto que le son proporcionados por el componente pro.medida.
Procesando esta informacio´n, el componente obtiene la asignacio´n de recursos
que pasa como salida a los paquetes a trave´s de pro.actividad.
Funcionamiento
El componente pro.asignacion decide sobre la asignacio´n de recursos a
los paquetes con el objetivo de hacer mı´nimo el tiempo de ejecucio´n total del
proyecto (al inicio) o asegurar el cumplimiento de los plazos de entrega (en
tiempo de ejecucio´n). Para ello genera inicialmente y emplea despue´s los datos
que provienen de la programacio´n inicial de cada proyecto y, eventualmente,
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Figura 6.7: Asignacio´n factible y no factible de recursos.
tiene que reparar la misma variando la asignacio´n de recursos para hacer
frente a un imprevisto o un error.
Como la duracio´n del paquete depende del modo elegido, es decir, se
pueden destinar ma´s o menos recursos a la realizacio´n del mismo, es necesario
contar con una primera asignacio´n de modos de ejecucio´n para inicializar la
secuenciacio´n.
Planiﬁcacio´n inicial .
Para obtener esta planiﬁcacio´n inicial se ha implementado la generacio´n
de secuencias en serie empleando la regla de prioridad RWK (remaining work,
de modo que a cada paquete se le imputa como prioridad su carga de trabajo
ma´s toda la de sus sucesores, al modo ma´s ra´pido factible, EFFT (earliest
feasible ﬁnal time [LTB06]. Una vez seleccionado el modo y secuenciados
los paquetes se dispone de una solucio´n factible. Esta solucio´n se mejora
posteriormente aplicando el mismo modelo que para la reporgramacio´n (ver
apartado siguiente) hasta obtener una planiﬁcacio´n inicial.
Evidentemente esta solucio´n no es necesariamente la o´ptima por lo que
caben diferentes v´ıas de mejora de la misma, bien a trave´s de me´todos exac-
166 CAPI´TULO 6. EL MODELO
Figura 6.8: Efecto en el valor conseguido de una asignacio´n factible y otra
no factible.
tos (branch and bound o me´todos metaheur´ısticos como los expuestos en el
cap´ıtulo 2. De hecho, la reducida dimensio´n previsible de las redes de un pro-
yecto permite considerar la primera opcio´n. No se han implementado otros
me´todos ma´s soﬁsticados por no considerarse relevante para el problema in-
vestigado ni prestarse con facilidad el software seleccionado a los algoritmos
correspondientes5.
As´ı pues, cada proyecto se inicializa con una carga de trabajo prevista, una
dotacio´n de recursos a los paquetes que lo componen y una secuencia prevista
de activacio´n de paquetes a trave´s de esa dotacio´n de recursos asignados.
Como las prioridades se basan inicialmente en el trabajo pendiente (re-
maining work), la evolucio´n temporal no modiﬁca el orden de secuenciacio´n
entre actividades mientras no se produzca ningu´n evento que var´ıe la carga de
trabajo pendiente de un paquete respecto al valor previsto en cada momento
por lo que no hay necesidad de reconstruir dina´micamente la programacio´n
y asignacio´n salvo que se produzca una disrupcio´n. Esto vale tanto para la
5Para hacer esto de forma eﬁciente, debe programarse la llamada a funciones externas
en C o FORTRAN, lenguajes con mayor potencia algor´ıtmica que Modelica
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regla RWK como para cualquiera otra que dependa de la duracio´n (LST,
LSTLFT, etc. ver la tabla 2.3).
Reparacio´n de la programacio´n .
El problema real que se intenta representar, con independencia de la ido-
neidad de la programacio´n inicial, es el de la reaccio´n a un retraso excesivo
sobre aquella, a consecuencia de un imprevisto, un error en un paquete o
la asignacio´n de personal a otro proyecto. En tal caso lo que se persigue es
reparar una secuencia reasignando recursos dentro de un mismo proyecto si
es posible. De lo contrario, detectar la imposibilidad de hacerlo para emitir
una peticio´n de recursos adicionales al nivel ta´ctico.
La solucio´n propuesta recuerda a la metodolog´ıa de agentes en el senti-
do de que se simula una solucio´n circunscrita a un proyecto, cuyo asignador
actu´a como un agente auto´nomo. Para ello, y teniendo en cuenta que la res-
puesta cla´sica de un Jefe de Proyecto a una eventualidad de este tipo es la
de reasignar personal de unas tareas a otras para atender a la ma´s cr´ıtica,
se ha implementado un algoritmo del tipo SWO (squeaky wheel optimiza-
ton)[JC99].
El algoritmo debe su nombre a la meta´fora que lo inspira: ´´la rueda que
chirr´ıa, es engrasada”6.La ﬁlosof´ıa es, con las lo´gicas diferencias, ana´loga a la
actuacio´n habitual del agente humano; modiﬁcar las prioridades que dieron
lugar a la primera asignacio´n para asignar ma´s recursos al paquete que se
ha vuelto cr´ıtico. Puesto que el trabajo pendiente evoluciona dina´micamente,
cuando en un paquete que esta´ en ejecucio´n se da un evento del tipo sen˜alado,
su trabajo pendiente no decrece al tiempo que el de los dema´s paquetes
activos o incluso aumenta7. Si en ese momento se llama al algoritmo de
secuenciacio´n e´sta se hara´ con las prioridades cambiadas (ve´ase F.8).
Si el algoritmo no es capaz de secuenciar los paquetes en el horizonte
previsto, lo incrementa, lo cual ocasiona una sen˜al indicadora que se entrega
al mo´dulo multiproyecto.
6“The squeaky wheel gets the grease”.
7Lo mismo ocurrir´ıa si en lugar de una regla de prioridad RWK se emplea otra de las
dependientes de la duracio´n, ya citadas.
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6.3.4. La conexio´n del proyecto con el nivel multipro-
yecto
El proyecto se comunica con el nivel multiproyecto a trave´s de los recursos
que recibe de este y transmitiendo las me´tricas del proyecto calculadas por
el componente pro.medida.
6.4. El nivel ta´ctico: multiproyecto






En la implementacio´n que se ha hecho, este componente se limita a en-
globar a todos los proyectos, recibir de estos la informacio´n sobre su estado
y enviarles la asignacio´n de recursos a cada uno de ellos.
6.4.2. Medida
El componente mul.medida acumula informacio´n que recibe del compo-
nente mul.paquete y la pasa al componente de asignacio´n.
6.4.3. Asignacion
Este componente asigna los recursos a los proyectos y reacciona a las des-
viaciones en los mismos. La informacio´n que recibe proviene de mul.medida
y de entorno.
En la implementacio´n actual, el paquete entorno le transmite la infor-
macio´n de los recursos disponibles a lo largo del horizonte de planiﬁcacio´n.
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Figura 6.9: Mo´dulo proyecto.
6.5. MO´DULO DE ENTORNO 171
Con estos recursos disponibles se genera la planiﬁcacio´n inicial de recursos
por proyectos que mul.actividad env´ıa a estos.
La generacio´n de la asignacio´n inicial se hace por medio de los procedi-
mientos descritos en A.1, en particular generando una asignacio´n factible con
los hitos de los proyectos presentes resolviendo un problema de programacio´n
lineal. El algoritmo de mejora de la solucio´n descrito en ese mismo apartado
no se ha implementado por las diﬁcultades que ofrece el lenguaje de simu-
lacio´n para ello. Sin embargo, la lo´gica del modelo permite incorporar los
resultados de la aplicacio´n del mismo. Lo mismo ocurre con la reaccio´n a las
desviaciones producidas que se puede implementar como una nueva llamada
al algoritmo de asignacio´n a partir de la deteccio´n de un retraso en la eje-
cucio´n de los proyectos o con la ejecucio´n del algoritmo de insercio´n descrito
en el apartado 5.4.1.
6.5. Mo´dulo de entorno
El mo´dulo de entorno engloba los siguientes componentes:
El personal (los recursos) y su dinamica
Los impactos exo´genos
Las decisiones ta´cticas
El personal se trata como una variable real; un espacio de estados con tres po-
sibilidades; operativo, en formacio´n o de baja. La entrada y salida de personal
en el sistema viene determinada por las decisiones externas de contratacio´n
ﬁjadas en la planiﬁcacio´n ta´ctica, en el primer caso, y por una dina´mica
demogra´ﬁca exponencial, en el segundo. El personal de baja temporal se mo-
dela de manera semejante a la baja deﬁnitiva pero con un ﬂujo de retorno.
Estos ﬂujos demogra´ﬁcos se modelan a partir de sencillas constantes de tiem-
po. De manera similar se modela la posibilidad de promocio´n del grupo de
programadores al grupo de analistas. El esquema ba´sico de esta dina´mica
demogra´ﬁca se recoge en la ﬁgura 6.11 en forma de diagrama de Forrester.
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Figura 6.11: Diagrama de Forrester de la dina´mica del personal
El personal operativo puede encontrarse asignado a proyectos, a otras
tareas u ocioso. Dentro de la dedicacio´n a otras tareas se puede recoger
expl´ıcitamente el personal que se destina a tareas de infraestructura, gestio´n
de conﬁguracio´n, mantenimiento dina´mico de repositorios de componentes
reutilizables, etc.
De esta forma se recoge el efecto de las diferentes estrategias de mejora de
procesos sobre los recursos de la organizacio´n. Tanto estas decisiones como
las de reasignacio´n de personal entre proyectos se modelan como procesos
exo´genos.
Las decisiones de contratacio´n se implementan a partir de la planiﬁcacio´n
ta´ctica multiproyecto, por diferencias entre la desviacio´n entre el personal
disponible y el personal previsto por la planiﬁcacio´n.
6.6. La operativa del modelo
6.6.1. Inicializacio´n
El modelo se inicializa con los componentes siguientes:
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Los proyectos, con su descomposicio´n en paquetes de tareas, la carga
de trabajo inicial, las relaciones de precedencia y las fechas l´ımite.
Las asignaciones iniciales o planiﬁcacio´n inicial que conlleva el nu´mero
de recursos asignado a cada paquete de tareas en cada intervalo de
tiempo.
La previsio´n de incorporacio´n del personal.
Los eventos exo´genamente decididos que deben determinarse a la inicia-
lizacio´n aunque su aparicio´n se producira´ en el momento programado,
siendo “desconocidos” por los decisores que actual de forma reactiva.
Todos los para´metros de la simulacio´n.
6.6.2. Simulacio´n
El lenguaje de simulacio´n seleccionado es un lenguaje declarativo y requie-
re que todo el modelo, sus ecuaciones y para´metros se mantengan inalterados
en el tiempo de simulacio´n. Esta circunstancia que permite aplicar me´todos
avanzados para las solucio´n de sistemas algebra´ıcos diferenciales (DAE) y
posibilita la simulacio´n h´ıbrida, plantea problemas sin embargo para imple-
mentar procedimientos algor´ıtmicos para la asignacio´n recurrente de valores
a las variables del modelo. Si bien es posible teo´ricamente expresar cual-
quier procedimiento algor´ıtmico con una sintaxis declarativa, en la pra´ctica
presenta serias diﬁcultades.
Esto hace que el modelo construido sea relativamente r´ıgido y que la si-
mulacio´n este´ predeterminada desde el principio, sin que en tiempo de ejecu-
cio´n se pueda alterar la estructura del modelo. Sin embargo, presenta como
ventaja la posibilidad de implementar la simulacio´n h´ıbrida sin tener que
manipular expresamente la integracio´n nume´rica.
A efectos de la simulacio´n continua, el paquete permite la especiﬁcacio´n
del sistema en forma de un sistema DAE, que se “aplana”, se resuelve y se
integra por me´todos de integracio´n nume´rica convencionales, siendo seleccio-
nado el intervalo de integracio´n dina´micamente por el propio simulador.
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La componente de simulacio´n discreta esta´ gobernada por la secuencia
de eventos que interrumpe la integracio´n nume´rica en el momento inmedia-
tamente anterior a un evento, ejecuta e´ste, reasigna a las variables de la
simulacio´n continua los valores que provienen de la ejecucio´n del evento y
retoma la integracio´n.
Los eventos discretos son de tres tipos:
1. Eventos perio´dicos; se trata de los ciclos del reloj de medida y asigna-
cio´n.
2. Eventos no perio´dicos generados en la simulacio´n; se trata de eventos
provocados por el cumplimiento de alguna condicio´n impuesta en la
estructura del modelo como por ejemplo la ﬁnalizacio´n de un paquete,
el cruce de algu´n umbral por el valor de una variable, etc.
3. Eventos no perio´dicos predeterminados; representan las decisiones que
se toman de manera exo´gena as´ı como determinadas circunstancias que
se han programado para su empleo en los experimentos. Se describen
en el apartado siguiente.
6.7. Eventos para la simulacio´n de experimen-
tos
Para probar el modelo se han disen˜ado una serie de experimentos con la
ﬁnalidad de reproducir el comportamiento observado en el caso de estudio,
al menos cualitativamente, y para veriﬁcar las soluciones propuestas por los
mecanismos de reasignacio´n de recursos y reconstruccio´n de secuencias.
Las caracter´ısticas del paquete empleado obligan, como se ha dicho, a
parametrizar las diferentes circunstancias en la inicializacio´n de la simulacio´n.
Esto se ha programado en base a una serie de eventos representativos de
diferentes circunstancias que afectan a los proyectos. La tabla 6.11 presenta
esos eventos.
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id. Nivel Aspecto simulado
evpaq.1 Paquete Aparicio´n de tareas no previstas
evpaq.2 Paquete Deteccio´n de un error
evpaq.3 Paquete Retirada de recursos
Cuadro 6.11: Eventos programados.
6.7.1. Aparicio´n de tareas no previstas en un paquete
La aparicio´n de tareas no previstas en un paquete es el modo elegido
para representar un cambio en los requisitos, una de las circunstancias ma´s
habituales en los proyectos reales. Se trata de un caso muy estudiado en los
modelos de simulacio´n continua de proyectos.
Implementacio´n
La implementacio´n que se ha hecho se limita a reinicializar la variable
de estado carPrep (cartera de tareas a preparar) de paq.actividad au-
menta´ndola instanta´neamente en una cantidad constante. Se entiende que
la aparicio´n de nuevos requisitos supone una carga de trabajo no prevista
que incorpora las modiﬁcaciones precisas sobre el trabajo ya realizado.
La aparicio´n de un imprevisto de este tipo implica un cambio en el valor
presupuestado que se controla desde paq.medida y en una revisio´n de la
planiﬁcacio´n. Supone tambie´n un cambio en la previsio´n de costes y plazos
de ﬁnalizacio´n.
No se ha contemplado el modelado de este caso como la aparicio´n de un
paquete nuevo de trabajo, lo cual podr´ıa ser una alternativa. Pero entonces
se tratar´ıa de una modiﬁcacio´n dina´mica de la estructura, algo que el modelo
no permite.
Resultados
La ﬁgura 6.12 muestra el efecto en el trabajo previsto y el terminado de
una circunstancia de este tipo.
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Figura 6.12: Aparicio´n de un imprevisto.
6.7.2. Deteccio´n de un error en un paquete
La deteccio´n de un error en un paquete es otra de las circunstancias
habituales en un proyecto. En los modelos tradicionales se representa como
la aparicio´n de trabajo extra (rework). Eventualmente se propaga ese trabajo
extra “hacia atra´s” generando trabajo inicial pendiente adicional.
Implementacio´n
La implementacio´n en este caso diﬁere del modelo tradicional. No se limita
a reinicializar la variable de estado carPrep, sino que reduce instanta´neamente
el trabajo terminado de paq.actividad representando as´ı el trabajo perdido.
Al contrario que en el caso anterior en el que la aparicio´n de nuevos requisitos
supone una carga de trabajo no prevista, aqu´ı la carga inicial de trabajo se
actualiza dando por perdido el trabajo erro´neo.
El componente paq.medida recoge este cambio como una desviacio´n
negativa de la planiﬁcacio´n, puesto que el trabajo previsto inicialmente se
mantiene. El valor presupuestado no cambia pero si lo hacen el alcanzado y
la previsio´n de costes y plazos.
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Figura 6.13: Error en un paquete.
Resultados
En la ﬁgura 6.13 se observa la diferencia entre este caso y el anterior.
Esto se reﬂeja en los indicadores de trabajo conseguido y plazo que presenta
la ﬁgura 6.14.
6.7.3. Retirada de recursos
Esta circunstancia se produce cuando los recursos empleados en un pa-
quete. Se trata de un evento que o bien puede representar una baja por en-
fermedad o bien se produce como consecuencia de una detencio´n imprevista
(a la espera de una decisio´n de los clientes, por ejemplo).
Implementacio´n
La implementacio´n de este evento es muy simple. Basta con reducir (o
anular como en el ejemplo que se muestra ma´s adelante) la dotacio´n de
recursos del paquete durante un cierto intervalo de tiempo. El reﬂejo de
esta reduccio´n es una detencio´n en el progreso del trabajo terminado en
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Figura 6.14: Efecto en plazo y valor de un error.
paq.actividad que se reﬂeja en un incremento de la desviacio´n en trabajo
y plazo, as´ı como un retraso en el coste.
Resultados
Como en los casos anteriores, la ﬁgura 6.15 presenta el efecto en las tareas
pendientes y terminadas de este evento.
6.8. Un caso sencillo
Para ﬁnalizar la exposicio´n del modelo se presenta un caso sencillo de
aplicacio´n con dos proyectos elementales cuyas caracter´ısticas se recogen en
la tabla 6.12.
El primer proyecto esta´ formado por cuatro paquetes y tiene dos fechas
l´ımite: la entrega de una primera funcionalidad a la ﬁnalizacio´n del paquete
paq21, y la entrega ﬁnal. El segundo proyecto so´lo tiene dos paquetes y una
u´nica fecha, la de la entrega ﬁnal. Los recursos inicialmente disponibles son un
total de 9 analistas y 9 programadores, constantes a lo largo de todo el periodo
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Figura 6.15: Detencio´n por retirada de recursos.
considerado. Segu´n el taman˜o de los paquetes y los recursos empleados, la
duracio´n de cada uno de ellos es la que aparece en la tabla 6.13.
El ejemplo permite simular tres experimentos:
El primero de ellos, necesario para la inicializacio´n, simula el comporta-
miento “normal” de ambos proyectos; es decir, el que se empleara´ como
base para la planiﬁcacio´n inicial.
El segundo experimento simula la aparicio´n de un error en un paquete
del primer proyecto, que da lugar a la reasignacio´n de recursos dentro
de ese mismo proyecto.
El tercer experimento simula la aparicio´n de un retraso en el primer
proyecto para el que no existe solucio´n factible con los recursos inicial-
mente asignados a ese proyecto y, por tanto, da lugar a un desplaza-
miento temporal de recursos del primer al segundo proyecto.
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Figura 6.16: Proyectos del ejemplo en notacio´n AEN.
Proyecto Paquete Carga de Trabajo Predecesores Fecha l´ımite
pro1 paq11 20
pro1 paq21 40 30
pro1 paq31 15 paq11 60
pro1 paq41 30 paq11 60
pro2 paq12 25
pro2 paq22 35
pro2 paq32 30 paq 12, paq22 60
Cuadro 6.12: Caracter´ısticas de los proyectos del caso.
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Recursos 1 2 3 4 5
10 tareas 24 13
15 tareas 18 13
20 tareas 23 16 13
25 tareas 28 19 15
30 tareas 33 22 17
35 tareas 39 26 20
40 tareas 44 29 22 18
Cuadro 6.13: Modos de ejecucio´n. Duracio´n segu´n taman˜o y recursos.
Unidad paquetes Ventanas factibles Carga de trabajo
1 paq11,paq21 1 60
2 paq31, paq41 2 45
3 paq12, paq22, paq32 1-2 90
Cuadro 6.14: Agrupacio´n de paquetes para la planiﬁcacio´n ta´ctica
6.8.1. Inicializacio´n del modelo
Planiﬁcacio´n ta´ctica
Para la planiﬁcacio´n ta´ctica se deﬁnen dos ventanas de tiempo de 30
unidades de duracio´n y se agrupan los paquetes en unidades de la forma que
reﬂeja la tabla 6.14.
En este caso la planiﬁcacio´n ta´ctica es un problema trivial que resulta en
la asignacio´n de 5 unidades de ambos tipos de recurso para el proyecto pro1
y 4 unidades para el proyecto pro2.
Programacio´n inicial por proyectos
la programacio´n inicial de los proyectos se realiza segu´n el me´todo descrito
en 6.3.3 obtenie´ndose la secuencia de asignacio´n de recursos a los proyectos
que presenta la tabla 6.15. Simulando esa asignacio´n se obtienen los datos de
la planiﬁcacio´n que se introducira´n en el modelo para analizar las desviaciones
de producirse alguna disrupcio´n.
La asignacio´n ha dado lugar a una modiﬁcacio´n de las precedencias en la
red de los proyectos que ya no viene dada so´lo por las precedencias derivadas





ﬁn paq12 paq22 4
ﬁn paq11 paq31 2
ﬁn paq21 paq41 3
ﬁn paq22 paq32 4
Cuadro 6.15: Asignacio´n de Recursos a Paquetes
Figura 6.17: Valor conseguido de los proyectos del ejemplo.
de la lo´gica de los mismos sino tambie´n por las restricciones de los recursos.
El resultado de la simulacio´n inicial se recoge en las ﬁguras 6.17 and 6.18.
6.8.2. Reparacio´n de la programacio´n
Reparacio´n reasignando recursos dentro del mismo proyecto
Para simular el comportamiento del modelo ante una disrupcio´n de la
programacio´n se ha introducido un evento que representa la aparicio´n de
un error en el paquete paq21 que compromete el plazo de entrega parcial
previsto (ver 6.7.2). Puede verse como el descubrimiento de un error en un
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Figura 6.18: Recursos empleados en el ejemplo.
desarrollo que tiene por objeto la construccio´n de una funcionalidad antici-
pada del sistema en cuestio´n.
La respuesta de pro.asignacion al error detectado a trave´s del compo-
nente paq.medida es recalcular la secuenciacio´n de todo el proyecto. Para
ello reasigna atribuyendo ma´xima prioridad a la restriccio´n que representa
el plazo de entrega de paq21. Ello se traduce en retirar temporalmente los
recursos del otro paquete que se ejecuta en paralelo (paq11) hasta recuperar
el retraso.
Una vez concluido en su plazo el paquete retrasado el otro recibe todos
los recursos (no so´lo los inicialmente asignados) ya que el resto de paquetes
no pueden iniciarse hasta que e´ste u´ltimo no concluya. Puesto que esta solu-
cio´n no incumple la restriccio´n del plazo ﬁnal del proyecto, el algoritmo de
reconstruccio´n de la programacio´n se detiene ah´ı. El procedimiento concreto
se describe en F.8.
Reparacio´n reasignando entre dos proyectos
Si lo que se produce es un evento que no puede corregirse con los recursos
asignados al proyecto, entonces se hace necesario retirar recursos del otro.
Este es el caso cuando, por ejemplo, la aparicio´n de nuevos requisitos en el
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Figura 6.19: Asignacio´n inicial a pro1.
Figura 6.20: Recursos empleados sin variar la asignacio´n.
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Figura 6.21: Reasignacio´n de recursos a pro1 tras detectar el error.
paquete paq41 da lugar a una previsio´n de ﬁnalizacio´n que incumple los
plazos previstos8.
En este caso, el algoritmo de reasignacio´n de recursos dentro del proyecto
pro1 no es capaz de generar una asignacio´n factible, es decir compatible con
la limitacio´n de recursos y los plazos de entrega previstos9. En tal caso el
mo´dulo pro1 emite un aviso con el que se indica que debera´n aumentarse
los recursos manualmente a costa de otros proyectos.
Esto es lo que se simula en el experimento en el que se resuelve el problema
asignando temporalmente recursos del proyecto pro2 al proyecto pro1. As´ı se
recoge en la ﬁgura 6.22 donde, tras retirar temporalmente recursos de pro2,
se incrementan los destinados a este proyecto para poder terminarlo tambie´n
en plazo.
8Normalmente, en una situacio´n real un incremento imprevisto de los requisitos suele
implicar un cambio tambie´n en los plazos a trave´s de una renegociacio´n de los mismos con
el cliente, pero es posible pensar en una situacio´n en la que no sea as´ı.
9El algoritmo implementado, SWO, no asegura alcanzar una solucio´n factible para
todo tipo de problemas, puesto que el nu´mero de iteraciones esta´ limitado y, como se
ha sen˜alado, incluso la generacio´n de una solucio´n factible es un problema NP-duro. Sin
embargo para la clase de problemas que aqu´ı se analizan, es muy probable que se encuentre.
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Figura 6.22: Reasignacio´n de recursos entre proyectos.
6.9. La simulacio´n de las actividades no cons-
tructivas
Uno de los objetivos de esta tesis es poder simular el efecto de las acti-
vidades no constructivas como una aproximacio´n a la medida de la relacio´n
coste-efecto de las actividades dirigidas a la mejora de procesos. Para ello se
ha realizado una implementacio´n muy sencilla a nivel de proyecto (paquete
pro.actividad) donde se acumula el esfuerzo de toma de datos que, a su
vez, permite la asignacio´n de recursos.
Evidentemente, e´sta no es la u´nica actividad de mejora posible, pero
si es la ma´s sencilla de deﬁnir al nivel de proyecto. Otras actividades a ese
nivel, como el mantenimiento y actualizacio´n de la documentacio´n del trabajo
alcanzado o la gestio´n de conﬁguracio´n, pueden entenderse en te´rminos de
costes como un mu´ltiplo de las anteriores pues su base es la informacio´n
renovada perio´dicamente de la marcha de los proyectos. Quedar´ıan au´n fuera
otras que deben deﬁnirse a nivel de organizacio´n, en el mo´dulo entorno tales
como el mantenimiento de repositorios de componentes reutilizables y otras
tareas de soporte.
Volviendo a la implementacio´n realizada, el funcionamiento es el siguiente:
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Figura 6.23: Esfuerzo de medida en el caso de ejemplo.
Cada ciclo de medida ocasiona un coste en te´rminos de recursos pro-
porcional al nu´mero de paquetes que esta´n activos en ese momento.
A su vez,la explotacio´n y sistematizacio´n de las me´tricas obtenidas
as´ı como la eventual reasignacio´n de recursos ocasionan tambie´n un
coste perio´dico incrementado en caso de reasignacio´n.
Se ha supuesto que el coste por paquete equivale a medio d´ıa de trabajo
de un analista ma´s otro tanto por proyecto y por reasignacio´n, en caso
de producirse.
Si la reasignacio´n se produce entre proyectos, ello ocasiona tambie´n
costes a nivel ta´ctico. Estos costes se atribuyen a los jefes de proyecto
y a la direccio´n de produccio´n.
Cap´ıtulo 7
Conclusiones
7.1. Introduccio´n y contenidos
Esta tesis se propone dar respuesta a las siguientes preguntas:
1. ¿Co´mo se modela, o se puede modelar, espec´ıﬁcamente un entorno de
gestio´n multiproyecto desde el punto de vista normativo ma´s alla´ de
agregar todos los proyectos en un u´nico metaproyecto?
2. ¿Co´mo se toman las decisiones de asignacio´n de recursos a actividades
y proyectos para cumplir plazos y minimizar costes?
3. ¿Co´mo se tienen en cuenta los factores de riesgo e incertidumbre en
estas propuestas normativas?
4. ¿Que´ propuestas hay de modelos de simulacio´n de los procesos software
que tengan en cuenta el cara´cter a la vez continuo y discreto de los
mismos?
5. ¿Co´mo se pueden implementar las te´cnicas de los puntos anteriores en
esos modelos?
6. ¿En que´ medida la mejora de procesos puede reﬂejarse y evaluarse con
esos modelos?
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El principal resultado de esta tesis ha sido la construccio´n del modelo Sim-
HiProS, un modelo h´ıbrido para la simulacio´n de la produccio´n de software
capaz de servir de soporte a la toma de decisiones en la gestio´n y de ayu-
da para comprender mejor la dina´mica de interaccio´n entre recursos, tareas,
tiempo y calidad en este entorno.
El modelo, construido en el lenguaje Modelica, permite realizar experi-
mentos con diferentes supuestos de perturbacio´n de las previsiones iniciales y
analizar las respuestas. Desarrollos posteriores podra´n, como ma´s adelantese
indica, aumentar las posibilidades de explotacio´n del modelo.
Este cap´ıtulo expone los resultados alcanzados, el grado de novedad e
intere´s de los mismos, sus limitaciones y los trabajos posteriores que dara´n
continuidad a lo conseguido.
7.2. Resultados alcanzados
El modelo construido permite simular una serie de aspectos relevantes de
la produccio´n de software a medida en un entorno multiproyecto, a saber:
Representacio´n de los aspectos discretos y continuos de la produccio´n
de software.
Representacio´n jera´rquica del entorno multiproyecto empleando tres
niveles, de abajo a arriba: paquete, proyecto y multiproyecto.
Simulacio´n de diferentes modelos de proceso software: en cascada, in-
cremental, evolutivo, ...
Obtencio´n de me´tricas de proyecto segu´n el modelo EVM (earned value
management).
Por otra parte el modelo SimHiProS presenta las siguientes facetas inno-
vadoras respecto a otros modelos de simulacio´n de la produccio´n de software
preexistentes:
Capacidad para incorporar modelos de asignacio´n de recursos a nivel de
proyecto y multiproyecto, habie´ndose implementado algunas variantes
sencillas.
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Capacidad para medir el esfuerzo en actividades “no constructivas” co-
mo una primera aproximacio´n a la simulacio´n del coste de implantacio´n
de la mejora de procesos software.
Aspectos discretos y continuos
El modelo SimHiProS combina la simulacio´n continua y discreta en los
aspectos siguientes:
Aspectos continuos:
• Evolucio´n detallada del trabajo de construccio´n de software a
trave´s del componente paq.actividad.
• Evolucio´n general del entorno de la organizacio´n (dina´mica general
de los recursos) a trave´s del componente entorno.
: Aspectos discretos:
• Asignacio´n interna de recursos dentro de un paquete de trabajo
(paq.asignacion).
• Medida del trabajo, recursos y tiempo (paq.medida).
• Dina´mica de los entregables de un proyecto (pro.actividad).
• Mantenimiento de me´tricas de proyecto (pro.medida) y globales
(mul.medida).
• Asignacio´n de personal a paquetes de trabajo dentro de un pro-
yecto (pro.asignacion) y global (mul.asignacion).
Jerarqu´ıa
El modelo se apoya en una propuesta de marco jera´rquico para la ca-
racterizacio´n del problema de la planiﬁcacio´n y asignacio´n de recursos a la
produccio´n de software que proviene del campo de la Ingenier´ıa de Proyectos.
Esta jerarqu´ıa se implementa a tres niveles:
Paquete. Es el nivel ma´s bajo al que puede deﬁnir un conjunto de activi-
dades medibles y controlables ma´s alla´ del trabajador individual.
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Proyecto. Es el nivel operacional, el conjunto de actividades orientadas a
obtener un producto software.
Multiproyecto. Es el nivel ta´ctico, representa el conjunto de todas las ac-
tividades que se realizan a la vez por la organizacio´n.
Modelos de proceso
La abstraccio´n del paquete como elemento inferior de la jerarqu´ıa permite
implementar cualquier modelo de proceso, desde el convencional en cascada
a otros modelos ma´s complejos como del desarrollo incremental, el evolutivo
y otros. Ello se consigue ba´sicamente de dos formas:
Al nivel de paquete diferenciando diferentes tipos de trabajo, represen-
tados aqu´ı por las categor´ıas analista y programador. De esta forma, se
puede representar un proceso incremental al nivel ma´s bajo.
A la escala de un proyecto, la geometr´ıa de la red de relaciones de pre-
cedencia entre paquetes permite conﬁgurar cualquier tipo de proceso.
Algoritmos de asignacio´n
El modelo incorpora algoritmos de asignacio´n de recursos a tres niveles:
Paquete. En la implementacio´n actual el modelo asigna los recursos en fun-
cio´n del trabajo pendiente en unidades nunca inferiores a 1 d´ıa-persona
de acuerdo con el ciclo de medida del trabajo pendiente.
Proyecto. El modelo realiza una asignacio´n inicial de recursos a los paquetes
a partir del cual se obtiene una planiﬁcacio´n inicial. En funcio´n de las
desviaciones de esa planiﬁcacio´n, reasigna el personal dentro de un
proyecto mediante la exploracio´n de reglas de prioridad.
Multiproyecto. En el nivel ta´ctico, se asigna personal a proyectos en in-
tervalos regulares de tiempo teniendo en cuenta el coste de los recursos
extraordinarios y las limitaciones temporales.
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Actividades no constructivas
El modelo simula el coste de las actividades de medida y planiﬁcacio´n
como una primera aproximacio´n a la medida de las pol´ıticas de mejora de
los procesos.
7.3. Los resultados de la tesis en relacio´n con
el estado del arte
El trabajo realizado se basa en resultados previos de dos campos de in-
vestigacio´n con un alto grado de desarrollo, la Ingenier´ıa de Proyectos, y
dentro de ella los problemas de programacio´n y secuenciacio´n, y la Ingenier´ıa
del Software, en particular la simulacio´n de procesos software. La principal
aportacio´n de la tesis es el empleo combinado de me´todos y modelos que
provienen de ambos campos de investigacio´n.
Este empleo combinado se traduce en avances sobre los trabajos preexis-
tentes en el terreno de la simulacio´n de proyectos software en una serie de
aspectos que se recogen en los apartados siguientes.
7.3.1. Modelos h´ıbridos
La simulacio´n h´ıbrida es una tecnolog´ıa de uso general en muchos domi-
nios por lo que existen muchas soluciones. Pero hasta donde se ha podido
veriﬁcar, en ninguno de los modelos anteriores se integran los aspectos dis-
cretos y continuos sin pe´rdida de la capacidad de representar los efectos de
la realimentacio´n como aqu´ı se propone.
U´nicamente en [CBK06] se presenta una aplicacio´n del formalismo DEVS,
Discrete Event System Speciﬁcation, propuesto por Ziegler [ZKP00] que posi-
bilita representar con naturalidad un sistema h´ıbrido aplicado a la produccio´n
de software. Sin embargo, por lo menos hasta lo que se ha publicado, en este
caso no se implementan sistemas complejos de asignacio´n de recursos y el
modelo se limita a emular el funcionamiento de los modelos continuos de
la saga del modelo de Abdel Hamid y Madnick [AM91]. Puede decirse, por
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tanto, que si bien ofrece una herramienta adecuada para implementar la si-
mulacio´n h´ıbrida, no se ha empleado,que se tenga noticia, para otra cosa que
para realizar una integracio´n nume´rica por un me´todo alternativo al basado
en incrementos ﬁnitos constantes.
7.3.2. Modelo del entorno multiproyecto
En el trabajo realizado se ha considerado el problema de la gestio´n mul-
tiproyecto en dos marcos de referencia. El primero clasiﬁca los entornos mul-
tiproyecto en te´rminos de variabilidad y dependencia. El segundo diferencia
entre los niveles de decisio´n estrate´gico, ta´ctico y operacional. Esta es una
aportacio´n de la Ingenier´ıa de Proyectos recogida en la tesis.
A pesar de que se reconoce generalmente la especiﬁcidad y la pertinencia
del entorno multiproyecto para el tratamiento de la produccio´n de software,
las referencias concretas son bastantes limitadas. Esta tesis propone una ar-
quitectura jera´rquica en la que el entorno multiproyecto y la existencia de
diversos niveles de decisio´n con objetivos diferentes se puede aplicar a una
variedad muy amplia de casos, sin tener que recurrir a modelos “ad hoc´´.
El cara´cter modular y la orientacio´n a objeto del modelo lo permiten.
7.3.3. Empleo de modelos y me´todos de secuenciacio´n
de tareas y programacio´n de proyectos
Esta es precisamente una de las aportaciones singulares de la tesis que
aqu´ı se expone. Si bien el campo de la gestio´n de proyectos es un a´rea de
aplicacio´n con solera en la metodolog´ıa de la Dina´mica de Sistemas, esta no
ha sido hasta ahora capaz de implementar reglas de asignacio´n que no sean
elementales. Vease, a tal efecto, por ejemplo un trabajo reciente recogido
en [JF05] en el que los algoritmos de asignacio´n no pasan de me´todos de
generacio´n de secuencias rudimentarios.
Sin embargo, en la pra´ctica los responsables de los proyectos adoptan
constantemente decisiones de asignacio´n de recursos y esas decisiones, en
muchos casos, se basan en estrategias impl´ıcitas de equilibrado de recursos,
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asignacio´n de prioridades y control de costes. Tradicionalmente la academia
ha explorado el espacio de las soluciones, buscando optimizar resultados en
modelos teo´ricos de dif´ıcil aplicacio´n dada la imprecisio´n (fuziness) y varia-
bilidad de los entornos reales. Es posible que la razo´n de la escasa aplicacio´n
de estas aportaciones este´ en esos factores.
Pero como ha demostrado el estudio realizado existen propuestas tanto
desde el mundo de la Investigacio´n Operativa como desde la Inteligencia
Artiﬁcial y la Ingener´ıa de Producto que tienen una orientacio´n estrate´gica
antes que de optimizacio´n local. Pero quitando el modelo propuesto por Joslin
[JP05] no hay referencias en la literatura de gestio´n de proyectos software que
tengan en cuenta estas propuestas.
Recientemente han aparecido propuestas de aplicacio´n de las te´cnicas de
CSP (ve´ase, por ejemplo [BdOBW08]) a la asignacio´n de recursos a proyectos.
Dentro de esta ﬁlosof´ıa de aprovechar los resultados de otros campos de la
ingenier´ıa se incluye la presente tesis.
7.3.4. La mejora de procesos y la simulacio´n
La aproximacio´n al problema que se ha empleado es la de modelar expl´ıci-
tamente las tareas que la mejora impone. El modelado expl´ıcito de estas
tareas tiene dos virtualidades:
Proporciona mayor precisio´n en el ca´lculo del esfuerzo requerido que
no es so´lo el trabajo directo de ana´lisis y construccio´n sino que incluye,
adema´s de la propia gestio´n, las tareas anexas a e´sta que correspon-
den a lo que gene´ricamente se llama la sobrecarga de comunicacio´n
(communication overhead)
Arroja un mapa efectivo para la mejora de los procesos al permitir
contrastar el coste de la misma con el beneﬁcio esperable
Son muchos los modelos que se hacen eco del efecto de la mejora de procesos
y los trabajos “no constructivos”; desde su propia estructura, como es el caso
del modelo de Ruiz Carreira [Car03], hasta la implementacio´n expl´ıcita de
la misma, como el modelo IMMoS [PR02] que combina a tres niveles, con
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Dina´mica de Sistemas, modelos de procesos y el empleo de modelos cuan-
titativos basados en la medida. El modelo que se presenta en esta tesis se
corresponde ma´s con el segundo tipo, pero a diferencia de e´l, consigue modu-
larizar la descripcio´n de los procesos y representar los procesos de obtencio´n
de me´tricas sin necesidad de un esfuerzo excesivo de readaptacio´n a cada
caso.
7.4. Novedad e intere´s de los resultados
Las razones que avalan la novedad y el intere´s de los resultados de la tesis
aqu´ı presentada se pueden agrupar en tres categor´ıas que se describen en los
apartados siguientes.
7.4.1. Continuidad e innovacio´n
La Simulacio´n de Sistemas Dina´micos tiene una tradicio´n ya larga en la
Universidad de Sevilla, donde esta metodolog´ıa, introducida en su d´ıa por el
profesor Aracil Santonja ha dado lugar a diferentes desarrollos y aplicaciones
en muy diversas a´reas de conocimiento [BL77, DM77, FM82, PN87, TB87].
La rama de aplicaciones a los proyectos software, inspirada en el trabajo
seminal de Abdel-Hamid y Madnick [AM91] dentro de la universidad hispa-
lense, arranca con la tesis doctoral de Isabel Ramos [Ram99] y sigue con la
de Mercedes Ruiz Carreira [Car03].
Si bien algunos de los componentes de la tesis que aqu´ı se propone ya han
sido establecidos en dichos trabajos, como por ejemplo la reduccio´n de los
modelos y la simulacio´n del efecto de los procesos de mejora, esta propuesta
incorpora elementos novedosos tales como la metodolog´ıa h´ıbrida (los mode-
los anteriores son todos continuos), la consideracio´n expl´ıcita de las tareas
de medicio´n y mejora como tareas “no constructivas” pero con contenido
de trabajo, consumo de recursos e incidencia en el tiempo de ejecucio´n o la
consideracio´n de modelos soﬁsticados de asignacio´n de recursos.
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7.4.2. Incorporando perspectivas relevantes para los
problemas reales
Esta tesis nace del esfuerzo por comprender y mejorar el proceso de cons-
truccio´n de software en un caso real y representativo. Por ello se ha intentado
incorporar al modelo construido aspectos que son relevantes para ese proble-
ma. En este sentido, la tesis realiza aportaciones desde varias perspectivas
de este tipo.
A pesar de la recomendacio´n de Abdel-Hamid [Abd93b] sobre la nece-
sidad de tener en cuenta el entorno multiproyecto, la literatura revisada se
concentra en proyectos singulares o, inculso, en fases dentro de estos. Sin
embargo, en los problemas reales de muchas organizaciones dedicadas a la
produccio´n de software la “multitarea” y los recursos compartidos son la
norma. Esta es una de las aportaciones de esta tesis que diferencia entre los
niveles ta´ctico y operacional pero a la vez los vincula en una jerarqu´ıa de
decisiones.
Otra segunda perspectiva relevante que incorpora esta tesis para los pro-
blemas reales es el tratamiento de la incertidumbre, no como un margen de
error en la estimacio´n de las cargas de trabajo, que tambie´n, sino espec´ıﬁca-
mente como un desconocimiento radical a “priori” del contenido de trabajo
de un proyecto. Es el problema conocido en medios profesionales como “vola-
tilidad de los requisitos”. Eso da lugar a la necesidad de implementar pol´ıticas
reactivas, sin perjuicio de que se elaboren planiﬁcaciones robustas para hacer
frente a los proyectos. El l´ımite a las planiﬁcaciones robustas lo impone la
diﬁcultad de caracterizar estad´ısticamente las disrupciones que se producen
en este tipo de proyectos, razo´n por la cual tampoco la simulacio´n de Monte
Carlo ofrece una solucio´n deﬁnitiva.
La tercera perspectiva relevante a efectos de los problemas reales es la
consideracio´n de las me´tricas y la mejora de los procesos como tareas con
contenido en si mismas, algo que se encuentra detra´s de las diﬁcultades de
las organizaciones de desarrollo, especialmente pequen˜as y medianas, para
adoptar los esta´ndares existentes. Estos se ven, sobre todo, como una sobre-
carga innecesaria (“burocracia”), por lo que es de intere´s analizar el trade-oﬀ
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entre las consecuencias de la adopcio´n de estas pra´cticas en te´rminos de ca-
lidad y eﬁciencia, de una parte, y de coste, de otra.
7.5. Limitaciones y l´ıneas de desarrollo futu-
ro
Las l´ıneas de desarrollo futuro para la l´ınea de trabajo en que se inscribe
esta tesis son ba´sicamente las siguientes:
La incorporacio´n de otros desarrollos que son “estado del arte” en la
simulacio´n de proyectos al modelo ba´sico aqu´ı propuesto
El empleo del modelo propuesto para el desarrollo de una herramienta
de apoyo a la decisio´n en tiempo de ejecucio´n
La explotacio´n del modelo para experimentos de aprendizaje automa´ti-
co en el marco de estrategias ma´s soﬁsticadas
En cuanto a lo primero,caben destacar las siguientes extensiones posibles:
1. En el modelo no se ha incluido la representacio´n de feno´menos de no-
linealidades, presio´n de los plazos, inﬂuencia de los errores que son
estado del arte en la simulacio´n de proyectos. La razo´n para ello es que
se buscaba aislar los efectos de las dina´micas de asignacio´n de recur-
sos. Metodolo´gicamente, la incorporacio´n de estas facetas no presenta
mayor diﬁcultad y de hecho bastar´ıa an˜adir nuevos bloques.
2. A ﬁn de reﬁnar la capacidad de presentacio´n de cualquier conﬁgura-
cio´n de proceso, es posible construir paquetes que utilicen un nu´mero
variable de tipos de recurso (en lugar de dos, co´mo de ha considera-
do en el modelo en su versio´n primera). De hecho, la incorporacio´n de
trabajo “so´lo de ana´lisis” o de trabajo de mantenimiento de co´digo del
tipo Y2K se pude modelar con un so´lo recurso. Eso supondr´ıa una leve
modiﬁcacio´n del mo´dulo paquete actual.
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3. La implementacio´n de algoritmos ma´s soﬁsticados de asignacio´n tropie-
za con las limitaciones del lenguaje algor´ıtmico de Modelica. Sin embar-
go, mediante la insercio´n en los mo´dulos asignacion de las oportunas
llamadas a funciones externas en C/C++ y FORTRAN es posible uti-
lizar cualquier modelo exacto o metaheur´ıstico avanzado codiﬁcado en
esos lenguajes.
En cuanto al empleo en el modelo en una herramienta ma´s conversacional
de ayuda a la decisio´n del tipo ”what if?” se tratar´ıa de desarrrollar las
interfaces necesarias para ello. El lenguaje Modelica nacio´ con vocacio´n de
simulacio´n de sistemas f´ısicos y te´cnicos por lo que las plataformas de simu-
lacio´n que lo emplean esta´n orientadas a este tipo de sistemas, lo mismo que
las bibliotecas existentes. Algunas de esas plataformas proporcionan diversas
funcionalidades entre las que cabe destacar:
La interoperabilidad con otros entornos de simulacio´n (Simulink, Sci-
Lab, ...).
APIs para la construccio´n de modelos de manera gra´ﬁca a partir de
bibliotecas de componentes.
La ma´s avanzada es la posibilidad de la modiﬁcacio´n dina´mica de la
estructura de los modelos - que en e´ste caso podr´ıa signiﬁcar la posi-
bilidad de alterar la red de los proyectos, por ejemplo - en tiempo de
ejecucio´n en funcio´n de cambios en las variables de estado del sistema.
Las referencias de estas y otras plataformas y utilidades pueden encontrarse
en pa´gina web del consorcio Modelica: www.mdelica.org.
Por u´ltimo, existe una l´ınea de trabajo sobre el aprendizaje y la inferencia
de reglas a partir de la simulacio´n [ARRRT01] que podr´ıa beneﬁciarse de la
capacidad de este modelo de representar reglas de decisio´n ma´s complejas
que las tradicionalmente implementadas.
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7.6. Trabajos originados
Los trabajos preliminares sobre los que se sustenta este proyecto de tesis
han dado lugar a dos comunicaciones que han sido aceptadas en el CEP-
MaW’08 Construction and Engineering Project Management International
Workshop, a celebrar en Valladolid los d´ıas 2 y 3 de octubre de 2008.
Dichos trabajos llevan por t´ıtulo, respectivamente:
Simulacio´n de pol´ıticas de asignacio´n de recursos en proyectos software:
estado del arte.
Una propuesta de aplicacio´n de me´todos heur´ısticos para la programa-
cio´n de proyectos a la produccio´n de software a medida.
Una descripcio´n del modelo sera´ presentada en el taller ADIS’08, evento
realizado en el marco de las XIII Jornadas de Ingenier´ıa del Software y Bases
de Datos (JISBD 2008- http://www.sistedes.es/jisbd2008/) a celebrar
del 7 al 10 de octubre de 2008 en Gijo´n .
Ape´ndice A
Modelo formal del problema
ta´ctico
Este ape´ndice describe la formalizacio´n del problema de la planiﬁcacio´n
ta´ctica de capacidad como un problema de programacio´n lineal. El punto de
partida es un horizonte temporal ﬁnito, T, dividido en intervalos - buckets -
regulares de duracio´n normalizada a la unidad (por ejemplo, una semana).
La empresa tiene una cartera de proyectos deﬁnidos en te´rminos de activi-
dades agregadas. La empresa emplea recursos diferentes, disponiendo de Qjt
unidades del recurso en el intervalo de tiempo t. Cada actividad agregada i
requiere un empleo del recurso Rj que viene dado por qij .
Las actividades agregadas pueden tener relaciones de precedencia entre
si. De hecho, cada uno de los proyectos no es ma´s que la subred resultante
de esas relaciones de precedencia. Las actividades agregadas adema´s se rea-
lizan en modo continuo, es decir, la duracio´n de las mismas en te´rminos de
intervalos de tiempo depende de la cantidad de recursos de los que disponga.
Debe disponer de todos los recursos que requiere para poder completarse. En
general una actividad agregada dura varios periodos de tiempo.
A lo largo de cada periodo se completa una fraccio´n del contenido en
trabajo total de una actividad agregada. De un periodo a otro esa fraccio´n
puede cambiar. Sea xjkt la fraccio´n de la actividad agregada j que se realiza
en el periodo t empleando el recurso k. Suponemos que esa fraccio´n es igual
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para todos los recursos lo que equivale a decir que la proporcio´n de recursos
requeridos de cada tipo es constante en una actividad, o lo que es lo mismo,
cada actividad agregada implica una combinacio´n ﬁja de recursos. Esta vi-
sio´n de la actividad a un nivel agregado lo permite. De no ser as´ı se puede
descomponer una actividad agregada en varias. Eso nos permite referirnos
en lo sucesivo a xjt como la fraccio´n de la actividad j que se realiza en el
periodo t. La intensidad del trabajo puede ser variable de un periodo a otro
representa´ndose como un cambio en esa fraccio´n.
Supongamos adema´s que la ma´xima fraccio´n de trabajo que puede hacerse
de una actividad en un intervalo de tiempo es j es 1
pj
. Eso equivale a decir que
la duracio´n mı´nima de cada actividad es pj periodos. Una tarea esta´ completa
en el intervalo [t1, t2] si la suma de todas las xjt en ese intervalo es igual a la
unidad.
Cada tarea tiene asignada una ventana de tiempo [rj , dj] . No puede
empezarse antes de rj ni terminarse despue´s de dj. Por tanto xjt debe ser
cero para t < rj y t > dj . Adema´s dj − rj tiene que ser mayor o igual que pj,
el tiempo mı´nimo en que se pude hacer la tarea.
Las relaciones de precedencia las representaremos como la exigencia de
que si la actividad i precede a la actividad j, en el momento τ para que xjτ
sea mayor que 0 es necesario que la suma de xit desde cero hasta τ sea igual
a 1.
Una solucio´n esta´ formada por una lista ordenada de n×T componentes,
xjt, con t de 1 a T y j de 1 a n que indica la fraccio´n de la actividad j que
se ejecuta en el periodo t. Para ser factible requiere:
Respetar las relaciones de precedencia y de tiempo






Por u´ltimo existe la posibilidad de emplear recursos extraordinarios o no re-
gulares en cantidad Ukt para el recurso k en el intervalo t a un coste ckt.
Suponemos inicialmente que el empleo de recursos no regulares (horas extra-
ordinarias, empleados eventuales, ....) no esta´ limitado.
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La funcio´n objetivo a considerar puede adoptar dos formas:
Problema restringido por el tiempo: se trata de cumplir con un horizonte
temporal para cada proyecto al menor coste de oportunidad que es el
derivado del empleo de recursos no regulares.
Problema restringido por los recursos: se trata de minimizar la duracio´n
de los proyectos sin emplear recursos irregulares.
A.1. El problema restringido por el tiempo
El problema restringido por el tiempo, sin tener en cuenta las relaciones


















xjt, Ukt ≥ 0 (A.5)
En el que se busca minimizar el coste de los recursos irregulares asegurando
que se completan los proyectos respetando el l´ımite a la duracio´n mı´nima de
las actividades pero sin tener en cuenta las relaciones de precedencia; es decir
es una variante relajada del problema.
Para introducir las relaciones de precedencia, se deﬁne una ventana de
tiempo V Tj para una actividad j como un intervalo [Sj , Cj] tal que la activi-
dad no puede comenzar antes de Sj ni concluir despue´s de Cj. Un conjunto de
ventanas de tiempo CVT es una lista de n elementos donde cada actividad
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tiene asignada una ventana de tiempo. Un conjunto de ventanas de tiempo
factible es un conjunto de ventanas de tiempo que cumple las relaciones de
precedencia y la restriccio´n A.3. Existe un problema A.1 para cada CVT
factible.
Si ahora sustituimos 1
pj
en la restriccio´n A.3 por
sjt
pj
donde sjt vale 1 si
la actividad j se esta´ ejecutando en el tiempo t y 0 de lo contrario, cada
problema A.1 nos aparece como un problema de programacio´n binaria que
se puede descomponer en dos grupos de restricciones:
Restricciones que afectan a todos los proyectos, las relacionadas con los
recursos
Restricciones de cada proyecto, las relacionadas con las relaciones de
precedencia
Esto permite descomponer la matriz de las restricciones en dos bloques, uno
primero que recoge las restricciones relativas a recursos y otro segundo relati-
vo al conjunto CVT factible. Una solucio´n cualquiera del problema (continuo)
general es una cota inferior del problema restringido (mixto) en el tiempo.
A su vez, una solucio´n para un problema restringido para un CVT factible
es una solucio´n factible del problema general y puede servir, por tanto, de
punto de partida para un heur´ıstico de mejora. A partir de aqu´ı los autores
consultados proponen soluciones heur´ısticas que permiten obtener resultados
de calidad en tiempos de computacio´n razonables.
A.1.1. Generacio´n de una primera solucio´n factible
La generacio´n de una primera solucio´n factible en te´rminos de CVT puede
hacerse mediante un heur´ıstico muy sencillo: iniciando la actividad agregada
j lo antes posible y acaba´ndola lo ma´s tarde posible. Te´ngase en cuenta que
en este nivel de deﬁnicio´n del problema, las ventanas de tiempo vienen ﬁjadas
por los hitos externos del proyecto, por lo que tanto el inicio como el ﬁnal de
cada actividad viene dado por esos hitos.
Sj = rj
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Cj = mı´n(dj,mı´n(rk − 1; k ∈ S(j)))
A.1.2. Seleccio´n del modo de ejecucio´n: recursos a em-
plear
El modo de ejecucio´n (recursos a emplear) vendra´ de la solucio´n del pro-
blema de programacio´n lineal continua A.1 con la restriccio´n an˜adida:
xjt = 0 ∀t < Sj , t > Cj (A.6)
A.1.3. Mejora de la solucio´n
Cualquier algoritmo de mejora debe basarse en reducir el consumo de
recursos extraordinarios, o lo que es lo mismo, en modiﬁcar la restriccio´n
A.4 haciendo 0 alguno de los valores de xjt. Lo´gicamente en el o´ptimo del
problema inicial esa restriccio´n no tiene holgura (pues no tiene sentido utilizar
ma´s recursos extraordinarios de los necesarios).
Para reducir el consumo de recursos extraordinarios el primer criterio es
seleccionar aquellas actividades que los requieren, es decir, las actividades
j, que cumplen que Ujt > 0 para algu´n valor de t. Las variaciones posibles
son aumentar o dismuinuir los l´ımites de la ventana [Sj , Cj] en 1 unidad.
Eso requiere, a su vez que las ventanas adyacentes admitan esa reduccio´n
o aumento. Si eso es as´ı, se dispone de hasta cuatro “vecinos” (neighbours)
para explorar.
El criterio de exploracio´n se basa en las propiedades de la dualidad en
programacio´n lineal. Si se modiﬁcan los te´rminos independientes de las res-
tricciones y la solucio´n dual sigue siendo o´ptima se produce un cambio en la
funcio´n objetivo que es proporcional a la variacio´n de las variables del dual.
De este modo es posible implementar un me´todo de exploracio´n local steepest
descent (descenso ma´s ra´pido) seleccionando el mejor de los cuatro vecinos
y siguiendo as´ı hasta alcanzar una solucio´n satisfactoria (recue´rdese que se
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dispone de una cota inferior que es la solucio´n del problema sin considerar
las ventanas de tiempo).
A.2. El problema restringido por los recur-
sos: forward resource loading.
La variante restringida por los recursos se denomina problema de carga
de recursos hacia adelante, forward resource loading (FRL). Aqu´ı la funcio´n
objetivo debe incorporar un te´rmino que penalice los retrasos. Si no es posible
emplear recursos extraordinarios, basta con hacer 0 las variables Ukt que
representan su consumo. Sin embargo la formulacio´n se complica ya que para
evaluar (y penalizar) los retrasos, se hace necesario determinar la fecha de
ﬁnalizacio´n de cada proyecto y ello no puede hacerse sin incluir en la funcio´n
objetivo alguna medida relacionada no ya con los tiempos de ejecucio´n de
cada actividad sino con la duracio´n de los proyectos en su conjunto, lo que
obliga a introducir expl´ıcitamente nuevas variables. No´tese que en el caso
anterior esto no era necesario en la formulacio´n del problema ba´sico, bastaba
con resolverlo en el subespacio de los CVT admisibles.
Una forma de simpliﬁcar el problema es suponer que la estructura de ac-
tividades agregadas de un proyecto particular es simplemente una cadena, es
decir, una secuencia lineal. Esta simpliﬁcacio´n al nivel que estamos conside-
rando de planiﬁcacio´n ta´ctica de capacidad no supone una limitacio´n grave
al realismo de los modelos. En un proyecto de desarrollo software los hitos de
entregas intermedias pueden servir para deﬁnir esas actividades agregadas.
Supo´nganse n proyectos formados por actividades agregadas (b,j) donde
(b,j) es la actividad b-e´sima del proyecto j. Los recursos vienen deﬁnidos
como en el caso anterior como R1, R2, . . . , RK disponie´ndose de Qkt unidades
del recurso Rk en el intervalo de tiempo t. Cada proyecto debe empezar en
la fecha rj y concluir antes de la fecha dj. Cada actividad agregada (b,j)
requiere un empleo del recurso Rk que viene dado por qbjk. Como en el caso
anterior consideramos un empleo de recursos en proporciones constantes, de
manera que pbjt es la fraccio´n de la actividad (b,j) que se realiza en el periodo
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t.
Llamaremos un plan π para un proyecto j a un vector aπbjt con elementos
binarios que contiene un 1 si la actividad (b,j) se puede realizar en el periodo
t y un 0 de lo contrario. So´lo consideramos planes temporalmente factibles,
es decir, planes en los que se cumplen las relaciones de precedencia entre
actividades, las fechas ﬁnales y la duracio´n mı´nima de las actividades. La
generacio´n de planes factibles es un problema relativamente sencillo puesto
que hasta este punto los proyectos son independientes unos de otros. Un plan
indica cuando se permite iniciar una actividad.
Llamaremos una secuencia de carga a un vector Ybjt cuyos elementos
son la fraccio´n de la actividad b del proyecto j que se realiza en el tiempo t.
Multiplicando cada elemento de ese vector por el correspondiente pbj sabemos
el consumo de recursos de cada actividad en cada momento.
El tiempo para completar un proyecto j, CTj, es el u´ltimo intervalo de
valor 1 de un plan π para ese proyecto j. La tardanza de un proyecto δ es
la diferencia entre la fecha sen˜alada de ﬁnalizacio´n de un proyecto, dj , y
su tiempo real de ﬁnalizacio´n, CTj. El retraso de un proyecto vale 0 si la
tardanza es negativa y CTj−dj si la tardanza es positiva. Esta variable es la
que se incluye en la funcio´n objetivo. No´tese que como la tardanza negativa
no se considera, se puede llegar a una solucio´n de coste mı´nimo que puede
mejorarse en te´rminos de duracio´n de otras actividades y proyectos.
La solucio´n de este problema puede abordarse de diversas maneras a
partir de la obtencio´n de una primera solucio´n admisible. Esto se consigue
empleando un heur´ıstico tradicional del problema RCPSP como los presen-
tados en 2.4.3 o bien la fase I del modelo tradicional Simplex en dos fases
para generar una solucio´n inicial o demostrar la inexistencia de las mismas
[Han01]. A partir de esta solucio´n se pueden seguir me´todos exactos o me´to-
dos heur´ısticos.
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A.2.1. Solucio´n exacta
Se trata de un algoritmo denominado branch and price1 [BJN+98], [Han01],
[SS03], [SW06] y [BD07]. Este me´todo, utilizado para resolver problemas de
asignacio´n, combina el me´todo de exploracio´n dirigida a trave´s de un a´rbol de
soluciones con la inclusio´n progresiva de columnas, que corresponden a pla-
nes factibles, en funcio´n de un criterio derivado del precio sombra, es decir,
evaluado a trave´s de los costes reducidos.
A.2.2. Solucio´n aproximada
El me´todo exacto, a pesar de explotar la posibilidad de descomponer
la matriz del problema agregando columnas progresivamente, cada una de
las cuales es un plan factible, proporciona soluciones que no son factibles,
al resultar planes que son combinaciones convexas de planes factibles (es
decir, el proyecto debe hacerse en un 20% de acuerdo con un plan y en
un 80% de acuerdo con otro, lo cual obviamente es imposible). Por ello
[GS05] proponen un me´todo heur´ıstico de mejora que so´lo evalu´a soluciones
factibles. Para ello se parte de un u´nico plan factible (una columna) y se
miran los precios sombra para ver que modiﬁcaciones deben hacerse a los
proyectos, bien adelantando o demorando las fechas de inicio y/o ﬁnalizacio´n.
Tras eliminar las modiﬁcaciones inviables eligen aquella que ma´s mejora la
solucio´n. El heur´ıstico prosigue resolviendo problemas restringidos de una
sola columna por plan hasta que no se puede mejorar.
1Este nombre se deriva de la metodolog´ıa de exploracio´n dirigida branch and bound
(ramiﬁcacio´n y acotado)
Ape´ndice B
Modelo formal del problema
operacional
Este ape´ndice presenta diversos modelos formales del problema operacio-
nal que, como se ha explicado, es el conocido normalmente en la literatura
como problema RCPSP (resource constrained project scheduling problem).
B.1. El problema RCPSP determinista con
un solo modo de ejecucio´n
Comenzaremos por el problema ma´s simple: el problema de la secuencia-
cio´n de proyectos con recursos limitados, resource constrained project sche-
duling problem, RCPSP en la nomenclatura tradicional que ha sido y sigue
siendo objeto de much´ısima atencio´n y trabajo.
El modelo que se presenta es una extensio´n del utilizado en la programa-
cio´n sin limitacio´n de recursos con la notacio´n AEN (actividades en nodos).
Variables de decisio´n:
ti tiempo de comienzo de la actividad i.
S(t) conjunto de actividades que se procesan durante el instante t.
Geometr´ıa de la red:
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N, conjunto de nodos de la red, corresponden a las actividades. Existen
dos actividades ﬁcticias, la 0 predecesora de todas las dema´s y la n que
es la u´ltima.
A = {(i, j)} conjunto de arcos de la red que indican las relaciones de
precedencia - en este caso i precede a j.
Datos:
pi duracio´n de la actividad i. Se consideran n + 1 actividades, luego
∀i ∈ N se tiene que i = 0, . . . , n. Adema´s, las actividades ﬁcticias
inicial y ﬁnal cumplen que p0 = pn = 0
rik consumo de recurso tipo k al realizar la tarea i.
bk cantidad disponible de recurso k.
Para´metros:
K, nu´mero de recursos que intervienen en la realizacio´n del proyecto.
T, horizonte temporal.
Con todo ello se puede escribir el modelo siguiente:
mı´n te (B.1)
Sujeto a:
ti − tj ≥ pj ∀(i, j) ∈ A ∀i ∈ N (B.2)∑
i∈S(t)
rik ≤ bk t = 1, . . . , T k = 1, . . . , K (B.3)
ti ≥ 0 (B.4)
Esta formulacio´n del modelo es conceptual pero conlleva la diﬁcultad para
hacerlo operativo de la deﬁnicio´n del conjunto de actividades que se realizan
en el instante t, S(t).
Con el objeto de resolver este problema, se plantea una variacio´n sobre
la formulacio´n del modelo convirtie´ndolo en un problema de programacio´n
B.2. MRCPSP 211
mixta [PWW69]. Para ello se deﬁne la variable binaria xit que toma el valor
de 1 si la actividad i se completa en el instante t (te´ngase en cuenta que el



















rik · xiq ≤ bk k = 1, . . . , K t = 1, . . . , T (B.8)
xit ∈ {0, 1} i = 1, . . . , n t = EFTi, . . . , LFTi (B.9)
Donde EFTi y LFTi son respectivamente la fecha ma´s temprana, earliest
ﬁnish, y ma´s tard´ıa, latest ﬁnish, de la actividad i -e´sima.
Las restricciones respectivamente imponen, por el orden en el que se pre-
sentan, la necesidad de que todas las actividades se hayan completado, las
relaciones de precedencia y el l´ımite de consumo de recursos.
B.2. El problema RCPSP determinista con
diferentes modos de ejecucio´n - MRC-
PSP
El problema se basa en los mismos supuestos del caso anterior, pero tam-
bie´n incluye la posibilidad de que el modo de realizar el procesamiento de la
actividad haga variar la cantidad consumida de recurso.
La formulacio´n presentada en [DH02] emplea una variable de decisio´n
ximt que cumple:
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ximt = 1 si i comienza a realizarse en modo m en t
ximt = 0 de lo contrario




























xims ≤ bk k = 1, . . . , K (B.13)
ximt ∈ {0, 1} i = 1, . . . , n m = 1, · · · ,Mi t = esi, . . . , lsi (B.14)
En este caso, las fechas de referencia son esi, el inicio ma´s temprano, earliest
start, y lsi, el inicio ma´s tard´ıo, latest start. rimk es el consumo del recurso
k -e´simo por parte de la actividad i en el modo m (de entre los 1, . . . ,Mi
posibles para esa actividad). La duracio´n de las actividades depende del
modo a trave´s de dim.
En el modelo aqu´ı presentado, el recurso es renovable y las actividades
no pueden suspenderse una vez iniciadas. A diferencia del problema ta´ctico,
el modo de ejecucio´n seleccionado no var´ıa en cada intervalo de tiempo.
B.3. El problema RCPSP con ventanas de
tiempo
El problema RCPSP con ventanas de tiempo, tambie´n denominado TC-
PSP - time constrained project scheduling problem- es una variante del pro-
blema RCPSP en el que las actividades solo pueden ejecutarse en un intervalo
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de tiempo determinado, la ventana de tiempo, de manera ana´loga a como se
ha descrito el problema de planiﬁcacio´n ta´ctica de capacidad restringido por
el tiempo en A.1.
A su vez es un caso particular del problema RCPSP/max o tambie´n deno-
minado como problema con relaciones de precedencia generalizadas (pa´gina
37). Cualquier problema con relaciones de precedencia generalizadas se puede
modelar empleando un retraso mı´nimo y/o ma´ximo entre las fechas de inicio
de dos actividades que se encuentran ligadas por una de estas relaciones. Co-
mo en cualquier proyecto se incorporan dos actividades ﬁcticias, una inicial
y otra ﬁnal, la imposicio´n de una ventana de tiempo absoluta a cualquier
actividad se puede resolver simplemente imponiendo un retraso mı´nimo y
uno ma´ximo (descontando la duracio´n de la actividad implicada) respecto de
la actividad ﬁcticia inicial.
Para modelar el problema con ventanas de tiempo (ahora con una nota-
cio´n AEN, actividad en nodos) se deﬁnen:
N, conjunto de nodos de la red, corresponden a las actividades. Existen
dos actividades ﬁcticias, la 0 predecesora de todas las dema´s y lan que
es la u´ltima.
[ri, di] ventana de tiempo, fecha de inicio y plazo ma´ximo (release y
deadline), de la actividad i
A = {(i, j)} conjunto de arcos de la red que indican las relaciones de
precedencia - en este caso i precede a j.
pi duracio´n de la actividad i. Se consideran n + 1 actividades, luego
∀i ∈ N se tiene que i = 0, . . . , n. Adema´s, las actividades ﬁcticias
inicial y ﬁnal cumplen que p0 = pn = 0
qik consumo de recurso tipo k por intervalo al realizar la tarea i.
bkt cantidad disponible de recurso k en el intervalo discreto t
1.
1No´tese, que al contrario que en los dos modelos antes expuestos, aqu´ı la dotacio´n de
recursos no es constante con el tiempo, como por otra parte es previsible a partir de la
solucio´n del problema ta´ctico que asigna grados de realizacio´n diferentes a cada uno de los
intervalos discretos.
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K, nu´mero de recursos que intervienen en la realizacio´n del proyecto.
Adema´s se deﬁnen dos variables binarias:
xit, vale 1 si la tarea i se realiza en el intervalo discreto t y 0 de lo
contrario
sit, vale 1 si la tarea i se inicia en el intervalo discreto t y 0 de lo
contrario
El espacio de las soluciones admisibles vendra´ deﬁnido por:
t=ri∑
di−1
xit = pi ∀n (B.15)
0∑
n
xitqkt ≤ bkt ∀k, t (B.16)
t=ri∑
di−1
sit = 1 ∀n (B.17)
xi0 = si0 ∀i (B.18)
xit ≤ xit−1 + sit ∀i, t > 0 (B.19)
sj ≥ si ∀(i, j) ∈ A (B.20)
sit = 0 ∀t /∈ {rj, . . . , dj − pj} (B.21)
xit = 0 ∀t /∈ {rj, . . . , dj − 1} (B.22)
La restriccio´n B.15 requiere que todas las actividades se completen; la res-
triccio´n B.16 que se respeten los l´ımites de recursos; la B.17 que todas las
actividades comiencen, y las dema´s que se respeten las reglas de precedencia
y las ventanas de tiempo.
La funcio´n objetivo en este problema puede adoptar varias formas, de
modo semejante a como ocurr´ıa con el problema de la planiﬁcacio´n ta´ctica.






t · snt (B.23)
El problema de esta formulacio´n es que el l´ımite es la propia solucio´n. El
horizonte temporal se puede acotar, no obstante, con la suma de la duracio´n
de todas las actividades del proyecto,
∑1
n−1 pi.
En el entorno de una programacio´n operacional, otros objetivos podr´ıan
ser:
minimizar el plazo de terminacio´n de algunas, o todas, las tareas para
asegurar la robustez de la programacio´n ganando holguras respecto al
plazo ﬁnal
equilibrar el empleo de recursos
e incluso relajando las restricciones de recursos, minimizar el coste del
empleo de recursos extraordinarios
B.4. El problema multimodo con ventanas de
tiempo
El modelo que ma´s se aproxima al caso en estudio es una combinacio´n de
los dos problemas anteriores, en el que adema´s de las ventanas de tiempo,
cabe la posibilidad de elegir entre diversos modos de ejecucio´n. Para una pla-
niﬁcacio´n inicial, el modo de ejecucio´n no var´ıa una vez elegido (al contrario
que en el problema ta´ctico).
Para incorporar la multimodalidad, la variable clave es simt que vale 1
cuando la actividad i comienza en el intervalo t en mdo m. Como en el caso





simt = 1 i = 1, . . . , n (B.24)
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Esta restriccio´n asegura que cada actividad se empieza dentro de su ventana
de tiempo admisible y so´lo en un modo.







El resto de las restricciones deben alterarse ana´logamente.
La gran cantidad de variables binarias convierte a este en un problema
fuertemente combinatorio por lo que los modelos derivados de la programa-
cio´n lineal son menos eﬁcientes. De ah´ı que se plantee su solucio´n a trave´s
de un procedimiento de mantenimiento de ventanas de tiempo que propague
las restricciones conforme se van secuenciando las tareas, como se plantea en
F.1.
Ape´ndice C
Modelos alternativos del riesgo
En este ape´ndice se presentan las visiones alternativas al problema del
riesgo derivado de la complejidad a las que se ha hecho referencia en el texto.
C.1. Redes estoca´sticas. El modelo GERT
El modelo original PERT ya inclu´ıa una aproximacio´n muy elemental al
problema de la variabilidad en la duracio´n de las actividades caracteriza´ndo-
las por tres estimaciones; “pesimista”,“optimista” y “normal”. El GERT -
graphical evaluation reviewe technique - es una (de entre muchas otras como
el VERT, el GAPS, ...) extensio´n del modelo que tiene en cuenta la existen-
cia de diferentes estados posibles en un sistema y de las interrelaciones entre
las diversas variables de estado, es decir, la informacio´n que los diferentes
componentes del sistema intercambian. Para ello emplea una representacio´n
denominada red estoca´stica.
Cuando las estructuras incluyen nodos AND e INCLUSIVE-OR, la so-
lucio´n anal´ıtica no es posible “a priori” y se requieren procedimientos con
un elevado coste computacional. Cuando las redes son complejas, aunque
todos los nodos sean EXCLUSIVE-OR, la reduccio´n topolo´gica tambie´n es
excesivamente gravosa. Por ello se han desarrollado me´todos basados en la
simulacio´n de redes estoca´sticas para el tratamiento de estos problemas. La
mayor parte de las referencias recientes consultadas emplean estos modelos a
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Referencia Descripcio´n
[Kur06] Simulacio´n de Monte Carlo con disyunciones
[Gav04] GERT con lo´gica “fuzzy”
[GGGL03] Disyunciones con el problema “knapsack”
[A.P03] Transformacio´n y simpliﬁcacio´n de la red
[KN02] Simulacio´n de Monte Carlo
[Nag02] GERT y algoritmos gene´ticos
Cuadro C.1: Algunas aplicaciones de los modelos GERT en el dominio de la
gestio´n de proyectos.
efectos de representacio´n y simulacio´n como las que se recogen en el cuadro
C.1, sin que se pretendan explotar sus posibilidades anal´ıticas. Entre otros
motivos porque otros formalismos, como el de la Redes de Petri que se expone
a continuacio´n, son ma´s potentes tanto anal´ıtica como computacionalmente.
C.2. Las Redes de Petri
Las Redes de Petri fueron introducidas por C.A. Petri in 1962. Su e´xito
se debe ba´sicamente a la simplicidad de su mecanismo ba´sico, si bien, la
representacio´n de grandes sistemas es costosa. Ba´sicamente es un modelo de
representacio´n de un sistema caracterizado por un conjunto de estados y sus
regles de transicio´n asociadas. Numerosos autores han extendido el modelo
ba´sico introduciendo diversos reﬁnamientos.
Las redes de Petri, en particular en las versiones de alto nivel (HLPN)
comentadas: temporizadas, coloreadas, estoca´sticas, ... son un formalismo de
gran potencia para la descripcio´n de un sistema. Como en el caso anterior
una aplicacio´n inmediata es la representacio´n de los problemas. Pero posee
tambie´n un potencial importante para el ana´lisis y para la simulacio´n.
C.2.1. Tratamiento anal´ıtico.
El principal tratamiento anal´ıtico es el ana´lisis del espacio de estados en
particular en te´rminos de veriﬁcar la alcanzabilidad de determinadas regio-
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nes. Sin embargo, para cualquier problema mı´nimamente relevante el espacio
de estados alcanza dimensiones enormes. Para resolver el problema se han
desarrollado herramientas muy potentes para reducir este espacio por agre-
gacio´n o condensacio´n de subespacios, ana´lisis de invariantes de lugar, etc.
Los algoritmos de exploracio´n del espacio de estados son semejantes a los
algoritmos branch and bound ya comentados.
C.2.2. Simulacio´n.
El formalismo de las redes de Petri y su implementacio´n hace que estas
sean ejecutables desde su especiﬁcacio´n, de ah´ı que se empleen naturalmente
para la simulacio´n. El Departamento de Computacio´n de la Universidad de
Aarhus en Dinamarca ha desarrollado un paquete denominado Design/CPN
que puede descargarse de la url http://www.daimi.aau.dk/CPnets/.
Las redes de Petri han venido a sustituir a todas las representaciones
en forma de grafos mejorados previamente existentes y hay abundantes re-
ferencias en la literatura respecto a su empleo como herramientas para el
tratamiento de problemas de programacio´n de proyectos. Algunas de las con-
sultadas son las que aparecen en el cuadro C.2.
C.3. Las DSM, una propuesta desde el domi-
nio del desarrollo de producto
Las matrices de estructura de disen˜o, design structure matrix, DSM, son
un formalismo para representar el grafo dirigido de un proyecto que se emplea
en el dominio del desarrollo de productos. Se trata de una matriz cuadrada
con elementos binarios con m ﬁlas y columnas y n elementos no nulos, re-
presentando m tareas y n arcos indicativos de relaciones de precedencia.
La distribucio´n de la matriz es la siguiente: los procesos o actividades se
disponen como encabezamiento de las columnas y etiquetas de las ﬁlas. Si
existe un arco del nodo (actividad) i al nodo (actividad) j, el elemento (j, i)
vale 1. Los elementos de la diagonal principal de la matriz no tienen ningu´n
signiﬁcado por lo que se dejan normalmente en blanco.
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La principal ventaja de este modo de representacio´n sobre el grafo conven-
cional es su compacidad y su capacidad de proporcionar una visio´n sistema´ti-
ca de las relaciones entre procesos o tareas ma´s fa´cil de leer con independencia
de su taman˜o. El orden de presentacio´n de las ﬁlas (y las columnas) es el de
la secuencia de las actividades, por lo que los elementos de una ﬁla cualquiera
indican las tareas que deben haber terminado antes de iniciar la tarea que
representa esa ﬁla. De la misma forma, leyendo las columnas, cada ﬁla indi-
ca las tareas que reciben informacio´n de la correspondiente a la columna en
cuestio´n.
Los elementos no nulos (o marcas) que se encuentran por debajo de la
diagonal principal indican informacio´n “hacia adelante”. Los elementos que
esta´n por encima de la diagonal, por el contrario, representan procesos de
realimentacio´n segu´n las cuales una tarea puede depender de sus suceso-
ras. Esas dependencias “hacia atra´s” son la principal causa de iteraciones
en proyectos complejos. En el caso de los proyectos de desarrollo software
representan, por ejemplo, el cla´sico trabajo de correccio´n de errores en la
codiﬁcacio´n.
La arquitectura de la descomposicio´n en tareas - WBS - de un proyecto
puede, hasta cierto punto, deﬁnirse por la direccio´n del mismo. Evitar al
ma´ximo las iteraciones equivale a disen˜ar una estructura en la que el nu´mero
de elementos situados por encima de la diagonal sea mı´nimo. En proyectos
complejos es poco probable que se puedan anular dichos elementos, pero
minimizarlos y desplazarlos lo ma´s pro´ximo posible a la diagonal permite
llegar a una estructura de proyecto ma´s ﬁable y predecible [Bro02]. El proceso
para conseguirlo se llama particionar la matriz.
Desacoplar la matriz es el proceso de identiﬁcacio´n de aquellos elementos
que, si se eliminaran, convertir´ıan a la matriz en triangular. Identiﬁcar estos
elementos equivale a identiﬁcar los supuestos que dan lugar a las iteraciones
en el proyecto, es decir, las tareas que esta´n acopladas. En [YB03] se exponen
procedimientos algor´ıtmicos para particionar y desacoplar las matrices.
En la notacio´n binaria, las DSM contienen un u´nico atributo relativo a
cada par de actividades, si existe o no una relacio´n entre el resultado de
una y el de la otra. Las DSM nume´ricas pueden contener muchos atributos,
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lo cual enriquece la informacio´n sobre el proyecto. As´ı, por ejemplo, si la
tarea B depende de informacio´n sobre la tarea A, pero esa informacio´n es
predecible o tiene un impacto escaso el elemento puede ser eliminado. Con
el ﬁn de recoger esta mayor capacidad informativa, se proponen las matrices
DSM nume´ricas en las que se incluyen nuevos atributos como:
Indicadores de Nivel: Reﬂejan el orden en el que las marcas “hacia atra´s”
pueden eliminarse en funcio´n de las posibilidades de estimar “a priori”
la informacio´n que se genera en la actividad posterior.
Indicadores de Importancia: Una escala sencilla, entre 1 y 3, para indi-
car la importancia de la dependencia de la actividad sucesora en la
actividad precedente.
Probabilidad de repeticio´n: Una estimacio´n de la probabilidad de que la
actividad sucesora provoque una repeticio´n de la antecesora; en este
modelo, empleado entre otros en [Cho05], los elementos situados sobre
la diagonal representan la probabilidad de una iteracio´n hacia atra´s
mientras que los situados por debajo indican la probabilidad de una
segunda iteracio´n. Se han elaborado algoritmos de particionado que
minimizan la duracio´n esperada del proyecto.
Una de las ma´s extendidas aplicaciones de este modelo es la simulacio´n
de Monte Carlo para obtener un perﬁl duracio´n/coste de un proyecto de
desarrollo de producto. La varianza en la duracio´n y el coste son atribuibles
en gran medida a las iteraciones. Dichas iteraciones pueden o no ocurrir
dependiendo del comportamiento de una serie de variables que el modelo
simula como variables estoca´sticas cuya probabilidad de ocurrencia depende
de la existencia de determinados paquetes de informacio´n que activan un
proceso de reelaboracio´n (rework. Un proceso de reelaboracio´n puede, a su
vez, desencadenar otros sucesivos afectando as´ı al proyecto en su totalidad.
Este modelo se ha utilizado en solitario o en combinacio´n con otras te´cni-
cas de las ya resen˜adas para elaborar secuenciaciones robustas modiﬁcando
la arquitectura de la descomposicio´n en tareas de los proyectos. As´ı ocurre
en [CE05], [ZY04] y [MYB07].
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C.4. La analog´ıa cua´ntica
Una original alternativa al estudio del riesgo proviene de una analog´ıa
basada en la meca´nica cua´ntica [FL07].
Se supone que la implementacio´n de una actividad es ana´loga a un pa-
quete de ondas que se propaga en direccio´n a un hito temporal. Cuando las
actividades son coherentes, el hito se alcanza. Cuando una actividad se re-
trasa la probabilidad de la ocurrencia del hito en un determinado momento
queda afectada, como ocurre con la probabilidad de un sistema cua´ntico de
part´ıculas cuando se producen feno´menos de interferencia.
Esta aproximacio´n se basa en en la estructura del proyecto y de los hitos
ma´s que en la informacio´n detallada sobre cada una de las actividades. Las
acciones externas o las decisiones de la direccio´n pueden afectar a la realiza-
cio´n de los hitos y esto se representa por medio de dos para´metros internos,
cada uno de los cuales toma un valor espec´ıﬁco en cada uno de los hitos.
La idea ba´sica es que la actividad humana no puede deﬁnirse con precisio´n
absoluta sino que ma´s bien, cierto principio de incertidumbre gobierna las
actividades y la productividad del trabajo. A partir de esto las tareas del
proyecto e hitos son modelados mediante funciones de onda con su corres-
pondiente amplitud de probabilidad ψi. La amplitud de probabilidad de un
hito se representa como la superposicio´n de las amplitudes de probabilidad
de las actividades que interﬁeren en dicho hito.
La probabilidad del hito es P = |Ψ|2. Si el hito no es perturbado, es
decir, si las actividades no se retrasan, las amplitudes de probabilidad de las





mide la mayor importancia de las actividades de mayor
duracio´n.
En la proximidad de un hito, la superposicio´n de los campos de difraccio´n
de las actividades individuales componen un patro´n de difraccio´n deﬁnido
entre los mı´nimos ma´s pro´ximos. Para interpretar este patro´n como una
densidad de probabilidad debe ser normalizada a 1.
Si una tarea se retrasa en ∆D d´ıas, su fase φ cambia en ∆φ = k0∆D,
cambiando la contribucio´n de la actividad a la probabilidad del hito. La
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coherencia de la interferencia es parcialmente destruida y la probabilidad del
hito desciende. El modelo recoge tambie´n el efecto de un desfase mayor para
las tareas que dependen de otras tareas. Las actividades programadas para
acabar inmediatamente antes de los hitos tienen un impacto mayor en la
probabilidad de estos que otras tareas ma´s alejadas. En cadenas de tareas
mutuamente dependientes, la perturbacio´n de la primera se propaga a las
siguientes. Las tareas ma´s alejadas contribuyen menos que las ma´s pro´ximas,
etc.
Analizando la programacio´n del proyecto, el modelo calcula dos para´me-
tros, la incertidumbre de hito, milestone date uncertainty- MDU , y el periodo
de recuperacio´n, PR. MDU depende de la distribucio´n de las duraciones de
las tareas y las holguras, decrece para tareas cortas. El PR, como indica su
nombre, no es ma´s que el plazo necesario para corregir los posibles retrasos
que puedan producirse antes del hito. Ambos para´metros dependen so´lo de
la estructura de descomposicio´n en tareas y proporcionan la tolerancia, en
te´rminos de unidades de tiempo, de la duracio´n de las actividades as´ı co-
mo la capacidad de recuperacio´n del proyecto. Si se dispone de informacio´n
adicional sobre el “clima” del proyecto, se pueden escalar dichos para´metros
para reﬂejar situaciones de mayor o menor riesgo.
Al contrario que en el caso del camino cr´ıtico en el que la demora en una
de las actividades situadas sobre ese camino cambia la probabilidad de los
hitos del 100% al 0%, este modelo reﬂeja que cualquier variacio´n en cual-
quier tarea afectara´ en alguna medida al proyecto. Matema´ticamente eso se
debe al desplzamiento de fase de la funcio´n de onda de las actividades, pero
en la pra´ctica lo que reﬂeja es que cualquier retraso en alguna tarea afecta
a los hitos al reducir la ﬂexibilidad de la programacio´n.Presenta, pues, una
representacio´n continua puesto que los hitos son eventos con una distribucio´n
continua en el tiempo y no eventos puntuales. Este modelo esta´ implemen-
tado en una aplicacio´n comercial denominada QuantumTM de la que puede
obtenerse informacio´n y algu´n ejemplo en www.ibico-cor.com.
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Figura D.2: Componente paq.actividad.
Figura D.3: Componente paq.medida.
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Figura D.4: Componente paq.asignacion.
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Figura D.5: Mo´dulo paquete.
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Figura D.6: Componente pro.actividad.
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Con el ﬁn de ajustar los para´metros del modelo se ha procedido, en pri-
mer lugar, a aplicar diversos modelos de prediccio´n del esfuerzo en horas
totales basados en una estimacio´n del taman˜o a partir de los Puntos Funcio´n
de Albrecht determinados de acuerdo con lo propuesto en la metodolog´ıa
METRICA 3, esta´ndar que es el que se emplea por la empresa objeto del
estudio.
Puesto que la informacio´n de que se dispone sobre los proyectos del caso
de estudio es informacio´n de coste, es decir, de esfuerzo, ha sido preciso en
primer lugar elaborar una estimacio´n de taman˜o de una muestra de proyectos
para luego ajustar ese resultado a un modelo de previsio´n.
E.1. Estimacio´n del taman˜o
Para ello se ha procedido de la forma siguiente:
Seleccio´n de una muestra de proyectos de la base de datos.
Ana´lisis de los registros y reparacio´n de aquellos que fueran contradic-
torios.
Entrevistas a los Jefes de Proyecto para completar la informacio´n.
Determinacio´n “post mortem” del taman˜o en Puntos Funcio´n.
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E.1.1. Seleccio´n de la muestra
El taman˜o de la base de datos, como se ha indicado en el cap´ıtulo 4 es
muy importante. Por ello se opto´ en su momento por seleccionar una muestra
para el ajuste de para´metros. Para la seleccio´n de la muestra se han seguido
tres criterios:
Fiablilidad de la informacio´n registrada. La ﬁabilidad de los registros
correspondientes a proyectos anteriores al an˜o 2000 resulta muy baja
dado que el sistema se implanto´ en 1999 y durante casi un an˜o estuvo
en pruebas. Por otra parte, el personal necesito´ un cierto tiempo para
habituarse a cargar la informacio´n perio´dicamente.
Proyectos terminados. En la fecha de realizacio´n del trabajo de campo,
muchos proyectos estaban “abiertos”, es decir, o no hab´ıan sido re-
cepcionados por los clientes o estaban en fase de integracio´n con otros
sistemas de estos. Como ya se ha indicado, esta fase supone una carga
de trabajo importante.
Importe econo´mico. Aunque el nu´mero de proyectos es muy alto, aque-
llos que superan un cierto umbral econo´mico son relativamente pocos,
siendo en cambio su contribucio´n a la facturacio´n de la empresa muy
importante. De hecho, los proyectos por importe superior a los 15.000
euros suponen un 90% de la facturacio´n total.
Con estos criterios, se obtuvo una muestra de 35 proyectos, todos ellos cerra-
dos en el an˜o 2005 y por un importe superior a la cifra citada. Estos proyectos
eran, a pesar de todo, muy variados especialmente desde el punto de vista de
la tecnolog´ıa (lenguajes, sistemas, ...) lo que obligo´ a una posterior reduccio´n
de la muestra como ma´s adelante se indica.
E.1.2. Validacio´n de la informacio´n
La validacio´n de la informacio´n se realizo´ a partir de la deteccio´n de
contradicciones o vac´ıos y, posteriormente, entrevistando a los directores de
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los proyectos. Para ello se han tratado los diferentes problemas aparecidos
de la forma que se indica a continuacio´n.
Problemas en los registros de tiempo
La tabla T × P presentaba solapes de fechas y espacios en blanco que
hubo que corregir. En algunos casos se trataba de errores obvios (inclusio´n
de festivos, error en los d´ıgitos del an˜o, ...) que se pudieron corregir de forma
ma´s o menos automa´tica. En otros casos hubo que recurrir a los Jefes de los
proyectos respectivos para corregir manualmente la informacio´n.
Contradicciones entre fechas
En ocasiones las fechas recogidas en la tabla T × P y las fechas de la
tabla proyecto resultaban contradictorias: trabajo registrado antes del inicio
formal del proyecto, despue´s de la entrega, etc. En este caso la casu´ıstica era
muy diversa, desde errores simples hasta diferencias debidas a problemas
formales de la contratacio´n (caso de trabajos previos) o simplemente a los
trabajos posteriores a la entrega a los que ya se ha hecho referencia.
Contradicciones en la asignacio´n de personal
En este caso, salvo algunos errores, lo que se produc´ıa era que hab´ıa
personas que hab´ıan estado trabajando en ma´s de un proyecto durante el
periodo registrado; en particular cuando obviando el procedimiento habitual
llevaban demasiado tiempo sin registrar el trabajo realizado y “actualizaban
en bloque” sus registros.
E.1.3. Estimacio´n de Puntos Funcio´n
Para la estimacio´n de los Puntos Funcio´n se construyo´ una hoja de ca´lculo
que se ha ido completando con el ana´lisis de los diferentes mo´dulos funcio-
nales de los proyectos a partir de la documentacio´n de Casos de Uso. De la
explotacio´n de estas hojas de ca´lculo se obtuvo el valor de los Puntos Funcio´n
No Ajustados (PFNA). Junto con dicha hoja de ca´lculo se cumplimento´ para
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cada proyecto un listado de los atributos a partir de cuya suma (SVA) se de-
termina el Factor de Ajuste (FA) y, con e´ste, los Puntos Funcio´n Ajustados
(PFA). La tabla E.1 recoge los valores obtenidos.
Proyecto PFNA SVA FA PFA
205 1334 32 0,97 1.293,98
195 572 25 0,9 514,8
240 1923 42 1,07 2.057,61
216 338 17 0,82 277,16
235 713 22 0,87 620,31
231 622 23 0,88 547,36
232 456 19 0,84 383,04
369 141 16 0,81 114,21
297 200 6 0,71 142
294 422 20 0,85 358,7
291 170 18 0,83 141,1
272 473 13 0,78 368,94
260 186 20 0,85 158,1
253 105 13 0,78 81,9
305 406 25 0,9 365,4
402 320 33 0,98 313,6
338 207 19 0,84 173,88
269 576 41 1,06 610,56
204 3648 3 0,68 2.480,64
237 282 32 0,97 273,54
283 428 19 0,84 359,52
266 1432 3 0,68 973,76
222 104 19 0,84 87,36
215 93 17 0,82 76,26
Cuadro E.1: Puntos Funcio´n de la muestra
E.2. Ajuste a un modelo de prediccio´n
Para relacionar taman˜o y esfuerzo se ha intentado construir un modelo de
prediccio´n mediante la regresio´n de los datos de esfuerzo sobre los de taman˜o.
El criterio para seleccionar entre las diferentes ecuaciones de regresio´n ha sido
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P FA
Observaciones Predicciones
Conf. pred. (95,00%) Conf. media (95,00%)
Figura E.1: Regresio´n Lineal Simple.
el del MMRE, PRED(0,25) [DF00].
E.2.1. Regresio´n lineal simple
Se han evaluado las siguientes alternativas:
Regresio´n lineal simple al conjunto de los datos
En primer lugar se ha aplicado un modelo simple de regresio´n lineal al
conjunto de datos disponibles. De dicha aplicacio´n se deduce que el mode-
lo lineal no explica ma´s que de manera muy poco eﬁciente los resultados
obtenidos.
Regresio´n lineal simple limitada a tecnolog´ıa Oracle Forms
A continuacio´n se ha utilizado el mismo modelo de estimacio´n pero sobre
un conjunto de proyectos basados en una misma tecnolog´ıa, Oracle Forms.
En este caso la correlacio´n encontrada es mucho ma´s alta.
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P FA
Observaciones Predicciones
Conf. pred. (95,00%) Conf. media (95,00%)
Figura E.2: RLS limitada a Oracle Forms.







0 500 1000 1500 2000 2500
P FA
Observaciones Predicciones
Conf. pred. (95,00%) Conf. media (95,00%)
Figura E.3: RLS limitada forzando la ordenada en el origen.
R.L.S. limitada a tecnolog´ıa Oracle Forms forzando la ordenada en
el origen
Una variante sobre el procedimiento anterior consiste en forzar a la recta
de regresio´n a pasar por el origen de coordinadas. El resultado se recoge en
la ﬁgura E.3.
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0 500 1000 1500 2000 2500
P FA
Observaciones Predicciones
Conf. pred. (95,00%) Conf. media (95,00%)
Figura E.4: RLS limitada forzando la ordenada en el origen y eliminando
“outliers”.
Regresio´n lineal simple limitada a tecnolog´ıa y forzada al origen
con eliminacio´n de outliers
La capacidad predictiva as´ı alcanzada es escasa con el modelo anterior por
la dispersio´n de los puntos observados en torno a la recta de regresio´n. Para
intentar paliar este problema se anulan las observaciones ma´s descentradas.
E.2.2. Modelos de regresio´n no lineales
La aplicacio´n de un modelo logar´ıtmico o cuadra´tico apenas mejora la
capacidad predictiva si nos atenemos a los indicadores citados, como indican
las ﬁguras E.5 y E.6.
E.2.3. Modelos de regresio´n mu´ltiple
Alternativamente a los modelos propuestos, cabe la aplicacio´n de modelos
de estimacio´n basadas en la regresio´n mu´ltiple. Ello implica utilizar varios
estimadores, en lugar de uno so´lo.
Basados en los ana´lisis realizados por los directores de proyecto y tomando
como referencia el modelo que proponen El Emam et al. del Laboratorio
de Ingenier´ıa Emp´ırica del software de Canada´ [EB97], se ha estimado por
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Figura E.6: Regresio´n cuadra´tica.
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modelo R2 MMRE PRED(0,25)
RLS 0.117 1.81 0.13
RLS Oracle Forms (OF) 0.655 0.91 0.2
RLS-OF forzando origen 0.43 0.33
RLS-OF sin “outliers” 0.64 0.13
R. logar´ıtmica (RLog) 0.724 0.81 0.33
R. cuadra´tica 0.676 0.64 0.13
RLog mu´ltiple 0.811 0.39 0.29
RLog mu´ltiple sin extremos 0.948 0.14 0.82
Cuadro E.2: Resultados de los diferentes modelos empleados.
regresio´n lineal logar´ıtmica mu´ltiple con dos estimadores, los Puntos Funcio´n
no Ajustados (PFNA) y el factor de complejidad te´cnica estimado por los
directores.
Este modelo de estimacio´n arroja mejores resultados que los anteriores en
te´rminos de R2, aunque los indicadores de la bondad de la prediccio´n au´n son
insuﬁcientes. Sin embargo, si se omiten los proyectos extremos, en te´rminos
de PFNA, se obtiene un resultado apreciablemente mejor como muestran el
cuadro E.2 y la ﬁgura E.7.
La ﬁgura E.8 representa los residuos normalizados de la regresio´n lo-
gar´ıtmica mu´ltiple deﬁnitiva. La ecuacio´n resultante es:
Y = 0, 420 + 1, 066×X1 + 1, 188×X2
Donde X1 es el logaritmo del taman˜o en PFNA, X2 es el de un factor de
diﬁcultad estimado entre 1 y 5 e Y es el logaritmo de la carga total en horas.
El resultado es, pues, un modelo exponencial con un factor ampliﬁcador
relacionado con la complejidad del proceso lo´gico interno de la aplicacio´n tal
y como se deﬁne en el me´todo de Albrecht:
e = K1Kcomplejidadt
1,066
Donde e y t son, respectivamente, el esfuerzo en horas y el taman˜o en PFNA
(ver E.9).
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Figura E.7: Valores reales y predichos por la regresio´n logar´ıtmica mu´ltiple.
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Figura E.8: Residuos estandarizados de la regresio´n logar´ıtmica mu´ltiple.
Figura E.9: Esfuerzo estimado frente a taman˜o para diferentes grados de
complejidad
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Figura E.10: Esfuerzo frente a taman˜o en un conjunto de paquetes simulados.
E.3. Estimacio´n de para´metros para el mo-
delo
La estimacio´n de para´metros para el modelo se ha realizado a partir de
la simulacio´n de diferentes taman˜os de paquete, medidos en unidades ﬁcti-
cias (tareas), con diferentes dotaciones de recursos en la proporcio´n habitual
de los proyectos de la muestra, que viene ser de un analista por cada dos
programadores.
El gra´ﬁco E.10 muestra el resultado de la simulacio´n para paquetes entre
10 y 50 tareas y de 1 a 5 analistas. Ajustando a una los resultados de la
simulacio´n de los paquetes se obtiene un resultado con una correlacio´n muy
alta (R2 > 0, 99) pero con un exponente ligeramente superior al obtenido
al ajustar la muestra (entre 1,13 y 1,21 frente a 1,066). Las discrepancias
detectadas pueden deberse a diversas causas:
El que el exponente resultante sea ligeramente mayor que el obtenido
del ajuste de los datos reales se puede interpretar teniendo en cuenta
que la ejecucio´n de un proyecto completo es parcialmente lineal, en la
medida en que esta´ formado por diversos paquetes por lo que el esfuerzo
al ﬁnal es la suma algebraica del esfuerzo parcial en varios paquetes,
e´ste s´ı exponencial1
1En un proyecto de taman˜o t descompuesto en dos paquetes de taman˜os t1 y t2 tales
que t = t1 + t2 se cumple que tα ≥ tα1 + tα2 para todo α > 1.
244 APE´NDICE E. AJUSTE DEL MODELO
Un aumento del te´rmino independiente con el taman˜o del equipo re-
cuerda en cierta medida a la “Ley de Brooks” en la medida en que
un aumento del taman˜o del equipo de desarrollo puede dar lugar a
una productividad menor sin necesidad de modelar expl´ıcitamente las
sobrecargas de comunicacio´n o los efectos aprendizaje, probablemente
por la forma en que se ha implementado el mecanismo de asignacio´n
interna dentro de los paquetes.
Por u´ltimo, todos estos resultados deben relativizarse en la medida en
que el modelo de simulacio´n tiene un comportamiento ba´sicamente dis-
creto, mientras que los ajustes se esta´n haciendo empleando funciones
continuas.
Teniendo en cuenta las consideraciones anteriores, se han ajustado los datos
a partir de los promedios de las diferentes simulaciones de la forma siguiente:
Se determina la productividad aparente de los datos simulados y de los
estimados para la muestra.
Se igualan dichos valores.
Se determinan, a partir de ellos, los valores de la productividad en las
fases de los paquetes de analistas y programadores, manteniendo una
proporcio´n constante entre ambos tipos de recursos.
Con estos datos se establece la proporcio´n entre Punto Funcio´n No Ajustados,
PFNA, y la “unidad” de taman˜o empleada en el modelo, la tarea, en funcio´n
del factor de complejidad, resultando los valores que aparecen en el cuadro
E.3.







Cuadro E.3: Relacio´n entre PFNA y tareas, en funcio´n de la complejidad
Figura E.11: Tareas frente a Puntos Funcio´n para diferentes grados de com-
plejidad
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Ape´ndice F
Algoritmos implementados
F.1. Ventanas de tiempo
Un punto de partida para una solucio´n heur´ıstica de los problemas vistos
anteriormente es limitar el espacio de exploracio´n garantizando la factibilidad
temporal de las secuencias generadas y, a partir de ah´ı, buscar estrategias de
asignacio´n de recursos que cumplan las restricciones que estos imponen. Una
te´cnica para hacerlo se basa en los me´todos de la Inteligencia Artiﬁcial para
tratar los problemas CSP (constaint satisﬁcing problems).
El mantenimiento de ventanas de tiempo parte de la deﬁnicio´n de un
proyecto como una n-tupla de Actividades {A1, . . . , An} ordenadas topolo´gi-
camente. Cada actividad, Ai, tiene un tiempo de inicio, startAi , y un tiempo
de ﬁnalizacio´n, finishAi .
Las restricciones pueden ser de dos tipos:
Restricciones unarias . Fijan l´ımites superiores e inferiores a startAi y
finishAi . Son, respectivamente:
esAi, fecha ma´s temprana de inicio.
lsAi, fecha ma´s tard´ıa de inicio.
efAi, fecha ma´s temprana de ﬁnalizacio´n.
lfAi, fecha ma´s tard´ıa de ﬁnalizacio´n (deadline).
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Restricciones binarias . Fijan relaciones entre dos Actividades, Ai y Aj.





La relacio´n binaria relevante esta´ deﬁnida por un intervalo, lagAi,Aj , de ma-
nera que la fecha relevante de Aj tiene que ser mayor o igual que la de Ai
ma´s lagAi,Aj .
A partir de lo anterior se deﬁne una ventana de tiempo de una actividad
Ai como una 5-tupla de valores de tiempo:
(hesAi , sesAi, startAi, slsAi , hlsAi)
cuyos elementos deﬁnen respectivamente:
startAi, fecha de inicio; que sera´ la fecha de inicio de la actividad si
esta´ secuenciada o default-time por defecto
[hesAi, hlsAi ], ventana fuerte de tiempo; que representa el intervalo de
valores de t en los que Ai tiene una fecha de inicio factible; no var´ıa en
la secuenciacio´n
[sesAi, slsAi], ventana de´bil de tiempo;, contiene los valores de t para
los que hay secuencias parciales compatibles de los sucesores de Ai si
esta comienza en t; es, pues,un intervalo acotado por la ventana dura.
F.2. Mantenimiento de ventanas
El mantenimiento de las ventanas de tiempo consiste en construir, decons-
truir y volver a construir las ventanas aplicando un algoritmo de propagacio´n
de restricciones. En el caso que nos ocupa es relativamente sencillo puesto
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que las restricciones que interesan, aparte de las relaciones de precedencia,
son las fechas l´ımite bien del proyecto bien de paquetes parciales, que se
incorporan directamente como l´ımite superior de la ventana “fuerte”.
Los l´ımites de´biles son simplemente para cada actividad los extremos
cla´sicos del algoritmo del CPM (critical path method recalculados cada vez
que se secuencia una actividad. Como una red de proyectos-tiempo es un
problema sub-determinado, la ﬁjacio´n de una fecha determinada de inicio
para una actividad permite determinar las fechas ma´s temprana y tard´ıa de
comienzo y ﬁnal de todas las dema´s por medio de un algoritmo muy sencillo
de doble pasada a trave´s de la obtencio´n del camino cr´ıtico desde el nodo
origen al nodo del que parte la actividad objeto de la secuenciacio´n y desde
e´ste al nodo ﬁnal.
Una forma eﬁciente de hacerlo es utilizar una variante del algoritmo de
Floyd-Warshall [AMO93] para calcular, en este caso, la separacio´n entre los
inicios de las actividades como un problema de distancia ma´xima1. El re-
sultado es una matriz que se emplea para actualizar las ventanas de tiempo
en la secuenciacio´n y desecuenciacio´n. Para ello se construye dicha matriz
camino de dimensio´n n× n (siendo n el nu´mero de actividades).
En el caso que nos interesa la distancia temporal entre actividades de-
pende del modo elegido de ejecucio´n (recursos empleados por las mismas),
lo cual dar´ıa lugar a tantas matrices como combinaciones posibles de modos.
Para evitar esto se recurre a tomar una matriz camino inicial calculada con
las duraciones ma´ximas de cada actividad y se actualiza cada vez que se
secuencia una de ellas determinando su modo.
1El algoritmo citado esta´ pensado para calcular la distancia mı´nima.
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1: for i, j = 1, . . . n do
2: if i es predecesora inmediata de j then
3: c(i, j)← di
4: else
5: c(i, j)← 0
6: end if
7: for k = 1, . . . n− 1 do
8: c(i, j) = ma´x(c(i, j), c(i, k) + c(k, j))
9: end for
10: return camino(1 : n, 1 : n)
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F.3. Construccio´n de secuencias
Una secuencia o solucio´n S = [S0, S1, . . . , Sn] es un vector de n+1 fechas
si de inicio o de ﬁnal fi de las n+1 actividades del proyecto, incluyen-
do las actividades ﬁcticias inicial, 0, y ﬁnal, n. Se denomina longitud o
duracio´n de la secuencia, T(S), al plazo de complecio´n del proyecto si
se sigue esa secuencia, es decir, a la fecha de complecio´n de la actividad
ﬁnal. Una secuencia factible es aquella que respeta las restricciones de
tiempo, precedencia y recursos. Dada una secuencia S, se denominan ac-
tividades activas en un momento t al conjunto A(t) de actividades que
esta´n ejecuta´ndose en ese momento de seguirse esa secuencia.
Para la construccio´n de secuencias se utilizan los denominados esquemas
de generacio´n se secuencias [Bal03]. Los esquemas de generacio´n de se-
cuencias se agrupan ba´sicamente en dos categor´ıas, serie y paralelo. Las
primeras parten de una secuencia vac´ıa y van iterando incorporando acti-
vidades. Las segundas, partiendo tambie´n de una secuencia vac´ıa realizan
una iteracio´n temporal.
El modelo aqu´ı elegido corresponde a un esquema en serie, y se realiza
en tantas etapas como actividades hay que secuenciar. En cada etapa de
secuenciacio´n se diferencian dos conjuntos; S, actividades ya secuenciadas
yE, conjunto de actividades elegibles, es decir actividades que aun no
han sido secuenciadas y cuyas predecesoras ya lo han sido. Igualmente se
determina en cada momento t la disponibilidad de recursos, es decir, la
cantidad de recursos que no esta´ siendo usada por las actividades activas
en ese momento. Por u´ltimo se determinan F, el vector de los tiempos de
ﬁnalizacio´n de las actividades comprendidas en S y M , vector de modos
de las mismas.
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El algoritmo SGS (serial generation scheme) procede como sigue:
1: S = {} , F = {} ,M = {} {Inicializacio´n}
2: for i = 1 : n− 1 do
3: DeterminarElegibles {devuelve E, actividades elegibles}
4: SeleccionarPrioridad {devuelve j ∈ E, actividad con mayor
prioridad}
5: FijarInicio {devuelve espj fecha ma´s temprana de inicio, modoj
y dj duracio´n}
6: sj ← ma´x esj
7: ActualizarRecursos {devuelve D actualizado}
8: S ← S ∪ j {Incluye la actividad en las ya secuenciadas}
9: end for
10: S ← S ∪n {Incluye la u´ltima actividad (ﬁcticia) en las ya secuencia-
das}
11: sn ← ma´x(si)
12: T ← sn
13: return s(1 : n), F,M
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F.4. Determinacio´n de las prioridades ini-
ciales
Para determinar las prioridades iniciales utilizando la regla RWK (remai-
ning workload basta aplicar el algoritmo de Floyd-Warshall descrito antes
tomando como peso de los arcos la carga de trabajo de cada actividad.
F.5. Determinacio´n de las actividades ele-
gibles
Para determinar las actividades elegibles basta veriﬁcar las ya secuencia-
das:
1: E = {}
2: for i = 1 : n− 1 do
3: if i ∈ S then
4: for j = i + 1 : n− 1 do
5: if i ∈ Pred(j) then






Donde Pred(j) es un vector con las actividades predecesoras de la acti-
vidad j.
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F.6. Seleccio´n del modo y fecha de inicio
La regla para asignar el modo de ejecucio´n es la EFFT (earliest feasible
ﬁnsh time) [LTB06] que asigna a la actividad a secuenciar el ma´ximo de
recursos disponibles (indicado por D).
1: modo ← modo(D, j)
2: inicio ← inicio(D, j)
3: duracion ← duracion(j,modo)
4: esj ← inicio
5: dj ← duracion
6: modoj ← modo
7: M ← M ∪modoj
8: F ← F ∪ esj + dj
9: return esj , dj
La seleccio´n de modo y, por tanto, la duracio´n de la actividad dependen
de D y de la propia actividad. La fecha ma´s temprana de inicio tiene que
ser compatible con D. Los procedimientos por los que se determinan son
triviales.
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F.7. Control del uso de recursos
D es una matriz con dos columnas que registra en la primera los re-
cursos empleados a partir del intervalo indicado en la segunda. Se van
agregando ﬁlas cada vez que se inicia o concluye una actividad, redu-
cie´ndose luego en el caso de que coincidan ma´s de un evento en el mismo
intervalo de tiempo. Para ello se emplea la matriz S de actividades se-
cuenciadas, y los vectores [si, i ∈ S] y F de las fechas de inicio y ﬁnal de
las mismas.
1: for all i ∈ S do
2: recursos ← recursos (modoi)
3: if NoExiste [D(si)] then
4: D ← D ∪ [si, 0]
5: end if
6: if NoExiste [D(fi)] then
7: D ← D ∪ [fi, 0]
8: end if
9: for t = si : ti do
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F.8. Algoritmo SWO squeaky wheel opti-
mization
El algoritmo SWO se emplea tanto para buscar un o´ptimo inicial como
para reconstruir una secuencia en la que se ha producido una disrupcio´n.
El problema real que se intenta representar es el de la deteccio´n de un
retraso excesivo sobre la programacio´n, a consecuencia de un imprevisto,
un error en un paquete o la asignacio´n de personal a otro proyecto. En
tal caso lo que se persigue es reparar una secuencia reasignando recursos
dentro de un mismo proyecto si es posible. De lo contrario, detectar la
imposibilidad de hacerlo para emitir una peticio´n de recursos adicionales
al nivel ta´ctico.
La solucio´n propuesta recuerda a la metodolog´ıa de agentes en el sentido
de que se simula una solucio´n circunscrita a un proyecto, cuyo asignador
actu´a como un agente auto´nomo. Para ello, y teniendo en cuenta que la
respuesta cla´sica de un jefe de proyecto a una eventualidad de este tipo
es la de reasignar personal de unas tareas a otras para atender a la ma´s
cr´ıtica, se ha implementado un algoritmo del tipo SWO (squeaky wheel
optimizaton)[JC99].
La ﬁlosof´ıa del algoritmo es, de manera ana´loga al agente humano, mo-
diﬁcar las prioridades que dieron lugar a la primera asignacio´n para el
incremento sucesivo de recursos para la actividad ma´s prioritaria.
El punto de partida es un paquete que se retrasa lo que se traduce en
ﬁjar una prioridad mayor para ese paquete que la mayor de todas las
prioridades calculadas con la regla general. Se reprograma todo el pro-
yecto priorizando dicha actividad. El resto se programan ﬁjando como
prioridad el l´ımite fuerte hlsi ma´s bajo sin excepcio´n.
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El algoritmo de reparacio´n se desenvuelve en los siguientes pasos:
1: contador ← 1
2: DuracionOptima ←∞
3: FijaCotaInferiorHorizonte
4: (P1, P2, . . . , Pn) = prioridades iniciales
5: for contador = 1 to max iter do
6: factible = true
7: for i = 1 to n do
8: Ai ← actividad no programada con Pi mayor
9: if Secuenciar(Ai)falla then
10: factible =false
11: end if
12: if factible then
13: DuracionOptima ← Duracion ReducirHorizonte





El me´todo Secuenciar, a su vez se limita a asignar una fecha inicial
al paquete. Al hacerlo, actualiza las ventanas de tiempo y el perﬁl de
ocupacio´n de los recursos. Si encuentra una fecha de inicio dentro de
su ventana de´bil de tiempo compatible con los recursos disponibles se
secuencia en ese momento y devuelve un mensaje VERDADERO. De
lo contrario, se secuencia al l´ımite inferior de su ventana y se devuelve
FALSO. De este modo se mantiene una secuenciacio´n que es factible en
te´rminos de tiempo con las duraciones actuales pero no necesariamente
en te´rminos de recursos.
Si el problema estriba en un paquete retrasado, y e´ste sigue sin ser facti-
ble, se mantiene su prioridad. Si se consigue secuenciarlo en forma factible
pero otros han dejado de serlo en te´rminos de recursos, se incrementa la
prioridad de estos en una cantidad constante y se modiﬁcan aleatoria-
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mente los dema´s en una pequen˜a cantidad.
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