ABSTRACT Rating prediction is one of the key studies in the recommendation system. The traditional rating prediction algorithms only utilize user's rating data to predict unknown ratings. In fact, however, we need to deal with the randomness and fuzziness of user ratings. At the same time, the sparsity of the data limits the performance of these algorithms. Therefore, a backpropagation neural network recommendation algorithm based on cloud model is proposed. First, the algorithm uses cloud model qualitative and quantitative transformation method to deal with the user ratings, which generates multiple cloud prediction values for users, and these values constitute the cloud layer. Then, the cloud layer joins the neural network, which can improve the accuracy of rating prediction. The missing value of rating matrix is filled in and recommendation list for the target user is generated. Finally, we perform experiments on the real-world data set, finding out that the proposed method achieves better results compared with the traditional recommendation methods in term of recall, precision, and F1.
I. INTRODUCTION
In recent years, with the rapid development of technologies such as the Internet of Things, cloud computing and social networks, it is difficult for users to effectively mine information in massive data. The emergence of recommendation system can efficiently alleviate the problem of information overload [1] - [3] .
The most common solution of recommendation system is the collaborative filtering (CF) recommendation method based on rating prediction [4] , [5] . However, the randomness and fuzziness of user ratings will produce deviation to the prediction results to some extent. The randomness of the user ratings is mainly reflected in user's rating preference, which is regarded as constant during a period of time. The user is used to rating high, but sometimes the lower ratings appears. The fuzziness of user ratings is reflected in most of the social platforms based on ratings. Users can only use 1-5 ratings to represent their preference degree, which include very dissatisfied, dissatisfied, average, satisfied, and very satisfied. Discrete expressions are more ambiguous, and no continuous expression is more accurate. Finally, the sparsity of data makes the system unable to efficiently analyze user behavior and accurately predict user ratings, so as it is difficult to further improve the quality of the recommendation results [6] , [7] .
In this paper, we propose a backpropagation neural network recommendation algorithm based on cloud model (CM-BPNN) to overcome the problems.
The contributions of this paper are summarized as follows. 1) We utilize the method of qualitative and quantitative conversion of cloud model to predict different cloud ratings for unrated items. The method deals with the randomness and fuzziness of user ratings from the perspective of the user and item. 2) A backpropagation neural network recommendation algorithm based on cloud model is designed. According to the characteristics of the nonlinear structure and fault tolerance of multi-layer networks, the cloud layer composed of multi-dimensional rating cloud model is added to the neural network to improve the rating prediction accuracy and then fill the missing value of rating matrix. 3) Compared with the traditional recommendation algorithm for solving data sparsity problem, our proposed algorithm makes full use of user rating data and improves recommendation quality.
The remainder of this paper is organized as follows. In the section II, we describe the definition of relevant cloud model and propose the design of cloud model score transformation algorithm. In section III, we propose a BP neural network score prediction model based on cloud model and algorithm designing.
In section V, we analyze the experimental results, and section VI concludes our work.
II. RELATED WORK
In the recommendation system, the commonly algorithm is to use the ''user-item'' historical ratings as a data source to predict the item's rating by analyzing the user behavior model. Collaborative filtering (CF) is a typical and the most popular information filtering technology in recommender system [8] - [10] . Collaborative filtering has two classical models: nearest neighbor model and latent factor model. The nearest neighbor model includes user-based collaborative filtering (UBCF) and item-based collaborative filtering (IBCF), which the first problem to be solved is the processing of user historical rating data. However, the cloud model is an important research method for user behavior analysis.
Cloud model is a qualitative and quantitative transformation model proposed by academician Li [11] on the basis of probability theory and fuzzy theory. In the uncertain artificial intelligence, the cloud model can achieve the uncertain transformation between qualitative concepts and quantitative values [12] , [13] . Cloud model is widely used in data mining, decision analysis, image processing, artificial intelligence and other fields. Now cloud model is widely used for experimental exploration, which is a hot topic for scholars. In 2007, aiming at the deficiencies of traditional similarity measure to strictly match the object attributes. According to the comprehensive analysis of traditional methods, Zhang et al. [14] introduced the cloud model into the idea of CF algorithm and proposed a collaborative filtering algorithm to compare user similarity at the knowledge level. Finally, experiments showed that this algorithm could obtain a smaller MAE value. In 2008, Zhang and Liu [15] proposed an improved traditional IBCF recommendation algorithm based on cloud model. This algorithm first uses the back-cloud algorithm to calculate the cloud feature vectors of each item, and then uses the cloud similarity calculation method to calculate the item similarity and find the item neighbor. By using the weighted average strategy for neighbors of the item to predict unrated items, the top N similar items with the highest rating are recommended for target users. In 2009, Wu and Zheng [16] used cloud model to obtain user profiles and then calculated item or user similarity by cloud model similarity method to achieve recommendation. Sa [17] proposed an improved CF algorithm, which is a multi-index evaluation algorithm based on cloud model clustering. Based on the multi-index weight of the item, this algorithm realizes the soft clustering of the item to reduce the impact of data sparsity. Li et al. [18] proposed a similarity calculation method of two normal cloud models, which overcomes the problem of high time complexity of random selection of cloud drop similarity calculation and improves the efficiency of the recommendation algorithm. Sui and Qiao [19] constituted an emotional tendency vector through a cloud model, and the recommendation relies on the similarity calculation between the nearest neighbor cloud model vectors. Yang et al. [20] designed the normal cloud model-based algorithm for multi-attribute trusted cloud service selection strategy. According to the basis of the central limit theorem, the distribution of the user experience data is an approximate normal distribution, so the normal cloud model is used to describe the user experience data.
Aiming at the shortcomings of traditional similarity measurement methods, cloud-based model is a key hub for linking qualitative knowledge and quantitative knowledge. The cloud model is successfully applied to personalized recommendation, and a cloud model similarity calculation method is proposed. Then, on this basis, some researchers have proposed an item rating prediction algorithm based on cloud model, which uses similar items to fill in the user's scores on unrated items. To make up for data sparsity and improve the quality of the recommendation system. Although this method overcomes the drawbacks of strictly matching object attributes in the traditional similarity measurement method, the researchers fail to consider the randomness and fuzziness of user ratings to reduce the recommendation accuracy. Moreover, these methods simply consider the ratings without considering the time, and the time impart factor has an influence on the timeliness of the user rating data.
Finally, the sparsity of data is still the main limitation and weakness of the collaborative filtering recommendation method [21] , [22] . The development of machine learning techniques such as neural networks provides a new research method for recommendation algorithms. For example, Zhang et al. [23] used feature representation methods based on quadratic polynomial regression models, and then used these potential features as input data for deep neural network models for rating prediction. Chen [24] used BP neural network to fill the blank rating, then used collaborative filtering to form the nearest neighborhood, and finally generated the recommendation collection. Neural networks can be used to improve the performance of recommendation algorithms, and the sparsity of data is a key issue for recommendation systems. Therefore, choosing an efficient and compatible recommendation algorithm to overcome this problem is the focus of research.
III. PROPOSED METHOD A. RELATED DEFINITION OF CLOUD MODEL
Cloud model, which mainly reflects the randomness and fuzziness of most events in the real world, has been widely used in artificial intelligence of uncertainty [25] . The related definitions of cloud model are given below. He) . Ex can be expressed as the center of gravity position of all cloud drops in the domain, which best reflects the coordinates of the qualitative concept in the number domain. En represents the measurable granularity of qualitative concept. In the domain space, it can be accepted by qualitative concept, that is, fuzzy degree. He is the dispersion degree of En, which reflects the cohesion of each precise value belong to the certainty degree of the linguistic value, namely the thickness of cloud drops in the domain. In the cloud model, the expectation curve of the qualitative concept cloud is approximately subject to normal distribution.
Definition 2: Forward cloud transformation is a mapping from the overall feature of the qualitative concept to the quantitative value, which can transform the qualitative cloud feature value (Ex,En,He) into the quantitative values. Its generation is as follows:
(2)
where NORM (x,δ 2 ) is a normal gaussian random variable with expectation of x and variance of δ. Definition 3: Reverse cloud transformation is to realize the transformation from quantitative values to qualitative concepts, and convert a set of accurate values into qualitative concepts represented by numerical features (Ex,En,He). Its generation is as follows:
B. RATING HANDING
On the e-commerce website, users are generally satisfied with items through ratings, and the rating range is 1-5. The higher the user rating, the higher the user satisfaction. Our work is to establish a model that can accurately predict user's ratings on the test set.
Considering the timeliness of user rating data, inspired by Chen et al. [26] , this paper selects the exponential function of the controllable variable as the historical rating time weight. Compared with all the information in the time domain, the recent data more accurately reflects the current user rating preference, and the rating data with close time interval has a higher contribution. And to reduce the time complexity, the user is given a time interval to set a threshold. When the rating time interval is greater than or equal to the threshold L, the rating data is processed. The user set is defined as U = {u 1 ,u 2 , . . . , u n }, the item set is defined as I = {i 1 ,i 2 , . . . , i m }, where n and m are the numbers of users and items in the recommender system. The user-item history rating matrix is R = [r u,i ] n×m , where r u,i indicates the history rating of the user u for item i. The updated rating is as shown in (8) .
|t now − t u,i | indicates the interval value between the current time t now and the rating time t u,i of user u for item i. Then the user-item rating matrix is updated as follows:
where U T ,u = {rt u,1 ,rt u,2 , . . . , rt u,i }(u=1,2,...,n) is the score vector of user u, I T ,i = {rt 1,i ,rt 2,i , . . . , rt u,i }(i=1,2,...,m) is the score vector of item i. If user u does not rate item i, then rt u,i = 0.
C. CLOUD MODEL RATING CONVERSION ALGORITHM
Aiming at the complexity of user's subjective behavior, this paper proposes a qualitative and quantitative rating transformation method based on cloud model. This section mainly analyzes the behavior of user ratings, including the processing of randomness and fuzziness of user rating data. For the rating randomness, the cloud model can ignore the influence of some random values to some extent. For the rating fuzziness, the cloud model predicts the user rating as a continuous value, and more accurately describe the user's rating preference.
According to the reverse cloud transformation method, each user's rating vector U T ,u = {rt u,1 ,rt u,2 , . . . , rt u,i } and each item's rating vector I T ,i = {rt 1,i ,rt 2,i , . . . , rt u,i } were transformed into qualitative concepts represented by numerical features C u (Ex u ,En u ,He u ) and C i (Ex i ,En i ,He i ) respectively. In the process of transformation, which will ignore the effect of partial random values. If u tends to have a high score and sometimes a few low scores. In the calculation process, the low score has a low contribution to the overall user rating preference, which will not affect the overall trend of the user preference expectation curve represented by digital features C u (Ex u ,En u ,He u ).
In the practical application, the certainty degree µ u,i of quantitative value rt u,i belong to qualitative concept is difficult to obtain, and the user-based and item-based certainty degrees of the rated item should be calculated according to the forward cloud transformation method, then the calculation equation is as follows:
Ex u represents the score expectation of a single user u, En u = NORM (En u ,He 2 u ) represents a gaussian random implementation of the expectation and hyper-entropy of a single user, where rt u,i represents updated rating of the user u rated item i. Similarly, Ex i represents the score expectation of single item i, and En i = NORM (En i ,He 2 i ) represents a gaussian random implementation of expectation and hyperentropy of single item.
In the recommendation system, due to the rapid increase in the size of the data, the number of users and items increase sharply, resulting in user rating data having different degrees of sparsity. Data information of unrated items can not be obtained, resulting in the inability to directly calculate the corresponding rating certainty degree. Therefore, the userbased and item-based certainty degrees of unrated items are calculated as follows:
We utilize Jaccard similarity method to calculate the similarity between users, as well as items. Sim mk indicates the similarity between the item i m and the item i k . At the same time, Sim nK indicates the similarity between the user u n and the user u K , Sim mk and Sim nK are calculated as follows:
i m ∩ i k indicates the number of users who have a rating behavior for both item i m and item i k , and i m ∪ i k indicates the total number of users who have a rating behavior for item i m or item i k . u n ∩ u K indicates the number of items that user u n and user u K have rated, and u n ∪ u K is the total number of items that user u n or user u K has rated. It is assumed that the user's rating prediction corresponding to pµ τ u,i is pr τ u,i , pr τ u,i can be used as the rating prediction value of the single inference prediction model, and the user-based rating prediction pr u u,i and the item-based rating prediction pr i u,i are calculated according to the certainty degree of the unrated item. as follows:
The cloud model score transformation method is used to generate multiple score prediction values for the user to the item, which are user-based score prediction and item-based score prediction. In addition, we address the fuzziness of user rating and predict continuous rating value, which more accurately describes the user rating preference. The algorithm for cloud model rating conversion algorithm is shown in Algorithm 1.
Algorithm 1 Cloud Model Rating Conversion Algorithm
Input: Each user's score vector U T ,1 , ..., U T ,u Each item's score vector I T ,1 , ..., I BP neural network is a typical multi-layer feedforward neural network and adopts a backpropagation training network [27] . Since the network structure of multiple layers has better representation ability for data, in the process of fitting historical data, the model will express data more abstractly through layer-by-layer feature extraction, thereby improving prediction accuracy. Based on the above proposed cloud model conversion rating method, this paper aims to improve rating prediction accuracy and alleviate the recommendation efficiency problem caused by the sparsity of user rating data, and forms a cloud layer by constructing multiple cloud prediction values. Then this paper constructs a CM-BPNN rating prediction model to obtain a reasonable prediction value and realize the missing value filling of rating matrix. The overall structure of our model is shown in Fig.1 :
In the system framework of Fig.1 , BP network is a 4-layer network. The main input parameters include the initial weight vector for W ic , W ch , W ho , the threshold for α h and β o , learning rate η(0-1) and error control parameter ε. In our model, the weight matric between the input layer and the cloud layer W ic sets {1,1}. According to our model, in the input layer, the input vector x o is user-based and item-based the certainty degrees of unrated items.
When x o passes through the input layer, the output of the cloud layer is obtained by the following equation:
where c = 1 is the user-based rating prediction, and c = 2 is the item-based rating prediction, and the cmrp() indicates the activation function. In this paper, we can obtain the activation function of the cloud neurons.
where z is the weighted input of the input neuron. The output of the h-th neuron in the hidden layer is expressed by (19) :
where w ch is the weight matric between the c-th neuron of the cloud layer and the h-th neuron of the hidden layer. α h is the threshold of the h-th neuron in the hidden layer. In this paper, we choose sigmoid as the activation function for the hidden layer and the output layer. In the output layer, our training goal is to predict the rating pr u,i of the comprehensive score for user u to item i. We can obtain the output of the o-th neuron in the output layerŷ o :
where w ho represents the connection weight between the h-th neuron of the hidden layer and the o-th neuron of the output layer. β o is the threshold of the o-th neuron in the output layer. Finally, we use a mean square error (MSE) method to evaluate the difference between the prediction resultŷ o and the supervised value y o .
where M is the number of neurons in the output layer. Next, we use the gradient descent method to update w ho ,
We use inp to represent the weighted input of the output layer:
Then:
According to (21) .
where we use the nature of the sigmoid function activation () = activation() ( 
− activation()).
We analyze the update rules for w ch in the same way: (27) We use hinp to represent the weighted input of the hidden layer:
According to (25) (26) .
Next, we analyze the update rules for β o and α h in the same way, based on the above discussion, we obtain the following rules for updating the parameters in the CM-BPNN model:
During the iterative process, the error E will stop when the error is reduced to the set value or the number of fits is greater than the preset maximum number of times, otherwise the next round of fitting is performed. In the process of learning, each set of samples is fully utilized, and a reasonable predictive value can be obtained by calculating the data layer by layer. The rating prediction is filled with a ''user-item'' rating matrix. A Top-N recommendation list is generated for the user according to the rating prediction. The CM-BPNN rating prediction algorithm is shown in Algorithm 2.
Algorithm 2 CM-BPNN Rating Prediction Algorithm
Input:
Predict pr u u,i , pr i u,i according to (17) 5: Calculate each neuron output of the hidden layer according to (19) 
6:
Calculate each neuron output of the output layer according to (20) 
7:
Update α h and β o according to (32-33) 8:
Update w ch and w ho according to (34-35) 9: If E ε 10: break 11: end for
IV. EXPERIMENTAL COMPARISON AND ANALYSIS OF RESULTS
In this section, we will compare our algorithm with some mainstream algorithms on the Douban data set. Then, we perform a detailed analysis of our experimental results from three aspects.
A. DATASET PREPARING
To illustrate the performance of the proposed algorithm, we use real network data to carry out experiments. we chose a real-world dataset to perform the experimental research. The experimental data is collected from Douban site (http://www.Douban.com), which provides the evaluation on movie, books and music. On the Douban site, users can rate to movies, books and music, and Douban also provides users with social services. The initial data set contains 339 ratings for 2096 movies. Among them, each user has at least 20 ratings, each movie is evaluated by at least 20 users, the rating ranges from 1 to 5. The experimental data set contains a time range of 2007-2018. Table 1 shows the statistics of the experimental data. In order to verify the accuracy of the prediction algorithm, the data set is divided into training set and test set. The training set is used to study or train the parameters in the prediction model, and the test set is used to evaluate the performance of the model. To control the sparsity of data, we introduce variables that denotes the percentage of the training set to the entire data set.
B. EVALUATION METRICS
To estimate the quality of each algorithm and compare these algorithms, we adopt three evaluation metrics in our experiments: recall, precision, and F1. The expressions are as follows:
where R(u) represents a collection of recommended items for the user u, T (u) represents a collection of items that the user u actually participated in on the test set. This metric reflects how much of the user-item score record is included in the final recommendation list. The definition of precision is as follows:
R(u) and T (u) are consistent with the recall metric description, which reflects how much of the final recommendation list is an actual user-item score record. The definition of F1 is as follows:
F1 is a comprehensive metric reflecting the precision and recall. In the recommendation system, there may be inconsistent precision and recall. Generally, the higher the precision and recall, the better recommendation performance, but sometimes there will be high precision and low recall; Or low precision and high recall. And F1 is a common metric that considers this problem comprehensively.
C. COMPARED METHODS
This section introduces the baselines that will be used for comparing with our method. we intend to compare the performance of our proposed method with some classic baselines to verify the superiority.
The wide application of collaborative filtering recommendation algorithm is due to accurate rating prediction, mainly including neighbor-based collaborative filtering and model-based collaborative filtering. Neighbor-based collaborative filtering is divided into user-based uollaborative filtering (UBCF) and item-based collaborative filtering (IBCF).
UBCF (User-based Collaborative Filtering) uses items that have been rated by similar users to predict the unknown score of the target user. At present, all the successful collaborative filtering algorithms are improved on the basis of UBCF algorithm. UBCF algorithm is selected as the basic algorithm.
Slope One algorithm is an Item-based collaborative filtering recommendation algorithm proposed by professor Daniel Lemire in 2005. Compared with other similar algorithms, Slope One algorithm is simple, easy to implement, high efficiency of execution, and relatively high accuracy of recommendation. Slope One is used to calculate the score of unrated items in the way of weighted average according to the ratings of related users on the same item.
In this paper, UBCF and Slope One in collaborative filtering algorithm are selected as the most basic comparison algorithm to verify the performance of the recommended system.
Model-based collaborative filtering includes latent factor model, matrix decomposition model, potential factor model, regression model, etc. The user behavior data set is divided into training set and test set, and the training set is to use machine learning method to fit model parameters, and the test set is to measure the accuracy of the model. In the training process, the user interest model is built for the target user by iterative method, and then the recommended item data is input into the trained model to screen out the top N items that are of the most interest to the target user.
Latent factor model (LFM) is one of the hottest research topics in the recommendation system in recent years, it was first appeared in the field of text mining, is used to find the content of the implied meaning in the text. LFM is an improvement of SVD decomposition algorithm, which uses semantic analysis technology to mine potential topics or categories among users and uses iterative optimization for calculation. LFM has the best recommendation effect in the current recommendation algorithm. Therefore, choosing LFM as the baseline algorithm for comparison is sufficient to prove our proposed algorithm.
D. THE IMPACT OF PARAMETER L
Our method will be compared with other rating prediction methods which include UBCF, Slope One and Latent Factor Model LFM. And our proposed method is CM-BPNN(Tw). Where Tw (Time-weight) means based on the time weight. CM-BPNN(Tw) represents the CM-BPNN algorithm based on the time weight. The paper weights the user's rating information. In order to better reflect how the time factor affects the recommendation result, this part of the experiment compares the impact on the recommendation result under different time interval threshold settings. The size of the time interval determines the contribution of the user's rating data, that is, the weight value of the data information, which in turn affects the recommendation result of the recommendation algorithm. The range of the time interval is 0 ≤ L ≤ 11 in this experiment, and the unit is year. The experiment used 80% of the data as a training set and 20% of the data as a test set for comparison. The experimental results are shown in Fig.2 :
As we can see from this figure, CM-BPNN(Tw) method achieves much larger values of recall, precision, and F1 than Baseline. It shows that as the value of L is increasing, the number of user ratings that need to be calculated is decreasing, and the recall, precision, and F1 of the algorithm show a steady downward trend. Comprehensive analysis of the reasons for the above results. When L = 0, indicating that the user rating data is the rated in the current year. the rating contribution is 100%, the time weight is 1, and the remaining years data is not processed by time weight, the results of its three recommended metrics are the best. When the user's rating time interval is large, for instance L = 11, it means that user ratings are time weighted when the user's rating time is only greater than 11 years. The experimental data period is 2007-2018, L = 11 is equivalent to the user's rating data and is not time-weighted. The results of the three recommended metrics are the lowest. This paper also compares LFM, Slope One, and UBCF based on time weight experiments, and improved recommendation results. The above experiments prove that our method effectively proves the influence of time factor on the recommendation result and improves the problem of insufficient recommendation performance formed by the timeliness of data.
E. EXPERIMENT ABOUT DATA SPARSITY
The training set is used to study or train the parameters in the prediction model, and the test set is used to evaluate the performance of the model. To control the sparsity of data, we introduce variables that denotes the percentage of the training set to the entire data set. In this experiment, the sparsity is represented by different proportions of the training set. The lower the proportion of the training set, the more sparsity of data, and vice versa. The experimental results are as follows: Fig.3 shows the effect of recommendation results at different sparsity levels. As can be seen from the figure, when the training ratio is equal to 0.1, LFM method achieves large values of recall, precision, and F1 than our proposed algorithm. When the training ratio is greater than 0.1, we observe that our method gives better results with a considerable superiority of three measures. Therefore, in general, the CM-BPNN(Tw) method is superior to Baseline. In the comparison between the precision and the F1, the effects of the Baseline method decrease with the decrease of the sparsity, and CM-BPNN(Tw) has been steadily increasing. The experiment proves that the proposed method can show better recommendation results at lower sparsity and can effectively improve the recommendation quality in data sparsity environment.
The above experiments compare the proposed method with Baseline method in terms of the recommendation performance. This paper also compares the recommended effects of each method based on time weight. The experimental results are shown in the following Fig.4 : Fig.4 the experimental results show that under the different levels of sparsity, each method based on time weight have a good performance, and the proposed approach is still better than the Baseline based on time weight. Table 2 shows that under different sparsity levels, the recommended effects of each method based on time weight are improved to some extent, and our method is still better than the Baseline method based on time weight. It can be seen from the table that this method has better recommendation effects on recall, precision, and F1. 
F. EXPERIMENT ABOUT TOP-N
In the recommendation system, generating a personalized Top-N recommendation list for the user based on the rating prediction, indicating that the first N items of the recommendation list are recommended to the target user. The experiment controls the number of N , and the N value is regularly increased. Comparing recommendation results in different N value and analyze the difference between algorithms. In the above experiments, the processing of the time weight of the historical rating has been confirmed, which can improve the recommendation performance. Therefore, the following figure shows a comparison of Top-N recommendations for our method and other algorithms based on time weight: Fig.5 shows that as the value of N is increasing, CM-BPNN achieves larger values of recall, precision, and F1. On the F1 metric, when N is less than 30, LFM is close to the method of this paper; while N is larger than 30, the effect is lower than we proposed method, Slope One and UBCF can not achieve the effect of our method. In the comparison of recall and precision, the proposed method has better recommendation effect than other algorithms based on time weight. Therefore, in general, the proposed algorithm is superior to other algorithms based on time weight in Top-N recommendation comparison, and has better recommendation effect.
V. CONCLUSIONS
In this paper, we have proposed a BP neural network based on cloud model recommendation algorithm. The recommendation research is therefore conducted based on rating prediction in social networks. In order to improve the accuracy of prediction caused by the randomness and fuzziness of user ratings, and to improve the recommendation quality caused by data sparsity. We first consider the timeliness of user rating information, weakening the historical rating time weight. Then, we use the cloud model to address the randomness and fuzziness of the user ratings, and predict multiple cloud rating prediction for user, and then combines the BP neural network to obtain the user's comprehensive rating prediction. The experimental results show that the proposed method achieves good performance, prove that each method based on time weight is successful attempt. In different sparsity environments, the experimental results show that the proposed method is very effective in data sparsity environment. And the experiment is also compared under different Top-N recommendations, with a result showing that the proposed method improves the recommendation performance compared with the baseline method to some extent.
In this paper, we solve the problem of inaccurate recommendation caused by data sparsity. However, the limitation of the work is that we do not take into account user social relationships. In the recommendation system, the user interest model can be established through the user's friend relationship, and the integration of social relationship can improve the recommendation quality.
For future work, we plan to increase the scalability and portability of the proposed method in this paper. For instance, social relationship between users could be considered in our proposed method.
