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Introdução 
A mistura de distribuições Gaussiana Inversa com sua Recíproca Complementar 
(?>J-IG) foi apresentada por J4>rgensen, Seshadri e Whitmore (1991). Esta mistura 
de distribuições possui propriedades interessantes, algumas delas semelhantes à dis-
tribtlição Ga.ussiana Inversa ou à Recíproca Complementar de uma variável Gaussiana 
Inversa, casos particulares desta mistura. Algumas destas propriedades estão rela-
cionadas a distribuição Normal, tais como a função de dlstrlbuição acumulada pode 
ser expressa em termos da função de distribuição acumulada da Normal Padrão) tem 
uma relação assintótica com à distribuição normal) assim como cumprem em forma 
semelhantes com algumas de suas propriedades. 
Devido a estas propriedades interessantes, satisfeitas por esta mistura de dis-
tribuições e da mesma forma que a distribuição Gaussiana Inversa ou a Recíproca 
Complementar de uma variâvel Gaussíana Inversa, constituem uma alternativa para 
modelar o tempo de falha, assim como VVeíbull, Lognormal, Gama, etc, distribuições 
úties na engenharia e medicina. Esta mistura é uma alternatíva para modelar tempo 
de falha nas seguintes situações: (1) quando existe evidência de que as taxas de 
falha não são proporcionais, (2) quando o logaritmo dos tempos nâ<> se ajustam a 
um modelo de locação-escala, (3) quando existe evidência de que os tempos de falha 
possam ser interpretado como a soma de duas variáveis independentes, uma Bernoulli 
lX 
Composta e a outra Gaussiana Inversa1 (4) quando por experiência ou natureza de 
fenômeno parece que os dados possam ser modelados por esta mistura. 
Pelas razões expostas, neste tra.balho é feíto um estudo desta mistura. de dis~ 
tribuições e realizada uma extensão do trabalho apresentado por J!j&rgensen, Se-
shadri e VVhitmore (1991) para caso de dados censurados e com cova.riáveis. Assim1 
no Capítulo 1, da presente dissertação, faz-se uma revisão da distribuição Gaus-
siana Inversa, apresentam-se as diferentes reparametrizações de sua função de densi-
dade e suas propriedades mais importantes. No Capítulo 2, define-se a distribuição 
da Recíproca Complementar de uma variável Gaussiana Inversa; apresenta-se sua 
função de densidade e sua relação com as diferentes reparametrizações da densidade 
da Gaussiana Inversa e suas principais propriedades, as quais foram deúvadas das 
propriedades da Mistura de Distribuições da Gaussiana Inversa com sua Recíproca 
Complementar e da distribuição da Recíproca de uma varíável Gaussíana Inversa. No 
Capítulo 3, obtém-se a função de densidade da mistura e sua função de distribuição 
acumulada, discute-se suas propriedades mais importantes, demonstra-se que é uma 
convolução de duas variáveis com Modelos Exponenciais com Dispersão e que esta 
mistura é infinitamente divis:ível. No Capítulo 41 apresentam-se proce- dimentos de 
inferência para uma amostra com e sem censura; neste capítulo foi usa- da uma 
reparametrização diferente à utilizada por Jcprgensen1 Seshadri e \Vhitmore (1991 L 
quem só apresenta procedimentos de inferência para uma amostra não censurada. No 
Capítulo 5, propõe-se um modelo de regressão para dados da M~IG, onde assume-se 
que a recíproca do parâmetro Jt depende linearmente das covariáveis. Desenvolvem~se 
ainda, procedimentos de inferência para dados com e sem censura. 
1 
1. Distribuição Gaussiana Inversa 
1.1 Introdução 
Schrodínger (1915) apresentou pela primeira vez a distribuição Gaussiana In-
versa, ao obter a função de densidade do tempo da primeira passagem em IVIovimento 
Browniano C'Brownian Motion'') com tendência positiva. Esta dlstribuição foi pos-
teriormente estudada por Tweedie e \Vald. Assim, Tweedie(1956) propôs o nome de 
Gaussiana Inversa pela relação existente entre a funções geratrizes de cumulantes do 
tempo para percorrer uma unidade de distância e da distância percorrida por uma 
unidade, em Mo-...imento Browniano com tendência positiva. Também, \Vald (l9e17) 
obteve a mesma função de densidade como limite da distribuição do tamanho da 
amostra no teste de razão de verossimilhança sequencial, por isso na literatura russa, 
também se conhece como a distribuição de Wald. 
O primeiro estudo detalhado desta distribuição foi apresentado por Tweedie 
(1957a1 1957b), onde estabelece muitas propriedades estatísticas importantes. Pos-
teriormente, Folks e Chhikara ( 1978) fazem uma revisão sobre esta distribuição, ao 
apresentar sua'l principais propriedades e aplicações. Um estudo mais completo pode 
ser encontrado em Chhikara e Folks (1989). 
A família paramétrica de distribuições Gaussia.na Inversa é uma alternativa para 
modelar tempos de falha, assim como VVeibull1 Lognormal, Gama, etc, distribuições 
2 
comumente usadas na engenharia e medicina. Esta distribuição pode ser útil quando 
os dados ou natureza do fenômeno em estudo, mostram evidência de que não se 
cumprem uma ou ambas das duas situações: (1) O logaritmo dos tempos não se 
ajustam a um modelo locação-escala, por exemplo a distribuíção Valor Extremo (dis-
tribuição do log de uma variável Weibull) e Lognormal, (ver Lawless (1982)); (2) 
Riscos proporcionais, suposição fundamental do modelo de Cox (ver Mil.ler (1982)). 
Assim, num estudo com dados reais, tendo evidência que a condição (1) e/ou (2) 
não são satisfeitas, baseados na natureza dos dados ou considerações empíricas do 
.fenômeno em estudo, então a distribuição Gaussiana Inversa pode ser considerada 
como um modelo alternativo. Para a distribuição Gaussiana Inversa existem muitas 
aplicações, algumas são ba,seada.s em dados de tempos relacionados à existência de 
movimento Browniano. Outras aplicações, simplesmente se justificam pela qualidade 
de ajuste dos dados. Exemplos de ambos tipos de aplicações podem ser encontrado 
em Folks e Chhikara (1989). 
Neste capítulo, apresenta~se um pequeno resumo sobre esta distribuição. Assim, 
na Seção 1.1 são mostradas as diferentes parametrizações da função de densidade e 
as relações entre elas, na Seção 1.2 as suas principais propriedades, na Seção 1.3 se 
demonstra que a distribuição é um Modelo Exponencial com Dispersão; e por último, 
na Seção 1.4 se prova que uma variável Gaussiana Inversa é infinitamente divisíveL 
1.2 Funções de densidade 
De acordo com Tweedie (1957), uma variável aleatória contínua Y tem uma 
distribuição Gaussiana Inversa com dois parâmetros reais positivas se tem função de 






À ) l/Z [ i' À l f 4 (y; ,P, A) = 2rry' exp - ~~: + ,P- 2y , (1.4) 
onde y > O e os valores "'{, ..\, J.l, 1/; satisfazem as relações 
As funções de densidades dadas em (1.2), (1.3) e (1.4) satisfazem as seguintes relações 
Cada função é utilizada para propósitos específicos na teoria de Movimento Brow-
niano. Pode-se observar, na função J4 que a forma da distribuição depende de 'lj; e 
a escala ,\. Assim '1/; e À são os parâmetros de forma e escala, respectivamente. Os 
gráficos da.'3 funções de densidade pa,ra alguns valores de 1/J e .\ estão nas Figuras 1.1 
e 1.2. 
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Figura 1.1: Gráfico da função de densidade f 4 para À= 0.2 fixo e valores de 'lj; 
diferentes. 
Ao consíderar a seguinte reparametrização 
' -1 ,_, v=p ev=A , 
a função de densidade pode ser escrita como 
( 
3 )-1/2 [ (1- 8y)'] J5 (y; li, v) ~ Z1ry v exp - Zvy . (1 S) 
Esta reparametrizaçã.o dada por \Vhítmore (1983), representa a função de densidade 
do tempo da primera passagem para absorver uma barreira, localizada a urna unida~le 
de distância da origem num processo de \Viener com parâmetro de tendência 8 > O 
e parâmetro de inconstância 11 > O. 
,«'•, 









Figura L2: Gráfico da função de densidade }4 para ·lj; = 1 fixo e diferentes valores 
de À. 
Para o desenvolvimento da presente dissertação, será considerada a seguinte 
função de densidade 
( )
-1/2 [ (y-p)'] 
fs(y; p, v) = 27ry3v exp 2vp.'y , 
(1.6) 
Esta função é relacionada com a função de densidade f 2 da seguinte forma 
Para indicar que uma variável aleatória Y tem uma distribuição Gaussiana Inversa, 
com a função de densidade dada em (L6) será usada a seguinte notação: Y ""' 
IG(p,v). 
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1.3 Algumas propriedades importantes 
Nesta seção considera-se algumas das propriedades básicas da distribuição Gaus-
siana Inversa. Estas e outras propriedades podem ser encontradas de forma resumída 
em Johnson e Kotz (1970) e também em Chhikara e Folks (1978). 
Teorema 1.1 
Seja Y ,...._, I G(p, v). Então a função geratriz de momentos pode ser escrita como 
Teorema 1.2 
Seja Y ~ IG(fl, v). Então 
i) A média de Y é 
ii) A varíânda é 
ü) A moda é 
E(Y) = !t. 






A média pode ser obtida fácilmente ao derivar (1.7) e fazendo t=O. De maneira 
similar, ao derivar duas vezes (1.7) e fazer t=O, resulta em 
(1.11) 
Logo a variância é obtida ao substituir (1.8) e (1.11 ), na equação seguinte 
Var(Y) =E (Y') -[E (Y)]2 • 
A moda da distribuição é obtida ao resolver a equação resultante da derivada da 
função de densidade dada em (1.6) com respeito a y e igualando a zero. Isso mostra 
que a distribuição é unimodal, desde que ôfd§;:''v) = O tenha uma úníca soluçã.o. O 
A função de distribuição acumulada, em termos da distribuição acumulada da 
Normal Padrão, apresenta-se no seguinte teorema: 
Teorema 1.3 
Seja Y"" IG(p., v). Então, a função de distribuição acumulada pode ser escrita: 
onde y >O e 
<1\(z) =L (z,.tl exp (- t;) dt. 
A dedução da expressão dada em (1.12), em função da dístribuição acumulada da 
Normal Padrão1 foi feita por Shuster (1968) e Chhikara~Folks (1974). 
A distribuição Gaussiana Inversa, assim como a Gama e Lognormal, converge 
assintoticamente à Normal em função de pv. Este resultado, pode ser verificado no 
seguinte teorema demostrado por \Vald (1947) 
8 
Teorema 1.4 
Seja Y"' IG(p, v), então, quando vp ~O a distribuição de Y converge assintó-
tícamente a uma distribuição Normal com média p, e variância p3v . o 
A distribuição Gaussiana Inversa tem algumas propriedades análogas à dis-
tribuição Normal, apresentadas no seguinte teorema: 
Teorema :ui 
i) Sejam Y"' IG(p, v) e c uma constante real positiva. Então 
cY ~ IG(ctt,v/c). 
ii) Seja Y ~ IG(tt, v). Então 




iii) SeJ·am }';1 Y2 · • · Y" variáveis aleatórias Gaussiana Inversas distribuídas in~ ' ' • m 
dependeu temente com parâmetros Jli e Vi, para i = 1, · · ·, m. Sejam Ci, i = 1, · · · ~ m 
constantes reais positivas tais que para todo índice i, Ç = CWiJ-tl é uma constante 
positiva. Então a combinação línear 
t,c,y ~ IG (t,c,p,,Ç (t,c,p;) _,). (1.15) 
A constante Ç é a condição de constância desta propriedade. o 
A função de Sobrevivência (Conflabílidade) S(y) = 1-F(y), pode ser facilmente 
obtida de (L12) podendo ser escrita da seguinte forma 
{ 
y - p } [ -1] { y + p. } S(y;p.,v)=<ji . 1 -exp 2(vp) <!> - 1 
p. (vy)' p. (vy)' 
(1.16) 
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A função Risco (Taxa de Falha) é dada por 
(2ny3vft exp {-<11 2.ul~} 
r(y; Jl, v)= 2p. "'Y • 
<l> {- "~"~~~}- exp [2 (v~r'] <l> {-.~~·} 
(1.17) 
Chhíkara. e Folks (1977) fizeram uma análise desta função. Desta análise, eles cv.n-
du-.íram que r (y) é crescente até algum valor que pertence ao intervalo ( YrM y0 ): onde 
Yo > Ym e Ym moda da distribuição1 logo decresce aproximando-se assintoticamente a 
~ (vtt2r 1 . Além disso, eles também observaram que r (y) pode ser virtualmente não 
decrescente para. todo yl quando v-1 é relativarnente maior que Jl, já que1 quando 







' ' ' . ' :: 
' ' ' o . .L 











Figura 1.3: Gráfico da função risco para alguns valores de I' e v. 
Outra propriedade da distribuição Gaussíana Inversa1 dada por Whitmore (1983), 
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importante na estimação e inferência dos parâmetros com dados censurados é 
E(Y'+'[Y>a) =p' [E(Y'-'IY> a) +v(2B-1)E(Y'IY >a)+ 2va'+If,(a;p,v)l, 
1- F (a) 
para todo s inteiro, com 
e 
F (i:) 
E(YIY>a)= P." . 
1-F(a) 




De acordo com J~rgensen (1987 11992)1 um Modelo Exponencial com Dispersão 
{caso contínuo) é uma distribuição com a seguinte função de densidade 
y E 3!\ (1.21) 
onde a e tC são funções conhecidas) ), varia em um subconjunto de 3f+ e O varia em um 
subconjunto de 3{k, Nesta definição, pode--se observar que para À conhecido, (1.21) 
é uma farnilia exponencial, então a Família de :rvfodelos Exponenciais com Dispersão 
é uma generalização da família exponenciaL Para denotar que um vetor Y segue 
um Modelo Exponencial wm Dispersão e com função densidade dada em (L21 ), 
será adotada a notação Y !"V ED (JJ 1 v) 1 onde: J.l = E (Y) é a esperança e 11 = 1/ À o 
parâmetro de dispersão. A variância de Y é V ar (Y) = v V (Jl), onde V (Jt) é a função 
11 
variância. Seja r (8) = ~' (B). É fácil mostrar que p. =r (O) e V (p.) = K" (r- 1 (p.)), 
onde ,.:; é a função geratriz dos cumula.ntes. 
Para o caso discreto, J<forgensen (1987,1992) definiu o J.Vlodelo Exponencial com 
Dispersão como a distribuição de um vetor Z, com função de probabilidade: 
(1.22) 
onde a"' e K são funções conhecidas. Jt))rgensen (1987, 1992) usa a notação Z "' 
ED* (B, À) 1 para denotar que um vetor Z segue um f..Iodelo Exponencial com Dis-
persão e com função de densidade (1.22). Também, pode deduzir-se que E ( Z) = ÀJl e 
Var(Z) = .XV(!'),onde I' =r(B) =K'(O) e V(p.) =K"(r~1 (!')); isto é, o mesmo 
que para o caso contínuo. 
As funções dadas em (1.21) e (1.22) estão relacionadas pela seguinte trans-
formação: y ---t z = >.y; isto é, existe uma relação fechada entre estas funções. Logo, 
um Modelo Exponencial com Dispersão pode ser expresso usando corno densídade a 
funçào (1.21) ou (1.22) 1 quando o modelo é contínuo. Da mesma forma, (L21) ou 
(1.22) pode ser usadas como função de probabilidade quando o modelo é discreto. 
Os Modelos Exponenciais com Dispersão são úteis em Modelos Lineares Gene-
ralizados (MLG), constitui uma generalização da dístríbuição dos erros em MLG. 
Estes modelos têm certa analogia com os modelos de locação-escala, onde Jl = E (Y) 
faz o papel de locação e v o papel de parâmetro de escala. Estes modelos têm as 
va.ntagens da elegante teoria assintótica, que generaliza a análise de desvio para os 
Modelos Lineares Generalizados, pois originam a versão assintótica dos testes T, F, 
x2 a partir da teoria de modelos lineares normais. 
J,Prgensen (1987,1992) também demonstrou que a distribuição Gaussiana Inversa 
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é um Modelo Exponencial com Dispersão. Isso pode ser mostrado facilmente, porque 
ao substituir 7 = -0 em (1.1), tem~se uma função de densidade da forma (1.21) 




' para e< o, À= v-1 e p = ( -20r'" 
1.5 Divisibilidade Infinita 
Steutel (1979) define Divisibilídade Infinita de uma variável Y da seguinte forma: 
Definição 1 
Uma variável aleatória Y é infinitamente divisível se para cada n E N existem 
variáveis aleatórias í.i.d. 1 lln1 • • ·, "Y';m 1 tais que: 
A importância deste conceito, radica-se em que alguns modelos só podem ser 
definidos em termos de Divisibilidade Infinita. Assim, Steutel (1979) apresenta dois 
exemplos, o primeiro foi dado por Kattí e o segundo por Thoriro1 ambos publícados 
em 1977. 
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Exemplo 1. Seja X o número de insetos coletados em certa área de terra num 
determinado período de tempo. A área é subdividida em 50 pequenos lotes aproxi-
madamente iguais. Logo, a variável X pode ser representada no modelo da forma 
seguinte 
X= Yi + ... + Yso, 
onde é suposto que Jí,· · ·) Yso são i.i.d. Também é conhecido que X pode ser aproxi-
mado pela distribuição logarítmica1 que é infinitamente dívisível. 
Exemplo 2. Seja X a quantidade de dinheiro ( consideranda como variável} que 
uma companhia de seguros paga durante um ano. Sejam Y1 , ···,}52 a,s quantidades 
correspondentes a cada semana. Então, a variável X pode ser representada no modelo 
como 
X = Yi + --- + }5, 
onde é suposto }i,···, Y;2 são i.i.d. Neste caso, muitas distribuições são compativeis 
a X 1 tais como a distribuição de Pareto e Lognormal, que são infinitamente divisíveis. 
Steutel (1979), duvida que o segundo exemplo possa ser formulado desta forma 1 
devido a que a distribuição da quantidade de dinheiro que a companhia paga por 
semana pode mudar de um período do ano a outro. Além disso1 ele apresenta o 
seguinte teorema1 que será útil para demonstrar que uma vaJiável é infinitamente 
divisíveL 
Teorema 1.6 
A divisibilidade infinita é preservada pela convolução e limite em distribuição. O 
Em alguns teoremas relacionados com divisibi1idade infinita, se precisa do con-
ceito de função completamente monótona, apresentado em Feller (1971). 
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Definição 2 
Uma função <11 definida sobre !RÓ = ffi>+ U {O} é completamente monótona se 
possui derivada ~(n) de todas as ordens tal que ( -lf' tJ?{n)(t) .:2: O, para todo t >O. 
Além disso, Feller (1971) apresenta os seguintes teoremas relacionado com a 
definição anterior: 
Teorema !. 7 
Se IP é completamente monótona e W urna função com derivada completamente 
monótona) então, a corüposição W (W) é completamente monótona. o 
Teorema 1.8 
A função :S(t) = E(e-Yt) é a transformada de Laplace de uma distribuição 
infinitamente divisível se e só se existe uma função iP(·) 1 tal que S(t) = exp {q)(t)}, 
onde -W(t) tem derivada completamente monótona e W(O) =O. o 
A seguir, mediante o uso da De:fin1ção 2 e o Teorema 1.8 prova-se que Y ""' 
JG(tt, v) ê infinitamente divisível. 
Teorema 1.9 
Y ;<V IG(Jll v) é infinitamente divisível. 
Para o caso de Y ;<V IG(Jll 11)) é fácil demonstrar que a transformada de Laplace 
é 
S'(t) ~ exp{<!>(t)}, 
onde 
<l>(t) ~À [K(O - t)- "(0)], com <!>(O) ~O, 
À~ v-!> o, o~- (2vjt2r1 e <(0) ~ -(-20)-'i'. 
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Mas, como-<!>(1)(1)? O, para todot > Be <!í(t) = .\x(B- t)+c,onde À> Becéuma 
constante, então é preciso mostrar que g (u) = K. ( -u) =- (2u)1/ 2 é completamente 
monótona, para. que a distribuição de Y seja infinitamente divisível. Mas, como 
2rt-l 
(-l)"g("l(u)={l·3· ... ·(2n-1)}(2uf-,-;::o, 
para todo u > Oj temos que g ( u) é completamente monótona. Portanto, a dis-
tribuição de Y rv IG(f.11 v) é ínfmitamente divisíveL O 
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2. Distribuição da Recíproca Complementar de uma Variável 
Gaussiana Inversa 
2.1 Introdução 
Uma variável aleatôria Y se distribui como a Recíproca Complementar de tV ,..... 
IG (J.l, v) , se y-t ,.__. I G (p.-1 , vp2). A distribuição desta variável foi apresentada por 
Jfrgensen 1 Seshadri e VVhitmore (1991). A importância da distribuição, é que inclui 
como um caso particular a distribuição da Recíproca de uma variável Gaussiana 
Inversa) distribuição que também é útil para modelar tempo de falha. Um exemplo 
de aplicação desta última distribuição foi dada por Jç)rgensen (1982). Propriedades 
importantes da distribuição da Recíproca de uma variável Gaussiana Inversa pode ser 
encontradas em Tweedie (1957a), VVasan (1968), Johnson e Kotz (1970) 1 e Chhikara. 
e Folks (1989). 
A distribuíção da Recíproca Complementar de uma variável Gaussiana Inversa) 
da mesma forma que a distribuição Gaussiana Inversa, é útíl para modelar tempo 
de falha. Esta distribuição é uma alternativa para modelar tempo de falha nas 
segujntes situações: (1) Quando existe evidência de que as ta.,xas de falhas não são 
proporcionais. (2) Quando o logaritmo dos tempos não se ajustam a um modelo de 
locação~escala. (3) Quando existe evidência de que os tempos até acontecer a falha 
possam ser interpretados como a soma de duas variáveis, uma x2, com um grau de 
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libertade e a outra Gaussíana Inversa. (4) Quando, por experiência ou natureza do 
fenômeno 1 pareça que os dados possam ser modelados por esta distribuição. 
Pelos motivos apresentados, e esta distribuição satisfaz propriedades semelhantes 
à distribuição Gaussiana Inversa, neste capítulo se faz um pequeno estudo desta 
distribuição. Assim, na Seção 2.2 apresenta-se a função de densidade e seus relações 
com as diferentes representações da densidade da IG. Na Seção 2.3, mostra-se seus 
propriedades mais importantes, que serviram para demostrar algumas propriedades 
da místura de distribuições Gaussiana Inversa e sua Recíproca Complementar. 
2.2 Função de densidade e sua relação com a densidade da Gaussiana 
Inversa 
A variável Y se distribui como a Recíproca Complementar de uma variável Gaus~ 
sia.na Inversa com função de densidade (1.6), se tem a seguinte função de densidade: 
( 
2 )-l { (y-p)'} g (y; }1, v) :::::: 27rj.l vy exp -
211 
p'l.y , (2.1) 
A função de densidade desta variável se relaciona com as funções de densidade da 
Gaussiana Inversa, dadas em (1.2), (1.3), (1.4), (1.5) e (1.6), da seguinte forma: 
g (y; I'' v) = 1'-1 Y f, (y; fi,.\) 
= 11-'yf, (!1-1 Y; 1, </;) 
= ,p>.-'yf, p.-'y;</;,1) 
= 8yf,(y;ó,v) 
= 1'-lyj, (y; /',v) • 
onde p, {jl ,\l e v) satifazem as seguintes relações: 
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A Figura 2.1 mostra o gráficos da funções de densidade para v = 2 e alguns 
valores de p. A Figura 2.2 mostra os gráficos da funções de densidade para p. = 5 
e alguns valores de v. Nestes gráficos pode observar-se que parâmetro p joga um 
papel parecjdo ao de um parâmetro de locação, e a escala do gráfico depende do 
parâmetro v. Logo fl é uma especie de parâmetro de locação e v parâmetros de escala 
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Figura 2.2: Gráfico da função de densidade g para p, = 5 fixo e diferentes valores de 
v. 
Para denotar que uma variável aleatória Y se distribui como Recíproca Comple-
mentar de uma variável Gaussiana Irtversa, com função de densidade dada em (2. i), 
usa~se a seguinte notação: Y ""R- IG(J.L,v). 
2.3 Algumas propriedades importantes 
A distrihuição R- IG (ft, v) tem muitas propriedades interessantes, a mamr 
parte é semelhantes às propriedades da Recíproca de uma variável Gaussiana Inversa. 
Assim, nesta seção apresentam-se algumas destas propriedades. 
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Teorema 2.1 
Se Y ,..._R -IG (J.l 1 v), então a função geratriz de momentos é dada por 
Também, esta função pode ser escrita como 
My(s) = My, (s)My, (s), (2.3) 
onde 
(2.4) 
é a função geratriz de momentos de uma variável Yi ,..._, I G (JJ, v), e 
(2.5) 
é a função geratriz de momentos de uma variável Y; ,.., l!j12xt1). O 
Deste teorema1 pode-se observar que Y é uma convolução de duas variáveis 
independentes, a primeira variável é Gaussiana Inversa e a outra VJ1 2 vezes xf1). Este 
resultado foi demonstrado por Tweedie (1957) para a Recíproca de uma variável 
Gaussiana Inversa. 
Teorema 2.2 
Se Y,.., R- IG (p, 11) ~ entã.o 
i) a média de Y é 
ii) a variância é 
E (Y) = p + p2 v, 
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iii) a moda da distribuição é 
i) e ii) Por (2.3), Y é uma convolução de duas variáveis independentes li e Yí. 
Então~ a média de Y é 
E (Y) =E (Y1 ) +E (1'2) = Jl + Jl'v, 
e a vananda é 
V ar (Y) = V ar (Y1) +V ar (12) = Jl'v + 2jl4v 2 . 
Este resultado é obtido de (2.4) e (2.5), substituindo s-::::: O nas derivadas de lVIr; (s), 
i= 1,2. 
iii) Ao derivar a função de densidade dada em (2.1) com respeito a y e igualando 
a zero resulta 
Esta equaç-ão só tem urna raiz positiv-a para p e v positivos, dado por 
Isto mostra que a distribuição é unimodal. o 
É fácil deduzir de (1.12) 1 a funçã.o de distribuição acumulada de Y em termos 





<ll (a)= = exp _:_ dz. j " 1 { -'} 
-oo v2r. 2 
A função de Sobrevivência ( Confiabilidade) S (y) = 1 - G (y) é 
{ 
y- ~ } { -1} { y + ~ } S(y;p,v) = <ll - 1 +exp 2(vp) <ll - 1 
!'(vy)' !"(vy)' 
(2.7) 
para todo y > O. 
A função Risco (Taxa de Falha) r (y) = g (y) j S (y) pode ser obtida M substituir 
as expressões dadas em (2.1) e (2.7), na definíção da seguinte função 
(21rp 2vy )-! exp {- <;;~)z} 
r(y-p v)= "' (2.8) 
' ' <~>{-..JC.JT}+exp{2(vpJ-'}o{--li±iT} 
tt(vyp J.i.(vy/2 
para todo y >O. 
Chhikara e Folks (1977) mostraram para a distribuição Gaussiana Inversa, que 
sea função risco r (y) é crescente até algum valor que pertence ao intervalo (ym,Yo), 
onde Yo > Ym e Ym é a moda, logo decresce aproximando~se assintóticamente ao 
valor de t (vp2r 1 • Pode ser mostrada, da mesma forma, que r (y; p, v) tem o mesmo 
comportamento. Além disso, r (y; p, v) de (2.8) pode ser virtualmente não decrescente 
para todo y > Ú1 já que1 quando v~ 1 .......,. oo e y ....-.+ oo, então r (y) ....-.+ oo. Uma idéia 
desta conclusão pode ser apreciada na Figura 2.3. 
Da mesma forma que a distribuição Gaussiana lnversa1 a R - JG (JL 1 v) é apro-
ximadamente Normal com média f1 e variância Vfl 3 1 para f1 fixo e pv pequeno. Desta 
propriedade pode observar-se que a forma da distribuição depende de VJ.l) então vp, 
é o parâmetro de forma da distribução. Além dísso1 esta distribuição possui algumas 






















Figura 2.3: Gráfico da função risco para alguns valores de J1. e de v. 
Teorema 2.3 
i) Seja Y ~R- IG (p, v), Então 
(Y-p)2 , 
Vf.Izy ,.... X(t)· 
ii) Seja Y ""' R- I G (Jl, v) e c urna constante real positi'va. Então 
cY ~R- IG (cp, D, 
o 
A distribuição da Recíproca Complementar de uma variável Gaussiana Inversa 




Sejam }í, · · ·, Ym variáveis aleatórias independentes, tais que li,..,._. R-IG (fti, v;), 
Ci constantes reais positiva tal que Ç = c,v,;tZ, para todo í = 1, · · ·, m. Então a função 
geratriz dos momentos de l:i':!:1 c; Y;_ é 
M(L:;:, o;Y;) (s) = Mv, (s) Mv, (s) (2.9) 
onde 
m 
Mv, (s) =(I- 2sÇfT 
e 
o 
Neste teorema, pode-se observar que AiVi (s) e J11v1 (s) são as funções gerat.rizes 
de momentos das variáveis vl ,....., X(m) e v; ,....., IG ( Li~l Cí,Ll;, ç o:i~l CiJ.lÚ - 2) J respec-
tivamente. Logo, a combinação linear de variáveis Recíprocas Complementares1 sob 
condição de constância, é uma convolução de duas variáveis independentes Ví ,...., x(m) 
e Y2""' IG (C:Z:i~1 CiJli) ,Ç (L:i~1 Cif-1-i)-2). 
Outra propriedade importante relacionada com a propriedade dada na. equação 
(1.18) da distríbuição Gaussíana Inversa1 que é útil na estimação e inferência com 
dados censurados 1 é apresentada no seguinte teorema. 
Teorema 2.5 
Seja Y NR- IG(!',!') e X- IG(!',v). Então 
E(i''IY ) = E(X'+liX >a) 
>a E(XIX >a) 
(2.10) 
para todos inteiro, e onde E (X"jX >a) pode ser obtidas através da fórmula (1.18). 
o 
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A distribuição da Recíproca Complementar de uma variável Gaussiana Inversa 
não é um modelo exponencial com dispersão, já que não pode ser expressa na forma 
dada em (1.21) ou (L22). Mas, uma variável Recíproca Complementar é infinitamente 
dívisivel. Pode-se demostrar facilmente, já que, a variável recíproca complementar é 
uma convolução de duas variáveis infinitamente divisíveis, a primeira Gaussiana In-
versa e a segunda Gama. Logo, pelo Teorema 1.6 do Capítulo 1, a variável Recíproca 
Complementar de uma Gaussiana Inversa é infinitamente divisíveL 
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3. ft1istura da Distribuição Gaussiana Inversa Com sua Recíproca 
Complementar 
3.1 Introdução 
A mistura da distribuição Gaussiana Inversa com sua Recíproca Complementar 
foi obtida por Jq)rgensen, Seshadri, e Whitmore (1991L como um caso particular 
da generalizaçào da função de distribuição acumulada da Gaus:siana Inversa. Eles 
derivaram duas representações desta distribuição, uma como uma mistura da dis-
tribulcão Gaussiana Inversa com sua Recíproca Complemetar e a outra como uma 
convolução de duas varíáveis independentes, a primeira Gaussiana Inversa e segunda 
Binomial Composta. Também, eles discutiram propriedades importantes desta dis-
tribuição, algumas delas semelhantes à distribuição Gaussiana Inversa. Estas e outras 
propriedades tratadas por estes autores, serão abordadas neste capítulo. 
3.2 Função de densidade 
Sejam li e Y2 variá,.reis aleatórias independentes, tais que 
Yi ~ IG(~, v) e Y, ~R- IG(~, v). (3.1) 




com p-robabilidade 1 - p 
(3.2) 
com probabilidade p 
onde O :S p :S L A distribuição de Y dada em (3.2) é conhecida com o nome de 
Mistura da Distribuição Gaussiana Inversa com sua Recíproca Complementar. 
De acordo com Titterington, Smith e Makov (1985), a variável aletória Y é uma 
mistura de duas variáveis Yi e 12 se tem função de densidade da forma 
f (yiv') = (1- p) !r (yiB) + pf, (yiB), (3.3) 
onde O :S p ::; 1, f 1 e h são funções de densidade de Yí e ):"2, respectivamente1 e 
~.1 = ( fJ' 7 p )' . Para o caso que se discute agora, f 1 e f2 são as funções de densidade 
dadas em (1.6) e (2.1) respectivamente, que correspondem às densidades de Gaussiana 
Inversa e sua Reclproca Complementar com parâmetro() = (p, v Y. Logo1 ao substituir 
as correspondentes funções de densidades em (3.3), resulta 
Para denotar que uma variável aleatória se distribui como uma mistura de Gaussiana 
Inversa com sua Redproca Complen1enta:r e com função de densidade dada em (3.4), 
será usada a notação AI- IG(p, v,p). 
A Figura 3.1 mostra. os gráficos das funções de densidades para v = 0.2, p = 0.6 
e vários valores de p. A Figura 3.2 mostra os gráficos das funções. de densidades para 
p = 0.2, p = 0.6 e vários valores de v. Logo, para um me.'3mo valor de P: pode-se 
observar que parâmetro p. joga o papel de um parâmetro de locação e a escala depende 
do parâmetro v. Portanto~ p é uma especie de parâmetro de locação e v o parâmetro 
28 
de escala da distribuição, respectivamente. 
o 





mu .. i2 
0.6 0.8 
Figura 3.1: Gráfico da função de densidade g para v::::::: 0.2 e p = 0.6 e vários valores 
de~· 
Outra representação interessante da função de densidade da Mistura de Gaus-
siana Inversa com sua Recíproca Complementar, consegue-se com a reparametrização 
(
1- p) 
i=f' -p- < (3 5) 
Logo1 a função de densidade pode ser escrita 
(










Figura 3.2: Gráfico da função de densidade g para ft = 0.2 e p = 0.6 e vários valores 
de v. 
3.3 Função de Distribuição 
Seja Y uma mistura das variáveis Y1 e Y2 . A função de distribuição acumulada 
de Y é clach~ por 
Gp(y) = (1- p)F1(y) + pF2(y), (3,7) 
onde F 1 e }2 sào funções de distribuição acumulada de Y1 e }'; 1 respectivamente. 
Logo, ao substituir as expressões equivalentes dadas em (1.12) e (2.7), tem-se 
G,(y) =<li {a(y)) + (1- 2p)exp Cv) <li{tJ(y)) (3 8) 
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e j3 (y) = (3.9) 
e 
~(a)= L~exp{-~}dz. 
J<;6rgenseu, Seshadri e VVhitmore (1991) demonstraram que o: (y) e j3 (y) são soluções 
linearmente independentes da equação diferencial de Euler 
Soluções desta equação diferencial são da forma 
(:3.10) 
onde C1 e C2 são constantes (Hildebrand 1 19761 pag. 12-15). Além dlsso, eles demons-
traram que a funçào de distribuição dada. em (3.8) é um caso particular da seguinte 
generalização da distribuição acumulada da Gaussiana Inversa 
F(y) =A~ {x1 (y)} + B~ {x2 (y)} (3.11) 
onde x1 (y) e x 2 (y) são soluções linearmente independentes da forma dada em (3.10), 
.A e B são constantes escolhidas de modo que (3.11) seja função de distribuição 
acumulada. 
3.4 Propriedades desta Família de Mistura 
Esta família de distribuições tem muitas propriedades interessantes1 algumas 
delas apresenta+se a seguir. 
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Se Y""" 1\tf- IG(t-t 1 v,p), pela relação (3.8), a função de Sobrevivência (Confia-
bilidade) S(y) = 1- Gp(y) é dada por 
S(y;p,v,p)=il>{- y-p1 }-(1-2p)exp(2.)il>{- Y+l'r}• 
I' (vy)' f'V I' (vy)' 
(3.12) 
e a função Risco (Taxa de Falha) r (y) = g (y; p, v,p) f R (y) é 
(1 - p + P!'-1y)(2rrvy3f! exp { - 1J;;.O 
r (y; Jl., v, p) = { } { } . 
iJl _-'l:::J;_ - (1 - 2p) exp ( :) ij) -~ 
J.>(vy)± J.! p.(vy)~ 
(3.13) 
De uma análise desta função Risco, muito símilar ao realizado por Chhikara e Folks 
(1977) para a função Risco da IGl chegou-se a seguinte conclusão: Existe um ponto 
y0 tal que r (y) é crescente até algum ponto que pertence ao intervalo (Ym 1 y0 ), onde 
y0 > Ym e Ym é a moda da il;f- IG, logo decresce aproximando-se assintóticamente ao 
valor! (vp, 2)-1. Além disso, também pode-se observar que r (y) pode ser virtuahnente 
não decrescente para todo y, quando v-1 é relativamente maior que f1· Isto é1 quando 
v-1 -+ oo e y -+ tX\então r (y) -+ oo. A demostração desta conclusão, encontra-se 
feito num relatorio não publicado, Maehara (1994). Uma idéia desta propriedade 
pode ser observado na Figura 3.6 
Também, temos os seguintes resultados: 
Teorema 3.1 
Seja Y ~ M- IG(p, v,p), l'i ~ IG(!'. v) e Y, ~R- IG(p, v). Então, a função 
geratdz de momentos de Y é 
My(s : I'• v,p) = (! - p)My, (s; p, v)+ pMy,(.s; p, v) (3.14) 


















Figura 3.3: Gráfico da função risco para alguns valores de !J, 11 e de p. 
Teorema ,3.2 
Seja Y ,...., Nf- IG(ft, v,p). A função gera triz de momentos de Y pode ser escnta 
My(s : p, v,p) = k!y,(s; p, v) [1- p + pkly,(s; vp')] , (3.1)) 
onde JV!y1 ( s; f1, v) é função geratriz de momentos da variável lí ......, IG (p., v )e A!y2 ( s; v;.t2 ) 
é a função geratriz de momentos de uma variávell3....., VJ.l2Xf1). 
Pro·va 
Ao substituir a expressão equivalente, dada na equação (2.3) em (3.14) a função 
geratriz de momentos de Y pode ser escrita como 
My(s: p,v,p) = (1- p)My,(s;p,v) + pMy,(s;p,v)My,(s; vp2 ). 
Logo, fatorando l\1y1 (si JL, v) obtém-se (3.15). o 
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Esta propriedade indica que Y é urna convolução de uma distribuição Gaussíana 
Inversa com uma Bernoulli Composta. Isto é, 
onde }í e T sào variáveis aleatórias índependentes, tais que 
e 
Yí ~IG(p,v), 
O com probabilidade 1 - p 
Y3 com probabilidade p, 
Y ' 2 3'"" vp. X(1)· 
Teorema 3.3 
Seja Y ~ M- IG(p, v,p). Então, 
i) A média de Y é 
E(Y) =I'+ pvp2 • 
ii) A variánda de Y é 




ííi) A mistura de distribuições da Gaussiana Inversa com sua Recíproca Comple-
mentar é sempre unimodal. 
Da equação (3.16), temos que a média de uma variável Y,..,., Nf- IG(Jl: v, p) é: 
E (Y) = E (}í) + E (T) , (3.19) 
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onde Yi e Y2 são definidas em (3.17) e (3.18), respectivamente. Por (LS) E(xí) = p e 
por (3.18) E (T) = pvj12 Substituindo em (3.19), tem-se a média. 
Da mesma forma, a variânc,ia de Y é 
V ar (Y) = V ar (Y,) +V ar (T), 
porque Yl e T são independentes. Por (1.11) Var(Y1) = I!Jt\ e para obter a 
Var(T) = v2 j14p(3- p), é preciso derivar o segundo fator do lado direito de (3.15). 
Substituindo, tem-se a variàncía de J< 
Ao derivar a funçã.o de densidade dada em (3.4) com respeito a y, resulta 
(2 ')-l { (y-p)'}( 2 ') - 1wy exp - . 2 ao+ a111- azy - a3y , 2VJ1 '!) (3.20) 
Logo, igualando a zero resulta a seguinte equação 
uma vez que, para y > O, os outros fatores de (3.20) são diferentes de zeros. Logo, 
pelo teorema do valor médio: esta equação tem exatamente uma raiz positiva para 
todo f-l > O, v > O, e p E [0, 1], dado que ai > O, i = 1, 2, 3. Portanto, a NI-IG é 
unimodaL o 
Assim como a distribuiçào Gaussiana Inversa, sua Recíproca Complementar sa~ 
tisfaz a propriedade apresentada no teorema a seguir. 
Teorema 3.4 
Seja Y"' .M ~ IG(J•l v, p) e c é uma constante positiva. Então, 
cY- M- IG(cp, vfc,p). 
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Esta propriedade pode ser facilmente demonstrada usando a relação dada em 
(3.15). o 
A distribuição da ~.f:istura da Gaussiana Inversa com sua Recíproca Complemen-
tar atende à seguinte proprledade de convolução. 
Teorema 3.5 
Sejam Yll · · · 1 }~ variáve-is aleatórias independentes, tais que li """ J\1- IG(Jli, v f ttT 1 p ). 
Então) a variável T:::: I:i=1 Yi tem a seguinte função geratriz dos momentos 
(3.21) 
onde p = I:f=1 f-ti, Jl;iy1 ( s; p, v j f.1 2 ) é a função geratríz dos momentos de uma variável 
lí,....., IG(J-t 1V/Jt2) e l\1y:}(s;v) de uma variá.vel}J"' vp2x{1J. Jsto é) T é uma con-
volução de uma distrihuiç.ão Gaussiana Inversa com uma Binomial Composta. D 
Teorema 3.6 
Seja Y ~ M -IG(f', v,p). Então Z ~ j(Y -p) 2 / (vi''Y) tem a seguinte função 
de densidade 
{ ~}1 [1.,] gz(z;jt,v,p)~ l-(l-2p)zV 4 +pvz' ~exp -;;z-, (3.22) 
para todo z E íR. o 
Na função de densidade dada em (3.22), pode~se observar claramente que quando 
p=l/2, Z tem uma distribuição Normal Padrão. Por esta razão, se Y "'"' }.:1 -
IG(f..l, v, 1/2) tem-se a família de distribuições de tempo de vida estudada por Birm-
baum e Saunders (1969). 
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Teorema 3.7 
Para qualquer p E [0 1 1] 1 a distribuição de uma variável Y"""' kf- IG{tt 1 v,p) é 
aproximadamente Normal com média p e variância VJ13 para um p fixo e JW pequeno. 
Fazendo a transformação 
onde .\ = J-lV, tem~se a densidade 
Logo, quando À -+ O, tem+se a densidade da Normal Padrão. Isto implica, para J1 
fixo e !lf.l pequeno, A!- I G é aproximadamente normal com média j1 e variânda v p3 , 
para qualquer p E [O, 1]. o 
Uma idéia desta propriedade pode ser apreciada nos gráficos dados nas Figura 
3.3, Figura 3.4 e Figura 3.5. Estas figuras mostram que para um mesmo valor de jl, 
os gráficos das densidades para valores diferentes de p, são mais parecidas conforme 
diminuí o valor de v. Também, deste teorema pode observar+se que a forma da 
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Figura 3.4: Gráfico da função de densidade g para tt = 20 e v= 15 e três valores de 
p, 
Outra propriedade interessante desta distribuíção 1 que é semelhante a uma p ·o~ 
prieda.de da distribuição Normal é a seguinte: 
Teorema 3.8 
v- (Y-p)' ' v - 2vp'Y ~ X(ll· 
Para demonstrar esta propriedade1 precisa-se fazer a transformação z-1 w = '
2
, 
onde Z tem função de densidade dada pelo Teorema 3.6. Desta transformação resu 1ta 
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Figura 3 . .5: Gráfico da função de densidade g para J.i = 20 e v = 5 e três valores ile 
p. 
Teorema 3.9 
Seja Y ~ M- IG(p,v,p/ (p + 1)), onde 1 = p (1- p) /pé conhecido. Então, a 
mistura pertence à fanúlia. exponencial com dois parâmetros. 
Isto pode demonstrar-se facilrnente1 a partir da função de densidade dada na 
equação (3.6), ao fazer 
Y+! 















0.040 0.045 0.050 0.055 0.060 
y 
Figura 3.6: Gráftco da função de densidade g para J-1· z::: 20 e v= 0.1 e dois valo:res 
de p. 
o,=- (2vtt') _, o,=- (2vr' , 
e 
Logo) para 1 conhecido, temos 
g, (y; p, v,p) = 9 (y; e, O,) =a (y, 'I) exp {B1 y + e,b (y) - n (e, e,, -y)), 
para todo y >O e (0,02 ) E li(:_= (-oo,O) X (-oo,O). o 
Deste último teorema1 pode-se observar que para todo 1 E [ü, oo) 1 a famíliB, é 
regular, e para 1 = 00 1 temos p =O por (3.5). Neste último caso, ternos a distribuiçào 
Gaussiana Inversa; a familia é abrupta (Jt/;rgensen, Seshadri e VVhitmore, 1991). 
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Duas propriedades que serão úteis na inferência com dados censurados são ex~ 
postas no seguintes teoremas: 
Teorema 3.10 
Seja Y ~ M- IG(!t, v,p). Então, 
E [Y'+' D;' I Y >a] = 11' {v (2.s -1) E [Y' D;' I Y >a]+ E [Y'-1 D;' I Y >a] 
onde 
+ 2va·•+1 / 6 (a; I'• v)} , 
S(a;p,11,p) 
Dp=l-p+ptt-1Y, 
E[D;'IY>a) = l;F(a;!t,v)' 
.. (a; p, v,p) 
E [YD;' I Y >a] = pF(p'/a;p, "), 
5 (a;p,v,p) 
f, (y; p, v) = (2r.vy3 ) -~ exp [- (;~;;'] , 
(3.23) 
F (x; fi, v) é a função de distribuição acumulada, e S (a; p, v, p) é a função de confiabilídade. 
Teorema 3.11 
Seja Y"'"' M- IO(JL, v,p). Então, 
E[Y' I Y >a]= (1- p)E [Y'D;' I Y >a] +pp-'E [y•+In;'l Y >a], (3.24) 
onde E [YsD;1 I Y >a] e E [1'"11+1D;1 ! Y >a] são calculados com a fórmula dada 
no Teorema 3.10. 
As propriedades dadas nos Teoremas 3.10 e 3.11 são fáceis de demonstrar usando 
propriedades de integração. 
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3.5 Aspectos relacionados aos Modelos Exponenciais com Dispersão e 
Di visibilidade Infinita 
Jç)rgensen~ Seshadri e \tVhitmore (1991) demostraram que a l\Iístura da Gaus-
siana Inversa com sua Recíproca Complementar é urna convolução de dois Modelos 
Exponencial com Dispersão, mediante técnicas desenvolvidas por Jçbrgensen (1987) 
para construir novos modelos de dispersão exponencial1 chamadas Combinações e 
Mistura. Estas técnicas são descritas a seguir. 
Sejam ED1 e ED2 dois modelos exponenciais com dispersão. Sejam. Ti (Oi) = 
E (X,) = Jli, i = 1, 2, as funções de valores médios com parâmetros 81 e 021 res-
pectivamente. Sejam"'' e Ai denotando a função de cumulantes e conjunto de índices 1 
respectivamente, para í = 1,2. Suponha que 
(3.25) 
onde r, q E ~ são constantes tais que Àr + x 2q E A1 U {O}. Aqui, interpreta-se 
E Di (0 1 01), como uma distribuição degenerada em zero. A função de densidade de 
probabilidade conjunta de (Yi, Y2 ) = (X1 / ,\, X 2 / .\),onde as distribuições de X 1 e X 2 
estã.o dadas em (3.25)l é da forma 






A distribuição dada em (3.26) é um modelo exponencial com dispersão de dimensão 
2, chamado combinação de ED1 e ED2 • Esta combinação é denota por: 
onde flz = r 2 (B~) e JL1 = T 1 (02) (r+ j12 q) são os valores esperados de :r·Í e }í, respec~ 
tivamente, e v= A-1 • As componentes ED1 e ED2 são conhecidas como distribuição 
kernel e distribuição mista da combinação, respectivamente. A distribuição marginal 
de Y1 , é conhecida como mistura da distribuição a..<:>sociada com a combinação de 
ED1 e ED2 , que se denota corno 
(3.29) 
Por (3.26) 1 a mistura da dístribuiçã.o dada em (3.29) é um modelo exponencial com 
dispersão para B2 conhecido. Se o mesmo modelo é obtido para qualquer valor de fJ2 , 
então a mistura e a correspondente combinação é chamada simples. 
A comblnaçã.o definida em (3.26) e a mistura definida em (3.29) dependem das 
constantes r e q. O caso mais simples é obtido para r:::: O e q:::: 11 com a componente 
Xz positiva. 
Na seção anterior, mostrou-se que a mistura da Gaussiana Inversa mm sua 
Recíproca Complementar é uma convolução de duas variáveis independentes Y1 e 
T, tais que íí """' IG (p, v) e T uma Bernoulli Composta, definida pela (3.18). Além 
disso, no Capítulo 1 se mostrou que a distribuição Gaussiana Inversa é um 1-Jode-
lo Exponencial com Dispersão. Também, Jij9rgensen (1987 ,1992)1 mostrou que a 
distríbuição Gama (Ga(À,O)) e a distribuição Binomial (Hi(À 1 0)), são Modelos Ex-
ponenciais com Dispersão. A seguh, mediante a técnica apresentada em parágrafo 
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anterior, mostra-se que a variável definida em (3.18), é um modelo exponencial com 
dispersão. 
Sejam 
TI x, =X~ Ga(i, 03) e x, ~ Bi (n, e:). (3.30) 
Neste caso1 
X ] 
Àr + xq ;:;;:;: - ::::? r = O e q = - . 
2 2 
Ga (01 03 ) é uma distribuição degenerada em zero, 
e 
Logo, a distribuição GaABi (n, fh 04} é um modelo exponencial com dispersão, cuja 
função de densídade se deduz no seguínte parágrafo. 
De acordo com (3.BO), a função de densidade da distribuição condicional de T 
tE3(+exEZ[J", 
onde 
com 0° ::= l, 
e 
K 1 ( 03 ) = -!og ( -03 ) • 
A função de densidade de X 4 é 





Entãol a função de densidade conjunta de Te X4 é dada por 
h,x, (t,x;n,O,,B,,) = a;(t,x,n)exp[O,t + e,x- ""' (O,,&,)J, tE !R4 e X E z;, 
onde 
e 
Logo 1 a densidade marginal de T é 




Pode observar~se que quando 04 é conhecido, a função dada em (3.31) é um modelo 
exponencial com dispersão. Sejam 
(3.32) 
Esta função de densidade corresponde à mistura da distribuição Gama-Bernoulli, que 
é a mesma da variável '1' definida em (3.18). 
Depois de mostrar que a variável T definida na, relação (3.18) é um caso partic-
ular da mistura Gama-Binomial 1 vamos analisar uma representação interessante da 
função de densidade da convolução de uma variável Gaussiana Inversa e de uma Mls-
tura Gama-Binomial1 que inclui como caso particular, a M-IG. Para esta função de 
densidade~ precisa-se da seguinte representação da função de densidade da Gauss1ana 
Inversa: 
fx, (x; .\1 , 83) =a'(,\, x) exp [83x- À1K (03)], x E 111+, 
onde 
a• (.\1, x) = .\1 (zrrx'fl exp [- ~!] , 
1 
K (03 ) =- (-203)', 
( ')-1 _l IJ3 =- 2vp eÀ1 =v 2, 
Além disso1 seja T uma variável aleatória com função de densidade dada em (3.31). 
Logoj para Te X 1 independentes) À2 = n e 04 conhecldo1 a couvolução T +X1 tem 
a seguinte função de densidade: 




aT+x, (),1 , À1 , x) = fox a• (À1 , x) a; [À1 , (x- x 1)] dx, 
1 
K (0,) =- ( -28,)', 





Também, pode mostrar-se que se ,\2 1, entãoj temos a distribuição Gaussiana 
Inversa. 
Pode-se deduzir, facilmente, que a função geratriz da convoluçào T + X1 é 
(3.38) 
Agora1 sejam }J., · · · , Y~ variáveis aleatórias independentes e identicamente distribuídas 
com função de densidade dada por (3.33). Então, a função geratriz dos momentos de 
1::1 li é: 
Pode-se observar que (3.39) tem a mesma forma que a função geratriz dos momentos 
dada em (3.38). Isto indica que (3.33) é fechada com respeíto à propriedade de 
convoluçào de variáveis independentes e idêntícamente distribuídas com função de 
densidade dada em (3.33). Outro caso particular da propriedade de convoluçào dada 
em (3.38) é a propriedade de convolução dada em (3.21). Este fato pode ser mostrado 
ao substituir as expressões equivalentes dadas em (3.3.5), (3.36), mais as expressões 
83 =- (2v)-
1
, 04 = log (-p-) - ~ log (2v) 1-p 2 
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e 
em (3.38), resultando: 
Mr+X, (s) = My,(s; p, v/ p2 ) [1- p + pMy,(s; v)]". 
Pode~se observar que o segundo fator da expressão do lado direito corresponde à. 
mistura Gama-BinomiaL Veja (3.15). 
Finalmente, a variável aleatória distribuída como uma mistura de Gaussiana In-
versa com sua Recíproca Compternentar é ínfinitarnente divisíveL Para demonstrar 
isto, é preciso demonstrar que a convolução T+ X 1 com função de densidade dada em 
(3.33), é infinitamente divisível, já que M-IG é um caso particular desta distribuição. 
Mas, pelo Teorema 1.6, só é necessário demonstrar que Te X1 são infinitamente di-
visíveis, pois a divisibilídade é preservada pela convolução, e como já se mostrou1 que 
a variável IG é infinitamente divisível (Capítulo 1). Logo, é suficiente demonstrar que 
a mistura Gama-Binomial é infinitamente divisível, e esta demostração se apresenta 
no próximo parágrafo. 
Seja \:! ( t) a transformada de Laplace da variável T e <PT( i) = log (Q ( t)) . De 
acordo com o Teorema 1.81 a variável T é infinitamente divísivel se -~Pr(t) tem 
derivada completamente monótona e se <I>r(O) = O. Mas 1 para o caso da mistura 
Gama- Binomial1 




Pode observar-se de (3.40) que q-,r(O) = O. Portanto1 falta mostrar que -<liy{t) tem 
derivada completamente monótona. Pela forma da funç.ão <Pr(t), 
Temos 
_ ài'Pr(t) _:: { (t- 0,)-1 exp (B,) } > 
0 
v e 
Ç) - 1 _ 1 vt > 3· 
ot 2 1 + (t- B,)-' exp (04 ) 
Então: para demonstrar que a derivada 4>T(t) é completamente monótona1 só precísa 
mostrar que 
h(u) = <4 (-u) 
é completamente monótona, para u > O. Para tal, considere 
(
x + c1) h1 (x)=log x , 
con1 
Então, 
h (u) = h1 (h2 (u)). 
AgoraJ de acordo com o Teorema 1. 7, é preciso demonstrar que h1 é completamente 
monótona e h2 é uma função com derivada completamente monótona, para que h ( u) 
seja completamente monótona. Temos 
( -1)" h("l (x) = c1 (x +c,)-" 2 O, Vc1 >O ex> O. 
Então h1 (;t·) é completamente monótona. Também, seja h3 (u) = h~
1)(u) = ~u-l. 
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Então, h2 ( u) tem derivada completamente monótona1 e assim, h ( u) é completamente 
monótona, que implica que ~r(t) é completamente monótona. Portanto, a variável 
aleatória T é infinitamente divisível, da mesma forma que a variàvel M"IG. 
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4. Inferência sobre os Parâmetros da Mistura de Distribuiç:ões 
Gaussiana Inversa com sua Recíproca Complementar 
4.1 Introdução 
J,Prgensen 1 SeshadriJ e VVhitmore (1991) obtiveram o sistema de equações e a 
fonna da matriz de informação observada que permitem encontrar as estimativas 
de mãxima verossimilhança dos parâmetros da M-IG. Estas estimativas podem ser 
obtidas medía,ntes procedimentos iterativos, como por exemplo Newton Raphson. 
Eles apresentam resultados para o caso de dados sem censura e usam a função de 
densidade dada na relação (3.6). Neste capítulo1 se apresentam os procedimentos 
para realizar inferências sobre os parâmetros p 1 v e p, para o caso de dados da !tf-IG 
com e sem censura. 
4.2 Estimação Pontual de Parâmetros para Dados Sem Censura 
Seja lí, ... , Yn uma amostra aleatória de tamanho n, extraída de uma dis-
tribuição N/- IG (Jt, v, p) . Assuma que os valores observados da amosta são y1, ••• 1 Yw 
Logo, a função de verossimílhança é 
n 




onde (} = (Jl, v, p )'. 
A logMverossimilhança é 
Q< (O)= logL (O) 
n 1 n n 
= 2:::Iog [(1- p) 11 + py;]- nlog11-- 'Elog (2~y:)-;; log v 
i=l 2 i=l ~ 
~ (y,- p)' 
L.i 2vn2 y •=1 r t 
(4.2) 
Ao derivar a log~verossimilhança com respeito aos parâmetros, tem-se o seguinte 
sistema de equações: 
8'25(8) n 1-p n 1 n n 
--;;''--" = E - - + - LYi - - = o, 
Op i=I (1- p) p + PYi I' vp.3 i=I vp2 





-, -,L !li--+ LYi =O, 
vV ~V -..V /J i.=;l fl i=l 
e 
iJQ< (O) " y; - !' 
Op ·=t;(1-p)fdpy; =Ü. 
Para p conhecido, o sistema de equações se reduz a 
e 
onde 
n 1- p nY n n 
;!;(l-p)ft+py; + vp.'- vp' -,-;=0, 
n 1 [nY 2n '] - 2v + 2v2 p.2 - j: + n} - = O 
- 1~ - 1~ 1 
Y=- LtYi e y_ =- L..tYi · 
n i=1 n i=t 
O sistema de equações dado de ( 4.6) a ( 4. 7) pode ser expresso como 
7 ' '[ 1~ 1 l J:'=fi-rVjJ. 1--L.., , ( )(') n ._,1, ...L !li 









1 [ I' l Y _ = p ;.t2 v + 2}h- Y < Jl, ( 4,9) 
desde que Y ;:.: O. 
De (4.8) e ( 4.9), pode observar-se que para todo y11 • • ·, Yn positivos, a estimativa 
de máxima verossimilhança de Jl se encontra no intervalo 
p= o: 
1 -
~< r,<Y. y_- r-
Agora, se p =O, ( 4.1) se reduz a distribuíção Gaussiana Inversa. Os estimadores 




p = 1: 
Se p = 1, temos para (4J) o caso da estimação de parâmetros da distribuição da 
Recíproca Complementar de uma variável IG. Os estimadores de máxima verossimi-
lhança de f-1 e v, para este caso, são 
' 1 
fl = =-y_ ( 4.12) 
e 
(4.13) 
Para achar as estimativas de máxima verossimllhança de f1 e v, para p E (0,1), 
pode-se usar o método de Newton Raphson. O problema geral deste método é en-
contrar o ponto inicíal, o qual deve estar próximo das estimativas de máxima verossi-
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milhança. Mas, as estimativas para o caso da distribuição Gaussiana Inversa e para 
a Recíproca Complementar podem ser fadlmente achadas, com as fórmulas dadas de 
( 4.10) a ( 4.13). Logo, pode-se aproveitar esta propriedade para construir um procedí-
mento para achar uma solução do sistema de equações dado em (4.6) e (4.7), para 
qualquer p E (0, 1). Este procedimento será uma modificação do método geral que se 
usa para encontrar as estimativas de máxima verossimilhança quando p não é fixo. 
Seja 




Então, o sistema de equações dado de (4.3) a (4 .. 5) pode ser escrito como 
::..:;;= = -- 1' n-1 1 +- 1' Y 1 ----=o, 8'ZI(O) (1-p) 1 n n 
ÔJ.L f.t ..... P "' vp.3 "' ,..., Ilf.tz p 
(4.17) 
:::.()'J~( OJ..) n 1 [ 1 , y . 2n , 1,_1 l O = -- + - - 1 I --+ 1 I = 
ôv 2v 2v2 J.lz ,.., "" 11 "" ""' 
( 4.18) 
e 
f!'ZI (B) = .l: 1' Y n-1 1 - 1' n-1 1= o. 
Ôj.t Jl '"" p "" "' p "' 
( 4.19) 
Pode-se observar que este sistema de equações tem soluç-Ões múltiplas, Usando a 
propriedade de que para cada. p pode-se encontrar uma soluçã.o) e como é fácil achar 
as estimativas de máxima verossimilhança para p = O, pode-se usar esta propriedade 
para construir um procedimento para achar o má.ximo global ou o maior dos máximo 
locais no interior do espaço paramétrica da família de distibuições M-IG. Baseado 
nestas propriedades 1 propõe-se o seguinte procedimento: 
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L Encontrar as estimativas de máxima verossimílança de fJ e 11 para p = O. Tomar 
estes valores como ponto inicial no método de Newton Raphson para encontrar as 
estimativa..s para p~ 0,1. Achar as estimativas com a precisão desejada. 
H. Encontrar as estimativ-as de J1 e v para p incrementado em 0)1, mediante o 
método de Newton Raphson. Usar como ponto inicial os valores de p e v obtidos 
para p sem o incremento. 
III. Repetir a etapa anterior até chegar a p = L 
IV. Para cada valor de p, encontrar o valor de log~verossimilhança com a fôrmuia 
dada em (4.2). 
V. Usar como ponto inicial, método de Newton Raphson) as estimativas de J.l, v e 
p que atinge o maior valor de log-verossimilhança na etapa III. Encontrar o máximo 
global ou o maior dos máximos locais com a precisão desejada. 
Para encontrar as estirna.tivas de máxima verossimilhança quando pé fixo, seguir 
da mesma forma às etapas I e II, logo repetir a etapa li até chegar ao valor de p fixado. 
Para usar o procedimento acima, se precisa da matriz de informação observada1 
a qual é derivada no próximo teorema: 
Teorema 4.1 
A matriz de informação observada é 
lji,p. Irrv l14s 
lo= h;. h v hp (4.20) 
IpiJ. Ipv lpp 
onde 
(
1-f>)' , ._2 3 , 2n n J,,ii = -.- 1 DP 1 +~, 1 Y 1 --:-::::;--:::i' 
/L "" ""' I!f.L "' Vf.l Jl 
I F 1 'Y n ;..v = Vfi = Ji2j1.3 l l - f/Zjlz' 
I I 1 'D~ -1 1 -fi I A -2 1- p I A -2 itP:::;::: pp, = 7 1 p 1 +---:::---, 1 YDP 1 --.- 1 Dp 1, 
jt"' ,.., f1, ..... "' Jl ,., "" 
e 
1 • 2 • • I;p ~ -. 1' Y'n-' 1 -c- 1' vn-' 1 + 1' n-' 1. 
fl'J N p "' p N p ,.. rv p N (4.21) 
onde /1 1 i/ e p são a<> estimativas de máxima verossimilhança de tt, v e p, respectiva-
mente, e 
Pela definição da matriz de informação observada1 seus componentes se encon-
trarn aplicando as seguintes fórmulas: 
82'.:! (B) 
iJp' lod• ( 4.22) 
, iJ''.:S (O) 
lê' ~ I,é ~ - 8pilv le=á• (4.23) 
E!'':! ( B) 
hr = Iftr. = {)fllJp 1s::::ê1 (4.24) 
82'.:! ( B) 
Ivv = {)v'2 le""ê' ( 4.25) 
82 '.:!(0) 




f!p' ie=i · ( 4.27) 
Temos, de (4.3) a (4.5), que 
if''.:S(O) n (1- p) 2 n 3 n 2n 





- p' L: 2 
i~l [(1 - p) Jl + py,] 
Usando as notações dadas em (4.14) e (4.15), obtém-se 
::8 '"\:lc,;-(B:L) = _.1:. 1 fY 1 1 --1 ---p 1' Y n-z 1 +-1 ---P 1' n-' 1, 
Ôf1Ôp fL "' p N j.l2 "" p "' f-l ,._, p N 
82\:1(0) = _::_ _ ~ [~ 1, y 1 _ 2n+ 1, y-1 1] 
âu2 2;/2 v3 J12 "' ,..., li "' "" ' 
8'\:1 (O) 








8'\:l(O) = -~ 1' Y'D-'1 +~ 1' Yn-' 1- 1' n-' 1. (4.39) 
âp2 jl2 ...., p ,.., p ,., p ...., "' p "' 
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Logo, substituindo as expressões equivalentes dadas de (4.34) a (4.39) nas relações 
dadas de (4.22) a (4.27), temos as expressões (4.20) e (4.21). o 
Teorema 4.2 
A matriz de informação observada, para o caso de p fixo, é dada por: 
onde 
.. _ (1- JJ) 2 , ir 2 ~ , y. _ 2n _ ..:::_ 
I{k)Jc- ~ 1 p 1 +A ~4 1 1 ~ ~, '2' 
fl "' "' vp "' "' vp fl 
I r 1 1 ,, n 
p.;; = iifi- = 4')~, 1 } 1 ---..:----,., 
wp "' "" v fl 
e 
onde 
sendo p o valor conhecido deste parâmetro, e ft e ii as estimativas de máxima 
verossimi~ lhança de fJ e v, obtidas ao solucionar o sistema de equações dado t~m 
( 4.6) e ( 4.7). o 
Uma alternativa para encontrar o máximo global ou o maior dos máximos locais 
é o algorítmo EM! mas este método tem a desvantagem de convergir lentamente a este 
valor. Maiores informações sobre este algoritmo são encontrardas em Titterington1 
Smith e Makov (1986), e Líttle e Rubín (1987). 
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4.3 Estimação por Intervalo e Testes de Hipóteses para Dados sem 
Censura 
4.3.1 Para os parâmetros da distribuição Gaussiana Inversa 
Para a distribuição Gaussiana Inversa, existem diversos artigos e indusÍve um 
livro com procedlmentos para determinar intervalos de confiança e testes exatos para 
os parâmetros desta distribuição. Para maiores informações ver Chhikara e Folks 
(1976), Folks e Chhikara (1978), Miura (1978), Davis (1980), e Chhikara e Folks (1989, 
o livro). Estes procedimentos se baseiam nas dístribuições exatas dos estimadores. 
Assim1 pela propriedade dada em (1.15) 1 pode-se demonstrar que a distribuição de 
Y também é Gaussiana Inversa1 mas com parâmetros J.l e v /n 1 isto é, 
Y = lG (p, vfn). ( 4.40) 
Outra propriedade relacionada com Y pode ser obtida da propriedade {1.14)1 da 
qual tem-se 
n(Y -p) 2 
Vtt2Y 
(4.41) 
Por outro lado, Tweedie (1957) 1 demonstrou que a distribuição amostra.l rela-
cionada com a estatístíca V é 
nii 1 n ( 1 1 ) 2 
- = -E v. - v ~ X(n-1)' 
V V i=l I 1 I 
(4.42) 
e que Y e~ E~1 ({, - t") estão independentemente dístribuidas. 
Também1 pode-se mostrar que 
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(4.43) 
Estas propriedades, análogas às propriedades de amostras de distribuições normais, 
fazem a distribuição Gaussíana Inversa útil ern Modelos Lineares Generalizados. 
A distribuição Gaussia.na Inversa pertence à família exponencial com dois parâme-
tros. Logo 
(
- n j) Y,I:.y 
1""1 I 
são estatísticas conjuntamente suficientes e completas para p e v. Logo, pelo teorema 
de Lehmann-Scheffe) se demonstra que ( Y, n:_l 2::~1 ( J, - f')) são os estimadores não 
viciados de mínima variância para p e v, respectivamente. 
A partir destas propriedades, pode-se construir os seguintes testes de hipóteses 
e estimadores por intervalos: 
Para testar H0 : p $ p0 vs H 1 : J.1 > Jlo, quando v é desconhecido) l<Olks e 
Chhíkara (1979) propuseram a estatística 
' -n' (Y -vo) 
t = . l 
Po(YV)' 
(4A4) 
como a estatística do teste uníformente mais poderoso, onde V= n~l :Zi=l (~--V). 
O nível de significâncía, a, do teste pode ser achado com 
("-2) 
( w+2n) ' {[ 2 J\} a~ G,,(n-1)( -t) + w _ 
2
n Gy,(n-1) -(4n + {w + 2n)t ) , ( 4.45) 




Para testar H0 : Jl = flo versus H 1 : p, ::f p0 , não exíste um teste uniformemente 
mais poderoso. Mas, existe um teste uniformemente não viciado. Assim, a estatística 
do teste é a mesma que aquela dada em ( 4.44) e o nível de sígnificância1 a, pode ser 
achado: 
"'~ P(IT(n-d > t), (4.47) 
onde T(n~l} é uma variável com distribuição T de Student com n~ 1 graus de liberdade. 
O intervalo ele confiança para Jl com (1- o:)% de confiança é dado por 
( 
y y ) 
1 + t(n- 1 ,1_f)(YV)l' 1- t(n-u-f)(YV)l ' 
( 4.48) 
onde t( n-l,l-3') é o valor da distribuiç,ao T ele Student tal que: 
P T>t --( ) " - (n-1,1-I) - 2 
e 
v = _1_ i:<_!_ - \ 
n- 1 i=l li Y 
A pmtir da propriedade dada em (4.42) pode-se construir-se teste de hipóteses e 
estimadores por intervalo para o parâmetro v, semelhantes à variância de distribuições 
Normais. 
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4.3.2 Para os parâmetros da distribuição da Recíproca Complementar de 
uma variável Gaussiana Inversa 
'l'estes de hipóteses e estimação por intervalos para os parâmetros da distribulção 
Recíproca Complementar de uma variável IG, baseados na distribuíção exata de 
alguma estatística relacionada com esta distribuição, ainda não foram desenvolvidas. 
Mas) pode-se aproveitar propriedades da distribuição para construir estimadores por 
intervalo e testes de hípóteses para os parâmetros, já que, se Y,...... R- IG (;.t, v) então 
X= y-t ""IG(p-l,v;t2). Logo, ao fazer p1 = tt-1 e v'= VJ~\ pode-se realizar 
testes de hipóteses e estimação por intervalos para Jt, com as fórmulas dadas para a 
distribuição Gaussiana Inversa. Mas, para o parâmetro de dispersão v, não é possível 
construir testes e intervalo de confiança exatos 1 exceto se p é conhecído. Neste Ultimo 
caso) pode usar-se a propriedade dada no Teorema 2.3) inciso (i) 1 e mais a propriedade 
de aditividade da.s variáveis x2) para obter-se 
n (Y;- p)' 2 L zy ~ X(n)· 
i=l V{l ' 
Com esta estatistíca, pode-se realizar testes de hipóteses e estimação por intervalo, 
de maneira semelhante à inferência realizada para a variância de distribuição Normal 
com média conhecida. 
4.3.3 Teste de hipóteses e estin1ação por intervalo para os parâmetros da 
M-IG 
Para testar hipóteses e construir intervalos de confiança para os parâmetros da 
i\1- IG, pode usar-se a distribuição assintótica da estatística da razão de verossimi-
lhança L (Bo) I L (ô). Assim, para testar a hipóteses Ho: e= Bo versus Hr: ()i 8o1 a. 
62 
estatística da razão de verossimilhança (A) está definida por 
( 4.49) 
onde~ (O) denota log~verossimilhança (dado o vetor de obseraçôes ~).Pode mostrar-
se que sob condições de regularidade da teoria de verossimilhança1 e sob a H0: () = &0 , 
a distribuição assintótica de A ( 00 ) é x2 com k graus de liberdade ( k dimensão de 
0). De maneira semelhante1 se o vetor de parâmetros (} é particionado da forma 
O'= (B~~ói) e Ô2 é o estimador de máxima verossimilhança de fJ2 dado 01 =e~~ então 
( 4.50) 
tem distribuição x2 com graus de liberdade igual a dimenção de B1 , sob a hipótese 
Ho: (h= 0~. Neste caso, o vetor 02 é chamada parâmetro de perturbação. 
Os testes de hipóteses baseados na estatística da razão de verossimilhança pos-
suem a propriedade de invariância sob reparametrização (Kalbfleisch e Prentice1 
1980), propriedade que não possuem procedimentos baseados na teoria assintótica 
normal dos estimadores de máxima verossimilhança (Lawless, 1980). Esta pro-
priedade de invariância sob reparametrização é útíl quando apresenta-se a possi-
bilidade de reparametrizar de maneira que a distribuição de ê se aproxime mais 
rapidamente à normalidade. Por estas razões~ para testar hipóteses dos parâmetros 
da !vi- IG, usamos testes assintóticos baseados na razão de verossimjlhança. 
Nesta d.íssertaçã.o1 não se considera testes de hipóteses para o parâmetro p das 
formas 
Ho ; p = O versus H1 : p > 01 ou H0 : p = 1 versus fh : p < L 
Testar hipóteses destes tipos constitui um problema que até agora não há sido 
completamente resolvido, já que os testes assíntóticos da razão de verossimilhança 
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estam baseados sobre as condições de regularidade da teoria de verossimilhança, que 
nestes casos não são satisfeitas, porque {0,1} não pertence ao intelior do intervalo 
[O, 1]. Por este motivo, só considera-se testes de hipóteses para p0 E (0, 1) e não para 
p0 na fronteira do espaço paramétrico de p. 
Os intervalos de confiança calculados mediante a distribuição assintótica da 
estatística da razão de verossimilhança (4.49) tem melhor aproximação, em com-
paração aos calculados mediante a distribuição assintótica dos estirnadores de máxima 
verossimilhança. Mas computacionalmente são mais difíceis de determinar que aque-
les baseado em normalídade assintótica. Além disso, existem pouco pacotes e al-
gorítmos implementados para calcular os intervalos de confiança baseados na es-
tatística da razão de verossimilhança. Alguns dos poucos algorítrnos foram propostos 
por Venzon e Moolgavkar (1988) para descobrir os valores de 00 tal que (4.49) atinge 
o ponto crítico de x{k)· Nesta dissertação, só apresentamos intervalos de confiança 
baseados na normalidade assintótica dos estimadores de máxima verossimilhança, e 
se deixa como terna de pesquisa o desenvolvimento de procedimento que permitam 
encontrar intervalos de confiança baseados na estatística da razão de verossimilhança. 
Para realizar os testes de hipóteses para os parâmetros da 1\11-IG, consideramos 
que o log-verossimilhança é 
Então, apresenta-se os seguintes casos: 
i) Teste de hipóteses para Jl 
Considere as hipóteses H0 : Jl = f-lo e H1 : fl =f. Jto. Para testar estas hipóteses, 
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usa-se a seguinte estatística 
onde V e fi são os estimadores de máxima verossimilhança de v e p dado p..0 , respecH 
tivamente, e {i, V, e fi são os estimadores de máxima verossimílhança de p, v e p, 
respectivamente. A estatística A(p..0 , ií,p) tem uma distribuição assintótica x2 com 1 
grau de liberdade sob H0 : J1 = Jlo· 
ii) Teste de hipóteses para v 
Considere a hipóteses H0 : v = vo e H1 v =? vo. Para testar estas hipóteses, 
usa-se a seguinte estatística 
A(p,v0 ,f>) = -2{\S(p,v0,p)- \S(p,v,p)), 
onde fi e P são os estimadores de máxima verossimilhança de 1• e p dado v0 , respec-
tivamente, e jl, V, e p são os estimadores de máxima verossimilhança de p,, v e p, 
respectivamente. A estatística A (fi, v0 ,j5) tem uma distribuição assintótica x'~ com 1 
grau de líberdade sob H0 :v= v0 . 
iii) teste de hipóteses para p 
Considere a hipóteses H0 : p = p0 versus H1 : p ::j:. p0 . Para testar esta hipóteses 
usa-se a seguinte estatística 
onde fi e ií são os estlmadores de máxima verossimilhança de p, e v dado p0 j respec-
tivamente. P.,, V e p são os estimadores de máxima verossimilhança de Jl, v e p, 
respectivamente. A estatística A (ji, ií,p0 ) tem uma distribuição assintótica x2 com 1 
grau de liberdade sob Ho : p = p0 • 
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iv) Intervalos de confiança 
Para encontrar os intervalos de confiança, usamos as propriedades assintóticas 




v N v 1-1 ' o ' ( 4.51) -p p 
onde I 0 é a matriz de informação dada em ( 4.20). 
Com esta propriedade, os limites de confiança (LC) para 11 1 v e p com (1- a)% 
de confiança são dados por 
LC (!') : jq: Zo ,;c;;, 
LC (v): v 'f Zorc;; 
e 
respectivamente, onde Z"' N (0, 1), Cjj é j-ésimo elemento da diagonal de 10-
1 e 
P (Z::; Z0 ) = 1- ~· Também, pode-se definir uma região (elipsoide) de confiança 
simultânia de (p, v,p), com (4.51). 
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4.4 Exemplo 4.1~Resistência de rolamentos 
Liebleim e Zelen {1956) fizeram um estudo sobre resistência de rolamentos. Cada 
um dos valores da Tabela 4.4 representa o número de revoluções (em milhões) até a 
falha ocorra. Eles assumiram que os dados provém de uma distribuição VVeibull. 
Tabela 4.1: Número de :revoluções (em milhões) até a falha ocorra em teste de ro~ 
lamento. 
17.88 28.92 33.00 41.52 42.12 45.60 
48.40 51.84 51.96 54.12 55.56 67.80 
68.64 68.64 68.88 84.12 93.12 98.64 
105.12 105.84 127.92 128.04 173.40 
Lawless(1982) fez uma análise através de gráfico de probabjlidade, chegando à con~ 
clusão que também pode ser modelado pela distribuição Log-normal. Para ilustrar a 
aplicação desta distribuição1 vamos considerar inicialmente que os dados provém de 
M-IG, para depois determinar a qualidade de ajuste desta distribuição. As estima~ 
tivas de máxima verossimilhança são obtidas seguindo o procedimento proposto na 
Seção 4.2 . Este procedimento está programado em S-plus, programas que estão no 
Apêndice em forma geral (dados censurados ou não, com covariáveis ou sem elas). 
Assim, o programa 2 produz a Tabela 4.2, nela podemos observar que o máximo valor 
da log-verossimilhança é atingido quando o valor de p = 1, na fronteira do espaço 
paramétrico de p, onde as condições de regularidade da teoria da verossimilhança não 
são satisfeitas. Neste caso, vamos avaliar a qualidade de ajuste por métodos gráficos. 
Assim, na.':! Figuras 4.1 e 4.2, pode-se observar que a curva de sobrevivência 
estimada, assumindo que os dados se ajustam a uma distribuição Gaussiana Inversa 
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Tabela 4.2: Estimativas de máxima verossimilhança para dados da resistência de 
rolamentos, para diferentes valores d.s p 
'" 
v p log-verossim 
72.220870 0.004317 0.0 -113.204648 
70.085610 0.004330 0.1 -113.199260 
68.142702 0.004367 0.2 -113.185923 
66.342192 0.004426 0.3 -113.167899 
64.645238 0.004-507 0.4 -113.147543 
63.020382 0.004612 0.5 -113.126591 
61.440723 0.004 74:3 0.6 -113.106401 
59.881516 0.004905 0.7 -113.088160 
58.317764 0.005104 0.8 -113.073077 
56.721126 0.00-53.51 0.9 -113.062585 
55.055053 0.005663 1.0 -113.058567 
e à Recíproca Complementar 1 respectivamente, comparada cada uma com curva 
de sobrevivência estimada pelo método de Kaplan Meier, são parecidas. Este resul-
tado pode ser devido a que os produtos das estimativas dos parâmetro p, e v, é muito 
pequeno para cada valor de p. Quando isto acontece, as estimativas das densidades, 
para cada valor de p é aproximadamente normal. Além disso, pode ser verificado 
que as estimativas das médias e variâncias para o número de revoluções até a falha 
acontecer, são muitos parecidos entre os diferentes valores de p. Logo, para cada 
diferentes valores de p, obtemos funções de sobrevlvêcia estimadas muitos parecidas. 
Também, podemos observar que gráficos da função de sobrevivência estimada (em 
ambos casos 1 IG e R~IG), em comparação com a função de sobrevivência estimada 
obtida por o método de Kaplan Meier, obtemos em ambos casos, um bom ajuste. 
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Figura 4.1: Gráfico da função de sobrevivência estimada por Kaplan Meier e de 
máxima verossimilhança sob IG., para dados de resistência de rolamen-
tos. 
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Figura 4.2: Gráfico da função de sobrevivência estimada por Kaplan Meier e Je 
máxima verossimilhança sob R~ IG .1 para dados de resistência de rola-
mentos. 
4.5 Dados Censurados 
Uma censura ocorre quando por acidente ou plano experimental, o valor da 
variável sob investigação não é observado para alguma unidade da amostra. Os dados 
censurados surgem naturalmente quando a variável aleatória de interesse é tempo de 
vida. Neste contexto, um dado censurado é o tempo -de vida parcialmente observado 
para alguma unidade da amostra, da qual só conhece alguma informação parcial do 
evento. 
Existem vários tipos de censura, para mais informação ver Kotz e Johnson (1982 1 
1986). Aqui, considera-se alguns deles, só para o caso de censura à direita. 
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Censura tipo I 
Um experimento é realizado num período prefixado de tempo. A censura tipo I 
ocorre devido às limitações de tempo, custo do experimento e outras considerações. 
Isto é, seja t* algum número préfixado, t 0 o tempo de ínício do experimento, t1 , t 2 , • • ·, tn 
os tempos de entrada dos indivíduos (com t0 :S ti< t*, i= 1, · · ·, n), logo o intervalo 
de observação para o individuo i é (t;, t"], Se o indivíduo est;i vivo no tempo i\ então 
ocorre censura tipo L Neste caso, o número de falhas é uma variável aleatória. Além 
dísso, se t1 = t2 = · · · = in = t0 , a censura se chama simples, no outro caso, ocorre 
censura múltipla. 
Censura tipo li 
Esta ocorre quando o experímentador decide restringir o experimento até obter 
um número determinado de falhas. Mais formalmente, sejam Ot, o2, · · ·, On, os 
tempos de falha dos n indivíduos. Então, os tempos de vida destes indivíduos são 
T1 = 01 - th 12 = Oz - iz, · · · 1 Tn = On - tn, Sejam T(l) :$. T(z) :$. · · · $ T(n) as 
estatísticas de ordem de '11, T2, • • ·, Tn. O experimento é suspendido após da r-ésima 
falha e só observa-se T(1), T(2)l' · · 1 Ter)· Logo a amostra completa é 
Yí = T(t)• Yz = T(2)' · · ·, }~ = T(r): Y~+t = T(r) 1 • • • Y~ = T(R)• 
em conjunto com um vetor de indicadores de falha observada ou censura. 
Note-se que neste caso, o tempo de censura t* é aleatório. Também, da mesma 
forma que para censura tipo I, se t 1 = t 2 = · · · = tn = l 0 , ocorre censura simples, 
do contrário censura múltipla. 
Ambos tipos de censura apresentam-se em aplicações na engenharia, tais como 
em teste de vida de um grupo de transistores. Se todos são colocados no teste num 
tempo t0 = O e o experimento se suspende num tempo t"', então, pode acontecer 
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censura tipo L Em outro caso, se o experimentador decide parar o experimento até 
que ocorram r falhas (r< n), então acontece censura tipo II. 
Censura aleatória 
Ocorre quando os tempos de censura são aleatórios. Mais especificamente, 
quando T[', i = 1, 2, · · ·, n, os tempos de censura, são variáveis aleatórias estocastí-
camente independentes, distribuídas com a mesma densidade. 
Pode observar-se que em censura tipo I, quando os tempos de entrada t 1 , t 2 , • • ·, tn, 
são variáveis aleatórias, as censuras são aleatórias. Além disso, se t 0 :St1 ::; t 2 ::; • •• :::; 
t,H tem-se o caso de esqttema de censura progressiva. Existem várias interpretações 
de censura progressiva, neste caso a relevância está na entrada das unidades (para 
mais detalhes ver Kotz e Johnson, 1986). 
4.6 Estimação de Parâmetros com Dados Censurados 
Para realizar a estimação dos parâmetros com dados censurados, considera-se 
uma amostra com censura aleatória à. direita. Assim, seja }í, Y2 , · · ·, Y~ uma amostra 
aleatória de .M- IG(ft, v,p), com função de densidade da forma (1.6). Assuma, para 
facilitar os cálculos matemâticos, que os r primeiros valores são observados (isto é, 
lí = Yt.••·Yr = Yr) e os (n -r) restantes são censurados nos pontos ar+t 1 ••• 1 an 
(isto é, Y,.+l > a,+1 , • · ·, Yn > an)· Esta suposição facilita os cálculos, porque obtém~ 
se fórmulas menos complicadas e, além do mais, não se perde generalidade. Seja g ( ·) 
a função de verossimilhança de JY! - I G (J.t, v, p) , dada em ( 4.1). Logo, a função de 
verossimilhança para a amostra censurada é 
' n 
C(e) = ITg(y,;J<,v,p) TI S(a,;Jl,v,p) 
i=l 
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= ITg(y;;p,v,p) fi [100 g(y;;p,v,p)dy,] 
1:=-l 1:::or+l a, 
= j"IT g (y;; p, v,p) dY 
C-i=l 
= 1L(O)dY, (4.52) 
onde f) = (J.l, v,p)' 1 dY = f1i=r+l dyiJ L (O) é a função de verossimilhança para 
amostra sem censura e c o espaço dos resultado para as observações amostrais cen~ 
suradas: 
As estimativas de máxima verossimilhança são achada maximizando a log-verossimi-
lhança, isto é 
iJlogC(B) = _l_oC(O) =O 
80 C(O) {)O . 
Logo, sob certas condições de regularidade, 
iJlogC(O) = 1-l_âL(O) L(O) dY = 0 
aO ,L(B) 80 C(B) " 
Seja h( O, Y) uma função de (0, Y), e se definimos 
Logo, 
Mas 
E [-l_ôL(O)l = [_1_8L(O)L(B)dY 
• L(O) àB },L(B) 80 C(B) 
[ 
1 fJL(B)l 
E. L(O) &O =O. 
_l_aL (O) 







onde 8< (O) = log L (O) . Então, 
( 4.57) 
Pode~se observar que E .. é uma esperança tomada com respeito ao espaço de resul~ 
tados c. Esta esperança tem propriedades semelhantes às da esperança comum, as 
quais pode ser facilmente verificadas aplicando propriedades de integração. Logo, 
as estimativas de máxima verossimilhança de {) são obtidas ao resolver o seguinte 
sistema de equações: 
ô2i'(B) 
&" 





Ao substituir as expressões dadas em (4.17), (4.18) e (4.19), o sistema de equações 




oS< ( 8) 1 - p ' ( ') 1 ' ( ) n n ---;c"-'-=--1 E. n- 1+-1 E, Y 1----=0, 
Ôp Jl ,.., p ~ Vf13 "' "' Vf-1 2 Jl 
iJ .8<;:-"(0:..L) n 1 [ 1 , E (Y) 2n , E ("-') ]-O - = --+- - 1 • 1 --+ 1 • ' 1 -
Ôv 2v 2v2 112 ,... "' p "' "' 
&8< (O) = .!_ 1' E. (Y n-') 1 - 1' E. (n-') 1 =O. 
/)p Jl"" P,..,....., P....., 
E. (Y' D;') = diag {y:f (1- p + pp-'y,), · · ·, y;j (1 - p + Pl<-1y,.), 
E [Y,'t) (1 - p + pp-'Y,+I) I Y,+ 1 > a,+l] , 





Para todo sE Z, as expressões E [Y/ / (l- p + pft-1Yi) I Y; >a;] e E (li' I Y; >a;) se 
acham mediante as relações equivalentes dadas nas (3.23) e (3.24), respectivamente. 
Assim como no caso de dados sem censura, se pé conhecido o sistema de equações 
se reduz a 
1 - P , E (n 1) 1 , ( ) n n -- 1 • ; 1 +-3 1 E. Y 1 --, - - =O f.l "' ,.,. 1/fl "' ,.... vw f-l (4.62) 
e 
n 1 [ 1 , E ( ) 2n , ( . 1) l - - +- - 1 ·• Y 1 --+ 1 E. ;-- 1 =O. 
2v 2v2 p 2 ,.,. "' J.L "' "' 
(4.63) 
Se p =O, estas equações se reduzem ao caso das equações de log-verossimilhança 
da distribuição Gaussíana Inversa. Se p =O, temos que E., ( Dõ1 ) =In. Com restrição 
p = O, o sistema se reduz em 
-
1
- 1' E. (Y) 1 _-":_ =O 
Vjl 3 "' "" Vf1 2 
--+- 1 E. Y 1 -- =O. n 1 [ , ( _1 ) nl 
2v 2112 ,.., ,.... J1 
A primeira desta equações é equivalente a 1' E., (Y) 1= np, e substituindo em (4.63) 
N N 
gera a segunda delas. Destas equações, temos 
p = _1.1, E.(Y) 1, 




Estas equações, dadas em ( 4.64) e ( 4.65) são as mesmas que se obtém ao aplicar o 
algoritmo EM, dado por Dempster, Laird e Rubin {1977). Para encontrar as estima-
tivas de máximos verossimilhança, pode-se empregar o procedimento seguinte: 
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L Escolher as estimativas iniciaís ft e t\ as quais podem ser a.s estimativas de 
máxima verossimilhança obtidos com os dados não censurados (Thisted, 1988), cal-
culados com as fórmulas dadas em (4.10) e (4.11). 
IL Calcular E (lilli >ai) e E (Ji-1 1Yi > ai) , para i =r+ 1, · · ·, n, de acordo 
com as fórmulas dadas em (1.18). 
III. Substituir estes valores no lado direito das equações dadas em ( 4.64) e (4.65). 
IV. Repetir as etapas II e III até obter as estimativas de f-l e v com a precisão 
desejada. 
p-1: 
Agora1 ao fazer p = 1 nas equações dadas em (4.62) e (4.63), temos o caso das 
equações de máxima verossimilhança para dados da distribuição Recíproca Comple-
mentar de uma variável IG. O sistema se reduz a 
, ( ) n n 1 E. Y 1 -- - - =O, 
"" "' Vf-l2 f-l 
e 
( 4.66) 
Ao resolver este sistema~ temos 
• n 
I' = l' E. (Y 1) l ( 4.67) 
e 
v= - -. 1 E. Y 1 --o . • 1 [ 1 , ( ) nl 
n J-lz "' "" f-l 
(4.68) 
Igualmente ao caso da distribuição Gaussiana Inversa, estas equações são as mesmas 
que se obtém ao aplicar o algoritmo EM . Logo, para encontrar as estimativas, pode~ 
se seguir um procedimento semelhante ao descrito para encontrar as estimativas de 
máxima verossimilhança dos parâmetros da Gaussiana Inversa: 
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I. Escolher as estimativas iniciais de p e v, as quais pode ser as estimativas de 
máxima verossimilhança obtidos com os dados não censurados, calculados com as 
fórmulas dadas em (4.12) e (4.13). 
II. Calcular E (li!li > aí) e E (1i-1 1Yi >ao~), para i =r+ 1, · · ·, n, de acordo 
com a fórmula dada em (2.10). 
III. Substituir os valores no lado direito das equações dadas em (4.67) e (4.68). 
IV. Repetir as etapa'> li e III até obter as estimativas de ;.t e v com a precisão 
desejada. 
Para o caso de O < p < 1, onde p é um valor conhecido, pode empregar-se o 
método de Newton Raphson. 1\.'fas, o problema deste método é encontrar o ponto 
inicial, o qual deve estar perto das estimativas de máxima verossimilhança. Para 
encontrar o ponto inicial, pode~se seguir um procedimento similar ao do caso de 
amostra sem censura que é uma modificação do procedimento para p não conhecido. 
Voltando ao caso geral, as equações dadas de (4.59) a ( 4.61), como caso de dados 
não censurados 1 tem soluções múltipla. Então, para encontrar o máximo global ou o 
maior dos máximos, pode-se seguir o mesmo procedimento para dados não censura-
dos. Para usar este procedimento se precisa da matriz de informação observada, a 
qual se define no seguinte teorema: 
Teorema 4.3 
A matriz de informa.ção para amostra censuradas da M-IG é definida como 
IiJ.íl IM IílP 
lo= h;. lvv Ivp (4.69) 





hr ::=- (!?1 + ~) + i);.fi 21 [3V[t2}Çfl-p;h+AÍf) 2 
_z(I-Pl 1' [N -l-i Ü - {1-P)Vil.~ fP]l 
v;:,.~ "' 1 o· 1 2 ~ o "' , 
Ivv= 
M, =E. (Y') e N, =E. (Y' D;1), Vs E Z. (4.70) 
{t, V e P são as estimativas de máxima verossimilhança de Jl 1 v e p, respectivamente; 
e Ms e Ns são calculados com estas estimativas. 




onde ji, Íi, e P são as estimativas de máxima verossimilhança de Jl, v e p, respectiva-
mente. Por (4.52) e (4.53), temos que 
âlogC (O) = _ {1_l_&L (O) L (O) dY}. {1_1_âL(O) L (O) av}' aoao• , L (O) ao c (O) , L (O) ae c (e) 
1 1 a'L(O) L(B) . + , L (9) ae&B' C (9) dY . 
Então, por (4.56), temos que 
âlogC(O) =-E [IJ'ZY(O)l E [a<:J(O)l E [-1_a'L(O)l 
âOae• • &e • aO' + • L ( 9) âBâO' . 
Logo, 
{ [
â'ZY(B)l [&8(8)]} [ 1 IJ'L(B)l 
lo = E. ae E. ao• '=' - E. L (O) 8eao• ,=; · 
Mas 
E. [a8(8)] =O 
ao '=' 
para Ô solução do sistema de equações dado desde (4·.59) a (4.61), então 
{ [ 
1 a'L(O)]} 
lo = - E. L { 0) àOaO' o=i . 
_1_/J'L(O) = 8'8(0) [&8(0)] [88(0)]' 
L (o) aeao• 8980' + ao ae 
Logo 
lo = -E. [ a;~8~) + [ &~~9) J [ &~~9)] '] '='. ( 4. 71) 
Ao fazer a partição da matriz ]0 em seus componentes, resulta 
ljj,/.1 h v Ic.p 
lo= !;;,~ h v Ivp. 
Ip;. IPii lpp 
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onde 
I--= -E [iJ'S(O) [iJS(O)]') 
j.IJO *i)2+1J > 
J! 11- • 
B=B 
(4.72) 
ho = Iv =-E. [iJ'S(O) + [à':J(O)l [iJS(O)ll ' 
J.l 8jJ8v 8p {)v l.l=ê 
(4.73) 
I··= 1·· =-E [iJ'S(O) [iJS(O)l [iJS(O)ll 
JW PJ.I .. a a + a a ' 
PP fJ P O=:=ê 
(4.74) 
I··= -E [à'S(O) [iJS(O)]') 
"" "1)2+:;:), ' v vV • 
9=9 
(4.75) 
.. _ .. _ _ [iJ'S(O) [88(0)] [iJS(O)ll 
I"' - I,, - E. à â + iJ iJ , 





8(0) [íJS(O)l'] I,, - E. IJ 2 + íJ . 
p p '=' 
( 4. 77) 
Calculo de I--
'' 
Sustituindo ( 4.17) e ( 4.34) em ( 4. 72), resulta: 
I-- =-E {-P-el' 1' n-' 1 --ª- 1' Y 1 + (-"'- + -"-) 
J.l!i- ,._ !J2 "' p "' l'll4 "" "" IIJ.I2 1<2 
+ [!.::El1' n- 1 1 +-1,- 1' Y 1- (--; + •)]'} . 
J.1 ,._, p "' VJ1. "' "' VJ.! {J. • 
f}=. I} 
I-- = {í1=EL 1' E (n-') 1 +-ª- 1' E (Y) 1 - (-"'- + .!L) /J># p.2 ,..., ;,- p ,..., VJ.14 ....., ,._ ,..., il/!2 11-2 
_11-fl' 1' E. (n-1 11' n- 1) 1 -'117 1 1' E. (n- 1 11' Y) 1 
J.l "" p """" p """ Vi> "' p """' "' 
--
1 1' E (Y 11' Y) 1- (-"- + •)' 
v2p."' "' ,. "'"" ,... 111'2 J.l 
+2 (--; + •) [l1::cl 1' E. (n-1) 1 +-1,- 1' E. (Y) 1]} .. 
Vj.< J.1 J.l,... P,..VJJ,..., ""S=IJ 
(4.78) 
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Também pode demonstrar-se que são satisfeitas as seguintes relações: 
E. (Y' D;' E' Y'D;') =E. (Y'+'D;')- N,Nt+ N, E' N,, 
E. (Y'D;' ll' Y') = N,+,- N,M, + N, ll' M,, 
E. (Y' ~l' D;'Y') = N,+,- M,N, + M, g' N,, e 
E. (Y' !l' Y') = M,+,- M,1V!, + M, g' M,. 
Então, ao substituir (5.57) e (•!.79) em (4.78), resulta em 
I··= {ll::.cl.: 1' E (n-') 1 +.JL. 1' M 1 - (..1!L + .!!..) pp !12 ,.._. "' p "" P/.1-i. ....., s ,..... vp} J.lz 
_(li' l' [E. (D;')- N5 +No E' No]l 
-'~;;.>1 r [N,- N,M, +No E' M,]l 
--f-,; 1' [!VI,- M12 + M, 11' M,]1 -(-"r+ ')
2 
V P, N "'"' ....., Vp, )J 
+2 (-"r+ •) [(1-vl 1' No l +..1, 1' M, 1]} . 
VJ-< I' Jl N "' VJ.' "' "" B=B 
= { .JL. 1' M l - (..1!L + .!!..) + ll::.cl.: 1' N 2 1 V/.'4 "" 1 ,., VJ.Lz p.2 pZ "" 0 ,., 
-'P7l 1' [N1 - N,M,] 1 ,', 1' [M,- M?J 1 vp. ,., ,.., v f.i. ,.., "' 
- [f.!.::El 1' N 1 +-' 1' M 1]'- (..'L+ •)' 
p. "' O,.... 1111,3 ,.,. 1 ...,. vv-2 J.' 
+2 (-"r+ •) [(l-vl 1' No 1 +..1, 1' M, 1]} . 
VM )J p. "" "' vp, "' "' 0::::8 
Mas, substituindo (5.57) em ( 4.59), se obtem a expressão seguinte: 
(1 - p) 1 n n 
""'--'"- 1' No 1 +- 1' lvf, 1= -. + -





para () = (p,, v,p)' solução do sistema de equações dado de (4.59) a (4.61). Logo 
substituindo (4.82) em (4.81), dá: 
Iilr. :o:::{- ( 2~ + -;) + +s !' [:3vp: 2 fvf1 - M2 +.iH{] 1 
VP, J.l V J.' ,._, ,.., 
- 2(1-p) 1' [N - N, }.{ - (1 p)V/1-2 N'}.]1 
IJjL~ ,.., 1 Ü 1 2 Ú "' 
-c:,+;)'- c:.+;)' +2C:z +;;)'},=i 
Cálculo de l{tv 
81 
= - (.;~n2 + P-~) + vz~6 1' (3Vfl2 M1 - Mz + kt{] l 
_2(1-P) 1' [N - N, M - (1-P)Dj.Z N?]1 
'Vfi.~ N 1 Q 1 2 Q ...., 
Para obter 1;,,, substitui-se (4.3.5), (4.17) e (4.18) em (4.73), resultando: 
(4.83) 
lpü = -E,. {- ~2~s l' Y l + 11z:z + [ 11/l 1' D;1 1 + v~3 1' Y l - C,:2 + ;) ] 
. [-"- +-\ (-'r 1' y 1 _:!!!+ 1' y-1 1)]} 
2v 2v J.t ..... ,..., #,..., ,..., /J::::JJ 
= { j", r E. (Y) l- ,,:, + [ll:el l' E. ( D;1 ) l + ,~, l' E. (Y) l - (,:, + ;;) l 
· (.!!.+-"-)-.!=L 1' E (n-1 11' Y) 1 --1- 1' E (Y 11' Y) 1 
2v 11 21" zv2p.3 ...., " p ,,,,, "' zv3p.õ ,... "' "'"' ..,.. 
-
1 ~' !'E. (n-1 11' y-1) 1 ----}-,- 1' E. (Y 11' y-1 ) 1 
2vJ.I,... P "'"' ,..., 2vJ1.,.., """ "' 
+A- (-",- + li) · [ \ 1' E. (Y) 1 + 1' E. (Y-1) 1]} .. 
2v VJ.! J.i p. "' "' "' "' 0=0 
(4.84) 
Ao substituir as expressões dadas em (.5.57) e (4.79) em (4.84): temos a seguinte 
expressão: 
I;.v = c},..3 2' .NJ1 ! - v2nj.!z + (;v + v~.,) 
· [fl.::.e.l1' N 1 +-1 !' M 1- (..n.. +li)] 
J.l "' O "' 11 ,.3 "' 1 ,...., vp.2 1-' 
- 2~":;!3 !' [N1 - Nolvft + No !!' Mt] ! 
- 2);;sl' [A1z-!vf{+Jo.ft!l' M1]! 
- 2
1-;r 1' [N _1 - NolvLt + No 11' .M-1]1 
vp.,..., "'"' "' 
-2)~.~3 r [1- j\{l]vf_l + 1v11 1r .í\:!_1] 1 
+2:2 {v~z + ;;) - [~"\ l' M1! + l' M_l l]} od 
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= {~ 1' M ! --!'-,;+I .!L+-"-) v-p.~ ,.,. 1...., vMJ.i<* \2v v2;.t. 
· [íl=El 1' N 1 +-1 1' M 1 - (-"- + ~)] J.' ,.., O "" VJ.'3 ,...., 1 ...,. vp,2 I' 
-2~;;3 !' [Nl - NoJYft]l - 2)J.!s l' [1\12 - M?Jl 
-,'~' 1' [N_,- NoM-d 1 - 2 ; , 1' [I- M,M_1]1 !J /J- N N V jl. N "" 
(4.85) 
-2~2 [:2 r M1! +r M-1 1] 
· [íl=.cl 1' No 1 +__1,- 1' M, 1 - (-"- + ~)]} 
J.' ....., "' VJ-1~ "' ,.,. vp.2 fJ. B=J 
Logo, substituindo (4.82) em (4.85), se obtem 
lpj) = { } 3 11 lvf1 1 - --~n 2 - 21 ;-PJ 1' [Nt- NoAft] 1 llp.,.., "" 1-'").> Vj.l"' ,.., 
-, 1 , 1' [M, -l'vfl] 1 -,i:? 1' [N_,- N,M_,J ! vp.,... "'vp,__ ,..., 
- 2 1 , 1' [I- M1M_,j 1} . 11 
11- "' "" 9=B 
( 4.86) 
Cálculo de I~p 
Para obter este componente da matriz de informação observada, substitui-se 
(4.36), (4.17) e (4.19) em (4.74), se tem: 
IM= -E. {-.11' n-l 1 _(l7} 1' yn-z. 1 +(1-p) 1' n-z 1 
f.L..... p "' 11- "' p .... # ,.., p "' 
+ [íl=El 1' n-' 1 +..1,- 1' Y 1 - (-;. + ~)] 
J-l "' p "' vp, "' "' VJ.' J.' 
. [11' yn-1 1-1' n-' 1]} 
J.< "' P "' "" P "' O:=Õ 
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= {t f E. (D;1 ) ~ +ll,:;PI !'E. (YD;') l-(l:rl r E. (D;') l 
_(171 1' E. (n-' 11' yn-1) 1 -...1., 1' E. (Y 11' yn-1) 1 
i" ,..,. p "'"" p "' 11/J, "' """' p "' 
+11-'1 1' E. (n-1 11' D-') 1 +...1., 1' E. (y 11' D-1) 1 
}.L "" p "''"" p ..... I.'J-l "' "'"" p "" 
+(-"o-+ •) · [l 1' E. (Y D-') 1 - 1' E. (D-1) 1]} . · 
1.'/.1- 1'- I' "' p "' "' p "" (J:(J 
(4.87) 
Usando as notações dadas em (5.57) e as expressões equivalentes dadas em ( 4.79)) a 
relação dada em ( 4.87) se transforma em: 
1;,1 = { 1 1' No 1 +~ 1' E. (Yn-') 1 _ll=El 1' E. (n-') 1 
/-'"' N f.!. N p "" 1-' N p N 
- 11,:;'1 r [E. (Y D;') - JV0N1 +No !l' N1] ! 
- 11 ; 4 l' [N2- NJ1N1 + lYf1 !!' N1] ! 
+(l~p) !'[E* (Dp 2)- NJ +No !l' No] l 
+ v~3 l' [l'-/1- lv11 No + ~M1,!1' No],! 
+(-"o-+ •) . [l 1' N1 1 - 1' No 1]} . 
VJ.I. J.> I< "' "' "' "' 8=8 
I··= {l 1' N 1 +ll=El 1' N N 1 -<1-'1 1' N' 1 P.P ~.~,...o,.., J.-!2....,01,..., ,..,.,.o,., 
( 4.88) 
O último somando é um produto de dois fatores. Por (4.82) o primeiro fator é zero. 
Então, ( 4.88) se reduz a: 
( 4.89) 
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Cálculo de hv 
Ao substituir as expressões equivalentes dadas em (4.37) e (4.18) na (4.75) 1 dá 
a seguinte expressão: 
f··= -E {-"--..L (..L 1' Y 1 - 2"+ 1' y-1 1) vv * z11Z ,_,3 #2 ,.... ,..., IJ. "' "' 
+ [-"- +--\ ( \ I' Y I -2"+ 1' y-1 1)]'} 2... 2Y ji, ,.,. "' J.l ,.... ...., • 
():;::;(} 
= { -,:,+ _;, (,;, 1' E. (Y) l -~+ l' E. (Y-1) l) 
--f-r 1' E. (Y ll' Y) 1 --h: 1' E. (Y 11' y-1) 1 
4VIJ.,.... "'"' ,..2vJ).,.,. "'"' ._ 
_ _L 1' E (Y -11!' Y-1 ) 1 - ("- + -"-) 2 
4:v4 "' * "' "' "' 2v IIZJ.L 
(4.90) 
+..L(.!!.+-"-) · [..L 1' E (Y) 1 + 1' E (Y-1 ) 1]} . 112 2v v2" JJ.:< " " • 
,... "' "" "' "' (}""f) 
Usando as notações dadas em (5.57) e as expressões equivalentes dadas em (4.79), a 
relação dada em (4.90) se transforma em: 
hv = { - 2:z- ;3n~'- + :3 (.,; f JVJ1! +f M-1 ~) 
- 4)Jt4 f [J,Iz- M{ + M1 !!' NI1] ! 
- 2 } z 1
1 [1- Af1/vL1 + M1 11' lvL1]1 
v j.i "' "'"' "' 
- 4\ 1' [ALz- !vf~ 1 + NL1 111 NL1]1 v ..... """' "' 
= {-,n1 - ~n + 13 (4r 1' l\tf1 1 + 1' AL1 r)- 4 } ! 1' [Aiz- Mt}l 11 v J.l "' Jl. ..... "' "' ,.., 1/ I' "' ""' 
- 2 ~ z 1' [J- A-ft_A1_1] 1-,\ 1' [AtLz- .M:1]1 V IJ. N "' ">V N N 
-4~4 (;z 1' M1! + !' M-tl)
2
- (;v+ .,~J 2 
+ :2 c:+ 11~") . (:2 r M1 t + !' NL1 1) L~§. 
(4.91) 
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Mas, ao substituir (5.57) em (4.60), resulta: 
n n =-+-, 
2v V 2Jl 
para todo p,, v e p solução do sistema de equações dado de ( 4.59) a ( 4.61 ). 
" 9?) \ '±- -
Mediante a expressão equivalente dada na relação (4.92), a relação dada em 
(4.91), se transforma em: 
J .. = {--"- _ -'-"- + 1 (-"- + ..!L) - - 1- 1' [M,- M']l 11!.1 Zv2 v31' v 2v /)?:f' 4t·Ap;4 ,..... l ...., 
-
2 
t , 1' [J- M1M-1J1 -
4
\ 1' [M_,- Af'.1]1 v Jl "' "' v "' "' 
(4.93) 
Cálculo de l;,p 
Substituindo M expressões equivalentes dadas em (4.38), (4.18) e (4.19) em 
(4.76), temos a seguinte expressão: 
h·= -E. --+- - 1 }" 1 --+ 1 ' 1 - 1 1 - 1 1 {[ n 1 ( 1 , . 2n 'v-1 )] (1 'YD-1 'D-1 )} P 2v 2v2 p. 2 - "' Jl ....., "" fl "' P "" "' P "' 
= { (.n. + +) · [1 1' E. (Y D-1) 1 - 1' E. (D-1) 1] Zv "'I' p....,. P,..,,..., P ,._. 
---h-1' E. (y 11' YD-1 ) 1 -+ 1' E. (Y-1 11' YD- 1) 1 
2vfl,.., ,.,,,, P ,.., 2vl',.,. .....,,.., P ,... 
+-h- 1' E. (y 11' D-1) 1 +..J.,. 1' E, (Y-1 11' D-1) 1} . · Zvp..., ...,,.,. P,.., 2v,.. ,.._,... P """(I=:(J 
(4.94) 
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Usando as notações dadas em (5.57) e as expressões equivalentes dadas em (4.79), a 
relação dada em ( 4. 94) se transforma em: 
h; = { (;. + "~") . (; r N, l - r No l) 
- 2)~-'3 f [N2- M1N1 + ftrf1 !!' N1] l 
- 2 \ 1' [No-M_1 N1 +/YL1 11'N1]1 v j.J."' "'"' "' 
+ 2)Jlz !' [N1 -lvf1No + 1\11 !l' No] ! 
+,\ 1' [N_,-M_1 No+M-1 11' No]1} . 
1-' "" ''"'' "' 8=8 
= {- [,;, (;,r M, l +r lvL, l) - (;" + "u ]·(;r N, l-r No l) 
-
2
; , 1' [N2 - M1 N1]1 --2 \ 1' [No- M_1 N1]1 VJl"' ,..., VJl,.., "' 
+., i , 1' [N,- M,No]1 +,1, 1' [N_,- AL,No]1} . · 
J1 J-' "' N V "' ...., l}:;:o(/ 
(4.95) 
Mas, pela expressão equivalente dado na ( 4.92)) 
( 4.96) 
Cálculo de lpp 
Substituindo as expressões equivalentes dadas em (4.39) e (4.19) em (4.77), 
ternos: 
I;·= -E. {-2_ 1' Y'D-2 1 +:'. 1' YD- 2 1-1' D-2 1 + (!:. 1' YD-1 1-1' D-1 1)'} 
p J.12 ,.... p "' J.1 "' p ...... "" p ,.... f.l "' p "' ,..... p "' • 
(I=: I} 
I;p = { \ 1' E. (Y' D-') 1 -11' E. (Y D-') 1 + 1' E. (D-') 1 
fi,"' p "' p.,.,. p "" "' p "' 
--'\ 1' E, (YD- 1 11' YD-1 ) 1 +11' E. (YD- 1 11' D-') 1 
p,,. P,.....,... P,._,M,.... P...,,._,P,.,_ 
( 4.97) 
-1' E. (D-1 11' D-1) 1} _ 
..... p ""'"' p ...... (}=IJ 
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Usando as notações dadas em (5.57) e as expressões equivalentes dadas em (4.79), a 
relação dada em ( 4.97), se transforma em: 
I;p ={:,f E. (Y'D;') ~-~f E. (YD;') ~ + l' E. (D;') l 
-}1 !'[E .. (Y2D;;2 ) -N{+N1 lf Nr]! 
+~r [e. (YD;')- N,No + N, E' No]l 
-r [E. (n;')- NJ +No ll' No] l},=a 
112 2, · IZ 1, '' { ( )'} = -:; 1 N1 1 -- 1 N1 No 1 + 1 N0 1 - - 1 N, 1 - 1 No 1 11-~ ,..... "' p ... "' ..... "' jJ "' ..... ""' ,.... • 
(!=!} 
Mas, ao substituir a notação dada em (5.57) na (4.61), temos: 
1 
'N 'N' O - 1 1 1- 1 o 1= ) 
f1 ,..., "" ...... "' 
para todo p, v e p solução do sistema de equações dado de (4.59) a (4.61). 




Do teorema anterior, podemos deduzir que para p conhecido a matriz de in-
formação é 
onde 
I ( 2n •) 1 '[3"''1 Ú M''] [ti).= - -;-':'f+ "q + ~ 1 Vf.t i~' 1 - 1V1z + l 1 




Se p = O, temos que 
!' NI1 1::::= nJl, 
1' j\;f_l 1= nv + !l 1 - - " 
Então, com p=O, 
1 '[" "'] - 4--:-r 1 kLz -.!d_1 1 . lt ,._, N 
Se p = 1, temos que 
11 l'vh 1= nJt + nvp2 , - -
!' M1 l +J.l2 f 1VL1 != nvp2 + 2np, e 







Então com p = 1, temos que 




4. 7 Testes de Hipóteses e Estimação por Intervalo com Dados 
Censurados 
Nesta seção, consideramos testes de hipóteses aproximados 1 baseados na es-
tatística da razão de verossimilhança para os parâmetros da M - IG e seus casos 
particulares (IG e R- IG). A justificativa da escolha deste teste foi dado na Seç.ão 
4.3. Também, nesta seção não se considera testes de hipóteses para a fronteira do 
espaço paramétrica de p, já que as condições de regularidade não sao satisfeitas e 
assim não temos os prerequisitos necessários para o teste baseado na estatística da 
razão de verossimilhança. 
Igualmente ao caso de dados sem censura, os intervalos de confiança para os 
parâmetros da !v! - IG e seus casos particulares são baseados nas propriedades 
assintóticas dos estimadores de máxima verossimilhança. Outros procedimentos para 
obter intervalos de confiança aproximados, como aqueles baseados na estatística da 
razão de verossímilhança (corregido ou não, Doganaksoy e Schmee, 1993), são deixa-
dos como tema de pesquisa. 
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4.7.1 Teste de Hipóteses e Estimação por Intervalo Para os Parâmetros 
da IG (p =O) 
Para realizar os testes de hipóteses para os parâmetros da IG, se considera a 
seguinte função da log-verossimilhança 
' n 




S'(a;,!L,v) = 1~ f,(y;,/L,v)dy;. 
i) Teste de hipóteses para f.l 
Considere as hipóteses H0 ; J.l = p0 e H1 : J.l =J Jlo· Para testar estas hipóteses 
usa-se a seguinte estatística 
A(!Lo.v) = -2{'3(/Lo,v)- '3(Ji,v)), 
onde ií é o est.imador de máxima verossimilhança do parâmetro v dado p0 , e jL e V 
os estimadores de máxima verossimilhança de p e v, respectivamente. A estatística 
A (J.to, ií) tem distribuição asíntótíca x2 com 1 grau de liberdade sob H0 : f.l = p0 • 
A estimativu de v dado J.lo pode ser achada mediante o seguinte procedimento: 
L Escolher o estimativa inicial de v, o qual, pode ser a estimativa de máxima 
verossimilhança obtidos com os dados não censurados, calculados com as fórmulas 
dadas em (4.11). 
IL Calcular E (Ji-1 11-i > ai) , para i = r+ 1, · · ·, n, de acordo com as fórmulas 
dadas em (1.18). 
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III. Substituir os valores no lado direito da equação 
"!/ = - - 1' E,. (Y) 1 --+ 1' E,.. y-t 1 .1[1 2n (J] 
nJlÔ"" ""Jlo""' "' 
IV. Repetir as etapas Il e III até obter a estimativa de v com a precisão desejada. 
ii) Teste de hipóteses para v 
Considere as hipóteses H0 : v = v0 e I-h : 11 f; v0 • Para testar estas hípóteses, 
usar a seguinte estatística 
onde íi é o estimador de máxima verossimilhança do parâmetro 11 dado v0 , e {t e íJ 
os estimadores de máxima verossimilhança de J.l e v, respectivamente. A estatística 
A (jt, v) segui uma distribuição assintótica x2 com 1 grau de liberdade sob H0 : v = v0 . 
A estimativa de 11 dado v0 pode ser achada mediante o seguinte procedimento: 
L Escolher a estimativa inicial de p, a qual pode ser a estimativa de máxima 
verossimilhança calculados com os dados não censurados, achadas com as fórmulas 
dadas em (4.10). 
li. Calcular E (Yilli >ai), para i =r+ 1, · · ·, n, de acordo com as fórmulas 
dadas em (1.18). 
III. Substituir os valores no lado direito da equação 
íi = _lc 1' E. (Y) 1 . 
n- -
IV. Repetir as etapas II e III até obter a estimativa de f.l com a precisão desejada. 
iii) Intervalos de confiança para os parâmetros da IG 
Para encontrar os intervalos de confiança aproximados para os parâmetros da 




p ) a. . . r ( p ) • 'l V ,...., JV l v 'l[o~ 1 
onde 
e as componentes da matriz Im são dadas em (4.103), (4.104) e (4.105). Com esta 
propriedade, os intervalos aproximados para f.l e v, com (1- o)% de confiança, são 
dadas por 
IC (p): p 'f z,.jC:, 
e 
respectivamente1 onde Z,...., N (O, 1), CJJ é o j~ésimo elemento da diagonal da matriz 
ho e F (Z < Zo) = 1- 'i· 
4.7.2 Teste de Hipóteses para os Parâmetros da R-IG (p = 1) 
Para realjzar o teste de hipótesess dos parâmetros da R-IG se considera a seguinte 
função da log-verossimilhança 
' n 




S(a;,p,v) = 1~ g(y;,p,v)dy;. 
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i) Teste de hipóteses para p 
Considere as hipóteses H0 : JJ = p0 e H1 : p f; p0 . Para testar estas hipóteses, 
usa-se a seguinte estatística 
A (p0 ,i;) = -2 {8 (!,o, ii)- 8 (/l, v)), 
onde V é o estimador de máxima verossimilhança do parâmetro v dado p0 , e {L e V 
os estimadores de máxima verossimilhança de p e v, respectivamente. A estatística 
A (po 1 ií) tem distribuição assintótica x2 com 1 grau de liberdade sob Ho: p = J.to. 
A estimativa de v dado p0 pode ser achada mediante o seguinte procedimento: 
L Escolher o estimativa inicial de v, o qual, pode ser a estimativa de máxima 
verossimilhança obtidas com os dados não censurados, calculados com as fórmulas 
dadas em (4.12). 
II. Calcular E (YiiYi > ai), para i = r+ 1, · · ·, n, de acordo com as fórmulas 
dadas em (2.10). 
III. Substituir os valores no lado direito da equação 
v=- - 1' E. (Y) 1 --+ 1' E. y-' 1 1[1 2n (J] 
np.5 ...... "'Po"' "' 
IV. Repetir as etapas li e III até obter a estimativa de v com a precisão desejada. 
ii) Teste de hipóteses para v 
Considere as hipóteses H0 : v = v0 e Ih v =f. vo. Para testar estas hipóteses, 
usa~se a seguinte estatística 
A (p, vo) = -2 {8 (íJ, vo)- 8 (p, v)), 
onde fi é o estimador de máxima verossimilhança do parâmetro J1 dado v0 , e fi, e V 
os estimadores de máxima verossimilhança de p e v, respectivamente. A estatística 
A (fi, v0 ) tem distribuição assintótica x2 com 1 grau de liberdade sob H0 : v= v0 • 
94 
A estimativa de J.l dado v0 pode ser achada mediante o seguinte procedimento: 
I. Escolher a estimativa inicial de p, a qual pode ser a estimativa de máxima 
verossimilhança calculada com os dados não censurados, achada com a fórmula dada 
em (4.12). 
IL Calcular E (Y;-1 jl'i >ai), para i= r+ 1, · · ·, n, de acordo com as fórmulas 
dadas em (2.10). 
Ill Substituir os valores no lado direito da equação 
_ n + Vl+ '";;' l' E. (Y) l 
p= 
IV. Repetir as etapas II e III até obter a estimativa de Jl com a precisão desejada. 
iii) Intervalos de confiança para os parâmetros da R-IG 
Para encontrar os intervalos de confiança aproximados para os parâmetros da 
R- IG, usamos a propriedade de normalidade assintóticc1 dos estimadores de máxima 
verossirnllhança. Assim, 
onde 
e os componentes da matriz IRo são dadas em (4.106), (4.107) e (4.108). Com esta 




onde z "' N (o' 1) ' cjj é o j~ésimo elemento da díagonal da matriz I Ro e p ( z < Zo) = 
l _a 2. 
4.7.3 Teste de Hipóteses e Estimação por Intervalos sobre os Parâmetros 
da M-IG 
Para realízar os testes de hipóteses dos parâmetros da R-IG, considera-se a 
seguinte função da log~verossirnilhança 
onde 
e 
' " ~(p,v,p) = I;log[g(y;;p,v,p)] + I: log [S (a;; /t, v,p)], 
[ l ( )_1 [ (y - p)'] g (y;; J1, v,) = 1 - p + Pf-l-1 Yi 27ryfv 2 exp - ')1 2 . -Vfl, y, 
S(ai,J-t,v) = 1~ g(yijf1,v,p)dy;. 
i) Teste de hipóteses para JL 
Considere as hipóteses H0 : J1 = J1o e H1 : J1 f. p0 • Para testar estas hipóteses 
usar a seguinte estatística 
A (p0 , v,p) = -2 p (/to, v,p) - ~ (ii, ,;, P)} 
onde f; e fi são os estimadores de máxima verossimilhança dos parâmetros v e p dado 
J.to, e ti, V e P os estimadores de máxima verossimilhança de p, v e p, respectivamente. 
A estatística A (J.Lo, ií,p) tem distribuição assintótica x2 com 1 grau de liberdade sob 
Ho: p = p.o. 
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As estimativas de máxima verossimilhança de v e p dado f.to, são encontradas 
resolvendo o seguinte sistema de equações 
â'S ( 8) n 1 [ 1 , 2n , ( _1) l 
â =-o-+ 2
-, -;1 E.(Y)1--+1 E. Y 1 =0 




) = ~ 1' E. (YD-') 1- 1' E. (D-') 1= O. 
3p Jlo"' P "' "" P "' 
Para resolver este sistema, pode~se empregar o método de Newton Raphson com a 
seguinte matriz de informação observada, que é obtida usando o Teorema 4.3 
onde 
hp = I,~ii = -~-i 1' [Nz- ~Jl.M1]1 -,.; 1' [iVo- ~L1N1]1 
vp 0 ,... ,.., 111-'0,..., 
+,.; z 1' [N1- kitflo]l + ... \ 1' [N-t - kL1No]1 v 1-'o ...., ,.., .. v ,..., ,.,. 
e 
onde os componentes E [r;:s ( 1- Po + p0 jtQ1 li) ! }i > a;] e E (Y/ I Y; > ai) de f:ls e 
Ms são calculados com as estimativas de v e p dado JLo, mediante as expressões dada 
nas relações (3.23) e (3.24), respectivamente, para todo sE Z. 
íi) Teste de hipóteses para v 
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Considere as hipóteses H0 : v :::: v0 e H1 v # v0 • Para testar estas hipóteses1 
usar a seguinte estatística 
A (ji, v0 ,p) = -2 {\3' {ji, v0 , p)- 'J ([i, v, P)), 
onde fi e p são os estimadores de máxima verossimilhança do parâmetro p e p dado v0 
respectivamente. Os valores jl, f; e P são os estimadores de máxima verossimilhança 
de p,, v e p, respectivamente. A estatística A (ft, v0 ,j)) tem distribuição assintótica 
x2 com 1 grau de liberdade sob H0 : v = v0 • 
As estimativa..<; de máxima verossimilhança de p e p, dado v0 , são encontrados 
resolvendo o seguinte sístema de equações 
&'J(Ol = 1- P 1' E. (D-') 1 +-1- 1' E. (Y) 1 _ _!!_-":=O, 
Ôfl jt "' P "' Vof13 "' · "" Vot-t 2 J1 
ô'J(O) = _lc 1' E. (YD-1) 1- 1' E. (D-') 1= O. 
Ôp jJ"' P,..,,.., P,.... 
Este sistema pode ser resolvido mediante o método de Newton Raphson com a 
seguinte matriz de informação observada, que é obtida usando o Teorema 4.3. 
onde 
-~ 1' [R,- M1R,]1 + '-, 1' [R, - ü,R0]1 
ill)j.< "' '"" !1011- "' "" 
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e 
onde os componentes E [Y? (1- p + pjt-11'i) ! li > ai] e E (Y/' ! Yi >ai) de fls e Jfis 
são calculados com as estimativas de J.l e p dado v0 , mediante as expressões dada na 
relações (3.23) e (3.24), respectivamente, para todo sE Z. 
iii) Teste de hipóteses para p 
Considere as hipóteses Ho : p = p0 e I:h : p f. p0 • Para testar esta hipóteses, usar 
a seguinte estatística 
A (ti, ii,po) = -2 {8 (p, i',po)- 8'({<, v,p)), 
onde j1 e ií são os estimadores de máxima verossimilhança dos parâmetros J.l e v dado 
p0 , respectivamente. Os valores {t, íi e p são os estimadores de máxima verossimi-
lhança de Jl·, v e p, respectivamente. A estatistica A(ji,V,p0 ) tem distribuição 
assíntótica x2 com 1 grau de liberdade sob Ho : p = p0 • 
iv) Intervalo de c-onfiança 
Para encontrar os intervalos de confiança aproximados, usamos a propriedade 
assintótica dos estimadores de máxima verossimilhança. Assim, 
I' I' 
a. 
r' v N v ' ' o -p p 
onde / 0 é a matriz de informação observada dado em (4.69). 
Com estas propriedades, os limites aproximados para J.L 1 v e p com (1- o:)% de 
confiança são dados por 
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LC (v):,; 'f Zorc;; 
e 
LC (p): p 'f Z0 rc;;, 
onde Z"' N (0, 1), Cii é j-ésimo elemento da diagonal de Iõ1 e P (Z ::S Zo) = 1- %· 
4.8 Exemplo 4.2. Tempo de remissão de pacientes com Leucemia 
Lawless (1982), num exercício proposto na pag. 136, apresenta dados de tempos 
de remissão de 30 pacientes com leucemia: tratadas sob certa terapia. Este conjunto 
de dados se mostra na Tabela 4.3. 
Tabela 4.3: Tempo de remissão (em semanas) de pacíentes com leucemia, ( +) ob-
sevarções censuradas. 
1 1 2 4 4 6 
6 6 7 8 9 9 
10 12 13 14 18 19 
24 26 29 31+ 42 45+ 
50+ 57 60 71+ 85+ 91 
Para ilustrar a aplicação para dados censurados desta distribuição, vamos consid-
erar inicialmente que os dados provém de M-IG, para depois determinar a qualidade 
de ajuste desta distribuição. Para obter as estimativas de máxima verossimilhança, 
segue-se o procedimento proposto na Seção 4.4 . Este procedímento está programado 
em S-plus, programas que estão no Apêndice em forma geral (dados censurados ou 
não, com covariáveis ou sem elas). Assim, o programa 2 produz a Tabela 4.4, exceto 
a linha dada para p = 0.824, que foí achada com o programa 3 do Apêndice, con-
siderando como valor inicial no método Newton Raphson, os valores das estimativas 
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associadas ao máximo valor da log-verossimilhança no programa de p fixo. Logo, o 
Tabela 4.4: Estimativas de máxima verossimilhança para dados de tempos de re-
missão de pacientes com leucemia, para diferentes valores de p. 
'" 
v p log-verossim 
46.0561 0.1265 0.000 -118.7378 
30.0763 0.1285 0.100 -118.6354 
23.3390 0.1340 0.200 -118.4020 
19.5097 0.1423 0.300 -118.1316 
16.9063 0.1534 0.400 -117.8737 
14.9132 0.1681 0.500 -117.6519 
13.2479 0.1878 0.600 -117.4777 
11.7508 0.2157 0.700 -117.3587 
10.3017 0.2589 0.800 -117.3038 
9.9455 0.2731 0.824 -117.301.5 
8.7482 0.3376 0.900 -117.3245 
6. 7276 0.5536 1.000 -117.3860 
máximo valor da log-verossimilhança é atingido quando o valor de P =O, 824. Neste 
caso, vamos avaliar a qualidade de ajuste por métodos gráficos. Assim, nas Figuras 
4.3, 4.4 e 4.5, pode-se observar que a curva de sobrevivência estimada, asumindo que 
os dados se ajustam a uma distribuição Gaussiana Inversa, a M-IG e à Recíproca 
Complementar, respectivamente, sendo cada uma comparada com a curva de sobre~ 
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Figura 4.3: Gráfico da Ílmção de sobrevivência estimada por Kaplan Meier e de 
máxima verossimilhança sob IG. 1 para dados de tempos de remissào de 
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Figura 4.4:: Gráfico da função de sobrevivência estimada por Kaplan Meier e de 
máxima verossimilhança sob M~IG com p = 0.824, para dados de tempos 
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Figura 4.5: Gráfico da função de sobrevivência estimada por Kaplan Meier e de 
máxima verossimilhança sob R-IG., para dados de tempos de remissão 
de pacientes com leucemia. 
Destes gráficos pode-se observar que curva de sobrevivência estimada comparado 
com o método de Kaplan Meier1 para p = 0.824 e p = 1 (Recíproca Complementar) 
obtem-se ajuste razoáveL 
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5. Um Modelo de Regressão para Dados da Mistura de Gaussiana 
Inversa com sua Recíproca Complementar 
5.1 Introdução 
O modelo de regressão considerado neste capítulo, para dados com e sem censura 
da Mistura da Gaussiana Inversa com sua Recíproca Complementar, é um modelo 
onde assume que a recíproca do parâmetro J1. depende linearmente das covariáveis. 
Para este modelo, deduz-se o sistema de equações de verossimilhança e a matriz de 
informação observada, que pode ser usada no método de Newton Raphson para obter 
as estimativas de máxima verossimilhança dos parâmetros desconhecidos. O modelo 
modelo de regressão que será estudada, inclui como caso particular o modelo de 
regressão dado por VVhitmore (1983), para dados da distribuição Gaussiana Inversa, 
5.2 Modelo de Regressão 
De acordo com Lawless (1982), os modelos de regressão mais usados para analisar 
dados de tempos de falha influenciados por cmrariáveis são 
• modelos de riscos proporcionais) e 
• modelos de locação~escala do logarítmo do tempo. 
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Um modelo de regressão que pertence à fami1ia de riscos proporcionais tem a pro-
priedade de que para dois indivíduos com vetores de regressão x = (x 1b · · · ,xlk) e _, 
x = (x 21 , · · · 1X2k) ,respectivamente, a razão de funções de risco der (vi x) /r (YI x) N2 ~1 Nl 
não muda com o tempo y. Isto implica que a função de risco do tempo Y dado 
;:= (x 1, · · • 1 Xk), pode ser escrita 
onde 
ro (y) é a função risco básica, 
g (~,e) é uma função que depende de ~ e e e e= (/31, ... l fhr é um vetor dos 
coeficientes de regressão. 
Um caso particular deste modelo ocorre quando 
isto é, 
Este modelo é adequado desde que expx,B é sempre positivo. --
Um modelo é de locação-escala, quando o loga.rítmo do tempo de falha, Y = 
log T, dado ;::, onde T =tTempo, tem uma distribuição com parâmetro de locação, 
p (~),e parâmetro de escala constante cr1 (a> O), constante. Desta fo1ma, o modelo 
de regressão pode ser escrito como 
onde, e tem uma distribuição que é independente de x , Particularmente, quando 
N 
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tem-se o seguinte modelo 
Para o çaso de dados da !vi- IG, considera-se um modelo diferente de riscos propor-
cionais ou de locação escala, assumindo-se que a recíproca do parâmetro de locação 
depende linearmente das covariâveis1 isto é, 
O motivo principal pelo qual não consideramos um modelo de riscos proporcionais 
baseia-se na característica da função de risco ou taxa de falha da l'vf- IG, descrita 
no Capítulo 3. Esta função é crescente até um ponto localizado entre a moda (Ym) 
e y0 (Yo > Ym), depois, decresce aproximando-se assintóticamente a 2J12 V. Logo, a 
função risco, para valores grandes de y, é aproxhnadarnente constante, o que dificulta 
o cumprimento da condição fundamental da família de riscos propocíonais. 
A razão pela qual não consideramos um modelo de locação-escala pode ser am-
parada na justificativa dada por VVhitmore (1983), para o modelo de regressão pro-
posto para dados da distTibuição Gaussiana Inversa, sendo esta distribuição um caso 
particular da }.:f - IG. A justificativa dada por VVhitmore está. baseada numa pro-
priedade da distribuição Gaussiana Inversa, demostrada por VVhitmore e Yalovsky 
(1978). Eles demostrararn que se Y,...... IG (p, v) e (pv)-1 suficientemente grande (ao 
menos 10), logY é aproximadamente normal. Logo se a função de regressão tem a 
forma E (Y) = exp { ::;~} e 1 = vp é uma constante razoavelmente grande, então, 
log Y possui um modelo aproximadamente normal linear, N (~~ - b' 1 1) . Com base 
nesta propriedade, \Vhitmore (1983) cita três razões pelas quais não considerou um 
modelo de locação-escala para a regressão de dados da distribuição Gaussiana In-
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versa. Estas razões apresentam a seguir: (1) O modelo de regressão considerado 
para dados da JG é E (Y) = f1 c~) = c~~) -l (modelo de regressão linear in-
verso), que é diferente de E (Y) = exp {;:~}. (2) Assume-se que o parâmetro de 
dispersão v é uma constante, não ocorrendo 1 = (J.W r 1 (quando é assumido o mode-
lo E(Y) = exp{~e}). (3) O modelo de regressão considerado para IG é exato e 
não aproximado, em contraste ao modelo de locação-escala para a JG. Portanto, se 
consideramos um modelo de locação-escala para dados da M- IG, este modelo serão 
aproximado e não exato como deveria ser. 
5.3 Estimação de Parâmetros para Dados sem Censura 
Para realizar a estimação dos parâmetros para dados não censurados, considera-
se o seguinte. Seja 1;, Y2 , · · ·, Yn variáveis aleatórias independentes, tais que Yi "" 
}.tf - IG (p;, v, p), e com função de densidade dada em (3.4), onde 1Ç1 =x;/3, f3= 
NN N 
(/31, • • ·, f3k)' é o vetor dos parâmetros da regressão e :f= ( Xi1 , · • ·, Xik) é o vetor de 
co variáveis, para í = 1, · · ·, n. Além disso, sejam: 




Y= (5.1) 1= 
o 
Xn 1 
"' nxk nXl o o Yn 
nXn 
Então, sabend~se que xi{3= fii 1 a função de verossimilhança para a observação i, 
por (3.4), é dada por 
(5.2) 
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Isto é, pela reparametrizacão dada em (1.5), Então, a função de verossimilhança para 
a amostra pode ser escrita 





L -- ~1' y-1 1 -21' X f3 + {3' X'YX f3. 
-i=l Yi "" "' "' "" ...., "' 
Então, a função de verossimilhança pode ser escrita como 
A log-verossimilhança é 
\5(8) ~ logL(B) 
~ :tlog (1- p + p xJ! Y<)- ~ :tlog (21ryi) - :': log v 
•=1 "'"" 2i=l 2 
- _!__ [1' y-1 1 -21' X {3 + [3' X'YX f3]. (5.3) 
2v "' "' ,.... ..... ..... "" 
Derivando em relação aos parâmetros e igualando a zero) obtém-se o seguinte sistema 
de equações: 
' 
&\S(O) ~p.;::... ';! Yi _I_ (x'YX {3-X' 1) ~o, (5.4) 
íJB L-1-p+pxf3y v - - -
:..... l""l "'l,.. ' 
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ô'-1' (&) = _..':_ + -1 [1' y-1 1 -2 1' X f3 + f3' X'Y X 13] =O, (5.5) 
âv 2v 2v2 "' .... ... _... ,..., "' 
e 
ô'-1' (0) n Xi/3 Yi n 1 
~:L=L: -- -L: =0. (56) 
8p i=l 1- p + p xd3 y; i=l 1 - p + p xif3 Yi 
,..,,.., "'"" 
Seja DP uma matriz diagonal n X n, tal que 
Pode demostrar-se que as seguintes relações são satisfeitas: 
' n Xi Yi 
" - = X'Y D-1 1 , 
L-1-p+pxBy· ' -l'õ"'l ,, • 
(5.8) 
--
n Xi/3 Yi 
" -- =/3' X'Y n-1 1, 




.;:., 1 =1' n-1 1. 
L-1-p+pxf3y· - ' -~=1 I ~ 
(5.10) 
--
Com estas expressões equivalentes, o sistema de equações dado de (5.4) a (5.6), 
transforma-se em 
iJ'-1'(&) = pX'YD-1 1-_1c (x'YX f3 -X' 1) =O, (5.11) 
ô/3 p - v - - -
ô'-1'(&) = _..':_ + ~ [1' Y-1 1 -21' X f3 + {3' X'YX 13] =O, (5.12) 
ôv 2v 2v2 ,.. ,., .... ,.., ,.., ,.., 
e 
ô'-1' (&) = {3' X'Y n- 1 1 - 1' n-1 1= O. (5.13) Ôp- , __ ,_ 
Se p é conhecido, o sistema de equações se reduz a 
ii'-1'(&) = pX'YD-1 1 _ _1c (X'YX f3 -X' 1) =O. (5.14) 
ô f3 p - v - - -· 
llO 
e 
D~(O) = _.'.:_+ J_' !1' y-1 1 -21' X fJ +f!' X'YX fi]= O. (5.1.5) 
v 2v 2v "' "' .... "' ..., "' 
Se p =O, o sistema de equações de verossimilhança para a regressão Gaussiana 
Inversa é dado por 
- ~ (x'Y X fJ -X' 1) =O, 
11 ..... "" "" 
(5.16) 
e 
- .'.:.. + -1- [1' y-1 1 -2 1' X fJ +f!' X'Y X fi] =O. (5.17) 
2v 2v2 "' "' "' "" "' "" 
Resolvendo este sistema, tem-se 
~= (X'YXr1 X' 1, 
N N 
(5.18) 
e sustituindo (5.16) em (5.17), resulta 
(5.19) 
No caso de p = 1, de (5.14) e (5.15), tem-se o sistema de equações de verossimi-
lham,;a para a regressão de dados da Recíproca Complementar de uma variável Gaus-
siana Inversa 
oC:S(O) =X'D-1 1-~ (x'YX fJ-X' 1) =0, (5°0) 
à fJ N v N N N ·-
e 
àC:S(O) = _.!':_ + -1 [1' y-1 1 -21' X fJ +f!' X'YX fi]= O, (5.21) 
Ôv 2v 2v2 "' "" ...., ..... ,..., ,... 
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onde 
D = diag {x (!, ... , x f!} . 
• ""1,.... "'n,., 
Multiplicando (5.20) com f3 à esquerda tem-se os estímadores de máxima verossími~ 
N 
lhança 
~= (X' ~r X) -1 X' g' y-1 ~, (5.22) 
e 
v = _!_ (S' X'Y X s - S' X' 1) . 
n "" "' "' "' 
(5.203) 
O estimador do parâmetro {3, tem a forma do estimador de Mímo quadrados ponde-
ra.dos, da regressão y-I 1 sobre X 1 com a diferença de que a matriz de ponderação 
VV =!!' não é positiva definida. 
O procedimento para encontrar as estimativas de máxima verossimilhança, para 
p E (0, 1) e conhecido se constitui por uma modificação do procedimento usado para 
resolver o sistema de equações para o caso geral, dado em (5.11) a (5.13). 
O sistema de equações dado desde (5.11) a (.5.13) tem múltipla soluções. Mas, 
como para cada valor de p existe uma solução, então, para encontrar o máximo global, 
ou o maior dos máximos locais, pode-se construir um procedimento semelhante ao 
do caso de urna amostra sem covariáveis, baseado no método de Newton Raphson. 
Este procedimento é descrito a seguir: 
L Encontrar as estimativas de máxima verossimilhança de {3 e v para p =O. Usar -
estas estimativas como pontos iniciais para obter as estimativas de /J e v quando p 
N 
= O, L Usar o método de Newton Raphson com a precisão desejada. 
IL Aplicar o método de Newton Raphson para p, incrementado de 0,1, utilizando 
sempre como valores iniciais, as estimativas de (3 e v obtidos sem o incremento . 
N 
112 
Ill. Repetir a etapa anterior até chegar a p = 1. 
IV. Para cada valor de p, encontrar o valor de log-verossimilhança com a fórmula 
dada em (5.3). 
V. Para obter o máximo global, utilizar como ponto inicial no método de New-
ton Raphson as estimativas de /3, v e p para as quais é atingido o maior valor de -
log-verossímilhança, na etapa III. Aplicar o método Newton Raphson até obter as 
estimativas com a precisão desejada, 
Para encontrar as estimativas de máxima verossimilhança para p E (0, 1) e con-
hecido, seguem-se as etapa I e II do procedimento anterior. Assim, repete-se a etapa 
II até atingir o valor de p. 
Pode acontecer que o valor máximo da log·verossimilhança ocorra na fronteira 
do espaço paramétrico de p, p =O ou p = 1, ou fora deste espaço. Quando isto ocorre, 
é preciso fazer análises adicionais para determinar se o modelo na fronteira do espaço 
paramétrica de p se ajusta bem ao conjunto de dados. Uns destes procedimentos é 
conferir a adequação do modelo mediante a análise de residuos, qtte é descreto na 
Seção 5.5. 
Para usar o método de Newton Raphson, necessita-se da matriz de informação 
esperada ou de sua estimativa. Neste trabalho, utilizamos a matriz de informação 
observada, a qual é derivada no seguinte teorema. 
Teorema 5.1 
A matriz de informação observada do modelo de regressão para dados sem cen-
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lo= lv/i lvv 
I;p lpv 




1,, = 1;~ = -,~, (x'Yx ~-X' I), 
- -
I-.= I'· =- Y'Y ir' 1 + 'X'Y'fr' X (3.- 'X'YÍT' 1 {Jp i>,6 ~ p ..... p p ..... p p ,...' - -
lp; =/3' X'Y'ir'X /3-2 /3' X'Yir' 1 + 1' iJ-' 1, 
"' p "' "' p "' ..... p "' 
(5.24) 
(.5.25) 
onde /3, V e p são as estimativas de máxima verossimilhança de (3, v e p, respectiva-- -
mente1 e iJP é calculado com estas estimativas. 
Os componentes da matriz de informação observada para dados sem censura são 
(5.26) 
I·.= I'.=- IJ"s(O) I 





lvc.. = - fJvZ le:ê 
iJ28(0) . 
I,; = I;, = - iJviJp lo=o 
i!'5:1(e) =..!.. (xvx !3 -x' 1), 
àj3àv v' - --
" x/ y; 
+PI; - )'' 
i=l ( 1 - p + p '::f~ Yi 
i!'S(O) _ ~ _ ..!_ [1' y-' 1 -2 1' X j3 + /3' X'YX ~], 







Usando a notação dada em (5.6L tem-se as seguintes expressões equivalentes: 
' ' n X i X i Yi 
"' -- = X'Y'D-'X 
L. ( )' p ' 
i=l 1 - p + p a;__;~ Yi 





i""l 1 - p + p :J~ Yi 
Logo, as segundas derivadas da log-verossirnilhança podem ser escrita como 
8''S(O) =- 2X'Y'D- 2X- lx'YX 
8(38(3' p p v (5.32) 
à''S ( B) = .!:_ (x'Y X (3 - 'K' ) 
à(3í) 2 L 1 ' li l! "' "' 
(5.33) 
8''S(O) = X'YD- 1 1- 'K'Y'D-'X f3 +pX'YD-' 1 




_&'-;;-8'--i:(B_,_) = _n_- -1 [1' y-r 1 -21' X f3 + (3' X'YX a] 
8v2 2v2 v3 ,.... ...... "' ,..., ~ :.., 
fJ'S< ( 8) 
-c&oc-v""&p-'- = O 
Por (5.15), (5.35) é 
&28'(8) n 





Então, os componentes da matriz de informação observada se obtém ao substituir as 
expressões equivalentes dadas de (5.32) a (5.37) no lado direito das equações dadas de 
(5.26) a (5.31), respectivamente. Logo, mediante a relação dada em (5.12), obtem-se 
as expressões dadas em (5.25). o 
Do teorema anterior, pode-se deduzir que para p conhecido a matriz de in-
formação observada é 
(5.39) 
onde os valores de seus componentes são achados mediantes as fórmulas correspon-
dentes dadas para M -IG. 
p-0 
Se p =O, então pode-se mostrar por (5.16) e (.5.32), 
por (5.36), temos 
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e por (5.39), resulta 
onde í/ se calcula mediante a fórmula dada em (Ed9). 
p=l 
Se p = 1, então, de (5.7) e (5.32), pode mostrar que 
I~ -2 1 X'Y IpiJ = X D X+ c: X, 
v 
de (5.5) e (.1.34) 
I I ' l x··n· _, h·= .,· =-- 1, 
pV IJ,i V "' 
e de (5.39), resulta 
onde /3 e íí se calculam mediante as fórmulas dadas em (5.22) e (5.23). 
5.4 Estimação com dados censurados 
Seja Y; ......., .M- IG ( (~i~) -l, v,p) , i= 1, · · ·, n, variáveis aleatórias indepen~ 
dentes, e com função de densidade da forma (3.4). Assumimos que os r primeiros 
valores são conhecidos (isto é, Yí = y1 , Y2 = y2 , • • ·, Yr = Yr ) e os restantes ( n-r) 
são censurados á direita nos pontos ar+l, · · ·, a 11 , respectivamente (isto é, 1-;.+1 > 
ar+l, · · ·, Yn > an ). Adicíonalmente, assumimos 1::; r < n. Logo, a função de 
verossimilhança para a amostra censurada é 
= J.Í:g (y,,[3,v,p) TI loo 9 (v;,[3,v,p) dy; 
i=l N i=r+l a, "' 
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onde O= (~', v,p) 1 , L (fJ) é a função de verossimilhança para a amostra sem censura, 
dY = TI~,.+ 1 dyi e c é o espaço dos resultados para as observações censuradas, isto é, 
Agor~ para obter as equações de verossimílhança, usamos o resultado dado em ( 4.55) 
do na qual demonstrou-se que 
âlogC(O) =E [ôSS(O)l 
ao • ae ' 
onde E, é uma esperança tomada sob o espaço dos resultado c e ':;} (O) =- log L (O) . 






E. (Y'D;') = díag{yfl (1- p+ P';;~ y,) ,· ··,y;/ (1- p+ P ':.;~ y,), 
E [1~";,1 / (1- p + p x i> l~+l) I 1:;+1 > a,+l] , "'r+1,.., 
···,E [l';/ (1- p+ p X.:'~ 1~) I}';,> an]} 
e 
(5.40) 
E,(Y') = diag{y"··· ,y,.,E (1~";, 1 I Y,+l > a,+l) ,· · · ,E(Y,: I Yn > an)}, (5.41) 
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para todo sE Z, onde E [li'/ ( 1 - p + p :;_;~ Y;) I Y; > a;] e E (li' I Y; >a;) acham-
se mediante as expressões equivalentes dadas nas relações (3.23) e (3.24), respectiva-
mente. Ao substituir as expressões equivalentes dadas em (5.11), (5.12) e (5.13), o 
sistema de equações transforma-se em: 
0~~) =pX'E.(YD;') ~ -!; [x'E.(Y)X ~-X' l] =Q, (5.42) 
à'S (B) = _2 + -1 [1' E. (Y-') 1 -2 1' X ;3 + (3' X' E. (Y) X !3] = O (5.43) 
8v 2v2v2 "" "'"'"""' ,...., 
e 
à'S(B) ( ) .:.._::,:"-' =;3' X' E. (YD-1) 1- 1' E. D- 1 1= O. (5.44) 
8p "' p "' "' p ...., 
Se p é conhecido, então o sistema de equações se reduz a: 
à'S (O) = pX' E. (Y D-1) 1 _!:. [x' E. (Y) X ;3 -X' 1] =O (5.45) 
8{3 ' ~ v - ~ ~ 
e 
à'S (O) = _2 + -1 [1' E. (Y-') 1 -2 1' X {3 + (3' X' E. (Y) X !3] = O. (5.46) 
8v 2v 2v2 "' .... "' ,... ,.., ,..., 
Se p =O, então tem-se as equações .de máxima verossimilhança para a regressão 
Gaussiana Inversa com dados censurados: 
o'S(B) = _ _1. [X'E.(Y)X ;3 -X' 1] =O (5.47) 
8{3 v - ~ ~ 
o'S(B) = _2 + -1 [1' E. (Y-') 1 -2 1' X ;3 + (3' X' E. (Y)X !3] =O. (5.48) 8v 2v 2v2 ,.... ,.._, "' ...., ,.., ,..,. 
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Este sistema de equações foi obtido por Whitmore (1983) e pode ser expresso como: 
S= [X' E. (Y) xr' X' 1, (5.49) - -
e substituindo (5.47) em (5.48), resulta 
v= .!c [1' E. (v-') 1- 1' x f3]. 
n "' "" ,..., "' 
(5.50) 
As equações dadas em (5.49) e (5.50) são as mesmas obtidas com a aplicação do 
algoritmo EM. Logo, para encontrar as estimativas de máxima verossimilhança pode 
usar-se o seguinte procedimento: 
I. Escolher as estimativas iniciais de /1 e 11, as quais podem ser as estimativas 
obtidas com os dados sem censuras mediantes as formulas dadas em (.5.18) e (5.19). 
li. Calcular E[Y;)Y; > ai] e E[Yt1 )}f > ai] , para i= r+ 1, ... , n com a fórmula 
dada em (1.18). 
III. Substituir os valores achados na etapa II no lado direito (5.47) e (5.48). 
IV. Repetir a etapa II e III até encontrar as estimativas com a precisão desejada. 
Se p == 1 nas equações dadas em {5.45) e (5.46) 1 entào 1 tem~se as equações 
de verossimilhança para Regressã.o de dados da Recíproca Complementar de uma 
variável Gaussiana Inversa: 
a'J (O) = X'D- 1 1 _ _!c [x'E. (V) X (3 -X' 1] =O (5.51) 
8(3 - v - - -
a'J (O) = _.."._ + -1 [1' E. (v-') 1 -2 1' X (3 + (3' X' E. (Y) X !3] = O, (5.52) av 2v 2v2 "" "' "" N ""' N 
onde 
D = diag {x (3, ... , x !3}. 
"'1,.. "'n,.., 
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Resolvendo este sistema obtém-se 
(5.53) 
e 
v= _1_ [x'E.(Y)X f3 -X' 1]. 
n - -
(5.M) 
Este mesmo sistema de equações é os mesmo se obtem ao aplicar o algoritmo EM 
dado por Dempster, Laird e Rubin (1977). Logo, pode empregar um procedimento 
semelhante ao caso anterior; 
I. Escolher as estimativas iniciais de p e v, as quais podem ser as estimativas 
obtidas com os dados sem censuras mediantes as formulas dadas em (5.22) e (.5.23). 
II. Calcular E[lilli >ai] e E[Ji-1 lli > a;] , para i:::::: r+ 1, ... , n com a fórmula 
dada em (2.10). 
li!. Substituir os valores achado na etapa li no lado direito (5.53) e (5.54). 
IV. Repetir a etapa II e III até encontrar as estimativas com a precisão desejada. 
Igualmente aos casos anteriores, o sistema de equações dado em (5.40) e (t!J.41) 
pode ser resolvido mediante o uso de métodos iterativos como Newton Raphson. Este 
procedimento é o mesmo que usado para a regressão com p conhecido e sem censura, 
descrito na Seção 5.2. 
O sistema de equações dado de (5.42) a (5.44) tem soluções multiplas, mas, para 
cada valor de p existe uma única solução. Assim, para encontrar o máximo global ou 
o maior dos máximos, pode-se empregar o mesmo procedimento usado para encontrar 
o máximo global ou o maior dos máximos para a regressão da kf- IG com dados não 
censurados, apresentado na Seção 5.2 para p desconhecido) com a única modificação, 
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na etapa IV, no cálculo do valor da log-verossimilhança: 
Pode acontecer que o máximo valor do log-verossimilhança ocorra na fronteira 
do espaço paramétrica de JJ (p = O ou p = 1) ou fora deste espaço. Quando isto 
ocorre, é necesario fazer análises adicionais para determinar a qualidade de ajuste 
do modelo na fronteira do espaço paramétrica do p . Um procedimento para fazer a 
adequação do modelo mediante a análise de resíduos, é descrito na Seção 5.6. 
Para usar o método de Newton Raphson, se precisa da matriz de informação 
ou de qualquer estimativa consistente. Neste caso, usamos a matriz de informação 
observada, definida no seguinte teorema. 
Teorema 5.2 
A matriz de informação observada para o modelo de regressão com dados cen-
surados da M-IG é 
Is& I f; v ljjp 
lo= lyjj Ivv hp (5.55) 
I,s lpfi Ipp 
onde 
I i!, = 1;& = ,~X' [iJ (ki, - M,') iJ + (I- NML)] iJ! -
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I~;= I,~= tX' {iJ [k,- 111,k,j- [k,- Jff,k,]}iJ! 
+X'l'Ít [Pilt- P~~ío- I] ! , 
ho = 
2
;,- 4~, !' { iJ' [111,- 111i] b' + 2b [r- 111,Jff_,J b + [111_,- NI.:,]} l• 
h;= r;.=,:, r {[R_,- NL,No]- [.No- NL,k,] b + D' [k,- 111,k,] 




_I,J, =E. (Y') e N, =E. (Y' D;'), \fs E Z, (5.57) 
~~ V e fi são estimativas de ;3, v e p, respectivamente, e b, fi: .. e Ms são valores - -
D 1 Ns e Ma calculados c-om estas estimativas para todo s E Z. 
A matriz de informação observada, para o modelo de regressão com dados cen-
surados da M~IG se define por 
lo= 
éi'logC(B) I ,, 
80{)0' '='= (~·'·') 
onde {3, íi e p são as estimativas de máxima verossimilhança de {3, v e p, respectiva-- -
mente. Mas, no capitulo anterior, demostrou-se 
L =-E [fJ''ii(B) [él'ii(O)l [IJ'ii(O)]'] 
o • &oaB' + ao ao . · 
8=8 
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Logo os componentes de 10 são: 
(5.58) 
(5.59) 
I·-=I'- =-E [IJ'S(B) [/JS(B)] [/JS(B)l]' 
~p pfi • /Jj3 fj + /)j3 i) , • • p p . 
"" ...... fJ=(} 
(5.60) 
I--= -E [8'8(0) [fH(B)l'] 
w • /)2 + n ' 1/ uv . 
(Jo:;;(} 
(5.61) 
I--= I--= -E [iJ'S(B) [IJS(B)l [88(0)]] 
vp pv * Ô IJ + Ô 8 ' 
V p V p B=Ô 
(5.62) 
e 
I--= -E [iJ'S(B) [88(8)]'] 
pp ., Ô?. + Ô . 
p p B=Õ 
(5.63) 
Cálculo de Ipp 
Sustituindo (5.32) e (5.11) em (5.58), se tem 
I··= -E.{-p'X'Y2D- 2X -lX'YX + [pX'YD-1 1-1 (x'YX j3 -X' 1)] (3!3 p 11 P N V N "' 
.. · [pX'Y D;' 1 _l (x'YX j3 -X' 1)]'} .. 
_,.., v "' "' {)=fJ 
Seja 
D = diag {x,j3, · · ·, Xn/3}. 
"'"' ,.,. ,... 
Então, 
X f3= D 1 e j3' X' = 1' D. (5.64) 
"" ,... ..... ,...., 
12.5 
Logo, com esta notação, I13i3 pode ser escrita como: 
I··= -E. {-p2 X'Y 2 D-' X- lX'YX + [pX'Y D-1 1 _l (x'Y D 1 -X' 1)] 
{3{3 p v p "' v ""' "" --
. [pX'YD- 1 1 _l (x'YD 1 -X' 1)]'} . 
p ,.. Jl .... "' 0=9 
= {P' X' E. (Y' n;') x + tx'E. (Y) x- p'X'E. (Yn;' E' D;1Y) x 
+'X'E. (YD 11' n-'y) X- 'X' 11' E. (D- 1Y) X v ,.......,P v,...,,.., P 
+'X'E. (YD-1 11' DY)x -'X'E.(YD-') 11' X 
v p """'" " p ,.... .... 
-.1-X'E (YD 11' DY) X+ .lX' 11' DE (Y)X v2* ,._,,.... v1,.,_"'"' 
+:, (x'E.(Y)D I-X' l) l' x}.=i 
Mas, De Y são matrizes diagonais, então podemos comutá-las. Logo, mediante esta 
propriedade, a relação anterior pode ser escrita como: 
I~~= {p'X'E. (Y'D;') X+ :x'E.(Y)X- p2 X'E. (YD;' g' D;'Y) X 
+'X' DE. (Y 11' D-'Y) X- 'X' 11' E. (D- 1Y) X 
v "'"' p v """' p 
+'X' E. (yn-1 11' Y) DX- 'X' E. (YD-') 11' X 
v p """' v p "'"' 
-,;,X' DE. (Y g' Y) DX + ,;,x' g' DE.(Y) X 
+,;, (x'E.(Y)D l-x' l) l' xL,-
Agora, usando a notação dada em (5.57) e substituindo as expressões equivalentes 
126 
dadas em (4.79), temos o resultado: 
I -{-2VIE (y2n-2\v+1VIlfx- 2V"'[E (vzn-2\ i\T2+'C J''lll]V fjfj- p . .-.. -'* \ -'-'p )_,/\._ ;;-"'- _!).1 -p ..'>. *v- p) -j'il .nl ..... ~ .1>} _.-;._ 
+;'X'D [N,- M,N, + M, E' N,] X- ;'X' H' N,X 
+;'X' [N,- N,M, + N, E' M,] DX- ;'X' N, E' X 
-lX'D [M - M' + Jl1 11' M] DX + lX' 11' DM X v2 2 1 1 1 v2 ·1 
~- ..... ~ 
+}, (x'M1D ~-X'~)!' x},=é 
= {~X'M1X + p2X' N{X- !2 )CD [1\12- Nff] DX 
+',;'X'D [N2 - M1 N1] X+;' ( X'D1VI1 ~-X' !-pvX'N1 !) !' N1X 
-,\ (x'Dlvf1 ! -X' l-pvX'N1 l) (~' DM,X- f x)},d. 
(5.65) 
Mas, ao substituir a notação dada em capítulo anterior em (5.57) na equação (5.58), 
temos 
p11X'N1 1= X'DM1 1 -X
1 1 (5.66) - - -
para todo {3, v e p que sejam solução do sistema de equações dado de (5.42) a (5.44). -
Logo, substituindo (5.66) em (5.65), resulta em: 
{ p [ ., , (' , , )] 1 [ , , (, '') 'l} ~~~=X' [; pvN1 + 2D N, -1VhN, +v' vM,- D M, -lvf1 D X. 
(5.67) 
Cálculo deIs, 
Substituindo (5.33), (5.11) e (5.12) em (5.59), resulta em: 
I~,= -E.{,', ( X'}X ~-X'!)+ ~X'YD;' 1-t (x'YX ~-X'!)] 
· [--"- + ...!,- (1' Y-1 1-21' X {3 + !3' X'YX 13)]} .. 
2v2v...,. ,...,..,,..,,., "'ft=ft 
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Agora, mediante a notação dada em (5.64), temos 
If;, =-E.{;, (X'YD 1-X' 1) + [pX'YD;'1-l \(X'YD 1-X' 1)] 
\ "' "' "" li "' "' - · [-.!!. +-.!,- (1' y-t 1 -2 1' D 1 + 1' DY D 1)]} . 
2J.' 2v ,.,. ,... "" "' "' "' !]:,,_() 
= {-;, [x'E.(Y)D l-X'l]- [pX'E.(YD;') l-~(X'E.(Y)D l-X'l)] 
·(-!e--', 1' D 1)- .L, X' E. (yn-1 11' y-1) 1 +-1,-X'E. (YD 11' y-t) 1 2vv,.,...., Zv P,...,_.., ,.,.2v "'"',..,. 
--1,-X' 11' E.(Y-1) 1-!,:,X'E. (YD- 1 11' DY) D 1 
2v "'"" ,...,2v P,......., ,..., 
+,;,x'E. (Yn g' nY) D 1-,;,x' ll' DE. (Y) D l},=' 
Corno D, Y e y-l são matrizes diagonais, então, podemos comutá-las. Usando esta 
propriedade, a relaçâ.D anteríor pode ser escrita como: 
I~,={-;, [x'E.(Y)D 1-X' 1]- [pX'E. (YD; 1) l-~ (x'E.(Y)D l-X' l)] 
· (-.!!.--', 1' D 1)- .L, X' E. (yn- 1 11' y-1) 1 +-1,-X'DE. (y 11' y-1) 1 2v v ,., ,.... 2v P ,..,...., ,.... 2v ,.,,... "' 
--1 X' 11' E.(Y-1) 1-.L,X'E.(YD-1 l!'Y)D'1 zv> "'"" ,..., zv P ,,.,,, ,.,.. 
+-1 X' DE. (y !!' Y) D2 1 _lX' !!'E. (Y) D2 1} .. 
2v3 ''"" "' 2!? ,...,,... "" 0=11 
(5.68) 
Usando a notação dada em (5.57) e as expressões equivalentes dadas em (4.79) e 
(5.68) temos 
Ipa = { -,;, [x'M,D l -X' 1]- [pX'N1 l -~ (x'M,D 1-X' l)] 
· (-," --', 1' D 1) --"-,,X' (No- N1 J~L1 + N, 11' M_,) 1 
v v "' "' v """' "' 
+,;,x'D (1- M,bL, + M1 E' M_,) 1-,;,x' E' M_, 1 
-~X' (Nz- N1M1 + N1 !!' Af1) D2 ! 
+ 2~sX'D (lVtz-M{+A-fi !l' !v11)D2 l- 2~3X'l1' lvftD2 l}e=ê 
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- L.d Y'M. n 1 -"'!L [ Y"'. 1-l ( v'M-D 1- Y' 1)] - L v~ r~ ~ -.~ ::. ~- ..... J P-- 1V1...... " \"'1.. -l "" -~ ,..,. 
· (-.!!.- 1;- 1' D 1) --',X' (No- N1M-1) 1 2vv...,,....,2v ..., 
+,;,X'D (I- M1M_1)! -f;:; X' (N2 - N1M1) D' ~ 
+,;,X'D (M,- Mi) D'! -,;, [pX'N1! -~ ( X'DM1! -X'!)] 
. (!' lvL1 l + !' M1D' !) L, . 
Usando a expressão equivalente dada em (.5.66) 1 tem-se: 
I&,= ,i, X' [b (it,- NI,') D +(I- Ü1Ü-1)] D! . 
Cálculo de I&; 
Substituindo (5.34), (5.11) e (5.13) em (5.60), tem-se 
(5.69) 
(5.70) 
I~;= -E, {x'YD;1 l-pX'Y'D;'X ~ +p){'YD;' ~ + [pX'YD;1 ~ -! (x'YX q -X' l)] 
·[!3'X'YD-1 1-1D-1 1]} .· 
,..,. P "" "" P "' (J=B 
Usando a notação dada (5.64) 1 na relação anterior temos 
I·-= -E. {x'YD-1 1 -pX'Y'D-'D 1 +pX'YD-' 1 + [pX'YD-1 1 -1 (x'YD 1-X' 1)] f3p P,.. P, P,..., P....,. v ,... ,..., 
· [1' DY n-1 1 - 1 n-1 1]} . 
""P..., ..... P"'B=B 
=E,{-X'YD-1 1 +pX'Y'D-'D 1-pX'YD-2 1 
p .... p ,.., p "" 
-lX' 1 · [1' DYD-1 1- 1 n-1 1] v,....., P,.., ..... P,.. 
-pX'YD-1 11' DYD-1 1 +lX'YD 11' DYD-1 1 
p """' p "' v "'"' p "" 




Mas, D, Y e D;1 são matrízes diagonais. Então, podem comutar-se, e usando esta 
propriedade, a relação anterior se transforma em 
I~,= {-X' E. (YD;') ~ +pX'E. (Y'D;;') D ~ -pX' E. (YD;') ~ 
-lX' 1 · [1' DE. (Y n-') 1 - 1 E. (n-') 1] 
v ,.,. "' p ,.., "" p "' 
-pX'E. (vn-1 11' yn-') D 1 +lX'DE. (y 11' Yn-') D 1 
p "'"" p ....., li "''"" p "' 




Usando as notações dada em (5 .. 57) e as expressões equivalentes dadas em (4.79) e 
(5.71), temos: 
I~,= {-X'N,! +pX'E.(Y'D;')D ~ -pX'E.(YD;')! 
-~X'~· [f DN, ~ -1 No l] 
-pX'[E.(Y'D;') -N'f+N, g' N,]n! 
+!;X'D [N,- M1N1 + M1 g' N,] D ~ 
+pX' [E. (Y D;')- N1 No + N, g' No] ! 
-!;X'D (N,- M1 No + Nh 11 No) Üe=é 
= { -X'N1 ~ +pX'N'fD! -pX'N,No 1 
-;;X'D [N,- M,No]! +;;X'D [N,- M,N,]D 1 
- [pX'N, 1 -;; ( X'DM, 1-X' ~) l [r N,D!- r No 1] L,' 
Usando a expressão equivalente dada em (5.66), temos: 
Ifi,= tx'{D[N,-NI1N,j- [!V1 -Jif,No]}.b! 




Sustituindo as expressões equivalentes dadas em (5.35) e (5.11) em (5.61), tem-se 
I,= -E.{ 2~,- "',(r y-1 l-2 2' X~+ t XYX ~) 
[--"- +--',- (1' Y-1 1 -21' X (J + (J' XYX fJ)]'} . 2v 2v ,.,., ,.... ,... 
,.,. "' "" B:§ 
Agora, mediante a notação dada em (5.64), temos o resultado 
I,= -E. { 2~,- "', Ü' y-1 1-2l' D l + l' DYD l) 
+ [-;~ + ,;, Ü' y-1 l -2 r n l +r nv n l) J'L 
=-E.{--";-- ', (1' y-1 1 -2 1' D 1 +I' DYD 1) 
2v v ,..., ,..., ,..., "' ,.., .., 
+ n',---";- (1' y-1 1 -21' D 1 + 1' DYD 1) 4v 2v ...., ,.,. ,... ,.., ,.... ,.., 
+ ,;, (l' y-1 lf y-1 l +2l' DY D ll' y-1 l + l' DY D ll' DY D l) 
- "~ r n 1 (r y-1 1 +r DY n 1) + ;4 r n 11' D !L,s . 
Como D, Y e y-t são matrizes diagonais, podemos comutar-las. Usando esta pro-
príedade na relação anterior, temos 
I,= {-,n, + -1,- [1' E. (Y-1) 1 -2 1' D 1 + 1' DE. (Y) D 1]- ,n', 
/1 V ,._, "' N "" ,._, ,._, V 
+,:, [l' E.(Y-1 ) l-2!' D l + l' DE.(Y)D l] 
-f< 1' E. (Y-1 11' Y-1 ) 1 ----'. 1' D2E. (v 11' Y- 1 ) 1 
lv,.., ....,,.., ...,2v"' "'"""' 
- ,;. l' D'E. (v g' Y) n' l + ,;. l' n E' E. (Y-1) l 
+,\ 2' D g' DE.(Y)D 1-"\ l' D g' D Üe=l. 
(5.73) 
Usando a notação dada em (5.57) e a expressão equivalente dada em (4.79), a ex-
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pressão dada em (5.73) se transforma em 
Irn' = fl- 2:2 + ;3 fl1' M-1 1 -21' D 1 + 1' DMtD 1]- _::;2 ..., "' "' ...., ..... "' .. 
+,:P [r M_, l-2l' D l +r DM1D l] 
- 4
1
, I' [M_,- M:_, + M_1 11' M_1]1 .., "' """" .... 
- 2~ l' D 2 [1- M1M-1 + l'Ãt !f M-t] ! 
- 4 ~-t f D2 [JVfz- M{ + lv11 !f 1V11] D 2 ! 
+-\-- 1' D 11' M_ 1 1 +-l.r 1' D 11' NI1D2 1 
v...,''"'' ,., v,.,."'"' "' 
-:4 r D 11' n ~}r1=s 
= { -2:2- 4n:2 + (z:3 + :3) [!' AL1 I-21' D 1 +r DlvftD l] 
- 4~4 !' [kLz- Nt:1] l- 2~4 !' D 2 [I- JV!1lvLI] 1 
- 4~~ [r lvL1 l -2 f D l +r Jvf1D2 lr 
-,;, r D' [ M, - Mr] D' ü e=i . 
(5.74) 
Mas, ao substituir a notação dada em capítulo anterior em (5.57) e a expressão 
equivalente dada em (5.64), na equação (5.59), temos: 
nv =!' M_, 1 -2 1' D 1 + 1' DM,D 1 . .... "' ,...., .... "" "' (5.75) 
Logo, substituindo (.5.75) em (5.74), temos o resultaltado: 




v4 ! D M,- M1 D. + 2D I- M1M_1 D + M_,- M_1 ! . 
(5.76) 
Cálculo de hp 
Substituindo (5.36), (.5.12) e (5.13) em (5.62), temos que: 
h,= -E. { -,';,+,;,(r y-1 l-2 !'X q + q' X'YX q) 
· [13' X'YD- 1 1 -1' D-1 1]} .. 
"' p .... "' p ....., 8::::0 
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Agora, mediante a notação dada em (5.64), temos que: 
=E.{.IL [1' DYD-1 1-l' D-1 !]--l,-1'Y-1 11' DYD-1 1 
2v,... P,..,,..., P,..., 21<',._, "'"" P,... 
+1,- 1' D 11' DY D-1 1 --\ !' DY D 11' DY D-1 1 
v ,..., ....,..., P ,... 2v "" ,._,,.., P ,.. 
+-\ 1' y-l 11' n- 1 1 --\ 1' n 11' n-1 1 
2",... '""" P,.,. v,..,,......., P,.., 
+z:2r DYD lf D;l !t=g , 
Como D, D;\ Y e y-t sã,o matrizes diagonaís, podemos comutá-las, e usando esta 
propriedade na relação anterior temos 
I,,= {.!L [1' DE. (Y D-1) 1 - 1' E. (D-1) 1]- -1, 1' E. (Y-1 11' YD-1) D 1 
Zv,..., P,...,,.., P..., Zv..., "'"" P"' 
+1,- 1' D 11' DE. (YD-1 ) 1 --1, 1' D 2E. (Y 11' YD- 1) D 1 
11,..., ,...,,..., P ...,2v,.., """' P .... 
+ob 1' E. (y-1 11' D-1) 1 -1,- 1' D 11' E. (D-1) 1 
2v"" ,...,,.._ P,..... v,...."'"" P,.., 
+-\ 1' D'E. (Y 11' D- 1) 1} . 
Zv "' "'"' p "" (h::.ê 
(5.77) 
Usando as notações dada em (5.57) e as expressões equivalentes dadas em (4.79), a 
relação dada em (5. 77) transforma-se em 
h;={; [1' DN1 1- 1' No 1]- 2', 1' [No- M-1N1 + M-1 11' N1] D 1 v "' ..... ,.., "' v .... "'"" ...., 
+!2 f D lf DN1!- 2~2 f D2 [Nz- M1N1 + kf1 !l' N1] D l 
+ 2~2 !' [N-1- lYL1No + kL1 l!' No] l-:zr D ll' No! 
+/2l'D2 [N1-kf1No+A1111'No]1} . 
v ,.. """" "" (/=(} 
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= { 2: [r DN1 1 - l' No 1] - 2!2 l' [No- 1YL1 N1] D l 
- 2!2 [r D2111i l-2f D 1 +f ~~i-11] [f N1D l-f IVo 1] 
- ,:, l' D' [N2- M1NI) D l +,:, l' [N-1 - M_JNo] l 
+2\ 1' D'[N1 -M1N0 ] 1} .. 
., "' "' 8=1J 
Mas, mediante a notação dada em (5.57) e (5.64) em (5.13), temos que 
1' DN1 1- 1' No 1= O. 
"' - ""' "" 
Usando as relações (5.75) e (5.64) em (5.78), temos: 
hp = rlt 1' { [1V_1- M_1No] 1- [No- Af_1Nr] iJ 
+iJ2 [JV1 - A7ItNo] l -iJ2 [Rz- Mrfll] b} l· 
Cálculo de Ipp 
Substituindo (5.37) e (5.13) em (5.63), temos: 
IfiP =-E. {- ~' X'Y'D;;'X ~ +2!: X'YD;' l-l' D;' l 
+ [!3' X'YD-1 1- 1' n-1 1]'} , 
"' p "' "" p ,... -B=e 
e mediante a notação dada em (5.64), temos: 
I;·= -E.{- 1' DY'D-'D 1 +21' DYD-2 1- 1' D-2 1 
p "" p ,.., "' p "" "' p ...... 
+ [l' DY D;! l-r n;l ll'Lé 
=E. {1' DY2D-'D 1 -21' DY D- 2 1 + 1' n-z 1 
N p N N p N N p "" 
- 1' DY D-1 11' DY D-1 1 +2 1' n-1 11' DY D- 1 1 
,.., P,...,,. P"',..., P"""' P,.., 
- 1' n-1 11' n-1 1} . 





Como D, D;\ Y e y-l são matrizes diagonais, então podem comutar-se e 
I;;= {r DE. (Y'D;') D! -2 f DE. (YD;')! +!'E. (D;')! 
- 1' DE. (Y D-1 11' Y D-1) D 1 +2 1' E. (D-1 11' Y D-1) D 1 
..... p ''"'' p "' ,.., p ''"'' p "' 
- 1' E. (D-1 11' D-1) 1} .. 
"' P "'""' P ,.., fJ=B 
(5.81) 
Usando a notação dada em (5.57) e as expressões equivalentes dadas em ( 4. 79) e 
(5.81), temos o resultado: 
I;v = {1' DE. (Y' D-') DI -2 I' DE. (Y D-') 1 + 1' E. (D-') 1 
...... p "' "' p "' "' p "" 
-r D [E. (Y'D;')- N'f + N1 E' N1] D! 
+2 !' [E. (YD;')- N0 N1 +No E' N1] D! 
- !' [E. ( D;') - NJ + No E' No] l} •=i 
{!' DN'fD! -2 f NoN1D! +r NJ l 
- [r DN1 l -!'No!]'} e=ê . 








Iil, =I~ i!= ,~X' [.ô ( M,- !17If) b + (I- ki,kL,) l b l . 
e 




;;, l D M,- M1 D + 2D I- M,foL, D + M_, - M_1 l· 
(5.85) 
Se p = O então, tem~se a matriz de informação observada para a regressão com 
dados censurados de Gaussiana Inversa. Os componentes de Ipf se reduzem 
I[·.( .. ,).] 
I~~= X' v' vM,- D M,- M, D X, 
I [. ( . . ') . ( . . )] . I~,= I~~= 2v,X' D M,- M1 D + I- M,M_, D h 
e 
n I'{.'[ .. ,].' ·[ ··]· [. ·']} I,, = Zv' -
4
;,4 h D !vi,- lv11 D + 2D I- M,M_, D + M_, - M_1 h. 
(5.86) 
Se p = 1, tem-se a matriz de informação observada para a regressão da recíproca 
de uma variável Gaussiana Inversa. Os componentes de lpf se reduzem 
{., 1[· .( .. ,).]} I~~=X' n- +V' vM1 -D M,-M1 D X, 
e 




v4 f D ki,- M1 D + 2D I- M,M_, D + M.2 - M_1 l· 
(5.87) 
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5.5 Adequação do modelo 
Lawless (1982) apresenta uma definição geral de resíduos, baseada na função 
de risco acumulada. Sejam Yi, ... , Yn variáveis aleatórias independentes com função 
de risco acumulado H (li I;:::J , i = 1, ... , n, respectivamente. Então S ( ii !;:;,) = 
exp (-H (}i 1;:)] 1 i = 1, ... , n, são variáveis aleatórias i.i.d., uniformemente dís~ 
tribuidas no intervalo (O~ 1). Logo, os H ( Yi J;::J são variáveis aleatórias exponenciais 
com parâmetro f) = 1. A partir desta sunposição, o resíduo para a observação não 
censurada Yi se define 
(5.88) 
onde H (Yi l;:;J utiliza as estimativas de máxima verossimilhanç.a dos parâmetros 
desconhecidos. Logo, como primeira aproximação, para uma amostra não censurada 
de tamanho n, os residuos ê1 , •.. , ên podem ser tratados como uma amostra aleatória 
de uma distribuição exponencial padrão. 
Para uma observação censurada, Lawless (1982), pag. 282, define o resíduo 
ajustado 
(5.89) 
onde yj é a observação censm·ada. 
Portanto, quando o modelo é adequado, o gráfico de -log [ 5 ( ê;) J versus êí, para 
i = I, ... , n, onde S (êi) é o estimado Kaplan Meier da função de sobrevivência dos 
êi, é altamente ajustada por uma reta de coeficiênte angular L 
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5.6 Teste de Hipóteses e Estimação por Intervalo para Dados sem 
Censura 
5.6.1 Teste de Hipóteses e Estimação por Intervalos para os Parâmetros 
da Regressão Gaussiana Inversa 
VVhitmore (1983) apresentou testes de hipóteses e estimação por intervalo para os 
parâmetros do modelo de Regressão Linear Inverso para dados da distribuição Gaus-
siana Inversa. Estes testes e a estimação por intervalo são baseados na propriedade 
de normalidade assintótica dos estimadores de máxima verossimilhança 
onde 
ho = [ 
~X'YX o ]· v -O' ..!L 2P 
Por outro lado, 
é a soma total de variáveis recíproca. Esta variável tem uma distribuição vx(n-k) 
(Chhikara e Folks, 1989). Logo, 
níi 2 
--;; "'X(n-k)• (5.90) 
Baseado nestas propriedades, Whitmore ( 1983) construiu a seguinte fórmula para 
achar os intervalos de confiança para [3j com (1 - a)% de confiança: 
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onde t = T ( n - k, 1 - ~) e Cjj é o j -ésímo elemento da diagonal da matriz C = 
(X'YX)-1 . Também pode usar~se estes intervalos de confiança para testar a hipótese 
H0 : !3i = f3jo versus H1 ~ !3i =f /3jo, com um nível de significância a. Assim, se aceita 
a hipótese H0 , se o intervalo contem o valor de f3JO· 
Os testes de hipóteses e estimação de intervalo para o parâmetro V podem ser 
feitos de forma similar ao caso da variância de distribuições normais. Assim, para 
testar H0 : v= v0 versus H1 :v :f v0 , usa-se a seguinte estatística 
nv 
v o 
e pela propriedade dada em (5.90), tem distribuição x2 com (n- k) graus de liberdade 
sob H0 : v= v0 . Os intervalos de confiança para o parâmetro v, com (1- a)% de 
confiança, são calculados da seguinte forma: 
IC (v): 
onde xfn-k).tem distribuição X2 com (n- k) graus de liberdade e P (x(n-k) < X(n-k,t-a)) = 
1- 0:. 
5.6.2 Teste de Hipóteses e Estimação por Intervalo para os Parâmetros 
da Regressão da R-IG 
Para realizar os testes dos parâmetros da regressão R-IG, se usaram procedimen-
tos baseados na estatística da razão de verossimilhança. Esta estatística é função do 
log-verossimilhança, que para o caso do modelo de regressão da R~IG, é dada por 
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i) Testes de hipóteses para os coeficientes de regressão 
Considere as hipóteses H0 : f3=f3 e H1 : f3'fj3 . Para testar H0 versus Hll usamos 
..... "'0 "" "'0 
a estatística da razão de verossimilhança 
onde fí é o estímador de máxima verossimilhança de v dado f3 . As estatísticas 
fi e fi são os estimadores de m<L...:irna verossimilhança de f3 e v, respectivamente. A - -
estatística A (f3 , v) tem distribuição x2 com k graus de liberdade sob H0 : {3=,8 . 
-o - -o 
O estimador de máxima verossimilhança de v dado fJ , é dado por 
-o 
v= ~ (1' y-1 1 -2 1' X f3 + (3' X'Y X f3 ) . 
n ..... "" "'"' "'O "'O ""O 
Com esta fórmula pode-se calcular a estimativa de máxima verossimilhanç-a de v dado 
f3 . 
ii) Teste de hipóteses para o parâmetro v 
Considere as hipóteses H0 : v = v0 versus H0 : v =f. v0 . Neste caso usamos a 
estatística da razão de verossimilhança 
onde f3 é o estimador de máxima verossimilhança de {3 dado v0 . As estatísticas S 
e V são os estimadores de máxima verossimilhança de (3 e v) respectivamente. A -
estatística A(~, Vo) tem dístribuição x2 com k graus de liberdade, sob Ho : v = Vo. 
A estimativa de máxima verossimilhança de /3 dado v0 , pode ser obtido resol--
vendo a seguinte equação 




D = diag {x,j3, ... , Xnf3} . 
"'"' "'"" 
Esta equação pode ser resolvida usando o mêtodo de Newton Raphson. 
iii) Intervalos de confiança 
Os intervalos de confiança para os parâmetros da regressão R~IG estão baseados 
na propriedade de normalidade assintótica dos estimadores de máxima verossimi-
lhança. Isto é, 
onde 
[ 





Logo, os limites com (1 -o:)% de confiança, para o j-ésimo coeficiente de regressão 
e para o parâmetro de dispersão v são dados por 
e 
LC (v): v 'f Zo[fv, 
onde Z I".J N (0, 1), Cjj é o j-ésimo elemento da matriz 
C= (X' ir' X+ ~X'YXr
1 
e P(Z < Z0 ) = 1- ~· 
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5.6.3 Teste de Hipóteses sobre os Parâmetros da Regressão para dados 
da M-IG 
Para realizar os testes de hipóteses para os parâmetros da Arf-IG, consideramos 
que o log-verossimilhança é 
Então, apresenta-se os seguintes: 
i) Teste de hipóteses para fJ -
Considere as hipóteses H0 : f3=f3 e H1 {3f.;3 . Para testar estas hipóteses, 
usa-se a seguinte estatística 
onde V e p são os estimadores de máxima vewssimilhança de v e p dado ,B , respecti-
vamente. As estatísticas /3, V e p são os estimadores de máxima verossimilhança de -
fJ~ v e p, respectivamente. A estatística A (!3 , V, P) tem distribuição assintótica x2 
- -o 
com k graus de liberdade sob H0 : f3=f3 . 
ii) Teste de hipóteses para v 
Considere a hipóteses H0 : v= v0 versus H1 : v-:/:: v0 • Para testar estas hipóteses 
usa-se a seguinte estatística 
onde jJ e p são os estimadores de máxima verossimilhança de j3 e p dado Vo, respecti-- -
vamente. As estatísticas í), V e p são os estimadores de máxima verossimilhança de 
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e, 11 e p, respectivamente. A estatística A(~, Vo,P) tem distribuição assintótica x2 
com 1 grau de liberdade sob H0 :v= v0 • 
iii) Teste de hipóteses para p 
Considere as hipóteses H0 : p:::::: p0 versus H1 : p :f p0 . Para testar estas hipóteses, 
usa-se a seguinte estatística 
onde í3 e ií são os estimadores de máxima verossimilhança de {3 e v dado p0 , respecti-- -
vamente. As estatísticas {3, V e P são os estimadores de máxüna verossimilhança de -e' v e p, respectivamente. A estatística A (~, ií, p0 ) tem distribuição assintótica x2 
com 1 grau de liberdade sob Ho : p = Po· 
i v) Intervalos de confiança 
Para encontrar os intervalos de confiança, usamos as propriedades assintóticas 
dos estimadores de máxima verossimilhança. Assim 
(J (J - a. 
v N v r' ' o 
~ 
fi p 
onde 10 é a matriz de informação dada ~m (5.24). 
Com estas propriedades, os limites para j3j, v e p com (1- a)% de confiança 
são dadas por 
paraj=l,···,k, 
LC (v): íi 'f z,jc(,+>J(k+JJ, 
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" ' . ' d d' ' d I-1 D (Z / z ) 1 " e 1~esm1o elemento a 1agonat e 0 e J.. .::::: o = - z· 
5. 7 Testes de Hipóteses e Estimação por Intervalo com Dados 
Censurados 
Nesta seção, consideramos testes de hipóteses aproximados, baseados na es-
tatística da razão de verossimilhança para os parâmetros da Af - IG e seus casos 
particulares (IG e R- JG). A justificativa para considerar estes testes foi dado na 
Seção 4.3. Também, nesta seção não se considera testes de hipóteses para a fronteira 
do espaço paramétrica de p, já que as condições necessárias de regularidade não são 
satisfeitas para testes baseados na estatística da razão de verossimilhança. 
Semelhante ao caso de dados sem censura, os intervalos de confiança para os 
parâmetros da M -IG e seus casos particulares são baseados na propriedade assintótica 
dos estimadores de máxima verossimilhança. Outros procedimentos para obtenção de 
intervalos de confiança aproximados, como aqueles baseados na estatística da razão 
de verossimilhança (corregido ou não, Doganaksoy e Schrnee, 1993) 1 não serão abor-
ddados neste trabalho, podendo vir ser um tema de pesquisa. 
5.7.1 Teste de Hipóteses e Estimação por Intervalo para os Parâmetros 
da Regressão IG 
Para realizar os testes de hipóteses para os parâmetros da IG se considera a 




i) Teste de hipóteses para {3 
N 
Considere as hipóteses H0 :(3~!3 e H1 :f3f:j3 . Para testar estas hipóteses ussa~se 
a seguinte estatística 
onde V e p são os estimadores de máxima verossimilhança dos parâmetros v e p dado 
{3 , respectivamente. As estatística {3 e V são os estimadores de máxima verossirrúl-
No N 
hança de f3 e v, respectivamente. A estatística A (!3 , v) tem distribuição asintótica 
N No 
x2 com k graus de liberdade sob H0 :/3=!3 . 
A estimativa de v dado fJ pode ser achada mediante o seguinte procedimento: 
I. Escolher a estimativa inicial de v, a qual, pode ser a estimativa se máxima 
verossimilhança obtida com os dados não censurados, calculados com as fórmulas 
dadas em (5.19). 
II. Calcular E (Yi-1 11i > ai) e E (YiiYi > ai), para i = r+ 1, · · · 1 n, de acordo 
com as fórmulas dadas em {1.18). 
III. Substituir os valores no lado direito da equação 
;; =;;[f E. (Y-1) !-2!' X ~o+~; X' E. (Y)X ~,]. 
IV. Repetir as etapas II e III até obter a estimativa de v com a precisão desejada. 
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ii) Teste de hipóteses para v 
Considere as hipóteses H0 : v = v0 e H1 : v f. v0 • Para testar estas hipóteses, 
usa-se a seguinte estatística 
onde fJ é o estimador de máxima verossimilhança do parâmetro f3 dado v0 . As es-
tatísticas jJ e V são os estimadores de máxima verossimilhança de f3 e v, respectiva-- -
mente. A estatística A (~1 v0 ) tem distribuição assintótica x2 com 1 grau de liberdade 
Ho: v= vo. 
A estimativa de f3 dado v0 pode ser achada mediante o seguinte procedimento: -
L Escolher a estimatía inicial de {3, a qual, pode ser a estimativa de máxima -
verossimilhança calculado com os dados não censurados, achados com as fórmulas 
dadas em {5.18). 
IL Calcular E (YiiYi > ai), para í = r+ 1, · · ·, n, de acordo com as fórmulas 
dadas em {1.18). 
III. Substituir os valores no lado direito da equação 
!J= [X' E, (Y) xr' X' 1 . - -
IV. Repetir as etapas II e III até obter a estimativ-a de IL com a precisão desejada. 
iii) Intervalos de confiança para os parâmetros da IG 
Para encontrar os intervalos de confiança aproximados para os parâmetros da 




e os componentes da matriz fiO estão dados em (.5.86). Com esta propriedade, os 
intervalos aproximados para [Jj (j-ésímo coeficiente de regressão, j = 1, ... 1 k) e v, 
com (1- a)% de confiança são dados por 
onde Z ,...., N (0, 1) , Cii é o i-ésimo elemento da diagonal da matríz lfr} e P ( Z < Z0 ) = 
1- ~· 
5.7.2 Testes de Hipóteses para os Parâmetros da R-IG 
Para realizar os testes de hipóteses dos parâmetros da R-IG, se considera a 
seguinte função do log-verossimílhança 
onde 
e 
S(a;,j3,v) =i~ g(y;,;3,v)dy; 
i) Teste de hipóteses para j3 -
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Considere as hipóteses H0 :fJ=/3 e H1 :j3=f:.f3 . Para testar estas hipóteses, usa-se 
a seguinte estatística 
onde V é o estimador de máxima verossimilhança do parâmetro v dado f3 . As 
NQ 
estatísticas íJ e V são os estímadores de má..xima verossimílhança de íJ e v, respec-
N N 
tivamente. A estatística A (~o, ií) tem distribuição assintótica x2 com k graus de 
liberdade sob Ho :fJ=fJ . 
A estimativa de v dado (3 pode ser achado mediante o seguinte procedimento: 
I. Escolher a estimativa inicial de v, a qual, pode ser a estimativa de máxima 
verossimilhança obtidas com os dados não censurados, calculados com as fórmulas 
dadas em (5.20). 
IL Calcular E (i'iiYi >ai) e E (ii-1 1Yi >ai), para i= r+ 1, · · ·, n, de acordo 
com as fórmulas dadas em (2.10). 
III. Substituir os valores no lado direito da equação 
v=_!_ [1' E. (Y-1) 1 -2 1' X fJ + fJ' X' E. (Y)X fJ ]. 
n "" "' "' ""O ""O "'0 
IV. Repetir as etapas li e III até obter a estimativa de v com a precisão desejada. 
ii) Teste de hipóteses para v 
Considere as hipóteses H0 : v = v~ e H1 : v 'f: v0 , Para testar estas hipóteses, 
usa-se a seguinte estatística 
onde í3 é o estimador de máxima verossimilhança do parâmetro f3 dado v0 • As es-
- N 
tatísticas /J e V são os estimadores de máxima verossimilhança de (3 e v, respectiva-- -
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mente. A estatística A (é• v0 ) tem distribuição assintótica x2 com 1 grau de liberdade 
sob Ho : v = vo. 
A estimativa de j3 dado v0 se obtem resolvindo a seguinte equação -
xn-' 1 _.!:_ [x'E.(Y)x 11 -X' 1] ~o, 
N ~ N -
onde 
D ~ diag {x /3, ... , x 11} 
"'1,., ""n,.., 
Uma solução aproximada desta equação pode ser obtida com o seguinte procedimento. 
I. Escolher a estimativa inicial de j3 que pode ser a estimativa de máxima -
verossimilhança calculadas com os dados não censurados, achadas com as fórmulas 
dadas em (5.20). 
II. Calcular E (lilii > a;), para í = r+ 1, · · ·, n, de acordo com as fórmulas 
dadas em (2.10). 
III. Substituir os valores no lado direito da equação 
onde 
Ip ~ X'D-'X- .!:_[X'E.(Y)X], 
_ Vo 
e 
U (11) ~X'D-1 1 _.!:_ [x'E.(Y)X /3 -X' 1]. 
"' "" vo "" ,..., 
IV. Repetir as etapas II e III até obter a estimativa de tt com a precisão desejada. 
iii) Intervalos de confiança para os parâmetros da R~IG 
Para encontrar os intervalos de confiança aproximados para os parâmetros da 




e os componentes da matriz IRo são dadas em (5.87). Com esta propriedade, os 
intervalos aproximados para /3j (j-ésimo coeficiênte de regressão! j = 1, ... , k) e v, 
com (1- a)% de confiança são dados por 
e 
IC (v): v+ ZoVCI'+Ili'+Il 
onde Z,....., N (O, 1), C;i é o i~ésimo elemento da diagonal da matriz IR6 e P (Z < Zo) = 
1- ~· 
5.7.3 Teste de Hipóteses e Estimação por Intervalos sobre os Parâmetros 
da M-IG 
Para realizar os testes de hipóteses dos parâmetros da R~IG, considera-se a 




i) Teste de hipóteses para f! -
Considere as hipóteses H0 :j3=f3 e H1 :/3::/-/3 . Para testar estas hipóteses, usa-se 
,.., "'Ü "' "'0 
a seguinte estatística 
onde ií e p sao os estimadores de máxima verossimilhança dos parâmetros v e p 
dado j3 , respectivamente. As estatísticas {J , V e fi são os estimadores de máxima -· -
verossimilhança de e' TI e p, respectivamente. A estatística A (~o,v,p) tem dis-
tribuição assintótica x2 com k graus de liberdade H0 :f3=j3 . 
As estimativas de máxima verossimilhança de v e p dado {3 , encontra-se re-
solvindo o seguinte sistema de equações 
_.."_ + 
2
\ [1' E. (Y-1) 1 -2 1' X f! +f!' X' E. (Y)X f! l =O 
2v v "' "' "" -o "'O -o 
e 
f!' X' E. (YD;') 1- 1' E. (D;') 1= O. 
""0 "' "" "' 
Para resolver este sistema, pode empregar-se o método de Newton Raphson com 
a seguinte matriz de informação observada 
-[h' ~,,] 1{30 - ' 
lpv Ipp 
onde 
n 1 {'[- - 2 ] 2 [ --] [' '']} I,,= 2v,- 4;;,f D M,- M1 D + 2D I- JlihM_, D + M_2 - M_1 1, 
e 
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I,,= I~,= ,),. r { W-1 - M_,Ro]l - [Ro- jf:Jjif,] D + D' [R, - M,No]l 
-D' [N, -1ff,N,j D} l 
Os componentes E [Yi' / ( 1- Po + Po ~.e o Y;) I Yi >a;] e E (l'i' I Yi >a;) de N, e 
Ms, respectivamente, são calculados com as estimativas de v e p dado /3 , mediante 
as expressões dada nas relações (3.23) e (3.24), respectivamente, para todo sE Z, 
D = diag {xd3 , ... , Xn/3 } 
"'"'o """'o 
-1 (3 e PiO =xi . 
--o 
ii) Teste de hipóteses para v 
Considere as hipóteses H0 : v = v0 e H1 v =J.. v0 . Para testa.r estas hipóteses, 
usa~se a seguinte estatística 
onde iJ e ft são os estimadores de máxima verossimilhança do parâmetro /3 e p dado - -
v0 , respectivamente. As estatísticas /3, V e fi são os estimadores de máxima verossim--
ilhança de e, v e p, respectivamente .. A estatística A (e,vo,P) tem distribuição 
assintótica x2 com 1 grau de liberdade sob H0 : v = v0 • 
As estimativas de má."'\ima verossimilhança de f3 e p dado v0 ) pode ser obtidas -
resolvendo o seguinte sistema de equaç.ões 
pX'E. (YD;') 1-_!_ [x'E. (Y)X (3 -X' 1] =O 
"" Vo "' "' 
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e 
~,X' E. (YD;')!- !'E. (n;') 1= O. 
Este sistema pode ser resolvido mediante o método de Newton Raphson com a 
seguinte matriz de informação observada 
onde 
e 
It, = I;ÍJ = ~X' {b [&2- M,N,j- [&,- Ü,No]}D l 
+X' N, [[PJV, - piV0 - I] ! 
Aqui,f.Ç1 =;:;f, os componentes E [li'/ (1-p+ppi1 Yi) I li> a;] eE(Y,' I li> a;) 
de N11 e Ms, respectivamente, são calculados com as estimativas de f3 e p dado v0 , -
mediante as expressões dadas na relações (3.23) e (3.24), respectivamente, para todo 
sE Z, e 
iii) Teste de hipóteses para p 
Considere as hipóteses H0 : p = p0 e H1 : p f=. p0 • Para testar estas hipóteses, 
usa~se a seguinte estatística 
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onde {3 e ii são os estimadores de máxima verossimilhança do parâmetro {3 e v dado - -
p0 respectivamente. As estatísticas /3, í/ e P são os estimadores de máxima verossimi--
lhança de~' v e p, respectivamente. A estatística A (ê,ii,po) tem distribuição 
assintótica X2 com 1 grau de liberdade sob H0 : p = Po· 
iv) Intervalo de confiança 
Para encontrar os intervalos de confiança aproximados, usamos as propriedades 
assintóticas dos estimadores de má.'<ima verossimilhança. Assim 
í3 f3 - a. 
r' v N v , , o 
~ 
p p 
onde 10 é a matriz de informação observada dado em ( 4.69). 
Com estas propriedades, os limites aproximados para j3j (j-ésimo coeficiênte de 
regressão, j = 1, ... , k), v e p com (1- a)% de confiança são dados por 
e 
LC ((3;): P; 'f z,jC;;, 
LC (v): v 'f z,.jc(,+lJ(k+lJ 
Lc (p), f; 'f z,.jc('+'H'+'I• 
onde Z"' N (0,1), Cít é í-ésimo elemento da diagonal de Iõ 1 e P (Z :S Z0 ) = 1- ~-
5.8 Exemplos 
5.8.1 Exemplo l-Teste de Vida de Isolantes de Fluido Elétrico 
Nelson(1980) apresenta alguns dados de tempos para o colapso de um tipo de 
isolante de fluido elétrico, submetido a diferentes níveis de voltagem. Os dados se 
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mostra na Tabela 5.1. Nesta tabela não se considera os dados a um nível de voltagem 
de 26 K v 1 utilizadas no livro. 
Tabela 5.1: Dados de tempos de vida ele isolantes de fluido elétrico 







5 68.85, 426.07, 110.29, 108.29, 1067.6 
11 17.05, 22.66, 21.02, 175.88, 139.07, 144.12, 20.46, 43.40, 
194.90, 47.30, 7.74 
15 0.40, 82.85, 9.88, 89.29, 215.10, 2.75, 0.79, 15.93, 3.91, 
0.27, 0.69, 100.58, 27.80, 13.9.5, 53.24 
19 0.96, 4.1.5, 0.19, 0.78, 8.01, 31.7.5, 7.35, 6.50, 8.27, 
33.91, 32.52, 3.16, 4.85, 2.78, 4.67, 1.31, 12.06, 36.71, 
72.89 
15 1.97, 0.59, 2.58, 1.69, 2. 71, 25.50, 0.3.5, 0.99, 3.99, 
3.67, 2.07, 0.96, 5.35, 2.90, 13.77, 
8 0.47, 0.73, 1.40, 0.74, 0.39, 1.13, 0.09, 2.38 
O modelo sugerido pelos engenheiros, para cada nível de voltagem, é o modelo 
Weibull. Aqui vamos assumir o modelo de regressão para a Mistura de distribuições 
Gaussiana Inversa com sua Recíproca Complementar. Isto é que os tempos de vida 
têm uma distribuição dada por (3.4), com parâmetro de escala v e de forma J.Li, tal 
que 
para i= 1, ... ,6 e onde xi =voltagem em Kv. 
Para obter as estimativas, vamos primeiro investigar para que valor de p no 
intervalo [0,1] obtém-se o máximo valor da log-verossimilhança. As estimativas de 
{30 ) {31 e 11 para valores diferentes de p E [O, 1], são obtidas pelo programa 2, feito em 
S-plus para p fixoe dado no Apêndice. Com este programa obtemos a Tabela 5.2 
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Tabela 5.2: Estimativas de má.xima veross. para vários valores de p 
i3o (3, v p logHverossim 
-0.45176 0.01585 0.62596 0.0 -305.78018 
-0.50546 0.01889 0.69484 0.1 -301.20804 
-0.61450 0.02310 0.77640 0.2 -296.23860 
-0.71818 0.02699 0.86376 0.3 -292.36829 
-0.82504 0.03095 0.96464 0.4 -289.35729 
-0.94194 0.03525 1.08913 0.5 -287.01099 
-1.07700 0.04020 1.25380 0.6 -285.20760 
-1.24402 0.04632 1.49200 0.7 -283.87412 
-1.47372 0.05474 1.88758 0.8 -282.96378 
-1.86015 0.06895 2.74481 0.9 -282.40792 
-2.96830 0.10990 6.6!030 1.0 -281.78010 
Destes resultados, podemos observar que o valor de máxima verossimilhança 
obtém-se para p = 1, na fronteira do espaço paramétrico de p, Logo, como na fron-
teira do espaço paramétrica, não são satisfeitas as condições de regularidade da teo-
ria de verossimilhança, não podemos fazer testes de hipóteses para determinar se a 
Recíproca Complemetar é o melhor modelo que ajusta a este conjunto de dados em 
comparação com outros modelos da M-IG. Então, para avalíar a qualidade de ajuste 
na fronteira, fazemos a análise de resíduos, com as fórmulas dadas na Seção 5.5. As-
sim, na Figura 5.1, o gráfico (a) representa os resíduos considerando um modelo de 
regressão Gaussiana Inversa, e o gráfico (b) representa os resíduos considerando um 
modelo de regressão da Recíproca Complementar. 
• 
o 














Figura 5.1: Gráfico dos resíduos, (a) regressão IG, (b) regressão R-IG. 
Do gráfico dos resíduos podemos observar que os resíduos obtidos para o moddo 
de regressão da Recíproca complementar estão mais perto da reta com coeficiente <:,n-
gular 1, em comparação dos resíduos pa:ra o modelo de Regressão Gaussiana Inversa. 
Desta análise podemos concluir que o modelo de regressão dado para a Recíprcca 
Complementar ajusta-se razoávelmente a este conjunto de dados. 
Logo, considerando que o conjunto de dados ajusta-se a um modelo de regressão 
da Recíproca Complementar) temos as seguintes estimativas: 
to = 2.968 (1.089) 
~1 = 0.110 (0.0,10), 
v= 6.610 ( 4.883), 
onde os valores entre parênteses ao lado das estimativas representam a raizes quadradas 
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dos elementos correspondentes de Iõ1 , sendo ! 0 a matriz de informação observada 
dado em (5.39) com seus componentes dados para p = 1. Isto é, as estimativas dos 
desvios padrões das estimativas de máxima verossimilhança de /30 , {31 e v. 
Baseado em normalidade assintótica, os intervalos com 95% de confiança são 
IC (f3o): [-5.103, -0.833], 
IC ({3,) : [0.031, 0.188], 
IC (v): [0, 16.180]. 
Os intervalos para (30 e (31 não contem o valor de zero, então, baseado em normalidade 
assintótica, podemos afirmar que com um nível de significânda o: ;::;::; 0.05 que estes 
parâmetros são diferentes de zero. 
5.8.2 Exemplo 2- Teste de Vida de Isolantes Elétricos 
Os dados da Tabela 5.3 são resultados de um teste acelerado de vida para 
isolantes elétricos de sistemas de uma nova classe H, e referem-se ao tempo em hQ-.. 
ras que os isolantes levaram para tornar-se defeituosos. Os testes foram realizados 
em pequenos motores, a temperaturas elevadas. Dez motores foram colocados para 
trabalhar a cada uma das temperaturas de 190,220, 240 e 260 "C, e inspecionados pe-
riodicamente para detectar a ocorrência de falha. Os tempos da Tabela 5.3 referem-se 
à média entre o tempo em que a falha fOi observada e o tempo da inspeção anterior. 
Os tempos entre inspeção foram 7, 4, 2, e 2 dias para as respectivas temperaturas. 
Para estes dados, temos 7 censuras, correspondendo ao tempo de vida dos isolantes 
que ainda estavam em b-oas condições no final do experimento. 
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Tabela 5.3: Tempo de vida de isolantes (horas) para cada temperatura, em graus 
centígrados, ( +) observações censuradas. 
190 220 240 260 
7228 1764 1175 1128 
7228 2436 1521 1464 
7228 2436 1569 1512 
8448 2436 + 1617 1608 
9167 2436 1665 1632 + 
9167 2436 1665 16:32 + 
9167 3108 1713 1632 + 
9167 3108 1761 1632 + 
10511 3108 1881+ 1632 + 
10511 3108 1953 1896 
Estes dados foram analisados por Nelson (1990), que considerou o modelo de 
regressão log-normal para o ajuste dos tempos de vida. Aqui vamos assumir o modelo 
de regressão para a Mistura de distribuições Gaussiana Inversa com sua Reciproca 
Complementar. Isto é, que os tempos de vida têm uma distribuição dada por (3.4), 
com parâmetro de escala v e de forma J-li, tal que 
para i = 1, ... ,4 e onde Xi :=: temperatura em graus centígrados. Para obter 
as estimativas, procuramos o valor de p no intervalo [0, 1], que obtém-se o máximo 
valor da log~verossimilhança, As estimativas de {30 , {31 e v, para diferentes valores 
de p E [0,1] são obtidas pelo programa 2, feito em S~plus para p fixo, dado no 
Apêndice, Com este programal obtemos a Tabela 5.4. Destes resultados, podemos 
observar que o valor de máxima verossimilhança obtém~se para p = 1, na fronteira 
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do espaço paramétrico de p. Logo, como na fronteira do espaço paramétrica não 
Tabela 5.4: Estimativas de máxima verossimilhança para vários valores de p 
f3o (3, /1 p log~verossim 
-L373e-3 7.861e-6 L608e-5 .o -268.1 
-L37le-3 7.861e-6 L610e-5 .1 -268.1 
-L370e-3 7.861e-6 1.613e-5 .2 -268.1 
-1.368e-3 7.862e-6 1.619e-5 .3 -268.0 
-1.367e-3 7.864e-6 1.625e-5 .4 -268.0 
-1.366e-3 7.866e-6 1.634e-5 .5 -268.0 
-L365e-3 7.869e-6 1.645e-5 .6 -267.9 
-L365e-3 7.874e-6 1.657e-5 .7 -267.9 
-L364e-3 7.879e-6 1.672e-5 .8 -267.8 
-L364e-3 7.886e-6 L688e-5 .9 -267.7 
-L36.5e-3 7.894e-6 l.706e-5 L -267.7 
satisfaz as condições de regularidade da teoria de verossimilhança, não podemos fazer 
teste de hipóteses para determinar se a Recíproca Complementar é o melhor modelo 
que ajusta a este conjunto de dados em comparação com outros modelos da M-IG. 
Então, para avaliar a qualidade de ajuste na fronteira, fazemos a análise de resíduos, 
com as fórmulas dadas na Seção 5.5. Assim, na Figura 5.2 temos que o gráfico (a) 
representa os resíduos considerando um modelo de regressão Gaussiana Inversa e o 
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Figura 5.2: Gráfico dos resíduos, (a) regressão IG, (b) regressão R-IG. 
O gráficos dos resíduos para ambos modelos são muitos parecidos. Este resultado 
se deve a que a estimativa do parâmetro 11 é muito pequena e como se observou no 
Capítulo 3, que para valores de tt semelhantes as densidades para p E [0, 1] são 
mais semelhantes quando v é menor. Além disso, podemos observar que os resíduos 
estão a,o redor da reta com coeficiente angular 1, exceto um resíduo que se enconlTa 
um pouco longe desta reta. Este ponto· corresponde aos resíduos das 4 observaçôes 
censuradas acontecida para a temperatura de 260 graus centítigrados. Desta análise, 
podemos concluir que o modelo de regressão da l\1-JG para qualquer valor de p E 
(0, 1], se ajusta razoavelmente a este conjunto de dados. Logo, considerando que o 
conjunto de dados ajusta-se a um modelo de regressão da reciproca Complementar, 
temos as seguintes estimativas: 
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~O= 1.365 X 10-3 (9.177 X 10- 5), 
~1 = 7.894 X 10-6 (4.389 X 10- 7), 
V = 1.706 X 10-5 ( 4.501 X 10-6) , 
onde os valores entre parênteses ao lado das estimativas representam as raizes quadra· 
das dos elementos correspodentes de Iõ1 , sendo 10 a matriz de informação observada 
dado em (5.87). Isto é, as estimativas dos desvios padrões das estimativas de máxima 
verossimilhança. 
Baseado em normalidade assintótica, os intervalos com 95% de confiaça são 
IC ((30 ) : [1.185 x 10-3 , 1.545-3], 
IC ((31) : [7.034 X 10-6 ' 8.755 X 10-']' 
IC (v): [8.705 X 10-6,2.589 X w-']. 
Estes intf'..rvalos não contém o valor zero, então, baseado em normalidade assintótica, 
podemos afirmar que com um nível de significância a = 0.05 os parâmetros do modelo 
de regressão Recíproca complementar são diferentes de zero. 
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6. Considerações Finais 
Do trabalho realizado podemos concluir que a M-IG constitui uma alternativa 
para modelar tempo de sobrevivência, assim como a distribuição Gaussiana Inversa 
e sua Recíproca Complementar. 
A teoria desenvolvída nos Capítulos 4 e 5 possibilita o uso deste modelo, tanto 
para dados censurados como com covariáveis. 
Quando o valor do parâmetro de dispersão v é pequeno pode acontecer que seja 
impossível determinar para que valor de p se obtém o melhor ajuste. 
Não existem testes para discriminar entre os modelos na fronteira do espaço 
paramétríco de p, já que nestes casos as condições de regularidade da teoria de 
verossimilhança não são satisfeitas. 
Precisa-se fazer simulações para avaliar a qualidade de estimação de parâmetros 
que pode~ se obter para M-IG; para uma amostra gerada aleatoriamente de mil pontos 
não obtivemos boas estimativas dos parâmetros fixados. 
Nesta dissertação trabalhamos com !Yf- IG (J.L,v,p). Seria uma pesquisa in-
teressante propor um modelo de regressão para lvf- IG (J.l, v,~) , isto é, quando 
consideramos a seguinte reparametrização 1 = ?t e;r) . Por exemplo, ao considerar 
f.li -l =xíf3, v e 1 consta-ntes, temos um modelo diferente ao apresentado nesta dis-
sertação. 
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Finalmente1 para ennquecer o trabalho realizado, prec1sanamos construir um 
algorítmo que permita determinar intervalos de confiança baseados na estatística da 




Para usar estes programas elaborados em linguagem S-plus, precisa-se que o 
conjunto de dados constituam uma matrix, em onde a primeira columna 
represente a variavel tempo, a segunda coluna o estatus da 
observacao (falha=i, censura=O) e as outras colunas as covariaveis. 
Alem disso, as observacoes censuradas devem ser colocadas nas ultimas 
filas da matriz. 
PROGRAMA 1 
#Programas para a entrada de dados 
#ler.dta. 
lerdta <- function(arquivo,ncol) 
{ if(ncol==2) {ler1dta(file,ncol)} else {ler2dta(file,ncol)} 
} 
#ler1.dta. 
ler1dta <- function(file,ncol) 
{dadas<-matrix(scan(file),byrow=T, ncol=ncol) 















ler2dta <- function(file ,ncol) 
{dados<-matrix(scan(file),byrow=T, ncol=ncol) 
tempo<-dados [, 1] 
vecm<-dados [ ,2] 
nf<-nroY (dados) 
nc<-ncol 




tm«-tempo [1 :nm] 
xm«-xx[i:nm,] 
xc<-NA 






#programa para achar as estimativas de maxima verossimilhança dos 
#parametros da M-IG com p fixo, mais a o valor de o log da funcao de 
#verossilhanca para dados com ou ~em censura, tambem com ou sem covariaveis. 
#xm=matriz das covariaveis incluindo intersepto para os tempo de falha. 
#xc=matrix das covariaveis incluindo intersepto para os tempo censurados. 
#tm=vetor de tempos de falha. 














1 vn<-vlogv (bvpe) 
uvob(xm,bve,bvpe,lvn,pm) 





















#programa para achar as estimativas de maxima verossimilhança dos parametros 
#da M-IG com ou sem censura, tambem com ou sem covariaveis e para p entre O e 1 
#bvpn=(betas,nu,p), para regressao, ou bvpn=(mu,nu,p), para uma amostra. 
newbvp<-function(bvpn) 
{ if(ncol(xm)==l){bet<-bvpn[l];ibet<-bet"-1; 
vp<-bvpn [2: 3] ;bvpn<-c(ibet, vp)} 
lvi<-vlogv (bvpn) 
cat ("bvpn=". bvpn, 111 vi=" ,1 vi) 
bvpi <- 0.01 * bvpn 
i<-0 



















#programa de Newton Raphson para a mistura da gaussiana 1nversa 





















#funcao para achar a funcao scores para dados com censura ou sem ela~ para 
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#M-IG. 






#funcao de scores da regressao da mistura da gaussiana inversa com seu 




















#funcao de scores da regressao da mistura da gaussiana 1nversa com seu 





































#funcao para achar a matriz de informacao observada para a regresao 
#da mistura M-IG, com dados completos o com censura. 






















































#matriz de informacao observada para a regressao da 







































































#acha as estimativas de maxima verossimilhanca para os parametros 















starttime <- proc.time() 








cat(" i= 11 ,i,"bvn=11 ,bvn, 11 lvig=",lvig, 11 \n") 
} 
print(bvn) 





#programa para achar os novos estimados dos coeficientes de regressao e 
#pararnetro de volatility para dados de gaussiana inversa que permita 
#cumprir com a condicao de precisao ao iniciar o algoritmo EM. 





iemn<-eins(tc,dn,v1 1 0,1,emn,O) 
iemn<-as.vector(iemn) 
m1<-c(tm,emn) 












#programa para achar os coeficientes de regressao da gaussiana inversa 
#com dados completos. 
bo<-function(x1,t1) #estimados dos coeficientes de regressao (b) 
{ n<-length(t1) # Whitmore p.306 eqn 3. 
umo<-rep(l,n) 





#programa para achar o estimado do parametro de volatility 
#na regressao gaussiana inversa. 
vio<-function(z1,s1) #estimado do parametro de volatility 








































#funcao de densidade da mistura gaussiana inversa com seu reciproco 
#complementar. 










#programa para achar o valor da funcao de dístribuicao da mistura 
#gaussiana inversa com seu recíproco complementar. 
#funcao de dístribuicao gaussiana inversa evaluado no 
#ponto 11 y"=Gpy(y,d,v~O). # Whitmore p.306 eqn 5. 
Gpy<-function(y,d,v,p) 
{ y<-as. vector(y) 
d <- as. vector(d) 
co<-(y*v)~.5 
z1<-(d*y-1)/co 
z2<--(d*y+1) I co 
p1<-pnorm(z1,0,1) 
p2<-pnorm(z2,0,1) 
# if(p2==0){p1} else{p1+(1-2•p)•exp(2•d/v)*p2} 
x2<-p1+(1-2•p)•exp(2•d/v)•p2 





#programa para achar o valor de log da funcao de verossimílanca 
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