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Abstract
A program’s distribution of object lifetimes is one of the factors that determines whether and how much it will benefit from
generational garbage collection, and from what kind of generational collector. Linear combinations of radioactive decay models
appear adequate for modelling object lifetimes in many programs, especially when the goal is to analyze the relative or theoretical
performance of simple generational collectors.
The boundary between models that favor younger-first generational collectors and models that favor older-first generational
collectors is mathematically complex, even for highly idealized collectors. For linear combinations of radioactive decay models,
non-generational collection is rarely competitive with idealized generational collection, even at that boundary.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and related work
Garbage collection is a technology that automatically reclaims unreachable heap storage [14,31]. Generational
garbage collectors divide the heap into two or more regions, known as generations because they often group objects of
similar age, and collect these generations at different times [14,16,30]. Most generational garbage collectors attempt
to collect younger generations more frequently than older generations, so we call them younger-first collectors.
In an effort to characterize the theoretical relationship between object lifetimes and the performance of generational
garbage collection, Baker reasoned that an idealized exponential (radioactive) decay model of object lifetimes might
represent a dividing line between programs that benefit from generational collection and programs that do not. In
particular, Baker conjectured that generational collection would perform no better and no worse than non-generational
collection for the radioactive decay model [2].
Clinger calculated that this is not so: younger-first generational collectors actually perform worse than non-
generational collectors for the radioactive decay model, but a novel renewal-older-first generational collector of his
invention performs better [6].
This discovery, and the realization that theMature Object Space collector (the train algorithm) behaves much like an
older-first collector, led Stefanovic´ to invent and to simulate an entire family of older-first algorithms for generational
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garbage collection [13,20,25,26]. Hansen and (independently) Moss’s research group implemented variations of the
renewal-older-first and Stefanovic´’s deferred-older-first algorithms in research-quality implementations of Scheme
and Java, demonstrating that these older-first algorithms are quite viable [4,9,10,28].
In fact, these older-first collectors outperform conventional younger-first collectors on several GC-intensive
benchmarks. On the other hand, the experimental results also show that younger-first collectors outperform older-first
collectors on some other benchmarks [9,10]. Evidently some programs perform better with younger-first collection,
some perform better with older-first collection, and many perform about the same with either.
Why? Baker’s original question concerning the theoretical dividing line between younger-first generational and
non-generational collection has not been answered, and we must now ask that question with regard to younger-first
versus older-first generational collection [27]. The radioactive decay model is not the dividing line, but what is? On
the boundary, where the theoretical efficiencies of younger-first and older-first collection coincide, is non-generational
collection optimal?
In this paper we use linear combinations of radioactive decay models to calculate mark/cons ratios (the most
important theoretical predictor of amortized efficiency, defined in Section 3) for several idealized garbage collectors.
These calculations show there is no simple line dividing programs that are better suited for younger-first collection
from programs that are better suited for older-first collection. In this paper, the dividing line appears as a complex
five-dimensional surface, but this is undoubtedly a crude oversimplification. Our calculations also show that non-
generational collection is usually far from optimal on that surface, which suggests that non-generational garbage
collection is seldom a good compromise between younger-first and older-first generational collection.
The good news is that detailed empirical studies of object lifetimes, as reported independently by Stefanovic´
and Hansen [9,25], suggest that linear combinations of radioactive decay models often do a reasonably good job
of modelling the lifetimes of objects in real programs, such as the javac and SPECjbb benchmarks discussed in
Sections 2.7, 2.8 and 6.1.
Several systems now provide several alternative garbage collectors, and some allow the garbage collector to be
selected dynamically, using heuristics based on heap occupancy or on the results of offline profiling [18,21]. Our
models provide the kind of theory that is needed to develop better heuristics.
At the very least, our models and calculations help to explain some of the repeatable but puzzling patterns that are
often observed in experimental studies of garbage collection [4,9,10]. For example, the calculations presented in this
paper help to explain why the generational garbage-first algorithm tends to perform better than a pure garbage-first
algorithm [7].
2. Models of object lifetimes
2.1. Generational hypotheses
In most programs, the mortality rate for young objects is much higher than for old objects. This weak generational
hypothesis [11,12,31] is not true of all programs, but is especially likely to describe fast-allocating programs for which
the performance of garbage collection is most critical, and appears to be true even of fast-allocating programs written
in C [3].
There is much less evidence for the strong generational hypothesis, which postulates a negative correlation between
age and mortality rate even for long-lived objects [12,19,24,31].
As will be seen, radioactive decay models imply that the mortality rate is independent of age, so they satisfy
neither the weak nor the strong generational hypothesis. A linear combination of two or more radioactive decay
models will satisfy the weak generational hypothesis unless it degenerates into a pure radioactive decay model. A
linear combination of only two radioactive decay models will not satisfy the strong generational hypothesis. Linear
combinations of three or more radioactive decay models can satisfy the strong generational hypothesis at least as well
as actual programs.
2.2. Equilibrium models
An equilibrium model of object lifetimes is a model that satisfies the following three assumptions:
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Assumption 1. Two objects can be compared to see whether they are the same object, and the live objects of
one or more generations can be distinguished from the dead objects of those generations by performing a garbage
collection within those generations, but objects have no other distinguishing characteristics that might be exploited by
a generational garbage collector.
Assumption 2. There exists a probability density function P for mortality such that, for each newly allocated object
o, the probability that o will die between ages t0 and t1 is given by∫ t1
t0
P(t)dt.
Assumption 3. The amount of live storage reaches an equilibrium.
Assumption 1 says that equilibrium models ignore the distinctions between live and reachable objects, objects that
contain pointers and objects that don’t, objects that refer to older objects and objects that refer to younger objects, and
so forth. Assumption 2 says the distribution of object lifetimes is independent of the time at which an object is created;
different equilibrium models may of course have different distributions. Assumption 3 says that heap storage reaches
a steady state. None of these assumptions are completely realistic, but they are a reasonable compromise between
reality and tractability.
2.3. Radioactive decay models (RDM)
A radioactive decay model is fully specified by its one parameter, the half-life h. For every object that is live at any
time t0, the probability that the object will still be alive at time t0+ t is St (t0) = 2−t/h . The probability that the object
will be dead at that time is 1− 2−t/h . Taking t0 to be the time of allocation, the survivor function is s(t) = 2−t/h . The
instantaneous mortality rate is a constant:
m(t) = − s
′(t)
s(t)
= log 2
h
.
For every object, the probability density function for mortality is
Ph(t) = m(t)s(t) = log 2h 2
−t/h .
We will now calculate the expected number n of live objects at equilibrium. If the time t is measured by the
number of objects that have been allocated, then the radioactive decay model implies that an equilibrium will indeed
be approached after several half-lives of time have passed. At equilibrium one object can be expected to die per unit
time. The expected number n of live objects at equilibrium is therefore related to the half-life h by 1 = n(1− 2−1/h).
Let r = 2−1/h = 1− 1/n. If f (h) = 1− r and g(h) = m(t) = log 2h , then
lim
h→∞
f (h)
g(h)
= lim
h→∞
f ′(h)
g′(h)
= lim
h→∞ 2
−1/h = 1
by L’Hospital’s Rule [1,29]. Hence r = 1− f (h) ≈ 1− g(h) ≈ 1− log 2h for large h. Small values of h imply a small
number of live objects, which makes garbage collection too easy to be interesting, so this approximation can safely
be used to calculate that the live storage at equilibrium is
n = 1/(1− r) ≈ h
log 2
.= 1.4427h. (1)
2.4. Linear combinations of two radioactive decay models (RDM2)
A linear combination of two radioactive decay models (RDM2) has three parameters: the half-life h1 of the short-
lived objects, the half-life h2 of the long-lived objects, and the fraction w of the allocated objects that are of the
short-lived kind. We require 0 < h1 < h2 < ∞ and 0 ≤ w < 1, so the linear combination model degenerates into a
radioactive decay model if and only if there are no short-lived objects, and w = 0.
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The probability density function for mortality in the RDM2 model is
Ph1,h2,w(t) = wPh1 + (1− w)Ph2 .
One of our goals is to calculate the parameters of this model from survival rates seen in actual programs. To do that,
we must calculate the consequences of the model in some detail, starting with the expected number of live objects at
equilibrium. Let
n1 = h1log 2 (2)
n2 = h2log 2 (3)
r1 = 2−1/h1 = 1− 1n1 ≈ 1−
log 2
h1
(4)
r2 = 2−1/h2 = 1− 1n2 ≈ 1−
log 2
h2
. (5)
At equilibrium the live storage will be about
n ≈ wn1 + (1− w)n2
= wh1 + (1− w)h2
log 2
.= 1.4427(wh1 + (1− w)h2).
Now we calculate some expected survival and mortality rates. By Assumption 2 of Section 2.2, the probability that a
newly allocated object will die between ages t0 and t1 is∫ t1
t0
Ph1,h2,w(t) dt = w(r t01 − r t11 )+ (1− w)(r t02 − r t12 ).
The probability that a newly allocated object will survive to age t is
s(t) = wr t1 + (1− w)r t2.
The conditional probability that an object that has survived to age t will survive to age t +1t is the probability of the
latter divided by the probability of the former:
S1t (t) = s(t +1t)s(t) .
The probability that an object that is live at age t will die before age t +1t is 1− S1t (t). The mortality rate is
m(t) = − s
′(t)
s(t)
= 1
log 2
(
wh1r t1 + (1− w)h2r t2
wr t1 + (1− w)r t2
)
.
For any time t0, define live(t) as the amount of storage that is allocated between t0 and t0+ t and is expected to survive
to time t0 + t . live(t) can be calculated as the probability that the object allocated at t0 will survive the next t − 1
allocations, plus the probability that the object allocated at t0 + 1 will survive the next t − 2 allocations, and so on:
live(t) =
t−1∑
i=0
s(i) (6)
=
(
w
t−1∑
i=0
r i1
)
+ (1− w)
t−1∑
i=0
r i2 (7)
= w(1− r
t
1)
(1− r1) + (1− w)
(1− r t2)
(1− r2) (8)
= wn1(1− r t1)+ (1− w)n2(1− r t2) (by (4), (5)) (9)
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≈ w h1
log 2
(1− r t1)+ (1− w)
h2
log 2
(1− r t2). (10)
Now suppose h1  1t  h2. Then r1t1 ≈ 0, and r1t2 ≈ 1 − log 2h2 1t . Almost all long-lived objects are expected
to survive to age 1t , while the number of short-lived objects that are expected to survive to time 1t is essentially
independent of 1t (because objects that were allocated many half-lives ago have negligible chance of surviving).
Thus, from Eq. (10) and the above,
live(1t) ≈ w h1
log 2
+ (1− w)1t . (11)
Eq. (11) can be used to estimate the parameters h1, h2, w of the model from survival rates that are observed in actual
programs. Let e0 be the fraction of storage that is promoted out of a nursery of size1t , where that nursery is collected
after every 1t bytes of allocation and is empty following the collection. Let e1 be an estimate of the conditional
probability that storage of age less than 1t will survive the next 1t bytes of allocation. Let e2 be an estimate of the
conditional probability that storage of age greater than 21t will survive the next 1t bytes of allocation. Then
live(1t) ≈ e01t
live(21t) ≈ e01t + e0e11t
live(21t)− live(1t) ≈ e0e11t.
Combining this with Eq. (11), we can estimate that
h1
.= e0(1− e1) log 2
1− e0e1 1t
h2
.= − log 2
log e2
1t
w
.= 1− e0e1.
Example 1. Fig. 1 shows the storage profile for the nboyer:2 benchmark, which is a modernized and larger version
of the boyer theorem-proving benchmark [8–10,17]. The topmost line shows the total volume of live storage as a
function of time (where time is measured by the number of bytes that have been allocated). Each interior line shows
how much storage survives from the time at which the interior line separated from the topmost line. With a nursery
of 1t = 500 kB, which is the resolution of Fig. 1, that storage profile implies e0 .= 42%, e1 .= 79%, and e2 .= 96%.
Using the equations above, we estimate that two-thirds of the allocated storage is short-lived, with a half-life of a little
over 45 kB, and the remaining third is long-lived with a half-life on the order of 85 MB. Fig. 2 shows the storage
profile predicted by this RDM2 model.
Comparing Figs. 1 and 2, the nboyer:2 benchmark is farther from equilibrium, and has more long-lived storage,
than can be accounted for by the RDM2model. The main reason for this model’s poor fit is that nboyer:2 satisfies the
strong generational hypothesis well enough to require a linear combination of at least three radioactive decay models,
as developed below and shown in Fig. 3. The nursery size of 1t = 500 kB is large enough to observe substantial
mortality among objects that survive the nursery, but is not large enough to observe the decrease in mortality rate
among truly long-lived objects. Hence the RDM2 model overestimates the mortality rate of long-lived objects, which
results in underestimates for the volume of long-lived storage and time to equilibrium.
2.5. Linear combinations of three radioactive decay models (RDM3)
A linear combination of three radioactive decay models (RDM3) has five parameters: the half-life h1 of the short-
lived objects, the half-life h2 of the intermediate-lived objects, the half-life h3 of the long-lived objects, the fraction
w1 of the allocated objects that are of the short-lived kind, and the fraction w2 of the allocated objects that are of the
intermediate-lived kind.
Assuming h1  1t  h2  1s  h3 we can estimate these parameters using a generalization of the calculations
shown above. Let f0, f1, and f2 be probabilities analogous to e0, e1, and e2 except that they are estimated using a
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Fig. 1. Storage profile for the nboyer:2 benchmark.
Fig. 2. Simulated profile for an RDM2 model of the nboyer:2 benchmark.
Fig. 3. Simulated profile for an RDM3 model of the nboyer:2 benchmark.
larger “nursery” size 1s. Then
w1
.= 1− e0e1
w2
.= 1− w1 − f0 f1
h1
.= e0(1− e1) log 2
1− e0e1 1t
h2
.= log 2
w2
( f0 − (1− w1 − w2))1s − h1w1
w2
h3
.= − log 2
log f2
1s.
This analysis can be further generalized to estimate the parameters for linear combinations of arbitrarily many
radioactive decay models.
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Fig. 4. Storage profile for the first of javac’s four iterations.
At equilibrium the live storage for the linear combination of three radioactive decay models will be
n
.= 1.4427(w1h1 + w2h2 + (1− w1 − w2)h3).
Better example. For the nboyer:2 benchmark [9,10], with 1s = 5 MB, the storage profile shown in Fig. 1 yields
f0
.= 22%, f1 .= 61%, and f2 .= 97%. Combining this with our measurements for 1t , our equations estimate that
two-thirds of the allocated storage is short-lived, with a half-life of a little over 45 kB; 20% of the allocated storage has
a half-life of about 1.4 MB; and the remaining 14% of the allocated storage is essentially permanent, with a half-life
on the order of 100 MB.
Fig. 3 shows the storage profile predicted by this more accurate model. Comparing the actual with the simulated
profile emphasizes the fact that linear combinations of radioactive decay models can express only the smoothed
average behavior of a program, and cannot express the fractal or phase structures often seen in real programs. This
matters only if the fractal or phase behavior is visible at the “sampling rate” determined by the frequency of garbage
collection.
2.6. Radioactive decay models with permanent storage
Instead of working with linear combinations of three radioactive decay models, Sections 5 and 6 use a slightly
simpler model that regards the longest-lived objects as truly permanent.
A linear combination of two radioactive decay models with some permanent storage is an equilibrium model with
four parameters: the three parameters h1, h2, and w of a linear combination of two radioactive decay models, together
with the volume of permanent storage n3.
2.7. Analysis of the javac benchmark
The javac benchmark uses the standard Java compiler to compile a certain program four times [22]. While a
linear combination of radioactive decay models cannot model the iterative behavior of this benchmark, it is possible
to perform a phase-wise analysis of javac using the models described in Sections 2.4 and 2.5.
Fig. 4 shows the storage profile for the first of the benchmark’s four iterations. This phase of the benchmark can
be divided into a ramp-up phase in which abstract syntax trees and other data structures are allocated, and a plateau
phase during which the input is actually compiled. The ramp-up phase ends, and the plateau phase begins, after 20
MB have been allocated. (In fact, a third phase begins after 50 MB have been allocated. This phase is too short to
justify separate analysis, so we count it as part of the plateau phase.)
The ramp-up phase can be modelled by a linear combination of two radioactive decay models. Applying the
formulas in Section 2.4 to the ramp-up phase alone, with a 1t of 500 kB, results in a model with a short half-life
of about 2 kB, and a long half-life of about 1.2 GB, with 55% of the objects being short lived.
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Fig. 5. Simulated storage profile for the first of javac’s iterations.
Fig. 6. Storage profile for part of the SPECjbb benchmark.
During the plateau phase, the objects that were allocated during the ramp-up phase and survive into the plateau
phase can be modelled by a pure radioactive decay model with a half-life of 151 MB.
The objects that are allocated during the plateau phase can be modelled by a linear combination of three radioactive
decay models as in Section 2.5. Keeping 1t at 500 kB and using a 1s of 5000 kB produces a model in which the
short half-life is around 20 kB, the intermediate half-life is approximately 1.25 MB, and the long half-life is 58 MB.
In this model 87% of the bytes allocated are short-lived, 3% are intermediate-lived, and 10% are long lived. Fig. 5
shows the model’s simulated storage profile, which should be compared with the actual profile in Fig. 4.
2.8. Analysis of the SPECjbb benchmark
The SPECjbb benchmark simulates a set of warehouses that respond to customer requests [23]. Each warehouse
has about 25 MB of data, and runs in a separate thread.
Fig. 6 shows part of the storage profile for SPECjbbwith just one warehouse. Construction of that warehouse began
after 48 MB had been allocated, and was completed after 90 MB had been allocated. Then a warmup phase allocated
another 20 MB. The timed portion of the benchmark began at the end of the warmup phase, after 110 MB had been
allocated. These specific numbers depend upon the benchmark’s parameters, but the timed phase of the benchmark
always runs at some storage equilibrium. To improve the horizontal resolution of the timed phase, Fig. 6 ends after
200 MB of allocation.
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Fig. 7. Simulated profile for phase-wise RDM2+perm model of SPECjbb.
This particular run of the SPECjbb benchmark can be simulated using a phase-wise combination of two RDM2
models with additional permanent storage. Applying the formulas in Section 2.4 to the construction phase, with
1t = 500 kB, results in a model with a short half-life of 576 bytes, a long half-life of 65 GB, with half of the
objects being short-lived. The amount of initial permanent storage during the construction phase is 6.4 MB. This
initial permanent storage corresponds to objects allocated before the construction phase begins. Applying the same
analysis to the warmup and timed phases yields a model with a short half-life of 7 kB and a long half-life of 1.5
MB, again with half the objects being short-lived. All objects allocated before the warmup phase are considered to be
permanent during the warmup and timing phases. Fig. 7 shows the storage profile implied by this model.
3. Mark/cons ratios
For any given benchmark, the number of words that are marked depends upon the garbage collector, but the average
cost of marking a word is fairly constant, at least for garbage collectors that use the same basic algorithm. The number
of words that are marked is therefore a good first-order predictor of garbage collection time [2]. A more accurate
predictor might also consider the average object size and pointer density.
The amortized cost of garbage collection is defined as the total cost of collection divided by the number of words
of storage that are allocated by the mutator. If we define µ as the number of words marked divided by the number of
words allocated, then the amortized cost of garbage collection is roughly proportional to µ times the cost of marking
a word. µ is referred to as the mark/cons ratio.
The mark/cons ratio is easy to compute for non-generational garbage collectors and a heap at equilibrium, in which
storage is allocated just as fast as it becomes garbage. Let n be the total amount of live storage at equilibrium, let N
be the total size of the heap, and L = N/n be the inverse load factor. The garbage collector marks n words on each
collection, and N − n words are allocated between collections, so the mark/cons ratio for non-generational collection
is
µ0 = nN − n =
1
L − 1 .
The next few sections compare the theoretical performance of different garbage collection algorithms by computing
their mark/cons ratios for various models of object lifetimes.
4. Generational collectors
Generational garbage collectors work by dividing heap storage into generations. They have policies that determine
the generation in which a new object will be allocated, when and how to move objects from one generation to another,
and when and how to collect garbage. A generational collector attempts to lower the mark/cons ratio by collecting
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generations that contain a higher percentage of garbage than the average for all generations. Such generations require
less marking and reclaim more storage than the average.
This section describes five algorithms for generational garbage collection. Although these algorithms are somewhat
idealized to make them easier to analyze, the 2YF, 3YF, and 3ROF algorithms correspond quite closely to the three
best collectors in the Larceny implementation of Scheme [5,6,9,10,15].
4.1. 2-generational younger-first (2YF)
The youngest generation is a nursery of fixed size N0, whose surviving objects are promoted into the oldest
generation on every garbage collection. All objects are allocated within the nursery, and the garbage collector is
called whenever the nursery becomes full, so the garbage collector is called after every N0 bytes have been allocated.
Then N0 is the smallest interval of mutator time that matters to the garbage collector.
If N is the total size of the heap, then the size of the oldest generation is N1 = N − N0. If the garbage collector
is called when there is enough free space within the oldest generation to copy all of the survivors out of the nursery
into the oldest generation, then the garbage collector will perform a minor collection in which only the nursery is
collected. Otherwise the collector will perform a full collection of the heap.
4.2. 3-generational younger-first (3YF)
When there is a substantial volume of permanent heap storage, a 2-generational younger-first collector may spend
too much time marking permanent storage in full collections. This problem can be solved by isolating the permanent
storage within a third generation.
For the analyses of this paper we ignore the problem of identifying the permanent storage, by assuming an
equilibrium in which the third generation contains all and only permanent storage. We also assume that the third
generation is collected so rarely that the cost of these rare collections is negligible. Under these overly sanguine
assumptions, the 3YF algorithm will always perform at least as well as the 2YF algorithm.
4.3. 2-generational renewal-older-first (2ROF)
This section describes a 2-generational renewal-older-first generational collector (also known as the non-predictive
[6] or older-first mix [4] algorithm). The younger generation has a fixed size N0, and the older generation is of size
N1 = N − N0. Objects are allocated within the older generation if it has enough free space; otherwise objects are
allocated within the younger generation. The garbage collector is called whenever both generations are full.
The renewal-older-first garbage collector never performs a full collection. Only the older generation is collected.
If this collection frees enough space within the older generation to accommodate all of the objects that are within
the younger generation, then all of those objects are promoted into the older generation, and the younger generation
becomes empty.
The older generation may not be large enough to accommodate all of the survivors of the garbage collection
together with all of the younger generation; in particular, the younger generation may be larger than the older
generation. If so, then the uncollected objects that are promoted out of the younger generation will displace objects
that survived collection in the older generation, and those displaced objects will be unpromoted into the younger
generation.
All of this promoting and unpromoting of objects can be done in near-constant time [6,9].
This collector may split a cycle between the two generations, and might continue to split it after the cycle becomes
garbage, which would prevent the cycle from being collected. That can happen only if every collection unpromotes part
of the cycle, because any cycles that survive an unpromoting collection will be reclaimed by the following collection.
If too many consecutive collections involve unpromotion, then the next collection can temporarily increase the size of
the older generation by enough to avoid unpromotion.
This collector is called renewal-oldest-first because garbage collection is considered to renew the youth of any old
objects that survive collection in the oldest generation and are unpromoted into the youngest generation.
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4.4. 3-generational renewal-older-first (3ROF)
This section describes a 3-generational hybrid collector that attempts to combine the advantages of younger-first
and older-first generational collection by using younger-first collection for minor collections but using renewal-older-
first collection for major collections. This collector never performs a full garbage collection.
The youngest generation is a nursery of fixed size N0, whose surviving objects are promoted into an older
generation on every garbage collection. All objects are allocated within the nursery, and the garbage collector is
called whenever the nursery becomes full, so the garbage collector is called after every N0 bytes have been allocated.
The intermediate generation is of fixed size N1, and the size of the oldest generation is N2 = N − N0 − N1.
If the garbage collector is called when there is enough free space within the intermediate and oldest generations to
copy all of the survivors out of the nursery into the oldest generation, then the garbage collector will perform a minor
collection in which only the nursery is collected, and the survivors are promoted into the oldest generation until it
becomes full, and then into the intermediate generation. Otherwise the collector will perform a major collection of the
heap.
A major collection combines the nursery with the oldest generation, and then collects that combined generation as
if it were the oldest generation of a 2-generational renewal-oldest-first collector, and the intermediate generation were
the youngest.
4.5. 4-generational renewal-older-first (4ROF)
We obtain a 4-generational ROF collector by adding a fourth generation, for permanent storage, to a 3-generational
ROF collector. As with the 3-generational younger-first collector, we ignore the problem of identifying the permanent
storage, assume that the oldest generation contains all and only permanent storage, and assume that the permanent
generation is collected so rarely that the cost of collecting it is negligible. Under these assumptions, the 4ROF
algorithm will always perform at least as well as the 3ROF algorithm, but may not perform as well as the 2ROF
algorithm.
5. Theoretical analysis
This section analyzes the performance of each idealized generational collector for at least one of the following
equilibrium models:
(1) arbitrary equilibrium models
(2) a linear combination of two radioactive decay models
(3) a linear combination of two radioactive decay models with some permanent storage.
Each of these models includes the pure radioactive decay model as a special case.
5.1. 2YF at equilibrium
Let P be the probability density function for mortality in some fixed equilibrium model, and consider the
2-generational younger-first generational garbage collector described in Section 4.1. The fraction of storage within
the nursery that can be expected to survive a minor collection is
live(N0)
N0
.
At equilibrium there are about n live objects, and the number of minor collections that can be expected to occur
between two major collections is
k = N − N0 − n
live(N0)
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so the average interval between major collections is q = kN0. The average volume of live storage that is marked by
one major collection plus these k minor collections is p = n + k live(N0). The mark/cons ratio at equilibrium is
µ = p/q
= n + k live(N0)
kN0
= n
kN0
+ live(N0)
N0
= n
N0
live(N0)
N − N0 − n +
live(N0)
N0
= live(N0)
N0
(
1+ n
N − N0 − n
)
.
This calculation shows that, for any equilibrium model, the mark/cons ratio of 2-generational younger-first
generational garbage collection depends upon the total volume of live storage, the size of the heap, the size of the
nursery, and the fraction of storage within the nursery that survives a minor collection, but is independent of the
distribution of mortality among objects that have survived a minor collection.
5.2. 3YF at equilibrium
To analyze a 3YF collector at equilibrium, we must make some assumption about the distribution of mortality
among older objects. Perhaps the simplest assumption we can make is that the algorithm works so well that the third
generation is full of permanent heap storage. Under this assumption, a 3YF collector performs like a 2YF collector,
except the major collections do not mark the permanent objects in the third (oldest) generation. Let n3 be the volume
of permanent heap storage, and also the size of the third generation. The average volume of live storage that is marked
by one major collection plus k minor collections is p = n − n3 + k live(N0), and the mark/cons ratio is
µ = p/q = live(N0)
N0
(
1+ n − n3
N − N0 − n
)
.
This mark/cons ratio can be regarded as a lower bound on the mark/cons ratio (or upper bound on performance) at
equilibrium of a 3-generational younger-first collector whose oldest generation is of size n3.
5.3. 2ROF at equilibrium
This section extends Clinger’s earlier analysis of this collector [6].
5.3.1. 2ROF and general equilibrium models
Let P be the probability density function for mortality in some fixed equilibrium model, and consider the 2-
generational renewal-older-first generational garbage collector described in Section 4.3.
Let p = n− live(N0). If p ≤ N −2N0, then the younger generation is expected to be empty following a collection
at equilibrium, and p is the volume of storage within the older generation that is live when that generation is collected.
The average interval between collections is q = N − N0 − p. The mark/cons ratio is µ = p/q. This result holds for
any equilibrium model provided n − live(N0) ≤ N − 2N0.
5.3.2. 2ROF and RDM
We can do without the assumption that the younger generation is empty following each collection by assuming a
more specific model, such as the radioactive decay model. To ensure a stable equilibrium, however, we must assume
that N1 = N/m for some integer m > 1. In words, we assume the heap consists of m equally-sized regions, and each
region is collected once every m collections. At equilibrium, this symmetry implies that the expected volume of live
storage within the older generation is the same for every collection.
Let y be the volume of live storage within the older generation when it is collected. The interval between collections
is
q = N1 − y
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and the mark/cons ratio is
µ = y/q = y
N1 − y .
The value of y will be the same when the survivors of this collection are collected again m collections later, after
mq objects have been allocated. By then, the live storage in the older generation consists of the y survivors plus the q
objects that were allocated into it immediately after it was last collected, both reduced by attrition over time ranging
from mq to (m − 1)q:
y = yrmq +
(
q∑
i=1
r i
)
r (m−1)q
= yrm(N1−y) + r(1− r
N1−y)
1− r r
(m−1)(N1−y).
The value of y can be computed numerically by using this equation to generate successive approximations.
5.3.3. 2ROF and RDM2+permanent storage
We can extend the calculation above to a linear combination of two radioactive decay models with some permanent
storage. Let the parameters of that model be h1, h2, w, and n3. Assume h1  N0  h2 and h1  N − n. Assume
also that N1 = N/m for some integer m > 1, and that at equilibrium the permanent storage is divided evenly between
the m heap regions of size N1.
Let y be the volume of live storage within the older generation when it is collected. As above, the interval between
collections is q = N1 − y and the mark/cons ratio is
µ = y/q = y
N1 − y .
Since h1  N−n, the older generation contains a negligible volume of short-lived objects. The approximate value
of y is obtained by adding together the expected volumes of five classes of storage:
(1) permanent storage
(2) long-lived storage that survived the last collection in this heap region and survived again to the next,
(3) short-lived storage that survived the last collection in this heap region and survived again to the next,
(4) short-lived objects that were allocated in this heap region during the interval q immediately following the last
collection in this region and then survived until it was collected,
(5) long-lived objects that were allocated in this heap region during the interval q immediately following the last
collection in this region and then survived until it was collected.
The interval between collections of the same heap region is mq . The third volume above is negligible, and the fourth
volume is small, because h1  N − n < mq . Using Eq. (10) to calculate the last two volumes,
y ≈ n3
m
+
(
y − n3
m
)
rmq2 + 0+ w
h1
log 2
r (m−1)q1 + (1− w)
h2
log 2
(1− rq2 )r (m−1)q2 .
The value of y can be computed numerically by using this equation to generate successive approximations.
5.4. 3ROF at equilibrium
The 3-generational ROF collector is more complex, so we will calculate its mark/cons ratio only for a linear
combination of two radioactive decay models. Let the parameters of that model be h1, h2, and w, and assume
h1  N0  h2. As in the previous calculations, we need enough symmetry to make our calculations tractable,
so we assume the size of the intermediate generation is some integral multiple of the size of the oldest generation;
hence we assume N2 = (N1 + N2)/m for some integer m > 1. The volume of objects in the nursery that survive a
minor collection is
live(N0) ≈ w h1log 2 + (1− w)
h2
log 2
(1− r N02 )
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and the intermediate and oldest generations are filled in blocks of size live(N0).
Let y be the volume of live storage within the oldest generation when it is collected. The ratio of minor to major
collections is
k = N2 − y − live(N0)
live(N0)
.
The interval between collections is q = kN0 and the mark/cons ratio is
µ = klive(N0)+ y
kN0
.
Furthermore
y = (y + live(N0)) rmq2 +
(
k∑
i=1
r i N02 live(N0)
)
r (m−1)q2
= (y + live(N0)) rmkN02 +
r N02 (1− rkN02 )
1− r N02
r (m−1)q2 live(N0).
The value of y can be computed numerically by using this equation to generate successive approximations.
5.5. 4ROF at equilibrium
As with the 3YF collector, we assume that the 4ROF collector works so well that, at equilibrium, the oldest
generation contains all and only permanent storage. With this assumption, we can ignore the permanent storage,
and compute the mark/cons ratio as in Section 5.4 above.
Note that Section 5.4 does not compute the mark/cons ratio for the 3ROF collector in a model with permanent
storage. If the volume of permanent storage were nonzero, then the idealized 4ROF collector would outperform the
3ROF collector for every inverse load factor L .
6. Visualization of results
As an example of these calculations, Fig. 8 shows how the mark/cons ratio varies with inverse load factor for a
non-generational and for four generational collectors, on a model where short-lived objects have a half-life of 100 kB,
long-lived objects have a half-life of 1000 MB, 70% of the allocated objects are short-lived, and there are also 100 MB
of permanent objects. The live storage implied by these parameters is a little over 500 MB.
For these particular parameters, and for the idealized collectors considered in this paper, Fig. 8 shows that, in
theory,
• when the total heap size is less than 700 MB (inverse load factor less than 1.4), a conventional 3-generational
younger-first collector is likely to perform best;
• when the total heap size is between 700 and 1500 MB (inverse load factor of 1.4–3.0), a 4-generational hybrid
renewal-older-first collector is likely to perform best;
• when the total heap size is greater than 1500 MB (inverse load factor greater than 3.0), a 2-generational renewal-
older-first collector is likely to perform best.
In theory, the best collector for a linear combination of two radioactive decay models with some permanent storage
depends upon five parameters: the four parameters of the model, and the inverse load factor. Figs. 9 through 11
summarize part of this five-dimensional space by displaying the collector whose theoretical mark/cons ratio is lowest,
at every combination of the following parameters:
• 0, 10, or 100 MB of permanent (static) storage;
• h1 = 10, 100, or 1000 kB for the half-life of short-lived objects;
• h2 = 10, 32, 100, 316, or 1000 MB for the half-life of long-lived objects;
• w ranging from 0 to 1 by increments of 0.05 (on the y axis) for the fraction of short-lived objects;
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Fig. 8. Example of calculated mark/cons ratios. Smaller mark/cons ratios are better. This graph shows one two-dimensional slice through a six-
dimensional space. Other slices are obtained by varying the four model parameters shown at the top of the graph.
• L ranging from 1.1 to 4.0 by increments of 0.1 (on the x axis) for the inverse load factor (ratio of heap size to live
storage).
The collectors shown in Figs. 9 through 11 are
• black: a non-generational collector;
• white: a conventional 3YF generational collector with a 4 MB nursery;
• dark gray: a 4ROF generational collector with a 4 MB nursery and an older (third) generation that is 1/2, 1/3,
1/5, 1/10, or 1/20 the size of the heap excluding the nursery and permanent generations, depending on which
fraction performs the best;
• light gray: a 2ROF generational collector whose older generation is 1/2, 1/3, 1/5, 1/10, or 1/20 the size of the
heap, depending on which fraction performs the best.
If the total volume of live storage is small, and the inverse load factor L is also small, then some or all of the
generational collectors may not have enough free storage to operate. This is the only circumstance in which the non-
generational collector performs better than the 2ROF collector. This also explains why the 2ROF collector sometimes
bests the 3YF at small inverse factors and also at large inverse load factors but not for in-between values.
Although most of this five-dimensional phase space consists of regions in which the 2ROF or 4ROF collectors are
dominant, the conventional 3YF collector does best in regions corresponding to model parameters that are typical of
many real programs. That explains why conventional generational collectors perform so well on many programs.
6.1. Example: the javac benchmark
Consider, for example, the plateau phase of javac, which was analyzed in Section 2.7. Its estimated model
parameters are roughly similar to the model in Fig. 10 with h1 = 10 kB, h2 = 32 MB, 10 MB of static storage,
with 87% of the allocated storage being short-lived (0.87 on the vertical axis). For that model, the conventional 3YF
collector has the best theoretical mark/cons ratio for inverse load factors ranging from 1.25 to 1.5 (on the horizontal
axis), which are often used in real systems.
For larger (more relaxed) inverse load factors, the 4ROF collector has better theoretical mark/cons ratios for that
model. At inverse load factors near 2, the 3YF collector’s theoretical mark/cons ratio for this model is more than 20%
higher than the 4ROF’s, and the 2YF collector’s mark/cons ratio is about twice the 4ROF’s.
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Fig. 9. The most efficient collectors: no permanent storage. Half-lives are shown atop each phase diagram. The inverse load factor varies along the
x-axes (2 is typical), and the fraction of allocated objects that are short-lived varies along the y-axes (typically greater than 0.9, but often lower for
gc-intensive programs). In the black regions, a non-generational collector has the lowest theoretical mark/cons ratio among the idealized collectors
that are analyzed in this paper. In dark gray regions, the 4ROF collector has the lowest mark/cons ratio. In light gray regions, the 2ROF collector
has the lowest theoretical mark/cons ratio. In white regions, a conventional 3YF collector is the most efficient.
We have not implemented a 4ROF collector for Java, so we cannot say whether a 4ROF collector would outperform
a conventional generational collector on javac at inverse load factors near 2. What we can say is that Larceny’s 3ROF
collector routinely outperformed Larceny’s 3YF collector on a set of GC-intensive benchmarks written in Scheme
[10]. The 3ROF collector’s measured cost for marking a word was 2%–40% greater than the cost measured for
Larceny’s 2YF collector, and was less than 20% greater on 6 of the 13 benchmarks for which that cost was reported.
Furthermore, the increase in marking that comes of promoting intermediate-lived objects prematurely, which our
theoretical calculations have ignored but was significant for most of the Scheme benchmarks, would be less for a
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Fig. 10. The most efficient collectors: 10 MB permanent storage. In the black regions, a non-generational collector has the lowest theoretical mark/-
cons ratio among the idealized collectors that are analyzed in this paper. In dark gray regions, the 4ROF collector has the lowest mark/cons ratio.
In light gray regions, the 2ROF collector has the lowest theoretical mark/cons ratio. In white regions, a conventional 3YF collector is the most
efficient.
4ROF collector than for a 3YF collector [10]. In short, it is entirely plausible that an actual 4ROF collector could
outperform a conventional 2YF or 3YF collector for the javac benchmark at inverse load factors near 2.
6.2. Garbage-first collection
Garbage-first garbage collection can be regarded as a very general algorithm that subsumes all generational
algorithms [7]. The pure garbage-first algorithm divides the heap into arbitrary regions, each containing objects of
arbitrary age. Any subset of these regions can be collected without collecting the other regions. In the garbage-
first algorithm described by Detlefs et al., a concurrent marking thread estimates the volume of live objects within
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Fig. 11. The most efficient collectors, with 100MB of permanent storage. In the black regions, a non-generational collector has the lowest theoretical
mark/cons ratio among the idealized collectors that are analyzed in this paper. In dark gray regions, the 4ROF collector has the lowest mark/cons
ratio. In light gray regions, the 2ROF collector has the lowest theoretical mark/cons ratio. In white regions, a conventional 3YF collector is the most
efficient.
each region, and this information guides the selection of regions to be collected. The information provided by the
concurrent thread is always a little out of date, and the delay is large compared to the half-lives of short-lived
objects.
The marking thread’s delayed information about the reachability of old objects should allow the pure garbage-first
algorithm to do at least as well as the 2ROF algorithm, because the pure garbage-first algorithm will act much like
the 2ROF algorithm if that is an optimal strategy. The pure garbage-first algorithm cannot be expected to do as well
as the 3YF and 4ROF collectors, however, because those collectors exploit a phenomenon that happens faster than
the concurrent marking thread can mark. The typically large difference in half-life between short-lived and long-lived
objects, together with the typically high percentage of short-lived objects in the nursery, implies that collecting the
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nursery as part of every collection is likely to be profitable. Doing so yields a version of the so-called generational
garbage-first algorithm [7].
Figs. 9 through 11 show that the 3YF and 4ROF algorithms tend to outperform the 2ROF and non-generational
algorithms in the portions of phase space that correspond to the distributions of object lifetimes most often seen in
actual programs. This suggests that the generational garbage-first algorithm is likely to outperform the pure garbage-
first algorithm on most programs, which is consistent with the implementors’ experience [7].
7. Conclusions
The theoretical mark/cons ratio is not a perfect predictor of the amortized cost of garbage collection, nor
is amortized cost the only measure of performance, nor can the objects of all programs be modelled by linear
combinations of radioactive decay models.
On the other hand, these models are adequate to model the objects of many programs, and they can explain many
experimental results that would otherwise be quite puzzling. For example, they show how the relative efficiency of
younger-first versus older-first collection can be affected by increasing or decreasing the heap size (which changes
the inverse load factor). They explain why conventional younger-first collection works well for many programs, while
hybrid older-first collectors work better for many others. The models can also explain why generational garbage-first
collection tends to perform better than the pure garbage-first algorithm.
Our models also show that the relationship between relative efficiency and the numerical parameters of even a
simple model for object lifetimes can be quite complex.
One important result is that, for this class of models, there is almost always some generational collector that
performs considerably better than non-generational collection. In particular, non-generational collection is seldom
competitive at the boundary where the efficiencies of younger-first and older-first generational collection coincide.
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