We use high-quality, medium-resolution Hubble Space Telescope/Cosmic Origins Spectrograph (HST/COS) observations of 75 UV-bright AGN at redshifts z AGN < 0.85 to construct the largest survey of the low-redshift intergalactic medium (IGM) to date. The catalog is comprised of 4369 individual extragalactic absorption lines in H I and 20 different metal-ion species which are grouped together into 2508 distinct redshift systems at z abs < 0.75. This represents a significant improvement in total redshift pathlength probed (∆z HI = 19.9, ∆z OVI = 13.3) and sensitivity to weak lines compared to previous low-z IGM surveys utilizing HST/STIS and FUSE. Our semi-automated line-finding and measurement technique renders the catalog as objectively-defined as possible. The cumulative column-density distribution of H I systems can be parametrized dN (> N )/dz = C 14 (N/10 14 ) −β , with C 14 = 27±1 and β = 1.68±0.02. This distribution is seen to evolve both in amplitude, C 14 ∝ (1+z) 0.7 , and slope β(z) = 1.70 − 0.05 z for z ≤ 0.47. We observe 985 metal lines in 354 systems, and find that the fraction of IGM absorbers detected in metals is strongly dependent on H I column density. O VI absorbers appear to evolve in the same sense as the Lyα forest (γ > 0), but evolution in other metal ions is poorly constrained due to the small sample size. We investigate the one-dimensional clustering of IGM absorbers in velocity space via a two-point correlation function (TPCF). We find substantial clustering of H I absorbers on scales of ∆v = 50 − 300 km s −1 with no significant clustering at larger ∆v. This is in contrast with the galaxy-galaxy TPCF, which shows significant clustering out to ∆v ∼ 1000 km s −1 and significant anti-clustering at larger velocity separations. By dividing the IGM sample into strong and weak absorbers, we find that most of the TPCF signal comes from the stronger (N HI 10 13.5 cm −2 ) population of absorbers, and much of the strong-absorber clustering comes from those systems with metal absorption. The full catalog of absorption lines and fully-reduced spectra is available via the Mikulski Archive for Space Telescopes (MAST) as a high-level science product at
1. INTRODUCTION The low-redshift intergalactic medium (IGM) holds many important clues to complete our understanding of cosmology. Even after nearly 14 Gyr of evolution, only a small fraction of baryonic matter has collapsed into luminous objects (galaxies, clusters) while ∼ 80% or more still exists as a diffuse, often unvirialized IGM, the distribution and characteristics of which are only beginning to be measured (e.g., Shull, Smith, & Danforth 2012) . Furthermore, there is a complicated and poorlyunderstood interplay between the IGM, circumgalactic medium (CGM), and stars and gas in galaxies. The IGM provides raw material which is formed into stars and galaxies, and these, in turn, enrich the IGM via out-flows driven by supernovae, radiation pressure, and AGN (Oppenheimer & Davé 2008; Smith et al. 2011) . Diffuse intergalactic gas is currently quite difficult to observe in emission (Frank et al. 2012) , so the most sensitive method of detection of most of the gas is through absorption-line spectroscopy using bright background objects (typically active galactic nuclei, AGN) to provide an ultraviolet continuum. The highest concentration of strong gas diagnostic lines is in the rest-frame far-ultraviolet (FUV) band from ∼ 2000Å blueward to the Lyman edge at 912Å. Investigating the FUV at lowredshift requires optimized spectrographs above Earth's UV-blocking atmosphere. Thus, there have been a series of space-based UV spectrographs both as primaryscience instruments on space-borne observatories (Copernicus, International Ultraviolet Explorer, Hopkins Ultraviolet Telescope, Far-Ultraviolet Spectroscopic Explorer) and installed aboard the Hubble Space Telescope or HST (Faint Object Spectrograph, Goddard High-Resolution Spectrograph, Space Telescope Imaging Spectrograph, and now the Cosmic Origins Spectrograph).
COS is the fourth-generation UV spectrograph on-board HST and is optimized for medium-resolution (λ/∆λ ≈ 18, 000, ∆v ≈ 17 km s −1 ) spectroscopy of point sources in the 1135-1800Å band Osterman et al. 2011) . COS has an effective area that is an order of magnitude larger in the FUV (λ < 1800Å) than previous spectrographs. Furthermore, the excellent scattered light control and low background detectors of COS mean that fainter objects (F λ 10 −14 erg cm −2 s −1Å−1 ) can be observed with COS than with previous instruments, and higher quality spectra of bright targets can be obtained in much less time. In its first four years of science operations , COS accumulated an unprecedented archive of hundreds of AGN collected under a broad range of scientific programs from AGN physics to studies of the interstellar medium (ISM) in our own Galaxy. Regardless of their original scientific intent, many of these spectra are suitable for quasar absorption-line studies of the IGM.
In this paper, we build on the heritage of many previous low-z IGM absorber catalogs from HST/FOS (Bahcall et al. 1993 (Bahcall et al. , 1996 Jannuzi et al. 1998; Weymann et al. 1998 ), HST/GHRS , FUSE (Danforth & Shull 2005; Danforth et al. 2006) , and HST/STIS (Penton, Stocke, & Shull 2004; Lehner et al. 2007; Danforth & Shull 2008; Danforth et al. 2010a; Tripp et al. 2008; Tilton et al. 2012) .
This current survey represents the largest sample of low-z absorbers to date and is more sensitive than previous studies in most cases. It was designed to be a general-purpose survey with applications to a wide variety of extragalactic astrophysics: 75 extragalactic sight lines covering a combined redshift pathlength in H I of ∆z = 19.9, 4369 intergalactic absorption lines comprising 2508 distinct redshift systems, and detections of 20 different metal-ion species. We describe the sample selection criteria, data reduction methods, and semi-automated measurement techniques in Section 2. We present the catalog and substantial electronic resources available to users of the survey in Section 3. Overall results from the survey are given in Section 4. In Section 5, we present some of the more detailed findings from the survey, including the evolution of H I and metals in the IGM at z 0.75 and the radial-velocity clustering properties of IGM absorbers (the two-point correlation function). Important survey parameters, fitted quantities, and initial findings are summarized in Section 6. (Danforth et al. 2010b Furniss et al. 2013a,b) .
2. DATA ANALYSIS 2.1. Sight Line Selection Our main objective in this project was to develop a comprehensive, statistical catalog of intervening absorbers in the low-redshift universe, in particular weak H I and metal-line systems. Thus, obtaining high-quality data was our first priority in choosing which targets to include. With a few exceptions, we include only datasets with a median signal-to-noise of S/N 7 per pixel in the region of the Lyα forest. This corresponds to S/N 15 per ∼ 17 km s −1 COS resolution element (see Keeney et al. 2012 , for full discussion of S/N in COS data).
Secondly, we require reasonably distant targets to maximize the redshift pathlength probed by each sight line. Nearby AGN are typically bright and often have exquisite spectra, but the available IGM pathlength is short and easily contaminated by absorption intrinsic to the AGN. We require ∆z Lyα ≥ 0.05 of unobstructed pathlength for inclusion in our survey. Conversely, high-z targets sample longer IGM pathlengths, but they often suffer from such a high absorber density that line identification is difficult. The two FUV channels of COS are only sensitive to H I absorption through Lyα at z 0.47 and through Lyβ and higher-order Lyman transitions at 0.1 z 0.9. Thus we set an upper limit on source redshift of z em < 0.9. Similarly, we concentrate on AGN observed with both the G130M and G160M gratings for the longest possible wavelength coverage. We augment the target list with a set of moderate-to high-quality G130M-only observations of targets at z 0.2 where the entire Lyα forest falls within the G130M grating. The COS FUV archive also contains 130 extragalactic sight lines observed with the low-resolution (∆v ∼ 150 km s −1 ) G140L grating. While these data are often of higher quality than those from HST/FOS or lowresolution modes of GHRS or STIS, they are sensitive only to the strongest intervening absorbers, and we have not utilized them in this survey. These low-resolution and/or low-S/N data are, however, useful for studies of AGN continua (e.g. Shull, Stevans, & Danforth 2012) , strong absorption-line surveys, as flux-qualification observations for future medium-resolution observations, etc.
To constitute our survey, we selected the 75 AGN sight lines from the archive which met these criteria: 62 observed with both FUV medium-resolution gratings (1135 − 1800Å at ∼ 17 km s −1 resolution) in the redshift range 0.058 ≤ z AGN ≤ 0.852 and an additional 13 AGN at 0.07 ≤ z AGN ≤ 0.2 with coverage in G130M only (1135 − 1450Å). Astronomical target information is presented in Table 1 . Most of the AGN observed in Cycles 18-20 under the Guaranteed Time Observation programs (GTO; PI-Green) are included here, along with numerous archival Guest Observer datasets. Observational and programatic details are presented in Table 2 . 
Data Reduction and Processing
Individual exposures for each of our 75 targets were obtained from the Mikulski Archive for Space Telescopes (MAST). Some of the earliest data (in particular those from 2009) were reprocessed with later versions of the pipeline software calcos, but for the most part we start with x1d.fits files (individual exposures reduced to onedimensional spectra) from a pipeline version contemporary with their epoch 6 . All observations of each source were combined to maximize the S/N of each dataset. The calibrated, one-dimensional spectra for each target were coadded into a continuous spectrum, usually over the useful range ∼ 1140 − 1790Å. Danforth et al. (2010b) describe the basic process and the custom IDL procedures. However, in the intervening years, we have changed from linear to nearest-neighbor interpolation to minimize the contribution of non-Poissonian noise in coadded data (Keeney et al. 2012 ) and fine-tuned the coaddition process to ensure that Poisson statistics are obeyed in the low-count regime. Absolute velocity calibration of HST/COS data is problematic due to the precise location of the spectrum on the detector and the complicated wavelength solution. Thus, individual exposures were cross-correlated around the location of certain strong absorption features present in the data. The data are thus approximately in the heliocentric velocity frame output by CalCOS, but there may be shifts of up to a few resolution elements at different wavelengths in the coadded data.
Most of the 75 sight lines were observed during only a single epoch, and the changes in source luminosity over several HST orbits were negligible (however, see Danforth et al. 2013 , for a dramatic counter-example). The coaddition software automatically scales the exposures to the same mean flux level; flux scalings of only a few percent between exposures were typically required for optimal coadded data quality. Normally, the flux and wavelength scales were set by the first exposure, with subsequent exposures scaled and shifted to match. Observations at different epochs occasionally have significantly different fluxes, but these cases are also scaled to match the first exposure of the series. We assume no changes in spectral shape or absorption/emission properties.
6 http://www.stsci.edu/hst/cos/pipeline/CALCOSReleaseNotes/notes/ Next, continua were fitted to each of the coadded data sets using a semi-automated continuum-fitting technique developed for fitting optical SDSS spectra (Pieri et al. 2013 ) and adapted for use in higher-resolution FUV data. First, the spectra were split into segments of 5-15Å width. Continuum pixels within each segment were identified as those for which the flux divided by the error was less than 1.5σ below the median flux/error value for all the pixels in the segment. Thus, absorption lines (flux lower than the segment median) were excluded, as were regions of increased noise (error higher than segment average). The process was iterated until minimal change occured in the population of continuum pixels between one iteration and the next or until only 10% of the original pixels in the segment remained classified as continuum. The median value of the continuum pixels was then recorded as a continuum flux node for the 5-15Å segment and a spline function fitted between the nodes.
The continuum fit of each spectrum was then checked manually and adjusted as needed. The continuum identification and spline-fitting processes worked well in regions where continua varied smoothly. For instance, spline fits perform poorly at the sharp peaks of emission lines (cusps), in the Galactic Lyα absorption region trough (1210-1220Å), at the absorption edge of partial Lyman limit systems (Stevans et al. 2014) , and at the edges of the detectors (λ 1140Å, λ 1790Å). The spline fits in these regions were usually replaced by piecewise-continuous, low-order Legendre polynomial fits.
Absorber Identification and Measurement
A weakness in previous quasar absorption-line surveys (e.g., Danforth & Shull 2008, DS08) is the subjective nature of identifying absorption features in normalized data. We partially corrected for this bias here by implementing an automated line-finding and measurement algorithm modeled on that used in the FOS Key Project work in the early 1990s (Schneider et al. 1993 ). This yields a more objectivelydefined catalog of IGM absorption lines.
First, we generated a "line-less" error vectorσ(λ) by interpolating the error σ(λ) in regions defined as continuum over those identified as non-continuum during the continuum fitting process. We calculated an equivalent width vector W (λ) by convolving the normalized flux pixels with a representative line profile. The line profile is the COS line spread function (Kriss 2011) convolved with a Gaussian with Doppler parameter, b = 20 km s −1 , typical of narrow absorption lines in the ISM and IGM. The error vectorσ(λ) was convolved with the same line spread function, and a significance-level vector was calculated as SL(λ) = W (λ)/σ(λ). Initial absorber locations were identified by finding local significance-level maxima where SL ≥ 3. We repeated the procedure using broader convolved-Gaussian templates (b = 50 km s −1 or 100 km s −1 typical of broad or blended absorption lines) although the line-finding technique is not very sensitive to the exact choice of kernel width. Any additional line locations found with the broad kernels were added to the list.
Next, Voigt profiles convolved with the COS line spread function were fitted to the normalized data at each of the identified SL > 3 locations. All lines were initially assumed to be Lyα, and the fit parameters were allowed to vary in the range 8 < b < 150 km s −1 , 10 < log N (cm −2 ) < 16.5, and ∆v = ±50 km s −1 . Adjacent lines were fitted simultaneously. The significance level of each fit (Keeney et al. 2012 ) and a goodness-of-fit parameter similar to a reduced χ 2 value was determined for each fitted component. Significant lines (SL ≥ 10) with mediocre fits were refitted with two components, and the resulting one-and two-component fits were compared with an F -test (Press et al. 1992 ). The two component fit was adopted only if it was better than the single-component fit by more than 5σ, chosen empirically based on a large sample of blended lines in the data. Morton, York, & Jenkins (1988) and Morton (2003) . b Geocoronal airglow is often associated with this transition in addition to Galactic absorption.
The wavelength, b-value, equivalent width, and column density (with uncertainties) of each feature were recorded in an initial line list along with the fit significance level andχ 2 . Additionally, the local S/N per seven-pixel resolution element was determined as S/N ≡ 1/σ 7 where σ 7 is the RMS of continuum pixels in the normalized data when smoothed by seven pixels.
The fully-automated line-finding and measurement procedure produced acceptable fits in the majority of cases and was able to detect a number of broad, weak absorbers not apparent subjectively. However, some automated line fits were deemed "pathological", i.e., while the solution represented the minimum χ 2 over the parameter search space, the fit was clearly not representative of the absorption feature. The most common of these cases were fits to weak lines adjacent to strong features in which saturated pixels would drive the line profile to a spurious fit. Line measurements withχ 2 > 1 were presented for manual refitting during the line identification process below, and components were often added or removed based on qualitative assessment.
There are two dozen strong absorption lines arising in the Milky Way ISM which present a foreground to every extragalactic absorption spectrum. Another few dozen weaker lines are sometimes seen in the data -particularly those of N V, C I, and Ni II-and can be confused with IGM absorption. To characterize these, we performed a median-combined coaddition of ∼ 100 normalized COS AGN spectra in the observed frame. This reaches a very high S/N and shows the foreground lines which are nearly always present in the data. We list the commonly-seen Galactic absorption features in the 1130Å < λ < 1800Å spectral range in Table 3 to orient the user. Measured lines at the same wavelengths as these ISM features are flagged as such and ignored in the remainder of this analysis. High-velocity Galactic absorption present in many datasets (∆v < 400 km s −1 ) is flagged by using the same ISM template offset by a constant velocity. ISM lines are recorded in the line lists along with measured equivalent width for completeness, but no attempt has been made to measure accurate column densities or detailed component structure for them.
The automatic proceedure assumed that all features were Lyα forest lines (statistically, the most common IGM line). However, this is certainly not the case. Line identification was by far the most time-intensive part of the process, since automation in this area was not reliable. After pathological fits had been corrected and v ≈ 0 ISM lines had been identified and flagged, the remaining lines were identified by a variety of means. For sight lines covering a long pathlength (∆z 0.15), correlated absorption in several transitions of a species was the most productive technique. For instance, overplotting z Lyα = λ/1215.67Å − 1 versus flux and z Lyβ = λ/1025.72Å − 1 versus flux shows correlated absorption at the location of any moderately-strong H I systems (N HI 10 14 cm −2 ). Lyβ/Lyγ comparisons reveal strong H I absorbers at z abs > 0.47 where Lyα has redshifted past the end of the COS/G160M detector. Metal doublets such as O VI (1031.93, 1037.64Å), C IV (1548.20, 1550.77Å), and Ne VIII (770.41, 780.32Å) reveal systems at additional redshifts, particularly in the rare cases where H I absorption is weak or not present. Identifying the redshift of the strongest absorption systems in this way allows us to identify single-transition metal ions (C III, Si III, N III) and other species in some cases (e.g., C II, Si II, O IV, etc.). FUSE data, where present, were used to help confirm these correlated absorber systems, but is not otherwise measured; see Tilton et al. (2012) for a complete list of FUSE+HST/STIS IGM absorbers. Lines identified as other than the default Lyα were remeasured with the appropriate atomic parameters, and fits of Lyα lines were adjusted as needed.
Regardless of how it was identified, each extragalactic system redshift was checked for corresponding absorption in the transitions most commonly seen in the IGM: H I Lyα-δ, O VI, Si III/IV, C III/IV, N V; see Table 3 of DS08 for details. A small number of systems also showed absorption in additional ions (e.g., C II, Fe II/III, Si II, Ne VIII, O IV, N III, and higher-order Lyman lines).
The Lyα 1215.67Å transition is typically the strongest in any diffuse IGM absorber, and thus many low-column density systems are single-line identifications for which higher order Lyman transitions and metals are too weak to be observed. As in our previous papers, we assume that these are weak Lyα lines unless that is inconsistent with either the source redshift (z abs > z AGN or z abs < 0), a non-detection upper limit in another transition, or a more plausible identification can be found.
Instrumental Features
HST/COS observations performed between 2011 and early 2012 were often marred by "gain-sag" features; regions of decreased sensitivity on the B-side detector due to the accumulating effects of bright air glow (Sahnow et al. 2011) . These features are partially removed by the coaddition process, but their effects are still visible as weak, broad (∼ 0.5Å) absorption features in some of the datasets. In suspect datasets, we performed a median-combination of the individual exposures in detector pixel space (as opposed to wavelength space) and looked for correlated absorption. Since most objects were observed at multiple grating positions, correlated features in pixel space are mostly likely instrumental in nature. The strongest gain-sag features appear at 1180 − 1260Å in the G130M data and 1450 − 1550Å in the G160M data. We have identified as many of these instrumental features as possible in the absorption line lists, but additional weak features may exist.
IGM Absorber Analysis

Components and Systems
In the following analyses, we classify IGM absorbers in two ways. First is the self-explanatory component analysis where individual Voigt-fit components are analyzed as measured. However, it is often more useful to discuss systems of components (e.g., Tripp et al. 2008 ) at nearly the same redshift. Systems are composed of components in the same sight line within a narrow redshift window, which allows lines of different species to be directly related, even if there are small velocity misalignments between them. We adopt this convention to manage the ambiguity often present in associating components of one ion with components in another (Figure 1 ) or even the ambiguity within a given transition composed of multiple, blended components. Detailed analysis of small numbers of systems may reveal a more accurate associations (Savage et al. 2014; Stocke et al. 2014) , but this depth of analysis is beyond the scope of a large survey. -Absorption in the PG 1216+069 sight line illustrates the distinction between components and systems. Individual components are denoted with vertical ticks, labeled by redshift, and grouped together into three absorbing systems (blue horizontal bars). Any components that fall within the system velocity range are included in their respective systems. At first glance, the absorbers near z ≈ 0.1237 and z ≈ 0.1247 appear fairly similar. However, the former complex shows consistent velocity structure in all lines so the components can be unambiguously assigned to one or the other of two narrow (∆vsys = 40 km s −1 ) systems at z = 0.12360 or z = 0.12390. The redder system is more ambiguous; While the H I absorption clearly shows two components, the O VI and C IV absorption shows a single, broad component which cannot be unambiguously assigned to either H I component. For this reason, we maintain a single, broader (∆vsys = 117 km s −1 ) system at z = 0.12474.
Initially, systems were defined by stepping through the components in a sight line in order of line strength and grouping any other components which appeared within ∆v sys = 30 km s −1 into the same system. Systems with stronger, broader lines used ∆v sys = c W r /λ 0 to account for ambiguously blended absorption components.
The automatic system-definition algorithm accounted for most strongly-blended absorption components and velocity calibration uncertainties between different wavelength regions in the data. The majority of systems (1842/2508) were composed of just a single line for which there is no distinction between component and system nomenclatures. However, all 666 systems composed of more than a single component, whether blended components of the same transition or components in multiple transitions, were checked manually. In most cases, the automatic system definitions were confirmed, but the redshifts z sys and velocity widths ∆v sys of ∼ 150 systems were adjusted manually to account for obvious, unambiguous component structure. Finally, all measured components were checked to make sure they appear in one, and only one, absorbing system. An example of three systems is shown in Figure 1 . The median system width is ∆v sys = 38 with a ±1σ dispersion of +20 −6 km s −1 for all 2508 systems, close to the default minimum system width. However systems tend to be broader when more components are included: for the 431 two-or three-component systems, ∆v sys = 44 
2.4.2.
Significance Levels Absorption features are initially identified using the simple approximation for significance level as described above. During the fitting process, we use a more rigorous significance level formula
where (S/N ) 1 is the signal to noise ratio per single pixel, W λ is the equivalent width, and ∆λ is the pixel width in wavelength. The function w(x opt ) is an empirical function that describes correspondence between (S/N ) 1 and the signal-to-noise level for data binned to an optimal number of pixels x opt . The parameter x opt is a function of the observed wavelength and the Doppler b-parameter of the feature. Full details are given in equations (4), (7), and (9-11) of Keeney et al. (2012) 7 . Throughout the analysis, we retain any features measured with SL > 3. However, even 3σ features are statistically common; a typical COS spectrum covers approximately 8000 resolution elements between 1150Å and 1800Å. There will be ∼ 20 spurious 3σ features with b-values typical of narrow absorbers in each COS/FUV spectrum given normally-distributed (Gaussian) noise. A more stringent 4σ detection threshold should result in only ∼ 3 spurious features.
The COS noise characteristics are poorly constrained but are not purely Gaussian in nature (Keeney et al. 2012 ). However, a 4σ detection threshold will still result in less spurious detections than a 3σ criterion; and for this reason, we set the following criteria for inclusion in our catalog. Single-line detections must be ≥ 4σ. However, if a 4σ prior exists, we relax the threshold to ≥ 3σ for lines in other transitions at the same redshift. For example, a single weak absorber measured at 3.5σ would be rejected. However, if the weak absorber can be interpreted as a metal line or higher-order Lyman transition of a stronger absorber, it would be accepted. Practically, this means that the Lyα detection threshold is set at 4σ, while the metal-line threshhold is a somewhat looser 3σ since metal absorption is almost never seen without an H I prior. Weuse the same criteria for calculating the total pathlength ∆z(N ) observed at column density N .
Intrinsic Absorbers
Galactic features are easily identified as discussed above. However absorption from intervening (IGM) gas can sometimes be difficult to differentiate from that arising from gas in the AGN itself (intrinsic absorbers with z abs ≈ z AGN ). There is no definitive way to identify an absorber as one or the other; AGN outflow features have been observed at very large relative velocities. We automatically flag any absorber with ∆v = (z AGN − z abs ) c/(1 + z AGN ) ≤ 1500 km s −1 as a possible intrinsic system. The exceptions to the ∆v < 1500 km s −1 proximity zone rule are the four BL Lacertae objects in the sample. These objects (1ES 1553+113, 3C 66A, S5 0716+714, and PG 1424+240) have source redshift lower limits defined by observed narrow IGM absorbers. Since outflows are sometimes seen at higher velocities, we also manually check any metal-line systems at 1500 < ∆v < 5000 km s −1 for obvious AGN-intrinsic properties (e.g., Dunn et al. 2007; Ganguly et al. 2013) . We flag as intrinsic all systems in this redshift range that show strong absorption in high ions (O VI, Ne VIII, N V, etc.), strong high-ions but weak H I, strongly non-Gaussian profiles, or doublet equivalent width ratios close to 1:1 (partial covering). Similarly, we mask out cz abs < 500 km s −1 as possible high-velocity absorption associated with our Galaxy or absorption from the Local Group 8 . Absorbers in these regions are measured and reported in the tables, but are not included in IGM statistics. These redshift ranges are not included in the total IGM pathlength.
Consistency Checks
The final step in the creation of a line list is to check all line measurements and identifications for consistency. Each line list is screened for features identified as IGM at z abs < 0 or z abs ≫ z AGN . Unidentified lines at < 3σ are rejected. Unidentified > 4σ features are examined and identifications are attempted (though see discussion above regarding unidentified lines). "Orphaned" lines, such as those identified as metal lines or higher-order Lyman lines but without any other detections at the same redshift, are flagged and examined.
We check multiplet transitions (H I, O VI, N V, Si IV, C IV, Ne VIII, etc.) for consistency in column density.
For instance, if a line is identified as O VI 1032Å at a particular redshift, the 1038Å O VI transition must appear as a detection of consistent strength, a blend with a stronger feature, or a non-detection consistent with the 3σ minimum equivalent width at the expected location in the data. Discrepancies are reevaluated manually.
H I column density and b-value measurements based on single Lyman line profiles tend to overestimate the line width and underestimate the column density (Danforth et al. 2010a ). We determine column density and b-values for H I via a curve of growth (CoG) fit to multiple Lyman lines. CoG fits are performed for systems at z > 0.1 (where Lyβ is covered in COS data) with N HI > 10 14 cm −2 in any individual Lyman line. Any outlying single-line measurements or poor CoG solutions are reevaluated manually. In most cases, the CoG H I solution is more accurate than a single-line Lyα measurement. However, while the CoG solution to a system with multiple velocity components tends to preserve total column density in the lines, the b-value may be artificially broad. We do not attempt CoG solutions to metal-ion lines because most metal-ion absorption lines are not heavily saturated, nor is there enough f λ contrast between transitions for a useful CoG solution.
Biases and Systematics
There should be little or no bias on the IGM sample due to the choice of AGN in this study. The sight lines were chosen from a large archive of HST/COS observing programs reflecting a broad range of scientific objectives. The one unifying characteristic of the sight lines is that they are toward UV-bright targets. Outside a relatively small proximity zone, where the AGN may have undue effect on the local photoionization, the source luminosity has no bearing on the properties of the IGM sample. It can be argued that using UVbright sources selects against strong H I absorption at any redshift along the line of sight (Lyman Limit systems with log N HI 17 are opaque to Lyman continuum photons at λ < (1 + z abs ) × 912Å), but this is only true for z abs 0.4 where the Lyman continuum redshifts substantially into the FUV band. Strong Lyman Limit systems at z < 1 are quite rare (dN /dz< 1; Ribaudo et al. 2011 ), but our sample includes one such case (SBS 1108+560, z LLS = 0.4632). Generally the redshifted Lyman continuum flux is only moderately absorbed (Shull, Stevans, & Danforth 2012; Stevans et al. 2014) , even in the rare, strong H I systems at higher z. Most of our AGN are at z em < 0.4 where LLSs will make no difference to the observed FUV spectrum.
Some science programs were designed to probe individual extragalactic objects or near-field structures (the Magellanic Stream, M 31). In some cases, this presents a bias for a few specific absorbers; the population of absorbers along the sight line as a whole is unbiased. In a few other cases, adjacent sight lines may be sampling the same structures in absorption creating a "doublecounting" bias. The closest pair of sight lines in this survey is separated by ∼ 10 ′ . The redshift range over which the sight lines are separated by less than 1 Mpc (where correlated absorption may be expected) is only ∆z ≈ 0.1 or ∼ 0.5% of the total survey pathlength. The overall bias on the IGM absorber catalog from sight line selection is very small. 3. THE CATALOG To facilitate further analysis, and as a service to the community, we present a number of data products in a partnership with the Mikulski Archive for Space Telescope (MAST) at http://archive.stsci.edu/prepds/igm/.
The following products are included for each sight line in this survey:
• A fully-reduced, coadded spectrum as discussed in §2 in fits format including wavelength, flux, error, and local exposure time vectors. Also included are "line-less" error, continuum fit, continuum fit uncertainty, and a flag for pixels used in the continuum fit.
• A full list of all absorption features measured at SL > 3 sorted by observed wavelength in ASCII format. Each line list table includes line wavelength, significance level (as described in §2.4), line identity, redshift of the feature, equivalent width and 1σ equivalent width uncertainty. Extragalactic lines additionally have listed Doppler b-values and measured log N values, both with uncertainties, and the reduced χ 2 value of the line fit. Three final columns are used to flag likely Galactic (ISM) lines, likely AGN intrinsic lines, and instrumental features.
• A table in ASCII format of extragalactic absorption lines grouped by system redshift as described in §2.4. Only extragalactic absorbing systems at z > 0 are listed. The first two columns serve to identify each system by system redshift, z sys , and velocity half-width, ∆v sys . Then there are the same columns of measured quantities in the line lists followed by counts of the number of total lines which comprise the system and the number of metal lines.
• An "atlas" figure showing the reduced data, continuum fit, and identified lines. The first panel of the atlas shows an overview of the entire spectrum in context with some observational details. Subsequent panels show the entire range of COS data in 25Å segments with significant absorption features denoted with vertical ticks and labeled where possible. Red ticks and labels denote z > 0 features with line-ID and abbreviated redshift. Green ticks show v ≈ 0 ISM features.
4. RESULTS We measure 4369 significant IGM absorption components along 75 sight lines. These lines are grouped into 2508 distinct absorbing systems over an H I redshift pathlength ∆z ≈ 20. This is the largest catalog of low-z IGM absorption to date and represents ∼ 3× more sight lines and absorbers than previous HST/STIS-based studies (Lehner et al. 2007; Danforth & Shull 2008; Tripp et al. 2008; Tilton et al. 2012 ) with sensitivity to weaker absorbers in most cases. The catalog is intended to be useful in many areas of astrophysics, and many follow-on studies are planned on specific, more focused areas of reasearch. Here, we present some global results from the catalog. In most cases, the statistics refer to IGM systems, not individual components.
H I Absorber Distribution
The normalized frequency of absorbing systems dN /dz and the bivariate distribution of 2495 H I absorbers as a function of column density and redshift, ∂ 2 N /∂N ∂z, are important quantities in low-z cosmology. Line density is an important probe of cosmic structure in the linear regime and, in comparison with simulations, yields constraints on density, the spectral energy distribution and intensity of the ionizing background, the evolution of structures, and the processes of galaxy feedback (e.g., Cen & Fang 2006; Davé et al. 2010; Smith et al. 2011; Kollmeier et al. 2014) .
Calculating dN /dz accurately requires both good counting statistics and knowledge of the pathlength ∆z(N ) covered in the survey for absorbers of a given column density N . Since sensitivity is neither a constant from one sightline to another nor in different spectral ranges, we must correct for incompleteness in the weak absorbers by calculating the effective redshift pathlength, ∆z(N min ), sensitive to minimum column density, N min .
The effective absorption redshift pathlength ∆z(N ) is calculated in manner similar to that used in DS08, and we refer the reader there for complete details. Briefly, we calculate the 3σ minimum equivalent width as a function of wavelength in each spectrum (4σ for Lyα detections as discussed above). Regions of saturated absorption lines arising in the Galactic ISM or Lyα forest are masked as described in DS08. The W min (λ) vector is next translated into N min (z) for each ion. Since many species are multiplets, the minimum column density N min (z) is different for different transitions of the same species. For instance, the O VI 1038Å transition is only half as sensitive to absorption as the stronger O VI 1032Å line. At z abs = 0.178 the stronger transition lies at 1216Å, in the middle of the Galactic DLA where we have no sensitivity, but the weaker O VI line can be found in the clear continuum at 1223Å; thus we are still sensitive to O VI absorption at that redshift. As in the line lists, the pathlength at (cz AGN − cz abs )/(1 + z AGN ) ≤ 1500 km s −1 and cz abs < 500 km s −1 is excluded to limit AGN-intrinsic and Local Group absorbers, respectively.
Detection limits as a function of redshift are assembled for each species (H I, O VI, C IV, etc.) in each sight line, and the accumulated pathlengths at various limiting column densities and redshift ranges are totalled. For strong H I absorbers at any redshift, the total pathlength ∆z(HI) = 19.94, but the survey completeness has dropped to ≤ 50% for log N HI ≤ 12.93. The detailed effective redshift path ∆z(N ) is used to correct for completeness in our counting statistics to calculate dN /dz. Maximum pathlengths in redshift ∆z and comoving pathlength ∆X are listed in Table 4 for H I and seven metal species. The fourth column shows the approximate redshift range over which an ion can be effectively identified in COS/FUV data. The final three columns show the column densities at which the IGM survey is 75%, 50%, and 25% complete. a In principle, the Lyman continuum redshifts out of the COS/G160M detector at z = 0.97. However, in practice, H I is most reliably identified and measured using Lyα or Lyβ which limits the effective range to z < 0.75 Figure 2 shows the distribution of total H I absorbers as a function of column density and the same differential distribution (∂ 2 N /∂N ∂z) after it is corrected for completeness. Summing the distribution over column density down to a given N HI , we find the cumulative absorber frequency dN (> N )/dz which can be fitted with a power law of the form
Here, we use the traditional notation of β as the index to the differential distribution d 2 N /dN dz ∝ N −β ; the slopes of the cumulative and differential distributions differ by one. Fitting the differential distribution, we find β = 1.68±0.02 for absorbers in the range 12.2 ≤ log N ≤ 17.5 with a normalization constant C 14 = 27 ± 1 at the fiducial column density of N HI = 10 14 cm −2 (corresponding to W r ≈ 240 mÅ for b = 25 km s −1 ). In previous surveys (e.g., Danforth & Shull 2005 , β = 2 was taken as the critical index between "top-heavy" and "bottom-heavy" scenarios; i.e., whether the total IGM mass is dominated by the few highcolumn density clouds or the many lower-column den- sity clouds. However, this assumption is simplistic, as it ignores the dependence on column density of the ionization fraction (and metallicity in the case of metal ion absorbers). These issues are discussed in detail in Shull, Smith, & Danforth (2012) where we used simulations to derive the N -dependence of these effects.
The sample quantities in the COS H I absorbers are consistent with those found in previous low-z IGM surveys using smaller samples; Tilton et al. (2012) found β HI = 1.68 ± 0.03 in a sample of 746 absorbers. Slopes of β HI = 1.65 ± 0.07, 1.76 ± 0.06, and 1.73 ± 0.04 were found in smaller Lyα/H I surveys by Penton, Stocke, & Shull (2004) , Lehner et al. (2007) , and DS08, respectively. Numerical simulations also agree, e.g., β HI = 1.70 at z = 0 from Davé et al. (2010) .
It has been suggested (Rudie et al. 2013 ) that a small break in the power law nature of dN /dz may exist for IGM absorbers at z ≈ 2 − 3 corresponding to the association of strong absorbers with galaxy halos and weaker absorbers with unvirialized intergalactic matter. Fitting separate power laws to the strong (14 ≤ log N ≤ 17) and weak (12.2 ≤ log N ≤ 14) portions of the distribution and requiring that they be piecewise-continuous does not yield a change in index of greater than the uncertainties in the two indices. Allowing the break point to vary within a reasonable range (log N break = 14 ± 1) still does not result in any two-slope solution where the index β changes by more than the uncertainty in the slope. Thus, we see no compelling evidence of a break in the power law in the range 13 < log N < 15.
Line Width Distribution
Measuring the Doppler b parameter of an absorption system is more error-prone than the column density due to several systematic effects. The profile-fitting routines used here take the instrumental line spread function into account, but the fitted b is still the quadratic sum of thermal and non-thermal line widths. Furthermore, unresolved component structure and noise in the line profile can both have large effects on the measured b value of a system. Profiles fitted to Lyα lines are known to systematically over-estimate the b value (Danforth et al. 2010a ) so single-line b measurements should be used with caution. Curve-of-growth measurements of b HI provide a more accurate measurement of b, but only in cases where a single velocity component is present.
We limit these effects by examining only those H I systems fitted with a single velocity component. Figure 3 shows that the distribution of b values for weak absorbers (N HI < 10 14 cm −2 ) has a median of b = 33.7 ± 0.5 km s −1 with a long tail toward broader systems. The ±1σ range of weak system line widths is 20 − 52 km s −1 . Stronger absorbers (N HI > 10 14 cm −2 ) have a marginally smaller median value (b = 32.2 ± 0.8 km s −1 ) and show a somewhat narrower distribution of line widths (23 − 46 km s −1 ). This difference in b-value distributions may not be significant, however, since many of the stronger absorbers are analyzed through a multi-line CoG while the weak systems are typically Lyα only. 
Metal Absorbers
The majority of extragalactic absorption lines are Lyman-series lines of H I (3499/4319 ≈ 81%), and the majority of those (2379/3499 ≈ 68%) are Lyα. However, metals are seen in ∼ 15% of all IGM systems, a fraction strongly dependent on H I column density (Figure 4) . For IGM systems with log N HI ≥ 13.5, metals appear in 266/957 (≈ 28%) of systems. For log N HI ≥ 14, the metal fraction rises to 192/434 (≈ 44%), similar to the fraction of absorbers found to be within one virial radius of a galaxy . For the strongest absorbers (log N HI ≥ 15), metals are nearly ubiquitous (69/94 ≈ 73%).
Two effects probably combine to produce the steeply rising metal fraction seen in Figure 4 . First, is the finite data quality in the COS spectra; metal lines in the IGM tend to be weaker than their corresponding Lyα absorbers and thus may not be above the detection limit for weak H I lines. Second, weak absorbers are often associated with the diffuse IGM far from galaxies where metallicity is very low, while strong absorbers are often associated with higher-metallicity galaxy halos.
If we subdivide the metal absorbers into highly-ionized species (O VI, N V, C IV, Ne VIII) and low-ionization species (Si II/III/IV, C II/III), we see that systems with high-ionized metals are relatively more common than low-ionization metals at log N < 14.5, while the opposite is true for the strongest H I systems (Figure 4 , bottom panel). This is easily explained by recognizing that H I is, itself, a low-ionization species. Systems in which O VI and other highly-ionized metals can exist will have a lower neutral fraction and thus lower N HI for a given total column density.
The most common metal detection is in one or both lines of the O VI doublet (1031.93, 1037.64Å) which appear in 242 systems. Lithium-like doublet transitions of C IV (50 systems) and N V (54 systems) are also common. Absorption in the strong, singlet lines of Si III (λ1206, 106 systems) and C III (λ977, 91 systems) and doublet Si IV (λλ1393, 1402; 34 systems) trace moderately-ionized IGM. In addition, transitions of twenty other metal ions are observed in very small numbers; the total census of metal-ion species seen in IGM absorbers is O I/II/III/IV/VI, N I/II/III/IV/V, C II/III/IV, Si II/III/IV, S III/IV/V/VI, Fe II/III, Ne VIII, and Al II. We discuss the statistics of the more common metal-ions below.
O VI
The O VI 1031.93, 1037.62Å doublet is a strong, resonance (2s − 2p) transition of lithium-like oxygen. O VI receives a great deal of attention not only because it is the most commonly-seen metal ion in the low-redshift IGM and CGM, but because it is thought to be a tracer of the warm-hot intergalactic medium (WHIM) at T > 10 5 K (Danforth & Shull 2005 Danforth 2009 ). Highquality COS observations of O VI and H I absorbers have been used to constrain the physical properties in number of IGM systems already (Savage et al. 2013 , Stocke et al. 2014 . Detailed galaxy redshift surveys around IGM sight lines Prochaska et al. 2011) have shown that O VI absorbers are typically found closer to galaxies than typical Lyα forest lines. Studies of strong O VI absorbers (log N OVI 14.3) in low-S/N COS data (Tumlinson et al. 2011 (Tumlinson et al. , 2013 have shown a strong correlation between star formation and the presence of hot circumgalactic material (CGM).
O VI absorption is detected in COS/FUV data at 0.1 z 0.74 because the G130M grating is only sensitive at λ 1135Å. We find 242 O VI systems out of a total of 1599 IGM systems in this redshift range (∼ 13%). This is a factor of two more O VI systems than the Tilton et al. (2012) synthesis of literature STIS and FUSE surveys, and we can now address the low-z O VI properties with additional statistical rigor. We present the observational O VI results in Figure 5 . For comparison, we include equivalent values derived from the Tilton et al. (2012) absorber list. IN this and all subsequent plots that show absorbers from that study, we have combined all components within 30 km s −1 of each other to create absorption systems more analogous to those used in the present study.
We see O VI absorbers ranging over a factor of ∼ 100 in column density (13 < log N OVI < 15). This is in marked contrast to the H I absorber population, which covers a column density range of 10 6 in this survey (12 < log N HI < 18) but has been observed at even higher column densities in other extragalactic contexts. This lack of correlation has been noted before (Danforth & Shull 2005) where we defined a multiphase ratio, N HI /N OVI , to track the relative amounts of warm, photoionized and highly-ionized gas (Shull, Tumlinson, & Giroux 2003) which often are kinematically associated. (2011) (blue histogram). Dashed red lines are power-law fits with parameters β OVI,weak = 1.6 ± 0.1, C 14,weak = 9.6 ± 0.9; and β OVI,strong = 3.9 ± 0.6, C 14,strong = 11 ± 2 Figure 6 shows the behavior of the multiphase ratio as a function of neutral column density. Because of S/N limitations, we are not sensitive to the weakest absorbers, which imposes approximate sensitivity limits N > 10 13 cm −2 for both H I and O VI (upper dashed line in Figure 6 ). However, we see a sharp lower bound to the multiphase ratio implying a maximum O VI column density of a few times 10 14 cm −2 which is only weakly correlated with N HI . A fit to the multiphase ratio (dotted line) shows the relationship N HI /N OVI = (2.59 ± 0.05) × (N HI /10 14 cm −2 ) 0.72±0.01 . This slope is somewhat shallower than that of Danforth & Shull (2005) 
), which may be indicative of the higher sensitivity to weak lines in the COS survey.
Calculating dN /dz for O VI in the same manner as we used in §4.1 for H I, we see a distinct "knee" in the distribution at log N ≈ 14.2 ( Figure 5 , right panel). The frequency distribution of stronger absorbers (log N 14.2) is very steep with a power law index β = 3.9 ± 0.6, while the weaker population (12.9 ≤ log N ≤ 14.0) shows a much shallower distribution: β = 1.6 ± 0.1. This twoslope distribution is in marked contrast with the results of DS08 who fitted the entire distribution (comprised of 83 O VI absorbers) with a single power-law with β ∼ 2.0 over the range 13.2 < log N OVI < 14.8. However, the slope break at log N ≈ 14.2 corresponds closely with the population of circumgalactic O VI absorbers seen in the large COS-HALOS project. Tumlinson et al. (2011) find a strong correlation between star-forming galaxy halos and O VI absorption at log N OVI 14.2, while passive galaxies tend to have O VI upper limits at this level or below. The weaker absorbers seen in this and previous surveys may correspond to more diffuse gas, possibly intra-group (Stocke et al. 2014) or a true intergalactic medium. "Circumgalactic" O VI gas may be outside the virial radius of galaxies and flowing out to form the IGM (Shull 2014) . 4.2.2. C IV and N V N V and C IV are, like O VI, lithium-like tracers of highly-ionized gas which is either collisionally ionized to T 10 5 K or photoionized by photons of ∼ 50 − 100 eV. Due to the lower cosmic abundances of carbon and nitrogen, as well as the limited redshift range over which C IV can be observed in COS/FUV spectra (z abs 0.16), the number of IGM systems in which these ions are observed (N V: 54, C IV: 50) is considerably smaller than the O VI sample. Nevertheless, this is several times larger than previous surveys of these two ions in the low-redshift IGM. The detection frequency of N V absorbers in COS data is consistent with Tilton et al. (2012) and previous surveys and shows a clear power-law behavior with index β NV = 2.1 ± 0.2. The C IV distribution is consistent with previous observations but, like O VI, shows a "knee" in the distribution at log N CIV ≈ 13.6, with β CIV,weak = 1.5 ± 0.2 and β CIV,strong = 2.0 ± 0.2 (Fig-Fig. 7 .-Same as Figure 5 but for N V (top) and C IV (bottom). Power law fit parameters are β NV = 2.1 ± 0.2, C NV = 0.4 ± 0.1 and β CIV,weak = 1.5 ± 0.2, C 14,CIV,weak = 2.7 ± 1.6 and β CIV,strong = 2.0 ± 0.2, C 14,CIV,strong = 1.6 ± 0.3. ure 7).
4.2.3.
Si III, C III, and Si IV Si III and C III absorbers are relatively common in the IGM owing to the very high oscillator strengths of the 1206.5Å and 977.0Å transitions, respectively. The properties of these absorbers in previous studies has been seen to trace that of H I systems to a much better extent than more highly-ionized species, probably because C III and Si III trace photoionized gas. We detect 165 systems with Si III and/or C III absorption. The Si IV doublet (λ1393.76, 1402.70) is also relatively strong, though the decreased abundance of Si compared with cosmic C/N/O means that these absorbers are somewhat less common; only 34 Si IV systems are seen in this survey for a line frequency dN /dz ∼ 4 for lines with W 30 mÅ.
Si III, with an ionization range of 16.3-30.7 eV, traces low-ionization, metal-enriched gas, while C III (24.4-47.9 eV) and Si IV (33.5-45.1 eV) trace an ionization middle ground between Si III and the high-ionization species such as C IV, N V, and O VI (50-150 eV). The dN /dz distribution of all three low-ionization species is consistent with that seen in previous surveys (Figure 8 ). The Si IV distribution is fitted with β SiIV = 1.86 ± 0.14. Neither C III nor Si III follows an obvious power-law distribution.
Ne VIII
The extreme-UV doublet transition of Ne VIII (λ = 770.41, 780.32Å) is often presented as a less-ambiguous tracer of collisionally-ionized gas than O VI or other highly-ionized, FUV metal transitions (Savage et al. 2005) . Several compelling studies of warm-hot or multiphase gas have been made using Ne VIII in conjunction with H I, O VI, and other ions to constrain gas temperature and density (Savage et al. 2005 Narayanan et al. 2009 Narayanan et al. , 2011 Meiring et al. 2013) . Unfortunately, the Ne VIII doublet only redshifts into the COS band at z 0.47, which limits us to only the highest-redshift AGN sight lines in this survey, usually without strong H I counterparts. We measure several dozen Ne VIII systems, but nearly all are at redshifts similar to the background AGN and show the hallmarks of intrinsic, rather than intervening, absorption: strong, blended, multi-component absorption profiles in high ions and often a lack of H I absorption.
There are only three Ne VIII detections at > 3σ in our survey which can be reasonably identified as intergalactic rather than intrinsic absorption. The first of these is the PKS 0405−123 z = 0.49494 Ne VIII and O VI system studied by Narayanan et al. (2011) which shows log N NeVIII = 13.9 ± 0.2 and log N OVI = 14.29 ± 0.05. The second is a tentative detection of a pair of weak (log N NeVIII = 14.1 ± 0.1) features toward PKS 0637−752 consistent with Ne VIII doublet absorption at z = 0.52150: the stronger λ770 line is detected at 1172.2Å at 6σ and the corresponding λ780 line at 1187.2Å is detected at 4σ. However, there are no other absorption features at this redshift (the corresponding O VI and Lyβ wavelengths fall within a gap left between the A-and B-side detectors in the G160M Fig. 8 .-Same as Figure 5 but for Si III (top), C III (middle), and Si IV (bottom). C III and Si III do not exhibit the same power-law distribution as H I or the highly-ionized metals, but Si IV can be well fitted with index β SiIV = 1.8 ± 0.1 and C 14 = 0.2 ± 0.1. data) so this identification is rather tentative. Marginal Ne VIII absorption (log N NeVIII = 14.0 ± 0.2, < 4σ in both lines of the doublet) is seen at z = 0.52235 toward SDSS J080908.13+461925.6 corresponding to multiple lines of O VI and H I transitions.
For Ne VIII systems with N NeVIII ≈ 10 14 cm −2 , the effective pathlength in our survey is ∆z ∼ 2. With only three significant detections over this pathlength, it is clear that Ne VIII absorbers detectable in data of modest S/N are quite rare (dN /dz ∼ 1). Effective surveys for a statistical sample of Ne VIII absorbers will require high-S/N observations of AGN at redshifts of z ∼ 1 (Tripp et al. 2014, in prep.) . 4.2.5. Metal-Only Systems Metal absorbers, particularly low ionization metals, are typically found associated with the strongest H I absorbers (Figure 4) . However, in this large sample, we find ∼ 20 systems in which there are significant metal absorption lines, but little or no H I. Some metal-only systems are simply cases in which all available H I lines are unavailable for measurement; blended with unrelated lines, falling in gaps in the spectral coverage, or are in other ways only poorly constrained. The majority of the metal-only systems are highly-ionized absorbers detected in O VI (sometimes also N V) but with little or no neutral column. Some of these highly-ionized systems are found on the periphery of stronger, multi-phase systems such as that reported in Savage et al. (2010) though others appear to be more isolated. Table 5 lists the systems, sorted by redshift, with significant metal absorption in which H I is either not detected or measured to with a column density of 10 13 cm −2 . These systems will be analyzed more thoroughly in a future work.
Baryon Census
Most of the baryons at all epochs are not in the form of virialized, luminous matter and thus observations of the diffuse IGM are the most effective way of tracking the majority of normal matter across the history of the universe. As in previous papers (Danforth & Shull 2005 Tilton et al. 2012) , we calculate the baryon content of the IGM absorbers, here observed with COS. We compute two quantities: Ω ion , the contribution to closure density by a particular element and ionization stage; and Ω (ion) IGM which estimates the fraction of closure density represented by all the gas traced by absorption in a particular species. Ω ion is a purely-observational quantity with no assumptions, while Ω (ion)
IGM includes assumptions about metallicity, elemental abundance, and ion fraction.
A full discussion of our methodology is presented in Section 2.4.1 of Tilton et al. (2012) . We use Eq. (5) of Tilton et al. (2012) to calculate Ω ion
For metal ions, we calculate Ω
Instead of assuming a constant metallicity Z and ion fraction f ion as we have done in previous simulations, we take advantage of the covariance of the produce f ion Z seen in in cosmological simulations. We used parameterized fits of the form f ion Z/Z ⊙ = A (N ion /10 14 cm −2 ) B . Parametric coefficients for each species are recorded in Table 6 . 
where the temperature T is normalized at 20,000 K, column density is in units of 10 14 cm −2 , and the absorbing cloud radius p 100 is normalized to 100 kpc. See full discussion in Tilton et al. (2012) and Shull, Smith, & Danforth (2012) . a Ω b = 0.0455 ± 0.0028 (Larson et al. 2011) . Table 7 lists the calculated Ω ion and Ω
IGM values for H I, O VI, N V, C IV, Si III and C III. Uncertainties are the per-bin errors added in quadrature. The dominant source of error for all Ω calculations is small number statistics. For this reason we sum over the column density range of typical, weak and moderate lines and do not include the rare, high-column density absorbers (N HI < 10 16 cm −2 , N metal < 10 15 cm −2 ). The lower limit to the column density range is observationally motivated and corresponds to W r = 30 mÅ. The sample of H I absorbers is large enough to divide the sample into redshift bins of ∆z ≈ 0.1 and maintain reasonable statistics. The final redshift bin (0.47 < z < 0.75) uses a different column density range since the sensitive Lyα line is not available in COS/FUV data. Metal ions lack sufficient detections to subdivide the same way, and thus Ω ion and Ω (ion) IGM for each metal ion are calculated over a single redshift range.
The Ω results are largely consistent with those of previous baryon censuses (Danforth & Shull 2008; Tilton et al. 2012; Shull, Smith, & Danforth 2012) . We perform a more detailed comparison with previous work along with higher-redshift studies in Shull et al. (2014, in prep.) .
5. DISCUSSION 5.1. Evolution of the Low-z IGM The COS IGM survey samples a large fraction of the history of the universe with a statistically-significant number of absorbers seen along many sight lines. Our Lyα forest sensitivity ends at z ≈ 0.47, equivalent to a lookback time of 4.9 Gyr or 35% of the age of the universe, so it is logical to look for changes in the overall sample properties (such as dN /dz) over that time. The sight lines are weighted toward low-redshift AGN, and the absorbers are similarly biased toward lower redshifts (the median and ±1σ sensitivity of our sample are z abs = 0.14 +0.19 −0.10 ). Nevertheless, we can subdivide the sample into redshift bins of ∆z ≈ 0.1 and maintain acceptable statistics. We calculate effective pathlength as a function of column density as above, but use only the portion of each sight line which probes a particular redshift range. A final redshift bin at 0.47 < z < 0.75 is included, in which systems are found via Lyβ and Lyγ absorption, but the uncertainties in pathlength for this range as well as the small sample size in this redshift bin makes any firm conclusions beyond z ≈ 0.47 difficult.
The left panel of Figure 9 shows how the observed dN /dz changes as a function of redshift in our sample. We fit the cumulative frequency of lines above a certain column density as dN (> N, z)/dz = C 0 (1 + z)
γ . The strong sample (N HI > 10 14 cm −2 ) shows clear evolution with γ = 1.86±0.13, C 0 = 16±1. Evolution in the weaker sample (10 13 cm −2 < N HI < 10 14 cm −2 ) can be fitted with γ = 0.31 ± 0.06, C 0 = 84 ± 2, but there is a sharp increase in weak absorbers at z > 0.3 which suggests that a simple power law behavior may not be appropriate for weak absorber evolution. The observed γ > 0 means that the frequency of IGM absorbers is lower at z = 0 than at higher redshift, while the difference of ∼ 1 in γ between strong and weak absorbers means that weaker absorbers become relatively more dominant at lower redshifts. A fit to the full sample gives γ = 0.73 ± 0.05 and C 0 = 100 ± 1.
The differing evolution indices γ implies that the slope β of the dN /dz distribution should become steeper with decreasing z. This is observed in the data as well (right panel of Figure 9 . The evolution at z ≤ 0.47 of absorbers in the range 12.8 ≤ log N < 18.0 can be fitted by β(z) = (1.76 ± 0.02) − (0.26 ± 0.07) z (dotted line). However, this linear relationship should not be extrapolated to higher redshift. In a comparable set of IGM observations with HST/STIS in the near-UV, Janknecht et al. (2006) measured β = 1.60 ± 0.03 for IGM absorbers at 0.5 < z < 1.9. Rudie et al. (2013) find β = 1.650 ± 0.017 for log N > 13.5 H I absorbers at z ∼ 2 − 3. However, they note that the slope is shallower (β = 1.447 ± 0.033) for absorbers within 700 km s −1 of a galaxy which they interpret as circumgalactic gas rather than IGM. Extrapolating the low-z fit to the redshifts of the comparable near-UV and optical studies produces slopes much shallower than are observed; β(z = 1) ≈ 1.5, β(z = 2.5) ≈ 1.2. If we fit β(z) for 0.1 < z < 0.47 instead, we obtain a much weaker evolution β(z) = (1.70 ± 0.03) − (0.05 ± 0.10) z (red dashed line) which is consistent with the indices observed at 0.5 < z < 3.
We can now modify Eq. (2) to
. (6) Here we adopt C 14,0 = 16 and γ = 0.73, and the second fit, β(z) = 1.70 − 0.05 z, which predicts weaker evolution. Theoretically, we would expect the Lyα forest to evolve with redshift due to the rapid drop in photoionizing background at z < 2 and the evolution of density and mass in the large-scale structure of the gaseous filaments. Because the H I neutral fraction depends on the ratio of ionizing flux to density (the photoionization parameter U ), the H I fraction will evolve in redshift, and the column-density distribution will shift (Davé et al. 2010; Smith et al. 2011) .
Metal Evolution
The sample of metal-line systems is much smaller than the total IGM sample, but we can still use it to place constraints on the evolution of different metal-ion absorbers across a significant redshift range. We bin metal absorbers into the same six redshift bins used above and measure the cumulative dN /dz at the observational threshold W ≥ 30 mÅ for metal species with both significant wavelength coverage and detection statistics. The results are shown in Figure 10 for O VI, N V, C III, and Si III. C IV is sampled only over a small redshift range while there are not enough Si IV to provide any reliable statistics when spread over multiple redshift bins. We follow the same procedure as used above for H I calculating integrated dN /dz profiles for in up to five redshift bins. O VI absorbers at z < 0.1 and C III absorbers at z < 0.16 are not observed in COS data, so compara- ble literature values from Danforth & Shull (2005) and Danforth et al. (2006) are used at the lowest redshifts.
Statistics are poor even for O VI detections, but certain trends are apparent in Figure 10 . O VI appears to evolve weakly with redshift in the same sense at H I; a fit of the form dN (> N )/dz ∝ (1 + z) γ gives γ OVI = 1.0 ± 0.9 in the z < 0.47 range for W λ > 30 mÅ including the equivalent value from Danforth & Shull (2005) at the lowest redshift bin. Evolution in the other three ions is poorly constrained. N V is fitted with γ NV = −1 ± 5, consistent with the γ > 0 trend seen in O VI and H I, but also consistent with no evolution. Si III and C III, which typically show properties correlated closely with H I (DS08), are also poorly constrained (γ SiIII = −0.3 ± 1.9, γ CIII = −0.6 ± 1.2). Far larger absorber samples are clearly required before metal-absorber evolution can be measured with any degree of precision.
Clustering of IGM Absorbers
The two-point correlation function (TPCF, ξ) is often used as a measure of clustering in the universe (Peebles 1980) . A value of ξ > 0 means there is greater-thanrandom clustering, while ξ < 0 indicated anti-clustering (voids). Since our sight lines sample physically unrelated regions in almost all cases, we can use absorbers along them to measure the velocity-space clustering of absorbing materials in the IGM.
We calculate ξ(∆v) for Lyα components in each sight line as
where N obs and N rand are the normalized number of component pairs with a given velocity separation per ∆v (Kerscher, Szapudi, & Szalay 2000) and where the velocity separation is defined relativistically
The observed redshifts (z 1 , z 2 ) are taken as any pair of Lyα lines in the same sight line detected at ≥ 4σ. For simplicity, and to avoid spurious clustering signal from velocity mis-matches between lines in different transitions, we use only Lyα absorbers, which limits us to z < 0.47. In principle, any absorption line could be used. See Labatie et al. (2010) and references therein for a discussion of the biases inherent to this and other estimators of the TPCF. The random absorber distribution is calculated with a Monte-Carlo simulation using the detailed fit to the observed IGM detection statistics and the actual data in each of the survey sight lines. Random absorber locations are simulated 100 times in each sight line. A similar technique was used by and Penton, Stocke, & Shull (2004) to simulate absorbers in HST/FOS and STIS data. At each resolution element ∆v in each sight line, we calculate the 4σ minimum equivalent width detection supported by the S/N of the data. The W min (λ) vector is converted to N Lyα,min (z) and the probability of finding an absorber in velocity resolution element dv is given from Eq. (6) as
. Fig. 11 .-Two-point correlation function in the low-z Lyα forest. Observed absorber pairs (top) show significant signal at ∆v ∼ 100 km s −1 compared with a randomly-placed sample with the same dN /dz behavior (dashed line). The two-point correlation function (bottom) shows the same clustering at ∆v ∼ 100 km s −1 , and no clustering at higher velocity separations. This is in contrast to the TPCF of galaxies (dotted line; Penton, Stocke, & Shull 2004) which shows significant correlation at ∆v < 1000 km s −1 and significant anti-correlation at ∆v > 1000 km s −1 . HST/STIS data from Tilton et al. (2012) show a similar behavior (open circles) including the smaller TPCF at low velocity separations.
Integrated over the Lyα pathlength in each absorber, P rand (z) should be equal to the number of observed Lyα systems in that sight line, modulo cosmic variance. If the probability at a given resolution element is greater than a randomly generated number, an absorber is placed at this redshift position. When the entire redshift pathlength of the sight line has been processed, the number of pairs in the randomly-distributed absorbers are found, and the result N random (∆v) is added to a list of random pairs. We produce strong and weak pairs by setting limits on N min and N max in both the observed and artificial absorber lists. Figure 11 shows the behavior of the observed and random absorber pairs, normalized to the velocity width in each bin in our sample (top panel). As expected, the distribution of random pairs is flat as a function of ∆v. The observed pairs show a significant peak at 50 ∆v 300 km s −1 . The two-point correlation function (lower panel) shows a significant correlation at ∆v 300 km s −1 , and no signal at much higher velocities. This is in contrast to the galaxy-galaxy TPCF (dotted) from Penton, Stocke, & Shull (2004) which shows significant correlation at ∆v < 1000 km s −1 and significant anticorrelation at ∆v > 1000 km s −1 due to voids. We note that the random absorber population (responsible for the denominator in the ξ) is extremely sensitive to the fit parameters assumed for the Lyα forest and its evolution. This introduces a small uncertainty in the scaling of the ξ, but does not change the overall flat nature of N rand (∆v) seen in the top panel of Figure 11 .
Splitting the TPCF into strong and weak sub-samples (Figure 12) , we see that the strong absorbers (log N > 13.5) show signal equal to or stronger than the galaxygalaxy TPCF at ∆v ∼ 100 km s −1 , while the weaker absorbers (12.5 ≤ log N < 13.5) show a much smaller clustering signal. This is in keeping with the picture of strong absorption arising in and around galaxy halos (which are clustered), or at least associated with largescale structures such as filaments. However, there is still no anti-correlation at large velocity separations as is seen in the galaxy-galaxy TPCF and would be expected if strong Lyα lines are strongly associated with galaxies. Furthermore, neither strong nor weak absorbers show significant TPCF at 300 ∆v 1000 km s −1 where the galaxies are still highly clustered (ξ 3).
The decrease in ξ at ∆v < 60 km s −1 shown in Figures 11 and 12 is intriguing. The velocity resolution of COS (∼ 17 km s −1 ) and the typical width of Lyα lines (b ∼ 30 km s −1 ) suggest that the low ξ values in the lowest-velocity bins may be due to instrumental resolution and other systematic effects. However, post- IGM systems with absorption in at least one metal ion (black) show a strong TPCF signal at ∆v ∼ 100 km s −1 , while H I-only systems (white) show little or no signal. We compare this to individual absorption components of O VI λ1032 (blue squares), C IV λ1548 (green diamonds), C III (red triangles), and Si III (orange triangles). Due to the relatively small number of absorbers in these ions, the uncertainties in the metal-component TPCF are quite large. However, the same trend is apparent in metal-ion components and in metal-bearing systems. The difference between the peak values in the metal component versus metal system TPCFs may be due to the way closely-spaced components are grouped into systems, thus artificially lowering the clustering signal at ∆v 150 km s −1 . The dotted line shows the galaxygalaxy TPCF of Penton, Stocke, & Shull (2004) .
processing the Tilton et al. (2012) catalog of HST/STIS absorbers shows a similar turn-down at low velocities (open circles in Figures 11 and 12 ). Since the resolution of the STIS/E140M grating is ∼ 7 km s −1 (compared with ∼ 17 km s −1 for the medium-resolution COS gratings), this suggests, but does not prove, that the downturn is a real effect. This lack of correlation at the smallest velocities may be indicative of the kinematics within galaxy halos. Unfortunately, resolution limitations restrict the ability of modern cosmological simulations to track such small velocity separations (e.g., Cen & Chisari 2011) .
Next, we investigate the clustering properties of IGM systems with and without metal-ion absorption. We approach this in two ways. First, we analyze IGM systems rather than the individual Lyα components studied above, so that metal absorption can more easily be associated with H I columns despite small velocity uncertainties. Since systems have a minimum velocity half-width of 30 km s −1 and many systems are broader than this, we restrict this analysis to velocity separations ∆v > 60 km s −1 . To generate a TPCF, we assume that the distribution of random absorbers in both metal and non-metal systems is flat with ∆v, as in the top panel of Figure 11 , and that there is no clustering at ∆v > 1000 km s −1 . Secondly, in order to eliminate bias due to system definitions, we investigate the clustering of metal-ion components themselves using the most commonly-seen transitions (O VI λ1032, C IV λ1548, C III λ977, and Si III λ1206). This method is analogous to the Lyα TPCF shown in Figure 11 . Again, we assume a flat distribution of randomly placed absorbers in each case. Figure 13 shows the clustering properties of the nonmetal systems (open circles) along with the metal systems. Individual metal component clustering is shown in the various colored symbols. The metal component sample sizes are quite a bit smaller than the H I sample or even the metal/non-metal system samples, and thus the uncertainties are much larger. However, all four metal ions studied show a component clustering signal at ∆v ≈ 100 km s −1 , which is considerably stronger than that seen in the metal systems. This difference may be a result of our process of system definition: in many cases, closely-spaced metal components are grouped together into a single system which will systematically reduce the number of absorber pairs at close velocity separation.
Qualitatively, metal-ion components and metalbearing systems show strong clustering (ξ ∼ 10 − 50) peaked at ∆v ∼ 50 − 200 km s −1 , albeit with substantial uncertainty due to the small size of the samples. Pieri et al. (2013) see a similar trend in a large sample of Lyα absorbers at 2.4 < z < 3.1 in the BOSS survey. They see a high degree of clustering and correlation of metal absorbers at scales down to ∆v ≈ 130 km s −1
(the resolution limit of the data). The metal-free systems show a peak ξ 1 at the same velocity range. This suggests that most of the observed clustering of IGM absorbers at small velocity separations comes from metalion absorption systems in the IGM, again consistent with the picture of strong, metal-enriched absorption being associated with galaxy halos.
SUMMARY OF PRIMARY RESULTS
We present a high-quality, medium-resolution HST/COS survey of the IGM along 75 UV-bright AGN sight lines. Because the sight lines were chosen for sensitivity to weak IGM absorbers at low-redshift over the maximum pathlength, we favor targets observed with both the COS/G130M and G160M gratings with a typical S/N > 15 per resolution element. We limit the redshifts of the AGN to 0.05 < z em < 0.85 to maximize IGM pathlength while minimizing line confusion.
We process the observations with semi-automated continuum fitting and line-finding/measurement routines to minimize the subjective bias associated with many previous IGM surveys. The identity of absorption features is established through a manual process and lines are remeasured as necessary. Galactic, instrumental, and probable AGN-intrinsic features are flagged. In total, 4369 individual lines are identified as absorption from intervening material in the IGM. This includes 2302 Lyα lines, 514 Lyβ lines, and 985 IGM metal-ion lines representing 20 different species.
To better facilitate comparisons between species at the same redshift, the IGM lines are grouped by into 2508 distinct redshift systems. These include 2488 systems detected in H I, and 354 metal-line systems. The most common metal species is O VI (present in 242 systems) followed by Si III (106), C III (91), N V (54), and C IV (50). Ne VIII is only detected at a significant level in three systems. Significant metal absorption with little/no H I is seen in ∼ 20 systems most of which are highly-ionized absorbers seen in O VI.
The cumulative distribution of H I absorbers in the sample (Figure 2 ) is seen to follow a power law in log N of the form dN (> N )/dz = C 14 (N/10 14 cm −2 )
over the column density range 12.2 ≤ log N ≤ 17.5 with normalization C 14 = 27 ± 1 and differential index β = 1.68 ± 0.02. Dividing the sample into redshift bins of ∆z ≈ 0.1 and analyzing the sub-samples, we see clear evolution in both the slope β and normalization C 14 of the distribution. We parameterize the evolution of the diffuse IGM H I absorbers to dN (> N )/dz = C 0 (1 + z) γ (N/10 14 cm −2 ) −(β(z)−1) with C 0 = 16 ± 1, γ = 0.73, and β(z) = (1.70 ± 0.03) − (0.05 ± 0.10) z for z ≤ 0.47. Qualitatively, there is a higher density of absorbers at higher redshift and strong systems make up a larger fraction of the total.
Metal systems analyzed in the same manner suggest that O VI absorbers evolve in the same sense as H I with γ > 0. Smaller samples of N V, C III, and Si III absorbers do not present any clear trends in evolution.
We calculate the contribution to the closure density by a particular species, Ω ion , and the contribution to closure density represented by gas which is traced by a particular species, Ω (ion)
IGM . The values given in Table 7 are largely consistent with previous surveys.
Finally, we investigate the radial-velocity clustering of IGM absorbers by calculating the two-point correlation function (TPCF) for Lyα components. Figure 11 shows a significant clustering signal at ∆v = 60 − 300 km s −1 and little or no signal at higher velocities. This is in contrast to the galaxy-galaxy radial velocity clustering found by Penton, Stocke, & Shull (2004) which shows significant clustering at ∆v < 1000 km s −1 and significant anticlustering at ∆v > 1000 km s −1 . Dividing the sample into strong (log N HI > 13.5) and weak (log N HI < 13.5) absorbers, we see that nearly all of the TPCF signal is accounted for by the stronger sample. Examining systems with and without metals further reveals an extremely strong TPCF for metal systems as well as in components of common metal-ion transitions (O VI 1032Å, Si III 1206Å, etc.) It is our pleasure to acknowledge fruitful discussions with many colleagues during the course of this work including Ben Oppenheimer, Devin Silvia, and Erica Ellingson. This work was supported by NASA grants NNX08AC14G, HST-AR-1243.06, HST-GO-12621.01-A, and HST-GO-13008.01-A to the University of Colorado at Boulder. JMS acknowledges NSF grant AST07-07474 and thanks the Institute for Astronomy at Cambridge University for support as a Sackler Visiting Lecturer. MMP acknowledges funding from the European Union Seventh Framework Programme (FP7/2007 (FP7/ -2013 under grant agreement Number [PIIF-GA-2011-301665] . Scott Fleming at MAST was instrumental in the production of the High-Level Science Products associated with this survey. The authors made extensive use of the MAST, NED, and ADS Archives during this work.
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