Objectives: Mutual information is a fundamental concept of information theory that quantifies the expected value of the amount of information that diagnostic testing provides about a patient's disease state. The purpose of this report is to provide both intuitive and axiomatic descriptions of mutual information and, thereby, promote the use of this statistic as a measure of diagnostic test performance. Methods: We derive the mathematical expression for mutual information from the intuitive assumption that diagnostic information is the average amount that diagnostic testing reduces our surprise upon ultimately learning a patient's diagnosis. This concept is formalized by defining "surprise" as the surprisal, a function that quantifies the unlikelihood of an event. Mutual information is also shown to be the only function that conforms to a set of axioms which are reasonable requirements of a measure of diagnostic information. These axioms are related to the axioms of information theory used to derive the expression for entropy. Results: Both approaches to defining mutual information lead to the known relationship that mutual information is equal to the pretest uncertainty of the disease state minus the expected value of the posttest uncertainty of the disease state. Mutual information also has the property of being additive when a test provides information about independent health problems. Conclusion: Mutual information is the best single measure of the ability of a diagnostic test to discriminate among the possible disease states.
Introduction
Mutual information is a fundamental concept of information theory that can be used to quantify the performance of a diagnostic test [1, 2] . It is a measure of the degree of association between two random variables. Diagnostic testing is performed to obtain information about a patient's disease state. Mutual information is the expected value of the amount of information the test result (R) provides about the disease state (D). This is commonly represented as I(D;R). It is called mutual information because I(D;R) is equal to I(R;D) [3] .
The most popular measure of diagnostic test performance at this time is the area under the receiver operating characteristic curve (AUC) [4] . Mutual information and the AUC are both functions only of the probabilities of the possible values of D and R. Because these statistics ignore potentially important factors such as the cost and risks associated with testing and the relative benefits of identifying different disease states, neither statistic provides an optimal test selection measure. We argue, however, that mutual information is the best single measure of the ability of a diagnostic test to discriminate among the possible disease states.
Mutual information was introduced in 1948 by Shannon in his seminal work on information theory as the "rate of transmission" [5, 6] . Information theory was first applied to diagnostic testing by Metz, Goodenough, and Rossmann in 1973 [7] . They argued that the "average information content per observation" (mutual information) is superior to the AUC and other popular measures derived from the receiver operating characteristic curve. In 1980 Diamond et al. calculated the "information content" (mutual information) provided by exercise stress testing in the diagnosis of coronary artery disease [2] . Their report is significant because it demonstrated that, like the AUC, mutual information can provide a global measure of test performance that is not dependent upon the selection of a single cut-off point that partitions test results into "positives" and "negatives". Other examples of the application of mutual information to diagnostic testing include the work of Somoza and Mossman [8] [9] [10] and reports by this author [1, 11] .
Limitations of the AUC as a measure of diagnostic test performance are well known [1, 12, 13] , and it seems natural to quantify test performance in terms of the bits of information the test provides. Why then do we still prefer area to bits? The reason may be that although we live in the "information age", most of us possess only a general understanding of the concept of information. We recognize information when we receive it, but we do not understand it well enough to measure it. A major objective of this report, therefore, is to offer a simple meaningful definition of information and show how this definition leads to the mathematical expression for mutual information. The author's preference for this intuitive explanation of mutual information over the more traditional explanation is discussed at the end of the following section.
The ideal approach to deciding on an optimal measure is to specify the properties the measure should possess and then identify the measure with these properties. Hence, the other major objective of this communication is to prove that mutual information is the only function that conforms to a set of axioms which are reasonable requirements of a measure of diagnostic information.
The two approaches used in this report to develop the concept of mutual information are original. They are modeled after methods used to define the concept of entropy. This paper is primarily intended to advance our understanding of mutual information and not to provide a tutorial on this concept. Nonetheless, it is hoped that the discussion which follows will allow readers of diverse professional backgrounds to understand and appreciate this important function.
An Intuitive Approach to Mutual Information
Let X be a random variable with n possible values, x i , and let p(x i ) represent the probability that the outcome of X is x i . The most primitive information theory function is -log p(x i ). Tribus labeled this function the surprisal [14] , presumably because it provides a measure of the unlikelihood or surprise value of events. It conforms to the notion that we are more surprised by the occurrence of less likely events than we are surprised by the occurrence of more likely events. Moreover, it is the only nonnegative function consistent with the principle that the amount we are surprised by the occurrence of two independent events with probabilities p 1 and p 2 is the same as we are surprised by the occurrence of a single event with probability p 1 × p 2 [15] .
The expected value of the surprisal is the entropy (H) of the random variable. Since the expected value of a random variable is the probability-weighted sum of the possible values of the random variable, (1) Entropy is the central concept of information theory. Shannon introduced this function as a measure of how uncertain we are about the outcome of an event [5, 6] . The choice of the base of the logarithm in this function is arbitrary. We will use log base 2, which gives results expressed as "bits" of uncertainty. We can think of entropy as the amount, on average, that we will be surprised when we learn which event, among a set of possible events, occurs.
We will now use the concept of the surprisal to derive the expression for mutual information. Consider a population undergoing diagnostic testing. Assume that associated with each member of the population there is exactly one of m possible test results and exactly one of n possible disease states. Define random variables R and D, respectively, as the result and disease state of a member drawn randomly from this population. Let p(r i ) represent the probability that this randomly selected member's test result is r i , let p(d j ) represent the probability that his disease state is d j , and let p(r i , d j ) represent the probability that his test result is r i and his disease state is d j . Furthermore, let p(d j | r i ) represent the probability that a member drawn randomly from the subpopulation of members with result r i is in disease state d j .
We define the information content of a message to be the expected value of the reduction in the surprisal that occurs as a result of receiving the message. In terms of diagnostic testing, we can think of this as the average amount that our surprise upon ultimately learning a patient's diagnosis will be reduced by knowledge of the test result. The derivation shown in ǠFigure 1 begins with an expression of the expected value of the reduction in the surprisal. The first summand of the final expression of this derivation is the expected value of -log p(d j ), i.e., it is H(D). The second summand of the final expression is the expected value of log p(d j |r i ), i.e., it is -H(D|R). We conclude that the expected value in the reduction in the surprisal that results from testing is H(D) -H(D|R). This difference is a standard definition of the mutual information between D and R [3] , i.e.,
I(D;R) = H(D) -H(D|R).
(
Although the meaning of mutual information is commonly explained in terms of this simple expression, the expression is potentially misleading. First of all, it is essential to recognize that H(D|R) is the expected value of the posttest entropy and is not the posttest entropy. Secondly, if the result of a diagnostic test is r i , then the information provided by the test is not H(D) -H(D|r i ) [16] . Using Equation 2 to achieve an intuitive understanding of mutual information puts one at risk for reaching the false conclusion that diagnostic information is simply pretest entropy minus posttest entropy. The information provided by obtaining a specific test result is quantified using a different information theory function, relative entropy [16] . We have seen that entropy and mutual information can be constructed from surprisals. Similarly, relative entropy is the expected value of a difference in surprisals. The concept of the surprisal provides a simple approach to explaining all three of the basic information theory functions.
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An Axiomatic Approach to Mutual Information

Axioms
In this section we derive Equation 2 from three assumptions (axioms). It will be helpful to first review Shannon's axiomatic approach to defining entropy. For a random variable, X, with n possible outcomes, Shannon proved that the uncertainty about the outcome of X is quantified by Equation 1, the entropy (H) of X [5, 6] . His conclusion follows from the assumptions that 1) H is a continuous function of p(x i ), 2) if all the p(x i ) are equal, then H should be a monotonic increasing function of n, and 3) "if a choice is broken down into two successive choices, the original H should be the weighted sum of the individual values of H", with the weights equal to the probabilities of the choices.
As an example of Shannon's third axiom, consider a situation in which the differential diagnosis of a patient's condition consists of three possible disease states with probabilities p(d 1 ) = 1/2, p(d 2 ) = 1/6, and p(d 3 ) = 1/3. Our uncertainty about the diagnosis is H(1/2, 1/6, 1/3), which, by Equation 1, is 1.46 bits. Shannon's third axiom provides an alternative approach to calculating the uncertainty. Our uncertainty about whether or not d 1 is the diagnosis is H(1/2, 1/2). If d 1 is not the diagnosis, then our uncertainty about whether d 2 or d 3 is the diagnosis is H(1/3, 2/3). By Shannon's third axiom, the overall uncertainty is H(1/2, 1/2) + 1/2 H(1/3, 2/3) = 1.46 bits. The first entropy is weighted by one because the diagnosis must be either d 1 or not d 1 . The second entropy is weighted by 1/2 because half of the time the diagnosis will be either d 2 or d 3 .
We desire a function that quantifies the amount of information R provides about D. We will call this function I(D;R). On the other hand, if the test result is in S, then we are informed of the specific result. This provides us with I(D;R*) bits of information. The formula weights this additional information by the probability that we receive this additional information, p(r*).
Example
An example will help clarify the three axioms and will also outline the method we use to prove that mutual information is the only function that conforms to the three axioms. Consider a hypothetical case in which there are three possible test results and two possible disease states. We will express the set of p(r i , d j ) as a 3 × 2 matrix with rows and columns corresponding, respectively, to test results and disease states. Let Hence, the probability that a patient randomly selected from this population has test result r 1 and is in disease state d 2 is 0.1.
Matrix A tells us everything we know about this population of patients and the performance of the test in this population. Our goal is to find I(D;R). It will be convenient to call this I(A). Our approach will be to imagine the existence of an ideal diagnostic test that is performed on the same population and that is related to the actual test in a way that, as will become apparent, will allow us to calculate I(A).
To construct the matrix associated with the ideal test, matrix B, we assign each element of matrix A to a unique row while maintaining its column assignment and assign a value of zero to the remaining matrix elements. Hence, As a result of this definition of matrix B, knowing the result of the original test tells us exactly the same thing as knowing the pair of results to which the ideal test result belongs.
In the case of the original test, only the second of the three results determines the disease state with certainty. On the other hand, since each row of matrix B contains at most one non-zero element, all of the possible results of the ideal test determine the disease state with certainty (the fourth result has a probability of zero and, therefore, is not a possible result).
By employing two different approaches to expressing the value of I(B) we will be able to solve for I(A). The direct approach to calculating I(B) is to apply axiom ii. Since the ideal test always eliminates the uncertainty about Axiom iii provides an alternative approach to expressing I(B). Let the six results associated with the ideal test be represented by r ′ 1 , r ′ 2 ,…, r ′ 6 to distinguish them from the three results associated with the original test: r 1 , r 2 , r 3 . We can partition the six results of the ideal test into three groups based on their correspondence with the three results of the According to axiom iii (applied three times)
i.e., I(B) is the information obtained by knowing the result's group membership, which, as stated above, is I(A), plus the amount of additional information obtained by knowing the specific result within each group, weighted by the probability of group membership. Since the test result eliminates the uncertainty about the diagnosis in each of the three subpopulations represented by the three C matrices, by axiom ii
Observe 
Proof
We will follow the above approach to derive the expression for I(D;R) for the general case. Let A be a matrix with elements a i, j = p(r i , d j ), where i = 1, 2,…, m and j = 1, 2,…, n. We desire a function, I, defined on A, that quantifies the amount of information R provides about D. Define matrix B as an (m)(n) × n matrix derived from matrix A by replacing each row of matrix A with n new rows such that 1) the elements of a row of matrix A sequentially populate the diagonal of this n × n portion of matrix B and 2) all other elements of this n × n portion of matrix B are zero. Hence, element a i, j of matrix A is element b (i -1)n + j, j of matrix B and all other elements of matrix B are zero. For every matrix A test result, r i , we will label the n matrix B test results that are derived from this row of matrix A elements r ′ i, 1 , r ′ i, 2 ,…, r ′ i, n . Matrix B defines the performance of a hypothetical ideal test that is performed on the same population as described by matrix A. It is called an ideal test because each row of matrix B contains at most one non-zero value and, therefore, once a test result is obtained the diagnosis is known. Consequently, by axiom ii,
Axiom iii provides an alternative approach to expressing I(B). The (m)(n) results associated with the rows of matrix B can be partitioned into m groups defined by the matrix A result to which they are associated. We will partition I(B) into 1) the amount of information obtained by knowing in which of these m groups the test result resides and 2) the 
For each of the C matrices, each row contains at most one non-zero value. Therefore, testing eliminates the uncertainty about the disease state, and, by axiom ii, the information gained about the disease state by testing equals the uncertainty that existed about the disease state prior to testing. We conclude that I(C[r i ]) is equal to the uncertainty about D when R is r i , i.e.,
From Equations 3, 4, and 5 we have (6) This is the same expression for I(D;R) obtained by the intuitive approach. 
Additional Characteristics of Mutual Information
Discussion
Diagnostic tests are performed to obtain information (reduce uncertainty) about the state of a system. It is appropriate, therefore, to quantify the ability of a diagnostic test to discriminate among the possible disease states in units of information. Mutual information is the expected value of the amount of information a test result provides about the state of a system. We argue that mutual information is a meaningful measure of test performance. It can be conceptualized as the average amount that knowledge of the test result will reduce our surprise when we ultimately learn the true state of affairs. We have also suggested that a measure of diagnostic information should possess certain properties and have demonstrated that mutual information is the only function that possesses these properties. Moreover, we have shown that mutual information has additional characteristics that are appropriate for a measure of diagnostic test performance.
As mentioned in the introduction, the question we are addressing is the best disease state discrimination measure and not the best test selection measure. Just as the shortest route from one city to another may not be the optimal route, the diagnostic test that provides the most information about the diagnosis may not, for a variety of reasons, be the best test for the patient. On the other hand, just as there is only one right way to measure the distance between two points in space, the proper measure of quantifying the ability of a diagnostic test to discriminate among disease states should not be left to personal preference.
The ability to quantify information is important in many disciplines, and the application of mutual information to medicine has not been limited to diagnostic testing. Other applications include methods to integrate information from multiple images (image registration) [17, 18] , the identification of disease markers [19, 20] , the analysis of gene expression microarray data [21, 22] , and the interpretation of biological signals [23, 24] .
