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Abstract. A variation of the Ikehara-Delange Tauberian Theorem is proved. The
hypotheses are chosen so that the resulting theorem is easily applicable to a Dirichlet se-
ries with non-negative coefficients some power of which continues beyond the half-plane
of convergence. In recent work, Hayasaka and Yukie have shown that a natural generating
series for the so-called unnormalized Tamagawa numbers of similarity classes of quadratic
forms of given odd rank over a number field has this property. Application of the result
proved here to their series reveals the on-average asymptotic magnitude of the unnormal-
ized Tamagawa numbers.
1. Introduction
Suppose that we have a Dirichlet series
L(s) =
∞∑
n=1
an
ns
with non-negative coefficients that is convergent in the half-plane re(s) > 1. Suppose
moreover that there is some m ≥ 2 such that Lm has an extension to a larger half-plane as a
meromorphic function, regular except for a simple pole at s = 1. We wish to determine the
asymptotic behavior of the sum
∑
n≤B an as B → ∞. If the order of all the zeros of the
function Lm on the line re(s) = 1 is divisible by m (in particular, if Lm has no such zeros)
then the function
L∗(s) = L(s) − A
(s − 1)1/m ,
for some suitable A, extends holomorphically to an open set containing the closed half-
plane re(s) ≥ 1. In this case, the Ikehara-Delange Tauberian Theorem [1] (see also Theo-
rem I in Appendix II of [5]) implies that we have
∑
n≤B
an ∼ AB
Γ (1/m)(log(B))1−1/m
(1.1)
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as B → ∞.
The hypothesis concerning the zeros of Lm on the line re(s) = 1 is an awkward one to
check, particularly if the coefficients an do not have a simple form. Even to show that the
Riemann zeta function has no zeros on the line re(s) = 1 famously requires a non-trivial
argument. Thus it would be useful if this hypotheses could be dispensed with; happily,
it can, and that is the content of the main result (Theorem 2) of this note. As usual, this
statement is derived from a more general Tauberian Theorem (Theorem 1) that applies
to a non-negative, non-decreasing function whose Laplace transform has suitable analytic
behavior. It is well known that in the classical case (which corresponds to taking m = 1
above) it is more than sufficient that the Laplace transform have a continuous extension to
the closed half-plane re(s) ≥ 1 (see Theorem III.4.2 in [4], for example). For m ≥ 2 it is
not clear that this remains true. However, it is sufficient that the Laplace transform have a
continuous extension that is locally of bounded variation on the line re(s) = 1, and this is
enough to imply the desired conclusion.
The motivation for considering this problem came from the work of Hayasaka and
Yukie [2], [3], and of Yukie [7]. In that work, it is shown that a natural generating series for
the unnormalized Tamagawa numbers of similarity classes of quadratic forms of given odd
rank over a number field is such that its square admits a meromorphic continuation beyond
its half-plane of convergence, regular except for a simple pole at one point (see particularly
Proposition 6.11 in [3]). Thus Theorem 2 may be applied to this situation to obtain the
on-average asymptotic magnitude of the unnormalized Tamagawa numbers. The author
would like to thank Akihiko Yukie for sharing these papers with him in preprint form and
for helpful remarks concerning the present work.
2. General Form of the Tauberian Theorem
In this section, we prove the variation of the Ikehara-Delange Tauberian Theorem that
is referred to in the title. The proof follows the now-standard pattern originally laid down by
Wiener and Bochner, as described in Section 4 of Chapter III in [4], although we dispense
with a particular choice of an approximate identity and use a suitable Schwartz function in
its place.
Let S(R) denote the space of Schwartz functions on R. For any set D ⊂ R and any
function Φ on D, we let ‖Φ‖D denote the supremum of |Φ| over D (possibly infinite).
Let λ denote (2π)−1/2 times Lebesgue measure on R. For Φ ∈ S(R) define the Fourier
transform by
(FΦ)(t) =
∫
R
Φ(u)e−itu dλ(u) .
With this definition, the Fourier inversion formula takes the form
Φ(u) =
∫
R
(FΦ)(t)eitu dλ(t) .
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We define convolution of Schwartz functions by
(Φ ∗ Ψ )(t) =
∫
R
Φ(t − u)Ψ (u) dλ(u)
and note the resulting formula
F(Φ ∗ Ψ ) = F(Φ)F(Ψ ) .
These normalizations follow the choices made in Chapter 7 of [6], which may serve as a
reference for the basic facts.
LEMMA 1. Let Φ ∈ S(R). If β > −1 then
lim
v→∞ v
−β
∫ ∞
0
uβΦ(v − u) du =
∫ ∞
−∞
Φ(u) du .
Proof. By making the change of variable u → v − u, we see that the claim is equiv-
alent to
lim
v→∞
∫ v
−∞
(1 − u/v)βΦ(u) du =
∫ ∞
−∞
Φ(u) du .
The dominated convergence theorem implies that
lim
v→∞
∫ 0
−∞
(1 − u/v)βΦ(u) du =
∫ 0
−∞
Φ(u) du ,
and so we are left to show that
lim
v→∞
∫ v
0
(1 − u/v)βΦ(u) du =
∫ ∞
0
Φ(u) du .
Let us assume that v ≥ 8. Then∣∣∣∣
∫ v
0
(1 − u/v)βΦ(u) du −
∫ ∞
0
Φ(u) du
∣∣∣∣
≤ ‖Φ‖R
∫ v1/3
0
∣∣(1 − u/v)β − 1∣∣ du + ‖Φ‖[v1/3,∞)
∫ v
v1/3
∣∣(1 − u/v)β − 1∣∣ du
+
∫ ∞
v
|Φ(u)| du .
We consider the three terms on the right-hand side of this inequality separately. The mean
value theorem implies that
∣∣(1 − u/v)β − 1∣∣ ≤ |β|v−2/3 max{1, (3/4)β−1}
for u ∈ [0, v1/3]. Thus the first term is bounded by
‖Φ‖R|β|v−1/3 max{1, (3/4)β−1} ,
which tends to zero as v → ∞. By direct evaluation, the integral in the second term is less
than (β + 2)v/(β + 1), and so the second term is bounded by the quantity (β + 2)/(β +
1)‖Φ‖[v1/3,∞)v. The rapid decay of Φ implies that this tends to zero as v → ∞. It is in
this estimate that the hypothesis β > −1 is necessary. The third term also tends to zero as
v → ∞, simply because |Φ| is integrable. This completes the proof. 
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LEMMA 2. Let α > 0 and denote by (s − 1)α the branch of this function defined on
the set C − (−∞, 1] that is positive when s > 1. Then
1
(s − 1)α =
1
Γ (α)
∫ ∞
0
e−(s−1)uuα−1 du
for all s with re(s) > 1.
Proof. This follows from Euler’s integral for the gamma function. 
We say that a complex-valued function on an interval [a, b] ⊂ R is of bounded vari-
ation if its real and imaginary parts are of bounded variation in the usual sense. This is
equivalent to the notion that one obtains by extending the usual definition using the com-
plex modulus in place of the absolute value. A function on R is locally of bounded variation
if it is of bounded variation on every closed interval of finite length.
LEMMA 3. Suppose that ϕ : [a, b] → C is a function of bounded variation. Then
there is a constant M such that ∣∣∣∣
∫ b
a
ϕ(t)eitv dλ(t)
∣∣∣∣ ≤
M
v
for all v > 0.
Proof. Let v > 0 and define E : [a, b] → C by E(t) = eitv/iv. The integration-by-
parts theorem for the Riemann-Stieltjes integral gives
∫ b
a
ϕ(t)eitv dt = E(b)ϕ(b) − E(a)ϕ(a) −
∫ b
a
E(t) dϕ(t)
from which the required estimate follows. 
We are now ready to state the Tauberian theorem in its general form. In our applica-
tion, the function f will essentially be the summatory function of the sequence {an} and
α = 1/m will lie in the interval (0, 1).
THEOREM 1. Let f : R → [0,∞) be a non-decreasing function such that the
Laplace transform
F(s) =
∫ ∞
0
f (u)e−su du
exists for re(s) > 1. Let α > 0 and A ∈ R and define
G(s) = F(s) − A
(s − 1)α
for re(s) > 1, where (s − 1)α is as in Lemma 2. Suppose that the function G extends
continuously to the set {s | re(s) ≥ 1}. If α < 1 then assume, in addition, that once so
extended, the function t → G(1 + it) is locally of bounded variation. Then
lim
u→∞ u
1−αe−uf (u) = A/Γ (α) .
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Proof. Define h : R → [0,∞) by h(u) = u1−αe−uf (u) and let C = A/Γ (α).
Suppose that σ > 1 and x > 0. By restricting the integral that defines F(σ) to [x,∞) and
using the non-negativity and monotonicity of f , we obtain f (x) ≤ σeσxF (σ). It follows
that
h(x) ≤ σF(σ)e(σ−1)xx1−α . (2.1)
Let Ψ be an even Schwartz function with compact support whose integral over R is 1.
Define Φ = F(Ψ )2 and note that Φ is an even, non-negative Schwartz function such that
Φ(0) = 1, and that F(Φ) = Ψ ∗ Ψ is even and has compact support. By definition
F(s) =
∫ ∞
0
h(u)e−(s−1)uuα−1 du
for re(s) > 1. Lemma 2 then gives
G(s) =
∫ ∞
0
(
h(u) − C)e−(s−1)uuα−1 du
for re(s) > 1. It follows that for ε > 0 and v ∈ R we have∫
R
F(Φ)(t)eivtG(1 + ε + it) dλ(t)
=
∫
R
F(Φ)(t)eivt
∫ ∞
0
(
h(u) − C)e−(ε+it )uuα−1 du dλ(t) .
Formally interchanging the order of integration in this equation and applying Fourier inver-
sion we obtain∫
R
F(Φ)(t)eivtG(1 + ε + it) dλ(t) =
∫ ∞
0
(
h(u) − C)Φ(v − u)e−εuuα−1 du . (2.2)
In the estimate (2.1), we may choose σ > 1 so that σ − 1 < ε. It follows that the integral
∫ ∞
0
h(u)Φ(v − u)e−εuuα−1 du
is convergent, absolutely so since h and Φ are non-negative. The integral
∫ ∞
0
Φ(v − u)e−εuuα−1 du
is also convergent, and it follows that the integral on the right-hand side of (2.2) is abso-
lutely convergent. The Fubini-Tonelli Theorem now implies that (2.2) is, in fact, valid.
By hypothesis, the function G extends continuously to the set re(s) ≥ 1. The support
of F(Φ) is compact. Consequently, G(1 + ε + it) → G(1 + it) uniformly on the support
of F(Φ) as ε → 0+ and
lim
ε→0+
∫
R
F(Φ)(t)eivtG(1 + ε + it) dλ(t) =
∫
R
F(Φ)(t)eivtG(1 + it) dλ(t) .
Note that the integral on the right-hand side of this equation is convergent. The Monotone
Convergence Theorem implies that
lim
ε→0+
∫ ∞
0
h(u)Φ(v − u)e−εuuα−1 du =
∫ ∞
0
h(u)Φ(v − u)uα−1 du ,
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regardless of whether the integral on the right-hand side of this equation is convergent. We
also have
lim
ε→0+
∫ ∞
0
Φ(v − u)e−εuuα−1 du =
∫ ∞
0
Φ(v − u)uα−1 du
for the same reason. The integral on the right-hand side of this equation is convergent, due
to the rapid decay of Φ. By combining the observations so far made in this paragraph with
(2.2) we may draw three conclusions. The first is that the integral
∫ ∞
0
h(u)Φ(v − u)uα−1 du
is convergent. The second is that
lim
ε→0+
∫ ∞
0
(
h(u) − C)Φ(v − u)e−εuuα−1 du =
∫ ∞
0
(
h(u) − C)Φ(v − u)uα−1 du .
The third is that∫
R
F(Φ)(t)eivtG(1 + it) dλ(t) =
∫ ∞
0
(
h(u) − C)Φ(v − u)uα−1 du . (2.3)
Let us choose an interval [a, b] such that the support of F(Φ) is contained in this
interval. Note that F(Φ) is smooth and so certainly of bounded variation on [a, b]. If
α < 1 then the function t → G(1 + it) has been assumed to be of bounded variation on
[a, b] and it follows that t → F(Φ)(t)G(1 + it) is of bounded variation on [a, b]. We may
thus apply Lemma 3 to conclude that
lim
v→∞ v
1−α
∫
R
F(Φ)(t)eivtG(1 + it) dλ(t) = 0 .
If α ≥ 1 then the same conclusion follows from the Riemann-Lebesgue Lemma. Equation
(2.3) now implies that
lim
v→∞ v
1−α
∫ ∞
0
(
h(u) − C)Φ(v − u)uα−1 du = 0 . (2.4)
By Lemma 1 with β = α − 1 > −1, we have
lim
v→∞ v
1−α
∫ ∞
0
Φ(v − u)uα−1 du =
∫
R
Φ(u) du
and so equation (2.4) may be reexpressed as
lim
v→∞
∫ ∞
0
h(u)Φ(v − u)(u/v)α−1 du = C
∫
R
Φ(u) du . (2.5)
The required conclusion follows from (2.5) by Bochner’s method. Let v > 0, 0 <
η < v, and v − η ≤ u ≤ v + η. The monotonicity of f implies that
h(v − η)(1 − η/v)α−1e−2η ≤ h(u)(u/v)α−1
and, because
∫ η
−η Φ(u) du =
∫ v+η
v−η Φ(v − u) du, it follows that
h(v − η)(1 − η/v)α−1e−2η
∫ η
−η
Φ(u) du ≤
∫ ∞
0
h(u)Φ(v − u)(u/v)α−1 du .
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We may fix η and let v → ∞ in this inequality to deduce that
lim sup
v→∞
h(v) ≤ Ce2η
∫
R
Φ(u) du∫ η
−η Φ(u) du
, (2.6)
in light of (2.5). If we replace the original choice of Ψ by the function t → 1/pΨ (t/p)
with p > 0 then (2.6) becomes
lim sup
v→∞
h(v) ≤ Ce2η
∫
R
Φ(u) du
∫ pη
−pη Φ(u) du
,
and we may let p → ∞ to conclude that lim supv→∞ h(v) ≤ Ce2η. This is true for any
η > 0, from which it follows that lim supv→∞ h(v) ≤ C. In particular, h is bounded, say
by K > 0. Note that C ≥ 0, and if C = 0 then the inequality that we have just obtained
and the non-negativity of h serve to complete the proof. We assume henceforth that C > 0.
Once again, we consider v > 0, 0 < η < v, and v−η ≤ u ≤ v+η. The monotonicity
of f implies that
h(u)(u/v)α−1 ≤ h(v + η)(1 + η/v)α−1e2η
and consequently
h(v + η)(1 + η/v)α−1e2η
∫ η
−η
Φ(u) du
≥
∫ v+η
v−η
h(u)Φ(v − u)(u/v)α−1 du
=
∫ ∞
0
h(u)Φ(v − u)(u/v)α−1 du −
(∫ v−η
0
+
∫ ∞
v+η
)
h(u)Φ(v − u)(u/v)α−1 du .
Now ∣∣∣∣
∫ v−η
0
h(u)Φ(v − u)(u/v)α−1 du
∣∣∣∣ ≤ K
∫ v
η
Φ(u)(1 − u/v)α−1 du
and, just as in Lemma 1,
lim
v→∞
∫ v
η
Φ(u)(1 − u/v)α−1 du =
∫ ∞
η
Φ(u) du .
The integral from v + η to ∞ may be treated similarly, and we conclude that
lim inf
v→∞ h(v) ≥ Ce
−2η
∫
R
Φ(u) du − (K/C) ∫ −η−∞ Φ(u) du − (K/C)
∫ ∞
η Φ(u) du∫ η
−η Φ(u) du
.
As before, we conclude that lim infv→∞ h(v) ≥ Ce−2η for any η > 0. It follows that
lim infv→∞ h(v) ≥ C and hence that limv→∞ h(v) = C. This is what we were required to
show. 
Note that, beyond continuity, the precise condition on the function t → G(1 + it)
under which the above proof would succeed for a given α > 0 is that
lim
v→∞ v
1−α
∫
R
Ψ (t)eivtG(1 + it) dλ(t) = 0
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for any function Ψ that is C∞ and of compact support. This condition for a fixed α ∈ (0, 1)
is substantially weaker than being locally of bounded variation.
3. Application to Dirichlet Series
The purpose of this section is to derive our main result from Theorem 1.
LEMMA 4. Let L be a holomorphic function on the set re(s) > 1 that is positive on
the ray s > 1. Let m ≥ 2 and suppose that Lm has a meromorphic extension to an open set
containing the closed half-plane re(s) ≥ 1. Further assume that this extension is regular
except for a simple pole at s = 1 with residue 1. For re(s) > 1, let
L∗(s) = L(s) − 1
(s − 1)1/m ,
where (s − 1)1/m denotes the branch of this function that is positive on the ray s > 1. Then
L∗ extends to a continuous function on the set re(s) ≥ 1 and the function t → L∗(1 + it)
is locally of bounded variation.
Proof. We shall write Π for the set re(s) > 1 and Π¯ for the set re(s) ≥ 1. It follows
from the hypothesis that there is a regular function P on an open set U ⊃ Π¯ such that
P(1) = 1 and (s − 1)L(s)m = P(s) for all s ∈ U . Let D be an open disk centered at s = 1
with radius small enough that there is a branch of P 1/m defined on D. After multiplying this
branch by an mth root of unity if necessary, we may assume that P 1/m(s) = L(s)(s−1)1/m
for all s ∈ D ∩ Π . Let P 1/m(s) = 1 + (s − 1)Q(s) with Q a regular function on D. If
s ∈ D ∩ Π then
L∗(s) = P
1/m(s) − 1
(s − 1)1/m = (s − 1)
1−1/mQ(s) .
The expression on the right-hand side of this identity affords a continuous extension of L∗
to D ∩ Π¯ . Moreover, for this extension we have the expression
L∗(1 + it) = (it)1−1/mQ(1 + it) .
The function t → Q(1 + it) is smooth and so certainly of bounded variation on any finite
closed interval contained in its domain. Let β = 1 − 1/m. Then 1/2 ≤ β < 1 and we have
(it)β =
⎧
⎪⎨
⎪⎩
Cβ |t|β if t > 0 ,
0 if t = 0 ,
C¯β |t|β if t < 0 ,
where Cβ = cos(βπ/2) + i sin(βπ/2). The real and imaginary parts of this function are
monotone on both (−∞, 0] and [0,∞), and so the function is of bounded variation on any
finite closed interval. It follows that t → L∗(1 + it) is of bounded variation on some
interval of the form [−η, η] with η > 0.
For η ∈ (0,∞), let Sη denote the set {s | re(s) ≥ 1, im(s) ∈ [−η, η]}. Define
T ⊂ (0,∞) to be the set of all η > 0 such that L∗ has a continuous extension to Sη
with the function t → L∗(1 + it) of bounded variation on [−η, η]. Our aim is to show
A Variation of the Ikehara-Delange Tauberian Theorem and an Application 145
that T = (0,∞). We have shown in the previous paragraph that the set T is non-empty.
Moreover, directly from its definition, the set T has the property that if η2 ∈ T and 0 <
η1 < η2 then η1 ∈ T . If T is not bounded above then this property allows us to conclude
that T = (0,∞), as required. Thus we are reduced to showing that T is not bounded
above. Suppose to the contrary that it is, and let τ be its least upper bound. Note that
τ > 0 and that (0, τ ) ⊂ T . If Lm(1 + iτ ) = 0 then both L and s → 1/(s − 1)1/m have
a holomorphic extension to some open disk centered at 1 + iτ . Under this assumption,
we conclude that there is some η1 > τ such that L∗ has a continuous extension to the set
{s | re(s) ≥ 1, im(s) ∈ [0, η1]} with t → L∗(1 + it) of bounded variation on [0, η1]. If,
on the other hand, Lm(1 + iτ ) = 0 then we may write Lm(s) = (s − 1 − iτ )lR(s) on some
open disk D′ centered at 1 + iτ , where 1 ≤ l ≤ m − 1 and R1/m has a branch defined on
D′. From this expression, an argument similar to that used in the previous paragraph shows
once again that there is some η1 > τ such that L∗ has a continuous extension to the set
{s | re(s) ≥ 1, im(s) ∈ [0, η1]} with t → L∗(1+ it) of bounded variation on [0, η1]. Thus
such an η1 exists unconditionally. We now consider 1 − iτ and, by repeating the argument
that was just used for 1+ iτ , conclude that there is an η2 > τ such that L∗ has a continuous
extension to the set {s | re(s) ≥ 1, im(s) ∈ [−η2, 0]} with t → L∗(1 + it) of bounded
variation on [−η2, 0]. Let η = min{η1, η2}. Then η > τ and, by construction, L∗ has a
continuous extension to the set Sη with t → L∗(1 + it) of bounded variation on [−η, η].
Thus η ∈ T , contrary to the choice of τ . This contradiction completes the proof. 
THEOREM 2. Let d > 0 and {an} be a sequence of non-negative numbers. Suppose
that the Dirichlet series
L(s) =
∞∑
n=1
an
ns
is convergent for re(s) > d . Let m ≥ 2 and suppose that the function Lm has a mero-
morphic continuation to an open set containing the closed half-plane re(s) ≥ d . Suppose
moreover that this continuation is regular except for a simple pole at s = d with residue
Am, where A > 0. Then we have
∑
n≤B
an ∼ AB
d
dΓ (1/m)(log(B))1−1/m
as B → ∞.
Proof. Define f : R → [0,∞) by
f (u) =
∞∑
n=1
an1[d log(n),∞)(u) .
By direct computation, we have
F(s) =
∫ ∞
0
f (u)e−su du = 1
s
L(ds)
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for re(s) > 1. For s near 1,
F(s)m = 1
sm
L(ds)m = 1
sm
Am
ds − d + Q(s) ,
where Q is regular at 1. It follows that F(s)m extends meromorphically to an open set
containing re(s) ≥ 1 and is regular but for a simple pole at s = 1 with residue Am/d . By
applying Lemma 4 to a constant multiple of F , we conclude that the function
G(s) = F(s) − Ad
−1/m
(s − 1)1/m
extends continuously to the set re(s) ≥ 1 in such a way that the function t → G(1 + it) is
locally of bounded variation. From Theorem 1 with α = 1/m, we conclude that
lim
u→∞ u
1−1/me−uf (u) = Ad−1/mΓ (1/m)−1 .
It is easy to check that f (d log(B)) = ∑n≤B an and so this relation may be written as
lim
B→∞(d log(B))
1−1/mB−d
∑
n≤B
an = Ad−1/mΓ (1/m)−1 ,
which is equivalent to the required conclusion. 
We remark that if the hypotheses of Theorem 2 are modified to require that Lm have a
holomorphic continuation to an open set containing re(s) ≥ d then we may conclude that
lim
B→∞ log(B)
1−1/mB−d
∑
n≤B
an = 0 .
The proof is essentially the same as the proof of Theorem 2, but relying on a slight modifi-
cation of Lemma 4 that omits the 1/(s − 1)1/m term.
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