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Abstract. In this manuscript, we show how flow equation methods can be used to study localisation
in disordered quantum systems, and particularly how to use this approach to obtain the non-equilibrium
dynamical evolution of observables. We review the formalism, based on continuous unitary transforms, and
apply it to a non-interacting yet non trivial one dimensional disordered quantum systems, the power-law
random banded matrix model whose dynamics is studied across the localisation-delocalisation transition.
We show how this method can be used to compute quench dynamics of simple observables, demonstrate
how this formalism provides a natural framework to understand operator spreading and show how to
construct complex objects such as correlation functions. We end with an outlook of unsolved problems and
ways in which the method can be further developed in the future. Our goal is to motivate further adoption
of the flow equation method, and to equip and encourage others to build on this technique as a means to
study localisation phenomena in disordered quantum systems.
PACS. 72.15.Rn Localization effects
1 Introduction
The addition of disorder into a quantum system can lead
to all manner of rich new physics far from thermal equi-
librium. From the paradigmatic phenomenon of Ander-
son localisation [1,2,3] to the more recently-discovered
many-body localisation [4,5,6,7,8,9,10,11,12], and even
through to vastly different physical systems such as quan-
tum glasses [13,14,15,16,17,18], disorder can have dra-
matic effects. In many-body localised (MBL) systems, the
interplay of disorder and quantum fluctuations can protect
quantum order in regimes where it would not otherwise
exist [19], and in driven systems it can prevent heating
to infinite temperature [20] and instead stabilise unusual
forms of matter that do not exist in thermal equilibrium
[21,22,23,24,25].
Despite the substantial progress made, there are still
many outstanding questions as to the role of disorder even
in ostensibly simple physical systems, such as models of
non-interacting fermions - see Ref. [2] for a longer discus-
sion. In particular, with the advent of highly controllable
experiments in degenerate quantum gases [26,27,28,25]
and trapped ion systems [29,24], it is now possible to ex-
perimentally probe the dynamics of disordered quantum
matter in a way that has until now been impossible. In
light of this development, it is important to develop our
theoretical methods for the study and simulation of the
non-equilibrium dynamics of these complex systems. Here,
we will study the metal-insulator transition in a disor-
dered system of non-interacting fermions with long-range,
power-law-decaying hopping.
Our motivations here are threefold: i) to study the dy-
namics of an interesting, exactly solvable yet non-trivial
disordered system with a tractable metal-insulator tran-
sition; ii) to lay the groundwork for future studies of this
model in the presence of interactions, which may exhibit
an interesting and unusual many-body localised phase;
iii) to provide a detailed description of the flow equa-
tion technique recently adopted by several research groups
to study (many-body) localisation in quantum systems
isolated from their environments [30,31,32,33,34,35,36],
and in particular outline how to use it to study non-
equilibrium dynamics.
The layout of this manuscript is as follows: in Sec. 2,
we will describe the technique of flow equations (or ‘con-
tinuous unitary transforms’) [37] and show how they can
be used to compute the non-equilibrium dynamics of ob-
servables. In Sec. 3, we shall apply the method to the
Anderson model of non-interacting spinless fermions on a
lattice, and discuss how different choices of generators for
the unitary transform can lead to unitary flows with very
different properties. In Sec. 4, we specify to the Wegner
generator widely used in the literative and study a sys-
tem of non-interacting fermions with power-law-decaying
hopping, known as the Power-Law Random Banded Ma-
trix (PRBM) model [38,39,40]. We first demonstrate how
the technique works by computing static properties of the
Hamiltonian, namely energy eigenvalues and level spacing
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distributions. We shall then go on to compute quench dy-
namics and show how flow equations can be used to obtain
the dynamics of local operators, global quantities and cor-
relation functions, as well as provide some insight into the
phenomenon of ‘operator spreading’ [41,42,43]. We then
conclude this manuscript with a discussion of interesting
open problems and challenges for both the development of
the flow equation method and for future dynamical studies
of disordered systems, including an outlook for the PRBM
model.
2 The Flow Equation Method
The central idea behind the flow equation method is to use
a continuous unitary transform to diagonalise the Hamtil-
tonian. Once diagonalised, we can compute the time evo-
lution of any observable by transforming the observable
into the diagonal basis, time-evolving with respect to the
diagonal Hamiltonian, and then transforming back to the
original, physical basis. Before getting to that, however,
let us first discuss how to diagonalise a Hamiltonian using
this procedure.
2.1 Diagonalising the Hamiltonian
The use of unitary transforms to diagonalise Hamiltoni-
ans is common practice in many fields and examples are
abundant, from non-interacting quantum particles on a
lattice which can be diagonalised with a Fourier transform
to interacting systems which can be perturbatively diago-
nalised. The Schrieffer-Wolff transformation, for example,
falls into the latter category. Consider a Hamiltonian H
with diagonal component H0 and off-diagonal component
V :
H = H0 + V, (1)
H˜ = eSHe−S , (2)
= H+ [S,H] + 1
2
[S, [S,H]] + ..., (3)
and by choosing the generator of the transform S such
that [S,H0] = −V , one is left with a diagonal Hamiltonian
given (to leading order) by:
H˜ ≈ H+ [S, V ]. (4)
Here, the accuracy of the transform is controlled by how
many of the infinite series of nested commutators we evalu-
ate. Instead, we can imagine making many infinitely small
transforms, such that the error at each step is formally
infinitesimal. This series of infinitesimal transforms can
be written as a single continuous unitary transform. We
parametrise the transform in terms of a fictitious ‘flow
time’ l, which runs from l = 0 (the microscopic model) to
l =∞ (the diagonalised Hamiltonian). With an appropri-
ate choice of generator η(l) (to be discussed later), each
infinitesimal transform takes the form:
H(l + dl) = eη(l)dlH(l)e−η(l)dl, (5)
= H(l) + [η(l),H(l)]. (6)
This allows us to recast the diagonalisation process in
terms of a first-order ordinary differential equation:
dH
dl
= [η(l),H(l)]. (7)
This ‘flow equation’ for the Hamiltonian allows us to in-
terpret the transform in a way similar to renormalisation
group flow. It was originally introduced to physicists by by
Glazek and Wilson [44,45] and independently proposed by
Wegner [46], though it had been previously used by math-
ematicians under the names ‘double bracket flow’ [47] and
‘isospectral flow’ [48,49]. A key difference between this and
typical renormalisation group (RG) methods is that while
RG iteratively eliminates irrelevant degrees of freedom,
the flow equation method instead keeps all information
throughout the flow. For non-interacting systems, this can
be accomplished exactly. For interacting systems, which
we shall discuss only briefly at the end of this manuscript,
the situation is typically more complicated and additional
approximations are necessary in order to obtain an ana-
lytic set of flow equations [50,37,33].
2.1.1 Choice of the Flow Generator
The unitary transform used to diagonalise the Hamilto-
nian is not unique, and different transforms will accom-
plish the goal in different ways. In this formalism, the
determining factor is the choice of the generator η(l). We
must choose this generator such that the l→∞ Hamilto-
nian becomes diagonal. A common choice is the Wegner
generator [46,37] (or ‘canonical generator’) given by
η = [H0, V ], (8)
where H0 is the diagonal part of the Hamiltonian in a
given basis and V contains the off-diagonal elements. Us-
ing this choice one can show that the off diagonal compo-
nents of the Hamiltonian monotonically decay under the
flow at long flow times [51], which guarantees that the
Hamiltonian will eventually become diagonal under this
unitary transform. This generator is a good choice because
it is numerically robust. The main downside of this genera-
tor is that, as we shall see, it does not preserve the sparsity
of the Hamiltonian: during the initial stages of the flow,
it will typically generate new off-diagonal couplings. In
general, any possible couplings allowed by the symmetry
of the model will be generated during the flow, For non-
interacting systems, these terms will be long range hop-
ping terms, while for interacting systems they will include
new higher-order interaction terms. Any newly-generated
off-diagonal couplings will ultimately decay to zero un-
der the transform, but they must be accounted for during
the flow in order to obtain the correct answer, else the
transform will no longer be strictly unitary. An alterna-
tive choice which preserves the sparsity of the Hamiltonian
is given by the Toda generator [51]:
η =
∑
ij
sgn(i− j)Hij . (9)
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This generator does not guarantee the monotonous decay
of the off diagonal elements of the Hamiltonian, as it allows
them to temporarily increases during the flow in order to
maintain the sparsity of the model. It can be understood
as a continuous limit of the QR algorithm for diagonalising
matrices and a detailed description of its properties can
be found in Ref. [51], however we will not go into the de-
tails here. In fact, we will not dwell on this generator as it
is numerically difficult to implement. The central reason
is that it rearranges the eigenvalues of the Hamiltonian
into ascending order: this continual ‘reshuffling’ of eigen-
values throughout the flow leads to a less well-controlled
flow than the Wegner generator. Example flows of Toda
and Wegner are shown in Fig. 1 for the simple case of a
one-dimensional Anderson insulator, illustrating the dif-
ferences between the flow generated by these two different
unitary transforms.
We have only discussed two possible popular choices
of generator here, however there are of course many more,
as can be found in Refs. [51,32]. Constructing new gen-
erators better tailored to quantum many-body systems is
an open problem, and there is significant scope for fu-
ture work on this topic: in particular, a generator com-
bining the convergence properties of Wegner flow with
the sparsity-preserving properties of Toda flow would be
highly desirable for studies of many-body localisation.
2.2 Computing Observables
The result of the flow-equation gives us direct access to
the eigenvalues of the problem as well as in principle to
the unitary U(∞) that diagonalises the Hamiltonian. In
practice we might want to compute the average of a given
observable A over a certain state (or density matrix) of the
system. For an equilibrium density matrix ρ = e−βH/Z for
example we want
〈A〉 = TrρA = Trρ(l)A(l),
where ρ(l) = e−βH(l)/Z is the flow-evolved density ma-
trix, while A(l) = U(l)AU†(l) is the flow-evolution of the
operator A which satisfies an analogous flow evolution
dA
dl
= [η(l), A(l)]. (10)
To access observables within this scheme one has to per-
form a flow evolution up to l = ∞ of both Hamiltonian
and observables and then evaluate the trace in the basis
where the Hamiltonian is diagonal. A similar strategy can
be followed to access real-time evolution, as we are going
to discuss below.
2.3 Real-Time Dynamics
We can use the flow equation formalism to compute the
dynamics of any given observable, as in Refs. [52,53,54,
33]. Consider the case where we have a complicated, off-
diagonal microscopic Hamiltonian H which generates uni-
tary time evolution. The evolution of a generic operator
At = e
iHtAe−iHt can be written, by inserting the unitary
U(l) at scale l, as
At = e
iHtAe−iHt (11)
= U(l)eiH(l)tA(l)e−iH(l)tU†(l), (12)
where A(l) = U(l)AU†(l) is the flow-evolution of the oper-
ator A while H(l) = U(l)HU†(l) is the flow of the Hamil-
tonian. The idea is then to run the flow up to l =∞ where
the Hamiltonian becomes diagonal, while tracking the flow
of A, then perform the time evolution up to time t, which
is now trivial in the diagonal basis, and then reverse the
flow backward to come back to the original basis where
the problem is formulated. In practice, we first evolve the
Hamiltonian according to the Wegner flow (7) and the ob-
servable A according to the equation (forward evolution)
dA
dl
= [η(l), A(l)], (13)
with the initial condition A(l = 0) = A. Once we have
time-evolved the observableA(∞) with HamiltonianH(∞),
we compute the transform back into the original basis
(backwards transform) using the same equation above, but
now integrating from l =∞→ l = 0 with the new initial
condition of A(l = ∞) = A˜(t) (where the tilde signifies
the time-evolved operator is in the l =∞ basis).
3 Non-interacting fermions: Anderson Model
As a concrete example, let us consider the case of non-
interacting fermions in one dimension moving in a disor-
dered potential.
H =
∑
i
Jc†i ci+1 +
∑
i
hini, (14)
where hi are uncorrelated random variables drawn from a
box distribution of width [−W,W ]. This is the Anderson
model which can be solved exactly using, e.g. exact diag-
onalisation or transfer matrix methods. In one dimension,
the Anderson model is always localised for any finite con-
centration of disorder, however with a different choice of
Jij , this Hamiltonian can also describe a physically richer
example as we will discuss more in detail below.
The very first thing we find when we try to compute
the flow equations using Eq. 7 is that nearest-neighbour
hoppings are generated; if we include these in the Hamil-
tonian from the beginning and compute the flow equations
again, we will find that next-nearest neighbour hoppings
are generated, and so on. In fact, if we wish to obtain a
closed set of flow equations, we must allow for all possible
long-range hopping terms. For the running Hamiltonian
H(l), we make the following ansatz:
H(l) =
∑
ij
Jij(l)c
†
i cj +
∑
i
hi(l)ni, (15)
with initial conditions Jij(l = 0) = δj,i±1J0 encoding the
nearest-neighbour hopping of the microscopic model. The
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important step here is that all coefficients in the Hamilto-
nian are now explicit functions of the fictitious ‘flow time’
l, and that the sum in the kinetic term runs over all com-
binations of indices. As discussed in Sec. 2.1.1, this is be-
cause under Wegner flow, all possible long-range couplings
with be generated at intermediate stages during the flow,
though they will eventually be eliminated in the l → ∞
limit, leaving us with the final fixed-point Hamiltonian of
the form H˜(l→∞) = ∑i h˜ini, where the h˜i are the eigen-
values of the problem. For the non-interacting system, this
ansatz is in fact exact: these long-range hopping terms are
the only new terms that the transform can generate. For
interacting systems, this is not the case, and wholly new
high-order terms can and typically will be generated un-
der the flow: these require special care to handle (see, e.g.,
Refs. [37,33,34]) and we shall not discuss them here.
3.1 The generator
The Wegner generator takes the following form:
η(l) = [H0(l), V (l)] =
∑
i
hi(l)ni,
∑
jk
Jjk(l)c
†
jck
 .
(16)
The basic commutation relation we will use throughout is
given by:[
c†αcβ , c
†
γcδ
]
= c†α{cβ , c†γ}cδ − c†γ{cδ, c†α}cβ (17)
= δβγc
†
αcδ − δδαc†γcβ . (18)
Note that the final result of this commutator is the same
for both fermions and bosons. Evaluating the generator
using this expression, we get:
η(l) =
∑
ij
Jij(l)(hi(l)− hj(l))c†i cj . (19)
We see that the generator is an anti-Hermitean operator.
For clarity, in the following we will suppress the explicit
dependence of the running constants on flow time l.
3.2 Flow Equations
The flow equations can be computed from:
dH
dl
= [η(l),H(l)], (20)
and the equations for the running couplings read off from
the resulting expression. There are O(N2) flow equations
which must be simultaneously solved1, and their explicit
1 Symmetries such as Jij = Jji are useful here in reducing
the total number of equations.
Fig. 1. Comparison of i) Wegner and ii) Toda flows for an
Anderson insulator of size L = 8, W = 5 and J0 = 0.5. The
blue lines indicate the random on-site energies hi, and the or-
ange lines the hopping coefficients Jij . The black dashed lines
indicate the true eigenvalues of the system: the same disorder
realisation is used for both panels. While both methods will
eventually converge to the correct eigenvalues, the Wegner flow
does so faster and more smoothly. The oscillatory behaviour
of the Toda flow is due to the rearrangement of the eigenval-
ues into ascending order: note that the crossing points of pairs
of diagonal elements (blue lines) is accompanied by a tempo-
rary increase in the corresponding off-diagonal element (orange
lines). This means that accurate numerical integration requires
a much finer grid of points in flow time l. While Toda flow pre-
serves the sparsity of the Hamiltonian, Wegner flow typically
yields better results due to the smoother convergence.
expressions are given by:
dJij
dl
= −Jij(hi − hj)2 −
∑
k
JikJkj(2hk − hi − hj),
(21)
dhi
dl
= 2
∑
j
J2ij(hi − hj). (22)
The key term is the first term in Eq. 21 which is always
negative and proportional to the square of the on-site en-
ergy difference (hi−hj). This term guarantees that the off-
diagonal elements will decay, and ensures that the terms
corresponding to the largest energy splitting decay fastest.
This is reminiscent of typical renormalisation group cal-
culations, where high-energy degrees of freedom are elim-
inated before low-energy ones, and this separation of en-
ergy scales gives an appealing hierarchical structure to the
flow equation diagonalisation process. However, note that
when hi ≈ hj , the corresponding couplings Jij will decay
only exponentially slowly: for disorder distributions which
are narrow relative to the system size, there will be many
such terms and the flow can take a long time to converge.
For comparison, we also show the flow equations which
can be obtained using the Toda generator. They take a
cosmetically simpler form, with onlyO(N) equations, each
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containing no summations over lattice sites:
dJi
dl
= 2Ji(hi+1 − hi), (23)
dhi
dl
= J2i − J2i−1, (24)
however, the flow generated by these expressions turns out
to be numerically more challenging to keep track of.
The flow of the variables is shown in Fig. 1 for a small
system of size L = 8. The eigenvalues are indicated by the
dashed black lines. We see that for Wegner flow, the flow is
smooth and well-behaved, with the off-diagonal terms Jij
all flowing continuously to zero in the large-l limit, and
the diagonal terms quickly approach the exact eigenval-
ues of the model. Toda flow still converges to the correct
eigenvalues, but the flow is much more oscillatory. In fact,
this problem worsens with increasing system size, due to
the much larger number of ‘swaps’ of the diagonal matrix
elements. In this particular example, there are two sets of
near-dengenerate eigenvalues: careful inspection of Fig. 1
illustrates that, due to these near-degeneracies, neither
flow method is quite converged on the timescale shown
here. We can obtain the eigenvalues to arbitrary accuracy
by integrating the flow equations to arbitrarily long times,
however it is clear from Fig. 1 that the flow becomes much
slower at longer times. Taking advantage of the slow flow
and smooth convergence properties of the Wegner genera-
tor, it is convenient to use a logarithmically-spaced grid of
points in flow time l, reducing the computational cost and
allowing efficient access to large maximum flow times. Due
to the numerical difficulty of accurately implementing the
Toda generator, we choose to instead focus on the more
robust Wegner generator, at the cost of having O(N2)
variables rather than O(N). From this point on, we shall
use the Wegner flow exclusively.
4 Non Interacting Fermions: Power-Law
Banded Random Matrix
As the Wegner flow does not preserve the sparsity of the
Hamiltonian, we lose essentially no efficiency in starting
from microscopic models which are non-sparse. As a par-
ticularly interesting example, we can take the Anderson
model with long range, power-law-distributed random hop-
ping
H =
∑
ij
Jijc
†
i cj +
∑
i
hini, (25)
where the matrix elements Jij are drawn randomly from
a distribution with a width that decays like an inverse
power of the distance, i.e. σ(Jij) ∝ J0/|i − j|α. The on-
site disorder terms hi are drawn from a box distribution,
defined between [0,W ], following Ref. [30]. The flow equa-
tions are the same as for the Anderson model discussed
before, see Eq. (21,22), with the only difference being the
initial condition for the flow of the hopping matrix.
This model 25 is known as the Power-Law Banded
Random Matrix (PRBM) model, and will be the main
focus of the rest of this manuscript. Despite being non-
interacting, it has an Anderson transition even in d = 1
as a function of the power-law exponent α. Indeed, there
is a critical point at α = d separating localised (α > d)
and delocalised α < d) phases respectively [39,40]. We
will not go into full detail here, but precisely at the criti-
cal point, the eigenfunctions of the system are multifrac-
tal and display unusual critical behaviour that has been
the subject of significant scrutiny in Refs. [55,56,57,58,
59]. This model has a metal-insulator transition driven
by the formation of long-range resonances, where a res-
onance is defined as the situation when two sites satisfy
Jij > |hi−hj |. Of particular importance for our purposes
here is that though the one-dimensional system exhibits
a clear localisation transition at α = 1 independently of
the disorder distributions chosen for the hi and Jij vari-
ables, the statistical properties of the eigenstates vary dra-
matically for different choices of the power-law exponent
α. For example, the statistical properties in the region
α < 0.5 can be described by a Gaussian Orthogonal En-
semble (GOE), while between 0.5 ≤ α ≤ 1 the system
exhibits intermediate statistics where some properties ap-
pear to be GOE but others do not [39]. In the regime
α > 1, the eigenstates are localised but not exponentially:
instead, they have power-law tails, which renders their
properties somewhat different from typical Anderson lo-
calised systems. One may then ask what the consequences
of the long-range power-law behaviour are on the dynam-
ical properties and how the dynamics may differ in these
different regions: this will be the focus of the present study.
The static properties of this model were studied us-
ing flow equations by Ref. [30], augmented by a strong-
disorder renormalisation group calculation, which showed
that a distinct regime with intermediate statistics could
be found in the range 0.5 ≤ α ≤ 1 by following the flow
of the distribution of off-diagonal elements Jij , allowing
the position of critical region to be obtained directly from
the flow rather than from, e.g. eigenstate properties. Our
results are consistent with those of Ref. [30] and so we
do not reproduce their work here: instead, we will show
some alternative calculations and in particular will focus
on how the flow equation method can be used to study
the dynamics of this model following a quantum quench,
even allowing us to compute the dynamical evolution of
complex composite objects such as correlation functions.
4.1 Eigenvalues and level statistics
Before demonstrating how to compute non-equilibrium
dynamical quantities using the flow equation method, let
us first show that the method can accurately obtain the
static properties of the Hamiltonian, namely the eigenval-
ues and related quantities. Using the Wegner generator,
the eigenvalues converge rapidly2, as shown in Fig. 1, and
2 The precise convergence depends on each individual disor-
der realisation and system size, but eigenvalues can typically
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can be easily shown to match the exact eigenvalues of the
model to arbitrary numerical precision depending on the
choice of lmax. Instead of demonstrating the convergence
of the eigenvalues, here we focus on computing a more de-
manding quantity. Analagously to studies of many-body
localisation which proposed the investigation of the statis-
tics of the many-body energy levels [5], by computing the
level statistics of the eigenvalues obtained via the flow
equation method, we can extract the single-particle level-
spacing statistics by computing the following quantities:
δn = |En − En+1|, (26)
rn = min(δn, δn+1)/max(δn, δn+1), (27)
In a delocalised phase which exhibits level repulsion, the
levels should be distributed according to the Wigner-Dyson
probability distribution P (δ) = (pi/2)δ exp(piδ2/2), lead-
ing to an average value of the level spacing ratio r ≈ 0.53
(where the averaged value is denoted r ≡ 〈rn〉, and is first
averaged within a sample, then again over disorder reali-
sations) in accordance with random matrix theory [60]. In
localised phases where randomness dominates and there
is no level repulsion, the level spacings will be distributed
according to a Poisson distribution P (δ) = exp(−δ), lead-
ing to r ≈ 0.39. There is no mobility edge in this system
and so we do not restrict our averages to the centre of
the spectrum, as is common in studies of many-body lo-
calisation. This is a particularly demanding quantity to
compute because it is sensitive to exponentially small en-
ergy level differences, and because (as shown in Fig. 1) the
flow equations methods only asymptotically approach the
true diagonal Hamiltonian. While it is possible to obtain
the eigenvalues to several significant figures in only a mod-
est flow time, much higher accuracy is required in order to
extract the averaged level spacing ratio r, which requires
both long flow times and accurate numerical integration
routines. Being able to compute this quantity accurately
is therefore an excellent test of the flow equation method.
For the PRBM model which dislays a phase transition,
we should expect to see the averaged value of r change
across the transition, shown in Fig. 4.4. At small values
of the power-law exponent α ≤ 0.5, the system tends to-
wards Wigner-Dyson level statistics, signifying delocalisa-
tion, whereas for α > 1.5 the level statistics converge to
the Poisson distribution. Histograms of the full level spac-
ing distribution P (δ) are also shown in Fig. 1, demonstrat-
ing the excellent agreement with Poisson statistics at large
α, Wigner-Dyson statistics at small α and resembles inter-
mediate semi-Poisson statistics in the critical region close
to the transition, where P (δ) = 4δ exp(−2δ), though with
small deviations [55]. Note that the region 0.5 < α < 1.5
is particularly vulnerable to to finite-size effects, as the
thermodynamic limit is approached only very slowly in
this model [55]. Previous studies have shown [39] that in
the region 0.5 < α < 1, the system is is an intermedi-
ate configuration where certain quantities may appear to
be determined to good precision at modest flow times on the
order of lmax ∼ 101-102. To compute the level spacing ratio,
however, we require much greater precision and a larger lmax.
Fig. 2. Level spacing statistics for chains of length L = 64,
averaged over Ns = 256 disorder realisations. a) A comparison
of the mean level spacing ratio r, averaged over samples and
disorder realisations, computed by exactly diagonalising the
Hamiltonian (light blue empty squares) and with flow equa-
tions (dark blue filled circles, with error bars showing the stan-
dard deviation across disorder realisations: on this scale, the
variance is smaller than the plot markers). There is excellent
agreement between the flow equation and exact results for all
values of the power-law exponent. The solid blue line shows
the mean level spacing ratio computed exactly for a system
of size L = 4096 and averaged over 50 disorder realisations,
illustrating the finite-size effects particularly present in the re-
gion 0.5 ≤ α ≤ 1.5. The black and red dashed lines show
the Wigner-Dyson (GOE) and Poisson values of r respectively.
Panels b-d) show that the shape of the full distribution of level
spacings δn for a variety of values of the exponent α, illustrat-
ing how it changes from a Wigner-Dyson distribution (black
dashed line) at small α to a Poisson distribution (red dashed
line) at large α, and resembles a semi-Poisson distribution (blue
dashed line) at the critical point αc = 1.0.
follow the Gaussian Orthogonal Ensemble (GOE) values
but the overall statistics do not in fact conform to this
distribution.
4.2 Dynamics
We can compute the dynamics of any operator by trans-
forming the operator into the basis which diagonalises the
Hamiltonian, time-evolving with respect to the diagonal
Hamiltonian, and then flowing the operator back into the
physical basis. We demonstrate this with the number op-
erator ni(t). Since the Hamiltonian is quadratic, the flow
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of this operator at scale l takes a closed form, which reads:
ni(l, t = 0) =
∑
j
α
(i)
j (l)nj +
∑
jk
β
(i)
jk (l)c
†
jck (28)
where the coefficients are now explicit functions of the
fictitious flow time l. The flow equations for this operator
can be obtained by computing n′i(l) = [η(l), ni(l)] using
the same η(l) which diagonalises the Hamiltonian and are
given by:
dα
(i)
j
dl
= 2
∑
i
Jij(hi − hj)β(i)ij , (29)
dβ
(i)
jk
dl
= −Jjk(hk − hj)(α(i)k − α(i)j )
−
∑
n
[
Jnj(hn − hj)β(i)nk + Jnk(hn − hk)β(i)nj
]
,
(30)
After transforming ni(t = 0) in the new basis, we can
time-evolve it with respect to the diagonal Hamiltonian
H˜ = ∑k kn˜k by solving the Heisenberg equation of mo-
tion:
i
dni
dt
=
∑
jk
βjk(h˜k − h˜j)c†jck (31)
such that the time-evolved operator in the diagonal basis
is given by:
n˜i(l =∞, t) =
∑
j
α
(i)
j (l)nj +
∑
jk
β
(i)
jk (l)e
−i(h˜k−h˜j)tc†jck
(32)
We then use the flow equations (Eqs. 30) to transform the
number operator back into the original basis, where it will
take the form:
ni(l = 0, t) =
∑
j
α
(i)
j (t)nj +
∑
jk
β
(i)
jk (t)c
†
jck (33)
which looks the same as Eq. 28, but now back in the orig-
inal l = 0 basis of the microscopic Hamiltonian and with
time-evolved coefficients α
(i)
j (t) and β
(i)
jk (t). In computing
the ‘backwards’ evolution from the l =∞ basis to the orig-
inal l = 0 basis, it is extremely useful to store the flow of
H(l) in the memory, as the l =∞ initial conditions for the
Jij(l) terms are exponentially small and attempting to re-
compute η(l) on the fly will result in significant numerical
errors. This ‘barkwards’ flow must be re-computed each
time step we wish to consider. However, because the time
evolution step in the diagonal basis is essentially just mul-
tiplication by a phase, we can immediately compute the
long-time behaviour of ni(t) without having to compute
all intermediate timesteps.
When calculating the dynamics following a quench from
an initial product state, as we will do here, the average
〈ni(t)〉 reduces to:
〈ni(t)〉 =
∑
j
α
(i)
j (t)〈nj〉 (34)
where the average is computed with respect to the initial
product state. In principal, we can choose any starting
state including equilibrium states of the model, however
here we shall restrict ourselves to quenches starting from
an initial charge density wave product state, i.e. |ψ〉 =
|010101...〉. Using the formalism described in the previous
section, we can compute the dynamics following a quench
from such a Ne´el state. By computing the time-evolved
density on each lattice site, we can construct the imbalance
following a quench from a Ne´el state. This is essentially
the analogue of a ‘staggered magnetisation’ for spinless
fermions, and is defined as:
I(t) = 2
N
∑
i
(−1)i〈ni(t)〉 (35)
In the delocalised state, this imbalance should quickly de-
cay to zero, whereas in the localised state it should re-
main finite. This is no longer a local quantity, and requires
computing the occupation of every single lattice site at
each timestep. The results of this compuation are shown
in Fig. 3, where we see that it behaves as expected. There
is no clear sign of a transition, however there is a broad
crossover region which matches the same feature in the
level statistics.
In the intermediate critical region 0.5 ≤ α ≤ 1, there
is a persistent imbalance at long times for all system sizes
we have investigated thus far, though this imbalance does
weakly decrease with increasing system size. This is not
simply due to slow dynamics in this region: we have checked
up to times t ∼ 103 hopping times and seen no decay
of this imbalance. We have performed a simple finite-size
scaling analysis: for all values of α outwith the region
0.5 ≤ α < 1, we have used a linear fit in the inverse system
size to extrapolate the imbalance in the thermodynamic
limit. Within this region, where finite-size effects are the
strongest, we have used a power-law fit in the inverse sys-
tem size (shown in the inset of Fig. 2b) to attempt to
capture the scaling towards the thermodynamic limit. As
shown in the inset, the dependence of the imbalance on
1/L becomes increasingly non-linear as L→∞, though as
α→ 1 this non-linearity moves to larger and larger system
sizes. This is consistent with the idea that the number of
resonances which lead to delocalisation scale like L1−α in
this region [30]: to be able to see full delocalisation (and a
zero imbalance), one must go to larger and larger system
sizes in the limit of α → 1. Therefore, while naive finite-
size scaling presents an improvement over the raw data,
it likely still overestimates the imbalance in the critical
region due to the limits of the finite system sizes we have
simulated. The imbalance does not saturate immediately
at the critical point of α = 1, and continues to grow slowly
with increasing α. This is due to the eigenstates in this
region having long power-law tails [61] : while they may
be formally localised, these long tails still facilitate some
degree of transport, and only in the α → ∞ limit when
the tails are sufficiently small is the transport completely
inhibited on all length scales.
The final value of the imbalance also depends strongly
on the strength of the on-site disorder. This is again con-
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Fig. 3. a) The evolution of the imbalance for a chain of length
L = 64 following a quench from a Ne´el state, for various values
of the power-law exponent α from 0.0 (bottom) to 2.0 (top)
in increments of 0.1, averaged over ∼ 200 disorder realisa-
tions. The black curve is the Anderson insulator, effectively
the α → ∞ limit, for comparison. b) The endpoint I(tmax)
of the imbalance following a quency, plotted at tmax = 100
as a function of the power-law exponent α for three different
system sizes: L = 64 (triangles), L = 128 (squares), L = 256
(circles). There is a broad continuous crossover between lo-
calised and delocalised phases. The black line is the result of
extrapolation to the thermodynamic limit: a linear fit in the
inverse system size (with L = 16, 24, 32, 64, 128, 256) is used
everywhere apart from the region 0.5 ≤ α < 1 where finite-
size effects are strongest and the fit is power-law in the in-
verse system size, as shown in the inset. Due to the strong
dependence on system size, it is very likely that this naive
procedure still overestimates the imbalance in the critical re-
gion near α ≈ 1. c) The imbalance computed for fixed system
size L = 64 and for four different values of the on-site disor-
der strength W = 1.0, 5.0, 10.0 (from bottom to top). While
the position of the critical point is unaffected by our choice of
W , the imbalance varies dramatically, making the transition
more or less visible from the dynamics as we vary the disor-
der strength but also increasing the strength of the finite-size
effects which lead to a finite imbalance for α < 1.
sistent with the picture that the delocalisation is caused
by long-range resonances, i.e. events where Jij > |hi−hj |.
The narrower the distribution of the on-site disorder, the
smaller the typical value of the energy difference |hi − hj |
and the more likely it is that delocalising resonances will
be observed. Similarly, at large disorder the resonances
will be suppressed, necessitating larger system sizes in or-
der to see the true behaviour of the system in the thermo-
dynamic limit.
It is known from previous work that despite the de-
ocalised nature of all eigenstates in this region, fluctu-
ations around the GOE values are large [39]: a further,
more detailed investigation of the dynamics in this region
is required in order to umambiguously determine the be-
haviour of the imbalance and other dynamical quantities
in the thermodynamic limit.
4.3 Operator spreading
We can also ask how the support of an operator initially
defined on a single lattice site varies in real time. Tak-
ing the number operator ni(t) again, we can compute the
diagonal terms α
(i)
j (t) and see how the operator spreads
across the lattice as time goes on. By writing operators
in this way, the flow equation method provides a natu-
ral framework in which to calculate and understand how
operator spreading takes place even in many-body quan-
tum systems: at t = 0, the operator in this representation
is simply a delta function, with α
(i)
j (t = 0) = δij and
β
(i)
jk = 0 ∀j, k. As the operator evolves under the PRBM
Hamiltonian, however, diagonal terms with j 6= i start
to become non-zero, and (if the power-law exponent is
small enough) eventually the operator will develop non-
zero weight across the entire system. Note that this quan-
tity is independent of the initial state, as no expectation
value is considered here: instead, we are directly accessing
a property of the ensemble of Hamiltonians that comprise
the PRBM model.
The results of this procedure are shown in Fig. 4 for
three different values of the exponent α. Although tp the
best of our knowledge there are no rigourous Lieb-Robinson-
type bounds for light cones in systems with both disorder
and power-law couplings (but see for example here [62]
for a recent work), our results for the operator spreading
are consistent with other numerical results in very similar
systems for the dynamical evolution of probability dis-
tributions [63] and out-of-time-ordered correlation func-
tions [64,65]. For small α, the results are consistent with
other works indicating that the number operator initially
spreads in time like t ∼ log(r) (where r represents the
width of the support of the operator), with full delocalisa-
tion occuring on very short timescales. For larger α on the
other hand, there is an initial expansion of the number op-
erator at short times before the full effects of localisation
take hold and the support of the operator remains con-
fined to a narrow region. For intermediate values of α, the
behaviour of the operator is less clear: the combination of
strong disorder and random long-range hoppings leads to
complex dynamics with many competing timescales and
no clear ‘light cone’.
4.4 Correlation functions
One great advantage of the flow equation approach is that
at the end of the procedure, we have all the information
about the transformed operator ni(t) independently of any
state. This allows us to easily compute quench dynamics
with respect to different initial states, for example, but
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Fig. 4. The real-time spreading of the density operator initially defined on the central lattice site for a system of size L = 64,
on-site disorder strength W = 5 and J0 = 0.5. Panels a-c) show a density plot of the logarithm of the support of the density
operator in both space and time for three values of the exponent α = 0.5, 1.0, 2.0 corresponding to the delocalised, the critical
and the localised regions respectively. Panels d-f) show the support of the density operator at a fixed time t∗ = 100 following
a quench from the initial CDW state, for the same values of the exponents α. In the delocalised phase, there is a peak on the
lattice site where the density operator is initially defined, followed by a broad tail that is roughly constant with distance, due
to the long-range coupling. In the localised regions, the same initial peak is present, but there are long, slowly decaying tails.
Note that the tails do not decay exponentially, as would be the case for an Anderson insulator, but decay much more slowly.
also allows us to build more complex correlation functions
at essentially no extra computational cost. As an example,
here we will define and compute the equal-time density-
density correlation function, although we could also ex-
amine higher-order correlation functions. The connected
correlation function is defined as:
C
(c)
ij = 〈ni(t)nj(t)〉 − 〈ni(t)〉〈nj(t)〉 (36)
=
∑
kq
β
(i)
kq (t)β
(j)
qk (t)〈nk(1− nq)〉 (37)
where the averages are computed with respect to an initial
product state, and any averages of the form 〈c†i cj〉 are zero
for i 6= j. Defining the density-density correlation function
with respect to the central site of the chain as:
Cj(t) = 〈nL/2(t)nj(t)〉 − 〈nL/2(t)〉〈nj(t)〉 (38)
we can follow the dynamical evolution of this correlator
starting from an initial Ne´el state.
We can compute the long-time limit of this correla-
tion function Cj(tmax), shown in Fig. 5, to examine the
steady-state behaviour reached long after a quench. For
large values of α, the correlation function displays an ini-
tial exponential decay followed by long, slow power-law
tails, mirroring the known behaviour of the eigenstates
themselves [61], as well as the spreading of the density
operator as discussed in the previous section. For small α,
the correlation function rapidly becomes flat, signifying
the existence of long-range correlations in the delocalised
phases.
A correlation length can be extracted by fitting the
long-distance tails of Cj(t
∗) to a decaying functional form.
The fits are performed for a power-law decrease with dis-
tance for α ≥ 1, e.g. Cr ∼ (r/ξ)γ . Additionally, in order
to obtain the best statistics possible, the fits were per-
formed on symmetrised data where the correlation func-
tion was averaged about the central point. The raw data
for the correlation functions, the symmetrised fits and the
correlation length extracted from them can be found in
Fig. 5. For α < 0.9, the correlation function is essentially
flat on the length scales considered here, meaning that
the correlation length is larger than the system size and
cannot be accurately fitted with either power-law or expo-
nential form, suggesting that the system is delocalised at
these values of the exponent α, consistent with the known
phase diagram of this model. Note that this correlation
length may not be the same as the localisation length of
the system: rather, it is simply a lengthscale that can be
associated with the decay of the (dynamical) correlation
functions a long time after a quench.
5 Discussion
In this work we have limited our attention to non-interacting
but disordered quantum systems, for which the applica-
tion of flow equation method is particularly transparent
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Fig. 5. a) The density-density correlation function measured
with respect to the central site, computed at time t = 100 after
a quench for a chain of length L = 64, W = 5 and J0 = 0.5 for
various values of the power-law exponent α from 0.0 (top) to
2.0 (bottom) and using 256 disorder realisations. The colour
scale is the same as in Fig. 3. The points joined by translucent
lines are the raw data points, while the solid lines show the
fits used to extract the correlation length. (Note that the fits
are performed with respect to the long distance tails, not to
the central region.) At small α, the correlation function is es-
sentially flat. At large α, there is an initial exponential decay
away from the centre, followed by a long power-law tail. The
larger α is, the larger the region of exponential decay before
the power-law tail beging. The black line shows the correla-
tion function of the Anderson insulator (the α→∞ limit) for
comparison: it is exponentially localised, and decays quickly
away from the central site. b) The behaviour of the correla-
tion length ξ extracted from the fits shown in panel a) above.
The error bars represent the uncertainties in the fit: they are
smaller than the plot markers for most values of α. For α ≥ 1,
ξ decays monotonically. At α = 0.9, the correlation length is of
the same order as the system size, and below this value the cor-
relation function is flat and the correlation length is essentially
infinite.
as it can be carried out without further approximations.
In presence of interactions and disorder, such as in models
relevant for many-body localization (MBL), the applica-
tion of the method becomes more challenging, due to the
exponential growth of the Hilbert space or to the gener-
ation of higher-order couplings along the flow. Yet, this
is exactly the situation in which, due to the challenging
nature of the problem and the lack of general method-
ologies, developments of such techniques could result in
interesting applications.
One line of attack which has been explored in the liter-
ature is to formulate the flow equation in the full Hilbert
space, as an exact procedure to diagonalize the Hamil-
tonian ([31]) or to formulate the flow of operators in the
language of tensor networks taking advantage of the power
of matrix product state representation [35].
An alternative point of view, which we have explored
recently in the context of MBL [33] is to truncate the flow
of higher order couplings, taking advantage from the fact
that within the MBL phase the effective l-bit model de-
scribes interactions which decay exponentially as a func-
tion of distance and the higher-order terms in this fixed-
point Hamiltonian therefore contribute exponentially less
weight at each term [7]. In the flow equation scheme,
truncating at the leading order in the interactions means
that the interacting system can be treated at the same
computational cost as the non-interacting system, namely
O(N2), albeit with a large prefactor due to the increased
number of terms in the running Hamiltonian. Finally we
mention that this method has also been used to inves-
tigate many-body localisation in open quantum systems
[34] as well as driven Floquet models [66]. Extension of
this method to interacting systems with power-law hop-
ping, power-law interactions and interacting Floquet sys-
tems (e.g. time crystals) is currently ongoing [67]. It is also
possible to extend the Toda generator to cover interacting
spin chains, as discussed in detail in Ref. [51], however we
have not investigated that possibility numerically due to
the difficulty in implementing Toda flow for the simpler
case of non-interacting systems.
6 Conclusion
We have presented in this manuscript a study of the quench
dynamics of the Power-Law Random Banded Matrix model,
a system of non-interacting fermions with long-range hop-
ping that is often used to study features of the Anderson
transition and critical point. We have shown that despite
the eigenstates being formally delocalised for power-law
exponents α < 1, the non-equilibrium dynamics starting
from a charge density wave initial state retain a quasi-
localised nature in the region 0.5 ≤ α < 1 that persists in
the imbalance up to the largest system sizes we are cur-
rently able to simulate in reasonable computational time
using the flow equation method. We have further char-
acterized the evolution of operator spreading across the
localization transition and the long-time, real-space, pro-
file of density-density correlations.
There are many open directions for future develop-
ment of the flow equation framework as applied to disor-
dered, many-body quantum systems. Firstly, only a very
small number of generators have been studied in the lit-
erature, with the Wegner generator (and modifications of
it) being the most commonly-encountered choice. While
this generator is numerically robust, it is not necessarily
the optimum choice, particularly for interacting systems:
further investigation into appropriate generators of uni-
tary transforms would be desirable. Secondly, throughout
the formalism presented here we have not investigated the
properties of wavefunctions themselves, choosing instead
to focus on computing local quantities accessible to ex-
periments, however as quantities such as the inverse par-
ticipation ratio and entanglement entropy require knowl-
edge of the wavefunctions, and as far-from-equilibrium
phenomena such as MBL can involve eigenstate proper-
ties, it would be desirable and presumably straightfor-
ward to extend the method to compute eigenstates as well
as eigenvalues. Thirdly, the computational aspects of flow
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equations as applied to many-body systems have not his-
torically received a great deal of attention (with notable
exceptions, e.g. [32]): further developments and optimi-
sations in coding and applying continuous unitary trans-
forms could pave the way to a more widespread adoption
of this method.
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