Group recommendation has attracted wide attention owing to its significance in real applications. One of the big challenges for group recommendation systems is how to integrate individual preferences of each group member and attain overall preferences for the group. Most of the traditional group recommendation solutions regard group members as equal participants and assign a same weight to each member. As a result, performance of this type of recommendation methods is not as good as expected.
I. INTRODUCTION
With the rapid development of information technology, the problem of information overload has become more and more serious. When faced with a large amount of information on the Internet, users find it hard to discover required and relevant information quickly and accurately according to their preferences. Recommendation systems have become one of the effective mitigation methods and an ideal recommendation method is supposed to be able to help users quickly find the services of interest. In real life, many daily activities are carried out in the form of groups [1] . For example, a group of friends planning to organize a dinner party, some scholars participating in an academic conference, and a group of customers who want to organize a group-buying activity. Traditional personalized recommendation methods The associate editor coordinating the review of this manuscript and approving it for publication was Ying Li. fail to meet the demand of groups and as such, group-oriented recommendation is attracting more and more attention [2] .
Different from personalized recommendation [3] , group recommendation focuses on two key issues: 1) How to effectively aggregate group members' preferences; 2) How to make recommendations based on the aggregated group preferences. For the issues, our motivation is to improve performance of group recommendation by calculating the similarity between group members' preferences. We argue that the higher the similarity is, the bigger weight these members should be assigned. It will be easier to meet the needs of most group members during group recommendation based on the weighted integration of group preferences.
Most of the traditional group recommendation methods get group members' explicit preferences and regard different members as homogeneous objects in a static way. They assume group members have same weights during the aggregation of users' preferences. The preference aggregation strategies mainly include average strategy (AVG) [4] , least misery strategy (LM) [5] , and maximum satisfaction strategy [6] . However, in a real application such as a family union or social activity, most of these group members are heterogeneous because of their age, gender, intelligence and personality. All which are factors that may affect a user's choice. When a user participates in a group decision-making process as a group member, main factors that need to be considered are the interactions between group members and services such as click-through rates, purchase records, and browsing records. For this reason, autonomous learning of the interactions, measuring the similarity between group members scientifically, and integrating the similarity weights with group members' preferences should be considered in the research field of group recommendation [7] .
Nowadays, many applications provide service recommendation to groups. One of the difficulties faced by these recommendation systems is the mining interactive information between groups and services [8] , [9] . As shown in Figure 1 , in a family movie recommendation scenario, each family member has individual preference to each movie. Father u1 prefers movie A and B, mother u2 likes movie B and their son u3's favorite movies are A and C. Studying similarity between preferences of group members to assign reasonable weights for each group members and making group recommendations are the main work of this paper.
In this paper, we will discuss two key issues concerning how to obtain group recommendations.
The first issue focuses on building a model to learn the similarity of group members' preferences from the interaction information between members and services, with the purpose of integrating the preferences to obtain group preferences.
In recent years, neural network models such as recurrent neural network (RNN) and convolutional neural network (CNN) have become popular choices to solve the problems of sequence prediction and feature extraction [10] . In the RNN model, the interaction between service sequences with time characteristics is captured by a cyclic matrix, and the long-term dependencies are stored in memory. On the other hand, CNN captures implicit interactive information by the convolution kernel on the input sequence. When these two models are applied to group recommendation, neither of them can clearly capture the interaction between group members and services to get the similarity between group members. RNN cannot capture the integration in parallel. On the other hand, CNN can weakly capture the integration characteristics by the sliding-window concatenated transformations [11] . Based on these observations, this paper employs self-attention mechanism to learn the interaction information between group members and services, which can capture the long-dependent global interaction in parallel. In this way, we can adjust the aggregation strategy adaptively to generate group preferences.
Another problem here, is how to effectively use group preference vectors to improve the performance of group recommendation. For this purpose, we use collaborative metric learning to map group preference vectors and service feature vectors into the same embedding space for group recommendation. Specifically, CML calculates the similarity between group preference vectors and service feature vectors in the same embedding space, and ranks them in order to get the recommended service list. In this way, we improve the performance of group recommendation.
The main contributions of this paper are as follows:
1. This paper proposes the SACML model which combines the self-attention mechanism with metric learning, and implements group recommendation.
2. This paper develops a solution to compute the similarity weights of group members' preferences based on self-attention mechanism by using interaction between group members and services, which is aggregated with members' preferences to generate group preferences.
3. This paper conducts a series of experiments on public datasets to verify the validity of our proposed SACML model.
II. RELATED WORK
In this section, we briefly review the related work from three aspects: group recommendation, self-attention mechanism and collaborative metric learning.
A. GROUP RECOMMENDATION
Group recommendation is an important application problem in many social activities and industries such as online shopping, meal selection and travelling. Although personalized recommendation technologies such as collaborative filtering (CF) [12] and matrix factorization (MF) [13] have been widely studied, the research on group recommendation is still limited. The existing group recommendation methods are mainly focused on preference aggregation methods and score aggregation methods. Preference aggregation method uses the preferences of all group members to provide group recommendations [14] , [15] . The score aggregation method combines the service recommendation score of each group member to get the group recommendation score. Among these two methods, two most popular aggregation strategies are AVG and LM. The AVG strategy regards the average score of group members on services as the final score of the group, VOLUME 7, 2019 but the recommendation generated by the average strategy may include services that are unfavorable to some members. The LM strategy pleases each member by choosing the lowest group member score as the final score, thus filtering out the low scores service which may cause disadvantages to some members. Since the LM strategy depends on the lowest scoring members, it may eventually recommend services that no member likes. Both of these methods are predefined strategies, which assign weight to group members statically. In real life, however, group members are mostly heterogeneous, and various factors will affect users' choice in the group. How to measure the similarity of group members' preferences as weights according to the interaction between group members and services and how to generate group preferences by integrating the weighted preferences are important issues in group recommendation.
This paper adopts the self-attention mechanism to measure the similarity between group members' preferences from their historical interactions, and assign dynamic weights to group members.
B. SELF-ATTENTION MECHINSM
Attention mechanism in deep learning was first proposed in the field of visual image, similar to human visual attention mechanism. It pays attention to specific parts during training and has been widely used in many fields, such as natural language processing and computer vision [16] , [17] . In recent years, some studies have also applied attention mechanism to recommendation systems [18] . For example, Da Cao et al. proposed a model based on the combination of attention mechanism and NCF model to solve the problem of group recommendation [5] . His paper is the first to propose a group recommendation algorithm using neural network model to learn aggregation strategy and also, to alleviate the problem of cold start. Tran D et al. also proposed a group recommendation model based on attention mechanism, which mainly aggregates the preferences of group members, and combines the aggregated group preferences with personalized ranking recommendation for group recommendation [6] .
Self-attention mechanism was first proposed and used in machine translation by Google [19] . Unlike the traditional attention mechanism, self-attention mechanism focuses on interactive learning between multiple words in a sentence well [20] . Similarly, the self-attention mechanism can be used to learn the interaction between users and services in group recommendation. There are some methods to learn personalized interaction between users and services, such as matrix factorization [21] and Markov chain [22] . However, matrix factorization is hard to explain for implicit interaction and Markov chain needs too much computation. Selfattention mechanism takes into account the similarity relationship between group members' preferences, and obtains the interpretable weights of members rapidly [23] . This paper mainly uses self-attention mechanism to learn the similar interaction between members and services to aggregate the preferences of group members.
C. COLLABORATIVE METRIC LEARNING
Metric learning algorithm can capture the important relationship between data by generating distance metrics. It is an important technology in many machine learning applications, like document retrieval, image classification, etc. The main idea is to allocate smaller distances between similar objects and larger distances between objects with fewer similarities [24] . For example, in service recommendation, we want to allocate small distances to services with similar user preferences, large distances to services with different preferences, and finally select the recommendation services according to the minimum distance.
Collaborative filtering (CF), as the mainstream idea of service recommendation system [9] , mainly uses point product to measure the distance between user vector and service vector. The larger the point product, the closer the two vectors are [24] . However, the distance between point product and service vector does not satisfy the triangular inequality condition, that is, the distance can be transferred. For example, X is close to Y and X is close to Z, so Y is close to Z. Collaborative metric learning (CML) [25] is therefore preferred in this application.
Collaborative metric learning is a recently developed collaborative filtering algorithm. Its main idea is learning a user-service joint measure to encode the interactions between a user and services. Specifically, the measure will bring similar user-service pairs closer and push other dissimilar user-service pairs farther apart. Since CML satisfies the triangular inequality, this process will aggregate services similar to user preferences [26] .
In this paper, we use CML to recommend services for groups, in which the group preference vectors obtained by self-attention mechanism and the expected service vectors are acquired in the training stage. As far as we know, this paper is the first group recommendation method that combines self-attention mechanism and collaborative metric learning.
III. SACML MODEL
This paper proposes a group recommendation method based on Self-Attention Collaborative Metric Learning (SACML) to recommend services to all members of a fixed group. Generally speaking, the proposed model, SACML, comprises two parts: 1) group preference aggregation based on self-attention mechanism; 2) group recommendation based on collaborative metric learning. This paper first introduces the problem description of group recommendation in section A. Section B and C elaborate on two important parts of the model.
A. PROBLEM DESCRIPTION
Let G, U and S be the sets of all groups, all users and all services, respectively.
where g t denotes the t th group, u i denote the i th user and s j denote the j th service.
There are three observable interactions in the above three sets:
where g t_ s j denotes the interaction between the t th group and the j th service, that is,
where u i_ s j denotes the interaction between the i th user and the j th service, that is,
• Group-service positive and negative preference triples
is, service s j is a positive preference for group g t , while service s j is a negative one. Relevant symbol definitions are shown in Table 1 . With known GS, US and GSS, the goal of this paper is to recommend a list of services to all members of the given group g t , which contains m members.
The SACML model is proposed for group recommendation in this paper.
As shown in figure 2, SACML mainly consists of four layers and a collaborative metric learning model. After three inputs US, GS and GSS, the embedding layer is used to learn user preference, group self-preference and service feature respectively. With the help of user preference embedding, the similarity weights of group members in the group is calculated through Self-Attention mechanism. Group preference vector p t will then be aggregated with group members' preferences and similarity weights. Group self-preference embedding and service embedding pass through the MLP layer, which will be used for feature space transformation and implicit relations extraction. After that, the group selfpreference vectors p t , the positive service feature vectors q j and the negative one q j will be obtained through MLP layer. The final group preference vector p t is obtained by concatenating the group preference aggregation vector p t with the group self-preference vector p t . Through collaborative metric learning model, the group recommendation lists can be obtained.
B. BASE MODEL
In this section, we mainly introduce two base deep learning layers, embedding layer and MLP layer.
1) EMBEDDING
The embedding layer is designed to learn low-dimensional potential representation and reduce large-scale sparse interaction relationships' dimension at the same time [27] . In this paper, raw interaction relationships are US ∈ R |U |×|S| , GS ∈ R |G|×|S| and GSS ∈ R |G|×2×|S| . In order to transform large-scale sparse interaction relationships into low-dimensional embedding vectors, we multiply interaction relationships with three weight matrices W u ∈ R |S|×d , W g ∈ R |S|×d and W s ∈ R |S|×d respectively, where d is the embedding size. Three low-dimensional embedding vectors can be obtained, which are user embeddings u t {u t 1 , u t 2 , · · · , u t i , · · · } ∈ R |U |×d , group embeddings g{g 1 , g 2 , · · · , g t , · · · } ∈ R |G|×d and paired service embeddings in groups s{(s j , s j ), · · · , (s k , s k )} ∈ R |G|×2×d , where u t i means the i th user's embedding of the t th group, g t means VOLUME 7, 2019 the t th group's embedding and s j means the j th service's embedding.
2) MULTIPLE LAYER PERCEPTRON (MLP)
MLP (Multi-Layer Perceptron) is a forward-structured artificial neural network that maps a set of input vectors to a set of output vectors for feature space transformation and implicit relations extraction [27] . Group embedding and service embedding are fed into MLP with an activation function such as RELU. In this paper, we adopt two layers of full connection layer and the RELU function.
C. GROUP PREFERENCE AGGREGATION BY SELF-ATTENTION MECHANISM
Presently, the aggregation strategies of group members' preferences such as average and least misery neither shows the importance of users in the group nor take into account the interaction between each group member and a service, which has a dynamic impact on the weight of group members in any given group. This paper, therefore, adopts self-attention mechanism to capture similarity relationship between group members, which learns the weights of each member in a group to aggregate the preferences of group members.
The whole process of preference aggregation of group members based on self-attention mechanism is shown in Fig.3 . To enable all users in the group to pay attention to each other's preferences, we designed three feature spaces that can implicitly learn the similarity of user preferences in a group.
The detailed aggregation process is as follows:
The potential preference embedding vector of group member u t i ∈ R 1×d is attained after the embedding layer, and then we transform the preference embedding vectors of group member into two feature spaces f and h to calculate the weight value, where f (u t i ) = W f u tT i and h(u t i ) = W h u tT i .
where β ii indicates the degree to which the model pays attention to the i th group member when synthesizing the i th user space during the training process and x ii represents the implicit similarity relationship between the i th and i th group members' preferences in a group of two spaces learning together. Let α = (α 1 , α 2 , · · · , α m ) ∈ R m×1 the group member's weight, so the weight of the i th group member is
In the formulas mentioned above,
These parameters are weight parameter matrices, where d means dimension of feature space, m is number of group members and n shows the number of services in the group. Therefore, the group members' preference vectors projected into the feature space are multiplied by the weight to aggregate the group preference vector as follows:
However, there are some scenarios which need to consider the group's own preferences for a better recommendation. For example, a work group with three members of A, B, and C are requested to see an advertising video, and A usually favors animated movies, B likes action movies, and C prefers comedy movies. Although they have their individual preferences for movies, they finally agree to see this movie because they belong to the same work group. From this example, we can conclude that it is very necessary to take group's self-preference into consideration for a more accurate group recommendation.
Let p t be the self-preference vector of the group and g t the potential preference embedding vector of the group. The self-preference of the group p t is obtained through a full connection layer, as shown in formula (6):
where V g ∈ R d×d is the parameter matrix and d is the feature dimension of a group preference embedding vector.
In order to combine the aggregated group preference with the group self-preference, a linear operation is performed.
where p t represents the final group preference vector, p t expresses the group aggregation preference vector and p t means the group's self-preference vector. In order to adjust the proportion of p t and p t , γ is proposed. When γ = 1, the final group preference vector only considers the group aggregation preference vector p t .
D. GROUP RECOMMENDATION BASED ON COLLABORATIVE METRIC LEARNING
In order to measure the similarity between group and service and realize group recommendations based on it, this paper trains a common metric space to encode the similarities between group preference vectors and service feature vectors by using Collaborative Metric Learning algorithm.
With the help of positive and negative group-service preference triple (g t , s j , s j ), the hinge loss function is used to minimize the distance between similar group preference vector and service feature vector meanwhile maximizing the distance between dissimilar ones.
In this paper, we use d(g t , s j ) to represent the Euclidean distance between group g t and service s j , which represents the group's preference for different services. Its value is equal to:
where p t is the preference vector of the group g t and q j means the feature vector of the service s j , which is a service embedding [28] , acquired through embedded layer learning. It represents the inherent attributes of services. The loss function obeys the relative preference of groups for different services, that is to say, the distance between groups and positive services is closer, and the distance between groups and negative services is farther. Therefore, we use a hinge loss function [25] to express such a constraint:
where s j is the positive service and s j is the negative one. g t denotes the t th group, m is the boundary, which means a tolerance of two distance difference. According to the loss function L m , each group's target neighbor is its favorite service, that is, positive service. For positive services, the gradient of loss function draws them closer to the group, while for negative services, the gradient pushes them away from the group until they come out of the boundary. Fig.4 illustrates the principle of group recommendation based on collaborative metric learning. There are four interactive services for group, including two positive services s 1 , s 2 and two negative services s 3 , s 4 . The red arrow acts as the gradient. The left side of the graph is the state before model training, and the right side is the state after training. During CML model training, the positive services are pulled closer to the group by the gradient, and the negative services are pushed away until they exceed the margin of security limit.
Considering the interpretability of similarity value range, the similarity between the group preference vectors and service feature vectors is computed by the cosine similarity measure method [29] , as shown in Formula (10):
Finally, the cosine similarity value is sorted in ascending order, and the Top-K services are formed into recommendation lists [30] .
In this paper, stochastic gradient descent is used to minimize hinge loss function of CML, and Adam optimization method to control learning rate. The parameter learning process of SACML model is as follows:
1) Input a positive and negative group-service preference triple (g t , s j , s j ) and a boundary margin.
2) Update the group preference vector p t and the service feature vector q j . Their gradients are calculated separately, and the learning rate is adjusted adaptively by Adam optimization method. This step is repeated until convergence.
3) Output and compute the cosine similarity between p t and q j , and generate a recommendation list.
IV. EXPERIMENTAL SIMULATION AND EFFECTIVENESS EVALUATION
In order to verify the validity and accuracy of SACML, this paper first introduces the experimental preparation of the whole experiment, and then shows the experimental results and analyses them.
A. EXPERIMENTAL PREPARATION
This section will elaborate on the experimental settings, experimental data sets, evaluation criteria, baseline algorithm and parameter settings.
1) EXPERIMENTAL SETTINGS
The experimental hardware environment is CPU Intel (R) Xeon (R) CPU E5-2630 v2@ 2.60 GHz, memory 128GB, and system Centos 7.0. In order to implement SACML algorithm, Python, a deep learning framework PyTorch and scientific computing libraries numpy and SciPy are used in this paper.
2) EXPERIMENTAL DATA SETS
In order to test the effectiveness of the proposed group recommendation method for SACML, two popular public datasets CAMRa2011 [5] and Meetup datasets [6] are selected for experiments.
CAMRa2011 is a movie data set, which is grouped into training and test sets. Among them, the group data set contains the group members' relationships and also contains the positive and negative film relations of the family group; the user data of members includes the scores of a single family member on a single movie and the positive and negative film relative relations of each user member. The data statistics of the training data set are shown in Table 2 .
The Meetup dataset comes from Meetup.com, an online social event service that helps people publish and participate in face-to-face events. The data set statistics used in this paper are shown in Table 3 .
3) EVALUATION CRITERIA
In this paper, four evaluation indicators are used to evaluate the performance of the model: precision [31] , recall [31] , AUC [32] and NDCG [33] . Let K be the number of recommendation services where K is set to 5,10 and 15.
For Top-K group recommendation services, the precision and recall formulas are defined as follows:
AUC is an effective index to measure the quality of recommendation ranking. For each group, the following formula can be used:
where M and N denote the positive and negative number of movies respectively. In addition, S = R j , where R j represents the j th relevant services in the recommended list for group g t .
The formulas for calculating NDCG evaluation criteria are as follows:
where in the formula of computing Discounted Cumulative Gain (DCG), rel i represents the degree of relevance of the i th recommendation service. When rel i = 1, the i th recommendation service is selected by the group in a real environment, otherwise rel i = 0. IDCG is a normalized DCG, that is, under a perfect sort, the maximum DCG value obtained.
4) ALGORITHM BASELINE
• User-based CF with averaging strategy (CF-AVG) [6] : CF-AVG uses user-based collaborative filtering method to calculate each user's preference score for each candidate service, and then averages the preference score for all users to obtain the group recommendation score for each service.
• User-based CF with least-misery strategy (CF-LM) [6] : CF-LM is based on the least misery strategy. Similar to CF-AVG, CF-LM first uses user-based collaborative filtering to calculate each user's score for each candidate service. However, the lowest preference score of all users for the service is taken as the recommended score for each service.
• Matrix Factorization with averaging strategy (MF-AVG) [6] : MF-AVG is a matrix factorization model. MF-AVG takes the average score of all group members for a service as the recommended score of the service. Therefore, MF-AVG considers that all users in a group have equal weights of influence, that is, assume that all members contribute equally to the group.
• Matrix Factorization with least-misery strategy (MF-LM): Like MF-AVG, MF-LM is also an MF model, but the group's recommendation score for a service is derived from the lowest preference score of all users in the group.
• Collaborative metric learning with averaging strategy (CML_AVG) [25] : CML can learn a joint metric space to encode not only users' preferences but also the user-user and item-item similarity. Finally, group recommendations can be made by averaging user preferences and measuring similarities between the group and items.
• Collaborative metric learning with least-misery strategy (CML_LM) [25] : CML_LM is also a CML model with least-misery strategy.
• Attentive Group Recommendation (AGREE) [5] : The AGREE model adopts an attention mechanism to attain group preference, and learns the interaction between groups and items in the NCF framework.
5) PARAMETER SETTINGS
For all baseline algorithms, this paper carries out experiments under the optimal parameter setting. For SACML model, the Gauss distribution stochastic initialization parameters with mean 0 and standard deviation 0.05 are used at first, and the loss functions are optimized by using Adam optimizer. Table 5 and Table 6 compare Precision, Recall, AUC and NDCG values of various methods under K = 5, 10 and 15 respectively. It can be seen from the tables that:
• Indicators of SACML model perform best amongst the baseline models compared. This proves the validity of the SACML model in this paper. More specifically, self-attention mechanism plays an active role in aggregating group members' preferences and providing recommendation services for groups. The SACML model uses deep learning to render a better performing recommender system in comparison to the traditional recommendation methods (CF, MF and CML). This shows the superiority of the neural network, especially in simulating the high-dimensional spatial interaction among users, groups and services. Compared with the deep learning model AGREE, the SACML recommendation algorithm also has better performance. SACML learns the similar relationships among group members, which is able to better glean the interests of the group as a whole. AGREE model's attention layer just focuses on preference relationships between group members and services rather than similarities between group members, and the inputs of the training and prediction phases are different.
• Among all the methods, Precision decreases with the increase of the number of recommended services K, while Recall, AUC and NDCG increase. Because Precision and Recall are two contradictory measures, generally speaking, when Precision is high, Recall tends to be low, otherwise the opposite is true. The reason why Precision is relatively low is that there is only one group-preferred service in CAMRa2011 and Meetup data. The more recommended services there are, the lower the Precision.
• From the overall effect point of view, the six score aggregation baseline algorithms on the four evaluation indicators do not always maintain optimal effect. For example, in the case of K = 5, the NDCG evaluation index of CML_AVG is better than that of CML_LM, but CML_AVG's AUC evaluation index is worse than that of CML_LM's. This indicates that the recommendation effect of the traditional score aggregation baseline method is not stable, possibly because the weight given to group members' preferences is fixed, while the weight given to each group member by SACML is set to different values according to the interaction relationship of members in the group, which shows the flexibility and superiority of SACML model.
• Compared with four evaluation indicators in two datasets CAMRa2011 and Meetup, due to the large amount of data, there are more interaction behaviors between users and services in groups, and the recommendation performances of all models in Meetup is better than those in CAMRa2011.
2) THE INFLUENCE OF EXPERIMENTAL PARAMETERS a: PERFORMANCE OF DIFFERENT GROUP SIZE
In order to study the performance of each recommendation method under different group sizes, the Meetup dataset is used to test the performance of eight groups with the sizes of 1, 5, 10, 20, 50, 200, 500, 1000 respectively. Fig.5 shows the calculated NDCG@15 and AUC@15 curves. Fig.5 shows that SACML achieves better performance than other baseline methods at different group sizes. When the group size is less than 10, the performance of the model becomes better and better with the increase of the group size, because group members provide more interactive information and the results of recommendation are more accurate. When the group size is between 10 and 20, the group recommendation performance reaches the best. When the group size increases again, the recommendation performance decreases due to the high diversity in the group. Fig.6 shows the performance of the SACML model using Meetup data set in different dimensions of embedding vectors for groups, users and services. The NDCG@15 and AUC@15 curves are shown below. In the graph, larger dimensions do not necessarily lead to higher model performance, because high-dimensional space can easily lead to over-fitting. Smaller dimension cannot attain better performance due to its less representation.
c: WEIGHT VISUALIZATION
The SACML model allows us to calculate the weights of each member in a group for further analysis. In this paper, four groups of sizes 5, 10, 15 and 20 were randomly selected to learn weights. Fig.7 shows that the X axis represents the four groups' size, the Y axis represents the member u i corresponding to each group, and the color depth represents the weight value. The analysis of weight visualization may make the recommendation results of SACML model interpretable. In Fig.7 , if the weight of the member u 2 is the largest (darkest color) in the group size of 5, i.e., the member may be the leader in the group, and the group recommendation results can be explained by the preference of that leader.
V. CONCLUSION
In this paper, we propose a new recommendation model SACML, which combines neural network and metric learning. It uses self-attention mechanism to automatically learn the importance of each group member from the interaction between group members and services, while the group preferences are aggregated. We then use collaborative metric learning to implement group recommendations. In order to verify the validity of SACML, two real data sets were tested. The results show that compared with the seven baseline algorithms, SACML achieves better performance in group recommendation.
In the follow-up work, we will carry out in-depth research in the following two directions: 1) The self-attention network can dig out potential groups according to the interaction between users, and then recommend to these groups. Using self-attention network to carry out group discovery research, therefore, has good practical value. 2) SACML is developing to incorporate contextual information such as social relations, text information (like commodity reviews) and time information into the model. Also seeing that group member preferences are time variant, it will be of great research value to consider how to use time context information to realize online group recommendations.
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