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Figure 6.1 Schematic diagram of TV-PRO-seq and Trp treatment following with 






Here I want to thank: 
 My parents, grandparents and other family members for funding my Ph.D. and 
supporting my life and work. 
 Dr. Daniel Hebenstreit for supervision and funding of my Ph.D.  
 Dr. Massimo Cavallaro for helping me with the mathematics and modelling 
work.  
 Dr. Jose Gutierrez-Marcos and Dr. Yin Chen for advising. 
 Dr. Michael Huemer, Dr. Mark Walsh, Dr. Nathan Archer and Steven Servín 
González for helping me resolve the problems about programming and experiment. 





I hereby declare that this theses entitles ‘Timing Polymerase Pausing with TV-PRO-
seq’ is an original work and has not been submitted for a degree or diploma or other 
qualification at any university. 
The mathematics and modelling work of section 2.2.5 is finished under the help of 
Dr. Massimo Cavallaro. 
The work have been preprint on bioRxiv: 
Zhang, J., Cavallaro, M. & Hebenstreit, D. Timing Polymerase Pausing with TV-





Transcription of many genes in metazoans is subject to polymerase pausing, which 
corresponds to the transient arrest of transcriptionally engaged polymerase. It occurs 
mainly at promoter proximal regions and is not well understood. In particular, a 
genome-wide measurement of pausing times at high resolution has been lacking. 
    I present in this thesis an extension of PRO-seq, time variant PRO-seq (TV-PRO-
seq), that allowed researchers to estimate genome-wide pausing times at single base 
resolution. Its application to human cells reveals that promoter proximal pausing is 
surprisingly short compared to other regions and displays an intricate pattern. 
Furthermore, I found precisely conserved pausing profiles at tRNA and rRNA genes 
and identified DNA motifs associated with pausing time. I also found histone 
acetylation repressor H3K36me3 can cause long polymerase pausing. Finally, our 
result suggest that regulation of elongation is based on joint effect of multiple position 
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Chapter 1 Introduction and background 
1.1 Motivation for study 
Enrichment of RNA polymerase II has been found in  the promoter proximal region 
of highly regulated genes of metazoans1, 2. This enrichment has been suggested to be 
caused by the longer residence time of polymerases in this region2-4. However, several 
recent studies proposed that polymerases tend to abort transcription before entering 
productive elongation5-7. This phenomenon will also lead to polymerase enrichment 
in the promoter proximal region. To tackle this problem, I designed TV-PRO-seq, the 
first method which can estimate pausing times of polymerases at specific genome 
locations genome-widely. As a result, TV-PRO-seq is minimally influenced by the 
turnover rate of polymerase (See chapter 3.1); it can be used to test if the pausing time 
of polymerases in promoter proximal regions is indeed longer than other region of 
genes. 
Because pausing time calculated by TV-PRO-seq is based on the growth rate of 
reads of pausing sites, it is not influenced by the gene expression level. This advantage 
allows analysis for pausing sites across meta-genes to, for example, analyse elemental 
pausing. It also makes TV-PRO-seq data well suited to integration with other 
sequencing data such  as ChIP-seq datasets for genome-wide analysis. 
As TV-PRO-seq is not limiterd to Pol II, it also can reveal pausing patterns of Pol I 
and Pol III transcribed genes. 
1.2 Gene expression and transcription 
DNA is the macromolecule that stores the genetic information of organisms. It is 
composed of monomeric units, nucleotides. Each nucleotide contains one of four kinds 
of nitrogen-containing nucleobases: A, T, C or G. DNA determines the phenotype of 
organisms indirectly. It is stable and identical in most cells during development and 
differentiation of organisms. While cells in the same organism share the genetic 
information, they perform different tasks, which is largely determined by the proteins 
in the cells. The process finally resulting in the generation protein is ultimately 




Gene expression consists mainly of two parts, transcription and translation8 
(Figure 1.1). As an analogy, consider a cell as a computer. DNA will be the code stored 
in the hard drive, and proteins are the image we can see on the monitor. Code itself 
does not have a function, but it decides the reaction of software towards input. The 
process of the code running, and output images, is gene expression. In the same way 
that the image on screen corresponds to the input, the expression of genes exhibit 
spatial and temporal differences according to internal and external signals. The 
regulation of gene expression orchestrates functional specification in different cell 
types and is thus essential for development, differentiation, stress response, and 
adaptability in organisms.  
     
 
Figure 1.1 Central ‘dogma’ of molecular biology  
1.3 Polymerase pausing 
RNA polymerases are the key players of transcription. Three different types of 
RNA polymerases have roles in the nucleus of eukaryote cells: Pol I, Pol II and Pol 
III (RNA polymerase I, II and III). Pol I, Pol II and Pol III transcribe different classes 
of genes. Pol I transcribes 18S, 5.8S and 28S rRNA9 (ribosomal RNA); Pol III mainly 
transcribes short structured RNAs, including 5S rRNA, tRNA10 (transfer RNA). Pol 
II is highly researched, as it transcribes mRNA (message RNA), the template for 
proteins11. During transcription, RNA polymerase binds to template DNA; nascent 
RNA is generated according to the sequence of the DNA template as the RNA 
polymerase moves forward. The speed of RNA polymerase is not uniform. RNA 
polymerases have been found enriched in particular positions of genes and proposed 
to stay longer on these compared to other positions2, 4, 12-15. This phenomenon, the 










termed ‘polymerase pausing’. As pausing is a controlled process16-19, its dynamics are 
expected to be relatively complex. In this thesis,   I introduce various terms  for a better 




Figure 1.2 Dissecting polymerase pausing with different parameters 
Three examples of pausing sites have been posited. The grey line represents template 
DNA, and green lines represent RNAs. The red points on the green lines mean that 
pausing has happened at the corresponding pausing sites during transcription. 
Polymerase flux refers to the number of polymerase that pass each position. Genes 
with a higher expression level have a higher polymerase flux. Abortive transcription 
will increase the polymerase flux of positions in the promoter proximal region without 
influencing the pausing time of each paused polymerase. Backtracking allows 
polymerases to pass the same positions twice, which also increases the polymerase 
flux of these positions. As shown, we propose that not all the polymerases necessarily 
pause at all pausing sites while they transcribe. The percentage of paused polymerases 




residence time of paused and non-paused polymerase divided by the polymerase flux 
yields the average residence time. Because non-paused polymerase contributes little 
to the sum of polymerase residence time, the average residence time can be 
approximated pausing time times pausing fraction. 
 
1.3.1 Polymerase occupancy 
Polymerase occupancy corresponds to the enrichment level of polymerase on a 
specific genome position, which can be measured by ChIP-seq. The experimental 
procedure of ChIP-seq starts with fixation of the polymerases on to chromatin and 
then breaks the chromatin into small fragments. Antibodies against polymerase are 
then used for immunoprecipitation, which enriches DNA fragments bound to 
polymerase, which in turn allows sequencing of the DNA. Reads of ChIP-seq are 
aligned to a reference genome. The average number of aligned reads on specific 
genome positions is used as a measure of coverage20, 21. Various sequencing methods 
have been invented to discover the polymerase occupancy on specific DNA strands 
and/or higher resolution, such as GRO-seq (Global run-on sequencing)22, scRNA-seq 
(short capped RNA sequencing)23, nascent RNA sequencing24, NET-seq (Native 
elongation transcript sequencing)25 and PRO-seq (Precise run-on sequencing)26. 
 
1.3.2 Polymerase flux and average residence time 
The number of polymerases that move past a given position in a unit of time is 
defined as ‘polymerase flux’. Polymerase flux is positively correlated to polymerase 
occupancy. Higher polymerase flux means more polymerases pass a genome position 
in a certain time period. As shown in Figure 1.3 A and B, genes with higher expression 






Figure 1.3 Diagrams of polymerase occupancy difference of different statement 
A. This diagram shows the polymerase occupancy of a mock gene. 
B. The polymerase occupancy of a mock gene with higher expression level than the 
gene in (A). 
C. The polymerase occupancy of a mock gene with the same expression level as in (A), 
but where a majority of polymerases will turn over in the PPR (promoter proximal 
region). 
D. The polymerase occupancy of a mock gene with the same expression level as in (A), 
but with a pausing site in the PPR that stops polymerases. 
 
This is a simplified situation where polymerase flux stays constant within the same 
gene. However, the polymerase flux along a gene is not necessarily the same (Figure 
1.2). For instance, not all the polymerases might generate full-length transcripts. As 
shown in Figure 1.3 C, a majority of polymerases might turn over before they enter 
productive transcription, and will generate abortive transcripts5-7. This will make the 
polymerase flux in the region before the early transcription termination position higher 
than after it. Beyond abortive transcription, there are other transcription events that 
can make the polymerase flux different between positions in the same gene. In 
‘backtracking’, for example, some polymerases will be blocked at a certain position 
during transcription; the polymerases have to move backwards first, then become 
arrested before going forward again23, 25, 27, 28. It means polymerases will go through 
the backtracking region twice, thus have higher polymerase flux. 








polymerase occupancy = polymerase flux * average residence time  (1)  
 
The average residence time represents the average period of time a polymerase spends 
at certain positions. Polymerases that stay longer at certain positions of a gene will 
also give rise to higher polymerase occupancy at those points (Figure 1.3 A and D).  
 
1.3.3 Pausing fraction and pausing time 
Polymerase pausing is subject to regulation16-19. This means that the profile of pausing 
at genes is potentially different upon responding to the environment. After a heat shock, 
for instance, polymerases are likely to pass unimpededly the pausing sites of response 
genes29. I defined the average fraction of polymerases that pause at a pausing site as 
the ‘pausing fraction’. Pausing sites with a higher pausing fraction should have a 
higher polymerase occupancy. 
In contrast to the average residence time, if we only consider the residence time of 
polymerase really paused at a certain position, we get the ‘pausing time’. As the 
polymerase moves fast during elongation (it only spends ~0.01 to 0.06 seconds at each 
nucleotide3, it contributes little to the polymerase occupancy of polymerases at the 
pausing site. Since the polymerase occupancy is the product of polymerase flux and 
average residence time (Eq. 1), we can deduce that the average residence time is 
approximately equal to the product of pausing fraction and pausing time (Eq. 5): 
average residence time = (polymerase occupancyn + polymerase occupancyp) / 
(polymerase fluxn + polymerase fluxp),      (2)  
where n denotes non-paused polymerase and p denotes paused polymerase. 
 
average residence time ≈ polymerase occupancyp / (polymerase fluxn + polymerase 
fluxp)            (3)  
⇒	
average residence time ≈ (polymerase occupancyp/ polymerase fluxp) * [polymerase 





average residence time ≈ pausing time * pausing fraction   (5)  
 
Base on Eq1 and Eq5, polymerase occupancy can also be calculated as: 
    polymerase occupancy ≈ polymerase flux * pausing time * pausing fraction 
           (6)  
 
1.3.4 Pausing frequency 
As pausing typically occurs at multiple positions in a transcribed region25, 30, I define 
the density of pausing sites, i.e., their number within a length of sequence, as ‘pausing 
frequency’. Pausing frequency is an important parameter that influences 
transcriptional dynamics. The more pausing sites in a gene, the slower the speed of 
polymerase engaging in that region can be expected. Also, pausing frequency has been 
suggested to influence the dispersion of mRNAs in individual cells (transcriptional 
noise)31. 
 
1.4 Polymerase pausing and transcription regulation 
As one of the first steps of gene expression, transcription is highly regulated. The 
process of transcription can be divided into three phases: initiation, RNA polymerase 
binds to chromatin; elongation, RNA polymerase moves to product nascent RNA; 
termination, RNA polymerase is released from the DNA template32. Studies about the 
mechanisms of gene regulation are mostly focused on the assembly of the pre-
initiation complex (PIC)33. However, recent research emphasizes the importance of 
regulation downstream of transcription initiation, as polymerase pausing has been 
found to be widespread throughout the whole genome20, 21, 25, 26. Polymerase pausing 






1.4.1 Pausing and initiation 
Most attention in pausing related literature is focused on Pol II enrichment 
downstream of TSS. The enrichment has been interpreted as polymerase that pauses 
for a longer time in this region2, 13, 34 (Figure 1.3 D). This promoter proximal pausing 
has been suggested to be a rate-limiting step for gene expression, as it has been found 
to dominate among genes with high expression level35. Polymerase enrichment in the 
PPR (promoter proximal region) has been suggested to inhibit the formation of 
nucleosome. Thus, the promoter can maintain an open chromatin state to permit higher 
expression1, 36. This phenomenon has mainly been found in genes that are high 
regulated, but not in housekeeping genes1. Beyond that, pausing in the PPR has also 
been suggested to occupy the region downstream of TSS in order to inhibit initiation 
of successive rounds of transcription4. 
However, recent studies suggest that the reason that Pol II enriches in the PPR may 
also be caused by a high turnover rate of Pol II5-7 (Figure 1.3 C). More than 90% of 
initiated polymerase appears to drop off the DNA template and generate abortive 
transcripts before it enters productive transcription6. Studies that measure polymerase 
pausing times are desirable to distinguish among different reasons for polymerase 
enrichment in the PPR. 
 
1.4.2 Pausing and elongation 
Pausing of polymerase is in principle not restricted to the PPR, but has been found 
throughout the entire length of genes25, 30. Nucleosome loss and/or histone acetylation 
after heat shocks have been proposed to loosen chromatin, thereby facilitating 
elongation by reducing polymerase pausing29. Beyond that, RNA splicing, the process 
that removes the intron from pre-mRNA by spliceosomes, has been shown to correlate 
with polymerase pausing by a series of works. 
    Splicing occurs during transcription; more than half of splicing takes place only 
within 45nt downstream of intron/exon boundaries37. Higher polymerase occupancy 
has been found around splicing sites, which suggests that polymerase pauses for 




to the alternative exon39. Furthermore, the transcription factor CTCF can induce 
polymerase pausing and lead to the retention of weak upstream splicing sites40.  
 
1.4.3 Pausing and termination 
A region with high polymerase occupancy has also been found downstream of the 
TES (transcription end site)38. This suggests that termination of transcription requires 
polymerase pausing or slowing as well41. Mutants of Pol II with different elongation 
rates are consistent with this suggestion; Pol II with faster elongation terminates 
transcription further downstream while slowly moving Pol II terminates transcription 
upstream42. In addition, dominant-negative TFIIS (Transcription factor IIS), which 
inhibits the rescue of backtracked polymerase, also facilitates termination of 
transcription just downstream of TES43. 
 
1.5 Deeper understanding of pausing by measuring 
pausing time 
During the last 12 years, about 10 different next generation sequencing methods have 
been developed or used for understanding pausing4, 20-26, 44-46. However, all of these 
methods in principle can only measure polymerase occupancy, not pausing. As 
illustrated in Figure 1.2, polymerase occupancy is influenced by polymerase flux, 
pausing time and pausing fraction. Individual cases of altered/elevated polymerase 
occupancy can have completely different biological explanations. For example, the 
polymerase enrichment in PPR can be caused by longer pausing time (Figure 1.3 D) 
or higher polymerase flux (Figure 1.3 C).  
Various methods have been used to study pausing time. However, all of these have 
certain limitations. FRAP (fluorescence recovery after photobleaching) can reveal 
overall  pausing in vivo6, 47, but it cannot detect the genomic locations of polymerases. 
Nascent transcription RNA FISH (fluorescence in situ hybridization) can reveal 
pausing sites of individual cells, but only for a small number of genes with designed 
probes48. Trp (Triptolide), a covalent inhibitor of the TFIIH subunit XPB, has been 




to the polymerase occupancy of the region downstream of TSS upon a Trp treatment 
time series allows estimation of the average pausing times at the PPRs of all genes3, 4, 
49. However, this method cannot estimate pausing time in regions other than the PPR 
and the measurements have low positional resolution. Furthermore, recent research 
suggests that uptake of Trp is slow, which will lead to overestimates of pausing time 
by this method50.  
For these reasons, I developed TV-PRO-seq, a method that can estimate pausing 
times in genome-wide fashion at single-base resolution. TV-PRO-seq allowed me a 
meta-analysis for pausing times in different gene regions. In addition, it can be used 
for analysis of short genes, such as tRNAs and lncRNAs (long non-coding RNAs), 
which was hitherto impossible. 
My results showed that promoter proximal pausing is actually shorter than pausing 
in other regions (this result can also be due to the effect of sarkosyl). The polymerase 
actually does not pause for longer time in this region, but shorter. This result is 
consistent with previous research showing that the majority of Pol II drops off from 
the DNA template before entering productive transcription5-7. My results also 
highlight the importance of pausing in the gene body for transcription regulation. As 
polymerase pauses about every 20nt to 100nt13 in a typical gene, a widespread pausing 
mechanism should exist also for this gene region. Previous research has shown that 
nucleosomes can act as barriers for Pol II51, 52. My results extend this by demonstrating 
that polymerase is paused for a long time in front of nucleosomes with modification 
such as H3K9me3 and H3K36me3. Beyond that, I have defined various new sequence 
motifs that correlate with pausing. I am proposing that these motifs and nascent RNAs 
can form DNA-RNA hybrid helices which then leads to pausing. Finally, I analyse the 
relationship between pausing and transcriptional dynamics, which establishes the 





Chapter 2 Timing pausing with TV-PRO-
seq 
2.1 Introduction 
    Pausing has been known for decades. It was first found in vitro for RNA polymerase 
of Escherichia coli in the early 1970s53, 54, and was finally confirmed by in vivo 
experiments in hen erythrocytes for the beta-globin gene in 198155. Pausing in the 
promoter proximal region has been suggested to play an important role in gene 
expression by various mechanisms. These include the maintenance of  an open 
chromatin state at the promoter region for activation of expression1, the blocking  of 
further initiation for successive rounds of transcription4, along with enabling rapid 
responses to the environment2, 29 and synchronous expression of genes12. Pausing in 
the gene body has been suggested to be functionally interdependent with co-
transcriptional splicing37, 56, and pausing after the TES faciliates termination of 
transcription41-43. 
    In more recent years, ChIP (chromatin immunoprecipitation) of polymerase57 and 
nuclear run-on assays58 were introduced to the study of polymerase pausing. ChIP 
encompasses immunoprecipitation of a target protein, i.e., Pol II, by antibody, 
followed by isolation of the DNA/RNA bound to it. Nuclear run-on assays, on the 
other hand, are based on the addition of labelled NTP (Nucleoside triphosphate) into 
the cells suspension, followed by extraction of the labelled nascent RNAs. Using these 
types of methods, pausing, specifically in the region close to the TSS (transcription 
start site), has been proved to occur at several other genes in the following decade59-
61. This phenomenon of Pol II enrichment within 20 nt to 100 nt downstream of TSS 
has been termed ‘promoter proximal pausing’. The promoter proximal pausing has 
been confirmed with genome-wide ChIP-chip (chromatin immunoprecipitation 
microarray) experiments21. 
Various sequencing methods have been developed/used for the research of 




Pol II are selected by ChIP, followed by sequencing of the fragments to reveal the 
genomic locations of Pol II20, 21 (Figure 2.1A). As the fragments of DNAs are usually 
between 100 to 500 nt of size, ChIP-seq produces results at comparatively low 
positional resolution. To improve this aspect, ChIP-exo62 (exonuclease) and its 
advanced version ChIP-nexus63 (nucleotide resolution through exonuclease, unique 
barcode and single ligation) were devised. These two methods degrade overhanging 
DNA by exonuclease after ChIP, while the central, protein-bound part is protected. 
This narrows down the detected positions towards the 5’ borders of the DNA actually 
bound by the protein4, 64 (Figure 2.1B). NET-seq sequences the nascent RNA attached 
to Pol II after ChIP of the latter25 (Figure 2.1C). It produces a strand-specific map of 
polymerases at single nucleotide resolution. scRNA-seq (short capped RNA-seq, not 
to be confused with single cell RNA-seq) is aimed at sequencing short RNAs with 5' 
caps23. The procedure of scRNA-seq is simple; uncapped RNAs such as rRNAs are 
removed by 5’ monophosphate-dependent terminator exonuclease, followed by 
selection of RNAs between 25nt to 120nt of size by electrophoresis for sequencing 
(Figure 2.1D). Its yields high resolution results but is limited to the region right 
downstream of TSSs. 
GRO-seq as the first run-on based nascent RNA sequencing method was developed 
in 200822. It is based in the addition of BrU (5-Bromouridine 5′-triphosphate) to 
isolated nuclei. Active polymerases will then incorporate BrU into their nascent RNAs. 
This permits enrichment of the labelled RNAs by beads-bound antibodies and in turn 
their sequencing after reverse transcription and PCR (Polymerase chain reaction) 
(Figure 2.1E). PRO-seq is an advanced verions of GRO-seq that was developed in 
201326. Instead of BrU, the labelling step of PRO-seq is done with biotin-NTPs. These 
biotin-NTPs can block transcription and thus record the precise position of polymerase 
pausing (Figure 2.1F). Several assays based on PRO-seq extend its application. 
coPRO-seq allows the joint analysis of pausing, TSS and the 5’ cap’s state44. Finally, 







Figure 2.1 Principle of sequencing methods used to investigate polymerase 
pausing 
A. Chromatin is fragmented and crosslinked with Pol II, followed by 
immunoprecipitation of Pol II-bound chromatin fragments with an antibody directed 
against the polymerase. The DNA fragments are the processed and subjected to 
sequencing. 
B. Based on A, but the DNA fragments bound to Pol II are degraded by exonuclease 

























C. Similar to A, but nascent RNAs are processed to sequencing instead of the DNA. 
D. Uncapped RNAs are removed by exonuclease, and long RNAs are removed by 
electrophoresis. Remaining short capped RNAs are processed to sequencing. 
E. BrU is added to isolated nuclei or permeabilized cells and nascent RNAs 
transcribed by active polymerases become labelled. The labelled RNAs are processed 
to sequencing. 
F. Similar to E, but using biotin-NTP instead of BrU. 
 
Despite the number of various sequencing methods that have been developed, they 
are restricted to reveal polymerase occupancy only. A method that can measure the 
pausing times of pausing sites in genome-wide fashion is critical for the in-depth study 
of the complex dynamics of transcription. Here, I developed time-variant PRO-seq 
(TV-PRO-seq), which is essentially a time series of individual PRO-seq65 samples and 
which can be used to investigate the pausing time across the whole genome. For 
analysing TV-PRO-seq results, I devised a peak calling procedure that outputs results 
with single nucleotide resolution. Finally, I used a Bayesian framework that models 







2.2.1 Reagents  
Reagents Company Part Number 
DEPC water Fisher Scientific 10514065 
NaCl Sigma-Aldrich  S9888 
KCl Sigma-Aldrich P9333 
CaCl2 Sigma-Aldrich C1016 
MgCl2 . 6H2O Sigma-Aldrich M2670 
EDTA Sigma-Aldrich E9884 
NaOAc Sigma-Aldrich S2889 
NH4Ac Sigma-Aldrich A1542 
MgAc2 Sigma-Aldrich M5661 
EGTA Sigma-Aldrich E3889 
Sarkosyl Sigma-Aldrich L5125 
Sucrose Sigma-Aldrich S0389 
NaOH Fisher chemical 10396240 
DTT Sigma-Aldrich D0632 
Glycerol Sigma-Aldrich G5516 
DMSO Sigma-Aldrich 41640 
TWEEN-20 Sigma-Aldrich P9416 
Triton X-100 Sigma-Aldrich X100 
Tris-HCl pH 6.8 1M VWR International Ltd A4987 
Tris-HCl pH 7.4 1M Sigma-Aldrich T2663 
Tris-HCl pH 8.0 1M Sigma-Aldrich 93283 




Absolute Ethanol Fisher Scientific BP2818 
Isopropanol Fisher Scientific BP2618 
Chloroform Fisher Scientific 10488400 
Biotin-11-CTP PerkinElmer NEL542001EA 
Biotin-11-UTP PerkinElmer NEL543001EA 
Biotin-11-ATP PerkinElmer NEL544001EA 
Biotin-11-GTP PerkinElmer NEL545001EA 
ATP New England Biolabs P0756S 
GTP Fisher Scientific 10698085 
P-30 column Bio-Rad 732-6250 
Streptavidin M280 beads Fisher Scientific 10465723 
Trizol Fisher Scientific 15608948 
Trizol LS Fisher Scientific 15867521 
GlycoBlue Fisher Scientific 10301575 
Phenol:chloroform Sigma-Aldrich 77617 
RNase inhibitor Fisher Scientific 10773267 
T4 RNA ligase I New England Biolabs M0204S 
RppH New England Biolabs M0356S 
T4 Polynucleotide Kinase New England Biolabs M0201L 
Superscript III Fisher Scientific 12087539 
dNTP mix New England Biolabs N0447 
Q5 master mix New England Biolabs M0544 
TEMED VWR International Ltd 443083G 
APS Sigma-Aldrich A3678 
Acrylamide Sigma-Aldrich A3449 




SYBR Gold Fisher Scientific 10358492 
25-700bp DNA ladder Fisher Scientific 10784881 
 
All RNA/DNA oligos (RNA adaptors and DNA primers) synthesis was done by 
Sigma-Aldrich. The sequences are the same as described in the published PRO-seq 
protocol65. 
Sequencing was performed on an Illumina NextSeq 500 machine for 51bp single end 
by the Genomics Facility of the School of Life Sciences, University of Warwick. 
 
2.2.2 Library building of TV-PRO-seq 
2.2.2.1 Cell culture 
HEK293 cells were cultured at 37℃ and 5% CO2 in DMEM containing 10% FBS in 
a 175 cm2 flask. KBM-7 cells were cultured in the same way, using IMDM instead of 
DMEM. S2 cells were cultured at 28℃ in Schneider's D. melanogaster Medium 
supplemented with 10% heat-inactivated FBS in a 25 cm2 flask. When confluency 
reached 60%, the culture medium was replaced with fresh medium for one day. (For 
triptolide (Trp) and Flavopiridol (FP) treatments of HEK293 cells, Trp and FP were 
added at concentrations of 500 nM and 300 nM, respectively, and cells were incubated 
at 37℃ for 10 min before cell permeabilization.) 
 
2.2.2.2 Cell permeabilization 
1. Cells from 2.2.2.1 were harvested and collected in a 50mL falcon tube, followed by 
1000g, 4℃ centrifugation for 5min (for TV-PRO-seq, at least 5×108 cells are required 
in this step). 
2. Cells were washed with ice-cold PBS and centrifuged again. 
3. Cells were resuspended in 20ml ice-cold permeabilization buffer (Table 2.1), then 




Table 2.1 Permeabilization buffer 
1M Sucrose 15mL 
1% Tween-20 2.5mL 
1M Tris-HCl pH 7.4 500μL 
0.1M EGTA 500μL 
10% NP40 500μL 
2M KCl 250μL 
1M MgCl2 250μL 
1M DTT 25μL 
RNase inhibitor 5μL 
Protease inhibitor 1 tablet 
Total (by adding DEPC water) 50mL 
 
4. Cells were washed by 15ml ice-cold permeabilization buffer following 
centrifugation. 
5. Repeat Step 4. 
6. Cells were resuspended in storage buffer (Table 2.2) to a concentration of about 107 
cells in 100μL in 1.5ml tubes (TV-PRO-seq needs at least 20 tubes samples when 
considering 4 timepoints, duplicates, and 4 reserve samples). Tubes were flash-frozen 
in liquid nitrogen and stored at -80℃ (the permeabilized cells can be stored at -80℃ 
for up to 6 months). 
 
Table 2.2 Storage buffer 
0.5M EDTA 0.4μL 
1M Tris-HCl pH 8.0 20μL 




1M DTT 10μL 
Glycerol 500μL 
DEPC water 1460μL 
 
 
2.2.2.3 Buffer preparation before TV-PRO-seq 
The solutions for TV-PRO-seq were prepared beforehand and can be stored at room 
temperature for 6 months: 
5M NaCl: 58.4g NaCl was dissolved in 200mL DEPC water, then stored overnight 
after mixing. The solution was then autoclaved. 
2M KCl: 2.982g KCl was dissolved in 20mL DEPC water, then stored overnight after 
mixing. The solution was then autoclaved. 
1M MgCl2: 4.066 MgCl2 · 6H2O was dissolved in 20mL DEPC water, then stored 
overnight after mixing. The solution was then autoclaved. 
1M Sucrose: 34.23g Sucrose was dissolved in 100mL DEPC water, then stored 
overnight after mixing. The solution was then autoclaved. 
5M MgAc2: 4.289g MgAc2 was dissolved in 20mL DEPC water, then stored overnight 
after mixing. The solution was then autoclaved. 
1M NH4Ac: 1.542g NH4Ac was dissolved in 20mL DEPC water, then stored 
overnight after mixing. The solution was then autoclaved. 
0.1M EGTA: 0.761g EGTA was dissolved in 20mL DEPC water, then stored 
overnight after mixing. The solution was then autoclaved. 
1N NaOH: 2g NaOH was dissolved in 50mL DEPC water. 
10% Triton-X100: 2mL Triton-X100 was added in 18mL DEPC water. 
10% NP40: 2mL NP40 was added in 18mL DEPC water. 




2% Sarkosyl: 0.4g Sarkosyl was dissolved in 10mL DEPC water, and then mixed. 
After dissolution, the solution was filtered by a 0.22 μm filter. 
 
The buffers for washing streptavidin-coated magnetic beads were made before the 
library building. All buffers can be stored at 4℃ up to 1 week: 
High-salt wash buffer: 1M Tris-HCl (pH 7.4) 2mL, 5M NaCl 16mL, 10% Triton X-
100 2mL, DEPC water 20mL. 
Binding buffer: 1M Tris-HCl (pH 7.4) 400μL, 5M NaCl 2.4mL, 10% Triton X-100 
400μL, DEPC water 36.8mL. 
Low-salt wash buffer: 1M Tris-HCl (pH 7.4) 200μL, 10% X-100 400μL, DEPC 
water 39.6mL. 
 
Prewashed streptavidin-coated magnetic beads were prepared as: 
1. For each sample, 90μL M280 beads were added into a 1.5mL tube and placed on a 
magnetic stand for 1min, followed by removal of the liquid by pipette. 
2. The beads were washed once with buffer: 1N NaOH 100μL, 5M NaCl 10μl, DEPC 
water 890μL. The tubes were placed on the magnetic stand for 1min, followed by 
removal of the liquid by pipette. 
3. The beads were washed twice with buffer: 5M NaCl 20μl, DEPC water 980μL. The 
tubes were placed on the magnetic stand for 1min, followed by removal of the liquid 
by pipette. 
4. The beads were resuspended in binding buffer. 
 
2.2.2.4 Nuclear run-on 
1. Prepare run-on buffer (Table 2.3 for four biotin run-on and Table 2.4 for two biotin 
run-on). For TV-PRO-seq, we make 8.5X volume buffer; S2 cells and HEK293 cells 





Table 2.3 Four biotin run-on buffer 
 1X 4.5X 8.5X 
1M MgCl2 0.5μL 2.25μL 4.25μL 
1M Tris-HCl pH 8.0 1μL 4.5μL 8.5μL 
0.1M DTT 1μL 4.5μL 8.5μL 
RNase inhibitor 2μL 9μL 17μL 
1mM biotin-ATP 5μL 22.5μL 42.5μL 
1mM biotin-GTP 5μL 22.5μL 42.5μL 
10mM biotin-UTP 0.5μL 2.25μL 4.25μL 
10mM biotin-CTP 0.5μL 2.25μL 4.25μL 
2M KCl 15μL 67.5μL 127.5μL 
DEPC water 19.5μL 87.75μL 165.75μL 
2% Sarkosyl 50μL 225μL 425μL 
 
Table 2.4 Two biotin run-on buffer 
 1X 4.5X 8.5X 
1M MgCl2 0.5μL 2.25μL 4.25μL 
1M Tris-HCl pH8.0 1μL 4.5μL 8.5μL 
0.1M DTT 1μL 4.5μL 8.5μL 
RNase inhibitor 2μL 9μL 17μL 
10mM ATP 2.5μL 11.25μL 21.25μL 
10mM GTP 2.5μL 11.25μL 21.25μL 
10mM biotin-UTP 0.5μL 2.25μL 4.25μL 
10mM biotin-CTP 0.5μL 2.25μL 4.25μL 




DEPC water 24.5μL 110.25μL 208.25μL 
2% Sarkosyl 50μL 225μL 425μL 
 
2. The permeabilized cells from 2.2.2.2 were preheated at 27℃ (D. melanogaster) or 
37℃ 66 for 2min (For KBM7 Trp treatment, 1μL of 100μM Trp was added to 100μl 
permeabilized KBM-7 cells, followed by 10min incubation at 37℃). 
3. 100μL run-on buffer was added into an 1.5mL tube with permeabilized cells for the 
designated run-on time (usually 4 timepoints are needed for a TV-PRO-seq series, 
prepared as duplicates; the four time points are 0.5min, 2min, 8min, and 32min). The 
tube was placed in an temperature block (human cells at 37℃ and D. melanogaster 
cells at 28℃), then mixed thoroughly by pipetting the liquid up and down about 15 
times. The liquid was mixed every 3min by pipetting. 
4. After run-on, 500μL Trizol LS was added to each sample, followed by vortexing. 
After this, the sample was placed on ice. 
 
2.2.2.5 RNA extraction and fragmentation 
1. After finishing the run-on of all samples, all tubes were thawed on the 37℃ 
temperature block for 2min, then placed at room temperature for 5min. 
2. 130μL chloroform was added to each sample. The samples were vortexed 
vigorously for 15 s, followed by 2min incubation at room temperature.  
3. The samples were centrifuged at 14,000g at 4 °C for 5 min. The aqueous phase of 
each tube was transferred to a new tube with 1μL of GlycoBlue.  
4. 380μL of isopropanol was added into each tube, then vortexed for 10min, and 
followed with 10min incubation at room temperature. 
5. The samples were centrifuged at 14,000g 4°C for 20 min, the RNA precipitate forms 
a gel-like pellet on the side and bottom of the tube. 
6. The supernatant was removed, and the tubes with RNA pellets were opened for 




7. 20μL of DEPC water was added to each tube for re-dissolving the RNA pellet. 
8. The tubes were placed on a 65°C heat block for 40s to heat-denature the RNA, and 
were then placed on ice. 
9. 5 μL of ice-cold 1 N NaOH was added to each tube. The mixture was placed on ice 
for 10min. 
10. P-30 columns were inverted to remove the bubble, then their tips were snapped 
off. The columns were then placed in 2.0mL tubes for 2min, and the flow-through 
discarded. The tubes with columns were then centrifuged at 1000g for 2min. 
10. 25μL of 1 M Tris-HCl (pH 6.8) was added to each tube, followed by transfer of 
the mixture of each tube to a P-30 column prepared in step 10. All the P-30 columns 
were placed on 1.5mL tubes and centrifuged at 1000g for 4min. 
11. The columns were discarded and 1μL of RNase inhibitor was added to each 1.5mL 
tube. 
 
2.2.2.6 Biotin RNA enrichment 
1. Each RNA sample from 2.2.2.5 was mixed with 50μL of prewashed streptavidin 
beads made from 2.2.2.3. The tubes with the mixtures were placed on a rotator for 
20min incubation. 
2. The tubes were placed on a magnetic stand for 1 min, followed by removal of the 
liquid. 
3. 500μL ice-cold high-salt wash buffer (see 2.2.2.3) was added to each tube for 
washing the beads. The tubes were then placed on a magnetic stand for 1 min, followed 
by removal of the liquid. 
4. 500μL ice-cold binding buffer (see 2.2.2.3) was added to each tube for washing the 
beads. The tubes were then placed on a magnetic stand for 1 min, followed by removal 
of the liquid. 




6. 500μL ice-cold low-salt buffer (see 2.2.2.3) was added to each tube for washing the 
beads. The tubes were then placed on a magnetic stand for 1 min, followed by removal 
of the liquid. 
7. Step 6 was repeated. 
8. The beads were resuspended in 300μL Trizol and vortexed vigorously, then 
incubated for 3min at room temperature. 
9. 60μL of chloroform was add to each tube, vortexed vigorously, then incubated for 
3min at room temperature. 
10. Beads were centrifuged at 14,000g, 4°C for 5 min and the aqueous layer in each 
tube was transferred into a new tube. 
11. The organic phase was removed and step 6-8 repeated for the beads. The collected 
aqueous layers were combined. 
12. 360μL of isopropanol and 1μL GlycoBlue were added to each tube, then vortexed 
for 10s. The samples were then incubated at room temperature for 10min. 
13. All samples were centrifuged at 14,000g at 4°C for 20min. The RNA precipitate 
formed a gel-like pellet on the side and bottom of each tube. 
14. All supernatants were removed, followed by air-drying of the RNA pellets were 
for 5min. 
 
2.2.2.7 Adaptor ligation 
1. The RNA pellet of each tube was re-dissolved in 4μL 12.5μM 3’ RNA adaptor. 
2. The mixture was placed on a 65°C heat block for 20s for denaturing, then placed on 
ice. 
3. 6μL adaptor ligation reagent (Table 2.5) was added to each tube. The mixture was 
then incubated at 20°C for 4h. 
 
Table 2.5 Adaptor ligation reagent 




T4 RNA ligase buffer (10X) 1μL 4.5μL 8.5μL 
1mM ATP 1μL 4.5μL 8.5μL 
RNase inhibitor 1μL 4.5μL 8.5μL 
T4 RNA ligase I 1μL 4.5μL 8.5μL 
50% PEG 2μL 9μL 17μL 
 
4. 40μL DEPC water was added to each sample. Biotin enrichment was then 
performed on the samples according to 2.2.2.6. 
5. The RNA pellet of each tube was re-dissolved in 7.5μL DEPC water, then incubated 
at 65°C for 20s for denaturing and finally placed on ice. 
6. 2.5μL 5’ cap repair enzyme mix (Table 2.6) was added to each tube and placed in a 
37°C incubator for 1h. 
  
Table 2.6 5’ cap repair enzyme mix 
 1X 4.5X 8.5X 
Thermpol Reaction Buffer (10X) 1μL 4.5μL 8.5μL 
RppH 1μL 4.5μL 8.5μL 
RNase inhibitor 0.5μL 2.25μL 4.25μL 
 
7. 90μL PNK mix (Table 2.7) was added to each tube, then placed in a 37°C incubator 
for 1h. 
 
Table 2.7 PNK mix 
 1X 4.5X 8.5X 
DEPC water 65μL 292.5μL 552.5μL 




PNK buffer (10X) 10μL 45μL 85μL 
RNA inhibitor 2.5μL 11.25μL 21.5μL 
PNK 2.5μL 11.25μL 21.5μL 
 
8. 300μL Trizol was added to each sample, following by vortexing. The samples were 
then placed at room temperature for 1min. 
9. 60μL chloroform was added to each sample. The samples were vortexed vigorously 
for 15 s, followed by 2min incubation at room temperature.  
10. The samples were centrifuged at 14,000g, 4 °C for 5 min. The aqueous phase of 
each tube was transferred to a new tube containing 1μL of GlycoBlue.  
11. 280μL of isopropanol was added to each tube, and vortexed vigorously for 10min, 
followed by 10min incubation at room temperature. 
12. The samples were centrifuged at 14,000g, 4°C for 20 min, with the RNA 
precipitate forming a gel-like pellet on the side and bottom of the tube. 
13. The supernatant was removed and the tubes with the RNA pellets opened for 5min 
to air-dry. 
14. The RNA pellet of each tube was re-dissolved in 4μL 12.5μM 5’ RNA adaptor. 
15. The mixture was incubated at 65°C for 20s for denaturing, then placed on ice. 
16. 6μL adaptor ligation reagent (Table 2.5) was added to each tube. The mixture was 
then incubated at 20°C for 4h. 
17. 40μL DEPC water was added to each sample. Biotin enrichment was performed 
on the samples according to 2.2.2.6. 
 
2.2.2.8 Reverse transcription (RT) and PCR amplification  
1. The RNA pellet of each tube was re-dissolved in 12.5μL RT primer mix (Table 2.8). 
 




 1X 4.5X 8.5X 
DEPC water 10.5μL 47.25μL 89.25μL 
12.5mM dNTP mix 1μL 4.5μL 8.5μL 
25μM RP1 primer  1μL 4.5μL 8.5μL 
 
2. The mixture was placed on a 70°C heat block for 2min for denaturing, then placed 
on ice. 
3. 7.5μL RT enzyme mix was added (Table 2.9) to each tube. The tubes were 
centrifuged for 10s. 
 
Table 2.9 RT enzyme mix 
 1X 4.5X 8.5X 
First-stand buffer (5X) 4μL 18μL 34μL 
RNase inhibitor 1μL 4.5μL 8.5μL 
DTT (0.1M)  1μL 4.5μL 8.5μL 
Superscript III RT enzyme 1.5μL 6.75μL 12.75μL 
 
4. The mixture was transferred to 200μL PCR tubes, and  subjected to a temperature 
ramp of the following scheme in a PCR machine: 37°C 5min, 45°C 15min, 50°C 
40min, 55°C 10min, 70°C 15min, then 4°C forever. 
5. 4μL DEPC water, 25μL Q5 PCR master and 1μL 25μM RPI-n primer were added 
to each tube  
6. The samples were centrifuged for 10s, and then subjected to PCR using the 
following conditions: 95°C 2min, (95°C 30s, 56°C 30s, 72°C 30s) for 5 cycles, (95°C 





2.2.2.9 Library recycling 
1. The PCR product was transferred to 1.5mL tubes. 950μL purify mix (Table 2.10) 
was then added to each tube. The tubes were then centrifuged at 4°C for 30 min, with 
the DNA precipitate forming a gel-like pellet on the side and bottom of the tube. 
 
Table 2.10 Purify mix 
 1X 4.5X 8.5X 
Ethanol 750μL 3375μL 6375μL 
DEPC water 231μL 1039.5μL 1963.5μL 
5M NaCl 18μL 81μL 153μL 
GlycoBlue 1μL 4.5μL 8.5μL 
 
2. 10μL water and 2μL 6X Orange G loading dye were added to each tube for re-
dissolving the DNA pellet. 
3. The samples were subjected to gel electrophoresis on a 10% native PAGE gel (the 
recipe is shown in Table 2.11, which suffices for 2 making two gels for one mini tank; 
the mixture needs approximately 1h for solidification), and were run along a 25bp 
DNA ladder on one side of the gel. The gels were first run at 15mA for 20min, then 
changed to 25mA until the Orange G dye run off the gel (about 45min). 
 
Table 2.11 8% native PAGE gel 
DEPC water 15.56mL 
Acrylamide (30%) 6.67mL 
TBE (10X) 1.25mL 






4. After the electrophoresis, part of the gel covering DNA sized from about 140bp to 
700bp was excised (the region below adaptor dimer band and above the last band of 
the ladder was targeted). The gel fragments of each sample were then placed into a 
0.5mL microtube with a hole at the bottom (a heated 21 gauge needle was used to 
make the hole). The 0.5ml microtubes were then placed in 2mL tubes and centrifuged 
at 8000g for 2min at room temperature to ensure that the gel fragments were shredded 
into small pieces by extrusion. 
5. 400μL gel elution buffer (Table 2.12) was added to each tube, and incubated in a 
temperature block with shaking function at 37°C, 500rpm for 2h. 
 
Table 2.12 Gel elution buffer 
1M NH4Ac  25μL 
0.5M EDTA 100μL 
1M Tris-HCl pH8.0 500μL 
1M MgAc2 500μL 
10% SDS 500μL 
DEPC water up to 50mL 
 
6. The samples were centrifuged at 14000g and room temperature for 2min, and the 
liquid was transferred into new tubes. 400μL of gel elution buffer was then added to 
each tube with the gel pieces. These tubes were returned to incubation in the shaking 
temperature block at 37°C, 500rpm for an additional1h. 
7. The gels were centrifuged at 14000g and room temperature for 2min, and the 
supernatants were combined with those from step 6. The liquids were then transferred 
into Spin-X filters and centrifuged at 6000g at room temperature for 2min. 
8. After filtering, the liquid was transferred into 2mL tubes and the volume adjusted 
to 800μL. 800μL of buffered phenol:chloroform was then added into each tube. The 




volume of aqueous layer from each tube was collected and transferred into two new 
1.5mL tubes. 
9. 2.5X volume of ethanol and 1μL of GlycoBlue were added into each 1.5 tube. The 
tubes were vortexed vigorously and incubated at -80°C overnight. 
10. The tubes were centrifuged at 14000g for 20min at 4°C followed by removal of 
the liquid. The DNA pellets were then allowed to air-dry for 10min. 
11. The DNA of each tube was re-dissolved in 20μL of H2O, and 2μL of each sample 
was subjected to quantification with a Qubit device. 
12. For TV-PRO-seq, the 8 samples were mixed at equal ratios of DNA mass (each 
sample should have at least 5ng DNA). The PAGE purification procedure from step 2 
to step 11 was then repeated, but restricting the size selection in step 4 to 140bp to 
500bp for the secondary purification. 10ng of the combined library sample were then 
sequenced for 51bp, single end reads, on a NextSeq 500 (Illumina) sequencer. 
 
2.2.3 Processing of sequencing data 
Raw data were converted into FASTQ format by bcl2fastq with 0 index mismatches 
allowed. 
    Reads were trimmed with Cutadapt version 1.14 67, to remove sequences starting 
with the adaptor sequence ‘TGGAATTCTCGGGTGCCAAGG’ from the 3’ end of 
reads, and reads shorter than 20bp after trimming were discarded: 
cutadapt -a TGGAATTCTCGGGTGCCAAGG -m 20 -e 0.05 
Trimmed reads were aligned to the best matched position of hg38 genome with Hisat2 
version 2.1.0 68, resulting in alignment rates above 80%: 
hisat2 -p 4 -k 1 --no-unal -x -U -S  
    Because the ends of sequencing reads have lower sequencing quality, Hisat2 uses 
soft clipping for the reads, which moves the detected pausing site upstream of the 
actual pausing site. A custom script Sam_enlong.pl was used on the SAM files to 




    Because sequencing depth also influences the process of peak calling of TV-PRO-
seq, another script Sam_cutter.pl was used to reduce the 8 TV-PRO-seq SAM files 
for HEK293 cells to the same sizes by randomly selecting a subset of reads for each. 
The processed SAM files were further converted to BAM files and were sorted with 
samtools version 0.1.19 using samtools view -S -b and samtools sort 69. 
    The sorted bam files were then converted to BEDGRAPH files 70. The 5’ end of a 
read corresponds to the position of the paused polymerase release site on the opposite 
strand: 
Pausing on plus strand: genomeCoverageBed -strand - -5 -bga -ibam  
Pausing on minus strand:  genomeCoverageBed -strand + -5 -bga -ibam  
    I then combined the BEDGRAPH files for the various replicates and time points 
into two files, one for each strand, with the custom script TV_bedGraph_merger.pl. 
These files corresponded to tables with rows for each position and columns containing 
the read numbers across the samples and were used for the further analysis. 
 
2.2.4 Single nucleotide resolution peak calling 
I developed a custom procedure for peak calling from single-base resolution strand-
specific sequencing experiments such as TV-PRO-seq. Rather generically, I require 
that the transcription level μ at a peak exceeds a threshold value Qbio which depends 
on local fluctuations: 
                   μ ≥Qbio.    (1) 
The actual procedure is based on the aggregated reads from all the experiments at 
different run-on times and for a specific position (hereafter, such total reads per nt will 
be simply referred to as the “total reads”) and is detailed steps below: 
 
Step1: A threshold t for the minimum number of reads on each single genomic 
position was set. More precisely, genomic positions with total reads higher than t were 




heuristically set to 13 and will vary with sequencing depth (Type 1 peaks in Figure 
2.2A have been excluded). In addition to this, I discard the candidate peaks if the 
number of reads is zero for all the replicates corresponding to a single one run-on time, 
at least (Type 2 peaks in Figure 2.2A have been excluded). 
Step2: I address the fact that some polymerase pausing regions are wider than one nt 
26. An example of such a dispersed pausing region is illustrated in Figure 2.2A, within 
a 50nt fragment of plus strand of chromosome 1. In Figure 2.2A, we consider the 
position with most reads in the dispersed pausing region. To deal with this, I exclude 
a ‘candidate peak’ if another ‘candidate peak’ has more reads in its +/- three-nt 
neighbourhood (Type 3 peaks have been excluded). This ensures that only a single 
position is selected from a dispersed peak.  
For highly expressed genomic regions, it is likely that some positions have a large 
number of reads (viz., higher than the threshold t) and pass selection step 1, even if 
they correspond to regions with constant elongation rate and do not have significant 
pausing. Similarly, along the same non-pausing regions, step 2 returns the genomic 
positions that have the highest amount of reads, even if this is just due to random 
fluctuations. As an example, the genomic position 632561 in the fragment illustrated 
in Figure 2.2A corresponds to such a case. Therefore, a third step is necessary to filter 
the candidate peaks that are likely to be located in a region of constant elongation rate 







Figure 2.2 Peak calling 
A. A 50nt fragment of chromosome 1's plus strand. Positions that are excluded 
according to the various criteria explained in the main text are colour-coded into types 
1-4. Red peaks (type 5) are identified as pausing sites for further analysis.  
B. Scatterplot for sequencing noise. The red line represents a weighted nonlinear 
least-square fit CV2=A/μ+B,  with parameters (A, B) = (0.53, 0.009), estimated by 
means of the random-search algorithm of the nls2 R package71. The blue line is the 
Poisson-predicted noise curve CV2=1/μ. 
 
Step3: The first sub-step consists of assessing the local biological fluctuations in the 
polymerase occupancy and deriving the threshold Q of condition (1). I assume that the 
polymerase occupancy in a constant elongation-rate region follows the Poisson 
distribution with parameter b. As the average elongation rate across the mammalian 
genome is about 33.3nt/sec 3, I expect that, in such non-pausing regions, all the 
polymerases are released by the time of the first run-on experiment/time-point (i.e., 30 
seconds); therefore, for these regions, the differences observed between experiments 




we can actually ignore the dependence on run-on time and aggregate the reads across 
all experiments. I then focus on the reads across the +/-100nt neighbourhood around 
each candidate peak. Their mean read number, averaged over both the replicates and 
the 201nts, yields the expected number of reads b per nt1 (in the neighbourhood). 
Based on a null local Poissonian assumption, as if reads were Poisson distributed with 
rate b, I associate an upper quantile Qbio to each neighbourhood, where the value of q 
is heuristically chosen to control the number of (false positives) bases whose read 
number exceeds Qbio purely due to statistical fluctuations. My (rather conservative) 
choice would be to allow only one false positive in the whole ‘active genome’. I define 
the latter as all positions with at least one read. Since from my experiment there are 
111868728 such bases, I heuristically set q=1/111868728. 
 
Step4: We need to assess the sequencing noise as a function of the transcription level. 
To this end, I sequenced one of the replicates (specifically, the second 32-minute run-
on replicate) twice, and trimmed the technical replicate with the highest total 
alignment reads to the same level as the other one. This trick gave me two replicates 
of identical total aligned reads, from which we computed the average reads for each 
nt. Further, by gathering the positions whose average read equals a certain number μ 
and computing their CV2 I obtain the scatter plot of Figure 2.2B, which appears to 





1 b is ideally estimated from the sample mean of read numbers at each of the 201 
positions; however, many peaks are close to the TSS, which has many more reads 
downstream than upstream. To take account of this asymmetry, I assume that all the 
reads are downstream and average over the half-interval. This overestimates the 
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(As an example, see Figure 2.2B for the empirical distribution of the reads centred at 
μ=20 alongside its Poisson and normal fit). Based on this model, the (observed) peak 
read is randomly drawn from  
                                                 3 = , + $!                (3)  
 
from which it follows that selecting the candidate peaks with more reads than the 
0.99th quantile Qseq of the normal distribution centred at Qbio with variance σ2(μ) 




    Since we don’t know the value of μ to insert into equation (2), we replace it with 
either Qbio or the peak read number itself; the first choice underestimates Qseq as  Qbio 
< μ (for all the non-trivial cases) and hence σ2(Qbio) < σ2(μ), while the second choice 
has not such a bias as X is centred at μ. It is worth noting that there is an alternative 
but equivalent choice: one can compute the lower quantile of the distribution centred 
at the peak read x, Q’seq={q: Prob(q < x+ε)}, and require that Q’seq > Qbio. 
    In conclusion, we incorporate the polymerase noise model of point 3.1 and the 
sequencing noise model of point 3.2 into condition (1) by choosing the candidate peaks 
such that x ≥ Qseq, where Qseq depends on Qbio (Type 4 peaks have been peak excluded). 
 




In this section, we derive a simple Bayesian model for TV-PRO-seq data and a 
procedure for their analysis on server CyVerse72. The mathematics and modelling 
parts in this section were carried out jointly with Massimo Cavallaro. 
We are interested in the stochastic dynamics of biotin-NTP incorporation into a 
nascent mRNA which can be represented as the following simple reaction: 
nascent		mRNA + biotin- NTP → biotin − labelled	mRNA. 
Such a reaction corresponds to one transcription step and is specific to the genomic 
position of the incorporation of the 3'-end nucleotide of the nascent mRNA. Assuming 
that the biotin-NTP population is large and remains constant during the reaction 




which occurs at constant single-nucleotide transcription rate I$. The average time that 
the Pol II spends on the base J is the reciprocal 1/I$, which we refer to the pausing 
time. 
Let M$(N) and O$(N) denote the average populations of nascent-mRNA and biotin-
labelled mRNA (specific to the genomic position J), respectively. The following rate 
equation is satisfied: 
d
dN
O$(N) = I$M$(N). 
As the presence of the biotin prevents further elongation and no new transcription is 
initiated, M$(N) naturally decays according to 
d
dN
M$(N) = −I$M$(N). 
Solving this simple system of ODEs with initial conditions 
O$(0) = 0, 
M$(0) = 0$ , 
yields 




M$(N) = 0$e%&#! , 
predicting that the average population of the biotin-labelled mRNA increases up to the 
saturation point 0$  while the unlabelled nascent mRNA is depleted according to 
exponential law. 
    Our analysis focuses on a subset of genomic positions J ∈ Q, which we refer to as 
peak positions, where transcription level saturates to 0$ at rate I$. We speculate that a 
large number of genomic positions displays negligible pausing with Pol IIs stepping 
forwards shortly after biotin-NTP treatment and with transcription level concentrating 
around 0'(). We refer to such positions as background. Therefore, the expression 




%#! &) + 0'()(1 − e%#"#$ &). 
    While we have a model for the average transcription level O$(N) at genomic position 
J ∈ Q and run-on time N, the average number of reads U$(N) depends on the sequencing 
depth V(N), which is different for each sequencing experiment and therefore depends 
on the run-on time N, i.e., 
U$(N) = V(N)0$(1 − e%#!&). 
It is convenient to study the ratio W$ = U$(N)/U*+*(N), where U*+*(N) = V(N)O*+*(N), as 
the dependence on V(N) cancels out. This represents the expected number of reads 
from the region of interest (e.g., from a peak position) normalised to the average total-
genome reads at the same run-on time N. 







∑ X$//∈-  (1 − e
%#% &) + X$,'()(1 − e%#"#$ &)
,  J ∈ Q, 
where X$/ = 0//0$  and X$,'() = 0'()/0$ . We will later consider an approximated 
choice where the growth curve O*+*(N) is described by a single effective rate I*+*. 
The quantities W$(N), J ∈ Q, can be organised into an |Q| × \ matrix ] where \ is the 
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,  (4) 
where b = (N4, N", … , N5)  is the vector of predictor observation run-on times, I =
(I4, I", … , I|-|)  is the vector of rates, ` = {X$/} , J, f ∈ Q ,  and `'() =
(X4,'(), X",'(), … X|-|,'()) incorporates the relative saturation points. The notation 0 ∘
2 is the Hadamard (element-wise) product of 0 and 2 while 0∘%4 is the Hadamard 
inverse of 0. 
To simplify this model, we use the naïve form 
U*+*(N) = V(N)O*+*(N) = V(N)0*+*'1 − e%#'('&. 
to approximate the growth of the average of total reads. As in the previous section, the 
mitochondrial chromosome can be thought of as being constant to O(789 = V(N)0(789 
to a first approximation. We use them as a reference level. We divide the total reads 
by the chromosome-M reads and fit the model  
O*+*(N)
O(789
= X(789,*+*'1 − e%#'('&., 
where X(789,*+* = 0*+*/0(789, to such data using the random-search algorithm of the 
nls2 R package 71, which returned a significant fit with estimated parameters reported 
in the table below, see also Figure 2.3. 
 Estimate Std.err. t value Pr(>|t|) 
X(789,*+* 46.621 2.769 16.839 0.000 






Figure 2.3 Saturation plot of the total-genomic reads normalized to the total-
chrM reads. 
 
    Based on this consideration, our choice is to use the exponential model to 
approximate the growth of the average total-genome reads U*+*(N), and study  




(4%<*+'(' -),     (5)  
where J ∈ Q and X$,*+* are parameters fixed by data. In matrix form, we get  
                                              ] = (1 − e%#
& 1
) ∘ _`*+*2  (1 − e%#'(' 1)a
∘%4
,   (6)  
where 
`*+* = (X4,*+*, X",*+*, … X|-|,*+*). 
We then chose the informative prior 
I*+* ∼ Gamma(1.1,1.1), 
where Gamma(i, I) represents the Gamma distribution with mean i/I and variance 
i/I
", which places substantial mass around 1 and little mass around 0>. The peaks 
must have an average rate of the same order as the total growth rate, although the rates 
corresponding to pausing elements can be significantly smaller. Based on such a 




I4, I", … , I|-| ∼
$.$.@.
Gamma(0.1,0.1), 
which have mean and variance equal to 1 and 10, respectively, and place a lot of mass 
at 0>. 
The next steps consist of incorporating noise and thus defining a Bayesian model to 
be fitted. We incorporate the noise in the model as follows. The sequencing reads are 
obtained after several amplification steps and are restricted to be positive. Hence we 
assume that the observables j are subjected to multiplicative errors with lognormal 
distribution, i.e., 
j = ] ⋅ l, 
where 
logl ∼ &(0, *
"
). 
As l = eAB with n ∼ &(0,1), we get 
logj ∼ &(log], *
"
). 
To empirically guess a prior distribution for * given the coefficient of variation of j, 

















j + 1], 
which suggests the prior 
* ∼ Gamma(1.6,0.4). 
    An MCMC sampler to fit the model was implemented using the PyMC3 Library for 
Bayesian Statistical Modeling and Probabilistic Machine Learning 73. PyMC3 relies 
on the Theano framework 74, which allows fast evaluation of matrix expressions, such 
as those in equations (4) and (6), and offers the powerful NUTS sampling algorithm 
to fit models with thousands of parameters. Nevertheless, we aim to infer the growth 




list into chunks of ∼ 3000 randomly chosen peaks. Further, we averaged the reads 
over the replicates, and the averages at 32 minutes of run-on time are used as saturation 
levels. 
In addition to the estimates of the peak rates, the method returns estimates of I*+* from 
each chunk. These are very close to the rate of 0.1 min-1 obtained from the half-life 
measured in Jonkers, Kwak, and Lis 3. Aggregating the individual-chunk estimates 
using the laws of total mean and variance yields: 
I*+* = 0.147 ± 0.007	min-1. 
    To assess the sensitivity with respect to the prior distribution, we also ran the 
inference procedure using the vague prior distributions: 
I4, I", … , I|-|, I*+* ∼
$.$.@.
Gamma(0.001,0.001), 







2.3.1 Principle of TV-PRO-seq  
The procedure of TV-PRO-seq is based on PRO-seq65. As shown in Figure 2.1F, biotin 
labelled NTPs will replace the native NTPs to become incorporated into the 3' ends of 
nascent RNAs. The biotin will block transcription, thus the position +1nt with regards 
to the polymerase’s position will be marked. If the polymerase remains at the pausing 
site during run-on period without moving, the biotin-NTP will not be added on the 
nascent RNA transcript by this particular polymerase. Increasing the run-on time 
allows more paused polymerase to become released from the pausing site, until 
eventually all paused polymerases will have become released (Figure 2.4A). The 
quicker polymerase releasing / shorter polymerase pausing, the faster nascent RNA 
will be labelled (Figure 2.4B). Thus, we can estimate pausing time by fitting saturation 







Figure 2.4 Principle of TV-PRO-seq 
A. Black lines represent template DNA and blue dots symbolize RNA polymerase. All 
polymerases are paused on pausing sites at the start (0 min) of the run-on period. 
Polymerases released from pausing site will be blocked by biotin-NTPs at the position 
one base downstream (+1 ) and drop off the DNA templates. 
B. Saturation curves of the example cases shown in (A). 
 
2.3.2 Unique design features of TV-PRO-seq 
In principle, TV-PRO-seq consists of 8 parallel PRO-seq reactions with four 
different run-on times as duplicates. The first run-on times I used  where 3min, 6min, 




noise, I increased the ratio between neighbouring time points to 4 times. The final time 
points set is 0.5min, 2min, 8min and 32min. The main procedure of TV-PRO-seq is 
the same as PRO-seq’s65, although several modifications were made for TV-PRO-seq. 
PRO-seq entails three biotin enrichment and two RNA extraction steps before PCR 
amplification and nascent RNAs are only a small proportion of total RNAs. As a result, 
the library preparation is always struggling with low yields. TV-PRO-seq is based on 
preparation of 8 samples which requires a more robust procedure. I therefore removed 
the based the precipitation of RNA from Trizol extractions on 1X isopropanol instead 
of 2.5X ethanol and removed the washing step with 75% ethanol. Even though the 
purification steps were removed, TV-PRO-seq still yielded high quality result; more 
than the 80% of the trimmed reads could be aligned to the hg38 genome.  
TV-PRO-seq is based on the assumption that the polymerase release rate of a certain 
position is fixed. Ideally, all the cells should be in the same condition before run-on. 
To reduce the variability between each sample of TV-PRO-seq, all cells for 8 samples 
were derived from the same tissue culture flask and were permeabilized together. PCR 
amplification was set to 17 cycles. For PAGE-purification, the primer and library 
DNAs above 700bp were removed first (Figure 2.5, the region outside of the dotted 
frames were discarded). After recovering the DNA from the PAGE gels, I mixed equal 
amounts of DNA from each sample together according to Qubit results. The pooled 
samples were PAGE purified again, this time discarding DNAs sized between 500bp 
to 700bp (Figure 2.5, DNAs above the solid were discarded), and the purified pooled 
library was sent for sequencing. The double-stepped purification prevents that the gel 
excision introduces a size bias of library DNAs. To obtain the best quality of my 
analysis results, I also trimmed the aligned reads of each sample to the same numbers. 
For HEK293 data (4-biotin run-on), each sample was trimmed to ~50million reads. 
For S2 cells (4-biotin run-on), the number was ~13million. KBM7 data (2-biotin run-
on) was not trimmed; the total aligned reads of 8 samples are: 68.0million, 32.9million, 
69.4million, 68.5million, 71.7million, 66.1million, 98.9million and 76.8million 






Figure 2.5 PAGE-gel for library purification of TV-PRO-seq 
Native PAGE-gel for TV-PRO-seq. Each sample had been separated into two tubes 
for PCR. Gel pieces corresponding to a single tube of PCR product were purified and 
then loaded on to a single lane of a second PAGE-gel. 25bp DNA ladders were loaded 
at the side of each gel. 
 
Since fluorescence signals of Illumina sequencing are generated un-synchronously 
at the start and end of the sequencing cycle, the quality at the (both) ends of reads 
sometimes is lower than the central part75. To remove this effect, read alignment 
software such as hisat2 will typically clip the end of reads prior to alignment76. This 
soft clipping will improve the aligning rate and accuracy but will unfortunately also 
lead to falsely reported locations of read ends. As the example analysis of published 
data44 in Figure 2.6 shows, the 5’ end of reads corresponds to the biotin labelled 3’ 
ends of nascent RNAs. One nucleotide soft clipping will move the location of the 5’ 
end of reads 1nt further 3’. Thus, I designed a custom script to extend the soft clipping 
















Figure 2.6 Soft clipping leading to false locating of pausing site 
The soft clipped reads aligned by hisat2 are shown as the purple bar, the reads 
extended by the custom script were shown in the red bar. An example of a read with a 
3' end at chr14 + 50053597 with one nucleotide soft clipping is shown. The soft 
clipping moves the 3' end of reads one nucleotide upstream of the real pausing release 
site, which the script reverts. 
 
2.3.3 Evaluating pausing time by TV-PRO-seq result  
After completing a TV-PRO-seq assay, each genome position will have 2 PRO-seq 
read numbers for 4 time points each. These numbers cannot be used for curve fitting 
directly, since the number of PRO-seq reads is not only related to polymerase 
occupancy but also influenced by the sequencing depth. As more polymerase will 
become released with increasing run-on time, the amount of labelled RNAs of each 
cell of early time points will be lower than later ones. Thus, directly normalizing peaks 
by total genome reads will be biased as well. 
POLRMT (RNA Polymerase Mitochondrial) is a highly processive single subunit 
polymerase77, 78; I therefore assumed that pausing on mitochondrial DNA is shorter 
and reads will saturate quicker, resulting in approximately constant numbers of 
labelled nascent RNAs of chrM. I therefore used the total reads of chrM for 
normalization of read numbers. As shown in Figure 2.7, the total genome reads 
normalized by chrM reads display a saturation curve in accordance with theory. The 




than the backgrounds (lower than Qbio). Thus, the denominator of ‘Peaks’ (Fig. 2.7) is 
comparatively small and results in higher counts in early time points. 
 
 
Figure 2.7 Total-genome reads of TV-PRO-seq samples normalized by chrM 
reads and selected at different heuristic thresholds (Background/2, Background, 
Peaks). 
Peaks refers to the total reads number of positions with reads bigger than its Qseq (See 
2.2.4). Background refers to positions with reads lower than its Qseq, and 
Background/2 means lower than Qseq/2. As polymerases release slower on the peak 
than background, the ratio of total reads of earlier time points comparing with last 
time points of peaks is lower than the background. Thus total genome reads/Peaks is 
bigger than total genome reads/Background in the earlier time points. 
 
    M. Cavallaro developed a curve fitting script based on a Bayesian framework. Two 
example peaks of curve fitting result are shown in Figure 2.8. As the saturation curves 
of the red peak (chr21 + 8402177) grow slower than the blue one (chr21 + 8402194), 






Figure 2.8 Example of pausing time estimation by TV-PRO-seq 
A. Reads are normalised by total-genome reads and rescaled by 107. The height of the 
bar is the mean of two replicates, the error bars correspond to the data range of two 
replicates. 
B. Curve fitting result of (A); the shaded regions indicate lower and upper quartiles. 
C. Reads are normalised by total chrM reads and rescaled by 106. The height of the 
bar is the mean of two replicates, the error bars correspond to the data range of two 
replicates. 






TV-PRO-seq is the first method that can estimate genome wide polymerase pausing 
times at single nucleotide resolution. FRAP6, 47 cannot identify the genomic location 
of polymerases; nascent transcription RNA FISH48 only is feasible for a small number 
of genes at low positional resolution; Trp treatment following sequencing3, 4, 49 
produces results at low resolution as well and are affected by slow Trp uptake50.  
The biggest challenge in the interpretation of sequencing data to investigate pausing 
is the removal of the influence of polymerase flux towards polymerase occupancy to 
obtain the average residence time of polymerase (See 1.2.2). The ‘pausing index’ was 
devised to achieve this. As polymerase flux has been suggested to be approximately 
constant throughout a gene, the polymerase density in ‘non-pausing regions' has been 
assumed to be positively correlated with the gene's expression level. This should 
permit using the polymerase density of the ‘non-pausing regions' to normalize the 
polymerase density of the ‘pausing regions' to correct for the polymerase flux's 
influence. The pausing index is based on these notions and is typically targeted at the 
high-occupancy PPR, whose signal is normalized by polymerase density downstream 
of it to calculate the index. The resulting values are thought to reflect the average 
residence time of polymerase and thus make pausing at different genes comparable. 
However, polymerase flux within the same gene is not always constant. Polymerase 
can pause, backtrack and even drop off the DNA template during transcription6, 14, 51; 
and the TSS and TES are also variable at many genes44. The estimation of pausing 
times by TV-PRO-seq is independent of polymerase occupancy, which allows us to 
ignore the influence of the complex confounding factors associated with the 
transcription process, such as alternative TSSs etc, and focus on pausing.  
Some types of genes such as those coding for tRNAs and lncRNAs are too short to 
contain a ‘non-pausing region’ for calculation of the pausing index (Typically, this 
region is defined as the sequence from 500nt downstream of the TSS to the TES). As 
TV-PRO-seq estimates pausing times from data of a single genome position, the ‘non 
pausing region’ is not necessary for TV-PRO-seq. TV-PRO-seq thus provides a tool 




As polymerase occupancy is composed of polymerase flux, pausing time and 
pausing fraction (Chapter 1.2 and Figure 1.2), TV-PRO-seq provides the second piece 
of the puzzle for dissection of polymerase pausing.  
    TV-PRO-seq is not free of limitations. TV-PRO-seq is based on PRO-seq which is 
performed in vitro, thus not an optimal reflection of the in vivo situation. As the biotin-
NTP uptake also takes some time, the run-on time is not strictly the same as the 
polymerase pausing release time. Furthermore, biological variability may still 
introduce differences between samples, even if the permeabilized cells were prepared 
together. Technical noise that accumulates during the long and laborious experimental 
preparation and sequencing noise influence the data strongly. Although meta-analysis 
of TV-PRO-seq data across the genome gives statistically significant results, 
individual pausing time estimates, especially for pausing sites with lower reads, have 











Chapter 3 Pausing in promoter proximal 
region 
3.1 Introduction 
The most conspicuous phenomenon which has been extensively researched in the 
polymerase pausing area is polymerase enrichment in the PPR (promoter proximal 
region) of metazoans. It was suggested to be caused by long duration of polymerase 
occupancy in this region21, 22 (Figure 1.3D). The molecular principle of pausing in PPR 
and its biological function have been well demonstrated. 
    After transcription of the 5’ end of the RNA and its capping, promoter proximal 
pausing of Pol II is found within 20nt to 60nt downstream of TSS2 and was shown to 
involve several transcription factors; DSIF (DRB sensitivity inducing factor), NELF 
(negative elongation factor) and P-TEFb (Positive transcription elongation factor b) 
are the key players. NELF and DSIF establish pausing in the PPR, and depletion of 
either will significantly reduce the polymerase occupancy in the PPR1, 79. P-TEFb 
promotes the release from pausing by phosphorylating NELF, DSIF and Ser2 of the 
Pol II CTD (Carboxy-Terminal Domain)2, 79, 80 (Figure 3.1). Upon phosphorylation, 
NELF will be released from Pol II while DSIF will remain bound to Pol II but will 
have the opposite function81, 82. Inhibition of P-TEFb by FP (Flavopiridol) will prevent 
polymerase from becoming released into productive transcription, and this inhibition 
can be observed in nearly all active genes3, 30, 83. The widespread effect caused by FP 

















Figure 3.1 Mechanism of promoter proximal pausing 
The grey line represents the template DNA, the green line shows the nascent RNA, and 
the blue ellipse with tail represents Pol II. ‘P’ in circles refers to phosphorylation. The 
left plot displays NELF- and DSIF-established promoter proximal pausing, and the 
right one shows how P-TEFb releases paused polymerase by phosphorylation of 
NELF, DSIF and Ser2 of the CTD. 
 
However, longer residence time of polymerase can lead to higher polymerase 
occupancy, but higher polymerase occupancy is not necessarily caused by polymerase 
pausing. Two example peaks are shown in Figure 3.2, including their expected 
theoretical polymerase occupancy and pausing times and how these would appear in 
NET-seq and TV-PRO-seq data. In Figure 3.2A, two peaks are set to have the same 
pausing time, pausing fraction and polymerase flux (for definitions of terms, see 1.2). 
Figure 3.2B shows that if the pausing time of peak 1 were 5 times that of peak 2, the 
polymerase occupancy also became 5 fold different. However, differences of 
polymerase flux and pausing fraction between peak 1 and 2 will result in similar 
effects of polymerase occupancy (Figure 3.2C, D). Additional evidence is needed for 






Figure 3.2 Polymerase occupancy and pausing time are influenced by different 
features 
A. A schematic example is shown in the left panel; the PPR is shown with blue shading 
and productive elongation with beige shading; a single peak with identical pausing 
time, pausing fraction and polymerase flux has been set in each of the two regions. 
The polymerase occupancies measured by NET-seq (middle panel) and pausing times 
measured by TV-PRO-seq (right panel) are the same for both peaks.  
B. As (A), but pausing time of peak 1 is set 5 times longer. Polymerase occupancy and 
pausing time of peak 1 will be measured to be 5 fold higher than for peak 2. 
C. As (A), but 80% of polymerases are set to drop off at the end of PPR. Polymerase 
occupancy of peak 1 will be measured to be 5 fold higher than for peak 2. However, 
pausing times of the  two peaks will be the same. 
D. As (A), but only 20% of polymerases pause (= pausing fraction) at peak 2. 
Polymerase occupancy of peak 1 will be measured to be 5 fold higher than for peak 2. 
However, pausing times of the  two peaks will be nearly the same. 
 
The notion of long pausing of polymerase in the PPR has been supported by Trp 
treatment followed by sequencing-based assays. Various studies show that after 
blocking transcription initiation by Trp, the reduction of polymerase occupancy in the 
PPR is slow (about 10min)3, 4, 84. However, the slow uptake of Trp50 requires a 
reconsideration of these results. Recently, several researches have suggested that the 
polymerase flux at the PPR is higher than at downstream regions due to polymerase 
turnover and generation of abortive transcripts5-7. Median of promoter proximal 
pausing was suggested to last only about 42 seconds, while productive elongation 
takes 1370 seconds. Comparing the latter figure to the surprisingly short residence 
time of polymerases in PPR implies that more than 90% of initiated transcription will 
terminate in the PPR. This will lead to a huge polymerase flux bias6.  
TV-PRO-seq can measure pausing time independently from polymerase flux and 
pausing fraction (Figure 3.2C, D). This allows re-examination of promoter proximal 
pausing. My result suggests that pausing in the PPR is actually shorter than in other 




polymerase in the promoter proximal region). FP treatment followed by NET-seq or 
(conventional) PRO-seq assays produces results consistent with TV-PRO-seq data. 








3.2.1 Peak annotation to relative genes 
Annotation of peaks identified in 2.2.4 was done in two ways for different analyses: 
1. Annotation to 3’ and 5’ end of exons 
    This annotation gave the absolute distance of peaks towards a certain annotation 
site. It can be used for getting the distance of peaks towards TSS, TES or splicing sites. 
Two different reference databases were used. For annotation of mRNAs, the 
reference list was downloaded from UCSC table browser and the parameters had been 
set as: assembly - hg38, group - mRNA and EST, table - UCSC RefSeq, output format 
- all fields from selected table85. A custom script Unique_annotation_maker.pl was 
created for transforming the reference list for further analysis. The output of the script 
is: Column 1 – chromosome of gene; Column. 2 – strand of gene; Column 3 – position 
of gene; Column 4 – name of gene; Column 5 – type of annotated sites; if equal to 
‘start’, the annotation site is the 5’ end of the annotated exon, otherwise it is the 3’ end; 
Column 6 and Column 7 are the min and max number of exons in the genes in different 
variant, respectively; TES are specifically marked as -1; Column 8 – the number of 
variants of a transcript having this annotation site; Column 9 is the total number of 
transcript variants the gene has.  
 For ncRNAs (non-coding RNAs) like rRNAs and tRNAs, tables were downloaded 
from RNAcentral (https://rnacentral.org/). The RNA gene classification information 
and corresponding genomic locations were store in different files as  
rfam_annotations.tsv and Homo_sapiens.GRCh38.bed86, respectively. A custom 
script rFAM_annotation_merger.pl was used for merging the two tables for further 
analysis.  
The transformed reference lists were used for annotating peaks, which was carried 
out with another custom script, Peak_annotater.pl. It can annotate peaks within a 
specific distance to annotation sites. For instance, the command for annotating peaks 
in beta_summary to the annotation sites of All_mRNA in a +/-4500nt region is: 




The peaks with specific annotations can be extracted from the output file. For 
example, the peaks annotated to TSSs of genes with a unique TSS is: type = start & 
number_max = 1 & hit = variant. ‘Type = start’ means the annotation is the start site 
of an exon; ‘number_max = 1’ means the annotation is in exon1 of all aligned variants; 
‘hit = variant’ means all variants of a gene have this annotation site. If ‘number_min 
= 1’ and ‘number_max > 1’ it means at least one alternative TSS is located upstream 
of this TSS. If ‘number_max =1 & hit < variant’, it means an alternative TSS is located 
downstream of this TSS. 
2. Annotation within genic regions 
This annotation gives the absolute and relative positions of peaks with regards to 
the annotated region they are located in. For RNA transcribed by different types of 
RNA polymerase, different pipelines have been used: Pol I transcribed rRNAs except 
5S were extracted from merged lists from RNAcentral generated as described above; 
the custom script rFAM_region.pl was used to transform the list into a. BED-like 
format. For mRNAs, the script UCSC2bed.pl was used. Pol III annotation came from 
published data87; the table ‘Potential Pol3 targets’ was converted to hg38 from hg19 
with the UCSC liftOver85 tool. The output BED-like files contain 6 columns: 
chromosome, TSS, TES, gene name, gene type / transcript ID and DNA strand. The 
custom script Annotation_region.pl was generated for annotating peaks with these 
annotation files in BED format.  
For the exons of mRNAs, another pipeline was used. The UCSC annotation list was 
transformed with the custom script whole_gene_annotation_list_maker.pl. The output 
contains 9 columns as: gene name; chromosome of gene; strand of gene; TSS of gene; 
TES of gene; variant of gene; start site of exon; end site of exon; number of exons that 
appear in different variants of the gene. Another custom script 
whole_gene_annotater.pl was used to extract the location of peaks within the regions. 
Its output file contains the 9 columns of the annotation file plus the information 
relating to the peaks. Peaks in introns were recorded as ‘hit = 0’. With this output file, 
we can obtain the absolute and relative distances of peaks to the boundaries of the 





3.2.2 Analysis of rDNA repeats 
As rDNA are highly repeated, a special strategy was used for analysis of these. A 
special Hisat2 index built from repeat-masked hg38 genome and a standard rDNA 
sequence9 was used as reference for alignment. The pipeline of peak calling and 
pausing time estimation was the same as in 2.2.4 and 2.2.5. 5.8S rRNA data is absent 
from standard rDNA9 because UCSC does not mask it in the hg38 genome, resulting 
in its multiple occurrence in my analysis pipeline. 
 
3.2.3 Meta gene analysis of pausing peaks 
6562 genes which have unique TSSs and TESs and are longer than 3000ntwere used 
for meta gene analysis. I classified the peaks into 7 regions: 1. Promoter, 2. TSS related 
region, 3. earlier intron, 4. exon, 5. later intron, 6. region before TES and 7. pA related 
region.  
    I obtained regions 1, 2, 6 and 7 from the annotations of 3’ and 5’ ends of exons from 
the list generated with Peak_annotater.pl.  
Promoter: 1000bp region upstream of TSS 
TSS related region: 1000bp region downstream of TSS 
region before TES: 500bp region upstream of TES 
pA related region: 4500bp region downstream of TES 
    The peaks in the introns and exons were annotated with 
whole_gene_annotater.pl, using the annotation list generated with 
whole_gene_annotation_list_maker.pl. Only exons and introns not 
overlapping with the first 1000bp or last 500bp of transcripts were selected. If the 
intron’s centre position was in the first half of the gene, I considered an intron to be 
an early intron.  Otherwise I regarded it as a later intron.  
    Because most exons or introns have different lengths, I normalized the peak 
densities before plotting. First, the peaks in introns and exons were annotated with the 




region, divided by the length of the annotated region. Then I calculated the average 
length for each region, and multiplied it with the relative location. 
To show the pausing times of the 7 regions defined above, a smoothed conditional 
mean plot with loess fitting was generated by the ggplot2 R package with parameter 
span=0.1 (Figure 2B). I also separately plotted the smoothed conditional mean plot for 
the promoter and TSS related region only (Figure S5). Peaks around TSS and TES of 
tRNA genes were plotted in the same way (Figure 3A, Figure S8). 
 
3.2.4 Analysis of Trp treatment PRO-seq data 
Trp treatment can inhibit the initiation of transcription and perturb the dynamical 
balance of polymerase occupancy downstream of TSSs. The polymerase occupancy 
of pausing sites will reduce after Trp treatment. The quicker polymerase is released 
from pausing, the faster polymerase occupancy will reduce. Even though sequencing 
reads are also influenced by sequencing depth, the ratio of reads of peaks before and 
after Trp treatment can still reflect the relative pausing length. 
 
3.2.5 PPR definition by FP treatment data 
I defined the promoter proximal region 88 as the region downstream of TSS, whose 
polymerase occupancy increases after FP treatment. The PPR starts from TSS; I 
further define the ‘fold change’ := reads of FP treatment / reads of DMSO or NO 
treatment; the script PPR_definer.pl calculates the 3’ boundary of PPR for each 






Figure 3.3 Defining the PPR. 
 
Step 1. Get the ‘cutoff ’ value:  
I assume that the region from TSS+1000 to TSS+2000 is sufficiently distant to the 
PPR and can thus use it as a negative control. I define the top 1% (5% for NET-seq 
data) of fold changes of all genes in the negative control region as cutoff.  
Step 2. Get a ‘rough PPR end’:  
In this step, the script finds a ‘rough PPR end’ based on the cutoff; this region’s 
boundary is downstream of the real PPR. The procedure is to set successive sequence 
windows in the 3’ direction from the TSS onwards. Because NET-seq/PRO-seq reads 
are sparse, each window needs to have at least 50 total reads and at least one read after 
FP treatment at its start and end positions and three other positions. The window size 
is flexible; its start and end positions are fixed once the criteria are met. Gaps 
inbetween two windows will be split in half and assigned to the adjacent windows. 
This ensures that the reads are not due to noise. Windows are being set as long as their 
FP
DMSO +1000 +2000
Fold change = FP reads/DMSO reads




















calculated fold changes are above the cutoff. The beginning of the second last window 
is recorded as the rough PPR end.  
Step 3. Zoom in:  
The last window will have fold change < cutoff and the second last window fold 
change > cutoff. Both windows have the possibility to contain the precise end of the 
PPR. Therefore, I zoom into the last two windows; the script uses a sliding window in 
3’ direction within this region, setting the two criteria as before to 10 and 3, 
respectively. It then compares the fold change for the total reads of the window and 
moves it to the next position with at least one FP read if the foldchange is still bigger 
than the cutoff. Once the fold change becomes smaller than the cutoff, the window 
stops.  
Step 4. Get the PPR end:  
The script then calculates the fold change of each position that has FP reads in the last 
sliding window. Once the fold change of a position becomes smaller than the cutoff, 









3.3.1 Profile of Pol III transcription 
The peaks annotated to genes as described in section 3.2.1 were taken for further 
analysis. The peak density around TSSs is consistent with previous works (Figure 3.4). 
Sense peaks are enriched in the PPR region, and divergent transcription also results in 
enrichment of pausing sites. The distance of antisense peaks towards the TSS is greater 
than for sense peaks. 
 
 
Figure 3.4 Peak density around TSS 
The density plot shows the pausing sites of divergent transcription around TSS. 
Enrichment of pausing sites in the PPR are seen in both direction of transcription. 
 
PRO-seq in principle detects nascent RNAs transcribed by all types of RNA 
polymerases65. By selecting regions according to the different polymerases they are 
transcribed by, we can identify the source of reads. As pausing time estimation by TV-
PRO-seq is only based on the data of individual nucleotides, comparation of pausing 
lengths between different polymerase types is possible. The peaks annotated to chrM 
are transcribed by POLRMT (described in section 2.3.3). As expected, this highly 
processive single-subunit polymerase77, 78 has shorter pausing times than Pol II (Figure 
3.5A). Surprisingly, Pol III is the polymerase that pauses shortest, not POLRMT 
(Figure 3.5A). Pol III is responsible for about 20% of the nucleotide consumption in 
the nuclei89. It transcribes tRNAs, RNase P, RNase MRP and 5S rRNAs. Remarkably, 




by Pol II, which have an average length longer than 60,000nt85 and take more than 
23mins to be transcribed 6, the short transcripts generated by Pol III seem not to have 
space for regulation of transcription. Also some of these RNAs, for example tRNA, 
are very stable. This suggests that the expression of these genes requires less regulation. 
 
 
Figure 3.5 Pausing times of different types of polymerases 
The violin plot shows the distribution of pausing times of pausing site within regions 
transcribed by Pol I, Pol II, Pol III and POLRMT. P-values from Bonferroni-corrected 
Mann-Whitney U test for all pairwise comparison except Pol I vs Pol II are smaller 
than 10-17. 
 
As polymerase pausing is short in Pol III transcribed genes, initiation and 
termination become the most likely rate-limit steps for Pol III transcription. The 
promoters of Pol III have been classified into three different types91-93. Type I 
specifically refers to 5S rRNAs. Type I promoters have a special region called the ICR 
(Internal control region). It is located 50nt to 90nt downstream of the TSS and is 
composed of three elements: A box, intermediate element and C box. Type II has 
mainly been found in tRNAs and contains A box and B box, which are located from 
+8 to +19 and +52 to +62, respectively. Type III were first found in mammalian U6 
spliceosomal genes and later in 7SK genes, H1RNA, RNase P and RNase MRP. They 




former. By mutation of the TATA box, the Type III promoter can be converted into a 
Pol II transcribed U2 promoter, and vice versa 94. 
I examined the pausing profiles of 5S rRNA, tRNA and U6 snRNA representing 
Type I, II, III promoters, respectively. I found polymerase to concentrate short pausing 
in 3 sites in the gene bodies of tRNAs (Figure 3.6A&B), while a much longer pausing 
site is located downstream of the TES of tRNAs (Figure 3.6A). This suggests that 
termination of transcription of tRNAs may play an important role in their expression 
control. Both 5S rRNAs and U6 snRNAs have a pausing site directly on the TES, but 






Figure 3.6 Pausing time of different Pol III transcribed genes 
A. Pausing times and positions at tRNA genes. Each dot corresponds to a pausing 
peak. The blue line corresponds to the moving average with the gray shading 
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TES, where the pausing times interestingly increase. Three common pausing sites are 
marked with arrows.  
B. Similar as (A), but aligned at TSSs instead of TESs. 
C. Similar as (A), but for5S rRNAs. 
D. Similar as (B), but for5S rRNAs. 
E. Similar as (A), but for U6 spliceosomal RNAs. 
F. Similar as (B), but for U6 spliceosomal RNAs. 
 
The pausing profiles of other noncoding RNAs are shown in Figure 3.7. 7SK RNAs 
and Y RNAs are also transcribed by Pol III, and the clear pattern of peak enrichment 
at TESs is also seen. Unlike 5S rRNAs and U6 spliceosomal RNAs, TES pausing of 
these two types of RNAs lasts longer (Figure 3.7A, B). The snRNAs (Small nuclear 
RNAs, including 7SK RNA, U7 small nuclear RNA and various spliceosomal RNAs) 
and snoRNAs (Small nucleolar RNAs, including Small Cajal body specific RNAs, 
Small nucleolar RNA U3, SNORD12/SNORD106) also show an enrichment of 
pausing sites at TESs. Pol II and Pol III carry out the transcription of these genes94. As 
histone genes which are transcribed by Pol II also show the pausing at TES38, the TES 
pausing is a common mechanism of both Pol II and Pol III. Even though the pausing 
positions of these genes are all concentrated at the TES, their pausing times show 
significant differences. TES related pausing of snRNAs are much shorter than the 
snoRNAs’ (the peak density of TES related pausing of snRNAs is also lower, but this 
might be caused by a detection rate bias in favour of long pausing over short pausing). 
Also, a standard rDNA repeat containing 18S, 5.8S and 28S rRNA was used for 
aligning the reads. Thus, an aggregate pausing profile for rRNA transcription carried 
out by Pol I is shown (Figure 3.7E). Higher peak density was found in the 18S rRNA 
and 28S rRNA regions. Furthermore, I found a long pausing region at the TR (tandem 






Figure 3.7 Pausing time around TES of noncoding RNAs 
A. Pausing time of pausing sites close to TES of 7SK RNAs. Each dot corresponds to 
a pausing peak.  




C. Similar as (A), but for all snRNAs. The blue line corresponds to the moving average 
with the gray shading indicating the 0.95 confidence interval (LOESS fit). 
D. Similar as (C), but for all snoRNAs. 
E. Similar as (C), for ribosomal RNA genes. ETS & ITS, external & internal 
transcribed spacers, respectively (5.8S not shown). TR, tandem repeat. 
 
3.3.2 Short pausing in the promoter proximal region 
The current genome wide analysis about pausing time is mainly built on Trp treatment 
followed by ChIP-seq or GRO-seq3, 4, 84. These researches suggest an average pausing 
time of polymerases in the PPR for several minutes. However, the slow uptake of Trp50 
challenges the notion of long pausing as it might be a secondary effect of Trp uptake 
instead. In vivo experiments using FRAP show that ‘promoter proximal pausing’ lasts 
only about 42s.  
 
 
Figure 3.8 Pausing times at mRNA-transcribing metagene  
Pausing times at mRNA-transcribing metagene. Each gray dot represents a pausing 
peak, with corresponding pausing time given by its y-axis value. The x-axis values 
corresponds to absolute position within -/+ 1kb of TSS (green and yellow tinged 
regions, respectively), 500bp upstream and 4.5kb downstream of TES (orange and 
blue, respectively), or relative position within the other genic sections (color code as 
indicated). The blue line corresponds to the moving average (LOESS fit). The gray 
shading indicates the confidence interval and is negligible on this scale, hence 
invisible over most of the graph. The widths of exons and introns have been scaled to 





The TV-PRO-seq result for HEK293 cells shown in Figure 3.8 demonstrates that 
even though the polymerases are more likely to pause in the PPR, each pausing time 
is shorter than in other regions. In fact, the pausing in the first 100nt downstream of 
TSSs are extremely short compared to other regions (Or sarkosyl facilitates the 
pausing release in the PPR); however, polymerases do indeed tend to pause at a region 
slightly downstream of the short pausing region. 
Polymerases have previously been suggested to stay longer in exons of genes38. TV-
PRO-seq shows that Pol II does not pause longer for each pausing site in exons, but is 
likely to pause with higher frequency. Also, the pausing right after TESs is slightly 
shorter than pausing within genes and distal to TES. This shorter pausing may function 
in accelerating the maturation of mRNAs. 
I then focused on the pausing events close to TSS. I computationally extracted 
pausing sites close to TSS and ordered these by their pausing time. I then displayed 
the positional distributions of the sites with 10% longest pausing time and 10% 
shortest pausing time, respectively (Figure 3.9A). The short pausing positions are 
concentrated around +70 downstream of TSS, which has been suggested to be the 
centre of the promoter proximal pausing region2, 13. The longer pausing is concentrated 
further downstream at +160, and continues with a higher density further downstream. 






Figure 3.9 Pausing close to TSS tends to be short 
A. Peaks within -500 to +1000 of TSS were classified into ‘long’ and ‘short’ according 
to their pausing times and were displayed as distributions regarding their distances 
to TSS, P < 10-100, Mann-Whitney U test.  
B. Similar as (A) from KBM7 data. P < 10-23, Mann-Whitney U test.  
C. Pre-treatment of HEK293 cells with Triptolide (Trp) to block transcription 
initiation leads to differential vacation of pausing sites near TSS; peaks with increased 
relative sizes after Trp treatment (green) are further downstream from TSS than 
decreasing peaks (purple), P < 10-4, Mann-Whitney U test.  
D. Similar as (C) from KBM7 data. P < 10-11, Mann-Whitney U test. 
 
    I performed Trp treatment as an additional test. HEK293 cells were treated with 
culture medium containing 500nM Trp following permeabilization. The 
permeabilizated cells then were used for PRO-seq with 8min run-on time. As the 
elongation rate of polymerase ranges from 0.5kb/min to 8kb/min3, 14, 35, 10min is long 
enough for polymerase to vacate the first 1000nt of genes. The polymerase occupancy 
of short pausing sites should decrease more than long pausing sites. The ratio of reads 




that the Trp treatment is consistent with the TV-PRO-seq result. I again verified this 
result in KBM7 cells. In contrast to the HEK293 cells, I performed the Trp treatment 
for KBM7 after permeabilization and followed with 6min run-on time. As shown in 
Figure3.9D, the KBM7 Trp treatment thus yielded an even clearer pattern than the 
HEK293’s. The Trp treatment experiment is consistent with TV-PRO-seq. It suggests 
that pausing in the PPR is not the longest (Or sarkosyl facilitates the pausing release 
of polymerase in +60 to +100). 
 
3.3.3 FP treatment shows Pol II bound to NELF / DSIF pauses 
shorter 
Three different transcription factors have been suggested to be involved in polymerase 
enrichment in PPR2, 34. NELF and DSIF repress productive elongation while P-TEFb 
facilitates polymerase escaping from the PPR by phosphorylation of NELF, DSIF and 
Ser2 of Pol II CTD. As TV-PRO-seq shows that pausing times of polymerase in the 
PPR tend to be shorter, this short pausing could either be an artefact of its smaller 
distance to the promoter or an actual effect owing to special mechanisms of promoter 
proximal pausing. To resolve this question, I used FP treatment data for further 
analysis. 
FP can inhibit P-TEFb thus keeping Pol II bound to the NELF and DSIF and in turn 
increasing the polymerase occupancy. I performed 300nM FP treatment followed by 
PRO-seq with 8min run-on time and compared reads with 8min run-on samples from 
TV-PRO-seq. I considered the top 10% peaks with largest increases in reads after FP 
treatment as representative of the region where Pol II is likely bound to NELF and 
DSIF, and thus named these peaks ‘FP peaks’ (Figure 3.10A). The FP peaks 
commonly have shorter pausing times . Since the FP treatment increases polymerase 
occupancy in the PPR, the FP peaks are more enriched in the PPR region (Figure 
3.10B). If short pausing in the PPR just results from a distance effect of polymerase 
towards promoter, we can also expect the FP peaks to pause for short times. To prove 
that the short pausing of FP peaks is not just a distance artefact, I focused on the first 
200nt region downstream of TSS only (green area in Figure 3.10B). The FP peaks’ 




3.10C). As shown in Figure 3.10D, FP peaks indeed pause shorter in the PPR 
compared to peaks with the same distance to TSS. This result confirms that Pol II 
bound to NELF and DSIF indeed pauses for shorter times, ruling out a distance-related 
artefact. 
 
    
 
Figure 3.10 Pausing profile of FP peaks 
A. Short pausing at FP-affected peaks. Blue refers to all peaks in the genome. From 
these, peaks whose read counts increase at least 4.44 times (for cutoff, see Supp 
methods) after FP treatment were selected as ‘FP peaks’ 95. Pausing times of FP peaks 
are lower than those of all peaks, P < 10-94, Mann-Whitney U test.  
B. The same groups of peaks as in (D) are shown in terms of their average densities 
along genes. The green region denotes the first 200nt downstream of TSSs.  
C. Violin plots show that the pausing times of FP peaks in the green region of (E, F) 
are significantly shorter than all peaks, P < 10-22, Mann-Whitney U test.  
D. Pausing times of the peaks considered in (E) shown as LOESS fits as in (A).  
 
I note that run-on methods are influenced by technical noise and that GRO- and 




situation in vivo. Therefore I examined the shorter pausing in PPR in an alternative 
way based on NET-seq data. 
The pausing sites are always fixed to certain genome location. Even though TSS 
positions can vary, the pausing site does not move along with the TSS44. If polymerase 
pauses longer, the polymerase occupancy of pausing sites will increase, while the 
regions adjacent to the pausing sites will be influenced less. We can exploit this to test 
that FP treatment blocks pausing release, since the reads will become more 
concentrated on pausing sites after treatment. However, my result is the opposite to 
this suggestion. An example is shown in Figure 3.11; a distinct pausing site is located 
at position 170 532 209 of the chromosome 1 plus strand, which is 88nt downstream 
of the TSS of the gene GORAB. After FP treatment, the total reads of PPR (the green 
area) increased dramatically. However, when we look at the relative density of reads, 
we will find the reads are less concentrated on the pausing sites. It means that Pol II 
bound to NELF / DSIF remains shorter at this pausing site or stay longer at the other 
sites of the PPR.  
 
 
Figure 3.11 Reads at the gene GORAB from PRO-seq with FP or DMSO 
treatment 
Orange represents FP treatment and its scale is shown on the left y-axis. The blue 
bars and the scale on the right y-axis refer to control (DMSO) treatment. The average 
read counts increased after FP treatment in the green shaded region (the boundary is 
defined in the methods). The blue and orange read counts are scaled to the same area 
within the green region. 




I conducted a genome-wide analysis based on this logic (Figure 3.12). As I define 
the PPR end as the early termination site, I assume positions in the PPR share the same 
polymerase flux. The ratio of reads at pausing sites and average reads in other 
positions of the PPR can reflect the relative length of average residence time of 
polymerase on pausing sites. Considering GORAB for example, the ratio means reads 
of position 170 532 209 divided by the mean of reads in 170 532 121 to 170 532 233 
except 170 532 209 (in other words, 170 532 121 to 170 532 208 and 170 532 210 to 
170 532 233). The ratio of all peaks located in the PPR of NET-seq data38 is shown in 
Figure 3.12A; the ratio significantly decreased after FP treatment. I also derived this 
result in an alternative way: I calculated fold change, that is the reads after FP 
treatment divided by those after DMSO (control) treatment. As shown in Figure 3.12B, 
the fold changes of the whole PPR are significantly higher than those of pausing sites. 
Because NET-seq data is more sparse and has a higher background noise, I also used 
PRO-seq data to repeat this analysis, and the result is consistent with NET-seq data 
(Figure 3.12C, D from Hela cells50, Figure 3.12E,  F from HEK293 data). These results 
confirm my TV-PRO-seq findings suggesting that Pol II bound to NELF / DSIF tends 
to directly drop off before entering productive elongation and that these Pol II pause 






Figure 3.12 Genome-wide analysis of influence of FP treatment 
A. The ratios of reads at individual pausing sites and average reads at remaining sites 
within the PPR, of Hela cell NET-seq data50 (potentially including other pausing sites). 
The blue refers to ratios after DMSO treatment and orange refers to FP treatment. P 
< 0.01, Mann-Whitney U test.  
B. Fold change distribution  of before and after FP treatment of Hela cell NET-seq 
data. Red indicates the fold changes of pausing sites in the PPR and purple indicates 
those of the total reads in the PPR. P < 10-3, Mann-Whitney U test. 
C. Similar to (A), data from Hela cell PRO-seq. P < 10-51, Mann-Whitney U test. 
D. Similar to (B), data from Hela cell PRO-seq. P < 10-45, Mann-Whitney U test.  
E. Similar to (A), data from Hela cell PRO-seq. P < 10-29, Mann-Whitney U test. 





3.3.4 Pausing profile of D. melanogaster 
Core promoter architecture differs greatly between humans and D. melanogaster. D. 
melanogaster have a distinct pattern of motif distribution; various motifs have been 
found at specific distances to the TSSs. For instance, the ‘pause button’, which 
correlates with pausing, is found tobe located +26 downstream of the TSS in D. 
melanogaster96,97. Unlike D. melanogaster, few motifs have been found in core 
promoters of human genes96; no motif akin to the pausing button has emerged for 
human core promoters, for instance. Even motifs shared by humans and D. 
melanogaster, such as the TATA box and GAGA box, are distributed more 
widespreadly in the former 96. This appears to be reflected by the different distributions 
of pausing sites in the different organisms (Figure 3.13). 
 
 
Figure 3.13 Difference of peak density between humans and D. melanogaster 
The density plot shows that pausing sites are enriched in the PPRs of both D. 
melanogaster and human genes. However, pausing sites in D. melanogaster are closer 
to the TSS. 
 
The pausing times of pausing sites close to TSS also show different profiles between 
humans and D. melanogaster. The pattern that polymerase remains longer in the gene 
body is similar (Figure 3.8 and Figure 3.14). However, the pausing time does not drop 
at the pausing site enriched region. On the contrary, pausing time shows a slight 






Figure 3.14 Pausing times at mRNA-transcribing metagene of D. melanogaster  
Pausing times at mRNA-transcribing metagene in D. melanogaster. Definition of the 






TV-PRO-seq provides novel insights for deepening our understanding of pausing. 
But it does have certain limitations: 
1.  As TV-PRO-seq is built on PRO-seq, it is an in vitro experiment which cannot 
perfectly reflect the in vivo state. As the run-on buffer for PRO-seq contains sarkosyl, 
the results can also be due to effects of sarkosyl. 
2. TV-PRO-seq cannot distinguish the type of RNA polymerase65. For genes 
transcribed by both Pol II and Pol III, TV-PRO-seq can only output the compound 
signal for both. 
3. Another limitation of TV-PRO-seq is that it cannot identify unambiguously the read 
source of highly repeated genes. In particular, many non-coding genes transcribed by 
Pol I and Pol III are highly repeated. For these, the reads are randomly assigned to 
repeats, thus necessarily obscuring their origins. However, this is a general problem 
with next generation sequencing, and prevents unambiguous alignment of reads also 
for assays such as ChIP-seq or RNA-seq if their sequence maps to repeat regions or 
pseudogenes. The pausing time of pausing sites in highly repeated genes is still 
meaningful, as it represents the average pausing time of pausing sites in different 
repeats.  
4. TV-PRO-seq only produces estimated value of pausing time. It is suited well for 
comparisons within a dataset, but becomes less precise across independent 
experiments and is also subject to the priors chosen for the Bayesian estimation 
framework. 
5. Finally, owing to its high positional resolution, the majority of PRO-seq peaks will 
only have a small number of reads in some time points. Thus, biological and 
experimental noise will influence results strongly. This limits the prospects for 
detailed analyses of dynamics at individual pausing sites. 
    Despite these limitations, TV-PRO-seq provides large amounts of highly valuable 
information: 
1. TV-PRO-seq is the only method that can estimate pausing times at single base 




2. In contrast to previous sequencing methods, TV-PRO-seq compares reads of the 
same genomic position with those of different run-on times. This permits isolation of 
the profile of pausing sites independently of polymerase flux. Therefore we can 
investigate pausing times of pausing sites within genes expressed at different levels. 
3. A big advance over the previously used pausing index is TV-PRO-seq’s ability to 
produce pausing profiles of short genes. This for the first time permits analyses of 
pausing profiles of lncRNAs and other ncRNAs which play important roles for 
organisms. 
My meta-analysis of TV-PRO-seq suggests that pausing of individual pausing sites 
in the PPR is shorter than in the gene body. I further confirmed this with analyses 
based on NET-seq data which can reflect the in vivo state. I propose that promoter 
proximal pausing is more akin to a toll station of a highway which stops polymerase 
for a certain short time. Pausing sites in the gene body, on the other hand, could be 





Chapter 4 Molecular mechanism of pausing 
4.1 Introduction 
Various mechanisms have been suggested to be involved in pausing. The most well 
established NELF/DSIF mediated promoter proximal pausing needs to be revisited as 
more and more evidence shows that the polymerase enrichment in PPR can also be 
caused by abortive transcription5, 6, 50, 98. But pausing is not restricted to the PPR, it 
occurs throughout the whole gene body every 20nt to 100nt13. This pausing is due to 
other mechanisms, such as: nucleosome barriers26, 99, DNA secondary structure100, 
bridge helix (DNA-RNA helix at 3’ of nascent RNA)101, 102 and nascent RNA 
structure103.  
   The DNA template is packaged by nucleosomes. Each nucleosome core contains an 
octamer of histone proteins and is wrapped by 147bp of DNA104. In vitro experiments 
show that nucleosomes can enhance pausing by increasing pausing frequency and 
pausing time. Even without a pausing site, nucleosomes still slow down elongation as 
the polymerase has to wait for the unwrapping of nucleosomes to occur51. Both NET-
seq25, 30 and PRO-seq26 show this effect genome-wide. H2A.Z, which is a variant of 
histone H2A in the histone octamer, has been linked to pausing; higher H2A.Z levels 
at the PPR reduce pausing by increasing turnover of the other histone types H3/H4105. 
It further increases the elongation rate in gene bodies106, which appears consistent with 
the notion of short pausing in the PPR, since H2A.Z is enriched in the latter. Histone 
acetylation has also been suggested to enable the release of paused polymerase through 
loosening chromatin51, 52, 107, 108.  
    The sequence of the template DNA has also been suggested to relate to pausing. For 
instance, the GAGA box has been reported to correlate with promoter proximal 
pausing109. However, the suggestion that polymerase enrichment in the PPR is rather 
due to polymerase turnover mandates a re-evaluation of links between the GAGA box 
and pausing. Apart from motifs related to promoter proximal pausing, the DNA 
template affects pausing directly by the molecular interaction of polymerase and the 
DNA-RNA helix of template DNA and nascent RNA. Both NET-seq49 and PRO-seq44 




cytosine is conserved from E.coli to humans102. Studies in E.coli also suggest that 
hairpin secondary structures of nascent RNA can stabilize pausing103. Similarly, G-
quadruplexes appear to block transcription when folded100.  
Here I show that the H3K36me3 histone modification, which represses histone 
acetylation, correlates with long pausing. H3K9me3, a heterochromatin marker, shows 
a similar correlation with long pausing. I further discovered how sequence motifs can 
influence elemental pausing. An in-depth analysis of such a motif, APM1 (Accurate 
Pausing Motif 1), demonstrates that some nucleotides in the motif influence the 






4.2.1 Histone modification and chromatin accessibility for TV-
PRO-seq data 
I used existing HEK293 cell ChIP-seq data for different histone modifications from 
published studies and/or public depositories for the analysis. H3K4me1, H3K4me2, 
H3K4me3 and H3K27ac data were obtained from Gene Expression Omnibus, 
GSE101646110, and H3K9me3, H3K36me3 and DNase-seq data were downloaded 
from ENCODE series ENCSR372WXC and ENCSR000EJR. The data were first 
trimmed with Trimmomatic-0.36 with options LEADING:24 TRAILING:24 
SLIDINGWINDOW:4:20 MINLEN:20111, then aligned to hg38 under –no-spliced-
alignment condition by Hisat268. The SAM files were converted to BAM files, then to 
BED files using Samtools69 and Bedtools70, respectively. The read intervals in the 
BED files were adjusted to the same lengths with the custom script 
bed_normal_length.pl to make sure the coverages of reads bore equal weights 
for each read. We then converted the data to BEDGRAPH files with the 
genomeCoverageBed command from Bedtools, using the flags -bga 70. The 
BEDGRAPH files were annotated to TSS or pausing peaks with the custom script 
Liner_bedgraph.pl.  
I then classified peaks on nuclear chromosomes into those with the longest 5% and 
shortest 5% pausing times, and extracted the coverage from the BEDGRAPH files 
within +/-1000 nt of each peak in both classes. I then removed the top 5% of these 
coverage intervals since these had disproportionately strong influence on the results. 
Finally, I averaged the coverages of each class, respectively, and displayed the results 
using ggplot2 in R. 
 
4.2.2 Calculation of pausing index 
I defined the genic regions from TSS +200bp to TES as gene body (GB) 38, and 
calculated a pausing index (PI) for each peak position by dividing reads in peaks by 
the average reads in the GB of the same gene. I considered either peaks along the 




UCSC mRNA gene annotation as above with the script PI_reference_maker.pl. 
I then used the script PI_counter.pl to count the GB reads of target genes. 
 
4.2.3 Histone modification and chromatin accessibility for 
mNET-seq data 
HEK293 NET-seq data was downloaded from Gene Expression Omnibus, 
GSE6133230. I used the UCSC liftOver tool to convert the BEDGRAPH file to hg3885. 
I then defined target genes for further analysis by selecting genes longer than 3000 nt, 
with unique TSSs and TESs. Peak selection for the mNET-seq data followed the same 
strategy as for TV-PRO-seq; the peak selection output file was processed with the 
script Liner_bedgraph.pl to extract histone modification states within +/−1000 nt 
of peaks in the same way as for TV-PRO-seq; I removed the top 5% peaks with highest 
average coverage of each group and plotted the average coverage of histone 
modification at peaks corresponding to the top and bottom 5% PI, respectively (for all 
peaks in target genes, or peaks within the TSS to +500 region only).  
In order to compare TV-PRO-seq and mNET-seq with regards to the chromatin 
state results, I needed to subset the TV-PRO-seq data to the same target genes as I 
used for the mNET-seq data. The script PI_TV_annotater.pl was used to extract 
the coverage information of individual TV-PRO-seq peaks located in the target genes. 
I then selected long pausing and short pausing peaks as above. The average ChIP-
seq/Dnase-seq coverages of long pausing and short pausing peaks were then used for 
comparison with the high PI and low PI peaks. 
 
4.2.4 Motif analysis 
The ±50bp surrounding sequence around each peak was extracted with the custom 
script Peak_seq_getter.pl, saved into a fasta file, and subjected to de novo motif 
detection. In addition, the regions from -550 to -450 and +450 to +550 at each peak 
were extracted to serve as control sequences. Motif detection was done with the 




by using the control sequences as background 112, which resulted in a number of 
position probability matrices (PPM) for enriched motifs, which I term the PPMe’s. For 
each PPMe, I used the homer2 find function to obtain the distances between all 
motif occurrences and peaks in the input sequence set. I used the parameter -strand to 
ensure strand-specific motif detection.  
For each distance distribution resulting from a PPMe, I compared the most 
frequently occurring distance d1, to the second most frequently occurring distance d2; 
I ranked PPMes by the relative standard error r in estimating the proportion ŷ = n1/(n1 
+ n2), based on the heuristic assumption that n1 is binomially distributed, where n1 and 








After ranking by X, the top 6 motifs were taken for further analysis. I considered 
these motifs to have a unique, precise pausing site at single base resolution. I then 
extracted the PPM for the motifs appearing at d1 and termed this second PPM the 
precision PPM, PPMp. I generated sequence logos for PPMe and PPMp with the 
ggseqlogo R package. 
I then plotted pausing times of peaks at the precise pausing sites and considered 
these to be related to the motifs. Peaks at distances between 20bp to 40bp with regards 
to the precise pausing sites were used as controls of the surrounding neighbourhood, 
since different genomics regions have different overall pausing characteristics/times. 
Box plots were used to show the pausing time distributions between motif related 
peaks and these adjacent controls. A Mann–Whitney U test was used to test for 
significant differences. I repeated this comparison for all peaks to test if the motif 
peaks’ pausing times deviated from the genome-wide average. 
The top motif output by Homer, which I termed ‘Accurate pausing motif1’ (APM1), 
and which corresponds to the sequence ACAGTCCT, was taken for further analysis. 
I identified ‘variant motifs’ from the consensus by changing individual positions of 






4.3.1 Histone modification and pausing time 
As polymerases have to wait for nucleosome fluctuations to be able to pass51, different 
types of histone modifications influence transcription in various ways and vice 
versa113. For instance, new histone acetylation is found at many genes after a heat 
shock29, 114. Histone acetylation can also accelerate the release of paused polymerase51, 
52, 107, 108. 
 
 




A. Peaks were classified into ‘long’ and ‘short’ according to their pausing times. The 
average signal of DNase-seq data is displayed in the vicinity of the two classes of 
peaks and all peaks. 
B. Similar to (A), from H3K4me1 ChIP-seq data. 
C. Similar to (A), from H3K4me2 ChIP-seq data. 
D. Similar to (A), from H3K4me3 ChIP-seq data. 
E. Similar to (A), from H3K27ac ChIP-seq data. 
 
As shown in Figure 4.1A, polymerases are likely pausing in front of nucleosomes 
and are located upstream in an open chromatin state. This result is consistent with 
previous studies115, 116. TV-PRO-seq allowed me to investigate this further, and I 
classified peaks into ‘long’ and ‘short’ according to their pausing times and quantified 
their presence around different chromatin features. Interestingly, short pausing sites 
are enriched at the boundaries of open chromatin regions, while long pausing sites are 
shifted further downstream. As shown in Figure 3.9, long pausing sites are enriched 
further downstream of TSSs. This result suggests that, rather than paused polymerase 
maintaining the open chromatin region around the TSS, co-location of polymerases 
and nucleosome free region is probably a secondary effect. The other possibility is 
that pausing sites with longer pausing time function as regulators of elongation rates 
and short pausing sites have roles as checking points with general functions. Thus, a 
high fraction of polymerases pass the long pausing sites without pausing, while all 
polymerases have to pause at the short pausing sites. Activating histone 
modifications113 such as H3K4 methylations and H3K27 acetylation exhibit similar 
profiles (Figure 4.1B-E) as the DNase data.  
H3K9me3 and H3K36me3 show interesting patterns correlated to long pausing 
(Figure 4.2A, B). H3K9me3 is the marker of heterochromatin117. As shown in Figure 
4.2A, long pausing is enriched in front of nucleosomes with H3K9me3, while short 
pausing is strongly reduced. It is reasonable to assume that packaged chromatin 
prevents polymerase from engaging. More surprising is the fact that H3K36me3 as an 
elongation marker is also found to be related to long pausing (Figure 4.2B). 




expected to correlate with shorter pausing as the other active expression markers. 
However, TV-PRO-seq yields the opposite result; in contrast to H3K9me3 which only 
shows sharp enrichment peak at the pausing site, H3K36me3 displays enrichment over 
a broader region. The potential mechanism for H3K36me3 to block polymerase 
engagement is its ability to reduce nucleosome turnover by facilitating histone 




Figure 4.2 Histone modifications related to long pausing 
A. Peaks were classified into ‘long’ and ‘short’ according to their pausing times. The 
average signal of H3K9me3 ChIP-seq data is displayed in the vicinity of the two 
classes of peaks and all peaks. 
B. Similar to (A), from H3K36me3 ChIP-seq data. 
 
  
4.3.2 Isolating pausing time by TV-PRO-seq 
TV-PRO-seq evaluates pausing time at each pausing site at single nucleotide 




comparison with NET-seq data for the same cell line and chromatin states in different 
regions is shown in Figure 4.3. The DNase-seq signal around peaks from NET-seq 
and TV-PRO-seq shows similar pattern at TSSs. But for the gene body, high PI 
(Pausing index, calculation see 4.2.2) peaks from NET-seq data which indicate long 
pausing have very low signal. This is because the PI uses the average Pol II signal in 
gene bodies for normalization. For this reason, a high PI actually means not only that 
the peak tends to have longer pausing time, is also selects for location in a low 
expression gene. In contrast, TV-PRO-seq data demonstrates that short pausing in 
gene bodies is actually associated with higher H3K27ac, H3K4me2 and H3K4me3 
signals. The pattern of short pausing sites in gene bodies is similar to the TSS ones, 
but weaker.  





Figure 4.3 Comparison of chromatin state profiles for TV-PRO-seq and NET-
seq/PI 
Dark purple and dark green lines represent the low PI and high PI pausing positions 




pausing and long pausing positions from TV-PRO-seq data. The type of chromatin 
feature (as determined by DNase-seq or ChIP-seq) is shown on the right-hand side; 
all peaks in the gene body, peaks in the region from TSS to +500 nt or TSS +500 nt to 
TES are shown in the first two, middle two and last two columns, respectively. The 
profiles are clearer for TV-PRO-seq in many cases, and often deviate from the NET-
seq profiles, suggesting that TV-PRO-seq often produces better and sometimes 
different information.  
 
    For H3K9me3, TV-PRO-seq data show a clear pattern. Even though H3K9me3 is 
normally absent around TSSs, its signal can still been found in front of long-paused 
polymerase. The pattern is clearer in gene bodies, but peaks with high PI do not show 
any difference with low PI ones. H3K36me3 is enriched at peaks with longer pausing 
times but is also found at peaks with low PI. As TV-PRO-seq measures pausing time 
for isolated pausing sites, the result indicates that H3K36me3 blocks polymerases, for 
a long time. However, using the PI produces the conflicting result that peaks with high 
PI have much lower H3K36me3 signal. This is because H3K36me3 as elongation 
marker exists in active genes which have higher polymerase occupancy in the gene 
body. Therefore, all peaks in these genes tend to have lower PIs. 
 
4.3.3 Essential of APMs for elemental pause 
Elemental pausing has been extensively studied in E. coli, where it has been shown 
that RNAP (RNA polymerase) pauses on average every 100nt due to sequence-
induced RNAP active site rearrangement121, 122. This elemental pausing can stop 
polymerase and induce its backtracking and formation of RNA structure123, 124; the 
sequence of the 3’ end of the nascent RNA and the +1 position on template DNA 
(pausing release site) are essential in this context102, 123. A similar phenomenon has 
been found in mammalian cells44, 49.  
As TV-PRO-seq is based on PRO-seq which has single nucleotide resolution, I 
further analysed the function of the gene’s sequence around the pausing site towards 
pausing. All the peaks defined in 2.2.4 were used for this analysis. I chose several 




at the pausing sites, we named them APMs (accurate pausing motifs). PPMs (position 
probability matrices) of APMs are shown in Table 4.1, the position of the pausing 
release site (+1 from pausing sites) has been marked as red in the consensus sequence.  
 
Table 4.1 Accurate pausing motifs. 
 
* Reverse complemented Accurate pausing motif3 has a different precision pausing 
site, i.e. the peak at a different position compared to the forward one. 
 
I found that nucleotides at the 3’ end of the nascent RNA and the +1 template DNA 
are most important for the majority of elemental pausing (Shown as PPMP in the Table 
4.1). In particular, polymerases are likely to be blocked during run-on when the 
incoming nucleotide is C. The 3’ end of the nascent RNA is also likely to be essential, 
since C and G are common in this position. The essential nucleotides for maintaining 
pause are mostly located from positions -6 to +1 with respect to the pausing sites. 
Interestingly, I found that some APMs not only function when they are located in the 
sense strand, the antisense transcripts also paused on a different nucleotide of the motif. 
Take APM3 for example, where polymerase is paused on both APM3 and its reverse 
complementary sequence; both strands have a distinct peak (Figure 4.4). Even though 
both strands of APM3 block transcription, it is unlikely to occur in the same position. 
As the PPMp in Table 4.1 shows, position 4 of the forward APM3 has a high possibility 
to be C and position 1 is likely to be G. However, position 5 of the reverse complement 




also has distinct pausing sites on both strands. Overall, the common pattern of pausing 
on C or G and release on C are conserved for nearly all motifs.  
 
 
Figure 4.4 Polymerase pause on both strands of APM3 
 
To investigate the influence of the sequences of the APMs towards pausing, I use 
APM1 for a more detailed analysis (Figure 4.5). The consensus sequence of APM1 is 
ACAGTCCT, and polymerases are likely to pause on the second C and release on the 
third C. Interestingly, the most important site for pausing is the release site rather than 
the pausing site. Because PRO-seq is a run-on based protocol, this result may in 
principle be due to technical reasons. However, the pausing site is not as important as 
we expect, since a mutant of the G at the -2 position relative to the pausing site reduces 
pausing more than a change of the pausing site itself. Similar patterns are seen for the 
other APMs (Table 4.1); the pausing release sites are always essential for making the 
polymerases pause at the right position, but not the pausing sites themselves. As Pol 
II and E. coli RNAP share all the active-site components such as trigger loop or bridge 
helix, the function of the +1 template DNA position towards RNAP in elemental 




by an incompletely opened clamp of RNAP and lead to elemental pausing, which in 
turn can lead to backtracking or long pausing125.  
 
 
Figure 4.5 Histograms of peak frequencies at positions relative to the motif 
ACAGTCC and single base variants (position variants are shown in red, whereas 
consensus positions are shown in blue). 
 
4.3.4 Sequence of APMs influence length of pausing 
APMs’ sequences not only influence the location of polymerase pausing, but also 




pausing times. For example, polymerases pause on APM2 significantly longer than on 
other peaks (Figure 4.6A). This is not a secondary effect of the motif’s distribution, 
since pausing in adjacent regions to APM2 pause significantly shorter (Figure 4.6B). 
 
 
Figure 4.6 Pausing time of APMs 
(A) Pausing time comparison for peaks at each APM and all peaks in the whole 
genome. **P<0.01, ***P<0.001, Mann-Whitney U test. 
(B) Pausing time comparison for enriched motifs at peaks and nearby background 





    Again I turn to APM1 as example for a more detailed analysis of its associated 
pausing times. As shown in Figure 4.5, polymerase always pauses on position 7, 
regardless of position 1, 2, 5, and 8’s nucleotides. The nucleotides of these positions 
do not change the accuracy of pausing, but influence the strength of pausing (Figure 
4.7). For instance, polymerases pause on CCAGTCCT for significantly shorter times 
than on ACAGTCCT and TCAGTCCT (Mann-Whitney U test, p-value < 1×10-5). 
GCAGTCCT pauses even shorter than CCAGTCCT (Mann-Whitney U test, p-value 
< 1×10-3) (Figure 4.7 A). Similar to position 1, positions 2, 5, 8 also influence pausing 
time of APM1 without changing the enrichment site. 
 
 
Figure 4.7 Nucleotide variants influence pausing time 
A. Pausing time of APM1 with variants of the first nucleotide. 
B. Pausing time of APM1 with variants of the second nucleotide. 
C. Pausing time of APM1 with variants of the fifth nucleotide. 







Interestingly, if I consider dinucleotide variants of the first two positions, I observe 
systematic effects of individual bases on the pausing times of the downstream peaks 
(Figure 4.8 A). This pattern would be unlikely to appear by chance (Kendall tau test, 
all P < 10-6; background pausing times do not show such a pattern, Figure 4.8 B) and 
agrees with elementary biochemical considerations relating affinity to lifetime of an 






Figure 4.8 Dinucleotide variants of the APM1 show systematic effects on the 
pausing times 
A. Black triangles were added to better illustrate the trends. Trends among all groups 
of four were assessed with Kendall’s tau test and were found to have P < 10-6 in all 
cases (H1: tau ≠ 0).  
B. The pausing times of ‘Background peak’ of peaks in (A), which refers to the pausing 
peaks within a distance of 20 to 40bp of the accurate pausing site. Trends among all 
groups of four were assessed with Kendall’s tau test and were found to be not 






Even though pausing in the promoter proximal region is highly researched, the study 
of pausing mechanisms of Pol II in other regions, especially the gene body, has been 
limited. Here I showed that two different histone modifications, H3K9me3 and 
H3K36me3, can induce long pausing and how the sequence around pausing sites 
influences accuracy and duration of the pausing. These findings can help improve 
understanding of expression regulation and potentially assist in the design of 
BioBricks and other synthetic biology endeavors.  
    Pausing has been proposed to regulate gene expression2, 12. However, the 
mechanism of the regulation is still elusive. Histone acetylation has been proposed to 
loosen chromatin and increase nucleosome turnover, thereby helping polymerases to 
overcome the nucleosome barrier29. H3K36me3 reduces nucleosome turnover by 
facilitating histone deacetylation and remodelling of repressive chromatin 119, which 
might explain its association with long pausing. A tug of war between H3K36me3 and 
histone acetylation may function as speed control for elongation: paused polymerase 
is released by demethylation of H3K36me3 and histone acetylation after a heat shock, 
thus raising the elongation rate of polymerase (Figure 4.9A). I hypothesize that the 
reason that H3K36me3 is an active marker of expression but also associates with long 
pausing is because it is deposited in the wake of elongating Pol II rather than 
functioning as a pre-set, static marker. Methylation of H3K36 is carried out co-
transcriptionally by the Set2 complex which is recruited by the carboxy-terminal 
domain (CTD) of Pol II126. H3K36me3 might thus act as a ‘speed bump’ to prevent 
collision with a succeeding polymerase (Figure 4.9B). This would also explain why a 
loss of Set2 only slightly influences expression levels of H3K36me3 positive genes127.  
The reason that H3K9me3 and H3K36me3 have not been found to be related to 
pausing before is maybe because these two markers are insufficiently present at the 
PPR (Figure 5.3). As the PPR has a much higher peak density than other regions 
(Figure 3.4 and 3.8), the relationship between these two markers and long pausing 
might be obscured by the opposite signal in the PPR. Since TV-PRO-seq can 
discriminate between peaks with variable pausing times, the relationship between long 






Figure 4.9 Elongation rate regulation by H3K36me3 and the dynamic 
equilibrium of histone acetylation  
A. Histone acetylation releases paused polymerase after a heat shock. 
B. Model of the dynamic equilibrium between H3K36me3 and histone acetylation 
under homeostasis.  
  
The other mechanism I focused on is elemental pausing. I showed that the 
nucleotide of the +1 template DNA / pausing release site is essential for the accuracy 
of pausing. The 3’ end of nascent RNA is less important compared to the pausing 
release site. The sequence involved in elemental pausing is mostly concentrated on the 
DNA-RNA helix and positions +1 to +3 of the template DNA relative to the pausing 
site (Table 4.1). This region also corresponds to the positions which have strong 
interactions with Pol II128. Some nucleotides in these motifs influence the accuracy of 
pausing (Figure 4.5), while the rest influence the strength of pausing (Figure 4.7 and 
4.8).  
As productive elongation consumes more than 95% of the total time transcription 
takes and polymerase pauses about every 100nt13, pausing in gene bodies could 
potentially be the rate-limiting step of transcription. Unlike other methods, TV-PRO-
seq estimates pausing time based on the pausing sites themselves, thus can evaluate 
pausing in gene bodies. My result illustrates the power of TV-PRO-seq and the 




Chapter 5 Pausing and gene regulation 
5.1 Introduction 
As the first step of gene expression, transcription is a key step for expression 
regulation. The consensus view is that transcriptional regulation is focused on the 
upstream processes of transcription, especially assembly of the pre-initiation 
complex33. Histone modifications near TSSs, such as acetylation, H3K4me2 and 
H3K4me3 methylations, or H2A.Z recruitment, are usually believed to mark active 
promoters129. Thus the genome coverage of these active markers would be expected 
to increase at the core promoters of stress responding genes after stimulation. However, 
recent studies show that the chromatin states stay the same in promoters of responding 
genes to a HS (heat shock) during a HS130. These results suggest that the promoter 
states have been pre-set for quick responses to stimuli. 
    Actually, it is very common that transcription becomes aborted. Only 12.7% of 
polymerases can be released from the promoter and enter elongation after initiation, 
while the rest will drop off chromatin after about 2.4 seconds; only 7.6% of 
polymerases continue to proceed to productive elongation. Overall, only 1% of 
initiation events lead to productive elongation6. This extremely high rate of abortive 
transcription suggests that failed initiation and early termination of transcription are 
key steps of transcriptional regulation. 
Beyond these steps, the elongation rate during the productive elongation phase 
could potentially serve as a rate limiting step as well. The vast majority of polymerase 
cannot enter productive elongation; those that do, generate full length transcripts 
spend more than 96% of transcription’s total length in productive elongation, which 
is 23min on average6. Thus regulation that happens upstream of transcription initiation 
will take long to take effect on the resulting mRNA numbers. Histone acetylation 
corresponds to a stationary state with high turnover while the nucleosome coverage 
remains constant. The former has been found in stress responding genes after 
correlated stimulation29, 131 and facilitates the polymerase’s overcoming of the 
nucleosome barrier thus accelerating its engagement. These findings suggest different 




a way to control rapid reactions to the environment. The fast completion of semi-
finished transcript can produce a rapid mRNA wave upon stimulation. Regulating 
expression upstream of elongation on the other hand could be responsible for longer 
term reactions. 
In contrast to stress response genes, polymerases do not enrich in the PPR of 
housekeeping genes. This difference in pausing characteristics has been proposed to 
be responsible for the different modes of regulation of stress response genes and 
housekeeping genes. 
In contrast to stress response genes, some studies suggest housekeeping genes might 
have less fluctuation of expression level132. Differences in chromatin state and 
polymerase occupancy in the PPR have been suggested to be the responsible for the 
variation in transcriptional dynamics1. Furthermore, pausing in gene bodies has also 
been suggested to influence transcriptional noise.  
Modelling work suggests that both longer pausing time and higher pausing 
frequency can result in higher transcriptional noise31, 133, 134. Here I re-analyse a PRO-
seq dataset for a heat-shock response and show that a global pausing release take place 
after the heat-shock. I further found that genes with higher transcriptional noise have 
more pausing sites along the whole gene, especially in the gene body. Compared to 
the extremely significant difference of pausing frequency, pausing times only show 
minor differences between genes with different transcriptional noise levels.  












5.2.1 Calculation of local pausing index 
The polymerase occupancy of a genomic position equals the product of polymerase 
flux and the average residence time of each polymerase (Chapter 1.2.3). If we can 
remove the influence of polymerase flux on polymerase occupancy, we can determine 
the average residence time of polymerase. I defined the ‘local pausing index’ (LPI) to 
achieve that. Polymerase pausing occurs at specific genomic positions44. This suggests 
that polymerase occupancy in a region surrounding a pausing site will not be strongly 
influenced by the pausing site itself or its regulation. The polymerase flux (Chapter 
1.2.2), however, should be similar in the surrounding region and the pausing site. Thus, 
I defined the LPI as the average polymerase occupancy of +/−100-nt neighbourhoods 
around pausing peaks to normalize the occupancy of peaks.  
 
5.2.2 Gene expression noise estimation and selection 
Gene expression noise is estimated from single-cell sequencing data as135: 
η = CV2-1/μ, 
where μ is the mean mRNA number for a gene, and CV is its coefficient of variation. 
I selected genes with the highest and the lowest noise heuristically, taking into account 
the dependence of η on μ as follows. I processed the single-cell sequencing dataset of 
136 with the custom script Rank_eta.pl. This first sorts the genes into a list by their 
mean expression. It then moves a sliding window of size WS = 100 along this list and, 
at each position of the window, ranks the genes with regards to the value of η and 
records these ranks. For each gene in the list, a number WS of ranks results, of which 
the top and bottom ranks are averaged to give the ‘noise score’. I refer to genes within 
the top and bottom 5% noise scores as ‘high noise’ and ‘low noise’ genes. For genes 
with equal noise scores, this procedure was repeated for WS = 20 and WS = 500, and 
rescaling the resulting noise scores to the range 0 to 100, followed by averaging across 







Figure 5.1 Selection of high/low-noise genes 
 
I generated the smoothed conditional mean plot of the ‘high noise’ and ‘low noise’ 
genes with the same strategy as for the meta gene analysis (Figure 6B) and plotted 
histograms to show the absolute frequencies of peaks from ‘high noise’ and ‘low noise’ 
genes (Figure 6A). Density plots (Figure 6D) and split violin plots (Figure 6C) were 







5.3.1 Global pausing release after heat shock 
NELF and DSIF mediated Pol II enrichment in the promoter proximal region has been 
considered to be a rate limiting step for transcription2, 29, 34; as I have demonstrated, 
this enrichment is not caused by pausing, but more likely due to polymerase turnover 
associated with abortive transcription (Or this effect can be removed by sarkosyl). The 
role of polymerase pausing in the control of expression therefore needs to be 
reconsidered. 
Nucleosomes are regarded as barriers that can stop elongating polymerase51, 52. As 
responses to various cellular stresses such as heat shocks typically elicit widespread 
changes of nucleosome accessibility 29, 131, I presumed that the global pausing profile 
might also change. To take a closer look at this, I used mouse PRO-seq data following 
a heat shock for analysis137. Since only a single run-on timepoint was used in this study, 
I could only use polymerase occupancy for the analysis. I therefore normalized the 
size of pausing peaks to the average read densities adjacent to these, which is akin to 
a local pausing index (LPI) (See 5.2.1); the higher this value, the longer the average 
residence time. 
The LPI decreases at pausing sites after 2.5min heat shock, indicating a global 
release of paused polymerase at this early time point (Figure 5.2 A and B). This release 
is rapid and soon stopped (Figure 5.2 C). The LPI then starts increasing again and 
approach pre-heat shock levels. It continues to grow after 60min heat shock, possibly 
indicating an over-compensating restoration mechanism to reset pausing to default 
levels (Figure 5.2 A and D). This peak release and recover surge occurs globally, and 
peaks in the region close to TSS (TSS to +200) show a similar pattern to peaks 






Figure 5.2 Local pausing indices change after heat shock  
A. Local pausing indices of peaks without heat shock and with 2.5, 12, 60-min heat 
shock. All pairwise comparisons have p << 0.01, Mann-Whitney U test, Bonferroni 
corrected.  
B. Pausing peaks at different regions behave similarly. A scatter plot shows the change 
of local pausing index (LPI) between no heat shock and 2.5min heat shock. The purple 
points represent all peaks and the green points refer to peaks within the first 200nt of 
genes. The black line indicates no change. The purple and green lines correspond to 
the moving averages of points in the same colour, the gray shading indicating the 0.95 
confidence interval (LOESS fit).  
C. Similar to (B), after 12min heat shock. 





Interestingly, this polymerase release is not only found in genes induced by 2.5min 
heat shock, but also in those repressed by it (Figure 5.3A). This suggests that the 
mechanism involved in this is general, rather than a gene-specific response mode. 
Other potentially rate limiting steps such as RNA processing or transcription 
termination might be involved in orchestrating the heat shock responses of different 
classes of genes instead. 
By repeating this analysis for the longer heat shock of 60 min and separately 
considering repressed and induced genes again, we obtain a different picture; the LPI 
increases for genes that are repressed, but remains unchanged for induced genes 
(Figure 5.3B). This suggests that long/more pausing of polymerase plays a role in the 
repression of genes upon a long-term heat shock. For induced genes, the up-regulation 
might act upstream of transcription initiation, potentially for energy saving purposes. 
 
 
Figure 5.3 Local pausing index change of heat shock induced and repressed genes 
A. Genes with the top 10% of read increases in their gene bodies after 2.5-min heat 
shock were classified as ‘induced’ genes, and the bottom 10% as ‘repressed’. The LPI 




of genes. For induced genes, P < 10-13; for repressed genes, P < 10-6, Mann-Whitney 
U test.  
B. Genes were classified as in (A), this time for 60-min heat shock. The LPI difference 
of no heat shock and 60-min heat shock is shown for the two groups of genes. For 
repressed genes, P < 10-3 Mann-Whitney U test.  
 
5.3.2 Polymerase pausing and transcriptional noise 
A gene’s expression level is determined by its initiation rate, the fraction of nascent 
RNA that is turned into matured RNA, and the latter’s degradation rate. Polymerase 
pausing that adjusts the elongation rate therefore will not influence the expression 
level; however, it will result in the dispersed distribution of mRNAs among individual 
cells 31. This dispersion, or ‘noise’, is quantified by the CV2 and can be obtained in 
genome-wide fashion from single-cell RNA-seq (e.g. Drop-seq) data. To study the 
relation of noise and pausing, we used Drop-seq data for HEK293 cells136 and 
classified genes based on their CV2 for a moving average of mean expression levels. 
This reduces influence of the latter, which the noise depends on135, 138 (Figure 5.1).  
    We assigned genes to ‘low-’, and ‘high noise’ classes. We find that, overall, noisy 
genes have significantly higher pausing frequency (the number of pausing peaks in a 
given region) throughout gene bodies (Figure 5.4A), while pausing times in most genic 
regions are similar (Figure 5.4B). An exception is the region following the promoter 
proximal dip in pausing times, where Pol II pauses significantly longer in noisy genes 
(Figure 5.4C). We term this region the variable pausing region. Unlike the minor 
difference of pausing times between low and high noise genes, pausing frequency 
shows a significant difference (Figure 5.4A). This suggests that the control of 
transcriptional dynamics relies on a joint effect exerted by multiple positions rather 
than the variation of individual pausing sites’ characteristics. If we consider the 
relative distributions of pausing peaks within genes, we observe a mild shift of pausing 
positions away from the promoter proximal region to other parts, including the 
variable pausing region and exons (Figure 5.4D). These results shift the focus of 




promoters4 and towards internal genic regions, in agreement with previous theoretical 
considerations31, 133, 134. 
 
 
Figure 5.4 Pausing profiles and transcriptional noise.  
A. Absolute peak density at mRNA- transcribing metagene as in Figure 3.8, for genes 
classified into different levels of transcriptional noise (‘high’, ‘low’; red, blue, 
respectively).  
B. Pausing times of pausing peaks among genic regions for ‘low’ and ‘high’ noise 




C. Pausing times of different regions of high and low noise genes in (A). The promoter 
proximal region was defined as the first 200nt of a gene, the variable pausing region 
as the following 300nt, the promoter distal region as +500 to +1000nt from TSS, the 
TES proximal region as 500nt upstream of the TES, and the pA related region as the 
4500nt downstream of TES. Finally, other regions in the gene body were classified 
into exon and intron. For the variable pausing region, P < 10-3, Mann-Whitney U test.  
D. Densities (so that the areas under the peaks are equal for the metagene) of pausing 









One obstacle for an in-depth dissection of transcriptional pausing is the influence 
of different factors that will have similar effects on polymerase occupancy (Figure 
1.2). Removing the influence of polymerase flux from polymerase occupancy is a 
major goal. Efforts to address this issue led to development of the ‘pausing index’22, 
38. However, this index is based on the assumption that positions within the same gene 
share the same polymerase flux. Instead, here I used reads in positions in the 
neighbourhood of pausing peaks to normalize reads of the latter to obtain the local 
pausing index, LPI. The LPI reduces the bias introduced by the polymerase flux within 
a gene. 
I found that the LPI reduced in genome wide fashion after 2.5min heat shock (Figure 
5.2 A, B). An increase in nucleosome accessibility and/or histone acetylation after the 
heat shock might be responsible for this pausing release29. Notably, in contrast to 
significant changes of the nucleosome arrangements and histone acetylation in gene 
bodies, a recent study shows that the chromatin conformation of promoter regions of 
response genes remained unchanged after heat shocks130. This implies that a rapid 
response to heat shocks relies on regulation downstream of transcription initiation, 
more specifically, on the acceleration of elongation. An elevation of local histone 
acetylation and nucleosome accessibility in gene bodies is not only found after heat 
shock, but also with other stress response reactions, such as the unfolded protein 
response131. Pausing release mediated by loosening nucleosomes through histone 
acetylation51, 52, 107, 108 might not only serve as rapid reaction to heat shock, but could 
be involved in a modulation or fine tuning of stress responses in general. 
Since I showed that polymerase enrichment in the PPR is not caused by a single or 
small number of long pausing position(s), a re-examination of the links between 
pausing and bursting seemed prudent. Upon integrating my TV-PRO-seq data with 
single cell sequencing results, I found that the pausing times of individual pausing 
sites exhibit only minor differences between high and low noise genes (Figure 5.4B). 
However, the pausing frequency for these two groups of genes varies substantially 
(Figure 5.4A, D). I also see a difference in pausing frequency between exons and 
introns (Figure 5.4A, D). This implies that Pol II dynamics as reflected in noise and/or 




way by multiple positions, instead of the modulation of individual pausing sites’ 
characteristics.  
As Figure 5.5 shows, different pausing related TFs can be imagined to bind various 
genes for elongation rate control. Each TF corresponds to a different pathway, and a 
single gene can contain motifs binding to multiple TFs (Gene1 and Gene5). These TF 
binding sites ensure that Gene1 and Gene5 can respond to multiple pathways. Gene2 
and Gene3 only have TF2 bound to their gene bodies. As Gene2 has more pausing 
sites, its elongation rate is lower than Gene3’s. This also means that, while Gene2 and 
Gene3 have the same expression level and gene length, more polymerase will be 
located on Gene2. Thus, Gene3 can generate bursts of larger sizes upon correlated 
stimulations. Gene4 can be regarded as a housekeeping gene which is likely to have 
fewer TF binding motifs in their gene body. In contrast to pausing in the gene body, 
pausing in the PPR also can influence the expression level4. Thus, a high frequency of 
pausing can be found in the PPR of housekeeping genes. These TFs maybe not directly 
bind to Pol II, but may be associated with methylation of H3K36 and H3K9. This is 
why pausing times in exons and introns do not show significant differences (Figure 







Figure 5.5 Complex elongation regulation system formed by multiple pausing 
sites. 
Numbers, types, and positions of bound TFs and their interactions are expected to 
influence the pausing profiles of genes, as illustrated. 
 
My result suggests the importance of pausing frequency towards temporal 
expression of genes. In addition, my data highlight a role for pausing in gene bodies. 




Chapter 6 Conclusion 
6.1 Introduction 
Appropriate spatial and temporal expression of genes is required for various biological 
processes, including development, stress response, differentiation and adaptability in 
organisms2, 12, 13. As pausing functions in nearly all actives genes 3, 30, 83, together with 
PIC assembly, pausing has been considered as the rate-limiting step of gene expression 
in metazoan34, 48. 
Various sequencing methods have been designed for investigating promoter 
proximal pausing from different aspects, including Start-seq, NET-seq (mNET-seq), 
GRO-seq (PRO-seq, coPRO) and ChIP-seq (ChIP-nexus) of Pol II139. To evaluate 
promoter proximal pausing levels of each gene, the pausing index22, 38 was developed. 
By using average polymerase occupancy in gene bodies to normalize polymerase 
occupancy in the PPR, genes with higher pausing index have been suggested to have 
strong pausing. However, evidence has been accumulating that a substantial fraction 
of transcription events terminate early in the promoter proximal region5, 6, 50, 98. As 
both strong pausing and abortive transcription will lead to a higher pausing index, a 
method that can remove the influence of abortive transcription from pausing is 
required. 
Trp, which blocks transcription initiation, has been introduced to investigate 
pausing time by treating cells with it prior to sample preparation3, 4, 49. According to 
experiments based on Trp treatment, genes have on average 2 to 8 min promoter 
proximal pausing. Some genes even have long pausing times in the PPR that can 
exceed half an hour3, 4, 49. However, a recent in vivo experiment based on FRAP 
suggests that pausing in the PPR lasts only about 42s6, which is approximately 1/5 of 
previous suggestions from Trp treatment. The difference might be due to the slow 
uptake and function of Trp50. 
Pausing does not only occur in the PPR, but also happens in the gene body. RNA 
polymerase has been found to pause every 20-100 bp in bacteria and yeast13. However, 
there does not exist a method that can measure the pausing time of pausing sites in the 




treatment can only detect the overall pausing time of PPR, and FRAP has low 
resolution and cannot show the genome location of the pausing site. For investigations 
of the pausing time differences between pausing sites in the PPR and the gene body, 
a high-resolution method which can reveal pausing times genome widely is required. 
 
6.2 Overview of TV-PRO-seq 
I developed TV-PRO-seq, a PRO-seq based method, which enables one to evaluate 
pausing time of single pausing sites across the whole genome. TV-PRO-seq does not 
only allow us to compare pausing time differences of pausing sites in the PPR and the 
gene body, but also provides a route towards deeper understanding of pausing profile 
from various aspects. For instance, the influences of epigenetic modification, pausing 
related TFs and consensus sequences of pause sites towards pausing time can be 
identified by TV-PRO-seq. TV-PRO-seq provides a way to investigate pausing of 
each pausing site only by its pausing time rather than the polymerase occupancy. 
The general overview of the principle of TV-PRO-seq is shown in Figure 6.1 A-C. 
Eight parallel PRO-seq samples with individual run-on reactions are required for TV-
PRO-seq. To minimize the differences in the distribution of RNA polymerases 
between samples, cells for run-on should be prepared under the same conditions. Thus 
I mixed cells for permeabilization and then separated them into 8 tubes for run-on 
reactions (Figure 6.1A). After biotin-NTP is incorporated into the 3’ end of nascent 
RNA, further incorporation of NTP is inhibited. Therefore nascent RNAs carried by 
active RNA polymerases will be labelled with biotin-NTP on their 3’ ends. Reads in 
longer pausing sites will reach the threshold later as the latter have lower release rates 
(Figure 6.1 B-C). Based on a simple Bayesian model, pausing release rates are 






Figure 6.1 Schematic diagram of TV-PRO-seq and Trp treatment followed by 
sequencing 
A. Permeabilizated cells preparation for TV-PRO-seq. 
B. Diagrammatic explanation of different pausing release rates of peaks with different 
pausing times when using variable run-on times. 
C. Fitting of reads of ideal peaks reveal different pausing times. 





E. Ideal result of polymerase occupancy of a gene which has two pausing sites with 
10min pausing in the PPR. 
F. Curve fitting to reads of the PPR reveals the total pausing time of this region. 
     
6.3 Comparison with sequencing following Trp 
treatment  
Traditionally, Trp treatment followed by sequencing has been applied to study pausing 
time in the PPR3, 4, 49. By adding the TFIIH inhibitor Trp, initiation of transcription is 
blocked. Sequencing methods for nascent RNA (ChIP-seq/GRO-seq/PRO-seq/NET-
seq) are then applied to reveal changes in the polymerase occupancy after initiation 
inhibition. An exponential decay typically results for the reads in the PPR (Figure 6.1 
D-F). Based on this, pausing in the PPR has been suggested to be as long as 2min to 
even more than half an hour3, 4, 49. However, this estimation actually accounts for the 
sum of the Trp uptake time and promoter proximal pausing. Based on the assumption 
that Trp uptake is relatively quick comparing to pausing in the PPR, the half-life of 
the polymerase occupancy’s decrease in the PPR is taken as the pausing time. 
Recently, Trp has been shown to have a slow uptake50, and pausing in PPR is only 
about 1min6. Both of these facts indicate that the pausing time of PPR measured by 
Trp treatment has been overestimated. TV-PRO-seq is based on the incorporation of 
biotin-NTP which allows the method to function independently of Trp treatment. Thus, 
TV-PRO-seq results will not be influenced by the Trp uptake time. 
Pausing time measurements based on the inhibition of transcription initiation also 
limit the potential to gain insights further downstream. As the block of incoming 
polymerases happens at the TSS, Trp treatment prior to sequencing will only work for 
the region adjacent to the TSS. As show in Figure 6.1E, the upstream pausing peak 
will serve as a reservoir that supplies the downstream peaks with a polymerase flux 
for some time. This will lead to an overestimation at downstream peaks if we evaluate 
pausing times individually. The Biotin-NTPs will block polymerases from moving 




polymerase will not be influenced by polymerase upstream of pausing sites. This 
allows TV-PRO-seq to be used for peaks regardless of their distance to the TSS.  
Even though sequencing methods such as PRO-seq and NET-seq have single base 
resolution, they lose it when they are used for measuring pausing time based on Trp 
treatment. In contrast, TV-PRO-seq maintains the high resolution which enable it to 
reveal pausing times of motifs or epigenetic modifications related to pausing. 
 
6.4 Application of TV-PRO-seq 
TV-PRO-seq is the first method which can measure RNA polymerase pausing 
genome-wide with single base resolution. This allows it be applied in various analyses. 
    TV-PRO-seq not only can reveal pausing times of peaks in the PPR, but also in 
other regions. Even though pausing occurs frequently in the gene body13, TV-PRO-
seq is the only methodology available for estimating pausing times of peaks in the 
gene body. TV-PRO-seq highlights the importance of H3K36me3 and H3K9me3 for 
pausing in the  gene body as it enables a systematic meta-analysis of pausing in various 
genic regions. Also, it can help understanding of the pausing profiles of genes 
transcribed by Pol I and Pol III. 
Its single base resolution enables TV-PRO-seq’s application to motif analysis. This 
revealed that some nucleotides close to pausing sites are not essential for establishing 
pausing function but rather for controlling pausing time. 
TV-PRO-seq results can be integrated with other datasets such as those derived 
from ChIP-seq and single cell RNA-seq assays. Such analyses are critical for 
dissecging the relationships between pausing time and histone 
modification/transcriptional noise. 
Overall, with different treatments or cell lines, TV-PRO-seq has great potential to 
investigate various topics, including, for example, systems to induce heat shocks or to 
knock down TFIIS. I expect TV-PRO-seq’s strength in directly studying pausing time 
rather than polymerase occupancy to be very fruitful in several areas, eventually 
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