Abstract-Current cloud computing infrastructure offerings are lacking in interoperability, which is a hindrance to the advancement and adoption of the cloud computing paradigm. As clouds are made interoperable, federations of clouds may be formed. Such federations are from the point of view of the user not burdened by vendor lock-in, and opens for business possibilities where a market place of cloud computing infrastructure can be formed. Federated clouds require unified management interfaces regarding the virtual machines (VMs) that comprise the services running in the cloud federation. Standardization efforts for the required management interfaces have so far focused on definition of description formats regarding VMs, and the control of already deployed VMs. We propose technologyneutral interfaces and architectural additions for handling placement, migration, and monitoring of VMs in federated cloud environments, the latter as an extension of current monitoring architectures used in Grid computing. The interfaces presented adhere to the general requirements of scalability, efficiency, and security in addition to specific requirements related to the particular issues of interoperability and business relationships between competing cloud computing infrastructure providers. In addition, they may be used equally well locally and remotely, creating a layer of abstraction that simplifies management of virtualized service components.
I. INTRODUCTION
Cloud computing is growing increasingly popular in the IT business, and industry leaders such as Bill Joy of Sun Microsystems fame estimated that utility and pervasive computing such as cloud computing may be a trillion dollar business (as quoted in [1] ). Implementations and architectures vary widely, and the cloud computing offerings of one vendor are often not guaranteed to be compatible with those of some other vendor, thus creating vendor lock-in.
The US National Institute of Standards and Technology is currently working on a definition of cloud computing [2] , where cloud computing is stated as having five key characteristics: (a) on-demand self-service; (b) ubiquitous network access; (c) location independent resource pooling; (d) rapid elasticity; and (e) pay per use. There are also three delivery models: (i) Software as a Service; (ii) Platform as a Service; and (iii) Infrastructure as a Service. These delivery models differ substantially in scope. Our focus is cloud infrastructure, which we use to denote the infrastructure required for hosting virtualized services, and thus Infrastructure as a Service (IaaS). In particular, the infrastructure provided should be flexible and adapt to the dynamics in demand for a deployed service in a cost-efficient way. This includes optimizing resource usage at the infrastructure provider's site locally (e.g. reducing the number of powered machines and consolidation of load), as well using bidirectional contracts with other infrastructure provider sites. A federated cloud is one where (competing) infrastructure providers can reach cross-site agreements of cooperation regarding the deployment of service components in a way similar to how electrical power providers provision capacity from each other to cope with variations in demand. Such collaboration increases location independence. To achieve this vision, the cloud sites in the federation must conform to common interfaces regarding virtualized service components and employ compatible virtualization platforms.
Cloud computing leverages technologies such as Grid computing and virtualization to provide the basic infrastructure and platform for the cloud computing stack. Services (or components thereof) are generally deployed in virtual machines (VMs) that can be defined in terms of the required virtual hardware resources and network connectivity. As demand dynamically fluctuates, the resources can be scaled up or down to allow the customer to pay only for the capacity needed and to reduce the costs for the cloud provider. Rules for this type of dynamic elasticity in resource demands are formulated as Service Level Agreements (SLAs), either in terms of virtual hardware resources and the utilization thereof, or as Key Performance Indicators (KPIs). KPIs include e.g. application-specific terms such as the number of jobs in a work queue.
The contribution of this article is two-fold. First, we analyze the current state of the art of (proposed) standards for VM management interfaces to find where enhancements are needed, and based on usage scenarios, determine what the requirements of such enhancements are. Second, we propose interfaces for supporting the additional required functionality, adding placement, migration, and monitoring interfaces to the interfaces already defined in (proposed) standards. We argue that placement is a special case of migration, and thus can be supported by the same homogeneous interface operations. We define these interface operations, and introduce a component called Transfer proxy that is used to carry out the file transfers. An algorithm that utilizes Transfer proxies for such transfer is presented. With regard to monitoring interfaces, we present additions to the descriptors of VMs that configure a general monitoring system. In addition to discussing how monitoring data should be transferred in a general cloud computing platform and presenting our solution, we introduce a novel approach for supporting application-level measurements in virtualized cloud service components while requiring a minimal change to the application itself.
The remainder of the article is structured as follows. In Section II, we discuss the rationale and requirements regarding migration and monitoring interfaces. Section III presents a scalable and decentralized solution to handling migration of VMs that fulfills these requirements. In Section IV, we present additions to current standardized descriptors of VMs that relate to monitoring of both the infrastructure itself and of the applications that run in the VMs. These suggestions are later discussed in Section V. Related work in some currently active projects is presented in Section VI. Section VII contains a summary and conclusions.
II. CROSS-SITE MANAGEMENT IN FEDERATED CLOUD ENVIRONMENTS
The previous section referred to the working definition of cloud computing by NIST, which states a number of key characteristics for cloud computing. As the cloud computing paradigm has become increasingly popular, various cloud infrastructure architectures have been developed. For the purpose of this work, we assume that a general cloud computing architecture requires functionality that may well be implemented by components divided into a number of layers with clear separation of concern and responsibilities. Although the number of layers vary among cloud computing implementations, we assume that a general architecture is divided in at least the following two conceptual layers: (a) the Management layer, responsible for overall management, such as admission control, decisions regarding where to deploy VEEs in the cloud (referred to as placement of VMs), control of resources, accounting for usage, etc; and (b) the Implementation layer, responsible for hosting the VMs, maintaining virtual networks across sites, etc.
To note the difference in responsibilities of the sites in the federation, we let primary site denote the site that has been contractually bound by the service provider (customer) to manage the VMs that comprise a service and other sites be denoted as remote sites.
The layered architecture clearly marks a separation of concern between the Management and Implementation layers. There is also a separation of concern between cloud sites, as sites may avoid disclosing exact information regarding the placement of VMs on physical host machines. We call this the principle of location unawareness. The principle is one of the pillars of the RESERVOIR project [3] , motivated by use cases where cloud infrastructure providers do not wish to disclose information regarding the size or utilization of the infrastructure, due to the sensitivity of such information. Also, it is more convenient for a site to make use of the infrastructure offered as a service by the remote site, relying on SLA compliance rather than minute resource management of VMs running remotely. This also enables infrastructure-less resource brokers to act in the federated cloud.
We use the term primary placement for denoting the selection of, and transfer to, a site for future deployment of a VM that has not been run yet, or one that has been shut down after having run previously. A VM is regarded as deployed when all its files have been transferred to the host that will run it, it has been activated (or "booted up"), and is currently running. Transferring a VM from one VM host to another, possibly with either one or both hosts running at remote sites, is called VM Migration. Note that both local (across local hosts) and remote (cross-site) migration is included in this definition. The process of migration may be initiated reactively due to the submission of new VMs to deploy, or proactively to continuously optimize placement to avoid SLA violations, evenly distribute system load, consolidate VMs to few hosts for power savings, etc.
We claim that placement of a VM that has not yet been run, or one that has been shut down, may be regarded as a special case of cold migration, as the only conceptual difference is that there is no serialized runtime state to transfer. We therefore, for the purposes of this article, consider primary placement of a VM to be no different from migration. This lets us employ the same protocol in both contexts, and as a result, simplifies management operations.
We consider three general usage scenarios related to migration of VMs. In the first (Usage scenario 1), the primary site initiates the VM migration due to lack of local resources, whereas in the second (Usage scenario 2), a remote site currently running a VM on behalf of the primary site is unable to continue doing so and requires that the primary site finds new placement for the VM immediately. The third (Usage scenario 3) is the case when a VM running locally at a certain host must be migrated to another host, running at the same site. Such migration may be used for e.g. energy conservation (consolidation of VMs to a low number of hosts) or for loadbalancing (maximizing distribution of VMs among local hosts).
Requests to deploy a VM on behalf of some other site are to be considered as offers of contracts. These contracts may contain SLAs that stipulate the requirements on both parties, and from the Infrastructure Provider's point of view, they could be costly to violate. Thus, in a migration scenario, the involved sites must be able to verify the identities of each other in a secure manner. If a site is unable to deploy a VM due to lack of resources, it should be able to delegate the responsibility to some partner site. Some of the aforementioned SLAs are expressed in terms of VM resource allocation (e.g. "5 Mb/second bandwidth 95% of the time over some time period"), whereas others are expressed in application-specific terms (e.g. "no more than 1000 concurrent database users at any time"). In order to avoid violating the SLAs, the Management layer is responsible for scaling the size and amount of the VMs allocated to the service up and down, as required. For reasons such as VM host maintenance, a site responsible for running a VM may require that a VM is migrated away from it. Such requests cannot be ignored by the site that has delegated responsibility to the site.
A. State of the Art Technologies and Standards
The state of the art technologies and standards include support for some of the features mentioned in the usage scenarios presented in Section II. In the following sections, we briefly consider the topics of two of these sets of standards: VM descriptors and VM control interfaces.
1) VM Descriptors : In order to be deployable in the federated cloud, each VM must be described in terms of required resources, its network membership and configuration, have a unique identifier, etc. One standard dealing with this issue is the Open Virtualization Format (OVF) [4] by the Distributed Management Task Force (DMTF). OVF is supported by leading technologies such as the open source Xen [5] and the proprietary VMware [6] .
We use the term VM Descriptor to refer to the description of a single VM. Note that the OVF does not include a section related to monitoring of VMs, but rather the configuration of the virtual hardware and some basic configuration of this hardware, e.g. network addresses, etc.
2) VM Control Operations: Once deployed, VMs must be controlled by the management layer. A general Control interface for VMs is used to carry out two types of operations: (a) modifying the Descriptor of a VM, making it possible to alter the amount of resources allocated, or any other configurable parameter related to the VM; and (b) updating the runtime state of the VM, e.g. by shutting down a running VM or activating a hibernated one. The DMTF has proposed standards for these operations in [7] and [8] , respectively. The states of VMs are described in [9] .
B. Requirements
The usage scenarios in Section II require additional functionality not offered in the state of the art technologies described in Section II-A. We summarize these requirements below:
1) A cryptographically secure identification scheme must be used to authenticate the parties involved in all cross-site communication. 2) Monitoring of VM resource allocation must be provided. 3) Monitoring of application-specific values must be provided. 4) Migration of VMs must be supported. 5) Migration must be possible to delegate. 6) A remote site must be able to make a request to the site from which the delegation of responsibility came to initiate immediate migration of a VM away from the remote site. Such requests must not be ignored. The following sections contain an approach for extending upon the state of the art and meeting these requirements.
III. MIGRATION
Migration of a VM requires that the source and destination host machines coordinate the transfer of the VM's definition and state files. We wish to set up such a transfer without losing the separation of concern between the Management layer and the Implementation layer or, similarly, the cross-site locationunawareness, while still adhering to the overall requirements of efficiency, security, and scalability.
To this end, we propose that each site maintains at least one Transfer proxy component in the Management layer. A Transfer proxy is a component that provides a layer of abstraction and information hiding, while at the same time associates an upcoming transfer with a transfer negotiation process. For scalability reasons, a site may wish to deploy several Transfer proxies. On behalf of the site, the Transfer proxies maintain a mapping between a VM identifier and where (at the Implementation level) its files are to be placed or read from. This mapping is called the Transfer token. The Transfer token is a unique identifier whose meaning is only known within the originating Transfer proxy. In this way, only the address of the Transfer proxy at a site is disclosed, not the address (or any other internal information) of the VM host at the Implementation level.
Using an approach similar to the File Transfer Protocol (FTP [10, Section 2.3]), the system uses separate control and transfer channels (out-of-band). The control channel is entirely contained within the Migration management protocol, maintaining the separation between the Management and Implementation layers.
A. Roles
Migration of a VM can be initiated for several reasons, and by several parties. In all cases, we can identify the following roles:
• Controller. The site responsible for setting up the transfer of the VM is denoted the Controller. It needs not awareness of the actual current placement of the VM, and is unaware of whether it communicates directly with the Source or Destination sites or indirectly via any number of Intermediary sites.
• Source. The Source is where the VM currently resides.
• Destination. The Destination is where the VM is to be deployed.
• Intermediary. Between the Controller and the Source/Destination sites, there may be any number of Intermediaries. On an intuitive level, the Intermediary acts as Controller on behalf of another Controller. This offers a layer of abstraction regarding the actual placement of the VM. A site may, depending on context, take on several of the roles, e.g. act as both Controller and Source in the case of migration of a VM from the primary site that was also initiated by the primary site. Also, it should be noted that any site already involved in the management of a VM due to a prior delegation of responsibility can take on the role of Controller if needed. Figure 1 shows an overview of the migration process. Because management of a VM can be delegated, the Controller is unaware of the actual placement of the VM on which site or host a VM is placed. Thus, the Controller only keeps track of what Intermediary site to contact in order to control the VM. 
B. Operations
The operations of the protocol are as follows:
• Migration request (from the Controller and Intermediaries to possible Destinations). Migration requests are sent to possible future Destinations, to verify if the prospect site can accept a VM migration. The VM Descriptor and VM identifier are sent as input to the operation. Note that, depending on context and infrastructural/architectural policies, the remote site may in turn forward the request to another site and thus delegating the responsibility of managing the VM. The receiver of a Migration request may either accept or reject, depending on local site heuristics that take business rules and infrastructure capabilities into account. The return value contains a list of the information necessary to later issue the "Initiate transfer" operation presented below. This information includes the Transfer proxy's URI and the Transfer token.
• Forced migration (from either the Controller to a Source, or from the Source to the site that delegated the VM to the Source). A Forced migration request may be sent to indicate that a VM must immediately be prepared for migration away from its current placement. This call may be initiated by either a remote or the primary site, as a result of e.g. the Source site shutting down a host machine for maintenance (operation initiated remotely) or the primary site wishing to avoid SLA violations that are to be expected at the remote site (operation initiated by the primary site). Note that in addition to the Controller and Source sites, any Intermediary site involved with the VM may initiate a Forced migration as they are also stakeholders and may wish to optimize the placement of the VM in accordance with some site criteria.
• Initiate transfer (from the Controller to the Destination, via Intermediaries). The Initiate transfer operation is used to trigger the previously negotiated migration of the VM. The operation parameters contain the URIs and tokens of both the Source's and Destination's Transfer proxies.
• Transfer verification (from the Controller to the Source, via Intermediaries). This operation is issued by the Controller to the Source to verify that a given transfer was completed successfully.
C. Migration algorithm
In this section, we present the algorithms for the Controller, Destination, and Source sites. Intermediaries should only forward the requests along the path to the intended destination, and thus do not warrant an algorithm description. 
1) At the
Controller: The Controller migration algorithm is initiated either by the Controller being in the process of accepting a new service or VM, performing periodic placement optimization, or by a remote site requesting that a given VM should be migrated away invoking the Forced migration operation on the previous Intermediary in the chain of Intermediaries. Such an invocation may be regarded as an optional Step 0 for the Controller in the following algorithm. Note that any site along the path of responsibility may act as a Controller. Name: Main migration algorithm. Runs at: Controller. Input: An event
D. Remarks
The algorithm does not dictate how the Controller or Destination should obtain a list of possible destinations. In some contexts, it may be most appropriate to have a central Directory Service of all sites known in the cloud and for the site looking for a partner site to opportunistically connect to them all. In others, sites may have preferred partner sites, due to existing contracts or similar. We do not specify which alternative should or must be used, since they are equally applicable.
Note that the direct transfer from Source Transfer proxy to Destination Transfer proxy ( Step 2b in the Main migration algorithm) could also be relayed through the Transfer proxies of the Intermediaries to provide complete location unawareness. However, this is more costly in terms of network traffic, so the suggested approach is to allow such out-of-band transfers to occur. This trade-off is however not dictated by design, but rather by infrastructural policies that govern the use of the system.
All requests sent are signed with the private key of the sender. This makes it possible for the receivers to verify the origin of the requests. This applies not only to the endpoints (Controller and Source/Destination), but to all Intermediaries as well.
Note that the local site is included in the set of possible Destinations in Step 2 of the Main migration algorithm. Therefore, the algorithm needs no modification to be used between hosts within the local site, as eligible hosts will be found in Step 2 of the Migration request handler algorithm.
IV. MONITORING
In a cloud environment, monitoring is performed for two main reasons: (a) to ensure that VMs get the capacity stipulated in the SLAs; and (b) to collect data for system-wide accounting of the resources that have been in use on behalf of the service providers, which is required for billing. There are two complimentary types of monitoring that must be carried out by the system: (a) infrastructure measurements, including low-level measurements of the resources used by the VM, such as the amount of RAM or the network bandwidth; and (b) KPIs specific to the application, e.g. the amount of currently logged in users at a server. Both types of values may be of a sensitive nature, and they must be appropriately secured.
Grid computing forms the basis for the infrastructure of cloud computing, and thus, we shall briefly consider monitoring in Grid environments. The Global Grid Forum has defined a Grid Monitoring Architecture (GMA) [11] . In the architecture, a central Directory Service allows a Producer of monitoring events to register itself, so that Consumers can look it up and start subscribing to such events. Consumers can also register, so that Producers may perform a lookup regarding Consumers. All components can be replicated as needed, and the system is inherently scalable. Many implementations of Grid monitoring are based on GMA, notably including R-GMA [12] , which is being used in large projects such as the European DataGrid project [13] and gLite [14] .
There are two sides to monitoring that require consideration: what to monitor, and how to monitor it. Using the terminology of the GMA, what to monitor and at what frequency data is generated is determined by the configuration of the Producers, whereas how to monitor the data and the frequency of such measurements is determined by the configuration of the Consumers. In the general two-layer cloud architecture discussed previously, the Implementation layer is the Producer, and the Management layer is the Consumer. If more than one site is involved in the management of a VM, the Management layers of many sites may be regarded as Consumers.
Monitoring of resources is conceptually performed either continuously or at discrete times. Continuous measuring is a special case of discrete measuring, where the interval between measurements is very small and the data is delivered like a stream. The measured data can be delivered according to any of the following schemes: (a) as soon as possible; (b) at regular intervals; or (c) when a predicate evaluates to true (such as when the measured quantity falls below some threshold value). Similar to continuous vs. discrete measurements, scheme (a) may be regarded as a special case of scheme (b).
The data can be returned in raw or processed form. In raw form, all data measured during the interval is returned. In processed form, some mathematical function has been applied to the data set, e.g. maximum, minimum, mean, or median. Processing the information at the Implementation level at the Source lowers the amount of required network bandwidth, as less data needs to be sent back to the Management layer at the primary site.
All VMs require monitoring -at the very least for accounting purposes. Also, both the Implementation and Management layers require full information to configure the monitoring Producers and Consumers correctly. Thus, it is appropriate to specify the monitoring frequency, delivery scheme, and required format in the VM Descriptor. Should changes be required during the lifetime of the VM, they can be made through the Control interface, where other VM Descriptor changes are made possible.
We therefore suggest that the VM Descriptor is augmented with the following additional configuration parameters regarding monitoring:
• A set of monitoring specifiers, one or more for each type of data point that can be monitored, including the following information: -The monitoring interval length in milliseconds. A value of zero indicates that monitoring should be performed as frequently as possible. -The delivery interval length in milliseconds. A value of zero indicates that monitoring data should be sent as soon as it is available. -The delivery format, i.e. raw or processed. If the data is to be processed, it should also be specified what mathematical function to process the data with (min, max, mean, or median).
• The public key of the primary site, used to enable optional encryption of monitoring data (see Section IV-B).
A. Obtaining measurements
Measurements on the infrastructure or implementation level are straight-forward to perform, as most (if not all) virtualization technologies offer monitoring support. Thus, we simply note that obtaining such values is possible using existing hypervisor-specific APIs and rather focus on obtaining KPI measurements.
Ideally, application software should not have to be altered for cloud deployment. However, without such alterations, it is impossible to allow the running service applications to report KPI values to the cloud monitoring system. Our approach is to require only that the application performs standard file I/O operations on a particular file system partition that is added to the VM. Using File System in User Space (FUSE) [15] , the application is unaware that the data being written to a file is actually passed to a program, running in user space. We let this program be a wrapper for a database, where the data is actually stored. The VM host can then register triggers within the database to fire when new data arrives (alternatively, if database triggers are not supported, poll the database at the required interval), and the data is guaranteed by the database to adhere to the ACID (Atomicity, Consistency, Isolation, Durability) requirements [16] . Thus, the only modifications to the system running in the VM required for this approach is: (a) that FUSE or similar is enabled; and (b) that the application writes KPI monitoring data to a regular file on the FUSE file system partition. Using this approach, the VM host at the Implementation layer is able to extract both types of monitoring measurements, and may publish the data to the consumers at the configured intervals.
A more detailed description of the FUSE-based databasebacked file system is as follows. The file system partition is created with two directories, encrypted and unencrypted. Files stored in the encrypted directory are assumed to be encrypted in their entirety, and therefore cannot be parsed by the Implementation layer. On the other hand, files stored in the unencrypted directory may be parsed by the Implementation layer, which makes it possible to process the data. Whenever a file is stored in the file system, regardless of whether it is encrypted or not, an entry is made in the database back end where the table name equals the file name. In addition to the data written to the file, a timestamp is added that marks the time at which the data was saved in the file system. Unencrypted files should be stored as comma-separated value (CSV) files, and be either one or two lines long. For a two-line file, the first line is assumed to contain the column names that shall be used in the database. These names can also be referenced in the SLAs (e.g. current_users). Columns without labels are given a standard name (such as "columnX", where X ∈ {1, 2, . .
.}).
A single-line file is regarded as a two-line file where the first line is empty, and thus the columns are all named according to the naming scheme.
If the service application is not modifiable (closed source application), but has some other type of monitoring facility, e.g. a protocol for querying a server via the network, a custom program can be written that obtains such values and writes them to the file system can be deployed alongside the main application.
B. Security
Monitoring data is sensitive, as it can be used to disclose information about the running application. We therefore suggest that there should be support for securing the data before it is transmitted over a network, although using such measures should be optional. Infrastructure monitoring data can be secured by encrypting it with the primary site's public key (as the ultimate destination for the monitoring data is the primary site). Application-specific KPI values may on the other hand be too sensitive to disclose even at the Implementation level, since the VM may run at a cloud infrastructure provider that the customer has no trust relationship with. In that case, we suggest that it is encrypted using the primary site's public key before it is written by the application itself.
V. DISCUSSION
The proposed protocols and interfaces conform to the requirements gathered from the Usage Scenarios defined in Section II. Usage Scenarios 1 and 3 are supported directly by the migration algorithm as it is presented, whereas Usage Scenario 2 additionally requires the optional Step 0 as described in Section III-C. The operations are carried out in a cryptographically secure manner, and the VMs can be monitored using the monitoring proposal of Section IV.
The work presented in this article has been developed in accordance with the principle of location-unawareness, as defined in Section II. The principle adds some complexity, as it requires control messages to be sent through a chain of Intermediaries rather than directly between the two endpoint sites. We argue that this is acceptable overhead, as the gains made by adhering to the principle are greater: (a) the system is distributed to a higher degree, which benefits scalability as the reliance upon a single point of failure decreases; (b) there is a more clear separation of concern as the Intermediaries may act as Controllers for a VM should their site policies dictate that placement should be altered; (c) there is less information exchange between sites, and thus less information to keep current using concurrency control schemes; and (d) adherence to the principle guarantees a more general system that can adapt to new environments and use cases, rather than requiring that all placement decisions are made at a central site. The less general case, where a VM must be placed at a site of the primary site's choosing, is merely a restriction on the approaches and architecture presented in this article -the algorithms need only be modified to disallow delegation of responsibility to Intermediaries. Such restrictions are best to make at deploy time, rather than at design time, since the generality of a design increases its applicability.
Transfer proxies, as presented in this article, make a logical chain of Intermediaries between the primary site and the Source where a given VM is being deployed. Should a site become unavailable due to e.g. a network error, such chains may be broken. Let us first note that policies of a site may prohibit it from ever acting as an Intermediary, thus, for the site, circumventing the problem of broken trust chains altogether. It is also reasonable to assume that a site may be configured to only consider acting as an Intermediary for another site that is within the same administrative domain. Since every Intermediary adheres to the terms in the SLA regarding the VM, and thus are at risk of paying for possible SLA violations, reasonable sites will not delegate responsibility to sites that cannot be trusted. Thus, these chains of Intermediaries will be only as short as the trust relationship between sites permits.
The risk of a broken chain of trust must be weighed against the benefits offered by the possibility to delegate responsibility over VMs within the federated cloud. We argue that a distributed system design should be open-ended and enabling, rather than restricting. This allows the design to remain relevant as it can accommodate for more use cases and be adapted to more situations.
Monitoring data must reach all Intermediaries involved with a given VM, to ensure the sites that the VM is still running correctly -if it is not, placement has to be re-evaluated to avoid SLA violation penalties. The data may either be passed repeatedly through each Intermediary site from the Source to the primary site, or it may be placed in a common Enterprise Service Bus (ESB). Neither of these break the principle of location unawareness.
The overall design goals of any system are scalability, efficiency, and security. Let us now evaluate the suggested design from these perspectives. From a combined scalability and efficiency point of view, the suggested migration and monitoring interfaces are inherently scalable. If monitoring data is passed along path of Intermediaries, each site acts as both a Consumer and as a Producer of monitoring data. R-GMA has been developed with this type of data forwarding in mind [12] , as it increases the scalability and efficiency of the system. ESB-style solutions are also inherently scalable and suitable for this type of application. The migration architecture, including the interface, is also very efficient and scalable, as it gives a high degree of autonomy to each site while at the same time requires very little network traffic overhead to perform migration. A high level of autonomy is important for scalability, as sites are more self-contained and thus the amount of information that has to be exchanged is reduced. Security is built in to both the migration and the monitoring interfaces and architectures, and the use of asymmetric encryption offers the confidentiality and integrity required.
Future work includes evaluation of the proposed solutions. Since the amount of control messages exchanged by the sites in the Transfer Proxy-supported migration is low, and the sizes of such messages is much lower than the transfer of the image files (which will be measured in gigabytes, rather than kilobytes for the messages), the added overhead in terms of network traffic must be assumed to be very low. To evaluate the monitoring proposal, a prototype is being developed as a proof of concept and its performance and usability will be tested.
VI. RELATED WORK
Several standardization projects are in the early stages of developing interoperable cloud interfaces, such as the OCCI [17] working group at the Open Grid Forum. However, the topics KPI-aware monitoring and federation of clouds are deemed out of scope for the project. The authors of this work will be involved with developing extensions as contributions to OCCI to address these matters.
OpenNebula [18] is a open-source virtualization management software. It leverages various existing virtualization technologies and enables system administrators to administer a cluster of hosts. It allows resources to be added dynamically, and advanced management functions such as workload distribution control and cluster partitioning. Migration within a single site is already supported, as is deploying VMs to Amazon EC2. Currently, the OpenNebula project is developed to support cross-site management functionality and cross-site migration of VMs.
Related Grid computing interfaces include WS-GRAM [19] and OGSA-BES [20] . The former is related to submission of jobs to a Grid, whereas the latter defines a state model, an informational model, and Web Service port types for management of Grid jobs. It also includes a proposed distributed monitoring of the resources where the jobs are running. The OGSA-BES allows for migration of Grid jobs, but does not specify how such migration should be implemented.
Resource scheduling and Grid brokering may be viewed as a theoretical basis for how to perform VM placement in a cloud computing environment. Relevant work in this field includes [21] , [22] . The aforementioned research can be leveraged in Destination selection process in the Transfer Proxy-supported migration.
VM migration has been studied extensively in works such as [23] , [24] . However, these works focus on the technical aspect of performing migration, rather than defining the interfaces for initiating and managing the migration process itself.
VII. SUMMARY AND CONCLUSIONS
We have presented two novel interface and architectural contributions, facilitating for cloud computing software to make use of inter-and intra-site VM migration and improved inter-and intra-site monitoring of VM resources, both on an infrastructural and on an application-specific level. Existing monitoring architectures may be leveraged, as the proposed monitoring solution is compatible with the Grid Monitoring Architecture [11] , although it is proposed that a more highly distributed solution is used instead. The additions presented in the article adhere to a principle of location-unawareness, which increases scalability, decreases the degree of coupling between sites in the federated cloud environment, and makes a clear separation of concern between sites. The proposed additions expose a high level of generality, and are thus adaptable and usable in many scenarios, without being impractical to implement or standardize.
