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ABSTRACT
Dayton Power and Light commissioned this capstone project to test DP&L’s 
hypothesis that individual forecasting models for each of its different customer classes 
when combined will generate a better forecast of total load than their current practice of 
using one model that does not make a distinction between the electrical use of different 
customer classes. This hypothesis was based on the observable fact that a change in 
weather does not create a change in electrical consumption equal across all customer 
classes. Forecasting models were created for each customer class within the data 
limitations. A forecasting model for total load was also created. The forecast of total 
load generated by the sum of the customer class models was consistently more biased and 
less accurate than the one total load model. Therefore, the conclusion of this project is 
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INTRODUCTION
Dayton Power and Light commissioned this capstone project to test DP&L’s 
hypothesis that individual forecasting models for each of its different customer classes 
when combined will generate a better forecast of total load than their current practice of 
using one model that does not make a distinction between the electrical use of different 
customer classes.
The Dayton Power and Light Company’s (DP&L) history of providing Dayton, 
Ohio with electricity dates back to March 23, 1911 when DP&L was incorporated as the 
Hills & Dales Railway Co., a company that provided power for electric railways in 
Dayton. In the same year, DP&L changed its name to its present one a month before it 
purchased the Dayton Citizens Electric Co. and the Dayton Lighting Co. Over the next 
sixty years, DP&L acquired utility companies in west central Ohio and extended their 
service area to 6,000 square miles that extend across 24 counties and serves over 513,000 
retail customers. The service of this area is accomplished through 17,500 miles of 
transmission and distribution network, 150 electrical substations, and ten power plants 
with the help of DP&L’s 1,500 employees. DP&L has a generation capacity of about 
3,750 megawatts. 2,850 megawatts come from low cost, coal fired units, and the 
remaining 900 megawatts are from natural gas and diesel peak power plants that only run 
when the 2,850 megawatts are not sufficient to satisfy electricity demand. DP&L’s major 
customers include Wright-Patterson Air Force Base, Cargill, Plastipak, Appleton, and 
Delphi.
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DP&L is a regulated electric utility. Fearing that Ohio was not quite ready for a 
laissez-faire electricity market “due to a limited number of competitive electric suppliers 
and low degree of market activity,” (Office of the Ohio Consumers’ Counsel, 2008) 
Governor Ted Strickland signed into law Senate Bill 221 on May 1, 2008. Under Senate 
Bill 221, “electric utilities must file a generation rate to be effective Jan. 1, 2009 through 
an Electric Security Plan with the Public Utilities Commission of Ohio (PUCO).” (Public 
Utilities Commission of Ohio, 2009) Decoded, this legal jargon states that an electric 
company’s pricing policy must be approved by PUCO. DP&L is made an exception and 
is allowed to continue their current rate plan through 2 0 1 0 , a rate plan that had previously 
been approved by PUCO. In compliance with Senate Bill 221 and its Electric Security 
Plan with PUCO, DP&L can only increase its rates due to increasing generation costs that 
are not part of the typical rate-making process. These costs include “environmental costs, 
fuel costs, operating and maintenance costs, and the cost of providing standby and default 
service.” (Public Utilities Commission of Ohio, 2009) DP&L is essentially a price taker, 
so controlling costs becomes their primary means of increasing profits.
Managing the costs of an electric utility company is a complex optimization 
problem in which the load, the industry term for electricity demanded, must be met by 
electricity generation at the least cost. DP&L’s average daily peak load over the time 
period studied is 2,024 megawatts, and the highest peak load is 2,848 megawatts. The 
highest peak load is under DP&L’s maximum generation capacity of 3,750 megawatts, 
which illustrates that DP&L does not need to run all its electricity generating units to 
meet daily demand. DP&L’s excess generation capacity allows DP&L to minimize 
generation costs by making the optimum choice of which units to run and for how long
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those units should run. Not all units are equal in generation capacity or costs. As stated 
before, most o f DP&L’s units are powered by coal, but other units are powered by diesel 
or natural gas, and the different fuels come with different costs. Even if units using the 
same fuel type they differ in “current unit status, minimum and maximum output levels, 
ramprate limits, startup and shutdown costs and times, minimum runtimes, and unit fuel 
costs at various output levels” as summarized by Eric Elurst (Hurst, 2001). All these 
elements of generation costs and capacity must be considered to decide which units to 
run.
For the optimization problem, knowing the load for a given day is arguably more 
important than knowing the generation costs and capacities of each unit. Electricity is a 
unique good because, as Eric Hurst explains, “production and consumption must occur at 
essentially the same time” (Hurst, 2001). Ignoring the option of selling excess electricity 
to other electrical utilities on the power grid, any electricity generated by DP&L in excess 
of the load is lost as heat. Therefore, DP&L has a strong incentive to accurately forecast 
the electrical load. The forecast and the rest of the optimization problem usually are done 
a day in advance. DP&L never wants its electricity generation to fall below the demand, 
so it could simply forecast the peak load for the day and run that capacity throughout the 
day. On the other hand, operating at the peak level all day is a very costly method. 
DP&L’s average daily minimum load over the time period studied in this paper is 1,440 
megawatts. When we compare this to DP&L’s average daily peak load, if DP&L simply 
generates daily forecast amounts throughout the day then production could exceed 150% 
of the amount demanded by its customers and costs would soar. Electricity demand 
fluctuates greatly throughout a day. To take advantage of the varying generation
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capacities and costs of each unit, an electric company needs accurate hourly load 
forecasts. Accurate hourly load forecasts are fundamental to minimize costs, because 
hourly load forecasts help the company plan when and which certain units should be used 
to generate electricity for a particular day. A few large coal-powered plants might 
generate enough energy for all demand but the peak hour. In this case, running a unit that 
bums a more expensive fuel for the peak hour might be more cost effective than to turn 
on another coal burning unit due to differences in minimum output levels, startup and 
shutdown costs and times, and minimum runtimes.
DP&L has a commercial operations department that is “responsible for the 24 
hour real time dispatch of the Company’s 3,800 megawatt power generation fleet; its 
short and long term coal, energy and natural gas purchasing and trading activities; the 
scheduling and physical delivery of the Company’s coal and other commodities; and the 
Company’s monitoring and participation within the PJM Independent System Operator;” 
(DPL.com, 2009). In short, it is the job of the department to solve DP&L’s cost 
minimization optimization problem. DP&L has an hourly model to forecast hourly load 
demand but would like to make it more accurate. A market analyst within the 
department, Scott Wrigglesworth, theorizes that the sum of forecasts for individual 
customer classes might be a more accurate predictor of total load than one model of total 
load. DP&L serves different types of customers; each type is called a customer class.
The customers DP&L serves can be classified as either residential non-heat, residential 
heat, commercial, industrial, public authority, or street lighting. The main variable in 
DP&L’s model is weather, but as Scott Wrigglesworth observes, weather does not affect 
all classes equally. Weather should influence residential customers who use electricity to
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heat their homes more than residential customers who don’t. Weather should have a 
smaller effect on industrial customers than on residential customers, and presumably, 
weather shouldn’t influence the amount of electricity used for street lighting at all. This 
paper tests whether DP&L should measure the impact of groups on electric demand 
rather than estimate aggregate demand only.
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LITERATURE REVIEW
Accurate forecasts can save companies money. In 1999, Benjamin Hobbs et al.
conducted a survey of 19 electric utilities to try to place a dollar amount on these savings.
Their findings were that,
“a reduction of 1% in mean absolute percentage error decreases variable 
generation costs by approximately 0.1% - 0.3% when mean absolute 
percentage error is in the range of 3% - 5%. A conservative estimate is 
that a 1% reduction in forecasting error for a 10,000 MW utility can save 
up to $1.6 million annually.” (Hobbs, 1999)
1.6 million in 1999 dollars translates to about 2.04 million in 2009 dollars. Assuming the
relationship of dollars saved to the capacity of the utility is linear, a company with the
megawatt capacity of DP&L can expect to save up to 766 thousand in 2009 dollars
annually for a 1% reduction in forecasting error.
If an electric company has joined a regional transmission organization, as DP&L
has, generating less electricity than their customers demand means the utility has to pay
the market price of electricity for electricity taken from the power grid by its customers in
excess of the utility’s generation. Hence, improving forecasts can decrease the amount of
electricity the utility has to buy from the grid at a price that is presumably higher than the
utility’s generation cost.
In the absence of the safety net provided by the regional transmission
organization, generating less electricity than customers demand will lead to dropouts and
blackouts. These temporary losses of power can be very costly to an electric utility’s
customers. In a 2007 book, H. Lee Willis estimated the cost of interrupted service in
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terms of dollars lost per kilowatt-hour not used. He estimates that lost electricity 
leads to a loss of $72/kW for a weaving plant using a mechanical loom, $44/kW for a 
packaging facility, and $38/kW for a bulk plastics refining facility (Willis, 2004). If a 
shortage of power occurs often enough, industrial customers will be convinced to find a 
more reliable electricity provider. As the electricity market continues to be deregulated 
and the number of de jure  monopolies decreases, losing customers becomes an 
increasingly probable scenario, because customers are free to choose their electricity 
provider.
Short term load forecasting, load forecasting for a period of a day or less, has 
gone from a process heavily dependent on expert opinion and estimation to a process that 
involves complex modeling. A history describing how the art of short term load 
forecasting has developed over the years is provided below and followed by a description 
of the forecasting methods used in modem practice.
In 1967, P. D. Matthewman et al. wrote a survey paper titled, “Techniques for 
load prediction in the electricity-supply industry” (Matthewman, 1968) that reviewed the 
techniques used at that time for short term load forecasting. He observed that the 
techniques used could be split into two categories: “those which use weather forecasts 
and meteorological information, and those that use past load data only.” (Matthewman, 
1968) In more general terms, methods can be classified as either time series models or 
explanatory methods. In the late 1960’s three methods of forecasting were used. The 
first technique was multiple regression and accounted for weather variables. The second 
method, the favorite of Matthewman, was spectral expansion. This method was 
favorable, because it did not require weather variables while still producing acceptable
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results. Pattern recognition techniques were the third method considered during this time 
but were more prevalent in theoretical works than in practice, because they required too 
much computation time and data storage and also gave less accurate predictions than the 
other methods (Abu-El-Magd, 1982).
A stochastic time series approach to the problem became very popular with utility 
companies after 1970 when Box and Jenkins built upon the work of Norbert Wiener 
(Box, 1994) (Wiener, 1949). 1970 was also the year state-space equations were paired 
with Kalman filtering to estimate load (Toyoda, 1970). In 1971, W. R. Christiannese 
suggested the use of exponential smoothing for load forecasting (Christiaanse, 1971).
In the 1980’s, as illustrated by a survey paper by Abu-El-Magd and Sinha, the 
pre-1970’s models of multiple regression and spectral decomposition were still being 
used as short term load forecasting techniques in addition to those developed during the 
1970’s. Pattern recognition models were still not widely developed or used. In the 
1980’s multivariable load demand models were in their infancy (Vapnik, 2000). By the 
end of the decade, knowledge-based expert systems were being tested for use in short 
term load forecasting (Metaxiotis, 2003).
The use of artificial neural networks to forecast short term loads has its true 
beginnings in the last years of the 1980’s, but is more correctly considered a product of 
the 1990’s, since the 1990’s is when the bulk of the initial work was done. From an 
extensive review of the literature, neural networks appear to be the most researched load 
forecasting method of the last twenty years. Yet, artificial neural networks were not the 
only forecasting technique to come to prominence in the 1990’s. Expert systems 
continued to be developed. V. N. Vapnik expanded the use of support vector machines
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from pattern recognition to regression in 1996 (Vapnik, 2000). The 1990’s also saw the 
use of evolutionary algorithms. In 1995, Ma et al. created a genetic algorithm based 
approach (Ma, 1995), and in 1996 Yang et al. united evolutionary programming with 
autoregressive moving average with exogenous variables (ARMAX) models (Yang, 
1996). Fuzzy logic, developed in the early 1960’s, also found its way into short term 
load forecasting methods during the mid 1990’s.
Even though a definite timeline in the development of techniques used to forecast 
short term load exists, the history of short term load forecasting is not an evolutionary 
progression to an ideal model containing incremental improvements over time. Newer 
forecasting techniques have not been definitively proven better than those that came 
before them. A reason for the lack of definite improvement over time is that the areas 
different utilities serve have difference mixes of residential, commercial, and industrial 
customers from one another (Feinberg, 2005). A utility company which serves mostly 
industrial customers will have better luck forecasting with a time series model than a 
utility company which serves mostly residential customers. An industrial customer’s 
electricity use is less likely to fluctuate due to short term factors such as weather. 
Electricity use by residential customers is affected by factors like weather, so a utility 
company serving mostly residential customers should use a forecasting method that 
includes explanatory variables. In the absence of a standard methodology, numerous 
short term load forecasting techniques are in use today. The prominent short term load 
forecasting techniques used today are exponential smoothing, stochastic time series, 
multiple regression, state-space models with Kalman filtering, knowledge based expert 
systems, fuzzy logic, artificial neural networks, and evolutionary algorithms.
9
Exponential Smoothing
Exponential smoothing refers to a family of methods that are favorable because 
their calculations are fairly simple and they require little data. These methods require 
very little data, because they forecast future load, based on previous observed load.
Recent data is given a stronger weight than older data with the weights decreasing 
exponentially. How quickly the past errors are discounted is determined by an arbitrarily 
chosen smoothing constant with a value between 0 and 1. When the smoothing constant 
is close to 1, new forecasts will include a big adjustment for the error in the previous 
forecast. Therefore, greater weight is given to recent changes in the data. When the 
smoothing constant is close to 0 , new forecasts will include little adjustment for the error 
in the previous forecast. Therefore, there is a greater smoothing effect. A disadvantage 
of this method is that the accuracy of the forecast heavily depends on the smoothing 
constant and the continuation of past time-series patterns (Abu-El-Magd, 1982).
Choosing the best smoothing constant to minimize the mean squared error or another 
statistical measure of error must be done either by the forecaster or by statistical software.
Exponential smoothing methods can include trend components and seasonal 
components. The simplest exponential smoothing model has no trend component and no 
seasonal component. Given observed hourly load data through and including time t - 1, 
we desire to forecast yt, the actual load during hour t. To begin the exponential 
smoothing process, we must start with a forecasted value for yt, yt. Due to of the nature 
of exponential smoothing, this initial forecast becomes exponentially unimportant as time 
increases. This initial forecasted value could be an average of the last few actual values 
or could simply be the last observed value: y t= Yt- For the next period, t +1, the
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exponential smoothing method takes the forecast for the previous period, yt, and adjusts it 
by means of the forecast error with a weight equal to the smoothing constant, a. The 
equation is written as
yt+i =yt + a ( y t - y t) or yt +1 = ayt + (1 - a) yt .
When the equation is written in the second form, it is easier to see that the exponential 
smoothing method assigns the most recent value of yt a weight of a and the most recent 
forecast a weight of (1 - a). As described by Hyndman, when the process is repeated, 
replacing yt . 1 and yt- 2  with their components, “yt + 1 can be seen as a weighted moving 
average of all past observations with the weights decreasing exponentially” (Hyndman, 
2008):
yt+ i = ayt + a (1 - a) yt-i + a  (1 - a )2 yt.2 + a (1 - a )3 yt.3 
+ a (1 - a )4 y t-4 + *** + a ( l -  a )1’1 yi + (1 - a)* yt 
An exponential smoothing method used to forecast electricity load cannot be this simple, 
because load patterns do show seasonality and can have a trend. An exponential 
smoothing method for load would consist of four equations: the forecast equation and 
three smoothing equations. Among the three smoothing equations, one is for the level, 
one is for the seasonality, and one is for the trend. This model is formally called the 
Holt-Winters’ method. The Holt-Winters’ model is a name for two different models that 
differ in whether seasonality is modeled in an additive or multiplicative way. In the Holt- 
Winters’ method the forecast equation is a function of the level, seasonality, and trend. 
The level is a function of past levels, the seasonality is a function of past seasonality, and 
the trend is a function of past growth. Each smoothing equation has a smoothing
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constant, so past levels, seasonality, and trend become gradually or rapidly unimportant 
to the forecast as determined by the value of the smoothing constant.
Stochastic Time Series
Times Series models, like exponential smoothing methods, need only past load 
values to predict future load values, though they can also be modified to take exogenous 
variables into account. Time series models have the assumption that the time series is 
stationary which means the data has a mean and variance constant over time or can be 
transformed to have these qualities. A nonstationary time series is not a very big problem 
for these techniques in practice, because a nonstationary series often can be made 
stationary by differencing. Many variations of this method are used. The main types of 
time series models are autoregressive (AR) models and moving-average (MA) models.
Autoregressive models assume that future loads are linear combinations of past 
loads. The general form of an AR model of order p is written as
yt =  (pi yt-i +  (P2 yt-2 +  • • • +  (pPy t-P +  et,
where the error term is assumed to be white noise. This model also often includes a 
constant. The parameter 9  determines the speed by which the forecasted load reverts to 
its mean. If (p is close to zero, the mean-reversion is rapid. If (p is close to one, the mean- 
reversion is slow. These parameters are deterministic and often unknown. They can be 
estimated using ordinary least squares or some other technique.
Another time series model uses the moving average process. The model for q- 
term moving average is
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y t -  S t  +  0 1  S t  - 1  +  0 2 S t - 2  +  . . . +  0 q  S t  - q ,  
where st is again assumed to be white noise. The lag order q is chosen by the forecaster 
after an examination of correlograms that plot the sample autocorrelations and partial 
correlations versus the time lags, and the order p in the autoregressive model also is 
chosen after analyzing these plots. Choosing the lag oreder q is a critical step, because 
the models are sensitive to the length of the lag order chosen (Burt, 1996). Before a 
moving average model can be used for forecasting, the coefficients and the errors also 
have to be estimated. Like exponential smoothing, moving averages make predictions 
about future load based on past errors of predicted load.
Integrated models are preferable for predicting time series that have seasonal 
patterns and trends. As stated earlier, non-stationary series often can be made stationary 
by differencing. Integrated models introduce a differencing term.
The AR and MA models almost never are used independently. The practical uses 
of stochastic time series models combine the two methods. The most commonly used 
combinations are the autoregressive moving average (ARMA) model and the 
Autoregressive integrated moving average (ARIMA) model. The forecasted load of the 
ARMA model is a linear expression of past loads (AR) and past error terms (MA). The 
ARIMA model also forecasts future load this way but also has differencing to deal with 
trends and seasonal differences that may cause a series to be nonstationary.
Utilities find both time series and exponential smoothing methods desirable, 
because gradually discounting the effect of past loads on the prediction of future loads is 
in line with their theory about the nature of electricity demand. Electric load is known to 
be strongly correlated with temperature and other weather variables. It is also believed
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that the demand for electricity not only is dictated by current weather but also by the 
weather of previous periods. In DP&L’s philosophy, load in the current period is 
affected by previous weather up to seven days.
Weather is a very important explanatory variable of load demanded, so it may 
also be useful to integrate exogenous variables into the stochastic time series models.
The models used are the autoregressive moving average with exogenous variables 
(ARMAX) and the autoregressive integrated moving average with exogenous variables 
(ARIMAX) model. In addition to the autoregressive and the moving average 
components of ARMA and ARIMA, ARMAX and ARIMAX contain a linear 
combination of the last n terms of a known external time series.
Multiple Regression
Regression models are another way to use the relationship between weather and 
electricity demand. While time series models, as stated by Kyriakides and Polycarpou, 
“assume that the data follow a certain stationary pattern that depends on autocorrelation, 
trends in the data, and daily, weekly, and seasonal variations” (Kyriakides, 2007), a 
regression seeks to explain this variation by finding relationships between independent 
variables and a dependent variable. Yet, the goal of regression analysis is not said to 
imply that correlation equals causation. The biggest tool in establishing causation is still 
solid theory, yet some tests such as the Granger test have been created for the purpose of 
supplementing theory. Regression models are useful, because they consider the variables 
a utility knows that will affect its total load rather than solely relying on past load values 
to predict future load values. Regression models’ deterministic nature also makes the
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model very easy to interpret. Plugging in the values of independent variables yields a 
load forecast. Multiple linear regressions take the form
Yi = Po + PiXii + j32X2i+  ... +PpXpi + Si, i = l , . . . , n  
where Y is the dependant variable, X ’s represent the independent variables, the P’s are 
the unknown parameters, and e represents the error term. Regression models estimate the 
P’s such that the model minimizes the sum of squared residuals. Residuals refer to the 
difference between the estimated load and the actual load, e* = y\ - yt, so the sum of the 
squared residuals is X jli ef. After running the regression, the model used to predict 
hourly load will be
f i = Po + PiXu + ^2X21 + ... + PpXpj + ej, 
where y is the estimated load, P’s are the estimated coefficients, e, is the residual, the X ’s 
are the values of independent variables during, or in the case of lagged cause-effect 
relationships, prior to the hour of the estimated load.
State-Space models with Kalman Filtering
A state-space model is a mathematical representation of a physical system that 
includes output, input, and state variables. As summarized by Ghahramani and Hinton, 
“the model seeks to find a probabilistic relation between the observations and a hidden 
state vector, and a probabilistic relation between consecutive hidden state vectors.” 
(Ghahramani, 2000) The model is comprised of two equations: the measurement 
equation, sometimes called the observation equation, and the state equation, sometimes 
called the transition equation. The state equation shows the dynamic pattern between 
time periods. The measurement equation usually takes a variation on the simple form
15
yt = Cxt+ vt
where yt is the observation value of the load at time t, C is the output matrix, xt is the state 
vector which contains unobservable components, and vt is the noise measurement that is 
assumed to be white noise with a zero mean. The state equation is written 
xt = Axm + Bt + wt
where xt is again the state vector, A is state transition matrix, Bt is a vector of 
deterministic events such as weather variables, and wt Gaussian state noise. The task of 
the Kalman filter as summarized by Erik Cheever is to “filter [y] so as to estimate the 
variable x while minimizing the effects of w and v.” (Cheever, 2009) The filtering 
process begins with an a priori estimate of xt: x t.  This a priori estimate is then used to 
estimate the output: y t. The difference between the estimated output and the actual 
output is the residual: yt - y t or yt - Cx t. The residual is used to refine the estimate of xt. 
So, xt = x t  + k(Residual) = x t  + k(yt - Cxt). The variable k is called the Kalman filter 
gain. Finding the Kalman gain requires finding the difference between the actual xt and 
the a priori estimate, e t = xt - x t,  and the difference between the actual xt and the a 
posteriori estimate, et = xt - x t. Each of these errors has a corresponding variance 
represented as p t and pt respectively. By choosing the best Kalman gain, k, the Kalman 
filter minimizes the a posteriori variance, pt. (Cheever, 2009) By calculation, the 
Kalman gain is given by the simple expression
k =  _ c p f_
C 2p t + R
where R is the measurement noise term. With the Kalman gain now identified, the a 
priori estimate can be corrected. The ability to use Kalman filtering makes state space 
models attractive, but Abu-El-Magd and Sinha summarized the concerns of many authors
16
on state space modeling as, “the identification of the model parameters is the main 
difficulty associated with this approach, because Kalman filtering theory assumes that the 
model is exactly know beforehand.” (Abu-El-Magd, 1982) In short, a state-space model 
which uses a Kalman filter forecasts in a similar yet more elaborate way than exponential 
smoothing. Both use present forecasting error to improve the next forecast. State-space 
models have the advantage of allowing explanatory variables but the disadvantage of not 
generating an estimated model directly from the time-series.
Knowledge Based Expert Systems
Knowledge based expert systems are what their name implies: systems that are 
based on the knowledge of experts, more specifically, a computer program that forecasts 
hourly load using a series of rules in the form of
IF < statement > THEN <decision> 
that are created through the cooperation of the programmer who develops the software 
and a human expert who through knowledge and experience has an intimate 
understanding of various variables’ effect on electric load demand. The advantage of this 
system is that the knowledge of the expert is now stored and replicable. Therefore, an 
event such as the expert getting sick and missing a day of work or simply retiring is much 
less reason for concern, because the expert system, given a set of variable inputs, should 
create a forecast comparable to the one the expert would have given but quicker.
Keeping this in mind, the obvious downside to this technique is the expert system’s 
knowledge is limited to the knowledge of the human expert or experts who created the 
rules; however, other techniques, such as neural networks, have been incorporated into
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knowledge based expert systems to allow them to learn from new experiences. In 1989,
Rahman and Baba presented a very practical approach to creating expert systems for
hourly load forecasting (Rahman, 1989). As summarized by Moghram and Rahman,
“the model of the hourly load using the expert system algorithm is based 
on selecting a reference day load curve according to a set of rules. This 
reference day is then reshaped according to other sets of rules as to 
account for ( 1) the expected variations in the forecasted day from that of 
the reference day, and (2 ) the variations in the impact of weather change 
on the load from day to the next.” (Moghram, 1989)
Fuzzy Logic
A fuzzy system, like the knowledge based expert systems, is a rule based 
approach which consistis of IF-THEN statements. Inputs in a fuzzy system do not have 
to be quantitative data. For example, an IF-THEN statement might read ‘IF temperature 
is very low, THEN load demand will be very high.’ The two strongest determinants of 
hourly load are likely temperature and time of day, so these variables are broken into 
categories (fuzzy sets) and have linguistic values rather than their numeric values.
The first step in the process of forecasting hourly load with fuzzy logic is to 
normalize the input and output variables within the [0, 1] region. The next step is to 
choose the shape of the membership function which represents the fuzzy sets. The choice 
of the shape is subjective, which will contribute to or detract from the accuracy of the 
model. So changing the shape of the model through a process of trial and error is one 
way to optimize the model. Once the shape of the membership is chosen, the number of 
fuzzy membership functions is identified for each input and output variable. A graphical 
representation of a simple triangular membership function can be seen below in Figure 1.
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Figure 1: Triangular Membership Function
SI, S2, and S3 each represent a membership function. If the input variable graphed here 
was temperature, SI would be cold, S2 would be normal, and S3 would be hot. The 
abscissa is the value of the normalized input (output) and the ordinate is that input’s 
(output’s) degree of membership.
Now rules can be formed using the assigned membership functions of the inputs 
and their corresponding output. A rule might read ‘IF the time of day is evening and the 
temperature is below normal, THEN the load is above normal.’ With a large data set it is 
possible to generate a conflicting rule. To solve this problem the degree o f each rule is 
calculated. Ranaweera et al. described the degree of the rule well when they said, “the 
degree may be loosely considered to be the confidence in the rule.” (Ranaweera, 1996) 
The degree of a rule is calculated by multiplying each degree of membership of all 
assigned membership functions.
The collection of all remaining rules after deciding which conflicting rules are 
acceptable is called the rule base. After the input-output data has been formed into a rule
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base, load forecasts can be made. First, the process calculates the degree of membership 
of the inputs and assigns them to membership functions. Once the membership functions 
of the inputs are known, they can be matched to the corresponding rule. General rules 
are easy to follow but not very useful for system planners, because they want a point 
forecast value. A quantitative forecast can be given through a process called 
defuzzification for which at least twenty different methods exist. Like picking the shape 
of the membership functions, choosing different methods of defuzzification leads to 
different degrees of accuracy.
The result is a crisp value that is the normalized load forecast. To de-normalize 
the forecasted load, the normalized value, S, can be plugged into the normalizing formula 
- and solved for d: S (d max -  cLmin) + d min = d.
Artificial Neural Networks
Artificial neural networks seek to find a nonlinear function that relates past load 
values and independent variables to future output. They are typically fully-connected; 
every input neuron is connected to every hidden neuron which is connected to every 
output, and a weight is assigned for every connection in the model. The artificial neural 
network adjusts these weights based on what the neural network learns from training 
data.
The first step to forecast with an artificial neural network is to normalize the data 
remove outliers. The historical inputs and outputs are arbitrarily divided into two sets: 
the training set and the validation set. The training set is used to train the artificial neural
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network while the validation set is used after the model is complete to evaluate the 
model.
The next step determines the architecture of the neural network that decides the 
number of input nodes, output nodes, and hidden layers are needed. The hidden layer 
receives its name because it contains neurons that are ‘hidden’ between the inputs and the 
output and is where the intermediate computations of the neural network are done.
Within the hidden layer is a number of hidden neurons that are arbitrarily chosen by the 
forecaster. Ultimately, choosing the right number of hidden neurons is a trial-and-error 
process. The final step in the architecture design of the neural network is to select the 
activity function of the neurons. The activation function controls the amplitude of the 
neuron output, and keeps the output between the values of 0 and 1. It must be a non­
decreasing and differentiable function.
Now that the artificial neural network is designed, it must be trained. Put very 
simply stated, training the neural network ensures that the inputs generate the desired 
output by weight adjustments in the neural network to minimize the error. The two 
customary ways to train a neural network are unsupervised and supervised.
Unsupervised training does not require output information; however, load forecasters 
usually employ historical inputs and their corresponding historical load output, so 
supervised training is better suited for load forecasting.
Theoretically, the training should continue until the error function reaches a 
global minimum. Practically speaking, the training process must be run and rerun with 
different initial weights while evaluating these runs with the data in the valuation data set 
to find the best model. Besides requiring more time, continuing training past an optimal
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point runs the risk of overfitting. In the words of Hippet et al., “overfitting usually means 
estimating a model that fits the data so well it ends by including some of the error 
randomness in its structure, and then produces poor forecasts.” (Hippert, 2001) Of 
course, a risk exists of stopping the training of the model too early and preventing the 
model from learning enough: a problem called underfitting. The problems of underfitting 
and overfitting are summarized well by Palit and Popovic: “Underfitting produces a very 
high bias at network outputs, whereas overfitting produces a large variance.” The 
difficulty of knowing the optimal amount of training for the neural network means that 
the forecaster usually must make a trade-off between low bias and low variance.
Once the artificial neural network is properly trained, it is ready to forecast. 
Forecasting is done in the same manner that the model was evaluated with data from the 
validation set, but this time the model is used to produce an unknown output from known 
inputs. The output load is normalized and must be de-normalized in the same manner 
output from a fuzzy system is de-normalized.
Evolutionary Algorithms
No example of forecasting hourly load purely from evolutionary algorithms seems 
to exist in the literature, so it cannot be considered its own technique in the same sense as 
the previously described methods. Yet, evolutionary algorithms are discussed often in 
short term load forecasting literature and are used in combination with other methods, so 
evolutionary algorithms deserve some mention in this literature review. Evolutionary 
algorithms are most often seen in load forecasting as combined with neural networks, 
fuzzy logic, or ARMAX models. Genetic algorithms and evolutionary programming
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have been used to train neural networks, improve the fitting accuracy of ARMAX 
models, and fine-tune the rule base of a fuzzy system.
Evolutionary algorithms are another attempt to simulate the decision-making 
processes present in the natural world. In particular, evolutionary algorithms borrow 
concepts and ideas from the theory of evolution. The most popular evolutionary 
algorithm in use is the genetic algorithm. The genetic algorithm begins with an initial 
randomly selected population of candidate solutions, and later calculates the fitness of 
each individual. The population is checked to determine if the termination condition has 
been reached. The termination condition is chosen by the forecaster and depends on his 
needs. For example, the termination condition could be a set number of generations 
reached or an individual solution that achieves a target fitness value. The termination 
condition is not likely to be met on the first iteration, so a new population is generated 
from the current population while applying genetic operators. The first genetic operator 
is selection. In selection, solutions are chosen from the population based on their fitness 
value to be the potential parents of the next generation. Some selection algorithms are 
tournament selection, fitness proportionate selection, and ranking. The next genetic 
operator is reproduction. Solutions that meet a certain criteria are simply copied into the 
next generation. Another possibility is mutation. This operator introduces random 
variation, and by preventing each population from being too similar to each other avoids 
local minima. Yet another genetic operator is crossover. In this operation, two good 
solutions are combined that hopefully produce a solution for the next generation better 
than the two parent solutions. After the new generation of solutions is produced, the 
fitness values of individual solutions is once again calculated. The population is smaller
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than the previous generation and has a higher average fitness level. If the termination 
condition is met the solution with the highest fitness value is chosen and the process is 
stopped. If the termination condition is not met the process continues until it termination 
condition is met. The process for evolutionary programming and other evolutionary 
algorithms is very similar to the process o f genetic algorithms shown here.
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DATA AND METHODOLOGY
As described in the introduction, this internship’s objective is to compare the 
accuracy of a total load forecast developed from a single total load model with the 
accuracy of a total load forecast developed from the aggregate of class load forecasts.
Due to limitations in the data base provided for the internship, the project proved to be a 
very time consuming undertaking. If the two models needed for the comparison can be 
developed, then their comparison is a fairly elementary task. Although DP&L suspects 
that the sum of hourly class load forecasts may provide more accurate results, it is not 
clear that good empirical hourly load models by class are possible with the available data. 
The bulk of the effort in this project is devoted to the development of the best hourly 
class load models allowable by the given data. This constraint ultimately may prove too 
large to allow a model adequate for practical use. The weakness of available data for use 
in the estimation of hourly load by class is described below.
Data
All data for this project came from DP&L’s database. The following is a list and 
description of data provided by DP&L:
Total Load: The total load by hour over the period of April 28, 1997 to January 17, 2008. 
Class Load: The load of a particular customer class by month which represents the 
electricity billed during that given month over the period of 1975 to 2007
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Temperature: The hourly temperature in Fahrenheit as measured at Dayton International 
Airport over the period of 1993 to 2007. More recent data was not provided by DP&L. 
Consumer Profile: The results of a 1997 consumer class study which monitored 300 
customers from each class that were seen as or assumed to be representative of the 
customer class. The results presented hourly class load as a percentage of the month’s 
class load for each class for each month of 1997.
Number o f Meters: The monthly number of customers for each class over the period of 
1995 to 2005. More recent data was not provided by DP&L.
Percentage Sun: The percentage of hourly sunlight from the hours of 9:00 a.m. to 5:00 
p.m.
Dew Point: the daily temperature at which water vapor begins to condense as measured at 
Dayton International Airport from over the period of 1990 to 2008.
After reviewing the list of available data, the real challenge becomes apparent. 
How does one create an hourly load forecasting model when the only use data available 
by class is monthly? The solution relies heavily on the results of the 1997 consumer 
profile study, because it is the only data that can link monthly use to hourly use. The 
results list hourly use as a percentage of the monthly use, so multiplying the given 
percentage by the monthly use should yield the load for that hour. For example, if 0.1% 
of the electricity used by the Residential NonHeat customer class was used between the 
hours of 1 p.m. and 2 p.m. on July 15 and the total use for the class in the month of July 
was 100,000 megawatt hours, then we can calculate that 100 megawatt hours were used 
by the class on July 15 between the hours of 1 p.m. and 2 p.m. (0.1% * 100,000 megawatt 
hours = 100  megawatt hours).
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Several concerns arise from this method. Any conclusion made from the model 
after using this method would be strongly dependent on the assumption that the 1997 
consumer profile study was done well: the 300 metered customers truly represented the 
average customer in that class. Using the results of the study also assumes the factors 
that influence load by class by hour in 1997 are representative of those factors in all other 
years. This method also limits the amount of historical use data and explanatory data that 
can be used: only data from the year 1997. Unfortunately, the likelihood of hourly 
electricity being used during a given month in the same proportions from year to year is 
highly unlikely. We cannot assume that electrical use will be distributed among the 744 
hours of July in 1997 in the same proportions as in July of 1998 or of any other year. 
Besides the random nature of many incalculable variables, a very sound empirically 
supported theoretical reason exists to say the use patterns of July 1997 will not be close 
enough to the use patterns of July of any other year to assume they are the same. Patterns 
of electrical use within a day look very similar from day to day due to the predictable 
patterns of human activity; however, the factor most responsible for the fluctuation in 
level of use between days is weather. The intraday use pattern of two days could be very 
similar while the level of use could be dramatically different because of dramatically 
different temperatures. For example, on July 15, 2007 and 2008 electrical use on both 
days will increase when people wake, decrease when they are at work, and increase again 
when they return from work, but more electricity on one day will be consumed if that day 
is substantially warmer than the other. If we took the hourly percentages of use for July 
2007 and held them constant for the hourly percentages of July 2008, we imply that the 
amount of electricity used on July 15 is dependent on the simple fact that the day is July
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15. The implication is not true. The electrical use on July 15 is a different percentage of 
the total month’s usage from one year to another, because July 15 may be an 
exceptionally hot day one year and very mild the next.
Another setback exists that makes the estimation of hourly load by class very 
unreliable with the data in its given form. The 1997 consumer profile study was done by 
taking meter readings every hour for a year. Therefore, the results are the electricity used 
during every hour of the calendar year. Unfortunately, the monthly use data for each 
class is given not by when the electricity was consumed but when billed. Electricity used 
in the latter half of June is most likely billed in July but represented in the data for June. 
This makes the use data incompatible with the consumer profile study.
One simple solution to this problem would be to avoid any attempt to convert 
monthly use into hourly use and leave the dependent variable as a percentage of monthly 
use. If a list of numbers are each multiplied by one number, the one number by which 
each in the list is multiplied is simply a scalar and has no dramatic effect on the statistical 
outcome of a regression. Whether we take the percentages and multiply them by 1, 100, 
or 1,000 the R2 and the p and t values will remain constant. In other words, we still gain 
valuable information about the independent variables’ effects on the hourly electrical use. 
Outcomes of the regression that are sensitive to the scale of the dependent variable such 
as the root mean squared error, the confidence interval, and the coefficients of the 
independent variables will change in proportion with the size of the scalar.
Despite the option to not transform the percentages into MWhs, two very good 
reasons suggests to do so. First, if  the dependent variable is left as the percentage of load 
used during a given month, each model requires its own model. A separate model for
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each month is required for each class, because the dependent variable only has meaning 
within a given month and is not comparable with the percentages o f other months. A 
study which followed the above procedure must create 72 different models (12 months by 
6  classes). For example, 12 percent of monthly electrical use cannot be assumed to be 1 
percent of yearly electrical use unless the monthly use is exactly the same for every 
month in the year, and this is never true.
Second, the dependent variable should be MWh and not a percentage of a one 
month total. If a model predicts hourly electrical use to be a certain percentage of 
monthly electrical use, the model has almost no practical use. What can DP&L do with 
the knowledge that the next hour’s electrical use will be a certain percentage of the 
month’s usage? Making the information practical requires a supplementary model that 
accurately predicts monthly use. Adding this supplementary model to the forecasting 
process introduces more error and larger confidence intervals.
Ultimately, the most acceptable compromise of practical results and accuracy is 
gained from a centered average of the monthly electricity use in MWh. The data for 
monthly use contains all the electrical consumption that was billed during a given month, 
some of the electrical consumption represented in the data is from the stated month, but 
the rest is electricity used during the previous calendar month. An approximation of the 
monthly calendar use was obtained by taking the average of the two billed months that 
contained a calendar month’s electrical usage. For example, the electricity used during 
the month of February is billed during the months of February and March. Therefore, the 
approximation of the use during the calendar month of February is obtained by taking the 
average of the electricity billed during the months of February and March. This averaging
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method can only be considered an acceptable approximation under the assumption that all 
customers are billed following a generally uniform distribution throughout each month. 
Scott Wrigglesworth of DP&L confirmed the validity of this assumption. In conclusion, 
the dependent variable of hourly electrical use by customer class is obtained by 
multiplying the centered average billed use data by the percentages from the 1997 
customer class survey and was found to be the best method of conducting the task given 
by DP&L with the data provided by DP&L.
Methodology
Multiple regression was chosen from the long list of possible methods to create a 
forecasting model. The hypothesis that a forecast of total load generated from forecasting 
models for its parts is more accurate than one model for the whole was formulated based 
on theoretical reasons. Therefore, the use of atheoretical models such as time series 
models seems inappropriate. A strength of the multiple regression method is the ability 
and the ease to include explanatory variables. As mentioned earlier, a wide consensus 
exists that weather plays a strong role in the demand for electricity. Any model that 
ignores weather variables is greatly limited in its forecasting ability, especially when 
weather deviates from normal conditions. Another advantage of multiple regression 
models is their ease of interpretation which makes them a very practical tool. The model 
can be used to evaluate the current condition but also allows the forecaster to hold 
variables constant for effortless sensitivity analysis.
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THE MODEL
Despite the creation of seven models, this section of the paper is entitled the 
model, because all seven customer class loads are modeled as functions of the same 
variables. This is acceptable and desirable. Using the same variables is acceptable 
because almost all variables used are statistically significant in all models. The few 
variables that aren’t statistically significant in some models still have theoretically 
significant reasons for inclusion in the model. Using the same variables is desirable 
because using the same structure for all models makes them easier to compare. Aside 
from the desire to generate an accurate load forecast, a secondary hypothesis tested is 
based on the notion that weather has a varying level of effect among the consumer 
classes. If weather affects each class differently, there may be merit in forecasting hourly 
load for each class separately to achieve an improved total load forecast Using 
standardized beta coefficients allows for comparison between the effect of weather 
variables on some customer classes and the effect the same weather variables have on 
other customer classes. Another reason for using one model specification for all classes is 
the practical use of the models and sensitivity analysis is simple- an additional request of 
DP&L. All models can be linked to a common set of inputs. Making a change to the 
input table simultaneously changes the input in all models
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The general equation yielded by the models will take the form:
H ou rly  L o ad  =  Po +  Pi H eating  Degree  +  P iC o o lin g  Degree  +  P3I 2 a.m. +  P4 1 a.m. +
Ps 2 a.m.+ p6 3 a.m.+ P7 5 a.m.+ Pg 6  a.m. + P9 7 a.m.+ P10 8 a.m. + pn9 a.m.+ P12 10 a.m. 
+ P1311 a.m. + P14 12 p.m. + P151 p.m. + p162 p.m. + pJ73 p.m. + Pig4 p.m. + P19 5 p.m. 
+ P20 6 p.m. + P21 7 p.m. + P22 8 p.m. + P23 9 p.m. + P24 10 p.m. + P2 511 p.m. + p26 
Monday + P27 Tuesday + P28 Wednesday+ P29 Thursday + P30 Friday + P31 Saturday + P32 
February + P33 March + P34 April + P35 May + P36 June + P37 July + P38 August + P39 
September + P40 October + P41 November + P42 December + P43 Hourly Loadt_i + (P44 
Hourly Loadt_2)
In the model, 12 a.m. is a dummy variable describing if the electricity was used in 
the first hour of the day, 1 a.m. is a variable describing if the electricity was used in the 
second hour of the day, and so on. January, Sunday, and 4 a.m. were left out of the 
model, because they were chosen to be the base month, base day of the week, and base 
hour respectively. Having 45 independent variables can be a concern due to lost degrees 
of freedom, but this study includes hourly observations for a year: 8,760 observations.
The Variables 
Temperature -
One of the common concerns of electricity forecasters is the nonlinear 
relationship between weather and electricity use. Nonlinear relationships are why 
methods that can estimate nonlinear models often are preferred to strictly linear models. 
When the temperature is very low, electricity use increases because electricity is used to
32
heat homes. When the temperature is very high, electricity use also increases because 
electricity is used to cool homes. In between the extremes lies a temperate range for 
which customers don’t have a need for electrical powered climate control and electrical 
use is lower. This observable fact is illustrated in the scatter plot below generated with 
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Figure 2: Electrical Use and Temperature
This relationship between electrical use and temperature, at first, seems to
eliminate multiple regression as a viable option for modeling electricity use, because
multiple regression only models the linear relationship between a dependent variable and
its independent variables. The solution to this problem is to separate temperature into
two variables: one variable captures hotness and the other captures coldness. The idea
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for two separate temperature variables arises from a measure known as degree days. A 
degree day measures the amount a day’s average temperature varies from a base 
temperature and commonly is used by electrical utilities as a measure of daily 
temperature. Sixty-five degrees Fahrenheit is a common base temperature. When the 
average temperature is colder than 65 degrees the difference is the heating degree days 
because people heat their homes. When the average temperature is warmer than 65 
degrees the difference is the cooling degree days because people cool their homes.
Degree days are usually used to describe a week, month or year’s temperature. The 
temperature variables in this study could be called heating and cooling degree hours, 
since hourly temperature is considered and not a daily average. The heating degree hour 
variable is formulated by subtracting the hourly temperature from 65 if the temperature is 
less than 65 or is 0 for values greater than or equal to 65. The cooling degree hour is the 
hourly temperature minus 65 if the temperature is greater than 65 or is 0 for values less 
than or equal to 65.
Time-
Time is an important variable because a predictable use pattern exists for 
electricity through the day. For residential customers, electrical use begins to grow 
around 4 or 5 a.m. and peaks at 8 a.m. when people leave for work. Electricity use 
declines until about 3 p.m. then gradually increases until a peak near 8 p.m. The 
graphical representation of the use pattern through time is called a load curve. If a load 
curve includes data from several days, one can observe a similar daily pattern across 
time. The minimum and maximum electricity use should occur at roughly the same hour 
each day. This study uses dummy variables to capture the effect different hours of the
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day have on electricity demand. If the observation occurred at 3 p.m. the value of the 3 
p.m. dummy variable will be 1 while all other hourly dummies have a value of 0. The 
hour chosen to be removed from the list of dummies was 4 a.m., because that is the hour 
that usually contains minimal electricity use compared to other hours. During the time 
between 4 a.m. and 5 a.m. most people are asleep, so the demand for electricity is less 
likely to be effected by weather variables. 4 a.m. becomes the reference time in the 
models.
Electrical use not only varies due to the hour of the day but also varies depending 
on the day of the week and the month of the year. Wednesday’s activities are different 
than Saturday’s and July’s activities are different than December’s. Daily and monthly 
dummy variables were included in the model to account for these differences in time.
For the daily dummies, Sunday is eliminated from the model to serve as the base day. If 
the observation occurs on a Sunday, all daily dummies have the value 0. For the monthly 
dummies, January is dropped from the model to serve as the base month. If the 
observation occurs during the month of January, all monthly dummies have the value 0.
Individual Models
Residential Non-Heat
The results of the initial regression using data of residential customers that do not 
use electricity to heat their homes can be found in the appendix (Table 1). The Adjusted 
R-squared for the model is 0.7607 which means about 76 percent of the variance in 
hourly electricity used is explained by the temperature and time variables. Almost all 
variables are statistically significant at the 95% confidence level. The exceptions are the
35
dummy variables for the 4th hour of the day (3 a.m.), Monday, and December. Not being 
a significant variable in the model does not mean that the 4th hour of the day, Mondays, 
and the month of December do not have any effect on electricity demand. In the case of 
the 4th hour, its effect on electricity demand is not statistically different than the effect on 
demand during the 5th hour of the day, because the 5th hour was in the excluded hour 
term, and is the base hour against to which all time of day dummies are compared. 
Similarly, electrical use on Mondays, all other things constant, is not statistically different 
from the base day, Sunday, and electrical use during December, all other things constant, 
is not statistically different from use during the base month, January.
Most coefficients have signs that meet expectations, but a few exceptions exist. 
Electrical use can be expected to increase the more temperature deviates from 65 degrees, 
and we would expect electricity consumed at other hours to be greater than during the 5th 
hour of the day. Whether we should expect to see a positive coefficient for the dummy 
variables Wednesday, Thursday, and Friday is uncertain. During the business week, 
residential electrical consumption dips around the time people leave for work and then 
increases around the time they return. After noticing this pattern, we would expect to see 
a negative coefficient for these days since people presumably spend more time at home 
on Sunday than during the business week. An unexpected sign on a coefficient can be a 
clue that the model has a problem with mulitcollinearity; however, the t-statistic for the 
daily dummies, as well as the others, is high and the results of the Variance Inflation 
Factor (VIF) test, as shown in the appendix (Table 2), hint that multicollinearity is not the 
reason for the reasonably unexpected signs.
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Unfortunately, the model does suffer from heteroskedasticity as shown from the 
results of the Breusch-Pagan test below:
B r e u s c h - P a g a n  /  C o o k - W e i s b e r g  t e s t  f o r  h e t e r o s k e d a s t i c i t y  
H o : C o n s t a n t  v a r i a n c e  
V a r i a b l e s : f i t t e d  v a l u e s  o f  mwh
c h i 2 ( 1 )  = 2 0 0 4 . 9 6
P r o b  > c h i 2  = 0 . 0 0 0 0
The variance of the error term is not constant for all observations, which leads to 
incorrectly estimated standard errors and t-statistics. To account for the 
heteroskedasticity present in the model, the regression was run again using robust 
standard errors, and the results are shown in the appendix (Table 3). All variables that 
were significant before the robust standard errors continue to be significant after the 
estimation with robust standard errors.
Yet another problem with the model is serial correlation. As seen in the graph 
below, a subtle pattern exists in the residuals over time. Serial correlation violates the 
assumption that the error terms are uncorrelated and causes inflated t-statistics.
1--------------------------- 1--------------------------- 1--------------------------- 1--------------------------- 1----
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Figure 3: Residential Non-Heat Residuals Over Time
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The problem is confirmed by a dismal Durbin-Watson d statistic:
D u r b i n - W a t s o n  d - s t a t i s t i c ( 4 3 ,  8 7 6 0 )  = . 2 4 3 3 2 2 4
To handle the problem of serial correlation, a Prais-Winsten transformation is used. The 
results of the Prais-Winsten transformation can be found in the appendix (Table 4).
After the Prais-Winsten procedure, the variable Monday is significant while 
Tuesday, Thursday, Friday, Febuary, and September are no longer significant variables. 
The result of the Prais-Winsten transformation was a greatly improved d statistic but not 
one that suggests that serial correlation is no longer a problem. A Ramsey RESET test 
suggests that the model is mis-specified, where misspecification is a common cause of 
serial correlation.
R a m s e y  RESET t e s t  u s i n g  p o w e r s  o f  t h e  f i t t e d  v a l u e s  o f  mwh 
H o : m o d e l  h a s  n o  o m i t t e d  v a r i a b l e s
F ( 3 ,  8 7 1 4 )  = 7 5 0 . 9 7
P r o b  > F =  0 . 0 0 0 0
The misspecification is fixed by adding a lagged value of the dependent variable as an 
independent variable. The lagged dependent variable turned is a strongly significant 
variable and its inclusion greatly improved the R2. More satisfactory results are achieved 
with a Prais-Winsten regression and the lagged dependent variable. The results of a 
Durbin-h test for serial correlation give an h statistic of -0.852 which is much greater than 
the -1.96 that would have been needed to reject the null hypothesis that serial correlation 
is not a problem within the model. Once confirmed that the serial correlation problem is 
fixed, the Prais-Winsten regression is run again with robust standard errors to account for 
heteroskedasticity that may be in the model. The results of this final regression are found 
in the appendix (Table 5).
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Residential Heat
The initial regression using the data from residential customers who use electricity to heat 
their homes can be found in the appendix (Table 6). The adjusted R-squared, 0.8138 is a 
little better than the intial regression of the NonHeat residential customers. Like the 
Residential NonHeat model, most variables are highly significant. The exceptions are the 
few dummy variables Hrl, Saturday, and Monday. There is not a significant variation in 
electrical use from the hours of 1 a.m. and 5 a.m. or a significant variation between the 
days of Saturday through Monday all other variables constant. The weekdays’ 
coefficients’ signs are unexpected. One would expect the weekday coefficients to be 
negative indicating that less electricity is used during a weekday than on Sundays. The 
variance inflation factors do not look worrisome as can be seen from the results of the 
VIF test in the appendix (Table 7).
A Breusch-Pagan test concludes there is heteroskedasticity in the model.
B r e u s c h - P a g a n  /  C o o k - W e i s b e r g  t e s t  f o r  h e t e r o s k e d a s t i c i t y  
H o : C o n s t a n t  v a r i a n c e  
V a r i a b l e s : f i t t e d  v a l u e s  o f  mwh
chi2(1) = 446.7 9
Prob > chi2 = 0.0000
This problem is handled the same way like the previous model: running the 
regression using robust standard errors. The result of the regression after using robust 
standard can be found in the appendix (Table 8). The t-statistics that were significant
before remain significant, so we can continue to have confidence in the coefficients
despite the presence of heteroskedasticiy.
A pattern is present in the residuals much like the one seen in the initial 
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Figure 4: Residential Heat Residuals Over Time
A low d-statistic confirms the serial correlation, so a Prais-Winsten transformation is 
used.
D u r b i n - W a t s o n  d - s t a t i s t i c ( 4 3 ,  8 7 6 0 )  = . 1 4 4 5 7 8 6
The results of the Prais-Winsten regression are found in the appendix (Table 9). The new 
d-statistic, 1.504947, is a great improvement on the original but is still not enough to be 
decidedly convincing that the problem with serial correlation has been adequately 
corrected. The Ramsey RESET test suggests that there might be an omitted variable in 
the model.
R a m s e y  RESET t e s t  u s i n g  p o w e r s  o f  t h e  f i t t e d  v a l u e s  o f  mwh 
H o : m o d e l  h a s  n o  o m i t t e d  v a r i a b l e s
F ( 3 ,  8 7 1 4 )  = 8 . 4 2
P r o b  > F = 0 . 0 0 0 0
One might suppose that that the omitted variable or variables are most likely 
lagged values of temperature. People do not stand at their thermostats ready raise or
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lower it as the temperature changes. People’s raising or lowering of their heating or 
cooling use likely lags behind the weather, because people are reacting to a change in 
temperature. Similarly, thermostats, when set to a given temperature do not regulate the 
heating or cooling system by a fixed proportion to the outside temperature. The 
thermostat only takes into consideration indoor temperature which lags behind outdoor 
temperature because of a building’s insulation; however, the theory of the lagged weather 
effect is not supported by the data. When twelve lagged values of heating degrees and 
twelve lagged values of cooling degrees where introduced to the Industrial customer 
model the adjusted R2 remained virtually unchained, because 22 out of the 24 were not 
statistically significant.
As with the Residential NonHeat model, adding one lagged term of the dependent 
variable greatly improves the R2 and the problem of serial correlation. The Durbin h for 
the model is -1.80, so serial correlation is no longer a problem in the model. The final 
results can be seen in the appendix (Table 10). The final model explains about 95% of 
variation in hourly electrical use by Residential customers who use electricity to heat 
their homes. The weekday coefficients still have signs opposite of what would be 
expected, while the Hr22 variable is no longer statistically different than zero at a 95% 
confidence level.
Commercial
An initial linear regression of the usual independent variables and hourly 
electrical use by the commercial customer class is found in the appendix (Table 11). 
Again, a couple hours close to the base hour are not statistically different from the base
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hour, and the initial model explains about 85% of the variance in hourly electricity 
demand. Theory has not much precedent to say whether the dummy variables have the 
correct signs. Intuition says that the hourly dummies have the correct signs, but as many 
commercial customers remain open all week, there is little reason to guess electrical use 
should be greater or less on certain days. The same can be said about the monthly 
dummies.
The results give no obvious reason to suspect multicolinearity in the model. A 
VIF test does not give any evidence of multicolinearity either, and the results of the VIF 
test can be seen in the appendix (Table 12).
As with the other models, the results of the Breusch-Pagan test shows 
heteroskedasticity.
B r e u s c h - P a g a n  /  C o o k - W e i s b e r g  t e s t  f o r  h e t e r o s k e d a s t i c i t y  
H o : C o n s t a n t  v a r i a n c e  
V a r i a b l e s : f i t t e d  v a l u e s  o f  mwh
c h i 2 ( 1 )  = 3 3 . 5 0
P r o b  > c h i 2  = 0 . 0 0 0 0
Once again the chosen solution is to run the regression with robust standard errors, and 
the results of this regression are in the appendix(Table 13). The independent variables 
that are statistically significant before using robust standard errors remain statistically 
significant after the robust errors.
When the residuals are graphed through time, a pattern is visible similar to the 
ones seen in the residential classes but is more subtle.
42
Tim e
Figure 5: Commercial Residuals Over Time
After deferring to the Durbin-Watson test, serial correlation is present in the model.
D u r b i n - W a t s o n  d - s t a t i s t i c ( 4 3 ,  8 7 6 0 )  = . 1 4 8 6 6 5 9
As the available data offers are no observations to add and no omitted variables other 
than lags, the best option is to run Prais-Winsten estimation. The results of the Prais- 
Winsten regression are in the appendix (Table 14). The d-statistic, 0.952647, is almost as 
disheartening as before the Prais-Winsten transformation. The result of a Ramsey Reset 
test shows the model likely has an omitted variable.
R a m s e y  RESET t e s t  u s i n g  p o w e r s  o f  t h e  f i t t e d  v a l u e s  o f  mwh 
H o : m o d e l  h a s  n o  o m i t t e d  v a r i a b l e s
F ( 3 ,  8 7 1 4 )  = 1 6 4 6 . 7 3
P r o b  > F =  0 . 0 0 0 0
Omitted variables can lead to serial correlation in a model, so lagged dependent 
variables are again introduced into the model. The commercial customer class needed 
two lagged values of the dependent variable to fix the serial correlation. The Durbin-h is 
-1.93 showing that serial correlation is no longer problematic if we consider -2.0 a firm
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line between what is problematic and non-problematic serial correlation. The regression 
results are found in the appendix (Table 15).
Industrial
The initial results of a multiple regression using the hourly load of the Industrial 
customer class are in the appendix (Table 16). The variables explain about 76% of the 
variance in hourly electrical use by DP&L’s industrial customers. Almost all 
independent variables are highly statistically significant with the exception of the dummy 
variables Hours 2, and 3. Electrical use during these hours is not statistically different 
than electrical use during the base hour: hour 5. The daily dummies all have positive 
coefficients as they should, because Sunday is the only day many industrial customers 
halt their activities. Neither the VIF test, which can be found in the appendix (Table 17), 
nor visual observations of the results indicate that multicolinearity is a problem in the 
data.
The results of a Breusch-Pagan test shows the errors are not heteroskedastic, so 
using robust standard errors is not necessary to have faith in the t-statistics given by the 
regression.
B r e u s c h - P a g a n  /  C o o k - W e i s b e r g  t e s t  f o r  h e t e r o s k e d a s t i c i t y
H o : C o n s t a n t  v a r i a n c e  
V a r i a b l e s : f i t t e d  v a l u e s  o f  mwh
c h i 2 ( l )  = 0 . 5 8
P r o b  > c h i 2 = 0 . 4 4 5 9
When the predicted residuals of the model are plotted against time a pattern exists 
implying that E(uiUj) ^ 0. If this is true the estimators are not efficient and the reported 
R2 is most likely an overestimate.
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Figure 6: Industrial Residuals Over Time
The problem becomes more obvious when the residuals are plotted against the residuals 
of the previous hour. The errors are undeniably correlated.
 j----------------------- 1----------------------- !------------------------1------------------------1------------------------1—
-300 -200 -100 0 100 200
Residuals, L
Figure 7: Industrial Residuals Against Lagged Industrial Residuals
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The Durban Durbin-Watson d statistic gives a more precise view how bad the serial 
correlation problem is in the model.
D u r b i n - W a t s o n  d - s t a t i s t i c ( 4 3 ,  8 7 6 0 )  = . 0 9 9 6 4 1 6
As was done before, the solution taken is to using a Prais-Winsten transformation. The 
full results are in the appendix (Table 18). After the transformation, the variable heating 
degrees is no longer significantly different from zero. The results after the Prais-Winsten 
transformation are a great improvement on the initial model, but are still not good enough 
to have confidence that the estimators are of minimum variance. The results of a Ramsey 
RESET test conclude that having at least one omitted variable from the model is likely.
R a m s e y  RESET t e s t  u s i n g  p o w e r s  o f  t h e  f i t t e d  v a l u e s  o f  mwh 
Ho :  m o d e l  h a s  n o  o m i t t e d  v a r i a b l e s
F ( 3 ,  8 7 1 4 )  = 2 3 3 . 9 6
P r o b  > F = 0 . 0 0 0 0
The answer to the serial correlation problem was solved by the inclusion of 
lagged values of the dependent variable. When two lagged variables are included in the 
model and the Prais-Winsten procedure is used, the Durbin-h statistic is -1.47. This does 
not exceed the value of -1.96 needed to reject the null hypothesis of no serial correlation. 
The results are in the appendix (Table 19).
This result seems to come as close as possible to a serial correlation free model. 
Making the best attempt to create the best linear unbiased estimators, the variable heating 
degrees is no longer significant. Heating degrees found not to be a significant variable 
for industrial customers while it is for other customer classes is a prime illustration of the 
reasoning behind the hypothesis of this study. Industrial customers are a different animal 
than residential or commercial customers, and it is not as obvious that cold outside 
temperatures will have an effect on electricity demanded. An industrial setting with its 
many heat creating machines and its busy pace that keeps workers exerting themselves is
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more likely to be comfortable during an Ohio winter than a residential home.
Furthermore, with the large equipment used in the industrial setting, climate control is 
likely a very small percentage of total electrical use. Even though the result of the 
insignificance of this variable is not surprising on a theoretical basis, the variable is left in 
the model on theoretical grounds. The short term electrical forecasting literature almost 
unanimously agrees that temperature should belong in the model, so this study leaves a 
measure of temperature in both directions in the model.
Public Authority
The initial regression of the data using hourly Public Authority load as a dependent 
variable can be found in the appendix (Table 20). Electricity demand for Public 
Authority customers appears to be less random than other customer classes. Whether and 
time variables explain about 90% of the variation in hourly load. The results show no 
unexpected signs on the coefficients, and almost all variables are highly significant. 
Electrical use during the second and third hours of the day, all other factors constant, is 
not statistically different from electrical use during the fifth hour of the day. Also, 
Electrical use on Friday is not statistically different than electrical use on Sunday. The 
results show no reason to believe a problem from multicollinearity exists, and the VIF 
test which can be found in the appendix (Table 21) validates this thought.
Like most other customer classes, the error term of the initial public authority 
regression is heteroskedastic. Again, something must be done before erroneous forecasts 
are made due to biased t-statistics.
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B r e u s c h - P a g a n  /  C o o k - W e i s b e r g  t e s t  f o r  h e t e r o s k e d a s t i c i t y  
H o : C o n s t a n t  v a r i a n c e  
V a r i a b l e s : f i t t e d  v a l u e s  o f  mwh
c h i 2 ( l )  = 2 2 3 . 5 0
P r o b  > c h i 2  = 0 . 0 0 0 0
The regression is run with robust standard errors. The variables that are statistically 
significant remain statistically significant. The results of this regression can be found in 
the appendix (Table 22).
A graph of the residuals over time suggests that serial correlation may be a 
problem for the Public Authority model, although the pattern is not as clear as in some of 
the previous customer classes.
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Figure 8: Public Authority Residuals Over Time
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Figure 9: Public Authority Residuals Against Lagged Public Authority Residuals
The Durbin-Watson test gives further evidence that serial correlation is a problem in the 
model.
D u r b i n - W a t s o n  d - s t a t i s t i c ( 4 3 ,  8 7 6 0 )  = . 2 4 3 6 5 8 4
Therefore, the regression is run with a Prais-Winsten transformation. The complete 
results are in the appendix (Table 23). The Prais-Winsten transformation has done a 
much better job of correcting the serial correlation problem in this model than others, and 
most likely it does not continue to have the problem. Despite this, the model can still be 
improved by adding the omitted lagged dependent variable. The result is a small 
improvement in the serial correlation and a large improvement in the R . Once the 
lagged dependent variable is added the weekend dummy variable is no longer statistically 




The appendix (Table 25) contains the initial results for the multiple regression with 
hourly Street Lighting load as the dependent variable. The initial R for the Street 
Lighting regression is understandably one of the highest initial R of all models at 0.82. 
Most variables are highly significant, while the electrical use for street lighting during 
hour 2, 3, 4, 22, 23, and 24, all other variables constant, is not statistically different than 
electrical use during hour 5. Electrical use on Monday, Tuesday, Friday, and Saturday is 
not statistically different than use on Sundays. The negative coefficient for cooling 
degrees is expected. The hottest hours of the day occur during daylight hours when street 
lighting is not needed. The VIF shows that the model does not likely suffer from 
multicollinearity. The results of this test are found in the appendix (Table 26).
The result of a Breusch-Pagan test shows that the error term is not constant across all 
observations.
B r e u s c h - P a g a n  /  C o o k - W e i s b e r g  t e s t  f o r  h e t e r o s k e d a s t i c i t y  
H o : C o n s t a n t  v a r i a n c e  
V a r i a b l e s : f i t t e d  v a l u e s  o f  mwh
c h i 2 ( 1 )  = 3 0 2 * 4 7
P r o b  > c h i 2  = 0 . 0 0 0 0
Running the regression with robust standard errors is the precaution taken due to the 
heteroskedasticity. The results of the regression are in the appendix (Table 27). Running 
the regression with robust standard errors made the dummy variable November no longer 
a statistically significant variable.
A graph of the residuals over time shows that Street Lighting has the weakest 










Figure 10: Street Lighting Residuals Over Time
This weaker presence of correlated errors is also seen when the residuals are plotted 













Figure 11: Street Lighting Residuals Against Lagged Street Lighting Residuals
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Yet, the Durbin-Watson d statistic still indicates that the model has a problem with serial 
correlation.
D u r b i n - W a t s o n  d - s t a t i s t i c ( 4 3 ,  8 7 6 0 )  = . 7 8 8 5 3 8 8
For that reason, the regression was run using the Prais-Winsten transformation. The 
results are in the appendix (Table 28). The result is a much improved d statistic but not 
enough to have confidence that the estimators have minimal variance. The problem of 
serial correlation is solved by using 2 lagged values of the dependant variable and the 
Prais-Winsten procedure. When this is done the Durbin h statistic is -1.004. The final 
regression is found in the appendix (Table 29).
Total Load
The results of the initial regression using the total hourly load of all customers are 
in the appendix (Table 30). The adjusted R2 of the initial regression is 0.8013. Most of 
the variables are statistically significant. All other variables constant, the electricity used 
during hour 3 is not statistically different than the electricity used during hour 5.
Electrical use in February, September, November, and December, all other variables 
constant, is not significantly different from electrical use in January. The positive sign on 
the weekday coefficients is surprising at first, but many class loads had positive weekday 
coefficients, so the positive weekday coefficients should be expected. The VIF test, 
included in the appendix (Table 31), indicates that multicollinearity is not a problem in 
the model.
The Breusch-Pagan test concluded that the model has a problem of heteroskedasticity.
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B r e u s c h - P a g a n  /  C o o k - W e i s b e r g  t e s t  f o r  h e t e r o s k e d a s t i c i t y  
H o : C o n s t a n t  v a r i a n c e  
V a r i a b l e s : f i t t e d  v a l u e s  o f  mwh
c h i 2 ( 1 )  = 1 5 6 . 9 8
P r o b  > c h i 2  = 0 . 0 0 0 0
The regression is rerun with robust standard errors as a safeguard against inflated t- 
statistics. These results are in the appendix (Table 32). The use of robust standard errors 
did not change the significance of any independent variables.
A subtle pattern in the residuals can be seen when they are plotted over time.
Figure 12: Total Load Residuals Over Time
The errors appear correlated when the residuals are plotted against lagged 
residuals.
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Figure 13: Total Load Residuals against Lagged Total Load Residuals
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A low d statistic confirms that the serial correlation is problematic for the Total Load 
model.
D u r b i n - W a t s o n  d - s t a t i s t i c ( 4 3 ,  8 7 6 0 )  = . 1 8 5 0 2 3 1
A Prais-Winsten transformation is used as an effort to correct the serial correlation. The 
full results of the regression are in the appendix (Table 33). The d statistic, once again, is 
a large improvement on the regression before the transformation, but serial correlation 
still is present in the model. Once again, adding lagged values of the dependent variable 
as independent variables was the solution. When the model includes two lagged terms 
the Durbin h is 0.29, so we fail to reject the null hypothesis of no serial correlation. The 
addition of lagged variables also helps improve the amount of variance explained by the 
model. The results of this final regression can be found in the appendix (Table 34).
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THE RESULTS
Creating seven models that met the assumptions of ordinary least squares 
regression, the grounds on which the hypothesis was made are validated. Examining the 
standardized beta coefficients shows that temperature does affect each class to varying 
degrees. Changing Heating Degrees by one standard deviation, holding other variables 
constant, changes Residential Heat electricity consumption by .1411575 standard 
deviations but changes Industrial electricity consumption by only .052218 standard 









Residential Heat .1411575 .1124513
Commercial .0712091 .179654
Industrial .052218 .0865675
Public Authority .037381 .1410284
Street Lighting .0181356 -.081113
Figure 14: Standardized Beta Coefficients
Despite this observation, capturing the effect of temperature on each customer 
class individually did not lead to more accurate forecasts. The single Total Load model 
consistently forecasted total load more accurately than the sum of the six customer class 
models. In addition to being more accurate, the Total Load model almost always had less
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overall forecast bias as shown below by the mean error. Twelve days, one for each 
month, were selected to represent a typical day in the given month. Therefore, major 
holidays were avoided. These days came from the months during the period of May 1998 
to April 1999. A summary of the results can be seen below, but the full results can be 
seen in the appendix of this paper. The results below list the mean absolute difference
and root mean squared error of each 24 hour forecast.
Mean Absolute 
Difference














6/17/98 307.580 110.194 336.774 123.328 -307.580 -51.047
7/1/98 180.039 120.33 212.369 165.912 -149.327 114.262
8/22/98 147.551 86.227 196.903 105.707 -143.753 -48.7 '
9/1/98 224.600 94.160 252.428 113.181 -224.600 -61.552
10/13/9
8 232.696 64.312 254.047 91.396 -232.696 -22.634
11/6/98 104.185 42.404 122.052 52.507 -104.185 -0.4443
12/7/98 152.549 82.589 181.660 106.136 -151.842 -65.369
1/30/99 71.367 55.748 80.234 63.793 -22.549 '
2/9/99 69.9319 47.371 89.052 61.077 -21.686 0.339
3/25/99 356.634 60.180 371.330 68.898 -356.634 / 2
4/18/99 71.6293 63.245 79.062 76.6385 27.207 -35.472
5/24/99 125.616 76.539 132.692 83.879 97.286 32.235
Figure 15: Forecasting Results
As can be seen in the table above, the model that forecasted total hourly load had 
on average less error than the sum of the six customer class forecasts during every 
twenty-four hour period forecasted. These results can be rightfully questioned because 
the inputs for the Total Load model contained only observed data while some of the 
inputs in the Customer Class models must be estimated due to the limitations of the 
available data. All models include at least one lagged value of the dependent variable. 
After the second hour, all models use forecasted lagged values in the forecast, but in the
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initial two hours the Total Load model includes the observed lagged values while the 
Customer Class models used estimated lagged values. To reiterate, the main difficulty in 
conducting this study is the absence of hourly customer class data.
The best possible approach was developed from the data available. The total 
load for every hour is known. The total load for each billed month is known, as well as 
each customer class’s usage during the billed month. The solution used was to assume 
the customer classes used electricity during a given hour in the proportion that it had on 
average during the given month. For example, the electricity billed for the month of 









13.96% 20.27% 23.77% 32.87% 8.64% 0.49%
Figure 16: Actual Customer Class Proportions
The total electricity used on December 6, 1999 between the hours of 11 p.m. and 12 a.m. 
was 1392 megawatts. Therefore the value used for LI during the forecast of electricity 









199.5181 289.6656 339.6483 469.6864 123.5009 6.980559
Figure 17: Estimated Monthly Customer Class Use
Estimating monthly use introduces increased error into each model; however, the sum of 
the values used for the each customer class is the true observed value, and the sum of the 
customer class forecasts is being compared to the forecast of the Total Load model. This 
method of estimation may cause some class forecasts to be biased upwards and others to 
be biased downwards, but these biases are assumed to cancel each other when the sum of 
the customer class forecasts to forecast total load is used. Thinking that overestimates of 
some customer classes would be offset by underestimates of other classes is not a
perfectly accurate assumption, but was accurate enough to not affect the results. A 
sensitivity analysis is given below using the data from December 18. The first shows the 
proportions as they are in the study and the ensuing results, where CC RMSE is the root 
mean squared error of the sum of the Customer Class models and TL RMSE is the root 













13.96% 20.27% 23.77% 32.87% 8.64% 0.49% 181.6606 106.1361
Figure 18: Forecasting Results with Original Proportions
If the proportions are changed slightly, the root mean squared error changes slightly, but 













14.00% 22.00% 24.00% 30.00% 8.00% 1.00% 193.7434 106.1361
Figure 19: Forecasting Results with Subtle Change in Proportions
A more dramatic change will, of course, make a more dramatic difference. A change in 














10.00% 24.00% 19.00% 39.00% 7.00% 1.00% 153.8228 106.1361
Figure 20: Forecasting Results with Dramatic Change in Proportions
Any change in proportions more drastic than has been done for this analysis becomes 
unrealistic. The results below reflect the scenario when electricity is used in the 
proportions among the customer classes as it has been on average over the last 30 years. 
The results are very similar to the original proportions. The proportion in which 














13.29% 22.15% 22.94% 31.57% 9 .46% 0.59% 183.8532 106.1361
Figure 21: Forecasting Results with Historically Average Proportions
For these reasons, the result obtained in this study that one model forecasting total load 
gives a better forecast of total load than the sum of individual class models is not 
expected to change if the exact lagged values for each customer class load are known.
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CONCLUSION
Based on the forecasting results, the conclusion of this study is that DP&L should 
continue to use only one Total Load model to predict hourly total load. The Total Load 
model developed in this study has a mean absolute percentage error (MAPE) of -0.62% 
while the sum of the Customer Class models had a MAPE of -6.75%. Using the figures 
from the 1999 Benjamin Hobbs et al. study alluded to earlier, this study calculated that 
DP&L can expect to save up almost 766,000 in 2009 dollars annually for a 1% reduction 
in forecasting error. Using this logic, trying to forecast total load as the sum of forecasts 
for the customer classes with the data resources currently available could be a $4.6 
million annual mistake.
Some apologies can be made on behalf of the customer class’ poor forecasting
performance. The electrical use data used to create the customer class models are
estimates rather than true observations. The initial lagged values of the customer class
electrical use employed in the forecasts are estimates rather than observed values.
Having to estimate these figures rather than using observed values presumably is
detrimental to the accuracy of the models; however, the lack of reliable customer class
data is a reality that DP&L must consider when total load forecasts are made.
Furthermore, with the one Total Load model predicting so well on average, no evidence
exist to say an improvement in the customer class data would be worth the extra cost to
collect the customer class data. The customer survey only is conducted once every ten
years. The rarity of the customer survey implies that there is likely a great cost to follow
60
the electrical use of 1,800 customers every hour for a year. In addition, these 
customers are assumed to be representative of their entire customer class.
Using customer class data limits the amount of data that is used to create the 
model. In this study, the data is limited to one year, 1997, because 1997 data is the most 
recent data available on customer classes. The data used to create the Total Load model 
in this study also is limited to one-year of data. Limiting the Total Load data is not done 
by necessity but is done to place the Total Load model and the Customer Class models on 
equal footing. DP&L knows its hourly total load. Having better data at no additional 
cost is another reason why one model with total load as the dependent variable is superior 
to six customer class models. The customer class models likely are less accurate the 
further in time their predictions are from the observations in the model. While the Total 
Load model will also get less accurate the further in time their predictions are from the 
observations in the model, the Total Load model can be updated with ease and at low cost 
because total hourly load is a figure already routinely collected by DP&L.
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Table 1: Residential Non-Heat Initial Regression
S o u r c e  | SS d f MS N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 6 6 4 . 0 6
M o d e l  | 6 7 7 0 9 0 2 4 . 5 42 1 6 1 2 1 1 9 . 6 3 P r o b  > F 0 . 0 0 0 0
R e s i d u a l  | 2 1 1 6 2 1 1 8 . 8 8 7 1 7 2 4 2 7 . 6 8 3 7 R - s q u a r e d  = 0 . 7 6 1 9
4- A d j  R - s q u a r e d  = 0 . 7 6 0 7
T o t a l  1 8 8 8 7 1 1 4 3 . 3 8 7 5 9 1 0 1 4 6 . 2 6 5 9 R o o t  MSE 49  . 2 7 2
mwh | C o e f . S t d . E r r . t p> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 5 2 5 7 7 2 3 . 0 6 4 3 8 9 8 8 . 1 7 0 . 0 0 0 . 3 9 9 5 5 3 . 6 5 1 9 9 1 5
c o o l i n g d e g ~ s  | 2 . 7 2 2 2 2 9 . 1 3 5 0 1 7 5 2 0 . 1 6 0 . 0 0 0 2 . 4 5 7 5 6 3 2 . 9 8 6 8 9 5
h r l  | 4 8 . 6 8 0 8 2 3 . 6 4 8 8 7 3 13 . 3 4 0 . 0 0 0 4 1 . 5 2 8 1 7 5 5 . 8 3 3 4 8
h r  2 | 2 2 . 1 7 3 1 7 3 . 6 4 8 2 3 6 . 0 8 0 . 0 0 0 15 . 0 2 1 7 7 2 9 . 3 2 4 5 6
h r  3 | 8 . 6 4 6 5 9 5 3 . 6 4 7 8 2 3 2 . 3 7 0 . 0 1 8 1 . 4 9 6 0 0 1 1 5 . 7 9 7 1 9
h r  4 j . 9 0 3 3 3 2 3 . 6 4 7 4 4 0 . 2 5 0 . 8 0 4 - 6 . 2 4 6 5 1 2 8 . 0 5 3 1 7 6
h r  6 | 2 0 . 0 0 5 2 3 . 6 4 7 2 9 5 5 . 4 8 0 . 0 0 0 12 . 8 5 5 6 4 2 7 . 1 5 4 7 6
h r  7 j 6 1 . 3 8 7 2 3 . 6 4 7 4 6 2 1 6 . 8 3 0 . 0 0 0 5 4 . 2 3 7 3 2 6 8 . 5 3 7 0 9
h r  8 j 7 7 . 6 8 9 4 4 3 . 6 4 9 5 6 2 1 . 2 9 0 . 0 0 0 7 0 . 5 3 5 4 4 8 4 . 8 4 3 4 4
h r  9 | 7 9 . 0 6 1 9 7 3 . 6 5 7 4 8 8 2 1 . 6 2 0 . 0 0 0 7 1 . 8 9 2 4 3 86 . 2 3 1 5 1
h r  10  j 7 8 . 9 6 6 3 9 3 . 6 7 2 0 1 1 2 1 . 5 0 0 . 0 0 0 7 1 . 7 6 8 3 8 8 6 . 1 6 4 4
h r l l  j 8 6 . 8 1 1 3 1 3 . 6 8 8 1 1 8 2 3 . 5 4 0 . 0 0 0 7 9 . 5 8 1 7 3 9 4 . 0 4 0 8 9
h r l 2  j 9 4 . 2 7 8 6 5 3 . 7 0 3 7 7 5 2 5 . 4 5 0 . 0 0 0 87 . 0 1 8 3 8 1 0 1 . 5 3 8 9
h r l 3  | 9 7 . 8 7 4 5 6 3 . 7 2 0 2 3 8 2 6 . 3 1 0 . 0 0 0 9 0 . 5 8 2 0 2 1 0 5 . 1 6 7 1
h r l 4  j 1 0 6 . 2 0 6 3 . 7 3 1 6 6 7 2 8 . 4 6 0 . 0 0 0 9 8 . 8 9 1 0 2 1 1 3 . 5 2 0 9
h r  15  j 1 1 1 . 2 7 7 9 3 . 7 3 5 2 0 4 2 9 . 7 9 0 . 0 0 0 1 0 3 . 9 5 6 1 1 1 8 . 5 9 9 8
h r  16  j 1 2 7  . 9 5 3 3 3 . 7 3 2 1 9 1 3 4 . 2 8 0 . 0 0 0 1 2 0 . 6 3 7 3 1 3 5  . 2 6 9 2
h r l 7 1 6 2 . 5 1 0 3 3 . 7 2 0 5 6 1 43 . 6 8 0 . 0 0 0 1 5 5 . 2 1 7 1 1 6 9 . 8 0 3 5
h r  18  j 2 0 2 . 2 4 1 7 3 . 7 0 2 6 4 8 5 4 . 6 2 0 . 0 0 0 1 9 4 . 9 8 3 6 2 0 9  . 4 9 9 8
h r  19  j 2 2 0 . 5 4 1 2 3 . 6 8 4 2 9 5 5 9 . 8 6 0 . 0 0 0 2 1 3 . 3 1 9 1 2 2 7  . 7 6 3 3
h r 2  0 j 2 3 1 . 1 3 5 2 3 . 6 7 0 5 3 3 6 2 . 9 7 0 . 0 0 0 2 2 3 . 9 4 0 1 2 3 8 . 3 3 0 4
h r 2 1  j 2 3 0 . 6 7 9 6 3 . 6 6 2 2 9 4 62 . 9 9 0 . 0 0 0 2 2 3  . 5 0 0 6 2 3 7 . 8 5 8 6
h r  2 2 | 2 2 3  . 4 4 6 7 3 . 6 5 6 6 7 8 6 1 . 1 1 0 . 0 0 0 2 1 6 . 2 7 8 8 2 3 0 . 6 1 4 7
h r  2 3 | 1 7 1 . 0 9 4 4 3 . 6 5 2 9 6 4 6 . 8 4 0 . 0 0 0 1 6 3 . 9 3 3 7 1 7 8 . 2 5 5
h r  2 4 1 0 0 . 9 9 2 6 3 . 6 5 0 1 0 1 2 7 . 6 7 0 . 0 0 0 9 3 . 8 3 7 5 1 0 8 . 1 4 7 6
m o n | - 3  . 4 9 7 7 5 1 1 . 9 7 3 8 3 6 - 1 . 7 7 0 . 0 7 6 - 7  . 3 6 6 9 3 6 . 3 7 1 4 3 4
t u e  | - 1 0 . 7 6 8 8 6 1 . 9 7 6 6 6 9 - 5 . 4 5 0 . 0 0 0 - 1 4 . 6 4 3 6 - 6 . 8 9 4 1 2 6
w e d  | 1 1 . 4 2 4 7 5 1 . 9 7 2 0 0 5 5 . 7 9 0 . 0 0 0 7 . 5 5 9 1 5 2 1 5 . 2 9 0 3 4
t h u  j 23  . 7 3 1 2 6 1 . 9 7 8 1 5 3 12 . 00 0 . 0 0 0 19 . 8 5 3 6 2 2 7 . 6 0 8 9 1
f r i  j 1 9 . 3 3 7 1 6 1 . 9 8 2 2 2 9 9 . 7 6 0 . 0 0 0 1 5 . 4 5 1 5 2 23  . 2 2 2 8
s a t  | 1 0 . 3 4 7 1 1 . 9 7 5 8 5 3 5 . 2 4 0 . 0 0 0 6 . 4 7 3 9 6 2 1 4 . 2 2 0 2 4
f e b  j - 6  . 0 4 3 7 5 1 2 . 6 9 5 3 9 9 - 2  . 2 4 0 . 0 2 5 - 1 1 . 3 2 7 3 7 - . 7 6 0 1 3 2 1
m a r  | - 5 4 . 4 4 7 4 6 2 . 7 5 7 3 7 6 - 1 9 . 7 5 0 . 0 0 0 - 5 9 . 8 5 2 5 6 - 4 9 . 0 4 2 3 5
a p r  | - 4 9 . 1 4 7 2 7 2 . 9 4 4 9 0 2 - 1 6 . 6 9 0 . 0 0 0 - 5 4 . 9 1 9 9 7 - 4 3 . 3 7 4 5 6
m a y  | - 5 6 . 2 0 0 8 1 3 . 1 6 9 9 3 8 - 1 7 . 7 3 0 . 0 0 0 - 6 2 . 4 1 4 6 4 - 4 9 . 9 8 6 9 9
j u n  j 1 6 . 1 2 9 2 3 . 5 5 9 4 5 6 4 . 5 3 0 . 0 0 0 9 . 1 5 1 8 2 7 23  . 1 0 6 5 8
j u l  j 6 7 . 1 5 4 7 5 3 . 7 1 1 9 3 4 1 8 . 0 9 0 . 0 0 0 5 9 . 8 7 8 4 8 7 4 . 4 3 1 0 2
a u g  j 3 8 . 6 2 8 8 7 3 . 5 6 4 5 9 3 1 0 . 8 4 0 . 0 0 0 3 1 . 6 4 1 4 3 45  . 6 1 6 3 1
s e p  j - 1 3 . 7 7 3 7 3 . 4 1 7 6 5 6 - 4 . 0 3 0 . 0 0 0 - 2 0  . 4 7 3 1 1 - 7 . 0 7 4 2 8 2
o c t  | - 5 5 . 8 3 4 8 4 3 . 0 4 1 0 9 6 - 1 8 . 3 6 0 . 0 0 0 - 6 1 . 7 9 6 1 1 - 4 9 . 8 7 3 5 7
n o v  | - 2 4 . 7 6 9 1 8 2 . 7 0 4 4 0 5 - 9 . 1 6 0 . 0 0 0 - 3 0 . 0 7 0 4 5 - 1 9 . 4 6 7 9 1
d e c  | - . 0 7 8 0 6 9 2 . 5 8 7 6 1 7 - 0 . 0 3 0 . 9 7 6 - 5 . 1 5 0 4 0 9 4 . 9 9 4 2 7 1
__cons  | 2 0 3 . 4 4 3 4 . 3 3 1 9 3 7 4 6 . 9 6 0 . 0 0 0 1 9 4 . 9 5 1 4 2 1 1 . 9 3 4 6
65
Table 2: Residential Non-Heat VIF Test
V a r i a b l e  | V I F 1 / V I F
j u l  | 3 . 8 6 0 . 2 5 8 8 0 0
a u g  j 3 . 5 6 0 . 2 8 0 6 3 7
h e a t i n g d e g ~ s  | 3 . 4 7 0 . 2 8 8 3 0 6
j u n  | 3 . 4 5 0 . 2 8 9 9 6 1
s e p  j 3 . 1 8 0 . 3 1 4 5 2 2
m a y  | 2 . 82 0 . 3 5 4 8 6 6
o c t  | 2 . 5 9 0 . 3 8 5 5 7 2
a p r  | 2 . 3 6 0 . 4 2 3 6 1 0
m a r  | 2 . 1 3 0 . 4 6 9 0 0 1
c o o l i n g d e g ~ s  | 2 . 0 1 0 . 4 9 7 1 1 8
h r  15 2 . 0 1 0 . 4 9 7 4 5 5
h r  16  j 2 . 0 1 0 . 4 9 8 2 5 9
h r l 4  j 2 . 0 1 0 . 4 9 8 3 9 9
h r l 7  | 1 . 9 9 0 . 5 0 1 3 7 9
h r l 3  j 1 . 9 9 0 . 5 0 1 4 6 6
n o v  | 1 . 9 9 0 . 5 0 2 3 0 1
h r l 2 1 . 9 8 0 . 5 0 5 9 3 4
h r  18  j 1 . 9 8 0 . 5 0 6 2 4 2
h r l l  j 1 . 9 6 0 . 5 1 0 2 3 8
h r l 9  j 1 . 9 6 0 . 5 1 1 2 9 8
h r l O  j 1 . 9 4 0 . 5 1 4 7 2 4
h r  20  j 1 . 9 4 0 . 5 1 5 1 3 9
h r  2 1  | 1 . 9 3 0 . 5 1 7 4 5 9
h r  9 | 1 . 9 3 0 . 5 1 8 8 2 0
h r  2 2 j 1 . 9 3 0 . 5 1 9 0 5 0
h r  2 3 j 1 . 9 2 0 . 5 2 0 1 0 7
h r  2 4 j 1 . 9 2 0 . 5 2 0 9 2 2
h r  8 j 1 . 9 2 0 . 5 2 1 0 7 7
h r l  | 1 . 9 2 0 . 5 2 1 2 7 3
h r  2 j 1 . 9 2 0 . 5 2 1 4 5 7
h r  3 j 1 . 9 2 0 . 5 2 1 5 7 3
h r  7 j 1 . 9 2 0 . 5 2 1 6 7 6
h r  4 j I—* VO to 0 . 5 2 1 6 8 3
h r  6 j 1 . 9 2 0 . 5 2 1 7 2 4
d e c  | 1 . 8 8 0 . 5 3 2 5 5 7
f e b  j 1 . 8 6 0 . 5 3 8 5 6 7
w e d  | 1 . 7 4 0 . 5 7 4 1 5 3
f r i  j 1 . 7 3 0 . 5 7 7 3 2 2
t h u  j 1 . 7 3 0 . 5 7 9 7 0 4
t u e  | 1 . 7 2 0 . 5 8 0 5 7 5
s a t  | 1 . 7 2 0 . 5 8 1 0 5 4
m o n  | 1 . 7 2 0 . 5 8 2 2 4 2
M e a n  V I F  1 2 . 1 5
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Table 3: Residential Non-Heat Regression with Robust Standard Errors
L i n e a r  r e g r e s s i o n
1
mwh | C o e f .
R o b u s t  HC3 
S t d . E r r .
h e a t i n g d e g ~ s  | . 5 2 5 7 7 2 3 . 0 4 5 4 7 2 8
c o o l i n g d e g ~ s  | 2 . 7 2 2 2 2 9 . 1 7 7 6 3 3 3
h r l  | 4 8 . 6 8 0 8 2 2 . 0 9 2 8 3 4
h r  2 | 2 2 . 1 7 3 1 7 1 . 9 9 6 8 4 1
h r  3 j 8 . 6 4 6 5 9 5 1 . 9 6 3 0 4 8
h r  4 | . 9 0 3 3 3 2 2 . 0 2 5 8 6 7
h r  6 j 2 0 . 0 0 5 2 2 . 4 9 6 4 2 6
h r  7 j 6 1 . 3 8 7 2 3 . 5 0 9 1 4 8
h r  8 j 7 7 . 6 8 9 4 4 3 . 3 7 1 8 2 1
h r  9 j 7 9 . 0 6 1 9 7 2 . 9 6 4 7 9 2
h r l O  j 7 8 . 9 6 6 3 9 2 . 9 6 7 5 4 1
h r l l  j 8 6 . 8 1 1 3 1 2 . 9 5 4 0 8 3
h r l 2  | 9 4 . 2 7 8 6 5 2 . 9 0 4 4 1 8
h r l 3  j 9 7 . 8 7 4 5 6 3 . 0 3 2 0 5 9
h r l 4  j 1 0 6 . 2 0 6 3 . 1 4 5 8 9 6
h r  15 j 1 1 1 . 2 7 7 9 3 . 0 4 9 9 7
h r l 6  j 1 2 7 . 9 5 3 3 3 . 1 2 2 2 6 1
h r l 7  j 1 6 2 . 5 1 0 3 3 . 3 1 5 5 8 4
h r  18  | 2 0 2 . 2 4 1 7 3 . 5 6 5 0 0 7
h r  19  j 2 2 0 . 5 4 1 2 3 . 6 8 0 5 6 6
h r 2  0 j 2 3 1 . 1 3 5 2 3 . 7 3 0 6 3 2
h r 2 1 j 2 3 0 . 6 7 9 6 3 . 8 2 9 9 9 3
h r  2 2 | 2 2 3 . 4 4 6 7 3 . 4 5 4 6 3 8
h r  2 3 j 1 7 1 . 0 9 4 4 3 . 0 2 3 4 7 5
h r  2 4 1 0 0 . 9 9 2 6 2 . 6 4 0 6 1 6
m o n | - 3 . 4 9 7 7 5 1 1 . 8 3 5 9 9 9
t u e  | - 1 0 . 7 6 8 8 6 1 . 8 0 2 2 5 1
w e d  | 1 1 . 4 2 4 7 5 1 . 9 6 2 0 2 4
t h u  | 2 3 . 7 3 1 2 6 1 . 9 6 5 0 9 7
f r i  j 1 9 . 3 3 7 1 6 2 . 1 4 1 2 1 1
s a t  | 1 0 . 3 4 7 1 1 . 9 0 7 6 1 3
f  e b  j - 6 . 0 4 3 7 5 1 1 . 6 7 7 8 3 5
m a r  | - 5 4 . 4 4 7 4 6 1 . 8 2 4 9 8 2
a p r  j - 4 9 . 1 4 7 2 7 1 . 9 6 4 9 3 5
m a y  | - 5 6 . 2 0 0 8 1 2 . 3 1 6 5 2 8
j u n  j 1 6 . 1 2 9 2 3 . 2 5 3 9 5 5
j u l  | 6 7 . 1 5 4 7 5 3 . 9 3 8 3 1 6
a u g  j 3 8 . 6 2 8 8 7 3 . 3 6 7 4 1 3
s e p  j - 1 3 . 7 7 3 7 3 . 0 3 8 5 7 2
o c t  | - 5 5 . 8 3 4 8 4 2 . 0 9 1 2 2 6
n o v  | - 2 4 . 7 6 9 1 8 1 . 8 9 8 7 1
d e c  | - . 0 7 8 0 6 9 1 . 6 9 1 4 1 9
_ c o n s  1 2 0 3 . 4 4 3 3 . 0 6 7 7 5 7
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 7 6 1 . 1 4
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 7 6 1 9
R o o t  MSE 4 9 . 2 7 2
t p >  111 [95% C o n f . I n t e r v a l ]
. 5 6 0 . 0 0 0 . 4 3 6 6 3 4 9 . 6 1 4 9 0 9 6
. 3 2 0 . 0 0 0 2 . 3 7 4 0 2 6 3 . 0 7 0 4 3 2
. 2 6 0 . 0 0 0 4 4 . 5 7 8 3 7 5 2 . 7 8 3 2 7
. 1 0 0 . 0 0 0 1 8 . 2 5 8 8 9 2 6 . 0 8 7 4 5
. 4 0 0 . 0 0 0 4 . 7 9 8 5 5 8 1 2 . 4 9 4 6 3
. 4 5 0 . 6 5 6 - 3 . 0 6 7 8 4 6 4 . 8 7 4 5 1
. 0 1 0 . 0 0 0 1 5 . 1 1 1 6 1 2 4 . 8 9 8 7 8
. 4 9 0 . 0 0 0 5 4 . 5 0 8 4 4 6 8 . 2 6 5 9 6
. 0 4 0 . 0 0 0 7 1 . 0 7 9 8 8 8 4 . 2 9 9 0 1
. 6 7 0 . 0 0 0 73  . 2 5 0 2 8 8 4 . 8 7 3 6 6
. 6 1 0 . 0 0 0 7 3 . 1 4 9 3 1 8 4 . 7 8 3 4 7
. 3 9 0 . 0 0 0 8 1 . 0 2 0 6 1 92 . 6 0 2 0 1
. 4 6 0 . 0 0 0 8 8 . 5 8 5 3 1 9 9 . 9 7 2
. 2 8 0 . 0 0 0 9 1 . 9 3 1 0 1 1 0 3  . 8 1 8 1
. 7 6 0 . 0 0 0 1 0 0 . 0 3 9 3 1 1 2 . 3 7 2 7
. 4 8 0 . 0 0 0 1 0 5  . 2 9 9 3 1 1 7 . 2 5 6 6
. 9 8 0 . 0 0 0 1 2 1 . 8 3 2 9 1 3 4 . 0 7 3 6
. 01 0 . 0 0 0 1 5 6 . 0 1 1 1 6 9 . 0 0 9 6
. 7 3 0 . 0 0 0 1 9 5  . 2 5 3 4 2 0 9 . 2 2 9 9
. 9 2 0 . 0 0 0 2 1 3 . 3 2 6 4 2 2 7  . 7 5 6
. 9 6 0 . 0 0 0 2 2 3 . 8 2 2 3 2 3 8 . 4 4 8 2
. 2 3 0 . 0 0 0 2 2 3  . 1 7 1 9 2 3 8 . 1 8 7 3
. 6 8 0 . 0 0 0 2 1 6 . 6 7 4 8 2 3 0 . 2 1 8 7
. 5 9 0 . 0 0 0 1 6 5 . 1 6 7 6 1 7 7 . 0 2 1 1
. 2 5 0 . 0 0 0 9 5 . 8 1 6 3 2 1 0 6 . 1 6 8 8
. 9 1 0 . 0 5 7 - 7 . 0 9 6 7 4 2 . 1 0 1 2 3 9 7
. 9 8 0 . 0 0 0 - 1 4 . 3 0 1 7 - 7  . 2 3 6 0 2 6
. 8 2 0 . 0 0 0 7 . 5 7 8 7 1 7 15  . 2 7 0 7 8
. 0 8 0 . 0 0 0 1 9 . 8 7 9 2 1 27  . 5 8 3 3 2
. 0 3 0 . 0 0 0 1 5 . 1 3 9 8 8 2 3 . 5 3 4 4 4
. 4 2 0 . 0 0 0 6 . 6 0 7 7 2 8 1 4 . 0 8 6 4 7
. 6 0 0 . 0 0 0 - 9 . 3 3 2 7 0 3 - 2  . 7 5 4 7 9 9
. 8 3 0 . 0 0 0 - 5 8 . 0 2 4 8 5 - 5 0 . 8 7 0 0 6
. 0 1 0 . 0 0 0 - 5 2 . 9 9 9 - 4 5 . 2 9 5 5 3
. 2 6 0 . 0 0 0 - 6 0 . 7 4 1 7 6 - 5 1 . 6 5 9 8 7
. 9 6 0 . 0 0 0 9 . 7 5 0 6 8 1 22  . 5 0 7 7 2
. 05 0 . 0 0 0 5 9 . 4 3 4 7 2 7 4 . 8 7 4 7 8
. 4 7 0 . 0 0 0 3 2 . 0 2 7 9 5 4 5 . 2 2 9 7 9
. 5 3 0 . 0 0 0 - 1 9 . 7 3 0 0 1 - 7  . 8 1 7 3 7 7
. 7 0 0 . 0 0 0 - 5 9 . 9 3 4 1 4 - 5 1 . 7 3 5 5 4
. 05 0 . 0 0 0 - 2 8 . 4 9 1 1 - 2 1 . 0 4 7 2 6
. 0 5 0 . 9 6 3 - 3  . 3 9 3 6 4 9 3 . 2 3 7 5 1 1













































Table 4: Residential Non-Heat Prais-Winsten Transformation
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  
S o u r c e  I SS d f
i t e r a t e d  e s t i m a t e s
MS
M o d e l
R e s i d u a l
T o t a l
6 5 7 3 4 5 5 . 6 8  
4 7 7 3 8 0 6 . 7 2
42 1 5 6 5 1 0 . 8 4 9
8 7 1 7  5 4 7 . 6 4 3 3 0 8
1 1 3 4 7 2 6 2 . 4  8 7 5 9  1 2 9 5 . 4 9 7 4 8
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 2 8 5 . 7 9
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 5 7 9 3
A d j  R - s q u a r e d  = 0 . 5 7 7 3
R o o t  MSE = 2 3 . 4 0 2
mwh | C o e f  . S t d . E r r . t p > i t | [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 5 5 8 4 2 6 2 . 1 4 8 0 0 3 7 3 . 7 7 0 . 0 0 0 . 2 6 8 3 0 4 . 8 4 8 5 4 8 5
c o o l i n g d e g ~ s  | 1 . 5 3 6 8 3 3 . 2 1 2 0 8 9 1 7 . 2 5 0 . 0 0 0 1 . 1 2 1 0 8 8 1 . 9 5 2 5 7 7
h r l  j 49  . 2 5 4 2 4 2 . 2 8 5 2 1 6 2 1 . 5 5 0 . 0 0 0 4 4 . 7 7 4 6 8 5 3 . 7 3 3 8
h r  2 | 22  . 6 3 4 5 2 2 . 0 4 3 8 0 2 1 1 . 0 7 0 . 0 0 0 1 8 . 6 2 8 1 8 2 6 . 6 4 0 8 5
h r  3 j 9 . 0 1 0 2 0 3 1 . 7 2 4 3 1 5 . 2 3 0 . 0 0 0 5 . 6 3 0 1 4 9 12 . 3 9 0 2 6
h r  4 1 . 0 9 5 0 9 5 1 . 2 5 9 2 9 9 0 . 8 7 0 . 3 8 5 - 1 . 3 7 3 4 2 8 3 . 5 6 3 6 1 8
h r  6 | 2 0 . 0 3 1 2 1 1 . 2 5 7 0 9 8 1 5 . 9 3 0 . 0 0 0 1 7 . 5 6 7 0 1 22  . 4 9 5 4 2
h r  7 j 6 1 . 7 4 9 7 1 . 7 1 9 6 9 35  . 91 0 . 0 0 0 5 8 . 3 7 8 7 1 65 . 1 2 0 7
h r  8 j 7 8 . 6 9 6 6 8 2 . 0 5 2 4 7 8 3 8 . 3 4 0 . 0 0 0 7 4 . 6 7 3 3 4 82 . 7 2 0 0 2
h r  9 j 8 1 . 1 1 4 5 1 2 . 3 4 2 1 9 3 4 . 6 3 0 . 0 0 0 7 6 . 5 2 3 2 7 8 5 . 7 0 5 7 6
h r  10  j 8 2 . 1 9 7 5 5 2 . 6 0 7 6 9 4 3 1 . 5 2 0 . 0 0 0 7 7 . 0 8 5 8 6 8 7 . 3 0 9 2 5
h r l l  j 9 0 . 9 8 1 4 1 2 . 8 3 2 6 8 2 3 2 . 1 2 0 . 0 0 0 85 . 4 2 8 6 8 9 6 . 5 3 4 1 3
h r l 2  j 9 9 . 2 6 6 6 6 3 . 0 1 2 5 3 8 3 2 . 9 5 0 . 0 0 0 93 . 3 6 1 3 7 1 0 5 . 1 7 1 9
h r l 3  j 1 0 3 . 5 8 6 2 3 . 1 6 8 3 8 3 2 . 6 9 0 . 0 0 0 9 7 . 3 7 5 4 2 1 0 9 . 7 9 7
h r l 4  j 1 1 2 . 3 7 8 8 3 . 2 7 7 0 3 2 3 4 . 2 9 0 . 0 0 0 1 0 5 . 9 5 5 1 1 1 8 . 8 0 2 6
h r l 5  j 1 1 7 . 5 7 8 3 3 . 3 3 2 9 3 2 3 5 . 2 8 0 . 0 0 0 1 1 1 . 0 4 5 1 2 4 . 1 1 1 6
h r  16  j 1 3 4 . 1 4 4 7 3 . 3 4 2 8 2 40  . 1 3 0 . 0 0 0 1 2 7  . 5 9 1 9 1 4 0 . 6 9 7 4
h r l 7  j 1 6 8 . 2 5 3 . 2 9 9 0 1 4 5 1 . 0 0 0 . 0 0 0 1 6 1 . 7 8 3 2 1 7 4 . 7 1 6 9
h r l 8  j 2 0 7 . 1 5 3 7 3 . 2 1 3 9 6 7 6 4 . 4 5 0 . 0 0 0 2 0 0 . 8 5 3 6 2 1 3 . 4 5 3 8
h r l 9  j 2 2 4 . 4 4 5 6 3 . 1 0 7 0 4 8 72  . 2 4 0 . 0 0 0 2 1 8 . 3 5 5 1 2 3 0 . 5 3 6 2
h r  2 0 j 2 3 4 . 0 9 5 5 2 . 9 9 9 0 3 4 7 8 . 0 6 0 . 0 0 0 2 2 8 . 2 1 6 7 2 3 9 . 9 7 4 4
h r  2 1  j 2 3 2 . 9 5 9 6 2 . 8 9 3 6 5 3 8 0 . 5 1 0 . 0 0 0 2 2 7  . 2 8 7 3 2 3 8 . 6 3 1 8
h r  2 2 j 2 2 5 . 1 7 4 6 2 . 7 7 6 6 8 9 8 1 . 0 9 0 . 0 0 0 2 1 9 . 7 3 1 7 2 3 0 . 6 1 7 6
h r  2 3 j 1 7 2 . 4 0 7 8 2 . 6 4 1 9 8 6 5 . 2 6 0 . 0 0 0 1 6 7 . 2 2 8 9 1 7 7 . 5 8 6 7
h r  2 4 | 1 0 1 . 9 6 9 2 2 . 4 7 8 5 7 5 4 1 . 1 4 0 . 0 0 0 9 7 . 1 1 0 5 8 1 0 6 . 8 2 7 8
m o n  | - 6 . 7 2 9 4 0 5 2 . 9 1 2 4 6 7 - 2  . 3 1 0 . 0 2 1 - 1 2 . 4 3 8 5 3 - 1 . 0 2 0 2 8 2
t u e  j - 6 . 9 6 0 5 7 2 3 . 5 9 3 1 7 5 - 1 . 9 4 0 . 0 5 3 - 1 4 . 0 0 4 0 4 . 0 8 2 8 9 9
w e d  | 8 . 7 9 9 4 7 3 . 8 3 9 4 7 1 2 . 2 9 0 . 0 2 2 1 . 2 7 3 2 0 1 1 6 . 3 2 5 7 4
t h u  j . 5 9 0 4 6 3 . 8 4 3 2 7 3 0 . 1 5 0 . 8 7 8 - 6 . 9 4 3 2 6 4 8 . 1 2 4 1 8 4
f  r i  | . 3 6 1 8 4 8 3 . 5 9 1 6 3 4 0 . 1 0 0 . 9 2 0 - 6 . 6 7 8 6 0 3 7 . 4 0 2 2 9 9
s a t  | - 2 . 1 8 9 8 2 7 2 . 9 0 7 1 0 4 - 0 . 7 5 0 . 4 5 1 - 7 . 8 8 8 4 3 8 3 . 5 0 8 7 8 4
f e b  | - 7 . 0 3 6 0 6 7 9 . 9 2 3 4 3 6 - 0 . 7 1 0 . 4 7 8 - 2 6 . 4 8 8 3 5 12 . 4 1 6 2 1
m a r  | - 5 2 . 9 3 9 9 7 1 0 . 2 9 9 8 3 - 5 . 1 4 0 . 0 0 0 - 7 3 . 1 3 0 0 8 - 3 2 . 7 4 9 8 6
a p r  j - 4 6 . 5 9 5 7 1 1 0 . 6 3 6 3 1 - 4 . 3 8 0 . 0 0 0 - 6 7 . 4 4 5 3 9 - 2 5 . 7 4 6 0 3
m a y  | - 3 9 . 5 0 4 4 9 1 0 . 9 1 1 3 9 - 3  . 6 2 0 . 0 0 0 - 6 0 . 8 9 3 4 - 1 8 . 1 1 5 5 9
j u n  j 2 3 . 0 7 0 7 4 1 1 . 5 4 6 0 4 2 . 0 0 0 . 0 4 6 . 4 3 7 7 6 9 9 4 5 . 7 0 3 7
j u l  | 7 4 . 4 1 5 3 2 1 1 . 7 2 4 5 6 6 . 3 5 0 . 0 0 0 5 1 . 4 3 2 4 2 97 . 3 9 8 2 3
a u g  j 4 2 . 6 2 7 1 1 1 . 5 4 5 9 5 3 . 6 9 0 . 0 0 0 1 9 . 9 9 4 3 1 6 5 . 2 5 9 8 8
s e p  j - 4 . 0 3 8 1 3 1 1 1 . 3 2 6 6 - 0 . 3 6 0 . 7 2 1 - 2 6 . 2 4 0 9 3 1 8 . 1 6 4 6 7
o c t  | - 4 9 . 0 5 2 4 4 1 0 . 7 0 3 7 4 - 4 . 5 8 0 . 0 0 0 - 7 0 . 0 3 4 2 9 - 2 8 . 0 7 0 5 8
n o v  | - 2 3 . 0 9 5 1 0 . 3 2 5 7 - 2 . 2 4 0 . 0 2 5 - 4 3 . 3 3 5 8 1 - 2  . 8 5 4 1 8 6
d e c  | - 1 . 4 5 5 3 8 4 1 0 . 2 7 6 2 1 - 0 . 1 4 0 . 8 8 7 - 2 1 . 5 9 9 1 8 1 8 . 6 8 8 4 1
_ c o n s  1 2 0 6 . 9 1 5 5 9 . 9 6 2 5 8 1 2 0 . 7 7 0 . 0 0 0 1 8 7  . 3 8 6 5 2 2 6 . 4 4 4 5
 +---------------------
r h o  | . 8 8 6 6 8 6 4
Durbin-Watson statistic (original) 0.243322
Durbin-Watson statistic (transformed) 1.787444
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Table 5: Residential Non-Heat Final Regression
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
L i n e a r  r e g r e s s i o n  N u m b e r  o f  o b s  = 8 7 5 9
F ( 4 4 ,  8 7 1 5 )  = 6 2 0 1 2 . 1 2
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 9 3 6 1
R o o t  MSE = 2 2 . 8 4 5
S e m i - r o b u s t HC3
mwh | C o e f  . S t d .  E r r . t p>  111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 2 2 2 1 4 6 5 . 0 2 3 8 8 3 5 9 . 3 0 0 . 0 0 0 . 1 7 5 3 2 9 3 . 2 6 8 9 6 3 7
c o o l i n g d e g ~ s  | 1 . 2 4 8 5 3 9 . 0 9 6 4 5 5 9 12 . 94 0 . 0 0 0 1 . 0 5 9 4 6 3 1 . 4 3 7 6 1 6
h r l  j - 3 6 . 5 0 5 5 2 1 . 7 4 1 5 2 6 - 2 0 . 9 6 0 . 0 0 0 - 3 9 . 9 1 9 3 2 - 3 3 . 0 9 1 7 2
h r  2 j - 1 8 . 3 6 3 1 3 . 9 8 2 4 8 1 9 - 1 8 . 6 9 0 . 0 0 0 - 2 0 . 2 8 9 0 3 - 1 6 . 4 3 7 2 3
h r  3 - 9 . 4 2 9 2 2 5 . 8 9 6 7 7 9 1 - 1 0 . 5 1 0 . 0 0 0 - 1 1 . 1 8 7 1 2 - 7  . 6 7 1 3 2 6
h r  4 j - 5 . 7 6 4 8 0 1 . 7 9 0 4 1 2 2 - 7 . 2 9 0 . 0 0 0 - 7  . 3 1 4 1 9 6 - 4 . 2 1 5 4 0 6
h r  6 | 2 1 . 0 1 9 0 2 1 . 0 5 8 7 5 6 1 9 . 8 5 0 . 0 0 0 1 8 . 9 4 3 6 1 23 . 0 9 4 4 3
h r  7 j 4 5 . 5 2 7 9 9 1 . 6 4 6 4 3 7 2 7 . 6 5 0 . 0 0 0 42 . 3 0 0 5 8 4 8 . 7 5 5 3 9
h r  8 j 2 6 . 8 2 8 2 3 1 . 1 6 8 3 1 1 2 2 . 9 6 0 . 0 0 0 2 4 . 5 3 8 0 7 29  . 1 1 8 4
h r  9 | 1 4 . 4 7 7 8 6 1 . 7 2 4 3 4 3 8 . 4 0 0 . 0 0 0 1 1 . 0 9 7 7 4 17 . 8 5 7 9 8
h r  10  | 1 2 . 9 3 7 1 1 . 4 5 1 5 9 7 8 . 9 1 0 . 0 0 0 1 0 . 0 9 1 6 2 1 5 . 7 8 2 5 7
h r  11  j 2 0 . 0 7 1 8 1 1 . 3 6 6 6 8 9 1 4 . 6 9 0 . 0 0 0 1 7 . 3 9 2 7 7 22  . 7 5 0 8 4
h r l 2  | 2 0 . 4 2 9 2 9 1 . 5 4 1 2 7 4 13 . 2 5 0 . 0 0 0 1 7 . 4 0 8 0 3 23  . 4 5 0 5 5
h r l 3  | 1 7 . 1 3 9 2 2 1 . 6 8 3 5 9 1 0 . 1 8 0 . 0 0 0 1 3 . 8 3 8 9 9 2 0 . 4 3 9 4 5
h r l 4  j 2 1 . 8 1 3 1 7 1 . 7 4 1 8 6 7 12 . 5 2 0 . 0 0 0 1 8 . 3 9 8 7 2 5 . 2 2 7 6 4
h r  15  j 1 9 . 2 6 8 7 1 . 6 7 9 8 3 9 1 1 . 4 7 0 . 0 0 0 1 5 . 9 7 5 8 2 2 2 . 5 6 1 5 8
h r  16  j 3 1 . 3 9 7 1 4 1 . 8 1 1 0 9 2 17 . 3 4 0 . 0 0 0 27  . 8 4 6 9 8 3 4 . 9 4 7 3 1
h r l 7  j 5 1 . 5 9 8 5 1 . 9 0 4 6 3 5 27  . 09 0 . 0 0 0 4 7 . 8 6 4 9 7 5 5 . 3 3 2 0 4
h r l 8  j 6 1 . 9 2 0 5 5 2 . 1 1 3 0 3 5 2 9 . 3 0 0 . 0 0 0 5 7 . 7 7 8 5 6 6 . 0 6 2 6
h r l 9  j 4 6 . 8 9 4 3 6 2 . 5 8 4 5 6 5 1 8 . 1 4 0 . 0 0 0 4 1 . 8 2 8 5 1 . 9 6 0 7 1
h r  2 0 j 4 2 . 6 4 2 3 1 2 . 6 2 6 1 7 9 1 6 . 2 4 0 . 0 0 0 37 . 4 9 4 3 8 4 7 . 7 9 0 2 4
h r 2 1 j 3 4 . 0 4 9 6 7 2 . 5 4 6 9 7 3 13 . 3 7 0 . 0 0 0 2 9 . 0 5 7 3 9 . 0 4 2 3 4
h r  2 2 j 27  . 7 2 3 5 6 2 . 4 8 3 0 3 9 1 1 . 1 7 0 . 0 0 0 2 2 . 8 5 6 2 2 3 2 . 5 9 0 9 1
h r  2 3 | - 1 8 . 0 5 5 6 5 2 . 3 4 2 1 3 9 - 7 . 7 1 0 . 0 0 0 - 2 2 . 6 4 6 8 - 1 3 . 4 6 4 5 1
h r  2 4 j - 4 3 . 5 0 9 6 5 1 . 9 0 5 7 6 8 - 2 2 . 8 3 0 . 0 0 0 - 4 7 . 2 4 5 4 - 3 9 . 7 7 3 8 9
m o n  | - 1 . 5 3 2 8 5 2 1 . 0 0 2 1 4 1 - 1 . 5 3 0 . 1 2 6 - 3  . 4 9 7 2 8 6 . 4 3 1 5 8 1 5
t u e  | - 1 . 7 4 5 5 3 1 . 0 2 7 6 3 4 - 1 . 7 0 0 . 0 8 9 - 3  . 7 5 9 9 3 5 . 2 6 8 8 7 4 8
w e d  | 3 . 2 1 4 5 4 8 1 . 1 0 3 0 3 8 2 . 9 1 0 . 0 0 4 1 . 0 5 2 3 3 3 5 . 3 7 6 7 6 2
t h u  | 2 . 8 1 3 6 2 9 1 . 1 7 8 7 5 3 2 . 3 9 0 . 0 1 7 . 5 0 2 9 9 5 5 . 1 2 4 2 6 3
f r i 2 . 8 6 4 3 6 9 1 . 1 1 6 0 8 6 2 . 5 7 0 . 0 1 0 . 6 7 6 5 7 5 6 5 . 0 5 2 1 6 2
s a t  | . 3 6 6 9 2 4 5 1 . 0 8 8 1 1 1 0 . 3 4 0 . 7 3 6 - 1 . 7 6 6 0 3 1 2 . 4 9 9 8 8
f e b  | . 5 5 1 1 4 6 3 . 9 0 2 1 5 9 5 0 . 6 1 0 . 5 4 1 - 1 . 2 1 7 2 9 9 2 . 3 1 9 5 9 2
m a r  | - 6 . 0 9 8 0 6 3 1 . 0 7 5 3 4 1 - 5 . 6 7 0 . 0 0 0 - 8 . 2 0 5 9 8 5 - 3 . 9 9 0 1 4 1
a p r  | - 4 . 8 0 0 6 6 4 1 . 1 7 3 5 0 8 - 4 . 0 9 0 . 0 0 0 - 7 . 1 0 1 0 1 6 - 2  . 5 0 0 3 1 1
m a y  | - 5 . 2 3 1 8 6 8 1 . 3 5 1 6 0 8 - 3 . 8 7 0 . 0 0 0 - 7 . 8 8 1 3 3 9 - 2  . 5 8 2 3 9 8
j u n  | 1 . 8 5 7 6 8 1 . 8 3 1 1 4 6 1 . 0 1 0 . 3 1 0 - 1 . 7 3 1 7 9 9 5 . 4 4 7 1 5 9
j u l  | 7 . 1 0 3 8 7 2 . 1 1 6 2 6 7 3 . 3 6 0 . 0 0 1 2 . 9 5 5 4 8 7 1 1 . 2 5 2 2 5
a u g  | 5 . 3 6 4 1 0 8 1 . 9 1 1 1 4 7 2 . 81 0 . 0 0 5 1 . 6 1 7 8 0 9 9 . 1 1 0 4 0 7
s e p  | - . 5 9 9 9 8 8 1 1 . 6 3 5 4 3 6 - 0 . 3 7 0 . 7 1 4 - 3  . 8 0 5 8 2 9 2 . 6 0 5 8 5 3
o c t  | - 6 . 5 5 1 2 4 3 1 . 2 3 9 9 7 9 - 5 . 2 8 0 . 0 0 0 - 8 . 9 8 1 8 9 4 - 4 . 1 2 0 5 9 2
n o v  | - 1 . 8 2 1 0 7 6 1 . 0 0 5 8 8 3 - 1 . 8 1 0 . 0 7 0 - 3 . 7 9 2 8 4 4 . 1 5 0 6 9 1 8
d e c  | . 9 8 4 1 9 1 8 . 9 3 2 0 8 1 9 1 . 0 6 0 . 2 9 1 - . 8 4 2 9 0 8 9 2 . 8 1 1 2 9 3
mwh |
L I . j . 8 4 6 3 9 4 2 . 0 0 9 6 9 2 9 87 . 3 2 0 .  0 0 0 . 8 2 7 3 9 3 8 . 8 6 5 3 9 4 7
_ c o n s  | 2 6 . 4 6 3 8 1 2 . 6 5 7 1 5 6 9 . 9 6 0 . 0 0 0 2 1 . 2 5 5 1 6 3 1 . 6 7 2 4 7
r h o  | . 1 1 3 6 6 1 2
D u r b i n - W a t s o n s t a t i s t i c  ( o r i g i n a l ) 1 . 8 2 4 7 1 3
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 2 . 0 1 5 6 7 8
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Table 6: Residential Heat Initial Regression
S o u r c e  | SS d f MS N u m b e r  o f  o b s  = 
F ( 4 2 ,  8 7 1 7 )  = 
P r o b  > F = 
R - s q u a r e d  = 
A d j  R - s q u a r e d  = 
R o o t  MSE
8 7 6 0  
9 1 2 . 7 7  
0 . 0 0 0 0  
0 . 8 1 4 7  
0 . 8 1 3 8  
3 7 . 0 4 2
M o d e l  | 
R e s i d u a l  |
5 2 6 0 0 8 7 9 . 1  
1 1 9 6 0 4 7 2  . 6
42
8 7 1 7
1 2 5 2 4 0 1 . 8 8
1 3 7 2 . 0 8 5 8 8
T o t a l  I 6 4 5 6 1 3 5 1 . 7 8 7 5 9 7 3 7 0 . 8 5 8 7 4
mwh | C o e f  . S t d . E r r . t P> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 7 9 5 8 6 3 . 0 4 8 4 0 7 4 1 6 . 4 4 0 . 0 0 0 . 7 0 0 9 7 3 1 . 8 9 0 7 5 3
c o o l i n g d e g ~ s  | 1 . 7 4 5 7 0 8 . 1 0 1 5 0 4 4 17 . 2 0 0 . 0 0 0 1 . 5 4 6 7 3 5 1 . 9 4 4 6 8
h r l  j 3 . 4 6 4 6 8 5 2 . 7 4 3 1 7 4 1 . 2 6 0 . 2 0 7 - 1 . 9 1 2 5 8 5 8 . 8 4 1 9 5 4
h r 2  | - 6 . 9 9 8 7 0 4 2 . 7 4 2 6 9 1 - 2 . 5 5 0 . 0 1 1 - 1 2 . 3 7 5 0 3 - 1 . 6 2 2 3 8 2
h r  3 j - 9 . 3 8 8 9 8 8 2 . 7 4 2 3 8 4 - 3  . 4 2 0 . 0 0 1 - 1 4 . 7 6 4 7 1 - 4 . 0 1 3 2 6 6
h r  4 j - 8 . 8 9 5 7 8 4 2 . 7 4 2 0 9 7 - 3  . 2 4 0 . 0 0 1 - 1 4 . 2 7 0 9 4 - 3  . 5 2 0 6 2 7
h r  6 2 7 . 0 2 5 0 6 2 . 7 4 1 9 8 7 9 . 86 0 . 0 0 0 2 1 . 6 5 0 1 1 32  . 4
h r  7 | 5 9 . 6 8 2 3 5 2 . 7 4 2 1 1 3 2 1 . 7 7 0 . 0 0 0 5 4 . 3 0 7 1 6 6 5 . 0 5 7 5 4
h r  8 | 7 7 . 5 7 8 2 8 2 . 7 4 3 6 9 2 8 . 2 8 0 . 0 0 0 72 . 2 82 . 9 5 6 5 6
h r  9 | 6 4 . 4 3 6 0 9 2 . 7 4 9 6 5 1 23  . 4 3 0 . 0 0 0 5 9 . 0 4 6 1 3 6 9 . 8 2 6 0 6
h r  10  j 4 8 . 7 2 6 1 9 2 . 7 6 0 5 6 9 1 7 . 6 5 0 . 0 0 0 43 . 3 1 4 8 2 5 4 . 1 3 7 5 5
h r  11  j 4 1 . 9 6 5 1 5 2 . 7 7 2 6 7 8 15  . 1 4 0 . 0 0 0 3 6 . 5 3 0 0 5 4 7 . 4 0 0 2 6
h r l 2 3 7 . 1 3 8 9 6 2 . 7 8 4 4 4 8 13 . 3 4 0 . 0 0 0 3 1 . 6 8 0 7 8 4 2 . 5 9 7 1 3
h r l 3  j 2 8 . 2 7 1 2 8 2 . 7 9 6 8 2 5 10 . 1 1 0 . 0 0 0 22 . 7 8 8 8 5 33 . 7 5 3 7 2
h r l 4  | 1 6 . 9 6 8 0 9 2 . 8 0 5 4 1 8 6 . 0 5 0 . 0 0 0 1 1 . 4 6 8 8 1 2 2 . 4 6 7 3 7
h r  15  | 1 2 . 0 3 0 0 6 2 . 8 0 8 0 7 6 4 . 2 8 0 . 0 0 0 6 . 5 2 5 5 6 6 1 7 . 5 3 4 5 5
h r  16  j 1 4 . 2 3 2 6 8 2 . 8 0 5 8 1 2 5 . 0 7 0 . 0 0 0 8 . 7 3 2 6 3 1 9 . 7 3 2 7 4
h r l 7  j 3 1 . 2 3 0 1 4 2 . 7 9 7 0 6 8 1 1 . 1 7 0 . 0 0 0 2 5 . 7 4 7 2 3 3 6 . 7 1 3 0 5
h r  18  | 5 3 . 2 5 5 4 8 2 . 7 8 3 6 0 1 1 9 . 1 3 0 . 0 0 0 47  . 7 9 8 9 6 5 8 . 7 1 1 9 9
h r  19 6 5 . 0 5 7 4 6 2 . 7 6 9 8 0 4 23 . 4 9 0 . 0 0 0 5 9 . 6 2 7 9 9 7 0 . 4 8 6 9 3
h r 2  0 j 7 1 . 5 7 3 4 6 2 . 7 5 9 4 5 7 2 5 . 9 4 0 . 0 0 0 6 6 . 1 6 4 2 8 7 6 . 9 8 2 6 5
h r 2 1 | 7 5 . 6 6 6 9 9 2 . 7 5 3 2 6 4 2 7 . 4 8 0 . 0 0 0 7 0 . 2 6 9 9 4 8 1 . 0 6 4 0 4
h r  2 2 | 7 3 . 0 6 2 4 4 2 . 7 4 9 0 4 2 2 6 . 5 8 0 . 0 0 0 6 7 . 6 7 3 6 7 7 8 . 4 5 1 2 1
h r  2 3 | 5 6 . 2 3 0 3 2 2 . 7 4 6 2 4 6 2 0 . 4 8 0 . 0 0 0 5 0 . 8 4 7 0 3 6 1 . 6 1 3 6 1
h r  2 4 | 2 6 . 9 7 7 5 3 2 . 7 4 4 0 9 7 9 . 8 3 0 . 0 0 0 2 1 . 5 9 8 4 5 32 . 3 5 6 6 1
m o n  | 1 . 3 0 8 3 1 4 1 . 4 8 3 9 0 4 0 . 88 0 . 3 7 8 - 1 . 6 0 0 4 8 7 4 . 2 1 7 1 1 6
t u e  | 4 . 2 1 7 1 9 7 1 . 4 8 6 0 3 3 2 . 84 0 . 0 0 5 1 . 3 0 4 2 2 2 7 . 1 3 0 1 7 3
w e d  | 1 0 . 2 1 8 9 6 1 . 4 8 2 5 2 7 6 . 8 9 0 . 0 0 0 7 . 3 1 2 8 5 9 13 . 1 2 5 0 6
t h u  | 9 . 9 8 1 8 3 4 1 . 4 8 7 1 4 9 6 . 7 1 0 . 0 0 0 7 . 0 6 6 6 7 1 1 2 . 8 9 7
f  r i  | 5 . 1 1 7 1 0 6 1 . 4 9 0 2 1 4 3 . 4 3 0 . 0 0 1 2 . 1 9 5 9 3 5 8 . 0 3 8 2 7 6
s a t  | 1 . 1 7 6 2 7 6 1 . 4 8 5 4 2 0 . 7 9 0 . 4 2 8 - 1 . 7 3 5 4 9 7 4 . 0 8 8 0 5
f  e b  | - 1 5 . 4 6 9 4 6 2 . 0 2 6 3 6 5 - 7 . 6 3 0 . 0 0 0 - 1 9 . 4 4 1 6 2 - 1 1 . 4 9 7 3 1
m a r  j - 1 0 1 . 6 5 8 2 2 . 0 7 2 9 5 9 - 4 9 . 0 4 0 . 0 0 0 - 1 0 5 . 7 2 1 7 - 9 7 . 5 9 4 6 9
a p r  j - 1 3 0 . 5 2 4 2 . 2 1 3 9 3 8 - 5 8 . 9 6 0 . 0 0 0 - 1 3 4 . 8 6 3 9 - 1 2 6 . 1 8 4 2
m a y  | - 1 7 3 . 8 5 7 2 2 . 3 8 3 1 1 7 - 7 2  . 9 5 0 . 0 0 0 - 1 7 8 . 5 2 8 6 - 1 6 9 . 1 8 5 7
j u n  | - 1 8 1 . 0 4 3 1 2 . 6 7 5 9 5 2 - 6 7 . 6 6 0 . 0 0 0 - 1 8 6 . 2 8 8 6 - 1 7 5 . 7 9 7 6
j u l  | - 1 8 2 . 5 0 7 3 2 . 7 9 0 5 8 3 - 6 5 . 4 0 0 . 0 0 0 - 1 8 7 . 9 7 7 5 - 1 7 7 . 0 3 7 1
a u g  j - 1 8 6 . 4 4 0 9 2 . 6 7 9 8 1 3 - 6 9 . 5 7 0 . 0 0 0 - 1 9 1 . 6 9 4 - 1 8 1 . 1 8 7 9
s e p  j - 1 9 0 . 5 4 9 7 2 . 5 6 9 3 4 8 - 7 4 . 1 6 0 . 0 0 0 - 1 9 5 . 5 8 6 2 - 1 8 5 . 5 1 3 2
o c t  | - 1 6 8 . 8 3 0 9 2 . 2 8 6 2 5 5 - 7 3 . 8 5 0 . 0 0 0 - 1 7 3 . 3 1 2 5 - 1 6 4 . 3 4 9 3
n o v  | - 9 7 . 2 8 0 5 8 2 . 0 3 3 1 3 5 - 4 7 . 8 5 0 . 0 0 0 - 1 0 1 . 2 6 6 - 9 3 . 2 9 5 1 5
d e c  | - 5 3 . 9 9 8 3 3 1 . 9 4 5 3 3 6 - 2 7  . 7 6 0 . 0 0 0 - 5 7 . 8 1 1 6 5 - 5 0 . 1 8 5 0 1
_ c o n s  | 2 7 4 . 0 2 0 5 3 . 2 5 6 6 9 2 8 4 . 1 4 0 . 0 0 0 2 6 7  . 6 3 6 6 2 8 0 . 4 0 4 4
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Table 7: Residential Heat VIF Test
V a r i a b l e  | V I F 1 / V I F
j u l  | 3 . 8 6 0 . 2 5 8 8 0 0
a u g  j 3 . 5 6 0 . 2 8 0 6 3 7
h e a t i n g d e g ~ s  | 3 . 4 7 0 . 2 8 8 3 0 6
j u n  j 3 . 4 5 0 . 2 8 9 9 6 1
s e p  | 3 . 1 8 0 . 3 1 4 5 2 2
m a y  | 2 . 82 0 . 3 5 4 8 6 6
o c t  | 2 . 5 9 0 . 3 8 5 5 7 2
a p r  j 2 . 3 6 0 . 4 2 3 6 1 0
m a r  | 2 . 1 3 0 . 4 6 9 0 0 1
c o o l i n g d e g ~ s  | 2 . 0 1 0 . 4 9 7 1 1 8
h r l 5  j 2 . 0 1 0 . 4 9 7 4 5 5
h r l 6  j 2 . 0 1 0 . 4 9 8 2 5 9
h r l 4  j 2 . 0 1 0 . 4 9 8 3 9 9
h r l 7  j 1 . 9 9 0 . 5 0 1 3 7 9
h r l 3  j 1 . 9 9 0 . 5 0 1 4 6 6
n o v  | 1 . 9 9 0 . 5 0 2 3 0 1
h r l 2  | 1 . 9 8 0 . 5 0 5 9 3 4
h r  18  | f—1 CO 00 0 . 5 0 6 2 4 2
h r l l  | 1 . 9 6 0 . 5 1 0 2 3 8
h r l 9  j 1 . 9 6 0 . 5 1 1 2 9 8
h r  10  | 1 . 9 4 0 . 5 1 4 7 2 4
h r 2  0 | 1 . 9 4 0 . 5 1 5 1 3 9
h r 2 1  j 1 . 9 3 0 . 5 1 7 4 5 9
h r  9 | 1 . 9 3 0 . 5 1 8 8 2 0
h r  2 2 j 1 . 9 3 0 . 5 1 9 0 5 0
h r  2 3 j 1 . 9 2 0 . 5 2 0 1 0 7
h r  2 4 | 1 . 9 2 0 . 5 2 0 9 2 2
h r  8 j 1 . 9 2 0 . 5 2 1 0 7 7
h r l  j 1 . 9 2 0 . 5 2 1 2 7 3
h r  2 j 1 . 9 2 0 . 5 2 1 4 5 7
h r  3 j 1 . 9 2 0 . 5 2 1 5 7 3
h r  7 j 1 . 9 2 0 . 5 2 1 6 7 6
h r  4 j 1 . 9 2 0 . 5 2 1 6 8 3
h r  6 j 1 . 9 2 0 . 5 2 1 7 2 4
d e c  | 1 . 8 8 0 . 5 3 2 5 5 7
f e b  j 1 . 8 6 0 . 5 3 8 5 6 7
w e d  | 1 . 7 4 0 . 5 7 4 1 5 3
f r i  j 1 . 7 3 0 . 5 7 7 3 2 2
t h u  j 1 . 7 3 0 . 5 7 9 7 0 4
t u e  | 1 . 7 2 0 . 5 8 0 5 7 5
s a t  | 1 . 7 2 0 . 5 8 1 0 5 4
m on  | 1 . 7 2 0 . 5 8 2 2 4 2
M e a n  V I F  1 2 . 1 5
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Table 8: Residential Heat with Robust Standard Errors
L i n e a r  r e g r e s s i o n
1
mwh | C o e f  .
R o b u s t  HC3 
S t d .  E r r .
h e a t i n g d e g ~ s  | . 7 9 5 8 6 3 . 0 5 3 9 0 2 1
c o o l i n g d e g ~ s  | 1 . 7 4 5 7 0 8 . 0 8 6 5 1 1 3
h r l  j 3 . 4 6 4 6 8 5 2 . 3 6 5 2 9 8
h r  2 j - 6 . 9 9 8 7 0 4 2 . 3 6 0 3 0 9
h r  3 j - 9 . 3 8 8 9 8 8 2 . 4 0 6 3 6 5
h r  4 | - 8 . 8 9 5 7 8 4 2 . 4 6 6 4 5 8
h r  6 j 2 7 . 0 2 5 0 6 2 . 8 5 3 8 7 4
h r  7 j 5 9 . 6 8 2 3 5 3 . 2 8 2 2 3 3
h r  8 j 7 7 . 5 7 8 2 8 3 . 3 0 5 9 3 8
h r  9 j 6 4 . 4 3 6 0 9 2 . 9 7 6 1 1
h r  10  | 4 8 . 7 2 6 1 9 2 . 7 9 9 7 8 1
h r  11  j 4 1 . 9 6 5 1 5 2 . 7 3 8 5 5 9
h r l 2  j 3 7 . 1 3 8 9 6 2 . 6 2 3 4 0 1
h r l 3  | 2 8 . 2 7 1 2 8 2 . 6 2 1 1 9 2
h r l 4  j 1 6 . 9 6 8 0 9 2 . 6 0 5 1 6 8
h r l 5  | 1 2 . 0 3 0 0 6 2 . 6 1 7 8 1 3
h r l 6  | 1 4 . 2 3 2 6 8 2 . 6 6 7 6 2
h r l 7  j 3 1 . 2 3 0 1 4 2 . 6 9 0 6 1 5
h r l 8  j 53 . 2 5 5 4 8 2 . 7 0 5 0 5 7
h r  19  | 6 5 . 0 5 7 4 6 2 . 7 6 8 5 3 2
h r  2 0 j 7 1 . 5 7 3 4 6 2 . 7 1 2 5 7 3
h r  2 1  j 7 5 . 6 6 6 9 9 2 . 6 8 8 4
h r  2 2 j 73 . 0 6 2 4 4 2 . 6 8 9 7 1 4
h r  2 3 j 5 6 . 2 3 0 3 2 2 . 5 7 7 3 5 2
h r  2 4 j 2 6 . 9 7 7 5 3 2 . 4 6 9 2 5 9
m o n  | 1 . 3 0 8 3 1 4 1 . 3 0 8 7 1 4
t u e  | 4 . 2 1 7 1 9 7 1 . 3 3 6 4 2 6
w e d  | 1 0 . 2 1 8 9 6 1 . 4 8 5 3 6 8
t h u  | 9 . 9 8 1 8 3 4 1 . 5 4 3 9 9
f r i  | 5 . 1 1 7 1 0 6 1 . 4 5 3 2 2 1
s a t  | 1 . 1 7 6 2 7 6 1 . 4 7 4 5 1 8
f e b  j - 1 5 . 4 6 9 4 6 2 . 4 1 3 2 9 9
m a r  | - 1 0 1 . 6 5 8 2 2 . 3 3 4 1 5 6
a p r  j - 1 3 0 . 5 2 4 2 . 4 5 0 7 3 5
m a y  | - 1 7 3 . 8 5 7 2 2 . 3 6 4 7 8 5
j u n  | - 1 8 1 . 0 4 3 1 2 . 7 5 9 4 8 5
j u l  | - 1 8 2 . 5 0 7 3 2 . 9 7 3 7 9 8
a u g  j - 1 8 6 . 4 4 0 9 2 . 7 9 2 6 5
s e p  j - 1 9 0 . 5 4 9 7 2 . 6 4 6 5 9 6
o c t  | - 1 6 8 . 8 3 0 9 2 . 3 3 0 5 2 1
n o v  | - 9 7 . 2 8 0 5 8 2 . 1 2 7 5 3 6
d e c  | - 5 3 . 9 9 8 3 3 1 . 9 8 3 4 1 2
_ c o n s  I 2 7 4 . 0 2 0 5 3 . 3 8 4 9 8 1
N u m b e r  o f  o b s  
F ( 4 2 ,  8 7 1 7 )  
P r o b  > F 
R - s q u a r e d  
R o o t  MSE
8 7 6 0  
= 1 0 4 1 . 9 0  
= 0 . 0 0 0 0  
= 0 . 8 1 4 7  
= 3 7 . 0 4 2
t p > l t | [95% C o n f . I n t e r v a l ]
. 7 6 0 . 0 0 0 . 6 9 0 2 0 2 1 . 9 0 1 5 2 3 9
. 18 0 . 0 0 0 1 . 5 7 6 1 2 5 1 . 9 1 5 2 9
. 4 6 0 . 1 4 3 - 1 . 1 7 1 8 5 8 8 . 1 0 1 2 2 8
. 97 0 . 0 0 3 - 1 1 . 6 2 5 4 7 - 2  . 3 7 1 9 4
. 9 0 0 . 0 0 0 - 1 4 . 1 0 6 0 3 - 4 . 6 7 1 9 4 3
. 6 1 0 . 0 0 0 - 1 3 . 7 3 0 6 2 - 4 . 0 6 0 9 4 5
. 4 7 0 . 0 0 0 2 1 . 4 3 0 7 9 3 2 . 6 1 9 3 2
. 18 0 . 0 0 0 5 3 . 2 4 8 3 9 6 6 . 1 1 6 3
. 4 7 0 . 0 0 0 7 1 . 0 9 7 8 6 8 4 . 0 5 8 7
. 6 5 0 . 0 0 0 5 8 . 6 0 2 2 2 7 0 . 2 6 9 9 7
. 4 0 0 . 0 0 0 43 . 2 3 7 9 6 5 4 . 2 1 4 4 2
. 3 2 0 . 0 0 0 3 6 . 5 9 6 9 3 47 . 3 3 3 3 8
. 16 0 . 0 0 0 3 1 . 9 9 6 4 7 42 . 2 8 1 4 4
. 7 9 0 . 0 0 0 2 3 . 1 3 3 1 3 33 . 4 0 9 4 4
. 5 1 0 . 0 0 0 1 1 . 8 6 1 3 5 2 2 . 0 7 4 8 4
. 6 0 0 . 0 0 0 6 . 8 9 8 5 2 6 1 7 . 1 6 1 5 9
. 3 4 0 . 0 0 0 9 . 0 0 3 5 1 8 1 9 . 4 6 1 8 5
. 61 0 . 0 0 0 2 5 . 9 5 5 9 3 6 . 5 0 4 3 8
. 6 9 0 . 0 0 0 4 7 . 9 5 2 9 3 5 8 . 5 5 8 0 3
. 5 0 0 . 0 0 0 5 9 . 6 3 0 4 8 7 0 . 4 8 4 4 4
. 3 9 0 . 0 0 0 6 6 . 2 5 6 1 8 7 6 . 8 9 0 7 5
. 15 0 . 0 0 0 7 0 . 3 9 7 0 9 8 0 . 9 3 6 8 9
. 1 6 0 . 0 0 0 6 7 . 7 8 9 9 7 7 8 . 3 3 4 9 1
. 8 2 0 . 0 0 0 5 1 . 1 7 8 1 6 1 . 2 8 2 5 4
. 9 3 0 . 0 0 0 2 2 . 1 3 7 2 3 1 . 8 1 7 8 6
. 0 0 0 . 3 1 7 - 1 . 2 5 7 0 7 4 3 . 8 7 3 7 0 3
. 1 6 0 . 0 0 2 1 . 5 9 7 4 8 6 6 . 8 3 6 9 0 8
. 88 0 . 0 0 0 7 . 3 0 7 2 8 9 13 . 1 3 0 6 3
. 4 6 0 . 0 0 0 6 . 9 5 5 2 4 9 1 3 . 0 0 8 4 2
. 5 2 0 . 0 0 0 2 . 2 6 8 4 4 9 7 . 9 6 5 7 6 2
. 8 0 0 . 4 2 5 - 1 . 7 1 4 1 2 7 4 . 0 6 6 6 8
. 4 1 0 . 0 0 0 - 2 0 . 2 0 0 1 - 1 0 . 7 3 8 8 3
. 5 5 0 . 0 0 0 - 1 0 6 . 2 3 3 7 - 9 7 . 0 8 2 6 8
. 2 6 0 . 0 0 0 - 1 3 5 . 3 2 8 - 1 2 5 . 7 2
. 5 2 0 . 0 0 0 - 1 7 8 . 4 9 2 7 - 1 6 9 . 2 2 1 6
. 61 0 . 0 0 0 - 1 8 6 . 4 5 2 3 - 1 7 5 . 6 3 3 8
. 3 7 0 . 0 0 0 - 1 8 8 . 3 3 6 6 - 1 7 6 . 6 7 7 9
. 7 6 0 . 0 0 0 - 1 9 1 . 9 1 5 2 - 1 8 0 . 9 6 6 7
. 0 0 0 . 0 0 0 - 1 9 5 . 7 3 7 7 - 1 8 5 . 3 6 1 8
. 4 4 0 . 0 0 0 - 1 7 3 . 3 9 9 3 - 1 6 4 . 2 6 2 6
. 7 2 0 . 0 0 0 - 1 0 1 . 4 5 1 1 - 9 3 . 1 1 0 1 1
. 2 2 0 . 0 0 0 - 5 7  . 8 8 6 2 9 - 5 0 . 1 1 0 3 7













































Table 9: Residential Heat Prais-Winsten Transformation
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  
S o u r c e  I SS d f
i t e r a t e d  e s t i m a t e s  
MS
M o d e l
R e s i d u a l
T o t a l
2 1 6 3 3 5 9 . 4 2
1 6 5 7 2 8 8 . 5 4
42
8 7 1 7
5 1 5 0 8 . 5 5 7 6
1 9 0 . 1 2 1 4 3 4
3 8 2 0 6 4 7 . 9 6  8 7 5 9  4 3 6 . 1 9 6 8 2 1
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 2 7 0 . 9 2
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 5 6 6 2
A d j  R - s q u a r e d  = 0 . 5 6 4 1
R o o t  MSE = 1 3 . 7 8 8
mwh | C o e f . S t d . E r r . t p> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 7 2 0 1 6 5 8 . 0 9 5 6 4 0 2 7 . 5 3 0 . 0 0 0 . 5 3 2 6 8 8 3 . 9 0 7 6 4 3 2
c o o l i n g d e g ~ s  | 1 . 1 3 2 8 9 1 . 1 2 8 5 1 3 4 8 .  82 0 . 0 0 0 . 8 8 0 9 7 4 3 1 . 3 8 4 8 0 7
h r l  j 3 . 5 8 1 4 1 3 1 . 3 5 1 8 9 5 2 . 65 0 . 0 0 8 . 9 3 1 3 8 0 1 6 . 2 3 1 4 4 6
h r  2 j - 6  . 8 9 5 7 7 1 . 2 0 1 6 9 7 - 5 . 7 4 0 . 0 0 0 - 9  . 2 5 1 3 8 - 4 . 5 4 0 1 5 9
h r  3 | - 9  . 2 9 9 8 3 1 1 . 0 0 7 1 1 2 - 9 . 2 3 0 . 0 0 0 - 1 1 . 2 7 4 0 1 - 7  . 3 2 5 6 5 5
h r  4 j - 8 . 8 5 4 4 2 4 . 7 3 0 0 7 7 1 - 1 2 . 1 3 0 . 0 0 0 - 1 0 . 2 8 5 5 5 - 7 . 4 2 3 3 0 1
h r 6  | 2 7 . 0 7 4 7 3 . 7 2 8 4 8 9 5 37  . 1 7 0 . 0 0 0 2 5 . 6 4 6 7 2 2 8 . 5 0 2 7 4
h r  7 | 5 9 . 8 6 9 9 2 1 . 0 0 3 7 3 7 5 9 . 6 5 0 . 0 0 0 57 . 9 0 2 3 6 6 1 . 8 3 7 4 8
h r  8 j 7 8 . 0 0 6 5 8 1 . 2 0 7 4 8 4 6 4 . 6 0 0 . 0 0 0 7 5 . 6 3 9 6 3 8 0 . 3 7 3 5 4
h r  9 j 6 5 . 2 7 0 3 8 1 . 3 9 0 7 2 8 4 6 . 9 3 0 . 0 0 0 6 2 . 5 4 4 2 2 6 7 . 9 9 6 5 3
h r  10 j 5 0 . 0 4 2 5 1 1 . 5 6 2 0 8 3 32 . 04 0 . 0 0 0 4 6 . 9 8 0 4 6 53 . 1 0 4 5 6
h r  11  j 4 3 . 6 6 3 9 9 1 . 7 0 8 7 0 1 2 5 . 5 5 0 . 0 0 0 4 0 . 3 1 4 5 3 4 7 . 0 1 3 4 5
h r l 2  j 3 9 . 1 9 5 8 1 . 8 2 6 1 0 7 2 1 . 4 6 0 . 0 0 0 3 5 . 6 1 6 2 42 . 7 7 5 4
h r l 3  j 3 0 . 6 3 6 6 4 1 . 9 2 8 5 0 5 1 5 . 8 9 0 . 0 0 0 2 6 . 8 5 6 3 2 3 4 . 4 1 6 9 7
h r l 4  | 1 9 . 5 3 1 1 8 2 . 0 0 0 0 5 4 9 . 7 7 0 . 0 0 0 1 5 . 6 1 0 6 23  . 4 5 1 7 6
h r  15  | 1 4 . 6 4 3 1 7 2 . 0 3 7 1 3 6 7 . 1 9 0 . 0 0 0 1 0 . 6 4 9 9 1 8 . 6 3 6 4 3
h r l 6  j 1 6 . 7 9 8 8 9 2 . 0 4 3 8 5 2 8 . 2 2 0 . 0 0 0 12 . 7 9 2 4 6 2 0 . 8 0 5 3 3
h r  17 j 3 3 . 6 0 4 4 2 2 . 0 1 5 0 9 4 1 6 . 6 8 0 . 0 0 0 2 9 . 6 5 4 3 6 3 7 . 5 5 4 4 8
h r l 8  j 5 5 . 2 5 9 7 9 1 . 9 5 9 2 6 2 8 . 2 0 0 . 0 0 0 5 1 . 4 1 9 1 7 5 9 . 1 0 0 4
h r l 9  j 6 6 . 6 1 1 5 9 1 . 8 8 8 5 8 3 35  . 2 7 0 . 0 0 0 6 2 . 9 0 9 5 2 7 0 . 3 1 3 6 6
h r 2  0 | 7 2 . 7 0 5 6 7 1 . 8 1 6 7 6 9 4 0 . 0 2 0 . 0 0 0 6 9 . 1 4 4 3 7 7 6 . 2 6 6 9 6
h r 2 1 | 7 6 . 5 0 2 7 3 1 . 7 4 6 5 4 1 43 . 80 0 . 0 0 0 7 3 . 0 7 9 1 7 9 . 9 2 6 3 7
h r  2 2 j 7 3 . 6 6 4 3 5 1 . 6 6 8 9 8 6 4 4 . 1 4 0 . 0 0 0 7 0 . 3 9 2 7 4 7 6 . 9 3 5 9 5
h r  2 3 | 5 6 . 6 6 6 8 7 1 . 5 8 0 5 8 5 35  . 85 0 . 0 0 0 53 . 5 6 8 5 5 5 9 . 7 6 5 1 9
h r  2 4 j 2 7 . 3 0 0 4 5 1 . 4 7 4 7 3 3 1 8 . 5 1 0 . 0 0 0 2 4 . 4 0 9 6 2 30  . 1 9 1 2 7
m o n  | - . 9 9 0 8 8 3 1 . 7 8 3 6 1 6 - 0 . 5 6 0 . 5 7 9 - 4 . 4 8 7 1 9 1 2 . 5 0 5 4 2 5
t u e  j - 1 . 7 6 2 4 4 9 2 . 2 6 3 1 4 1 - 0 . 7 8 0 . 4 3 6 - 6 . 1 9 8 7 4 1 2 . 6 7 3 8 4 3
w e d  | 2 . 4 6 9 8 2 9 2 . 4 5 2 1 8 4 1 . 0 1 0 . 3 1 4 - 2  . 3 3 7 0 3 1 7 . 2 7 6 6 8 8
t h u  | 4 . 3 0 6 9 4 3 2 . 4 5 3 1 0 3 1 . 7 6 0 . 0 7 9 - . 5 0 1 7 1 8 6 9 . 1 1 5 6 0 4
f r i  j 3 . 4 6 0 4 3 2 2 . 2 5 9 6 1 1 . 5 3 0 . 1 2 6 - . 9 6 8 9 3 6 6 7 . 8 8 9 8 0 1
s a t  | - . 3 2 0 3 4 1 1 1 . 7 7 6 0 6 6 - 0 . 1 8 0 . 8 5 7 - 3  . 8 0 1 8 4 9 3 . 1 6 1 1 6 7
f e b  | - 1 6 . 6 0 4 7 6 8 . 3 8 9 7 1 2 - 1 . 9 8 0 . 0 4 8 - 3 3  . 0 5 0 5 8 - . 1 5 8 9 4 2 1
m a r  | - 9 0 . 0 5 3 3 6 9 . 1 6 6 8 4 3 - 9 . 8 2 0 . 0 0 0 - 1 0 8 . 0 2 2 5 - 7 2 . 0 8 4 1 9
a p r  | - 1 1 4 . 2 4 3 3 9 . 4 5 0 4 7 3 - 1 2 . 0 9 0 . 0 0 0 - 1 3 2 . 7 6 8 5 - 9 5 . 7 1 8 1 8
m a y  | - 1 5 3 . 7 2 2 1 9 . 5 6 7 3 3 4 - 1 6 . 0 7 0 . 0 0 0 - 1 7 2 . 4 7 6 4 - 1 3 4 . 9 6 7 9
j u n  j - 1 6 3 . 9 7 9 9 9 . 8 6 1 9 6 - 1 6 . 6 3 0 . 0 0 0 - 1 8 3 . 3 1 1 7 - 1 4 4 . 6 4 8 2
j u l  | - 1 7 0  . 8 0 2 2 9 . 9 3 7 6 1 4 - 1 7 . 1 9 0 . 0 0 0 - 1 9 0 . 2 8 2 3 - 1 5 1 . 3 2 2 2
a u g  j - 1 8 0 . 3 2 6 2 9 . 8 5 7 5 5 - 1 8 . 2 9 0 . 0 0 0 - 1 9 9 . 6 4 9 3 - 1 6 1 . 0 0 3 1
s e p  j - 1 7 1 . 1 5 4 4 9 . 7 5 6 3 0 1 - 1 7  . 5 4 0 . 0 0 0 - 1 9 0 . 2 7 9 1 - 1 5 2 . 0 2 9 8
o c t  | - 1 4 9 . 1 7 8 1 9 . 4 6 2 2 1 4 - 1 5  . 7 7 0 . 0 0 0 - 1 6 7 . 7 2 6 2 - 1 3 0 . 6 2 9 9
n o v  | - 8 8 . 7 4 9 8 7 9 . 3 7 6 9 9 6 - 9 . 4 6 0 . 0 0 0 - 1 0 7 . 1 3 1 - 7 0 . 3 6 8 7 5
d e c  | - 5 9 . 9 8 7 9 7 9 . 5 8 9 8 8 3 - 6 . 2 6 0 . 0 0 0 - 7 8  . 7 8 6 4 1 - 4 1 . 1 8 9 5 4
_ c o n s  1 2 6 8 . 7 7 7 8 8 . 0 2 6 0 9 6 33 . 4 9 0 . 0 0 0 2 5 3 . 0 4 4 7 2 8 4 . 5 1 0 8
r h o  | . 9 3 2 8 9 2 8
Durbin-Watson statistic (original) 0.144579
Durbin-Watson statistic (transformed) 1.504947
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Table 10: Residential Heat Final Regression
N u m b e r  o f  o b s  = 8 7 5 9
F ( 4 4 ,  8 7 1 5 )  =3 53 57 . 2 5
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 9 5 4 4
R o o t  MSE = 1 3 . 0 6 3
mwh |
S e m i - r o b u s t  
C o e f . S t d .  E r r .
HC3
t p> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 1 7 7 3 4 5 1 . 0 2 4 7 4 9 4 7 . 1 7 0 . 0 0 0 . 1 2 8 8 3 0 5 . 2 2 5 8 5 9 7
c o o l i n g d e g ~ s  | . 7 3 2 2 2 9 2 . 0 4 9 6 1 5 4 1 4 . 7 6 0 . 0 0 0 . 6 3 4 9 7 1 3 . 8 2 9 4 8 7 1
h r l  j - 2 8 . 0 8 8 9 2 1 . 0 5 7 7 8 5 - 2 6 . 5 5 0 . 0 0 0 - 3 0 . 1 6 2 4 3 - 2 6 . 0 1 5 4 1
h r  2 j - 1 7 . 8 4 8 6 5 . 7 4 4 0 9 9 8 - 2 3 . 9 9 0 . 0 0 0 - 1 9 . 3 0 7 2 6 - 1 6 . 3 9 0 0 4
h r  3 j - 1 1 . 1 8 4 8 2 . 7 7 2 4 7 9 - 1 4 . 4 8 0 . 0 0 0 - 1 2 . 6 9 9 0 6 - 9  . 6 7 0 5 7 7
h r  4 j - 8 . 6 2 4 5 4 7 . 6 4 2 6 6 8 4 - 1 3 . 4 2 0 . 0 0 0 - 9 . 8 8 4 3 2 9 - 7  . 3 6 4 7 6 5
h r  6 j 1 9 . 4 0 6 2 6 . 8 3 4 8 0 8 1 23  . 2 5 0 . 0 0 0 17 . 7 6 9 8 4 2 1 . 0 4 2 6 8
h r  7 j 2 8 . 4 0 0 2 6 1 . 0 2 3 7 4 4 27  . 7 4 0 . 0 0 0 2 6 . 3 9 3 4 8 3 0 . 4 0 7 0 4
h r  8 | 17 . 7 9 8 5 9 . 9 4 3 3 9 1 6 1 8 . 8 7 0 . 0 0 0 1 5 . 9 4 9 3 2 1 9 . 6 4 7 8 6
h r  9 j - 1 0 . 9 5 8 3 3 1 . 6 7 5 6 9 5 - 6 . 5 4 0 . 0 0 0 - 1 4 . 2 4 3 0 9 - 7  . 6 7 3 5 7 1
h r  10  | - 1 5 . 4 2 8 0 9 1 . 2 1 3 9 0 4 - 1 2 . 7 1 0 . 0 0 0 - 1 7 . 8 0 7 6 3 - 1 3 . 0 4 8 5 5
h r  11  | - 8 . 9 8 7 8 5 3 . 9 2 3 6 4 7 7 - 9  . 7 3 0 . 0 0 0 - 1 0 . 7 9 8 4 2 - 7  . 1 7 7 2 8 5
h r l 2  j - 8 . 0 8 6 1 7 5 . 8 8 6 1 4 5 3 - 9 . 1 3 0 . 0 0 0 - 9  . 8 2 3 2 2 9 - 6 . 3 4 9 1 2
h r l 3  | - 1 3 . 1 3 4 0 7 . 9 4 2 0 9 6 7 - 1 3  . 9 4 0 . 0 0 0 - 1 4 . 9 8 0 8 - 1 1 . 2 8 7 3 3
h r l 4  j - 1 7 . 0 4 3 8 9 . 9 8 2 6 9 7 7 - 1 7  . 3 4 0 . 0 0 0 - 1 8 . 9 7 0 2 1 - 1 5 . 1 1 7 5 7
h r l 5  j - 1 2 . 4 5 4 2 6 . 8 2 9 8 1 9 - 1 5 . 0 1 0 . 0 0 0 - 1 4 . 0 8 0 9 - 1 0 . 8 2 7 6 2
h r l 6  | - 6 . 0 3 1 5 4 3 . 8 3 6 9 2 2 4 - 7 . 2 1 0 . 0 0 0 - 7  . 6 7 2 1 0 8 - 4 . 3 9 0 9 7 7
h r  17 j 9 . 0 3 5 9 1 7 . 9 0 1 0 6 5 8 1 0 . 0 3 0 . 0 0 0 7 . 2 6 9 6 1 5 10 . 8 0 2 2 2
h r l 8  j 1 6 . 2 9 7 3 2 . 9 3 9 6 1 5 8 17 . 3 4 0 . 0 0 0 1 4 . 4 5 5 4 5 1 8 . 1 3 9 1 9
h r  19 j 9 . 2 6 7 2 8 6 . 9 4 5 9 3 5 4 9 . 8 0 0 . 0 0 0 7 . 4 1 3 0 3 1 1 . 1 2 1 5 4
h r 2  0 5 . 9 5 3 1 7 3 1 . 0 2 6 4 2 4 5 . 8 0 0 . 0 0 0 3 . 9 4 1 1 4 7 . 9 6 5 2 0 6
h r 2 1  j 4 . 8 9 6 7 8 4 1 . 0 7 2 7 9 9 4 . 5 6 0 . 0 0 0 2 . 7 9 3 8 4 5 6 . 9 9 9 7 2 3
h r  2 2 j - . 9 2 6 8 4 4 8 1 . 1 1 8 8 5 6 - 0 . 8 3 0 . 4 0 7 - 3 . 1 2 0 0 6 6 1 . 2 6 6 3 7 6
h r  2 3 | - 1 5 . 2 1 5 3 3 1 . 0 7 7 0 2 6 - 1 4 . 1 3 0 . 0 0 0 - 1 7 . 3 2 6 5 6 - 1 3 . 1 0 4 1 1
h r  2 4 j - 2 9 . 6 1 3 6 8 . 9 3 4 5 1 0 5 - 3 1 . 6 9 0 . 0 0 0 - 3 1 . 4 4 5 5 4 - 2 7  . 7 8 1 8 2
m o n  | . 2 0 4 4 7 6 1 . 6 6 0 0 1 2 5 0 . 3 1 0 . 7 5 7 - 1 . 0 8 9 3 0 4 1 . 4 9 8 2 5 7
t u e  | . 4 7 4 5 8 4 6 . 6 6 7 1 0 7 9 0 . 7 1 0 . 4 7 7 - . 8 3 3 1 0 4 5 1 . 7 8 2 2 7 4
w e d  | 1 . 3 9 6 2 3 8 . 7 2 1 2 7 3 3 1 . 9 4 0 . 0 5 3 - . 0 1 7 6 2 8 5 2 . 8 1 0 1 0 4
t h u  j 1 . 3 5 3 7 7 8 . 8 2 3 5 4 7 5 1 . 6 4 0 . 1 0 0 - . 2 6 0 5 7 0 1 2 . 9 6 8 1 2 5
f r i  j . 7 6 4 7 6 3 . 7 3 8 1 3 4 4 1 . 0 4 0 . 3 0 0 - . 6 8 2 1 5 4 8 2 . 2 1 1 6 8 1
s a t  | - . 6 1 5 5 9 1 3 . 6 8 4 5 0 3 4 - 0 . 9 0 0 . 3 6 9 - 1 . 9 5 7 3 8 . 7 2 6 1 9 7
f  e b  j - 1 . 3 4 9 1 6 9 1 . 0 2 8 7 8 7 - 1 . 3 1 0 . 1 9 0 - 3  . 3 6 5 8 3 4 . 6 6 7 4 9 6 8
m a r  | - 1 2 . 6 8 9 6 3 1 . 2 7 8 0 6 4 - 9 . 9 3 0 . 0 0 0 - 1 5  . 1 9 4 9 4 - 1 0 . 1 8 4 3 2
a p r  | - 1 6 . 2 6 8 6 1 . 6 2 2 9 1 7 - 1 0 . 0 2 0 . 0 0 0 - 1 9 . 4 4 9 9 - 1 3 . 0 8 7 3
m a y  | - 2 1 . 8 5 0 0 4 1 . 7 3 0 4 1 7 - 1 2 . 6 3 0 . 0 0 0 - 2 5  . 2 4 2 0 7 - 1 8 . 4 5 8 0 2
j u n  | - 2 5 . 2 2 3 1 4 1 . 8 6 2 5 8 6 - 1 3 . 5 4 0 . 0 0 0 - 2 8 . 8 7 4 2 5 - 2 1 . 5 7 2 0 3
j u l  I - 2 7  . 0 3 5 9 3 1 .  9 3 3 3 5 - 1 3 . 9 8 0 . 0 0 0 - 3 0  . 8 2 5 7 5 - 2 3  . 2 4 6 1 1
a u g  | - 2 5 . 9 4 3 7 7 1 . 8 9 2 4 8 9 - 1 3 . 7 1 0 . 0 0 0 - 2 9 . 6 5 3 5 - 2 2  . 2 3 4 0 4
s e p  | - 2 5 . 1 7 5 1 6 1 . 8 6 2 5 5 7 - 1 3 . 5 2 0 . 0 0 0 - 2 8 . 8 2 6 2 1 - 2 1 . 5 2 4 1 1
o c t  | - 2 1 . 7 9 0 7 3 1 . 6 7 4 4 2 3 - 1 3 . 0 1 0 . 0 0 0 - 2 5 . 0 7 3 - 1 8 . 5 0 8 4 7
n o v  | - 1 2 . 0 0 1 3 1 . 2 9 6 7 8 3 - 9 . 2 5 0 . 0 0 0 - 1 4 . 5 4 3 3 - 9 . 4 5 9 3 0 2
d e c  | - 6 . 9 0 2 8 4 6 1 . 0 4 4 5 8 7 - 6 . 6 1 0 . 0 0 0 - 8 . 9 5 0 4 8 4 - 4 . 8 5 5 2 0 8
mwh |
L I . j . 8 6 5 8 0 1 6 . 0 0 6 5 9 0 5 1 3 1 . 3 7 0 . 0 0 0 . 8 5 2 8 8 2 7 . 8 7 8 7 2 0 6
_ c o n s  | 4 2 . 8 6 5 0 9 2 . 3 2 8 7 2 1 8 . 4 1 0 . 0 0 0 3 8 . 3 0 0 2 5 47 . 4 2 9 9 4
r h o  | . 3 0 1 7 3 6 7
D u r b i n - W a t s o n s t a t i s t i c  (io r i g i n a l ) 1 . 5 0 4 2 5 6
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 2 . 0 3 3 8 4 2
P r a i s - W i n s t e n  A R (1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s  
L i n e a r  r e g r e s s i o n
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Commercial
Table 11: Commercial Initial Regression
S o u r c e  | SS d f MS N u m b e r  o f  o b s  = 
F ( 4 2 ,  8 7 1 7 )  = 
P r o b  > F = 
R - s q u a r e d  = 
A d j  R - s q u a r e d  = 
R o o t  MSE
8 7 6 0  
1 2 0 5 . 0 4  
0 . 0 0 0 0  
0 . 8 5 3 1  
0 . 8 5 2 4  
3 4 . 8 9 3
M o d e l  | 
R e s i d u a l  |
6 1 6 2 2 5 0 0 . 3
1 0 6 1 3 4 2 5 . 6
42
8 7 1 7
1 4 6 7 2 0 2 . 3 9  
1 2 1 7 . 5 5 4 8 5
T o t a l  | 7 2 2 3 5 9 2 6 8 7 5 9 8 2 4 7 . 0 5 1 7 2
mwh | C o e f  . S t d .  E r r . t P> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 4 2 4 6 7 6 . 0 4 5 6 0 0 1 9 . 3 1 0 . 0 0 0 . 3 3 5 2 8 9 2 . 5 1 4 0 6 2 9
c o o l i n g d e g ~ s  | 2 . 9 5 0 0 9 9 . 0 9 5 6 1 7 7 3 0 . 8 5 0 . 0 0 0 2 . 7 6 2 6 6 6 3 . 1 3 7 5 3 2
h r l  j 1 6 . 5 4 5 4 7 2 . 5 8 4 0 8 6 6 . 4 0 0 . 0 0 0 1 1 . 4 8 0 0 5 2 1 . 6 1 0 8 9
h r  2 | 3 . 3 1 9 4 6 5 2 . 5 8 3 6 3 1 1 . 2 8 0 . 1 9 9 - 1 . 7 4 5 0 6 2 8 . 3 8 3 9 9 2
h r  3 - 3  . 2 1 2 4 9 4 2 . 5 8 3 3 4 2 - 1 . 2 4 0 . 2 1 4 - 8 . 2 7 6 4 5 6 1 . 8 5 1 4 6 7
h r  4 | - 5 . 5 0 2 0 6 2 . 5 8 3 0 7 1 - 2  . 1 3 0 . 0 3 3 - 1 0 . 5 6 5 4 9 -  . 4 3 8 6 3 0 7
h r  6 j 1 8 . 1 1 4 3 1 2 . 5 8 2 9 6 8 7 . 01 0 . 0 0 0 13 . 0 5 1 0 8 23 . 1 7 7 5 4
h r  7 j 5 2 . 5 6 9 3 5 2 . 5 8 3 0 8 7 2 0 . 3 5 0 . 0 0 0 4 7 . 5 0 5 8 9 57 . 6 3 2 8 1
h r  8 8 7 . 8 1 4 5 4 2 . 5 8 4 5 7 2 3 3 . 9 8 0 . 0 0 0 82 . 7 4 8 1 7 9 2 . 8 8 0 9 2
h r  9 j 1 2 7 . 6 1 9 7 2 . 5 9 0 1 8 7 49  . 2 7 0 . 0 0 0 1 2 2 . 5 4 2 3 1 3 2 . 6 9 7 1
h r l O  j 1 4 9 . 5 9 3 2 2 . 6 0 0 4 7 2 57 . 5 3 0 . 0 0 0 1 4 4 . 4 9 5 6 1 5 4 . 6 9 0 7
h r  11  | 1 6 1 . 8 4 1 2 . 6 1 1 8 7 9 6 1 . 9 6 0 . 0 0 0 1 5 6 . 7 2 1 1 1 6 6 . 9 6 0 9
h r l 2 1 6 5 . 4 9 5 9 2 . 6 2 2 9 6 7 6 3 . 0 9 0 . 0 0 0 1 6 0 . 3 5 4 2 1 7 0 . 6 3 7 5
h r  13 | 1 6 2 . 7 5 0 7 2 . 6 3 4 6 2 6 6 1 . 7 7 0 . 0 0 0 1 5 7 . 5 8 6 2 1 6 7 . 9 1 5 2
h r l 4  j 1 6 4 . 3 6 4 5 2 . 6 4 2 7 2 62 . 2 0 0 . 0 0 0 1 5 9 . 1 8 4 1 1 6 9 . 5 4 4 8
h r  15 j 1 6 2  . 2 8 3 9 2 . 6 4 5 2 2 4 6 1 . 3 5 0 . 0 0 0 1 5 7 . 0 9 8 6 1 6 7 . 4 6 9 2
h r l 6  j 1 5 8 . 1 8 0 4 2 . 6 4 3 0 9 1 5 9 . 8 5 0 . 0 0 0 1 5 2  . 9 9 9 4 1 6 3 . 3 6 1 5
h r l 7  j 1 4 9 . 8 7 9 6 2 . 6 3 4 8 5 4 5 6 . 8 8 0 . 0 0 0 1 4 4 . 7 1 4 6 1 5 5 . 0 4 4 5
h r  18  j 1 2 9 . 5 9 1 3 2 . 6 2 2 1 6 9 4 9 . 4 2 0 . 0 0 0 1 2 4 . 4 5 1 2 1 3 4 . 7 3 1 4
h r  19  j 1 1 1 . 3 5 4 6 2 . 6 0 9 1 7 2 42 . 68 0 . 0 0 0 1 0 6 . 2 4 1 1 6 . 4 6 9 2
h r  2 0  j 1 0 5 . 6 7 2 7 2 . 5 9 9 4 2 5
LO'vOo 0 . 0 0 0 1 0 0 . 5 7 7 2 1 1 0 . 7 6 8 2
h r 2 1 j 9 3 . 0 1 2 6 8 2 . 5 9 3 5 9 1 3 5 . 8 6 0 . 0 0 0 8 7 . 9 2 8 6 3 9 8 . 0 9 6 7 3
h r  2 2 | 7 7 . 9 7 0 3 5 2 . 5 8 9 6 1 3 3 0 . 1 1 0 . 0 0 0 72 . 8 9 4 1 83 . 0 4 6 6 1
h r  2 3 j 5 3 . 1 2 0 5 1 2 . 5 8 6 9 8 2 0 . 5 3 0 . 0 0 0 4 8 . 0 4 9 4 2 5 8 . 1 9 1 6
h r  2 4 | 3 2 . 0 4 0 4 2 . 5 8 4 9 5 5 12 . 3 9 0 . 0 0 0 2 6 . 9 7 3 2 8 3 7 . 1 0 7 5 3
m o n  | 1 4 . 8 2 5 4 6 1 . 3 9 7 8 4 6 1 0 . 6 1 0 . 0 0 0 12 . 0 8 5 3 6 1 7 . 5 6 5 5 7
t u e  j 1 3 . 3 9 8 2 6 1 . 3 9 9 8 5 2 9 . 5 7 0 . 0 0 0 1 0 . 6 5 4 2 1 1 6 . 1 4 2 3
w e d  | - 4 6 . 0 8 8 1 1 1 . 3 9 6 5 4 9 - 3 3 . 0 0 0 . 0 0 0 - 4 8 . 8 2 5 6 7 - 4 3 . 3 5 0 5 4
t h u  | - 8 5 . 1 0 6 8 8 1 . 4 0 0 9 0 3 - 6 0 . 7 5 0 . 0 0 0 - 8 7 . 8 5 2 9 8 - 8 2 . 3 6 0 7 8
f r i  j 1 0 . 9 3 5 5 1 . 4 0 3 7 9 7 . 7 9 0 . 0 0 0 8 . 1 8 3 7 4 4 13 . 6 8 7 2 6
s a t  j 8 . 6 5 6 9 3 3 1 . 3 9 9 2 7 4 6 . 1 9 0 . 0 0 0 5 . 9 1 4 0 2 5 1 1 . 3 9 9 8 4
f  e b  j 6 . 1 1 4 0 4 1 1 . 9 0 8 8 4 8 3 . 2 0 0 . 0 0 1 2 . 3 7 2 2 4 8 9 . 8 5 5 8 3 3
m a r  | - 4 6 . 4 0 9 4 1 . 9 5 2 7 3 9 - 2 3  . 7 7 0 . 0 0 0 - 5 0  . 2 3 7 2 3 - 4 2 . 5 8 1 5 7
a p r  j - 2 6 . 3 6 0 8 1 2 . 0 8 5 5 4 2 - 1 2 . 6 4 0 . 0 0 0 - 3 0 . 4 4 8 9 7 - 2 2  . 2 7 2 6 6
m a y  | - 2 7 . 3 5 5 2 5 2 . 2 4 4 9 1 - 1 2 . 1 9 0 . 0 0 0 - 3 1 . 7 5 5 8 1 - 2 2 . 9 5 4 7
j u n  | 7 . 5 8 0 1 1 3 2 . 5 2 0 7 6 2 3 . 0 1 0 . 0 0 3 2 . 6 3 8 8 2 4 1 2 . 5 2 1 4
j u l  | 2 8 . 1 6 0 7 1 2 . 6 2 8 7 4 5 1 0 . 7 1 0 . 0 0 0 23  . 0 0 7 7 5 3 3 . 3 1 3 6 8
a u g  j 4 9 . 9 1 7 5 2 . 5 2 4 4 19 . 7 7 0 . 0 0 0 4 4 . 9 6 9 0 8 5 4 . 8 6 5 9 2
s e p  j 4 . 9 1 5 6 7 1 2 . 4 2 0 3 4 1 2 . 0 3 0 . 0 4 2 . 1 7 1 2 2 9 9 9 . 6 6 0 1 1 1
o c t  j - 5 7 . 2 1 8 2 7 2 . 1 5 3 6 6 6 - 2 6 . 5 7 0 . 0 0 0 - 6 1 . 4 3 9 9 6 - 5 2 . 9 9 6 5 8
n o v  | - 1 7 . 9 4 4 4 4 1 . 9 1 5 2 2 5 - 9  . 3 7 0 . 0 0 0 - 2 1 . 6 9 8 7 4 - 1 4 . 1 9 0 1 5
d e c  | - 1 3 . 0 8 6 9 3 1 . 8 3 2 5 1 8 - 7 . 1 4 0 . 0 0 0 - 1 6 . 6 7 9 1 - 9 . 4 9 4 7 6 2
_ c o n s  | 2 9 4 . 5 1 7 2 3 . 0 6 7 8 2 3 9 6 . 0 0 0 . 0 0 0 2 8 8 . 5 0 3 6 3 0 0 . 5 3 0 9
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Table 12: Commercial VIF Test
V a r i a b l e  | V I F 1 / V I F
j u l  | 3 . 8 6 0 . 2 5 8 8 0 0
a u g  j 3 . 5 6 0 . 2 8 0 6 3 7
h e a t i n g d e g ~ s  | 3 . 4 7 0 . 2 8 8 3 0 6
j u n  | 3 . 4 5 0 . 2 8 9 9 6 1
s e p  j 3 . 1 8 0 . 3 1 4 5 2 2
m a y  | 2 . 8 2 0 . 3 5 4 8 6 6
o c t  | 2 . 5 9 0 . 3 8 5 5 7 2
a p r  j 2 . 3 6 0 . 4 2 3 6 1 0
m a r  | 2 . 1 3 0 . 4 6 9 0 0 1
c o o l i n g d e g ~ s  | 2 . 0 1 0 . 4 9 7 1 1 8
h r  15  j 2 . 0 1 0 . 4 9 7 4 5 5
h r  16 2 . 0 1 0 . 4 9 8 2 5 9
h r l 4  j 2 . 0 1 0 . 4 9 8 3 9 9
h r l ?  | 1 . 9 9 0 . 5 0 1 3 7 9
h r  13 j 1 . 9 9 0 . 5 0 1 4 6 6
n o v  | 1 . 9 9 0 . 5 0 2 3 0 1
h r l 2  j 1 . 9 8 0 . 5 0 5 9 3 4
h r l 8  j 1 . 9 8 0 . 5 0 6 2 4 2
h r l l  j 1 . 9 6 0 . 5 1 0 2 3 8
h r  19  j 1 . 9 6 0 . 5 1 1 2 9 8
h r l O  | 1 . 9 4 0 . 5 1 4 7 2 4
h r  20  j 1 . 9 4 0 . 5 1 5 1 3 9
h r  2 1  | 1 . 9 3 0 . 5 1 7 4 5 9
h r  9 j 1 . 9 3 0 . 5 1 8 8 2 0
h r  2 2 j 1 . 9 3 0 . 5 1 9 0 5 0
h r  2 3 j 1 . 9 2 0 . 5 2 0 1 0 7
h r  2 4 j 1 . 9 2 0 . 5 2 0 9 2 2
h r  8 j 1 . 9 2 0 . 5 2 1 0 7 7
h r l  j 1 . 9 2 0 . 5 2 1 2 7 3
h r  2 j 1 . 9 2 0 . 5 2 1 4 5 7
h r  3 j 1 . 9 2 0 . 5 2 1 5 7 3
h r  7 j 1 . 9 2 0 . 5 2 1 6 7 6
h r  4 j 1 . 9 2 0 . 5 2 1 6 8 3
h r  6 j 1 . 9 2 0 . 5 2 1 7 2 4
d e c  | 00 00 0 . 5 3 2 5 5 7
f e b  | 1 . 8 6 0 . 5 3 8 5 6 7
w e d  | 1 . 7 4 0 . 5 7 4 1 5 3
f r i  j 1 . 7 3 0 . 5 7 7 3 2 2
t h u  | 1 . 7 3 0 . 5 7 9 7 0 4
t u e  | 1 . 7 2 0 . 5 8 0 5 7 5
s a t  | 1 . 7 2 0 . 5 8 1 0 5 4
m o n  | 1 . 7 2 0 . 5 8 2 2 4 2
M e a n  V I F  1 2 . 1 5
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Table 13: Commercial Regression with Robust Standard Errors
L i n e a r  r e g r e s s i o n
R o b u s t  HC3
mwh | C o e f . S t d .  E r r .
h e a t i n g d e g ~ s  | . 4 2 4 6 7 6 . 0 4 0 1 8 8 7
c o o l i n g d e g ~ s  | 2 . 9 5 0 0 9 9 . 1 0 8 4 2 6 9
h r l  j 1 6 . 5 4 5 4 7 2 . 5 4 6 1 8 8
h r 2  j 3 . 3 1 9 4 6 5 2 . 5 3 6 7 2 4
h r  3 j - 3  . 2 1 2 4 9 4 2 . 5 3 4 5 3 9
h r  4 j - 5 . 5 0 2 0 6 2 . 5 1 8 1 7 3
h r  6 j 1 8 . 1 1 4 3 1 2 . 3 0 0 9 4 6
h r  7 j 5 2 . 5 6 9 3 5 2 . 1 7 4 0 2 8
h r  8 j 8 7 . 8 1 4 5 4 2 . 3 4 0 1 9 5
h r  9 j 1 2 7 . 6 1 9 7 2 . 5 4 6 5 4 1
h r  10  j 1 4 9 . 5 9 3 2 2 . 7 0 4 0 3 6
h r  11  j 1 6 1 . 8 4 1 2 . 7 1 1 1 3 1
h r l 2  j 1 6 5 . 4 9 5 9 2 . 7 6 5 4 2 5
h r  13 1 6 2 . 7 5 0 7 2 , 7 5 8 8 9 9
h r l 4  j 1 6 4 . 3 6 4 5 2 . 8 5 6 3 9 3
h r  15 j 1 6 2 . 2 8 3 9 2 . 9 7 9 6 5 7
h r  16  j 1 5 8 . 1 8 0 4 3 . 0 3 4 2 7 2
h r l 7  | 1 4 9 . 8 7 9 6 2 . 9 7 5 2 9 5
h r  18  j 1 2 9 . 5 9 1 3 2 . 5 6 6 5 4 9
h r l 9  j 1 1 1 . 3 5 4 6 2 . 3 1 2 5 5 1
h r 2  0 j 1 0 5 . 6 7 2 7 2 . 2 0 7 5 4 9
h r 2 1 j 9 3 . 0 1 2 6 8 2 . 1 7 8 5 0 7
h r  2 2 | 7 7 . 9 7 0 3 5 2 . 2 0 5 5 5 1
h r  2 3 j 5 3 . 1 2 0 5 1 2 . 2 3 4 8 6 6
h r  2 4 j 3 2 . 0 4 0 4 2 . 3 6 8 5 5 5
m o n | 1 4 . 8 2 5 4 6 1 . 1 2 9 8 2 8
t u e  | 1 3 . 3 9 8 2 6 1 . 0 6 0 4 4 2
w e d  | - 4 6 . 0 8 8 1 1 1 . 2 4 8 7 9 1
t h u  j - 8 5 . 1 0 6 8 8 1 . 6 0 2 5 1 3
f r i  j 1 0 . 9 3 5 5 1 . 3 0 1 5 2 7
s a t  | 8 . 6 5 6 9 3 3 1 . 1 0 1 3 0 9
f e b  j 6 . 1 1 4 0 4 1 1 . 6 0 4 5 1 8
m a r  | - 4 6 . 4 0 9 4 1 . 6 4 5 0 4 2
a p r  j - 2 6 . 3 6 0 8 1 2 . 0 1 6 0 7 5
m a y  | - 2 7 . 3 5 5 2 5 2 . 2 5 3 2 8
j u n  j 7 . 5 8 0 1 1 3 2 . 5 1 9 9 1 3
j u l  | 2 8 . 1 6 0 7 1 2 . 7 0 8 4 8 2
a u g  j 4 9 . 9 1 7 5 2 . 6 2 9 6 2 5
s e p  j 4 . 9 1 5 6 7 1 2 . 4 4 7 7 0 3
o c t  | - 5 7 . 2 1 8 2 7 1 . 9 1 3 4 1 4
n o v  | - 1 7 . 9 4 4 4 4 1 . 8 9 6 3 6 9
d e c  | - 1 3 . 0 8 6 9 3 1 . 8 2 6 9 7 9
_ c o n s  1 2 9 4 . 5 1 7 2 2 . 8 7 8 6 9 9
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 1 0 1 9 . 9 1
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 8 5 3 1
R o o t  MSE = 3 4 . 8 9 3
t p> 111 [95% C o n f . I n t e r v a l ]
. 5 7 0 . 0 0 0 . 3 4 5 8 9 6 8 . 5 0 3 4 5 5 3
. 2 1 0 .  0 0 0 2 . 7 3 7 5 5 7 3 . 1 6 2 6 4 1
. 50 0 . 0 0 0 1 1 . 5 5 4 3 4 2 1 . 5 3 6 6
. 3 1 0 . 1 9 1 - 1 . 6 5 3 1 1 3 8 . 2 9 2 0 4 2
. 2 7 0 . 2 0 5 - 8 . 1 8 0 7 9 1 . 7 5 5 8 0 1
. 1 8 0 . 0 2 9 - 1 0 . 4 3 8 2 7 - . 5 6 5 8 4 5 8
. 87 0 . 0 0 0 13 . 6 0 3 9 1 22  . 6 2 4 7 1
. 1 8 0 . 0 0 0 4 8 . 3 0 7 7 4 5 6 . 8 3 0 9 6
. 5 2 0 . 0 0 0 83 . 2 2 7 2 1 92 . 4 0 1 8 8
. 11 0 . 0 0 0 1 2 2 . 6 2 7 9 1 3 2 . 6 1 1 5
. 3 2 0 . 0 0 0 1 4 4 . 2 9 2 6 1 5 4 . 8 9 3 7
. 7 0 0 . 0 0 0 1 5 6 . 5 2 6 6 1 6 7 . 1 5 5 5
. 8 4 0 . 0 0 0 1 6 0 . 0 7 5 1 7 0  . 9 1 6 8
. 9 9 0 . 0 0 0 1 5 7 . 3 4 2 6 1 6 8 . 1 5 8 8
. 5 4 0 . 0 0 0 1 5 8 . 7 6 5 3 1 6 9  . 9 6 3 7
. 4 6 0 . 0 0 0 1 5 6 . 4 4 3 1 1 6 8  . 1 2 4 7
. 1 3 0 . 0 0 0 1 5 2 . 2 3 2 6 1 6 4 . 1 2 8 3
. 3 7 0 . 0 0 0 1 4 4 . 0 4 7 3 1 5 5 . 7 1 1 9
. 4 9 0 . 0 0 0 1 2 4 . 5 6 0 2 1 3 4 . 6 2 2 3
. 15 0 . 0 0 0 1 0 6 . 8 2 1 5 1 1 5 . 8 8 7 8
. 87 0 . 0 0 0 1 0 1 . 3 4 5 4 1 1 0
. 7 0 0 . 0 0 0 8 8 . 7 4 2 3 97 . 2 8 3 0 7
. 3 5 0 . 0 0 0 7 3 . 6 4 6 9 5 82 . 2 9 3 7 5
. 7 7 0 . 0 0 0 4 8 . 7 3 9 6 4 5 7 . 5 0 1 3 7
. 5 3 0 . 0 0 0 2 7 . 3 9 7 4 8 3 6 . 6 8 3 3 3
. 1 2 0 . 0 0 0 1 2 . 6 1 0 7 3 1 7 . 0 4 0 1 9
. 6 3 0 . 0 0 0 1 1 . 3 1 9 5 4 1 5 . 4 7 6 9 7
. 9 1 0 . 0 0 0 - 4 8 . 5 3 6 0 3 - 4 3 . 6 4 0 1 8
. 11 0 . 0 0 0 - 8 8 . 2 4 8 1 8 - 8 1 . 9 6 5 5 7
. 4 0 0 . 0 0 0 8 . 3 8 4 2 0 3 1 3 . 4 8 6 8
. 8 6 0 . 0 0 0 6 . 4 9 8 1 0 7 1 0 . 8 1 5 7 6
. 8 1 0 . 0 0 0 2 . 9 6 8 8 0 7 9 . 2 5 9 2 7 4
. 2 1 0 . 0 0 0 - 4 9 . 6 3 4 0 7 - 4 3 . 1 8 4 7 3
. 0 8 0 . 0 0 0 - 3 0  . 3 1 2 7 9 - 2 2 . 4 0 8 8 3
. 1 4 0 . 0 0 0 - 3 1 . 7 7 2 2 1 - 2 2  . 9 3 8 2 9
. 01 0 . 0 0 3 2 . 6 4 0 4 8 9 12 . 5 1 9 7 4
. 4 0 0 . 0 0 0 2 2 . 8 5 1 4 5 33 . 4 6 9 9 8
. 9 8 0 . 0 0 0 4 4 . 7 6 2 8 1 5 5 . 0 7 2 1 8
. 0 1 0 . 0 4 5 . 1 1 7 5 9 5 3 9 . 7 1 3 7 4 6
. 9 0 0 . 0 0 0 - 6 0  . 9 6 9 0 1 - 5 3 . 4 6 7 5 3
. 4 6 0 . 0 0 0 - 2 1 . 6 6 1 7 7 - 1 4 . 2 2 7 1 1
. 1 6 0 . 0 0 0 - 1 6 . 6 6 8 2 4 - 9 . 5 0 5 6 1 9













































P r a i s - W i n s t e n  A R ( 1 )  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
L i n e a r  r e g r e s s i o n  N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 3 ,  8 7 1 7 )  = 5 9 0 . 6 2
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 7 6 8 6
R o o t  MSE = 1 0 . 4 4 9
Table 14: Commercial Prais-Winsten Regression
S e m i - r o b u s t HC3
mwh | C o e f  . S t d .  E r r . t p > i t | [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 6 2 3 3 6 9 7 . 1 1 9 8 4 3 6 5 . 2 0 0 . 0 0 0 . 3 8 8 4 4 8 . 8 5 8 2 9 1 4
c o o l i n g d e g ~ s  | 1 . 8 3 4 8 3 8 . 1 6 3 7 6 1 4 1 1 . 2 0 0 . 0 0 0 1 . 5 1 3 8 2 6 2 . 1 5 5 8 4 9
h r l  j 17 . 3 3 8 0 2 . 6 3 6 2 6 1 1 27  . 2 5 0 . 0 0 0 1 6 . 0 9 0 8 1 8 . 5 8 5 2 4
h r  2 | 3 . 9 4 6 6 6 9 . 5 1 1 7 6 0 6 7 . 7 1 0 . 0 0 0 2 . 9 4 3 4 9 8 4 .  9 4 9 8 4 1
h r  3 j - 2  . 7 2 4 9 7 5 . 3 8 7 9 5 2 1 - 7  . 0 2 0 . 0 0 0 - 3 . 4 8 5 4 5 3 - 1 . 9 6 4 4 9 8
h r  4 | - 5 . 2 3 3 0 5 1 . 2 6 0 7 1 0 4 • 2 0 . 0 7 0 . 0 0 0 - 5  . 7 4 4 1 0 5 - 4 . 7 2 1 9 9 8
h r  6 1 8 . 0 8 7 8 4 . 3 8 7 9 3 7 2 4 6 . 6 3 0 . 0 0 0 17 . 3 2 7 3 9 1 8 . 8 4 8 2 9
h r  7 j 5 2 . 9 3 8 0 9 . 9 2 7 2 2 5 2 5 7 . 0 9 0 . 0 0 0 5 1 . 1 2 0 5 1 5 4 . 7 5 5 6 7
h r  8 | 8 8 . 9 6 9 4 8 1 . 2 2 7 1 6 8 72 . 5 0 0 . 0 0 0 8 6 . 5 6 3 9 4 9 1 . 3 7 5 0 2
h r  9 j 1 3 0 . 0 1 1 9 1 . 4 6 4 7 1 8 8 . 7 6 0 . 0 0 0 1 2 7 . 1 4 0 7 1 3 2  . 8 8 3 1
h r  10  | 1 53  . 3 3 3 4 1 . 5 8 7 3 5 9 9 6 . 6 0 0 . 0 0 0 1 5 0 . 2 2 1 8 1 5 6 . 4 4 5
h r  11  j 1 6 6 . 6 5 7 8 1 . 6 8 6 9 9 3 9 8 . 7 9 0 . 0 0 0 1 6 3 . 3 5 0 9 1 6 9 . 9 6 4 7
h r l 2  j 1 7 1 . 2 0 4 3 1 . 7 7 6 3 3 9 9 6 . 3 8 0 . 0 0 0 1 6 7 . 7 2 2 3 1 7 4 . 6 8 6 3
h r l 3  | 1 6 9 . 2 6 1 5 1 . 8 4 4 6 6 2 9 1 . 7 6 0 . 0 0 0 1 6 5 . 6 4 5 6 1 7 2  . 8 7 7 5
h r l 4  | 1 7 1 . 3 8 3 6 1 . 8 9 3 0 1 2 9 0 . 5 3 0 . 0 0 0 1 6 7 . 6 7 2 9 1 7 5 . 0 9 4 4
h r l 5  | 1 6 9 . 4 5 0 2 1 . 9 2 2 6 5 9 8 8 . 1 3 0 . 0 0 0 1 6 5 . 6 8 1 3 1 7 3  . 2 1 9
h r  16 | 1 6 5 . 2 2 3 2 1 . 8 8 7 2 7 8 8 7 . 5 5 0 . 0 0 0 1 6 1 . 5 2 3 7 1 6 8 . 9 2 2 7
h r  17 j 1 5 6 . 4 1 5 7 1 . 8 2 8 5 7 7 8 5 . 5 4 0 . 0 0 0 1 5 2 . 8 3 1 2 1 6 0 . 0 0 0 1
h r l  8 j 1 3 5 . 2 3 4 7 1 . 7 2 3 8 3 5 7 8 . 4 5 0 . 0 0 0 1 3 1 . 8 5 5 6 1 3 8 . 6 1 3 8
h r  19 j 1 1 5 . 9 1 0 3 1 . 5 6 6 8 9 7 73 . 97 0 . 0 0 0 1 1 2 . 8 3 8 8 1 1 8 . 9 8 1 7
h r 2  0 j 1 0 9 . 2 0 5 5 1 . 4 2 6 6 9 2 7 6 . 5 4 0 . 0 0 0 1 0 6 . 4 0 8 9 1 1 2 . 0 0 2 2
h r 2 1  | 9 5 . 7 8 7 6 9 1 . 3 1 5 9 1 1 72 . 7 9 0 . 0 0 0 9 3 . 2 0 8 1 9 9 8 . 3 6 7 1 9
h r  2 2 j 8 0 . 1 1 1 4 6 1 . 1 9 3 8 9 8 67 . 1 0 0 . 0 0 0 7 7 . 7 7 1 1 3 82 . 4 5 1 7 8
h r  2 3 j 5 4 . 7 5 8 6 2 1 . 0 4 5 7 1 5 52 . 3 6 0 . 0 0 0 5 2 . 7 0 8 7 7 5 6 . 8 0 8 4 7
h r  2 4 | 3 3 . 2 2 3 4 6 . 9 0 7 3 7 4 5 3 6 . 6 1 0 . 0 0 0 3 1 . 4 4 4 7 9 3 5 . 0 0 2 1 3
m o n  | 3 . 3 5 5 3 7 2 1 . 4 2 8 3 2 6 2 . 3 5 0 . 0 1 9 . 5 5 5 5 1 6 3 6 . 1 5 5 2 2 8
t u e  | 1 . 8 0 6 9 8 2 . 1 6 1 4 4 5 0 . 8 4 0 . 4 0 3 - 2 . 4 2 9 9 6 2 6 . 0 4 3 9 2 3
w e d  | - 3 . 9 0 5 9 5 2 2 . 2 7 5 5 9 8 - 1 . 7 2 0 . 0 8 6 - 8 . 3 6 6 6 6 2 . 5 5 4 7 5 8 4
t h u  | - 9 . 8 9 6 9 1 2 2 . 2 7 2 8 8 2 - 4 . 3 5 0 . 0 0 0 - 1 4 . 3 5 2 3 - 5  . 4 4 1 5 2 7
f r i  j 2 . 5 1 0 9 5 2 2 . 0 0 4 7 8 8 1 . 2 5 0 . 2 1 0 - 1 . 4 1 8 9 0 6 6 . 4 4 0 8 0 9
s a t  | - . 0 1 2 1 7 8 9 1 . 1 6 8 3 1 8 - 0 . 0 1 0 . 9 9 2 - 2  . 3 0 2 3 5 9 2 . 2 7 8 0 0 1
f  e b  | 6 . 1 1 6 5 4 5 5 . 6 0 5 6 3 8 1 . 0 9 0 . 2 7 5 - 4 . 8 7 1 8 3 1 7 . 1 0 4 9 2
m a r  | - 3 0 . 4 2 0 0 7 1 0 . 6 9 7 6 1 - 2  . 84 0 . 0 0 4 - 5 1 . 3 8 9 9 - 9 . 4 5 0 2 3 4
a p r  | 3 . 2 6 2 7 1 6 2 1 . 0 7 4 0 2 0 . 1 5 0 . 87 7 - 3 8 . 0 4 7 3 4 4 4 . 5 7 2 7 7
m a y  | 2 4 . 8 3 7 3 2 3 6 . 6 4 1 9 8 0 . 6 8 0 . 4 9 8 - 4 6 . 9 8 9 6 1 9 6 . 6 6 4 2 5
j u n  | . 8 6 3 3 8 8 9 4 8 . 9 5 8 4 6 0 . 0 2 0 . 9 8 6 - 9 5 . 1 0 6 7 5 9 6 . 8 3 3 5 3
j u l  | 9 . 1 9 5 8 1 9 4 1 . 5 5 0 6 4 0 . 2 2 0 . 8 2 5 - 7 2  . 2 5 3 2 4 9 0 . 6 4 4 8 8
a u g  | 2 4 . 1 5 6 0 1 3 2 . 5 6 0 3 7 0 . 7 4 0 . 4 5 8 - 3 9 . 6 7 0 0 1 87 . 9 8 2 0 2
s e p  | 8 . 1 3 6 8 9 7 2 9 . 4 5 9 3 9 0 . 2 8 0 . 7 8 2 - 4 9 . 6 1 0 4 7 6 5 . 8 8 4 2 6
o c t  | - 3 7 . 9 2 2 3 1 2 7 . 4 9 8 3 9 - 1 . 3 8 0 . 1 6 8 - 9 1 . 8 2 5 6 5 1 5 . 9 8 1 0 3
n o v  | - 4 . 5 4 8 3 3 4 2 4 . 9 1 2 5 1 - 0 . 1 8 0 . 8 5 5 - 5 3 . 3 8 2 7 5 4 4 . 2 8 6 0 8
d e c  | - 2 . 5 7 8 8 3 4 2 4 . 7 1 9 2 6 - 0  . 1 0 0 . 9 1 7 - 5 1 . 0 3 4 4 3 4 5 . 8 7 6 7 6
_ c o n s  | 2 7 2 . 0 0 3 1 1 3 . 3 8 2 6 2 2 0 . 3 3 0 . 0 0 0 2 4 5 . 7 7 2 9 8 . 2 3 6 2
r h o  | . 9 8 0 7 0 2 6
D u r b i n - W a t s o n s t a t i s t i c  (<o r i g i n a l ) 0 . 1 4 8 6 6 6
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 0 . 9 5 2 6 4 7
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Table 15: Commercial Final Regression
N u m b e r  o f  o b s  = 8 7 5 8
F ( 4 5 ,  8 7 1 3 )  =
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 9 9 4 7
R o o t  MSE = 8 . 3 4 6 5
mwh
S e m i - r o b u s t  
C o e f . S t d .  E r r .
HC3
t p> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s . 0 1 4 1 4 0 9 . 0 0 7 9 3 7 4 1 . 7 8 0 . 0 7 5 - . 0 0 1 4 1 8 2 . 0 2 9 7
c o o l i n g d e g ~ s . 1 7 2 0 5 5 8 . 0 2 2 0 5 5 2 7 . 80 0 . 0 0 0 . 1 2 8 8 2 2 3 . 2 1 5 2 8 9 3
h r l - 4 . 8 8 9 8 3 4 . 6 8 1 6 8 2 2 - 7  . 1 7 0 . 0 0 0 - 6 . 2 2 6 0 9 3 - 3  . 5 5 3 5 7 6
h r  2 - 7 . 4 2 4 7 6 3 . 5 2 0 4 2 0 6 - 1 4 . 2 7 0 . 0 0 0 - 8 . 4 4 4 9 1 - 6 . 4 0 4 6 1 6
h r  3 - 3 . 5 2 1 6 9 3 . 3 9 0 0 2 2 8 - 9 . 0 3 0 . 0 0 0 - 4 . 2 8 6 2 3 - 2 . 7 5 7 1 5 6
h r  4 - 4 . 7 2 1 1 7 8 . 4 0 2 0 8 9 7 - 1 1 . 7 4 0 . 0 0 0 - 5 . 5 0 9 3 6 9 - 3  . 9 3 2 9 8 7
h r  6 7 . 7 1 5 3 9 6 . 3 8 6 8 0 7 4 1 9 . 9 5 0 . 0 0 0 6 . 9 5 7 1 6 2 8 . 4 7 3 6 3
h r  7 1 6 . 2 0 6 2 1 . 7 5 0 7 2 8 5 2 1 . 5 9 0 . 0 0 0 1 4 . 7 3 4 6 1 1 7 . 6 7 7 8 2
h r  8 7 . 6 7 1 7 0 4 . 7 5 0 8 7 8 6 1 0 . 2 2 0 . 0 0 0 6 . 1 9 9 8 0 4 9 . 1 4 3 6 0 3
h r  9 1 4 . 4 6 1 2 1 . 8 7 0 4 1 3 8 1 6 . 6 1 0 . 0 0 0 12 . 7 5 4 9 9 1 6 . 1 6 7 4 2
h r  10 - 4 . 1 5 0 0 1 1 . 6 5 1 2 4 8 4 - 6 . 3 7 0 . 0 0 0 - 5  . 4 2 6 6 1 2 - 2 . 8 7 3 4 1 1
h r l l - . 1 4 4 9 1 2 3 . 6 4 3 7 2 8 7 - 0 . 2 3 0 . 82 2 - 1 . 4 0 6 7 7 3 1 . 1 1 6 9 4 8
h r l 2 - . 5 9 3 7 1 1 1 . 6 1 5 8 7 7 4 - 0 . 9 6 0 . 3 3 5 - 1 . 8 0 0 9 7 6 . 6 1 3 5 5 4 1
h r l 3 - . 6 6 4 8 1 1 . 5 8 9 8 9 9 1 - 1 . 1 3 0 . 2 6 0 - 1 . 8 2 1 1 5 3 . 4 9 1 5 3 0 6
h r  14 7 . 8 3 9 4 8 7 . 6 4 1 8 9 2 6 12 . 2 1 0 . 0 0 0 6 . 5 8 1 2 2 6 9 . 0 9 7 7 4 8
h r l 5 . 8 2 6 6 4 0 4 . 6 3 7 4 3 9 3 1 . 3 0 0 . 1 9 5 - . 4 2 2 8 9 1 4 2 . 0 7 6 1 7 2
h r l 6 1 . 4 2 1 8 9 7 . 5 6 7 0 0 0 8 2 . 51 0 . 0 1 2 . 3 1 0 4 4 1 5 2 . 5 3 3 3 5 3
h r l 7 - 1 . 8 9 8 8 9 9 . 5 7 4 5 2 9 2 - 3 . 3 1 0 . 0 0 1 - 3  . 0 2 5 1 1 2 -  . 7 7 2 6 8 5 8
h r  18 - 1 1 . 7 2 1 3 5 . 7 9 5 0 5 0 4 - 1 4 . 7 4 0 . 0 0 0 - 1 3 . 2 7 9 8 4 - 1 0 . 1 6 2 8 6
h r  19 - 2 . 1 2 5 3 0 2 . 6 5 9 5 7 9 6 - 3  . 2 2 0 . 0 0 1 - 3 . 4 1 8 2 3 4 -  . 8 3 2 3 7 0 4
h r 2  0 8 . 0 8 0 6 0 1 . 6 6 9 1 1 9 3 1 2 . 0 8 0 . 0 0 0 6 . 7 6 8 9 6 9 9 . 3 9 2 2 3 3
h r 2 1 - 7 . 9 2 8 5 8 5 . 5 1 8 9 4 5 4 - 1 5 . 2 8 0 . 0 0 0 - 8 . 9 4 5 8 4 - 6 . 9 1 1 3 2 9
h r  2 2 - 6 . 2 7 9 1 4 9 . 5 9 4 9 7 9 4 - 1 0 . 5 5 0 . 0 0 0 - 7 . 4 4 5 4 4 9 - 5 . 1 1 2 8 4 9
h r  2 3 - 1 5 . 3 0 2 0 3 . 6 5 2 6 3 7 2 - 2 3 . 4 5 0 . 0 0 0 - 1 6 . 5 8 1 3 6 - 1 4 . 0 2 2 7 1
h r  2 4 - 6 . 1 2 2 7 0 1 . 4 9 4 4 8 5 5 - 1 2 . 3 8 0 . 0 0 0 - 7 . 0 9 2 0 1 - 5 . 1 5 3 3 9 3
m o n . 9 7 7 6 5 1 5 . 2 4 6 3 4 8 8 3 . 9 7 0 . 0 0 0 . 4 9 4 7 4 9 7 1 . 4 6 0 5 5 3
t u e . 7 1 7 5 9 8 2 . 2 6 0 0 7 9 3 2 . 7 6 0 . 0 0 6 . 2 0 7 7 8 1 4 1 . 2 2 7 4 1 5
w e d - 3  . 2 4 2 9 7 1 . 2 5 6 5 3 8 1 - 1 2 . 6 4 0 . 0 0 0 - 3 . 7 4 5 8 4 7 - 2  . 7 4 0 0 9 6
t h u - 5 . 9 0 6 2 9 . 3 5 2 9 5 5 4 - 1 6 . 7 3 0 . 0 0 0 - 6 . 5 9 8 1 6 5 - 5  . 2 1 4 4 1 4
f r i . 3 6 8 7 4 2 9 . 2 7 3 2 7 8 1 . 3 5 0 . 1 7 7 - . 1 6 6 9 4 6 5 . 9 0 4 4 3 2 3
s a t . 3 1 4 6 6 1 9 . 2 5 8 5 8 7 8 1 . 2 2 0 . 2 2 4 - . 1 9 2 2 3 1 2 . 8 2 1 5 5 5 1
f  e b . 2 6 1 5 3 0 2 . 3 1 3 7 5 4 4 0 . 8 3 0 . 4 0 5 - . 3 5 3 5 0 2 6 . 8 7 6 5 6 3
m a r - 3 . 4 2 2 5 1 1 . 3 2 6 3 0 9 4 - 1 0 . 4 9 0 . 0 0 0 - 4 . 0 6 2 1 5 5 - 2  . 7 8 2 8 6 8
a p r - 2 . 1 3 6 1 0 9 . 3 6 5 1 5 0 3 - 5 . 8 5 0 . 0 0 0 - 2 . 8 5 1 8 9 - 1 . 4 2 0 3 2 8
m a y - 2 . 2 7 9 6 3 7 . 3 9 4 3 6 5 7 - 5 . 7 8 0 . 0 0 0 - 3  . 0 5 2 6 8 7 - 1 . 5 0 6 5 8 7
j u n . 1 8 9 8 6 6 9 . 4 7 4 8 9 9 6 0 . 4 0 0 . 6 8 9 - . 7 4 1 0 4 8 5 1 . 1 2 0 7 8 2
j u l 1 . 6 8 9 0 7 5 . 5 3 9 5 0 8 6 3 . 1 3 0 . 0 0 2 . 6 3 1 5 1 0 2 2 . 7 4 6 6 3 9
a u g 3 . 0 5 9 2 1 4 . 5 1 3 0 5 9 6 5 . 9 6 0 . 0 0 0 2 . 0 5 3 4 9 6 4 . 0 6 4 9 3 2
s e p - . 0 6 3 2 0 5 1 . 4 6 0 7 0 2 4 - 0 . 1 4 0 . 8 9 1 - . 9 6 6 2 9 0 8 . 8 3 9 8 8 0 5
o c t - 4 . 2 4 2 4 9 1 . 3 8 3 6 2 4 - 1 1 . 0 6 0 . 0 0 0 - 4 . 9 9 4 4 8 5 - 3  . 4 9 0 4 9 7
n o v - 1 . 4 1 5 9 8 1 . 3 4 4 2 0 1 4 - 4 . 1 1 0 . 0 0 0 - 2  . 0 9 0 6 9 7 - . 7 4 1 2 6 5 4
d e c - . 9 9 8 5 2 0 4 . 3 3 1 6 9 4 2 - 3  . 01 0 . 0 0 3 - 1 . 6 4 8 7 1 9 - . 3 4 8 3 2 1 4
mwh
L I . 1 . 6 5 5 9 8 2 . 0 1 0 2 5 5 9 1 6 1 . 4 7 0 . 0 0 0 1 . 6 3 5 8 7 8 1 . 6 7 6 0 8 5
L2 . - . 7 2 4 4 9 2 2 . 0 1 0 1 7 7 7 - 7 1 . 1 8 0 . 0 0 0 - . 7 4 4 4 4 2 8 - . 7 0 4 5 4 1 6
_ c o n s 2 7 . 6 5 8 5 5 . 8 4 2 7 8 7 3 32  . 82 0 . 0 0 0 2 6 . 0 0 6 4 8 2 9 . 3 1 0 6 1
r h o  | - . 2 6 2 0 6 6 5
D u r b i n - W a t s o n s t a t i s t i c  ('o r i g i n a l ) 2 . 2 1 6 8 6 3
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 2 . 0 2 9 8 2 7
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s  
L i n e a r  r e g r e s s i o n
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Industrial
Table 16: Industrial Initial Regression
S o u r c e | SS d f MS N u m b e r  o f  o b s  = 
F ( 4 2 ,  8 7 1 7 )  = 
P r o b  > F = 
R - s q u a r e d  = 
A d j  R - s q u a r e d  = 
R o o t  MSE
8 7 6 0  
6 6 2  . 7 3  
0 . 0 0 0 0  
0 . 7 6 1 5  
0 . 7 6 0 4  
3 4 . 7 2 5
M o d e l
R e s i d u a l
3 3 5 6 3 7 0 4 . 1
1 0 5 1 1 1 1 5 . 3
42
8 7 1 7
7 9 9 1 3 5 . 8 1 2
1 2 0 5 . 8 1 7 9 8
T o t a l 4 4 0 7 4 8 1 9 . 4 8 7 5 9 5 0 3 1 . 9 4 6 5
mwh | C o e f  . S t d .  E r r . t p> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 2 4 3 2 5 5 4 . 0 4 5 3 7 9 7 5 . 3 6 0 . 0 0 0 . 1 5 4 3 0 0 4 . 3 3 2 2 1 0 4
c o o l i n g d e g - s  | 1 . 1 1 0 3 9 3 . 0 9 5 1 5 5 7 1 1 . 6 7 0 . 0 0 0 . 9 2 3 8 6 4 8 1 . 2 9 6 9 2
h r l  | 8 . 1 9 9 9 3 2 . 5 7 1 6 0 1 3 . 1 9 0 . 0 0 1 3 . 1 5 8 9 8 5 13 . 2 4 0 8 8
h r  2 j . 5 7 7 4 7 3 2 . 5 7 1 1 4 8 0 . 2 2 0 . 8 22 - 4 . 4 6 2 5 8 4 5 . 6 1 7 5 3
h r 3  j - 4 . 3 5 9 6 4 3 2 . 5 7 0 8 6 1 - 1 . 7 0 0 . 0 9 0 - 9 . 3 9 9 1 3 8 . 6 7 9 8 5 1 3
h r  4 | - 5 . 4 0 4 0 7 3 2 . 5 7 0 5 9 1 - 2 . 1 0 0 . 0 3 6 - 1 0 . 4 4 3 0 4 - . 3 6 5 1 0 8 1
h r  6 | 1 6 . 0 5 9 1 4 2 . 5 7 0 4 8 9 6 . 2 5 0 . 0 0 0 1 1 . 0 2 0 3 7 2 1 . 0 9 7 9
h r  7 j 4 2 . 9 1 8 8 8 2 . 5 7 0 6 0 7 1 6 . 7 0 0 . 0 0 0 3 7 . 8 7 9 8 8 4 7 . 9 5 7 8 7
h r  8 j 7 1 . 2 2 6 5 8 2 . 5 7 2 0 8 5 27  . 69 0 . 0 0 0 6 6 . 1 8 4 6 9 7 6 . 2 6 8 4 8
h r  9 j 9 0 . 8 3 2 8 6 2 . 5 7 7 6 7 3 3 5 . 2 4 0 . 0 0 0 85 . 7 8 0 0 1 95  . 8 8 5 7
h r  10  | 1 0 0 . 4 6 9 1 2 . 5 8 7 9 0 8 3 8 . 8 2 0 . 0 0 0 9 5 . 3 9 6 2 2 1 0 5 . 5 4 2
h r l l  j 1 0 6 . 6 3 3 5 2 . 5 9 9 2 5 9 4 1 . 0 2 0 . 0 0 0 1 0 1 . 5 3 8 4 1 1 1 . 7 2 8 7
h r l 2  j 1 0 7 . 1 2 2 5 2 . 6 1 0 2 9 4 4 1 . 0 4 0 . 0 0 0 1 0 2 . 0 0 5 7 1 1 2 . 2 3 9 3
h r l 3  j 1 0 5 . 9 9 1 9 2 . 6 2 1 8 9 6 4 0 . 4 3 0 . 0 0 0 1 0 0 . 8 5 2 3 1 1 1 . 1 3 1 4
h r l 4  j 1 0 2 . 2 2 6 6 2 . 6 2 9 9 5 2 3 8 . 8 7 0 . 0 0 0 9 7 . 0 7 1 2 5 1 0 7 . 3 8 1 9
h r l 5  | 92 . 4 6 5 8 9 2 . 6 3 2 4 4 4 35  . 1 3 0 . 0 0 0 8 7 . 3 0 5 6 8 9 7 . 6 2 6 1
h r  16  j 8 0 . 8 8 8 8 1 2 . 6 3 0 3 2 1 3 0 . 7 5 0 . 0 0 0 7 5 . 7 3 2 7 6 8 6 . 0 4 4 8 6
h r  17 j 6 9 . 6 8 9 1 7 2 . 6 2 2 1 2 4 2 6 . 5 8 0 . 0 0 0 6 4 . 5 4 9 1 9 7 4 . 8 2 9 1 5
h r l 8  j 5 6 . 6 1 0 0 5 2 . 6 0 9 5 2 1 . 6 9 0 . 0 0 0 5 1 . 4 9 4 8 1 6 1 . 7 2 5 2 8
h r  19  | 4 5 . 0 5 1 5 6 2 . 5 9 6 5 6 5 17 . 3 5 0 . 0 0 0 3 9 . 9 6 1 6 8 5 0 . 1 4 1 4 4
h r  2 0 j 3 8 . 6 6 3 3 3 2 . 5 8 6 8 6 6 1 4 . 9 5 0 . 0 0 0 3 3 . 5 9 2 4 7 4 3 . 7 3 4 2
h r  2 1  j 3 3 . 8 0 4 4 8 2 . 5 8 1 0 6 1 3 . 1 0 0 . 0 0 0 2 8 . 7 4 5 3 8 . 8 6 3 9 7
h r  2 2 j 2 8 . 7 6 2 2 5 2 . 5 7 7 1 0 2 1 1 . 1 6 0 . 0 0 0 23 . 7 1 0 5 2 33 . 8 1 3 9 7
h r  2 3 | 2 1 . 3 5 0 3 9 2 . 5 7 4 4 8 1 8 . 2 9 0 . 0 0 0 1 6 . 3 0 3 8 2 6 . 3 9 6 9 8
h r  2 4 j 1 4 . 4 6 8 6 8 2 . 5 7 2 4 6 6 5 . 62 0 . 0 0 0 9 . 4 2 6 0 3 7 1 9 . 5 1 1 3 2
m o n  | 1 0 3 . 5 6 9 4 1 . 3 9 1 0 9 2 7 4 . 4 5 0 . 0 0 0 1 0 0 . 8 4 2 5 1 0 6 . 2 9 6 3
t u e  j 1 1 6 . 4 8 9 2 1 . 3 9 3 0 8 8 83 . 62 0 . 0 0 0 1 1 3 . 7 5 8 4 1 1 9  . 2 2
w e d  | 8 9 . 0 5 1 3 6 1 . 3 8 9 8 0 1 6 4 . 0 7 0 . 0 0 0 ■ 8 6 . 3 2 7 0 2 9 1 . 7 7 5 7
t h u  j 62 . 2 1 7 9 3 1 . 3 9 4 1 3 4 4 4 . 6 3 0 . 0 0 0 5 9 . 4 8 5 1 6 4 . 9 5 0 7 6
f r i  | 9 3 . 8 1 2 8 1 . 3 9 7 0 0 8 67 . 1 5 0 . 0 0 0 9 1 . 0 7 4 3 4 9 6 . 5 5 1 2 7
s a t  | 2 0 . 3 7 1 0 8 1 . 3 9 2 5 1 4 1 4 . 6 3 0 . 0 0 0 1 7 . 6 4 1 4 2 23  . 1 0 0 7 3
f e b  j 5 8 . 1 1 6 0 6 1 . 8 9 9 6 2 5 3 0 . 5 9 0 . 0 0 0 5 4 . 3 9 2 3 4 6 1 . 8 3 9 7 7
m a r  | 8 . 5 8 7 6 1 6 1 . 9 4 3 3 0 5 4 . 4 2 0 . 0 0 0 4 . 7 7 8 2 8 12 . 3 9 6 9 5
a p r  j 43 . 3 7 6 2 6 2 . 0 7 5 4 6 6 2 0 . 9 0 0 . 0 0 0 3 9 . 3 0 7 8 5 4 7 . 4 4 4 6 6
m a y  | 32 . 5 5 3 8 3 2 . 2 3 4 0 6 4 1 4 . 5 7 0 . 0 0 0 2 8 . 1 7 4 5 4 3 6 . 9 3 3 1 2
j u n  j 2 7 . 9 0 6 4 1 2 . 5 0 8 5 8 3 1 1 . 1 2 0 . 0 0 0 22 . 9 8 8 9 9 3 2 . 8 2 3 8 2
j u l  | 3 2 . 4 4 1 9 4 2 . 6 1 6 0 4 4 12 . 4 0 0 . 0 0 0 27 . 3 1 3 8 7 3 7 . 5 7
a u g  j 7 5 . 1 7 5 3 9 2 . 5 1 2 2 0 3 2 9 . 9 2 0 . 0 0 0 7 0 . 2 5 0 8 8 8 0 . 0 9 9 9
s e p  | 6 8 . 8 2 2 9 1 2 . 4 0 8 6 4 7 2 8 . 5 7 0 . 0 0 0 6 4 . 1 0 1 3 9 7 3 . 5 4 4 4 3
o c t  | 4 7 . 8 0 4 5 7 2 . 1 4 3 2 6 22  . 3 0 0 . 0 0 0 4 3 . 6 0 3 2 7 5 2 . 0 0 5 8 7
n o v  | 6 2 . 4 9 8 7 6 1 . 9 0 5 9 7 2 32 . 7 9 0 . 0 0 0 5 8 . 7 6 2 6 1 6 6 . 2 3 4 9 2
d e c  | 6 . 9 7 3 2 1 8 1 . 8 2 3 6 6 4 3 . 8 2 0 . 0 0 0 3 . 3 9 8 4 0 6 1 0 . 5 4 8 0 3
_ c o n s  | 3 7 5 . 5 2 5 7 3 . 0 5 3 0 0 1 1 2 3 . 0 0 0 . 0 0 0 3 6 9 . 5 4 1 1 3 8 1 . 5 1 0 3
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V a r i a b l e  | V I F
Table 17: Industrial VIF Test
1 / V I F
j u l  I 3 . 8 6 0 . 2 5 8 8 0 0
a u g  j 3 . 5 6 0 . 2 8 0 6 3 7
h e a t i n g d e g ~ s  | 3 . 4 7 0 . 2 8 8 3 0 6
j u n  j 3 . 4 5 0 . 2 8 9 9 6 1
s e p  j 3 . 1 8 0 . 3 1 4 5 2 2
m a y  | 2 . 82 0 . 3 5 4 8 6 6
o c t  | 2 . 5 9 0 . 3 8 5 5 7 2
a p r  j 2 . 3 6 0 . 4 2 3 6 1 0
m a r  | 2 . 1 3 0 . 4 6 9 0 0 1
c o o l i n g d e g ~ s  | 2 . 0 1 0 . 4 9 7 1 1 8
h r l 5  j 2 . 0 1 0 . 4 9 7 4 5 5
h r  16  | 2 . 0 1 0 . 4 9 8 2 5 9
h r l 4  j 2 . 0 1 0 . 4 9 8 3 9 9
h r l 7  j 1 . 9 9 0 . 5 0 1 3 7 9
h r l 3  j 1 . 9 9 0 . 5 0 1 4 6 6
n o v  | 1 . 9 9 0 . 5 0 2 3 0 1
h r l 2  j 1 . 9 8 0 . 5 0 5 9 3 4
h r  18  | 1 . 9 8 0 . 5 0 6 2 4 2
h r l l  j 1 . 9 6 0 . 5 1 0 2 3 8
h r  19  j 1 . 9 6 0 . 5 1 1 2 9 8
h r  10  | 1 . 9 4 0 . 5 1 4 7 2 4
h r  2 0 j 1 . 9 4 0 . 5 1 5 1 3 9
h r 2 1  | 1 . 9 3 0 . 5 1 7 4 5 9
h r  9 | 1 . 9 3 0 . 5 1 8 8 2 0
h r  2 2 | 1 . 9 3 0 . 5 1 9 0 5 0
h r  2 3 j 1 . 9 2 0 . 5 2 0 1 0 7
h r  2 4 | 1 . 9 2 0 . 5 2 0 9 2 2
h r  8 j 1 . 9 2 0 . 5 2 1 0 7 7
h r l  | 1 . 9 2 0 . 5 2 1 2 7 3
h r  2 | 1 . 9 2 0 . 5 2 1 4 5 7
h r  3 j 1 . 9 2 0 . 5 2 1 5 7 3
h r  7 j 1 . 9 2 0 . 5 2 1 6 7 6
h r  4 | 1 . 9 2 0 . 5 2 1 6 8 3
h r  6 j 1 . 9 2 0 . 5 2 1 7 2 4
d e c  | 1 . 8 8 0 . 5 3 2 5 5 7
f  e b  | 1 . 8 6 0 . 5 3 8 5 6 7
w e d  | 1 . 7 4 0 . 5 7 4 1 5 3
f  r i  | 1 . 7 3 0 . 5 7 7 3 2 2
t h u  j 1 . 7 3 0 . 5 7 9 7 0 4
t u e  j 1 . 7 2 0 . 5 8 0 5 7 5
s a t  | 1 . 7 2 0 . 5 8 1 0 5 4
m o n  | 1 . 7 2 0 . 5 8 2 2 4 2
M e a n  V I F  | 2 . 1 5
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Table 18: Industrial Prais-Winsten Transformation
P r a i s - W i n s t e n  A R {1) r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
S o u r c e SS d f MS
M o d e l
R e s i d u a l
T o t a l
1 3 2 8 3 0 8 . 9 7  
4 5 3 1 1 1 . 7 2 2
42 3 1 6 2 6 . 4 0 4 1
8 7 1 7  5 1 . 9 8 0 2 3 6 6
1 7 8 1 4 2 0 . 7  8 7 5 9  2 0 3 . 3 8 1 7 4 4
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 6 0 8 . 4 3
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 7 4 5 6
A d j  R - s q u a r e d  = 0 . 7 4 4 4
R o o t  MSE = 7 . 2 0 9 7
mwh | C o e f  . S t d . E r r . t p > l t | [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 0 0 6 2 5 4 3 . 0 5 2 7 4 0 2 0 . 1 2 0 . 9 0 6 - . 0 9 7 1 2 9 . 1 0 9 6 3 7 6
c o o l i n g d e g ~ s  | . 7 1 1 3 3 . 0 6 7 3 4 7 3 1 0 . 5 6 0 . 0 0 0 . 5 7 9 3 1 3 4 . 8 4 3 3 4 6 7
h r l  | 8 . 0 4 7 3 7 8 . 6 9 7 8 6 9 9 1 1 . 5 3 0 . 0 0 0 6 . 6 7 9 3 8 8 9 . 4 1 5 3 6 8
h r  2 j . 4 6 6 9 3 9 7 . 6 1 8 1 8 9 6 0 . 7 6 0 . 4 5 0 - . 7 4 4 8 5 7 8 1 . 6 7 8 7 3 7
h r  3 j - 4 . 4 4 0 0 4 8 . 5 1 6 1 6 3 8 - 8 . 6 0 0 . 0 0 0 - 5  . 4 5 1 8 5 1 - 3  . 4 2 8 2 4 5
h r  4 j - 5 . 4 6 4 8 . 3 7 2 6 2 1 1 - 1 4 . 6 7 0 . 0 0 0 - 6 . 1 9 5 2 2 5 - 4 . 7 3 4 3 7 4
h r  6 | 1 6 . 1 3 8 3 . 3 7 1 6 7 2 2 43 . 4 2 0 . 0 0 0 1 5 . 4 0 9 7 4 1 6 . 8 6 6 8 7
h r  7 j 4 2 . 9 9 0 9 3 . 5 1 4 1 2 3 8 3 . 6 2 0 . 0 0 0 4 1 . 9 8 3 1 3 4 3 . 9 9 8 7 3
h r  8 j 7 1 . 2 4 6 6 . 6 2 1 4 3 7 6 1 1 4 . 6 5 0 . 0 0 0 7 0 . 0 2 8 4 3 72 . 4 6 4 7 6
h r  9 j 9 0 . 8 2 6 3 7 . 7 2 0 1 4 6 9 1 2 6 . 1 2 0 . 0 0 0 89 . 4 1 4 7 1 92 . 2 3 8 0 2
h r  10 1 0 0 . 5 0 2 8 . 8 1 3 7 3 2 6 1 2 3 . 5 1 0 . 0 0 0 9 8 . 9 0 7 6 9 1 0 2  . 0 9 7 9
h r  11 1 0 6 . 6 9 4 7 . 8 9 4 2 6 1 3 1 1 9 . 3 1 0 . 0 0 0 1 0 4 . 9 4 1 7 1 0 8 . 4 4 7 6
h r l 2  j 1 0 7 . 2 7 4 9 . 9 5 8 7 0 2 3 1 1 1 . 9 0 0 . 0 0 0 1 0 5 . 3 9 5 6 1 0 9 . 1 5 4 2
h r  13 j 1 0 6 . 2 0 4 5 1 . 0 1 5 2 0 2 1 0 4 . 6 1 0 . 0 0 0 1 0 4 . 2 1 4 5 1 0 8 . 1 9 4 5
h r l 4  j 1 0 2 . 4 8 0 4 1 . 0 5 4 6 6 2 97 . 1 7 0 . 0 0 0 1 0 0 . 4 1 3 1 0 4 . 5 4 7 8
h r l 5  j 9 2 . 7 1 7 6 9 1 . 0 7 5 0 8 5 86 . 2 4 0 . 0 0 0 9 0 . 6 1 0 2 7 9 4 . 8 2 5 1 1
h r  16 8 1 . 1 2 9 5 9 1 . 0 7 8 6 4 1 7 5 . 2 1 0 . 0 0 0 7 9 . 0 1 5 2 83 . 2 4 3 9 8
h r l 7  j 6 9 . 8 9 2 4 3 1 . 0 6 2 4 4 8 65 . 7 8 0 . 0 0 0 67 . 8 0 9 7 8 7 1 . 9 7 5 0 8
h r  18  j 5 6 . 6 9 5 9 2 1 . 0 3 1 3 0 9 5 4 . 9 7 0 . 0 0 0 5 4 . 6 7 4 3 2 5 8 . 7 1 7 5 3
h r l 9  j 4 4 . 9 9 6 6 9 . 9 9 1 8 8 4 3 4 5 . 3 6 0 . 0 0 0 4 3 . 0 5 2 3 7 4 6 . 9 4 1 0 2
h r 2  0 j 3 8 . 4 8 0 0 2 . 9 5 1 8 8 1 1 4 0 . 4 3 0 . 0 0 0 3 6 . 6 1 4 1 1 4 0 . 3 4 5 9 3
h r 2 1  j 3 3 . 5 5 5 4 8 . 9 1 2 9 3 3 7 3 6 . 7 6 0 . 0 0 0 3 1 . 7 6 5 9 2 3 5 . 3 4 5 0 5
h r  2 2 j 2 8 . 4 8 4 3 2 . 8 7 0 1 9 8 1 32 . 7 3 0 . 0 0 0 2 6 . 7 7 8 5 3 3 0 . 1 9 0 1 1
h r  2 3 j 2 1 . 0 8 6 1 8 . 8 2 1 8 8 9 5 2 5 . 6 6 0 . 0 0 0 1 9 . 4 7 5 0 8 22  . 6 9 7 2 8
h r  2 4 j 1 4 . 2 7 9 2 4 . 7 6 4 5 0 3 9 1 8 . 6 8 0 . 0 0 0 12 . 7 8 0 6 4 1 5 . 7 7 7 8 5
m o n  | 2 2 . 5 9 1 4 9 . 9 4 7 5 0 3 4 2 3 . 8 4 0 . 0 0 0 2 0 . 7 3 4 1 6 2 4 . 4 4 8 8 2
t u e  | 2 4 . 2 5 8 9 2 1 . 2 2 1 3 1 7 19 . 86 0 . 0 0 0 2 1 . 8 6 4 8 5 2 6 . 6 5 2 9 9
w e d  | 2 4 . 7 0 1 6 7 1 . 3 3 4 0 3 9 1 8 . 5 2 0 . 0 0 0 2 2 . 0 8 6 6 4 2 7 . 3 1 6 7
t h u  | 1 8 . 6 0 8 6 1 . 3 3 4 2 1 3 . 9 5 0 . 0 0 0 1 5 . 9 9 3 2 5 2 1 . 2 2 3 9 4
f  r i  | 2 6 . 9 2 0 5 1 1 . 2 2 0 6 9 5 22  . 05 0 . 0 0 0 2 4 . 5 2 7 6 5 2 9 . 3 1 3 3 6
s a t  | 2 . 4 1 6 8 1 2 . 9 3 9 3 3 7 2 2 . 5 7 0 . 0 1 0 . 5 7 5 4 8 9 8 4 . 2 5 8 1 3 5
f  e b  j 4 3 . 5 0 4 8 6 7 . 0 5 5 1 1 5 6 . 1 7 0 . 0 0 0 2 9 . 6 7 5 1 7 57 . 3 3 4 5 5
m a r  | - 1 2 . 6 8 4 6 1 9 . 6 9 6 9 9 2 - 1 . 3 1 0 . 1 9 1 - 3 1 . 6 9 3 0 1 6 . 3 2 3 7 8 1
a p r  j 1 5 . 9 3 6 8 4 1 1 . 3 4 4 0 9 1 . 4 0 0 . 1 6 0 - 6 . 3 0 0 2 5 3 8 . 1 7 3 9 3
m a y  | 2 8 . 5 5 7 2 1 2 . 5 0 6 2 5 2 . 2 8 0 . 02 2 4 .  0 4 2 0 0 2 53 . 0 7 2 4 1
j u n  j 2 2 . 8 2 1 9 2 1 3 . 3 6 4 0 4 1 . 7 1 0 . 0 8 8 - 3  . 3 7 4 7 4 7 4 9 . 0 1 8 5 9
j u l  | 3 3 . 0 1 0 5 5 1 4 . 0 4 7 4 4 2 . 3 5 0 . 0 1 9 5 . 4 7 4 2 5 6 6 0 . 5 4 6 8 4
a u g  | 5 9 . 4 5 0 6 3 1 4 . 5 5 6 6 5 4 . 0 8 0 . 0 0 0 3 0 . 9 1 6 1 5 87 . 9 8 5 1 1
s e p  | 1 5 . 9 1 0 6 8 1 5 . 0 0 9 0 6 1 . 0 6 0 . 2 8 9 - 1 3 . 5 1 0 6 3 4 5 . 3 3 1 9 8
o c t  | 2 . 9 5 9 5 9 9 1 5 . 4 8 1 4 5 0 . 1 9 0 . 8 4 8 - 2 7  . 3 8 7 7 1 3 3 . 3 0 6 9
n o v  | 4 4 . 6 3 1 1 3 1 6 . 1 8 0 3 4 2 . 7 6 0 . 0 0 6 1 2 . 9 1 3 8 4 7 6 . 3 4 8 4 2
d e c  | 1 6 . 9 3 1 6 2 1 7 . 0 8 4 7 8 0 . 9 9 0 . 3 2 2 - 1 6 . 5 5 8 5 9 5 0 . 4 2 1 8 3
_ c o n s  | 4 4 8 . 3 1 8 1 2 . 6 6 2 7 2 3 5 . 4 0 0 . 0 0 0 4 2 3  . 4 9 6 1 4 7 3 . 1 4
+
r h o  | . 9 8 9 4 2 4 2
Durbin-Watson statistic (original) 0.099642
Durbin-Watson statistic (transformed) 1.335435
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Table 19: Industrial Final Regression
P r a i s - W i n s t e n  A R (1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
S o u r c e  | SS d f  MS N u m b e r  o f  o b s  = 8 7 5 8
M o d e l  | 
R e s i d u a l  |
7 0 4 2 4 0 2 8 . 1  
4 3 7 1 3 3 . 2 2 7
44  1 6 0 0 5 4 6 . 0 9  
8 7 1 3  5 0 . 1 7 0 2 3 1 5
F ( 4 4 ,  8 7 1 3 )  
P r o b  > F 
R - s q u a r e d  
A d j  R - s q u a r e d  
R o o t  MSE
= 3 1 9 0 2 . 3 1  
= 0 . 0 0 0 0  
= 0 . 9 9 3 8  
= 0 . 9 9 3 8  
= 7 . 0 8 3 1T o t a l  | 7 0 8 6 1 1 6 1 . 4 8 7 5 7  8 0 9 1 . . 9 4 4 8 9
mwh | C o e f  . S t d .  E r r . t p>  111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 0 1 2 0 6 7 4 . 0 0 7 3 1 5 8 1 . 6 5 0 . 0 9 9 - . 0 0 2 2 7 3 4 . 0 2 6 4 0 8 2
c o o l i n g d e g ~ s  | . 0 4 5 2 6 1 4 . 0 1 5 5 3 9 7 2 . 9 1 0 . 0 0 4 . 0 1 4 7 9 9 9 . 0 7 5 7 2 2 9
h r l  | - 7 . 9 7 8 5 1 7 . 5 4 7 5 7 4 9 - 1 4 . 5 7 0 . 0 0 0 - 9 . 0 5 1 8 9 3 - 6 . 9 0 5 1 4
h r 2  j - 9 . 8 3 0 3 . 5 5 3 2 6 6 6 - 1 7 . 7 7 0 . 0 0 0 - 1 0 . 9 1 4 8 3 - 8 . 7 4 5 7 6 6
h r  3 j - 6 . 5 9 9 9 9 4 . 5 2 7 7 3 9 7 - 1 2 . 5 1 0 . 0 0 0 - 7  . 6 3 4 4 8 8 - 5 . 5 6 5 4 9 9
h r  4 j - 4 . 3 4 8 5 8 5 . 6 1 5 5 0 4 6 - 7 . 0 7 0 . 0 0 0 - 5 . 5 5 5 1 1 9 - 3  . 1 4 2 0 5
h r  6 j 7 . 3 6 3 3 5 7 . 6 1 7 2 8 9 4 1 1 . 9 3 0 . 0 0 0 6 . 1 5 3 3 2 4 8 . 5 7 3 3 9
h r  7 j 1 2 . 6 9 6 8 2 . 5 4 7 5 0 7 4 2 3 . 1 9 0 . 0 0 0 1 1 . 6 2 3 5 8 13 . 7 7 0 0 7
h r  8 j 8 . 9 3 4 0 9 1 . 6 0 9 9 0 5 2 1 4 . 6 5 0 . 0 0 0 7 . 7 3 8 5 3 3 10  . 1 2 9 6 5
h r  9 | . 2 9 0 6 8 1 7 . 6 1 7 8 8 8 7 0 . 4 7 0 . 6 3 8 - . 9 2 0 5 2 6 1 . 5 0 1 8 9
h r  10  | - 4 . 4 3 4 8 1 . 6 0 0 7 2 1 5 - 7 . 3 8 0 . 0 0 0 - 5 . 6 1 2 3 6 6 - 3  . 2 5 7 2 5 4
h r  11  | - 2 . 4 3 6 2 1 5 . 5 8 5 5 7 8 8 - 4 . 1 6 0 . 0 0 0 - 3 . 5 8 4 0 8 8 - 1 . 2 8 8 3 4 2
h r l 2  | - 5 . 9 8 1 3 5 5 . 5 8 5 9 4 8 2 - 1 0  . 2 1 0 . 0 0 0 - 7  . 1 2 9 9 5 2 - 4 . 8 3 2 7 5 8
h r l 3  | - 4 . 5 6 6 1 9 . 5 8 4 4 3 3 2 - 7 . 8 1 0 . 0 0 0 - 5 . 7 1 1 8 1 7 - 3 . 4 2 0 5 6 3
h r  14  j - 6 . 4 6 0 1 5 5 . 5 8 4 7 7 7 4 - 1 1 . 0 5 0 . 0 0 0 - 7 . 6 0 6 4 5 7 - 5 . 3 1 3 8 5 3
h r l 5  j - 1 1 . 2 3 7 7 6 . 5 8 3 8 4 7 1 - 1 9 . 2 5 0 . 0 0 0 - 1 2 . 3 8 2 2 4 - 1 0 . 0 9 3 2 8
h r  16  j - 1 0 . 0 0 6 1 . 5 8 3 9 8 8 4 - 1 7 . 1 3 0 . 0 0 0 - 1 1 . 1 5 0 8 6 - 8 . 8 6 1 3 4 5
h r l 7  j - 9 . 0 4 3 9 1 9 . 5 8 0 3 1 3 8 - 1 5 . 5 8 0 . 0 0 0 - 1 0 . 1 8 1 4 7 - 7  . 9 0 6 3 6 7
h r  18  j - 1 1 . 5 6 1 8 3 . 5 7 3 7 6 5 7 - 2 0 . 1 5 0 . 0 0 0 - 1 2 . 6 8 6 5 4 - 1 0 . 4 3 7 1 1
h r l 9  | - 9 . 2 7 1 9 9 5 . 5 7 0 9 4 1 2 - 1 6 . 2 4 0 . 0 0 0 - 1 0 . 3 9 1 1 7 - 8 . 1 5 2 8 1 5
h r  2 0 | - 5 . 0 8 6 1 4 5 . 5 6 3 6 0 4 4 - 9 . 0 2 0 . 0 0 0 - 6 . 1 9 0 9 4 3 - 3  . 9 8 1 3 4 8
h r  2 1  j - 6 . 3 5 6 5 3 2 . 5 5 4 4 0 7 1 - 1 1 . 4 7 0 . 0 0 0 - 7 . 4 4 3 3 0 1 - 5 . 2 6 9 7 6 3
h r  2 2 j - 7 . 5 0 1 4 8 7 . 5 5 1 4 1 5 6 - 1 3 . 6 0 0 . 0 0 0 - 8 . 5 8 2 3 9 2 - 6 . 4 2 0 5 8 2
h r  2 3 j - 9 . 8 2 9 3 9 9 . 5 4 9 9 2 8 7 - 1 7 . 8 7 0 . 0 0 0 - 1 0 . 9 0 7 3 9 - 8 . 7 5 1 4 0 9
h r  2 4 - 8 . 1 3 6 1 1 7 . 5 5 0 7 1 8 - 1 4 . 7 7 0 . 0 0 0 - 9  . 2 1 5 6 5 5 - 7 . 0 5 6 5 8
m o n  | 1 . 7 1 9 8 2 2 . 2 8 9 2 5 2 4 5 . 9 5 0 . 0 0 0 1 . 1 5 2 8 1 9 2 . 2 8 6 8 2 5
t u e  | 1 . 2 8 1 9 5 2 . 3 0 6 0 9 3 2 4 . 1 9 0 . 0 0 0 . 6 8 1 9 3 7 3 1 . 8 8 1 9 6 7
w e d  | . 5 8 9 5 6 3 3 . 2 7 6 2 1 0 7 2 . 1 3 0 . 0 3 3 . 0 4 8 1 2 5 1 1 . 1 3 1 0 0 2
t h u  j . 1 6 5 1 3 8 2 . 2 5 2 2 6 2 1 0 . 6 5 0 . 5 1 3 - . 3 2 9 3 5 5 2 . 6 5 9 6 3 1 6
f r i  j . 2 3 5 8 9 8 7 . 2 8 2 3 6 0 . 8 4 0 . 4 0 3 - . 3 1 7 5 9 3 5 . 7 8 9 3 9 0 9
s a t  | - 1 . 8 7 4 5 4 1 . 2 3 3 2 4 4 7 - 8 . 0 4 0 . 0 0 0 - 2  . 3 3 1 7 5 6 - 1 . 4 1 7 3 2 6
f e b  | 1 . 4 2 9 9 4 6 . 3 2 0 9 8 7 9 4 . 4 5 0 . 0 0 0 . 8 0 0 7 3 4 2 . 0 5 9 1 5 8
m a r  | . 2 6 8 4 5 4 . 3 1 2 4 4 4 0 . 8 6 0 . 3 9 0 - . 3 4 4 0 1 0 1 . 8 8 0 9 1 8 1
a p r  j 1 . 1 5 2 5 6 6 . 3 4 1 5 9 7 7 3 . 3 7 0 . 0 0 1 . 4 8 2 9 5 4 1 1 . 8 2 2 1 7 8
m a y  | . 9 0 6 1 3 6 1 . 3 6 3 2 9 0 3 2 . 4 9 0 . 0 1 3 . 1 9 4 0 0 1 3 1 . 6 1 8 2 7 1
j u n  j . 7 3 4 2 5 9 7 . 4 0 6 1 2 9 4 1 .  81 0 . 0 7 1 - . 0 6 1 8 4 9 8 1 . 5 3 0 3 6 9
j u l  | . 7 9 9 1 4 0 8 . 4 2 4 4 8 1 1 1 . 8 8 0 . 0 6 0 - . 0 3 2 9 4 2 5 1 . 6 3 1 2 2 4
a u g  j 1 . 8 5 5 2 9 1 . 4 2 4 1 9 8 6 4 . 3 7 0 . 0 0 0 1 . 0 2 3 7 6 2 2 . 6 8 6 8 2 1
s e p  j 1 . 7 9 6 0 5 1 . 4 0 4 7 9 9 5 4 . 4 4 0 . 0 0 0 1 . 0 0 2 5 4 9 2 . 5 8 9 5 5 4
o c t  | 1 . 2 2 4 3 8 1 . 3 5 4 0 3 5 9 3 . 4 6 0 . 0 0 1 . 5 3 0 3 8 7 3 1 . 9 1 8 3 7 6
n o v  | 1 . 5 6 4 6 9 9 . 3 2 4 3 5 5 4 4 . 8 2 0 . 0 0 0 . 9 2 8 8 8 5 2 2 . 2 0 0 5 1 2
d e c  | 
mwh 1
. 1 5 5 9 3 0 1 . 2 9 3 0 1 2 4 0 . 5 3 0 . 5 9 5 -  . 4 1 8 4 4 3 6 . 7 3 0 3 0 3 7
LI. | 1 . 5 2 5 0 4 2 . 0 0 9 0 6 4 1 1 6 8 . 2 5 0 . 0 0 0 1 . 5 0 7 2 7 4 1 . 5 4 2 8 0 9
L2 . | - . 5 4 9 0 2 9 1 . 0 0 8 9 3 3 4 - 6 1 . 4 6 0 . 0 0 0 - . 5 6 6 5 4 0 6 - . 5 3 1 5 1 7 6
_ c o n s  1 1 6 . 0 2 5 8 7 . 8 4 1 7 1 6 19 . 04 0 . 0 0 0 1 4 . 3 7 5 9 1 1 7 . 6 7 5 8 3
r h o  | - . 2 7 2 0 4 1
Durbin-Watson statistic (original) 2.075459
Durbin-Watson statistic (transformed) 2.016628
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Table 20: Public Authority Initial Regression
S o u r c e  | SS d f MS N u m b e r  o f  o b s  
F ( 4 2 ,  8 7 1 7 )
8 7 6 0  
= 1 8 9 2 . 9 3
M o d e l  | 6 5 0 8 1 2 3 . 1 8 42 1 5 4 9 5 5 . 3 1 4 P r o b  > F = 0 . 0 0 0 0
R e s i d u a l  | 7 1 3 5 7 2 . 9 8 2 8 7 1 7  8 1 . 8 5 9 9 2 6 8 R - s q u a r e d = 0 . 9 0 1 2
7\ T?_o /‘"Ti i Tor! = 0 . 9 0 0 7irxv-A J JT\. O v̂ LlCti.
T o t a l  | 7 2 2 1 6 9 6 . 1 6 8 7 5 9  8 2 4 . 4 8 8 6 5 9 R o o t  MSE = 9 . 0 4 7 6
mwh | C o e f . S t d .  E r r . t P> 11 1 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 0 7 0 4 8 8 8 . 0 1 1 8 2 3 8 5 . 9 6 0 . 0 0 0 . 0 4 7 3 1 1 4 . 0 9 3 6 6 6 2
c o o l i n g d e g ~ s  | . 7 3 2 2 3 3 9 . 0 2 4 7 9 3 2 9 . 5 3 0 . 0 0 0 . 6 8 3 6 3 3 6 . 7 8 0 8 3 4 1
h r l  j 4 . 6 4 6 5 3 2 . 6 7 0 0 3 6 4 6 . 9 3 0 . 0 0 0 3 . 3 3 3 1 0 3 5 . 9 5 9 9 6 2
h r  2 j . 4 0 6 5 4 8 5 . 6 6 9 9 1 8 4 0 . 6 1 0 . 5 4 4 - . 9 0 6 6 4 9 7 1 . 7 1 9 7 4 7
h r  3 -  . 8 7 0 1 6 6 3 . 6 6 9 8 4 3 5 - 1 . 3 0 0 . 1 9 4 - 2  . 1 8 3 2 1 8 . 4 4 2 8 8 5 2
h r  4 - 1 . 6 2 6 4 4 6 . 6 6 9 7 7 3 2 - 2  . 4 3 0 . 0 1 5 - 2 . 9 3 9 3 6 - . 3 1 3 5 3 2 2
h r  6 | 6 . 1 9 9 5 5 4 . 6 6 9 7 4 6 6 9 . 2 6 0 . 0 0 0 4 . 8 8 6 6 9 2 7 . 5 1 2 4 1 5
h r  7 j 2 1 . 3 0 5 9 . 6 6 9 7 7 7 3 3 1 . 8 1 0 . 0 0 0 1 9 . 9 9 2 9 8 2 2 . 6 1 8 8 3
h r  8 j 3 6 . 2 9 1 3 5 . 6 7 0 1 6 2 5 5 4 . 1 5 0 . 0 0 0 3 4 . 9 7 7 6 7 37  . 6 0 5 0 2
h r  9 j 53 . 2 0 3 6 4 . 6 7 1 6 1 8 3 7 9 . 2 2 0 . 0 0 0 5 1 . 8 8 7 1 1 5 4 . 5 2 0 1 7
h r l O  | 6 0 . 4 0 9 2 9 . 6 7 4 2 8 5 1 8 9 . 5 9 0 . 0 0 0 5 9 . 0 8 7 5 3 6 1 . 7 3 1 0 4
h r l l  | 6 4 . 0 5 1 7 8 . 6 7 7 2 4 2 9 9 4 . 5 8 0 . 0 0 0 6 2 . 7 2 4 2 2 6 5 . 3 7 9 3 3
h r l 2  j 65 . 2 6 8 7 3 . 6 8 0 1 1 7 8 9 5 . 9 7 0 . 0 0 0 6 3 . 9 3 5 5 4 6 6 . 6 0 1 9 2
h r l 3  | 6 5 . 2 5 0 7 4 . 6 8 3 1 4 1 95 . 52 0 .  0 0 0 6 3 . 9 1 1 6 2 6 6 . 5 8 9 8 5
h r l 4  j 6 4 . 5 9 4 4 2 . 6 8 5 2 3 9 8 9 4 . 2 7 0 . 0 0 0 6 3 . 2 5 1 1 9 65 . 9 3 7 6 6
h r l 5  | 5 4 . 9 3 9 5 8 . 6 8 5 8 8 9 1 8 0 . 1 0 0 . 0 0 0 5 3 . 5 9 5 0 7 5 6 . 2 8 4 0 8
h r  16  j 4 9 . 1 7 7 8 6 . 6 8 5 3 3 6 7 1 . 7 6 0 . 0 0 0 47 . 8 3 4 4 4 5 0 . 5 2 1 2 8
h r l 7  j 4 1 . 1 2 4 4 4 . 6 8 3 2 0 0 3 6 0 . 1 9 0 . 0 0 0 39 . 7 8 5 2 42 . 4 6 3 6 7
h r l 8  | 36  . 2 6 4 0 3 . 6 7 9 9 1 1 53 . 3 4 0 . 0 0 0 3 4 . 9 3 1 2 4 3 7 . 5 9 6 8 1
h r  19 j 3 1 . 8 6 6 0 4 . 6 7 6 5 4 0 9 4 7 . 1 0 0 . 0 0 0 3 0 . 5 3 9 8 6 33 . 1 9 2 2 2
h r 2  0 j 3 0 . 8 1 8 3 . 6 7 4 0 1 3 7 4 5 . 7 2 0 . 0 0 0 29  . 4 9 7 0 8 32 . 1 3 9 5 3
h r 2 1  j 2 4 . 4 8 1 5 . 6 7 2 5 0 0 9 3 6 . 4 0 0 . 0 0 0 2 3 . 1 6 3 2 4 25  . 7 9 9 7 6
h r  2 2 1 8 . 3 6 8 4 5 . 6 7 1 4 6 9 6 27  . 3 6 0 . 0 0 0 17 . 0 5 2 2 1 1 9 . 6 8 4 6 9
h r  2 3 j 12 . 7 3 1 3 6 . 6 7 0 7 8 6 8 1 8 . 9 8 0 . 0 0 0 1 1 . 4 1 6 4 6 1 4 . 0 4 6 2 6
h r  2 4 j 7 . 9 2 6 6 0 2 . 6 7 0 2 6 1 8 1 1 . 8 3 0 . 0 0 0 6 . 6 1 2 7 3 1 9 . 2 4 0 4 7 4
m o n  | 9 . 1 9 8 6 3 . 3 6 2 4 5 2 2 2 5 . 3 8 0 . 0 0 0 8 . 4 8 8 1 3 8 9 . 9 0 9 1 2 2
t u e  | 9 . 2 4 2 1 2 3 . 3 6 2 9 7 2 3 2 5 . 4 6 0 . 0 0 0 8 . 5 3 0 6 1 1 9 . 9 5 3 6 3 4
w e d  | - 6 . 9 5 3 6 6 5 . 3 6 2 1 1 5 9 - 1 9 . 2 0 0 . 0 0 0 - 7 . 6 6 3 4 9 8 - 6 . 2 4 3 8 3 3
t h u  j - 1 5 . 9 3 9 7 1 . 3 6 3 2 4 4 8 i u> 00 00 0 . 0 0 0 - 1 6 . 6 5 1 7 5 - 1 5 . 2 2 7 6 6
f r i  | . 3 5 6 5 8 3 4 . 3 6 3 9 9 3 4 0 . 9 8 0 . 3 2 7 - . 3 5 6 9 2 9 7 1 . 0 7 0 0 9 6
s a t  | - 4 . 1 4 7 8 8 3 . 3 6 2 8 2 2 6 - 1 1 . 4 3 0 . 0 0 0 - 4 . 8 5 9 1 0 1 - 3 . 4 3 6 6 6 5
f e b  | 8 . 9 0 6 9 7 8 . 4 9 4 9 5 1 6 1 8 . 0 0 0 . 0 0 0 7 . 9 3 6 7 5 6 9 . 8 7 7 2
m a r  | - 9 . 9 5 5 6 5 6 . 5 0 6 3 3 2 4 - 1 9 . 6 6 0 . 0 0 0 - 1 0 . 9 4 8 1 9 - 8 . 9 6 3 1 2 5
a p r  j - 2 . 5 0 2 2 4 8 . 5 4 0 7 6 7 3 - 4 . 6 3 0 . 0 0 0 - 3  . 5 6 2 2 8 - 1 . 4 4 2 2 1 7
m a y  | - 6 . 6 6 8 5 7 1 . 5 8 2 0 9 0 3 - 1 1 . 4 6 0 . 0 0 0 - 7 . 8 0 9 6 0 5 - 5 . 5 2 7 5 3 7
j u n  j 1 . 5 5 2 4 7 6 . 6 5 3 6 1 7 2 . 3 8 0 . 0 1 8 . 2 7 1 2 3 2 2 . 8 3 3 7 1 9
j u l  | 6 . 0 8 4 3 5 9 . 6 8 1 6 1 6 2 8 . 9 3 0 . 0 0 0 4 . 7 4 8 2 3 7 . 4 2 0 4 8 7
a u g  j 9 . 0 2 6 0 0 1 . 6 5 4 5 6 0 2 13 . 7 9 0 . 0 0 0 7 . 7 4 2 9 0 9 10 . 3 0 9 0 9
s e p  j 5 . 0 3 6 9 9 4 . 6 2 7 5 7 8 5 8 . 0 3 0 . 0 0 0 3 . 8 0 6 7 9 2 6 . 2 6 7 1 9 6
o c t  j - 7 . 0 3 6 2 8 2 . 5 5 8 4 3 1 3 - 1 2 . 6 0 0 . 0 0 0 - 8 . 1 3 0 9 3 9 - 5 . 9 4 1 6 2 5
n o v  | - 3 . 0 7 4 2 7 5 . 4 9 6 6 0 5 3 - 6 . 1 9 0 . 0 0 0 - 4 . 0 4 7 7 3 8 - 2 . 1 0 0 8 1 1
d e c  | - 4 . 7 5 5 1 5 5 . 4 7 5 1 5 9 7 i o o H* 0 . 0 0 0 - 5 . 6 8 6 5 8 - 3 . 8 2 3 7 3
_ c o n s  | 1 0 8 . 3 6 3 8 . 7 9 5 4 6 6 3 1 3 6 . 2 3 0 . 0 0 0 1 0 6 . 8 0 4 5 1 0 9 . 9 2 3 1
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Table 21: Public Authority VIF Test
V a r i a b l e  | V I F 1 / V I F
j u l  | 3 . 86 0 . 2 5 8 8 0 0
a u g  | 3 . 5 6 0 . 2 8 0 6 3 7
h e a t i n g d e g ~ s  | 3 . 4 7 0 . 2 8 8 3 0 6
j u n  | 3 . 4 5 0 . 2 8 9 9 6 1
s e p  j 3 . 1 8 0 . 3 1 4 5 2 2
m a y  | 2 . 8 2 0 . 3 5 4 8 6 6
o c t  | 2 . 5 9 0 . 3 8 5 5 7 2
a p r  j 2 . 3 6 0 . 4 2 3 6 1 0
m a r  | 2 . 1 3 0 . 4 6 9 0 0 1
c o o l i n g d e g ~ s  | 2 . 0 1 0 . 4 9 7 1 1 8
h r l 5  j 2 . 0 1 0 . 4 9 7 4 5 5
h r  16  j 2 . 01 0 . 4 9 8 2 5 9
h r l 4  | 2 . 0 1 0 . 4 9 8 3 9 9
h r l 7  | 1 . 9 9 0 . 5 0 1 3 7 9
h r l 3  | 1 . 9 9 0 . 5 0 1 4 6 6
n o v  | 1 . 9 9 0 . 5 0 2 3 0 1
h r l 2  j 1 . 9 8 0 . 5 0 5 9 3 4
h r  18  j 1 . 9 8 0 . 5 0 6 2 4 2
h r l l  | 1 . 9 6 0 . 5 1 0 2 3 8
h r  19  j 1 . 9 6 0 . 5 1 1 2 9 8
h r  10  j 1 . 9 4 0 . 5 1 4 7 2 4
h r  2 0 j 1 . 9 4 0 . 5 1 5 1 3 9
h r 2 1 j 1 . 9 3 0 . 5 1 7 4 5 9
h r  9 | 1 . 9 3 0 . 5 1 8 8 2 0
h r  2 2 | 1 . 9 3 0 . 5 1 9 0 5 0
h r  2 3 j 1 . 9 2 0 . 5 2 0 1 0 7
h r  2 4 j 1 . 9 2 0 . 5 2 0 9 2 2
h r  8 | 1 . 9 2 0 . 5 2 1 0 7 7
h r l  j 1 . 9 2 0 . 5 2 1 2 7 3
h r  2 j 1 . 9 2 0 . 5 2 1 4 5 7
h r  3 j 1 . 9 2 0 . 5 2 1 5 7 3
h r  7 j 1 . 9 2 0 . 5 2 1 6 7 6
h r  4 j 1 . 9 2 0 . 5 2 1 6 8 3
h r  6 j 1 . 9 2 0 . 5 2 1 7 2 4
d e c  | 1 .  88 0 . 5 3 2 5 5 7
f  e b  | 1 . 8 6 0 . 5 3 8 5 6 7
w e d  | 1 . 7 4 • 0 . 5 7 4 1 5 3
f r i  | 1 . 7 3 0 . 5 7 7 3 2 2
t h u  j 1 . 7 3 0 . 5 7 9 7 0 4
t u e  | 1 . 7 2 0 . 5 8 0 5 7 5
s a t  | 1 . 7 2 0 . 5 8 1 0 5 4
m o n  | 1 . 7 2 0 . 5 8 2 2 4 2
M e a n  V I F  1 2 . 1 5
85
Table 22: Public Authority Regression with Robust Standard Errors
L i n e a r  r e g r e s s i o n
1
mwh | C o e f  .
R o b u s t  HC3 
S t d .  E r r .
h e a t i n g d e g ~ s  | . 0 7 0 4 8 8 8 . 0 1 0 4 7 0 3
c o o l i n g d e g ~ s  | . 7 3 2 2 3 3 9 . 0 2 5 4 0 7 1
h r l 4 . 6 4 6 5 3 2 . 6 3 0 0 9 7 3
h r  2 | . 4 0 6 5 4 8 5 . 6 0 4 1 5 7 6
h r  3 j - . 8 7 0 1 6 6 3 . 6 1 5 0 4 9 6
h r  4 j - 1 . 6 2 6 4 4 6 . 5 9 8 3 6 7 1
h r  6 j 6 . 1 9 9 5 5 4 . 5 5 6 0 0 3 5
h r  7 j 2 1 . 3 0 5 9 . 5 8 2 3 2 5 5
h r  8 | 3 6 . 2 9 1 3 5 . 7 2 1 5 7 7 1
h r  9 j 5 3 . 2 0 3 6 4 . 6 5 4 8 1 4 4
h r l O  j 6 0 . 4 0 9 2 9 . 7 1 4 9 3 7 8
h r  11  j 6 4 . 0 5 1 7 8 . 7 4 0 5 5 4 9
h r l 2  j 6 5 . 2 6 8 7 3 . 7 7 2 1 4
h r l 3  | 6 5 . 2 5 0 7 4 . 7 7 5 7 0 8 3
h r l 4  | 6 4 . 5 9 4 4 2 . 7 9 9 3 3 2 4
h r l 5  | 5 4 . 9 3 9 5 8 . 7 0 7 2 0 0 1
h r  16  j 4 9 . 1 7 7 8 6 . 6 7 5 1 1 2 2
h r l 7  | 4 1 . 1 2 4 4 4 . 6 3 5 8 9 1 2
h r  18 | 3 6 . 2 6 4 0 3 . 6 1 2 9 2 5 3
h r l 9  j 3 1 . 8 6 6 0 4 . 5 4 5 9 6 2 5
h r 2  0 j 3 0 . 8 1 8 3 . 5 2 8 9 5 4 2
h r 2 1  j 2 4 . 4 8 1 5 . 5 2 6 5 6 5 2
h r  2 2 j 1 8 . 3 6 8 4 5 . 5 5 2 5 8
h r  2 3 j 12 . 7 3 1 3 6 . 5 5 5 1 1 3 7
h r  2 4 | 7 . 9 2 6 6 0 2 . 5 7 6 7 9 7 3
m o n  | 9 . 1 9 8 6 3 . 3 2 1 0 6 6 2
t u e  | 9 . 2 4 2 1 2 3 . 3 2 5 8 3 8 6
w e d  | - 6 . 9 5 3 6 6 5 . 3 3 6 9 6 9 6
t h u  j - 1 5 . 9 3 9 7 1 . 4 3 0 1 0 2 3
f r i . 3 5 6 5 8 3 4 . 3 0 8 2 5 4 6
s a t  j - 4 . 1 4 7 8 8 3 . 2 7 4 0 1 4 2
f e b  | 8 . 9 0 6 9 7 8 . 4 3 6 0 6 0 2
m a r  | - 9 . 9 5 5 6 5 6 . 4 4 5 2 1 6 1
a p r  | - 2 . 5 0 2 2 4 8 . 5 5 0 0 8 9 7
m a y  | - 6 . 6 6 8 5 7 1 . 5 9 5 1 3 0 3
j u n  j 1 . 5 5 2 4 7 6 . 6 5 9 0 0 1 2
j u l  | 6 . 0 8 4 3 5 9 . 7 2 5 1 6 1 9
a u g  j 9 . 0 2 6 0 0 1 . 6 6 4 7 1 4
s e p  j 5 . 0 3 6 9 9 4 . 6 7 0 4 6 2 8
o c t  | - 7 . 0 3 6 2 8 2 . 5 2 9 5 3 9 9
n o v  | - 3 . 0 7 4 2 7 5 . 4 9 6 9 7 8 1
d e c  | - 4 . 7 5 5 1 5 5 . 5 6 6 2 4 2 1
_ c o n s  1 1 0 8 . 3 6 3 8 . 7 5 8 0 4 4 2
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 1 8 0 2 . 4 8
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 9 0 1 2
R o o t  MSE = 9 . 0 4 7 6
t p > l t | [95% C o n f . I n t e r v a l ]
. 7 3 0 . 0 0 0 . 0 4 9 9 6 4 5 . 0 9 1 0 1 3 2
. 8 2 0 . 0 0 0 . 6 8 2 4 2 9 9 . 7 8 2 0 3 7 8
. 3 7 0 . 0 0 0 3 . 4 1 1 3 9 3 5 . 8 8 1 6 7 2
. 67 0 . 5 0 1 - . 7 7 7 7 4 3 1 1 . 5 9 0 8 4
. 4 1 0 . 1 5 7 - 2  . 0 7 5 8 0 9 . 3 3 5 4 7 6 2
. 7 2 0 . 0 0 7 - 2  . 7 9 9 3 8 7 - . 4 5 3 5 0 5
. 1 5 0 . 0 0 0 5 . 1 0 9 6 5 6 7 . 2 8 9 4 5 2
. 5 9 0 . 0 0 0 2 0 . 1 6 4 4 1 22  . 4 4 7 4
. 2 9 0 . 0 0 0 3 4 . 8 7 6 8 8 3 7 . 7 0 5 8 1
. 2 5 0 . 0 0 0 5 1 . 9 2 0 0 5 5 4 . 4 8 7 2 3
. 5 0 0 . 0 0 0 5 9 . 0 0 7 8 4 6 1 . 8 1 0 7 3
. 4 9 0 . 0 0 0 6 2 . 6 0 0 1 1 6 5 . 5 0 3 4 4
. 5 3 0 . 0 0 0 6 3 . 7 5 5 1 5 6 6 . 7 8 2 3 1
. 1 2 0 . 0 0 0 6 3 . 7 3 0 1 6 6 6 . 7 7 1 3 1
. 81 0 . 0 0 0 6 3 . 0 2 7 5 4 6 6 . 1 6 1 3
. 6 9 0 . 0 0 0 5 3 . 5 5 3 3 5 6 . 3 2 5 8 5
. 84 0 . 0 0 0 4 7 . 8 5 4 4 8 5 0 . 5 0 1 2 4
. 6 7 0 . 0 0 0 3 9 . 8 7 7 9 4 42 . 3 7 0 9 3
. 17 0 . 0 0 0 35  . 0 6 2 5 5 3 7 . 4 6 5 5
. 3 7 0 . 0 0 0 3 0 . 7 9 5 8 2 3 2 . 9 3 6 2 5
. 2 6 0 . 0 0 0 2 9 . 7 8 1 4 3 3 1 . 8 5 5 1 8
. 4 9 0 . 0 0 0 23 . 4 4 9 3 1 2 5 . 5 1 3 7
. 2 4 0 . 0 0 0 17 . 2 8 5 2 6 1 9 . 4 5 1 6 4
. 9 3 0 . 0 0 0 1 1 . 6 4 3 2 1 1 3 . 8 1 9 5 2
. 7 4 0 . 0 0 0 6 . 7 9 5 9 4 4 9 . 0 5 7 2 6 1
. 65 0 . 0 0 0 8 . 5 6 9 2 6 5 9 . 8 2 7 9 9 6
. 3 6 0 . 0 0 0 8 . 6 0 3 4 0 2 9 . 8 8 0 8 4 3
. 6 4 0 . 0 0 0 - 7 . 6 1 4 2 0 5 - 6 . 2 9 3 1 2 5
. 0 6 0 . 0 0 0 - 1 6 . 7 8 2 8 1 - 1 5 . 0 9 6 6
. 1 6 0 . 2 4 7 - . 2 4 7 6 6 8 5 . 9 6 0 8 3 5 2
. 1 4 0 . 0 0 0 - 4 . 6 8 5 0 1 6 - 3  . 6 1 0 7 5 1
. 4 3 0 . 0 0 0 8 . 0 5 2 1 9 7 9 . 7 6 1 7 5 9
. 3 6 0 . 0 0 0 - 1 0 . 8 2 8 3 8 - 9 . 0 8 2 9 2 7
. 5 5 0 . 0 0 0 - 3  . 5 8 0 5 5 4 - 1 . 4 2 3 9 4 2
. 2 1 0 . 0 0 0 - 7 . 8 3 5 1 6 7 - 5 . 5 0 1 9 7 5
. 3 6 0 . 0 1 9 . 2 6 0 6 7 7 6 2 . 8 4 4 2 7 3
. 3 9 0 . 0 0 0 4 . 6 6 2 8 7 7 . 5 0 5 8 4 7
. 5 8 0 . 0 0 0 7 . 7 2 3 0 0 5 10  . 3 2 9
. 5 1 0 . 0 0 0 3 . 7 2 2 7 2 8 6 . 3 5 1 2 5 9
. 2 9 0 . 0 0 0 - 8 . 0 7 4 3 0 6 - 5 . 9 9 8 2 5 9
. 1 9 0 . 0 0 0 - 4 . 0 4 8 4 6 9 - 2 . 1 0 0 0 8
. 4 0 0 . 0 0 0 - 5 . 8 6 5 1 2 3 - 3 . 6 4 5 1 8 6













































P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
L i n e a r  r e g r e s s i o n  N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 3 ,  8 7 1 7 )  = 3 2 2 5 . 2 6
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 7 8 1 9
R o o t  MSE = 3 . 9 0 9 9
Table 23: Public Authority Prais-Winsten Transformation
S e m i - r o b u s t HC3
mwh C o e f  . S t d . E r r . t p>  111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s . 1 4 7 6 0 4 4 . 0 3 2 4 1 3 8 4 . 5 5 0 . 0 0 0 . 0 8 4 0 6 5 8 . 2 1 1 1 4 3
c o o l i n g d e g ~ s . 5 3 0 9 6 7 . 0 6 1 2 9 6 2 8 . 6 6 0 . 0 0 0 . 4 1 0 8 1 1 9 . 6 5 1 1 2 2 1
h r l 4 . 8 4 9 8 9 . 2 0 0 4 5 9 4 2 4 . 1 9 0 . 0 0 0 4 . 4 5 6 9 4 2 5 . 2 4 2 8 3 8
h r  2 . 5 6 6 0 9 3 4 . 1 4 4 7 4 7 3 3 . 9 1 0 . 0 0 0 . 2 8 2 3 5 4 4 . 8 4 9 8 3 2 3
h r  3 -  . 7 4 7 0 2 1 4 . 1 0 6 9 0 2 1 - 6 . 9 9 0 . 0 0 0 - . 9 5 6 5 7 4 9 - . 5 3 7 4 6 8
h r  4 - 1 . 5 5 6 3 4 1 . 0 5 7 0 0 4 - 2 7 . 3 0 0 . 0 0 0 - 1 . 6 6 8 0 8 2 - 1 . 4 4 4 6
h r  6 6 . 1 8 2 3 3 7 . 1 2 3 3 7 3 1 5 0 . 1 1 0 . 0 0 0 5 . 9 4 0 4 9 6 6 . 4 2 4 1 7 7
h r  7 2 1 . 3 7 9 3 . 3 1 5 8 3 6 5 6 7 . 6 9 0 . 0 0 0 2 0 . 7 6 0 1 8 2 1 . 9 9 8 4 1
h r  8 3 6 . 5 5 0 6 3 . 4 3 3 2 3 5 6 8 4 . 3 7 0 . 0 0 0 3 5 . 7 0 1 3 9 37  . 3 9 9 8 7
h r  9 53 . 7 4 8 3 9 . 6 7 3 3 2 7 8 79  . 82 0 . 0 0 0 5 2 . 4 2 8 5 1 5 5 . 0 6 8 2 7
h r  10 6 1 . 2 5 5 8 4 . 6 5 5 2 1 1 6 93 . 4 9 0 . 0 0 0 5 9 . 9 7 1 4 7 6 2 . 5 4 0 2 1
h r l l 6 5 . 1 3 9 7 9 . 6 4 2 7 0 6 5 1 0 1 . 3 5 0 . 0 0 0 6 3 . 8 7 9 9 3 6 6 . 3 9 9 6 5
h r l 2 6 6 . 5 4 7 4 1 . 6 3 5 9 8 8 2 1 0 4 . 6 4 0 . 0 0 0 6 5 . 3 0 0 7 3 6 7 . 7 9 4 1
h r l 3 6 6 . 7 0 3 8 3 . 6 3 0 6 4 9 1 1 0 5 . 7 7 0 . 0 0 0 6 5 . 4 6 7 6 1 67 . 9 4 0 0 5
h r l 4 66 . 1 5 7 3 1 . 6 2 8 3 9 4 1 1 0 5 . 2 8 0 . 0 0 0 6 4 . 9 2 5 5 1 6 7 . 3 8 9 1 1
h r l 5 5 6 . 5 3 5 5 1 . 6 3 8 2 3 5 6 8 8 . 5 8 0 . 0 0 0 5 5 . 2 8 4 4 2 57 . 7 8 6 6
h r  16 5 0 . 7 4 6 2 1 . 6 1 3 6 8 1 3 82 . 6 9 0 . 0 0 0 4 9 . 5 4 3 2 5 5 1 . 9 4 9 1 7
h r l 7 42 . 5 8 1 2 2 . 5 8 0 6 6 9 2 73 . 3 3 0 . 0 0 0 4 1 . 4 4 2 9 8 4 3 . 7 1 9 4 7
h r  18 3 7 . 5 3 1 7 6 . 5 3 6 1 5 0 4 7 0 . 0 0 0 . 0 0 0 3 6 . 4 8 0 7 8 3 8 . 5 8 2 7 4
h r l 9 3 2 . 9 0 3 2 6 . 4 8 5 6 9 3 3 67 . 7 4 0 . 0 0 0 3 1 . 9 5 1 1 8 33 . 8 5 5 3 3
h r 2  0 3 1 . 6 3 8 1 8 . 4 3 5 0 0 8 3 72 . 7 3 0 . 0 0 0 3 0 . 7 8 5 4 6 32 . 4 9 0 9
h r  21 2 5 . 1 3 6 1 2 . 3 9 2 0 0 6 6 6 4 . 1 2 0 .  0 0 0 2 4 . 3 6 7 6 9 2 5 . 9 0 4 5 4
h r  2 2 1 8 . 8 8 1 1 5 . 3 4 8 6 1 6 7 5 4 . 1 6 0 . 0 0 0 1 8 . 1 9 7 7 8 1 9 . 5 6 4 5 2
h r  2 3 1 3 . 1 2 6 3 1 . 3 0 5 3 0 7 9 42 . 99 0 . 0 0 0 1 2 . 5 2 7 8 3 1 3 . 7 2 4 7 9
h r  2 4 8 . 2 0 6 5 3 2 . 2 6 6 3 7 9 7 3 0 . 8 1 0 . 0 0 0 7 . 6 8 4 3 6 5 8 . 7 2 8 6 9 9
mon 1 . 2 6 3 8 6 7 . 4 1 9 5 4 3 9 3 . 01 0 . 0 0 3 . 4 4 1 4 6 1 7 2 . 0 8 6 2 7 2
t u e - . 0 2 4 1 7 1 5 . 5 7 8 1 0 8 9 - 0 . 0 4 0 . 9 6 7 - 1 . 1 5 7 4 0 1 1 . 1 0 9 0 5 8
w e d - . 8 3 7 1 2 3 5 . 6 2 7 3 0 6 7 - 1 . 3 3 0 . 1 8 2 - 2 . 0 6 6 7 9 3 . 3 9 2 5 4 5 8
t h u - 1 . 5 8 3 8 4 5 . 6 3 3 3 8 7 6 - 2  . 5 0 0 . 0 1 2 - 2  . 8 2 5 4 3 4 - . 3 4 2 2 5 5 5
f r i - . 6 9 6 5 6 4 6 . 5 4 3 9 2 4 6 - 1 . 2 8 0 . 2 0 0 - 1 . 7 6 2 7 8 5 . 3 6 9 6 5 6
s a t - 1 . 3 8 6 8 4 4 . 4 2 7 1 2 9 - 3 . 2 5 0 . 0 0 1 - 2  . 2 2 4 1 1 8 - . 5 4 9 5 7 0 7
f  e b 8 . 1 5 1 7 9 4 2 . 2 8 0 9 9 9 3 . 5 7 0 . 0 0 0 3 . 6 8 0 4 9 8 1 2 . 6 2 3 0 9
m a r - 8 . 6 5 1 2 7 8 2 . 3 0 6 6 6 - 3 . 7 5 0 . 0 0 0 - 1 3 . 1 7 2 8 8 - 4 . 1 2 9 6 7 9
a p r . 9 3 4 5 3 1 8 2 . 7 3 5 4 5 5 0 . 3 4 0 . 7 3 3 - 4 . 4 2 7 6 0 6 6 . 2 9 6 6 7
m a y . 3 8 1 5 7 0 1 5 . 1 7 9 8 3 0 . 07 0 . 9 4 1 - 9 . 7 7 2 1 2 1 0 . 5 3 5 2 6
j u n 1 . 7 5 6 2 9 2 6 . 5 1 4 5 2 4 0 . 2 7 0 . 7 8 7 - 1 1 . 0 1 3 7 1 1 4 . 5 2 6 3
j u l 8 . 2 7 1 2 5 1 4 . 1 4 7 1 8 4 1 . 9 9 0 . 0 4 6 . 1 4 1 7 9 0 3 1 6 . 4 0 0 7 1
a u g 1 1 . 1 1 4 8 4 3 . 6 8 3 0 1 8 3 . 02 0 . 0 0 3 3 . 8 9 5 2 5 8 1 8 . 3 3 4 4 3
s e p 7 . 8 7 1 5 5 9 3 . 9 8 1 9 4 1 1 . 9 8 0 . 0 4 8 . 0 6 6 0 1 4 15 . 6 7 7 1
o c t - 3 . 8 2 9 5 5 8 3 . 5 8 6 1 6 - 1 . 0 7 0 . 2 8 6 - 1 0 . 8 5 9 2 8 3 . 2 0 0 1 6 3
n o v - 1 . 3 2 6 2 1 1 2 . 8 3 3 1 8 9 - 0 . 4 7 0 . 6 4 0 - 6 . 8 7 9 9 3 4 . 2 2 7 5 0 7
d e c - 3 . 6 6 9 8 9 6 2 . 9 0 9 5 8 3 - 1 . 2 6 0 . 2 0 7 - 9 . 3 7 3 3 6 7 2 . 0 3 3 5 7 5
_ c o n s 1 0 4 . 1 9 9 2 2 . 3 2 0 8 9 7 4 4 . 9 0 0 . 0 0 0 9 9 . 6 4 9 7 1 1 0 8 . 7 4 8 7
r h o  | . 9 4 6 0 2 5 8
D u r b i n - W a t s o n s t a t i s t i c  ( o r i g i n a l ) 0 . 2 4 3 6 5 8
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 1 . 9 0 4 8 8 3
87
Table 24: Public Authority Final Regression
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
L i n e a r  r e g r e s s i o n  N u m b e r  o f  o b s  = 8 7 5 9
F ( 4 4 ,  8 7 1 5 )  =
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 9 7 6 9
R o o t  MSE = 3 . 8 7 0 7
mwh |
S e m i - r o b u s t  
C o e f . S t d .  E r r .
HC3
t p > | t | [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 0 1 1 0 3 6 . 0 0 4 8 2 2 . 2 9 0 . 0 2 2 . 0 0 1 5 8 7 6 . 0 2 0 4 8 4 3
c o o l i n g d e g ~ s  | . 1 3 5 1 6 0 8 . 0 1 5 4 7 1 5 8 . 7 4 0 . 0 0 0 . 1 0 4 8 3 2 9 . 1 6 5 4 8 8 6
h r l  j - 3  . 7 0 0 7 9 8 . 2 0 7 5 7 9 7 - 1 7 . 8 3 0 . 0 0 0 - 4 . 1 0 7 7 0 3 - 3  . 2 9 3 8 9 3
h r  2 j - 5 . 0 2 2 1 6 8 . 1 3 5 6 4 8 - 3 7 . 0 2 0 . 0 0 0 - 5 . 2 8 8 0 7 - 4 . 7 5 6 2 6 6
h r  3 j - 2 . 6 1 4 2 2 2 . 1 0 4 2 6 5 5 - 2 5 . 0 7 0 . 0 0 0 - 2 . 8 1 8 6 0 7 - 2 . 4 0 9 8 3 7
h r  4 j - 2 . 2 9 2 4 9 1 . 0 8 2 9 7 6 5 - 2 7 . 6 3 0 . 0 0 0 - 2  . 4 5 5 1 4 4 - 2 . 1 2 9 8 3 7
h r  6 j 4 . 8 8 6 2 8 3 . 1 1 1 0 9 2 3 43  . 98 0 . 0 0 0 4 . 6 6 8 5 1 6 5 . 1 0 4 0 5
h r  7 | 1 4 . 7 0 9 5 . 2 8 5 1 0 3 2 5 1 . 5 9 0 . 0 0 0 1 4 . 1 5 0 6 3 1 5 . 2 6 8 3 7
h r  8 | 1 6 . 6 8 6 4 7 . 3 5 9 1 5 1 7 4 6 . 4 6 0 . 0 0 0 1 5 . 9 8 2 4 5 1 7 . 3 9 0 4 9
h r  9 | 20  . 7 4 5 4 2 . 7 7 2 9 8 5 5 2 6 . 8 4 0 . 0 0 0 19 . 2 3 0 1 8 22 . 2 6 0 6 5
h r  10 j 13 . 3 1 9 3 5 . 4 8 6 4 4 8 4 27  . 3 8 0 . 0 0 0 12 . 3 6 5 8 1 4 . 2 7 2 9 1
h r  11  j 1 0 . 5 7 5 0 6 . 5 0 3 6 0 4 2 2 1 . 0 0 0 . 0 0 0 9 . 5 8 7 8 7 5 1 1 . 5 6 2 2 4
h r l 2  j 8 . 5 7 5 2 1 1 . 5 3 1 1 8 6 7 1 6 . 1 4 0 . 0 0 0 7 . 5 3 3 9 5 9 9 . 6 1 6 4 6 2
h r l 3  j 7 . 4 2 9 6 1 8 . 5 2 9 7 9 8 2 14 . 02 0 . 0 0 0 6 . 3 9 1 0 8 8 8 . 4 6 8 1 4 7
h r l 4  j 6 . 6 5 6 7 1 . 5 3 4 1 5 1 1 12 . 4 6 0 . 0 0 0 5 . 6 0 9 6 4 8 7 . 7 0 3 7 7 2
h r l 5  | - 2 . 5 8 9 0 8 8 . 5 4 5 7 9 0 8 - 4 . 7 4 0 . 0 0 0 - 3  . 6 5 8 9 6 7 - 1 . 5 1 9 2 0 9
h r  16 | - . 0 7 3 5 5 7 . 4 6 3 6 4 9 1 - 0 . 1 6 0 . 8 7 4 - . 9 8 2 4 1 8 8 . 8 3 5 3 0 4 7
h r l 7  | - 3  . 2 6 9 2 1 7 . 4 1 1 7 2 0 6 - 7 . 9 4 0 . 0 0 0 - 4 . 0 7 6 2 8 6 - 2  . 4 6 2 1 4 7
h r  18  | - 1 . 3 0 2 7 8 2 . 3 6 0 9 9 7 8 - 3 . 6 1 0 . 0 0 0 - 2 . 0 1 0 4 2 3 - . 5 9 5 1 4 0 8
h r l 9  j - 1 . 5 3 7 2 4 5 . 3 9 4 6 4 6 8 - 3  . 90 0 . 0 0 0 - 2  . 3 1 0 8 4 6 - . 7 6 3 6 4 3 9
h r  2 0 j 1 . 2 9 1 0 2 1 . 2 8 3 1 5 1 9 4 . 5 6 0 . 0 0 0 . 7 3 5 9 7 6 7 1 . 8 4 6 0 6 6
h r  2 1  j - 3 . 9 8 3 2 9 4 . 3 0 2 8 9 6 6 - 1 3 . 1 5 0 . 0 0 0 - 4 . 5 7 7 0 4 3 - 3  . 3 8 9 5 4 6
h r  2 2 j - 4 . 5 1 4 6 7 7 . 2 9 4 1 9 1 8 - 1 5 . 3 5 0 . 0 0 0 - 5 . 0 9 1 3 6 3 - 3 . 9 3 7 9 9 2
h r  2 3 j - 4 . 7 6 2 7 3 9 . 2 1 9 3 1 7 4 - 2 1 . 7 2 0 . 0 0 0 - 5 . 1 9 2 6 5 3 - 4 . 3 3 2 8 2 5
h r  2 4 j - 4 . 6 1 4 3 2 8 . 1 6 8 2 9 1 7 - 2 7 . 4 2 0 . 0 0 0 - 4 . 9 4 4 2 1 9 - 4 . 2 8 4 4 3 6
m o n | 1 . 1 0 6 4 2 5 . 1 9 1 9 3 3 6 5 . 7 6 0 . 0 0 0 . 7 3 0 1 9 0 1 1 . 4 8 2 6 6
t u e  | . 8 6 5 9 9 4 9 . 1 9 9 0 1 0 4 4 . 3 5 0 . 0 0 0 . 4 7 5 8 8 7 5 1 . 2 5 6 1 0 2
w e d  | - 1 . 2 9 0 0 2 9 . 1 6 4 3 6 6 8 - 7 . 8 5 0 . 0 0 0 - 1 . 6 1 2 2 2 7 - . 9 6 7 8 3 1 6
t h u  j - 2  . 3 7 7 3 0 7 . 2 1 1 5 0 5 2 - 1 1 . 2 4 0 . 0 0 0 - 2  . 7 9 1 9 0 7 - 1 . 9 6 2 7 0 7
f r i  j - . 1 8 4 4 1 1 6 . 1 7 6 9 5 8 4 - 1 . 0 4 0 . 2 9 7 - . 5 3 1 2 9 1 9 . 1 6 2 4 6 8 6
s a t  | - . 9 9 0 5 2 5 . 1 7 4 5 1 8 1 - 5 . 6 8 0 . 0 0 0 - 1 . 3 3 2 6 2 2 - . 6 4 8 4 2 8 3
f  e b  | 1 . 1 9 9 6 0 8 . 2 2 3 1 6 4 8 5 . 3 8 0 . 0 0 0 . 7 6 2 1 5 2 2 1 . 6 3 7 0 6 4
m a r  | - 1 . 3 2 8 9 3 1 . 2 1 7 7 3 1 2 - 6 . 1 0 0 . 0 0 0 - 1 . 7 5 5 7 3 5 - . 9 0 2 1 2 5 9
a p r  | - . 3 1 2 6 1 2 2 . 2 1 8 4 8 1 3 - 1 . 4 3 0 . 1 5 3 - . 7 4 0 8 8 7 2 . 1 1 5 6 6 2 8
m a y  | - . 8 6 3 9 9 0 4 . 2 4 6 7 1 1 1 - 3  . 5 0 0 . 0 0 0 - 1 . 3 4 7 6 0 2 - . 3 8 0 3 7 8 3
j u n  | - . 0 1 6 5 1 8 9 . 3 3 1 0 6 2 5 - 0 . 0 5 0 . 9 6 0 - . 6 6 5 4 7 9 6 . 6 3 2 4 4 1 8
j u l  | . 4 6 1 4 7 6 5 . 3 6 3 6 4 0 6 1 . 2 7 0 . 2 0 4 - . 2 5 1 3 4 5 1 . 1 7 4 2 9 8
a u g  | . 9 7 2 5 8 2 3 . 3 4 5 1 5 7 9 2 . 8 2 0 . 0 0 5 . 2 9 5 9 9 1 2 1 .  6 4 9 1 7 3
s e p  | . 5 5 9 0 2 5 2 . 2 7 3 6 5 5 9 2 . 04 0 . 0 4 1 . 0 2 2 5 9 5 1 . 0 9 5 4 5 5
o c t  | - . 9 8 4 2 5 3 . 2 2 9 8 8 6 8 - 4 . 2 8 0 . 0 0 0 - 1 . 4 3 4 8 8 5 - . 5 3 3 6 2 0 6
n o v  | - . 3 8 2 6 2 8 3 . 2 0 9 5 5 6 4 - 1 . 8 3 0 . 0 6 8 -  . 7 9 3 4 0 8 3 . 0 2 8 1 5 1 7
d e c  | - . 6 3 1 5 6 3 4 . 2 2 1 6 3 0 7 - 2  . 85 0 . 0 0 4 - 1 . 0 6 6 0 1 2 - . 1 9 7 1 1 4 9
mwh |
L I . j . 8 6 7 7 8 1 6 . 0 0 7 6 1 3 5 1 1 3 . 9 8 0 . 0 0 0 . 8 5 2 8 5 7 4 . 8 8 2 7 0 5 9
_ c o n s  | 1 5 . 9 4 8 1 3 . 8 5 9 5 2 7 1 8 . 5 5 0 . 0 0 0 1 4 . 2 6 3 2 6 1 7 . 6 3 3 0 1
r h o  | . 1 2 0 4 1 7 4
D u r b i n - W a t s o n s t a t i s t i c  ( o r i g i n a l ) 1 . 8 0 3 4 0 8
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 2 . 0 3 4 4 6 0
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Street Lighting
Table 25: Street Lighting Initial Regression
S o u r c e  | SS d f MS N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 9 5 1 . 1 4
M o d e l  | 2 6 3 8 8 8 . 2 1 3 42 6 2 8 3 . 0 5 2 6 9 P r o b  > F = 0 . 0 0 0 0
R e s i d u a l  | 5 7 5 8 2 . 6 3 3 6 8 7 1 7 6 . 6 0 5 7 8 5 6 6 R - s q u a r e d  = 0 . 8 2 0 9
A d j  R - s q u a r e d  = 0 . 8 2 0 0
T o t a l  | 3 2 1 4 7 0 . 8 4 7 8 7 5 9 3 6 . 7 0 1 7 7 4 9 R o o t  MSE 2 . 5 7 0 2
mwh | C o e f  . S t d . E r r . t P> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 0 0 7 2 1 3 9 . 0 0 3 3 5 8 8 2 . 1 5 0 . 0 3 2 . 0 0 0 6 2 9 9 . 0 1 3 7 9 7 9
c o o l i n g d e g ~ s  | - . 0 8 8 8 5 4 5 . 0 0 7 0 4 3 - 1 2 . 6 2 0 . 0 0 0 - . 1 0 2 6 6 0 4 - . 0 7 5 0 4 8 6
h r l . 6 1 7 2 0 3 1 . 1 9 0 3 3 7 8 3 . 2 4 0 . 0 0 1 . 2 4 4 0 9 6 1 . 9 9 0 3 1 0 1
h r  2 | . 1 0 6 0 0 2 . 1 9 0 3 0 4 2 0 . 5 6 0 . 5 7 8 - . 2 6 7 0 3 9 2 . 4 7 9 0 4 3 3
h r  3 j . 0 5 9 0 9 0 9 . 1 9 0 2 8 3 0 . 3 1 0 . 7 5 6 - . 3 1 3 9 0 8 7 . 4 3 2 0 9 0 4
h r  4 j . 0 4 3 8 3 3 6 . 1 9 0 2 6 3 0 . 2 3 0 . 8 1 8 - . 3 2 9 1 2 6 8 . 4 1 6 7 9 4
h r 6  j - . 7 4 1 5 0 5 2 . 1 9 0 2 5 5 4 - 3  . 9 0 0 . 0 0 0 - 1 . 1 1 4 4 5 1 - . 3 6 8 5 5 9 7
h r  7 j - 5 . 6 4 7 4 3 2 . 1 9 0 2 6 4 2 - 2 9 . 6 8 0 . 0 0 0 - 6 . 0 2 0 3 9 4 - 5  . 2 7 4 4 6 9
h r  8 | - 1 0 . 6 6 0 7 6 . 1 9 0 3 7 3 6 - 5 6 . 0 0 0 . 0 0 0 - 1 1 . 0 3 3 9 4 - 1 0 . 2 8 7 5 8
h r  9 j - 1 1 . 9 9 1 4 7 . 1 9 0 7 8 7 1 - 6 2 . 8 5 0 . 0 0 0 - 1 2 . 3 6 5 4 6 - 1 1 . 6 1 7 4 9
h r  10  j - 1 1 . 8 0 3 2 5 . 1 9 1 5 4 4 7 - 6 1 . 6 2 0 . 0 0 0 - 1 2 . 1 7 8 7 2 - 1 1 . 4 2 7 7 8
h r  1 1  j - 1 1 . 6 8 1 3 3 . 1 9 2 3 8 4 9 - 6 0 . 7 2 0 . 0 0 0 - 1 2 . 0 5 8 4 5 - 1 1 . 3 0 4 2 1
h r l 2  j - 1 1 . 5 9 2 . 1 9 3 2 0 1 6
oooUD1 0 . 0 0 0 - 1 1 . 9 7 0 7 2 - 1 1 . 2 1 3 2 7
h r l 3  j - 1 1 . 5 5 2 7 . 1 9 4 0 6 0 4 - 5 9 . 5 3 0 . 0 0 0 - 1 1 . 9 3 3 1 - 1 1 . 1 7 2 2 9
h r l 4  | - 1 1 . 5 0 0 0 7 . 1 9 4 6 5 6 6 - 5 9 . 0 8 0 . 0 0 0 - 1 1 . 8 8 1 6 5 - 1 1 . 1 1 8 5
h r  15 j - 1 1 . 4 8 0 4 1 . 1 9 4 8 4 1 1 - 5 8 . 9 2 0 . 0 0 0 - 1 1 . 8 6 2 3 5 - 1 1 . 0 9 8 4 8
h r  16 j - 1 1 . 4 9 4 4 5 . 1 9 4 6 8 3 9 - 5 9 . 0 4 0 . 0 0 0 - 1 1 . 8 7 6 0 8 - 1 1 . 1 1 2 8 3
h r l 7  j - 1 1 . 4 8 2 0 2 . 1 9 4 0 7 7 2 - 5 9 . 1 6 0 . 0 0 0 - 1 1 . 8 6 2 4 6 - 1 1 . 1 0 1 5 8
h r  18  | - 9 . 4 6 8 0 7 4 . 1 9 3 1 4 2 8 - 4 9 . 0 2 0 . 0 0 0 - 9  . 8 4 6 6 7 9 - 9 . 0 8 9 4 6 8
h r  19  | - 7 . 6 6 6 6 3 3 . 1 9 2 1 8 5 5 - 3 9 . 8 9 0 . 0 0 0 - 8 . 0 4 3 3 6 2 - 7  . 2 8 9 9 0 4
h r  2 0 j - 6 . 2 4 3 5 7 1 . 1 9 1 4 6 7 6 - 3 2 . 6 1 0 . 0 0 0 - 6 . 6 1 8 8 9 3 - 5 . 8 6 8 2 4 9
h r  2 1  j - 3 . 5 0 9 8 4 4 . 1 9 1 0 3 7 8 - 1 8 . 3 7 0 . 0 0 0 - 3 . 8 8 4 3 2 4 - 3 . 1 3 5 3 6 5
h r  2 2 j . 3 2 3 8 0 0 7 . 1 9 0 7 4 4 9 1 . 7 0 0 . 0 9 0 - . 0 5 0 1 0 4 3 . 6 9 7 7 0 5 7
h r  2 3 j . 3 1 9 1 1 1 5 . 1 9 0 5 5 0 9 1 . 6 7 0 . 0 9 4 - . 0 5 4 4 1 3 3 . 6 9 2 6 3 6 3
h r  2 4 j . 1 8 6 0 2 8 3 . 1 9 0 4 0 1 8 0 . 9 8 0 . 3 2 9 - . 1 8 7 2 0 4 1 . 5 5 9 2 6 0 8
m o n  | - . 0 1 3 5 1 5 9 . 1 0 2 9 6 2 1 - 0 . 1 3 0 . 8 9 6 -  . 2 1 5 3 4 5 9 . 1 8 8 3 1 4 1
t u e  | - . 0 7 2 2 0 6 5 . 1 0 3 1 0 9 8 - 0 . 7 0 0 . 4 8 4 - . 2 7 4 3 2 6 1 . 1 2 9 9 1 3 2
w e d  | - . 3 3 9 7 3 7 3 . 1 0 2 8 6 6 5 - 3 . 3 0 0 . 0 0 1 - . 5 4 1 3 8 - . 1 3 8 0 9 4 6
t h u  j - . 5 0 1 0 7 2 2 . 1 0 3 1 8 7 2 - 4 . 8 6 0 . 0 0 0 - . 7 0 3 3 4 3 5 -  . 2 9 8 8 0 0 8
f r i  j - . 0 3 4 3 7 0 4 . 1 0 3 3 9 9 9 - 0 . 3 3 0 . 7 4 0 - . 2 3 7 0 5 8 6 . 1 6 8 3 1 7 9
s a t  | . 0 3 4 0 3 8 2 . 1 0 3 0 6 7 3 0 . 3 3 0 . 7 4 1 -  . 1 6 7 9 9 8 1 . 2 3 6 0 7 4 4
f  e b  j 2 . 3 8 0 2 0 8 . 1 4 0 6 0 1 3 1 6 . 9 3 0 . 0 0 0 2 . 1 0 4 5 9 6 2 . 6 5 5 8 2
m a r  | 1 . 9 3 5 1 2 3 . 1 4 3 8 3 4 2 13 . 4 5 0 . 0 0 0 1 . 6 5 3 1 7 4 2 . 2 1 7 0 7 2
a p r  j . 9 4 7 6 0 0 7 . 1 5 3 6 1 6 2 6 . 1 7 0 . 0 0 0 . 6 4 6 4 7 6 7 1 . 2 4 8 7 2 5
m a y  | 1 . 6 6 7 7 8 6 . 1 6 5 3 5 4 8 1 0 . 0 9 0 . 0 0 0 1 . 3 4 3 6 5 1 1 . 9 9 1 9 2
j u n  j 2 . 6 4 5 5 0 2 . 1 8 5 6 7 3 5 1 4 . 2 5 0 . 0 0 0 2 . 2 8 1 5 3 8 3 . 0 0 9 4 6 6
j u l  | 1 . 2 5 6 8 5 5 . 1 9 3 6 2 7 2 6 . 4 9 0 . 0 0 0 . 8 7 7 3 1 . 6 3 6 4 1
a u g  j 2 . 0 7 2 0 3 6 . 1 8 5 9 4 1 4 1 1 . 1 4 0 . 0 0 0 1 . 7 0 7 5 4 7 2 . 4 3 6 5 2 5
s e p  j 2 . 3 3 7 4 4 . 1 7 8 2 7 6 7 13 . 1 1 0 . 0 0 0 1 . 9 8 7 9 7 5 2 . 6 8 6 9 0 4
o c t  | . 5 6 5 1 0 8 7 . 1 5 8 6 3 4 3 . 5 6 0 . 0 0 0 . 2 5 4 1 4 8 5 . 8 7 6 0 6 8 8
n o v  | . 2 8 1 1 1 2 4 . 1 4 1 0 7 1 1 . 9 9 0 . 0 4 6 . 0 0 4 5 7 9 8 . 5 5 7 6 4 4 9
d e c  | - . 5 9 2 3 6 3 1 . 1 3 4 9 7 9 - 4 . 3 9 0 . 0 0 0 - . 8 5 6 9 5 3 7 - . 3 2 7 7 7 2 4
_ c o n s  | 1 3 . 3 8 6 3 1 . 2 2 5 9 6 8 7 5 9 . 2 4 0 . 0 0 0 1 2 . 9 4 3 3 6 13 . 8 2 9 2 6
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Table 26: Street Lighting VIF Test
V a r i a b l e  | V I F 1 / V I F
j u l  | 3 . 8 6 0 . 2 5 8 8 0 0
a u g  j 3 . 5 6 0 . 2 8 0 6 3 7
h e a t i n g d e g ~ s  | 3 . 4 7 0 . 2 8 8 3 0 6
j u n  | 3 . 4 5 0 . 2 8 9 9 6 1
s e p  j 3 . 1 8 0 . 3 1 4 5 2 2
m a y  | 2 . 8 2 0 . 3 5 4 8 6 6
o c t  | 2 . 5 9 0 . 3 8 5 5 7 2
a p r  j 2 . 3 6 0 . 4 2 3 6 1 0
m a r  | 2 . 1 3 0 . 4 6 9 0 0 1
c o o l i n g d e g ~ s  | 2 . 0 1 0 . 4 9 7 1 1 8
h r  15 2 . 0 1 0 . 4 9 7 4 5 5
h r  16  | 2 . 01 0 . 4 9 8 2 5 9
h r l 4  j 2 . 0 1 0 . 4 9 8 3 9 9
h r l 7  j 1 . 9 9 0 . 5 0 1 3 7 9
h r l 3  | 1 . 9 9 0 . 5 0 1 4 6 6
n o v  | 1 . 9 9 0 . 5 0 2 3 0 1
h r l 2  j 1 . 9 8 0 . 5 0 5 9 3 4
h r  18  | 1 . 9 8 0 . 5 0 6 2 4 2
h r  11  j 1 . 9 6 0 . 5 1 0 2 3 8
h r  19 j 1 . 9 6 0 . 5 1 1 2 9 8
h r l O  j 1 . 9 4 0 . 5 1 4 7 2 4
h r 2  0 j 1 . 9 4 0 . 5 1 5 1 3 9
h r  2 1  | 1 . 9 3 0 . 5 1 7 4 5 9
h r  9 j 1 . 9 3 0 . 5 1 8 8 2 0
h r  2 2 j 1 . 9 3 0 . 5 1 9 0 5 0
h r  2 3 | 1 . 9 2 0 . 5 2 0 1 0 7
h r  2 4 j 1 . 9 2 0 . 5 2 0 9 2 2
h r  8 j 1 . 9 2 0 . 5 2 1 0 7 7
h r l  j 1 . 9 2 0 . 5 2 1 2 7 3
h r 2  j 1 . 9 2 0 . 5 2 1 4 5 7
h r  3 | 1 . 9 2 0 . 5 2 1 5 7 3
h r  7 j 1 . 9 2 0 . 5 2 1 6 7 6
h r  4 j 1 . 9 2 0 . 5 2 1 6 8 3
h r  6 1 . 9 2 0 . 5 2 1 7 2 4
d e c  | 1 . 8 8 0 . 5 3 2 5 5 7
f e b  j 00 (T\ 0 . 5 3 8 5 6 7
w e d  | 1 . 7 4 0 . 5 7 4 1 5 3
f r i  | 1 . 7 3 0 . 5 7 7 3 2 2
t h u  | 1 . 7 3 0 . 5 7 9 7 0 4
t u e  j 1 . 7 2 0 . 5 8 0 5 7 5
s a t  | 1 . 7 2 0 . 5 8 1 0 5 4
m on  1 1 . 7 2 0 . 5 8 2 2 4 2
M e a n  V I F  | 2 . 1 5
Table 27: Street Lighting Regression with Robust Standard Errors
L i n e a r  r e g r e s s i o n
1
mwh | C o e f  .
R o b u s t  HC3 
S t d . E r r .
h e a t i n g d e g ~ s  | . 0 0 7 2 1 3 9 . 0 0 3 3 4 1 9
c o o l i n g d e g ~ s  | - . 0 8 8 8 5 4 5 . 0 0 6 2 2 1 2
h r l  j . 6 1 7 2 0 3 1 . 1 8 3 3 2 4 3
h r 2  j . 1 0 6 0 0 2 . 1 7 2 4 1 5 2
h r  3 | . 0 5 9 0 9 0 9 . 1 7 1 2 8 3 3
h r  4 j . 0 4 3 8 3 3 6 . 1 7 0 9 3 8 7
h r  6 | - . 7 4 1 5 0 5 2 . 1 5 5 8 1 1
h r  7 j - 5 . 6 4 7 4 3 2 . 2 5 0 3 4 6 7
h r  8 | - 1 0 . 6 6 0 7 6 . 1 8 6 0 1 3 8
h r  9 j - 1 1 . 9 9 1 4 7 . 1 2 6 9 2 3
h r  10  j - 1 1 . 8 0 3 2 5 . 1 2 7 8 1 3 4
h r l l  j - 1 1 . 6 8 1 3 3 . 1 2 9 0 1 4 4
h r l 2  j - 1 1 . 5 9 2 . 1 3 0 1 9 2 9
h r l 3  j - 1 1 . 5 5 2 7 . 1 3 1 5 7 7 8
h r l 4  j - 1 1 . 5 0 0 0 7 . 1 3 2 5 0 5 9
h r l 5  j - 1 1 . 4 8 0 4 1 . 1 3 2 8 2 3 9
h r  16  j - 1 1 . 4 9 4 4 5 . 1 3 2 6 6 8 5
h r l 7  j - 1 1 . 4 8 2 0 2 . 1 3 3 9 7 2 7
h r  18  j - 9 . 4 6 8 0 7 4 . 2 2 9 5 7 8 1
h r l 9  j - 7 . 6 6 6 6 3 3 . 2 7 8 7 4 0 9
h r  2 0 j - 6 . 2 4 3 5 7 1 . 2 9 9 4 0 8 2
h r 2 1 j - 3 . 5 0 9 8 4 4 . 2 3 9 3 0 7 6
h r  2 2 | . 3 2 3 8 0 0 7 . 1 7 4 4 4 5 7
h r  2 3 | . 3 1 9 1 1 1 5 . 1 7 7 6 4 2 2
h r  2 4 | . 1 8 6 0 2 8 3 . 1 7 5 5 2
m o n  | - . 0 1 3 5 1 5 9 . 1 0 3 0 1 0 8
t u e  | - . 0 7 2 2 0 6 5 . 1 0 2 7 2 1 7
w e d  | - . 3 3 9 7 3 7 3 . 1 0 2 9 2 6
t h u  j - . 5 0 1 0 7 2 2 . 1 0 5 2 4 7
f r i  | - . 0 3 4 3 7 0 4 . 1 0 3 2 8 0 9
s a t  | . 0 3 4 0 3 8 2 . 1 0 3 2 6 0 4
f e b  | 2 . 3 8 0 2 0 8 . 1 4 0 6 8 5
m a r  | 1 . 9 3 5 1 2 3 . 1 4 2 2 9 7 1
a p r  j . 9 4 7 6 0 0 7 . 1 4 3 2 7 6
m a y  | 1 . 6 6 7 7 8 6 . 1 7 9 4 5 6 8
j u n  j 2 . 6 4 5 5 0 2 . 2 1 5 9 1 7 6
j u l  | 1 . 2 5 6 8 5 5 . 1 9 9 6 5 1 3
a u g  j 2 . 0 7 2 0 3 6 . 1 8 2 4 1 1 3
s e p  j 2 . 3 3 7 4 4 . 1 7 2 4 5 1 7
o c t  j . 5 6 5 1 0 8 7 . 1 5 4 2 7 4 1
n o v  | . 2 8 1 1 1 2 4 . 1 4 6 0 8
d e c  | - . 5 9 2 3 6 3 1 . 1 4 5 8 6 1 7
_ c o n s  1 1 3 . 3 8 6 3 1 . 2 2 1 5 6 6
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 2 4 2 6 . 8 8
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 8 2 0 9
R o o t  MSE = 2 . 5 7 0 2
t p>  111 [95% C o n f . I n t e r v a l ]
. 1 6 0 . 0 3 1 . 0 0 0 6 6 2 9 . 0 1 3 7 6 4 9
. 2 8 0 . 0 0 0 - . 1 0 1 0 4 9 4 - . 0 7 6 6 5 9 5
. 3 7 0 . 0 0 1 . 2 5 7 8 4 4 2 . 9 7 6 5 6 1 9
. 61 0 . 5 3 9 - . 2 3 1 9 7 2 6 . 4 4 3 9 7 6 6
. 3 4 0 . 7 3 0 - . 2 7 6 6 6 4 9 . 3 9 4 8 4 6 6
. 2 6 0 . 7 9 8 -  . 2 9 1 2 4 6 6 . 3 7 8 9 1 3 8
. 7 6 0 . 0 0 0 - 1 . 0 4 6 9 3 2 -  . 4 3 6 0 7 8 8
. 5 6 0 . 0 0 0 - 6 . 1 3 8 1 7 - 5 . 1 5 6 6 9 3
. 3 1 0 . 0 0 0 - 1 1 . 0 2 5 3 9 - 1 0 . 2 9 6 1 3
. 4 8 0 . 0 0 0 - 1 2 . 2 4 0 2 7 - 1 1 . 7 4 2 6 7
. 3 5 0 . 0 0 0 - 1 2 . 0 5 3 8 - 1 1 . 5 5 2 7 1
. 5 4 0 . 0 0 0 - 1 1 . 9 3 4 2 3 - 1 1 . 4 2 8 4 3
. 0 4 0 . 0 0 0 - 1 1 . 8 4 7 2 - 1 1 . 3 3 6 7 9
. 80 0 . 0 0 0 - 1 1 . 8 1 0 6 2 - 1 1 . 2 9 4 7 7
. 7 9 0 . 0 0 0 - 1 1 . 7 5 9 8 2 - 1 1 . 2 4 0 3 3
. 4 3 0 . 0 0 0 - 1 1 . 7 4 0 7 8 - 1 1 . 2 2 0 0 5
. 64 0 . 0 0 0 - 1 1 . 7 5 4 5 1 - 1 1 . 2 3 4 3 9
. 7 0 0 . 0 0 0 - 1 1 . 7 4 4 6 4 - 1 1 . 2 1 9 4
. 2 4 0 . 0 0 0 - 9 . 9 1 8 1 0 1 - 9  . 0 1 8 0 4 6
. 5 0 0 . 0 0 0 - 8 . 2 1 3 0 3 1 - 7  . 1 2 0 2 3 5
. 8 5 0 . 0 0 0 - 6 . 8 3 0 4 8 2 - 5 . 6 5 6 6 6
. 67 0 . 0 0 0 - 3  . 9 7 8 9 4 4 - 3 . 0 4 0 7 4 5
. 8 6 0 . 0 6 3 - . 0 1 8 1 5 4 1 . 6 6 5 7 5 5 5
. 8 0 0 . 0 7 2 - . 0 2 9 1 0 9 2 . 6 6 7 3 3 2 1
. 0 6 0 . 2 8 9 - . 1 5 8 0 3 2 4 . 5 3 0 0 8 9
. 1 3 0 . 8 9 6 - . 2 1 5 4 4 1 4 . 1 8 8 4 0 9 7
. 7 0 0 . 4 8 2 -  . 2 7 3 5 6 5 3 . 1 2 9 1 5 2 4
. 3 0 0 . 0 0 1 - . 5 4 1 4 9 6 7 - . 1 3 7 9 7 8
. 7 6 0 . 0 0 0 - . 7 0 7 3 8 1 2 - . 2 9 4 7 6 3 2
. 3 3 0 . 7 3 9 - . 2 3 6 8 2 5 3 . 1 6 8 0 8 4 6
. 3 3 0 . 7 4 2 - . 1 6 8 3 7 6 5 . 2 3 6 4 5 2 9
. 92 0 . 0 0 0 2 . 1 0 4 4 3 2 2 . 6 5 5 9 8 4
. 6 0 0 . 0 0 0 1 . 6 5 6 1 8 7 2 . 2 1 4 0 5 9
. 61 0 . 0 0 0 . 6 6 6 7 4 6 1 . 2 2 8 4 5 5
. 2 9 0 . 0 0 0 1 . 3 1 6 0 0 8 2 . 0 1 9 5 6 4
. 2 5 0 . 0 0 0 2 . 2 2 2 2 5 2 3 . 0 6 8 7 5 1
. 3 0 0 . 0 0 0 . 8 6 5 4 9 1 4 1 . 6 4 8 2 1 9
. 3 6 0 . 0 0 0 1 . 7 1 4 4 6 7 2 . 4 2 9 6 0 5
. 5 5 0 . 0 0 0 1 . 9 9 9 3 9 3 2 . 6 7 5 4 8 6
. 6 6 0 . 0 0 0 . 2 6 2 6 9 5 1 . 8 6 7 5 2 2 2
. 92 0 .  0 5 4 - . 0 0 5 2 3 9 . 5 6 7 4 6 3 8
. 0 6 0 . 0 0 0 - . 8 7 8 2 8 6 4 - . 3 0 6 4 3 9 7













































P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
L i n e a r  r e g r e s s i o n  N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 3 ,  8 7 1 7 )  = 3 2 7 9 . 4 7
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 6 2 0 5
R o o t  MSE = 2 . 0 4 3 8
Table 28: Street Lighting Prais-Winsten Transformation
S e m i - r o b u s t HC3
mwh | C o e f  . S t d .  E r r . t p>  111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 0 2 1 2 6 4 9 . 0 0 6 1 0 7 8 3 . 4 8 0 . 0 0 1 . 0 0 9 2 9 2 2 . 0 3 3 2 3 7 7
c o o l i n g d e g ~ s  | -  . 0 5 6 1 2 1 . 0 1 0 1 2 4 2 - 5 . 5 4 0 . 0 0 0 - . 0 7 5 9 6 6 9 - . 0 3 6 2 7 5 1
h r l  j . 6 1 6 7 7 3 5 . 1 0 4 6 8 8 1 5 . 8 9 0 . 0 0 0 . 4 1 1 5 6 0 1 . 8 2 1 9 8 6 9
h r  2 j . 1 0 6 3 2 2 3 . 0 8 1 7 9 9 1 . 3 0 0 . 1 9 4 - . 0 5 4 0 2 2 9 . 2 6 6 6 6 7 6
h r  3 j . 0 5 9 8 1 1 2 . 0 6 9 6 3 5 0 . 8 6 0 . 3 9 0 - . 0 7 6 6 8 9 9 . 1 9 6 3 1 2 4
h r 4  j . 0 4 5 5 3 8 4 . 0 5 3 4 5 1 2 0 . 8 5 0 . 3 9 4 - . 0 5 9 2 3 8 6 . 1 5 0 3 1 5 3
h r 6  | - . 7 4 6 1 3 6 1 . 0 7 7 3 4 5 9 - 9 . 6 5 0 . 0 0 0 -  . 8 9 7 7 5 2 3 - . 5 9 4 5 1 9 9
h r  7 j - 5 . 6 5 3 8 9 9 . 2 4 8 8 3 2 8 - 2 2  . 7 2 0 , 0 0 0 - 6 . 1 4 1 6 7 - 5 . 1 6 6 1 2 8
h r  8 j - 1 0 . 6 6 8 7 . 2 0 3 8 6 3 4 - 5 2  . 3 3 0 . 0 0 0 - 1 1 . 0 6 8 3 2 - 1 0 . 2 6 9 0 7
h r  9 j - 1 2 . 0 0 5 4 . 1 5 1 7 1 4 - 7 9 . 1 3 0 . 0 0 0 - 1 2 . 3 0 2 7 9 - 1 1 . 7 0 8
h r  10  | - 1 1 . 8 2 8 2 . 1 0 9 0 9 0 1 - 1 0 8 . 4 3 0 . 0 0 0 - 1 2 . 0 4 2 0 4 - 1 1 . 6 1 4 3 5
h r l l  j - 1 1 . 7 1 4 7 9 . 0 9 1 7 0 4 3 - 1 2 7 . 7 5 0 . 0 0 0 - 1 1 . 8 9 4 5 6 - 1 1 . 5 3 5 0 3
h r l 2  j - 1 1 . 6 3 6 9 6 . 0 8 7 4 1 5 6 - 1 3 3 . 1 2 0 . 0 0 0 - 1 1 . 8 0 8 3 2 - 1 1 . 4 6 5 6 1
h r l 3  j - 1 1 . 6 0 6 6 1 . 0 8 9 0 7 7 9 - 1 3 0 . 3 0 0 . 0 0 0 - 1 1 . 7 8 1 2 3 - 1 1 . 4 3 2
h r l 4  | - 1 1 . 5 5 9 8 8 . 0 9 1 2 2 6 - 1 2 6 . 7 2 0 . 0 0 0 - 1 1 . 7 3 8 7 - 1 1 . 3 8 1 0 6
h r  15 j - 1 1 . 5 4 1 0 8 . 0 9 1 9 3 3 7 - 1 2 5 . 5 4 0 . 0 0 0 - 1 1 . 7 2 1 2 9 - 1 1 . 3 6 0 8 7
h r l 6  j - 1 1 . 5 5 3 7 2 . 0 9 1 0 0 1 2 - 1 2 6 . 9 6 0 . 0 0 0 - 1 1 . 7 3 2 1 - 1 1 . 3 7 5 3 4
h r l 7  j - 1 1 . 5 3 5 8 1 . 0 9 0 7 2 2 - 1 2 7 . 1 6 0 . 0 0 0 - 1 1 . 7 1 3 6 4 - 1 1 . 3 5 7 9 7
h r l 8  j - 9 . 5 0 8 8 5 4 . 1 9 7 3 7 7 4 - 4 8 . 1 8 0 . 0 0 0 - 9 . 8 9 5 7 6 - 9 . 1 2 1 9 4 7
h r l 9  j - 7 . 6 9 1 7 4 3 . 2 2 4 8 0 0 6 - 3 4 . 2 2 0 . 0 0 0 - 8 . 1 3 2 4 0 5 - 7  . 2 5 1 0 8 1
h r 2  0 j - 6  . 2 5 4 3 1 7 . 2 2 4 0 9 4 7 - 2 7 . 9 1 0 . 0 0 0 - 6  . 6 9 3 5 9 6 - 5 . 8 1 5 0 3 9
h r  2 1  j - 3  . 5 1 2 1 0 8 . 2 1 5 1 9 3 8 - 1 6 . 3 2 0 . 0 0 0 - 3 . 9 3 3 9 3 9 - 3 . 0 9 0 2 7 7
h r  2 2 | . 3 2 6 5 9 0 7 . 2 5 3 4 6 9 8 1 . 2 9 0 . 1 9 8 - . 1 7 0 2 7 . 8 2 3 4 5 1 5
h r  2 3 j . 3 2 2 9 2 4 4 . 1 6 8 2 8 9 1 1 . 9 2 0 . 0 5 5 - . 0 0 6 9 6 2 1 . 6 5 2 8 1 0 8
h r  2 4 j . 1 8 5 8 6 9 8 . 1 2 1 0 7 6 1 . 5 4 0 . 1 2 5 - . 0 5 1 4 6 7 8 . 4 2 3 2 0 7 5
m o n  | - . 0 2 8 9 1 1 2 . 1 5 4 2 6 5 2 - 0 . 1 9 0 . 8 5 1 -  . 3 3 1 3 0 7 5 . 2 7 3 4 8 5 1
t u e  | - . 0 7 8 7 8 6 . 1 6 9 1 2 5 9 - 0 . 4 7 0 . 6 4 1 - . 4 1 0 3 1 2 8 . 2 5 2 7 4 0 7
w e d  | - . 2 9 2 0 1 3 . 1 7 2 0 8 8 7 - 1 . 7 0 0 . 0 9 0 - . 6 2 9 3 4 7 6 . 0 4 5 3 2 1 6
t h u  | - . 4 6 0 3 3 1 7 . 1 7 5 5 0 7 4 - 2 . 6 2 0 . 0 0 9 - . 8 0 4 3 6 7 7 - . 1 1 6 2 9 5 7
f r i  | - . 0 0 1 8 9 5 3 . 1 7 1 9 8 4 1 - 0 . 0 1 0 . 9 9 1 - . 3 3 9 0 2 4 6 . 3 3 5 2 3 4 1
s a t  | . 0 3 4 4 0 2 9 . 1 5 4 4 5 7 1 0 . 2 2 0 . 8 2 4 - . 2 6 8 3 6 9 5 . 3 3 7 1 7 5 2
f e b  j 2 . 5 3 5 7 6 6 . 2 7 4 8 6 3 9 . 2 3 0 . 0 0 0 1 . 9 9 6 9 6 9 3 . 0 7 4 5 6 2
m a r  | 2 . 1 7 7 1 5 9 . 2 7 7 4 4 8 3 7 . 85 0 . 0 0 0 1 . 6 3 3 2 9 4 2 . 7 2 1 0 2 3
a p r  | 1 . 2 4 1 5 2 1 . 2 8 3 6 2 1 2 4 . 3 8 0 . 0 0 0 . 6 8 5 5 5 6 3 1 . 7 9 7 4 8 5
m a y  | 2 . 0 6 1 2 2 5 . 3 3 0 5 0 4 6 . 2 4 0 . 0 0 0 1 . 4 1 3 3 5 9 2 . 7 0 9 0 9 1
j u n  | 2 . 9 5 7 2 8 5 . 3 9 9 1 3 6 5 7 . 4 1 0 . 0 0 0 2 . 1 7 4 8 8 3 3 . 7 3 9 6 8 7
j u l  | 1 . 4 4 6 1 2 9 . 3 7 8 7 9 0 5 3 . 82 0 . 0 0 0 . 7 0 3 6 0 9 9 2 . 1 8 8 6 4 8
a u g  | 2 . 3 7 7 6 6 3 . 3 3 9 1 1 3 1 7 . 01 0 . 0 0 0 1 . 7 1 2 9 2 1 3 . 0 4 2 4 0 5
s e p  | 2 . 7 1 0 8 1 1 . 3 3 5 3 5 7 7 8 . 0 8 0 . 0 0 0 2 . 0 5 3 4 3 1 3 . 3 6 8 1 9 2
o c t  | . 8 6 7 6 4 1 7 . 2 8 9 1 7 0 7 3 . 0 0 0 . 0 0 3 . 3 0 0 7 9 8 8 1 . 4 3 4 4 8 5
n o v  | . 4 7 8 5 1 4 1 . 2 6 3 2 1 4 1 1 . 8 2 0 . 0 6 9 - . 0 3 7 4 4 7 6 . 9 9 4 4 7 5 8
d e c  | - . 5 0 3 1 8 3 9 . 2 5 4 2 5 9 - 1 . 9 8 0 . 0 4 8 - 1 . 0 0 1 5 9 2 - . 0 0 4 7 7 6 1
_ c o n s  | 1 2 . 8 4 7 0 1 . 3 3 4 8 3 8 3 3 8 . 3 7 0 . 0 0 0 12 . 1 9 0 6 4 13 . 5 0 3 3 7
r h o  | . 6 0 8 5 7 4 2
D u r b i n - W a t s o n s t a t i s t i c  (<s r i g i n a l ) 0 . 7 8 8 5 3 9
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 1 . 7 3 6 1 0 3
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Table 29: Street Lighting Final Regression
N u m b e r  o f  o b s  = 8 7 5 8
F ( 4 5 ,  8 7 1 3 )  = 1 9 8 3 9 . 3 7
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 9 1 1 5
R o o t  MSE = 1 . 9 9 1 6
mwh |
S e m i - r o b u s t  
C o e f . S t d .  E r r .
HC3
t p>  111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | . 0 0 1 7 6 4 6 . 0 0 2 2 5 4 0 . 7 8 0 . 4 3 4 - . 0 0 2 6 5 3 8 . 0 0 6 1 8 3
c o o l i n g d e g ~ s  | - . 0 4 2 7 3 0 9 . 0 0 4 4 9 9 4 - 9 . 5 0 0 . 0 0 0 - . 0 5 1 5 5 0 7 - . 0 3 3 9 1 1
h r l  | . 5 7 2 6 0 7 1 . 1 0 2 1 3 9 8 5 . 6 1 0 . 0 0 0 . 3 7 2 3 8 9 . 7 7 2 8 2 5 3
h r 2  j - . 3 4 5 0 2 6 4 . 0 7 9 3 2 2 7 - 4 . 3 5 0 . 0 0 0 - . 5 0 0 5 1 7 6 - . 1 8 9 5 3 5 1
h r 3  | . 1 6 5 0 9 6 6 . 0 8 6 1 3 6 1 . 9 2 0 . 0 5 5 - . 0 0 3 7 5 0 4 . 3 3 3 9 4 3 6
h r  4 j . 0 4 4 6 6 9 4 . 0 9 0 4 9 4 2 0 . 4 9 0 . 6 2 2 -  . 1 3 2 7 2 0 7 . 2 2 2 0 5 9 4
h r  6 | - . 7 1 8 7 0 4 6 . 0 9 9 3 5 7 6 - 7 . 2 3 0 . 0 0 0 - . 9 1 3 4 6 9 - . 5 2 3 9 4 0 2
h r  7 j - 5 . 0 1 9 5 9 4 . 2 3 5 7 4 9 3 - 2 1 . 2 9 0 . 0 0 0 - 5  . 4 8 1 7 1 8 - 4 . 5 5 7 4 6 9
h r  8 j - 6 . 1 0 3 0 5 6 . 1 7 4 0 8 8 4 - 3 5 . 0 6 0 . 0 0 0 - 6 . 4 4 4 3 1 1 - 5 . 7 6 1 8 0 2
h r  9 j - 4 . 6 2 6 0 3 9 . 1 6 2 5 9 4 3 - 2 8 . 4 5 0 . 0 0 0 - 4 . 9 4 4 7 6 3 - 4 . 3 0 7 3 1 6
h r l O  j - 4 . 7 6 2 9 7 . 1 5 9 3 2 2 5 - 2 9 . 9 0 0 . 0 0 0 - 5  . 0 7 5 2 8 - 4 . 4 5 0 6 6 1
h r  11  | - 5 . 1 7 2 6 1 . 1 5 9 5 0 1 4 - 3 2 . 4 3 0 . 0 0 0 - 5 . 4 8 5 2 7 - 4 . 8 5 9 9 5
h r l 2  | - 5 . 1 3 0 0 9 6 . 1 5 8 4 5 1 9 - 3 2  . 3 8 0 . 0 0 0 - 5 . 4 4 0 6 9 9 - 4 . 8 1 9 4 9 3
h r l 3  | - 5 . 1 2 9 4 0 5 . 1 5 8 0 6 6 8 - 3 2 . 4 5 0 . 0 0 0 - 5 . 4 3 9 2 5 3 - 4 . 8 1 9 5 5 7
h r l 4  | - 5 . 0 7 3 9 0 3 . 1 5 8 1 2 8 6 - 3 2 . 0 9 0 . 0 0 0 - 5 . 3 8 3 8 7 2 - 4 . 7 6 3 9 3 3
h r l 5  | - 5 . 0 7 8 7 3 4 . 1 5 8 0 8 9 - 3 2 . 1 3 0 . 0 0 0 - 5 . 3 8 8 6 2 6 - 4 . 7 6 8 8 4 2
h r  16  | - 5 . 0 9 1 3 0 6 . 1 5 7 9 6 8 8 - 3 2  . 2 3 0 . 0 0 0 - 5 . 4 0 0 9 6 2 - 4 . 7 8 1 6 5
h r l 7  j - 5 . 0 5 2 1 2 2 . 1 5 9 6 4 2 5 - 3 1 . 6 5 0 . 0 0 0 - 5 . 3 6 5 0 5 9 - 4 . 7 3 9 1 8 5
h r  18  j - 3 . 0 4 5 8 3 6 . 2 4 0 9 0 8 2 - 1 2 . 6 4 0 . 0 0 0 - 3  . 5 1 8 0 7 3 - 2 . 5 7 3 5 9 9
h r l 9  j - 2 . 9 4 7 2 3 . 2 1 4 2 6 7 8 - 1 3 . 7 5 0 . 0 0 0 - 3 . 3 6 7 2 4 6 - 2 . 5 2 7 2 1 5
h r 2  0 j - 2 . 4 7 1 9 1 2 . 1 8 6 9 4 6 2 - 1 3  . 2 2 0 . 0 0 0 - 2 . 8 3 8 3 7 1 - 2 . 1 0 5 4 5 3
h r 2 1 j - . 4 2 9 8 5 9 5 . 1 5 7 5 8 9 2 - 2  . 7 3 0 . 0 0 6 - . 7 3 8 7 7 1 6 - . 1 2 0 9 4 7 5
h r  2 2 | 1 . 5 0 3 6 4 6 . 1 9 2 1 5 4 8 7 . 83 0 . 0 0 0 1 . 1 2 6 9 7 7 1 . 8 8 0 3 1 5
h r  2 3 | - . 9 5 4 3 4 7 . 0 8 4 9 1 2 4 - 1 1 . 2 4 0 . 0 0 0 - 1 . 1 2 0 7 9 5 - . 7 8 7 8 9 8 5
h r  2 4 j . 0 3 0 6 2 8 6 . 0 8 3 1 7 9 4 0 . 3 7 0 . 7 1 3 - . 1 3 2 4 2 2 6 . 1 9 3 6 7 9 8
m o n  | - . 0 0 5 1 4 3 2 . 0 7 2 1 5 5 6 - 0 . 0 7 0 . 9 4 3 - . 1 4 6 5 8 5 2 . 1 3 6 2 9 8 9
t u e  | - . 0 3 5 0 5 3 2 . 0 7 1 9 6 7 1 - 0 . 4 9 0 . 6 2 6 - . 1 7 6 1 2 5 8 . 1 0 6 0 1 9 4
w e d  | - . 1 5 5 3 3 7 3 . 0 7 1 9 5 6 4 - 2  . 1 6 0 . 0 3 1 - . 2 9 6 3 8 8 9 - . 0 1 4 2 8 5 7
t h u  | - . 2 2 9 9 6 0 1 . 0 7 2 9 1 7 - 3 . 1 5 0 . 0 0 2 - . 3 7 2 8 9 4 5 -  . 0 8 7 0 2 5 6
f r i  j - . 0 1 4 3 0 6 8 . 0 7 2 2 7 1 1 - 0 . 2 0 0 . 8 4 3 - . 1 5 5 9 7 5 2 . 1 2 7 3 6 1 6
s a t  | . 0 1 3 8 4 3 2 . 0 7 2 3 5 5 2 0 . 1 9 0 . 8 4 8 - . 1 2 7 9 9 0 1 . 1 5 5 6 7 6 6
f e b  j 1 . 0 4 1 0 0 9 . 0 9 8 0 7 9 6 1 0 .  61 0 . 0 0 0 . 8 4 8 7 4 9 8 1 . 2 3 3 2 6 8
m a r  | . 8 3 3 6 3 4 7 . 0 9 9 5 5 2 9 8 . 3 7 0 . 0 0 0 . 6 3 8 4 8 7 4 1 . 0 2 8 7 8 2
a p r  | . 3 8 7 2 2 6 4 . 1 0 1 5 2 9 2 3 . 81 0 . 0 0 0 . 1 8 8 2 0 5 1 . 5 8 6 2 4 7 6
m a y  | . 7 0 0 0 8 4 . 1 1 9 5 3 4 6 5 . 8 6 0 . 0 0 0 . 4 6 5 7 6 8 . 9 3 4 4
j u n  | 1 . 1 4 2 5 9 3 . 1 5 0 3 8 9 2 7 . 6 0 0 . 0 0 0 . 8 4 7 7 9 4 5 1 . 4 3 7 3 9 1
j u l  | . 5 3 4 2 1 8 4 . 1 3 9 8 8 1 8 3 . 8 2 0 . 0 0 0 . 2 6 0 0 1 7 . 8 0 8 4 1 9 7
a u g  | . 8 8 6 4 1 9 9 . 1 2 5 3 0 3 7 . 0 7 0 . 0 0 0 . 6 4 0 7 9 6 4 1 . 1 3 2 0 4 3
s e p  | . 9 9 7 8 3 7 6 . 1 2 4 3 3 5 9 8 . 0 3 0 . 0 0 0 . 7 5 4 1 0 9 8 1 . 2 4 1 5 6 5
o c t  | . 2 1 5 7 9 6 8 . 1 0 0 5 4 3 2 . 1 5 0 . 0 3 2 . 0 1 8 7 0 8 8 . 4 1 2 8 8 4 9
n o v  | . 1 0 2 6 0 6 6 . 0 9 0 2 1 7 1 . 1 4 0 . 2 5 5 - . 0 7 4 2 4 0 1 . 2 7 9 4 5 3 3
d e c  | - . 2 7 5 9 4 3 1 . 0 8 6 1 9 1 - 3 . 2 0 0 . 0 0 1 - . 4 4 4 8 9 8 - . 1 0 6 9 8 8 3
mwh |
L I .  j . 8 4 6 2 7 5 9 . 0 1 3 3 2 3 8 6 3 . 5 2 0 . 0 0 0 . 8 2 0 1 5 8 1 . 8 7 2 3 9 3 7
L2 . j - . 2 9 0 4 9 6 6 . 0 1 0 3 6 5 5 - 2 8 . 0 3 0 . 0 0 0 - . 3 1 0 8 1 5 5 - . 2 7 0 1 7 7 7
_ c o n s  | 5 . 9 8 9 7 1 2 . 2 1 2 5 2 8 6 2 8 . 1 8 0 . 0 0 0 5 . 5 7 3 1 0 6 6 . 4 0 6 3 1 8
r h o  | - . 1 1 4 7 6 8 7
D u r b i n - W a t s o n s t a t i s t i c  ( o r i g i n a l ) 2 . 0 1 5 5 6 8
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 2 . 0 0 6 1 0 8
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s  
L i n e a r  r e g r e s s i o n
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Total Load
Table 30: Total Load Initial Regression
S o u r c e  | SS d f MS N u m b e r  o f  o b s  = 
F ( 4 2 , 8 7 1 7 )  = 
P r o b  > F = 
R - s q u a r e d  = 
A d j  R - s q u a r e d  = 
R o o t  MSE
8 7 6 0
8 4 1 . 9 1
0 . 0 0 0 0
0 . 8 0 2 2
0 . 8 0 1 3
1 3 8 . 5 8
M o d e l  | 
R e s i d u a l  |
6 7 9 0 4 0 9 8 2
1 6 7 3 9 7 2 5 9
42
8 7 1 7
1 6 1 6 7 6 4 2 . 4  
1 9 2 0 3 . 5 4 0 1
T o t a l  1 8 4 6 4 3 8 2 4 1 8 7 5 9 9 6 6 3 6 . 4 0 1 5
mwh | C o e f  . S t d . E r r . t P> 1 11 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | 9 . 2 1 4 5 2 2 . 1 9 8 8 1 3 9 4 6 . 3 5 0 . 0 0 0 8 . 8 2 4 8 9 . 6 0 4 2 4 4
c o o l i n g d e g ~ s  | 2 6 . 1 7 7 9 3 . 3 7 7 3 6 0 3 6 9 . 3 7 0 . 0 0 0 2 5 . 4 3 8 2 2 2 6 . 9 1 7 6 5
h r l  j 9 1 . 2 2 5 0 7 1 0 . 2 6 2 0 2 8 . 8 9 0 . 0 0 0 7 1 . 1 0 9 0 8 1 1 1 . 3 4 1
h r 2  j 2 4 . 6 9 6 4 6 1 0 . 2 6 0 3 9 2 . 4 1 0 . 0 1 6 4 . 5 8 3 6 6 9 4 4 . 8 0 9 2 5
h r  3 | - 9 . 6 9 4 6 6 7 1 0 . 2 5 9 1 7 - 0 . 9 4 0 . 3 4 5 - 2 9 . 8 0 5 0 6 1 0 . 4 1 5 7 2
h r  4 | - 2 2 . 9 5 1 7 3 10 . 2 5 8 5 3 - 2  . 2 4 0 . 0 2 5 - 4 3 . 0 6 0 8 8 - 2  . 8 4 2 5 8 6
h r  6 j 8 4 . 4 7 0 6 7 1 0 . 2 5 8 1 8 8 . 2 3 0 . 0 0 0 6 4 . 3 6 2 2 2 1 0 4 . 5 7 9 1
h r  7 | 2 3 4 . 1 2 2 7 1 0 . 2 5 8 4 8 22  . 82 0 . 0 0 0 2 1 4 . 0 1 3 7 2 5 4 . 2 3 1 8
h r  8 j 3 4 6 . 4 1 7 8 10 . 2 6 4 1 9 33 . 7 5 0 . 0 0 0 3 2 6 . 2 9 7 6 3 6 6 . 5 3 8
h r  9 j 3 9 6 . 4 2 6 1 0 . 2 8 6 3 2 3 8 . 5 4 0 . 0 0 0 3 7 6  . 2 6 2 4 4 1 6 . 5 8 9 7
h r l O  j 4 3 0 . 3 7 9 5 1 0 . 3 2 7 6 7 4 1 . 6 7 0 . 0 0 0 4 1 0 . 1 3 4 8 4 5 0 . 6 2 4 1
h r  11  j 4 5 8 . 1 9 8 6 1 0 . 3 7 2 3 7 4 4 . 1 7 0 . 0 0 0 4 3 7 . 8 6 6 3 4 7 8 . 5 3 0 9
h r l 2  | 4 4 9 . 1 8 8 5 1 0 . 4 1 7 7 6 4 3 . 1 2 0 . 0 0 0 4 2 8 . 7 6 7 3 4 6 9 . 6 0 9 8
h r l 3  | 4 4 3 . 7 6 7 2 1 0 . 4 6 0 6 4 42 . 4 2 0 . 0 0 0 4 2 3 . 2 6 1 9 4 6 4 . 2 7 2 6
h r l 4  j 4 2 9 . 7 7 0 4 1 0 . 4 9 2 5 7 4 0 . 9 6 0 . 0 0 0 4 0 9 . 2 0 2 5 4 5 0 . 3 3 8 3
h r  15  | 4 1 2 . 7 1 9 4 1 0 . 5 0 3 6 4 3 9 . 2 9 0 . 0 0 0 3 9 2 . 1 2 9 7 4 3 3 . 3 0 9
h r l 6  j 4 0 2 . 7 1 6 7 1 0 . 4 9 2 7 6 3 8 . 3 8 0 . 0 0 0 3 8 2 . 1 4 8 4 4 2 3  . 2 8 5
h r l 7  | 4 1 7 . 7 9 7 5 1 0 . 4 6 2 8 6 3 9 . 9 3 0 . 0 0 0 3 9 7 . 2 8 7 8 4 3 8 . 3 0 7 2
h r  18  j 4 4 5 . 3 1 2 7 1 0 . 4 1 3 5 1 42 . 7 6 0 . 0 0 0 4 2 4 . 8 9 9 7 4 6 5 . 7 2 5 6
h r l 9  j 4 7 0 . 3 3 9 1 0 . 3 6 2 7 3 4 5 . 3 9 0 . 0 0 0 4 5 0 . 0 2 5 6 4 9 0 . 6 5 2 4
h r 2  0 j 4 7 2  . 3 3 1 1 0 . 3 2 2 4 9 4 5 . 7 6 0 . 0 0 0 4 5 2 . 0 9 6 5 4 9 2 . 5 6 5 5
h r 2 1  j 4 7 0 . 2 6 1 1 1 0 . 2 9 9 4 2 4 5 . 6 6 0 . 0 0 0 4 5 0 . 0 7 1 8 4 9 0 . 4 5 0 4
h r  2 2 j 4 3 6 . 6 4 0 7 1 0 . 2 8 3 8 8 42 . 4 6 0 . 0 0 0 4 1 6 . 4 8 1 9 4 5 6 . 7 9 9 5
h r  2 3 | 3 3 2 . 9 9 0 1 1 0 . 2 7 4 1 5 32 . 4 1 0 . 0 0 0 3 1 2 . 8 5 0 4 3 5 3  . 1 2 9 9
h r  2 4 | 1 9 7 . 2 1 6 4 1 0 . 2 6 5 9 5 1 9 . 2 1 0 . 0 0 0 1 7 7 . 0 9 2 7 2 1 7 . 3 4 0 1
m o n  | 3 1 1 . 4 9 7 1 5 . 5 2 5 9 8 4 5 6 . 3 7 0 . 0 0 0 3 0 0 . 6 6 4 9 3 2 2  . 3 2 9 4
t u e  | 3 4 7 . 4 1 7 3 5 . 5 5 5 1 4 5 6 2 . 5 4 0 . 0 0 0 3 3 6 . 5 2 7 9 3 5 8 . 3 0 6 7
w e d  | 3 3 9 . 3 2 7 8 5 . 5 6 5 2 4 4 6 0 . 9 7 0 . 0 0 0 3 2 8 . 4 1 8 6 3 5 0  . 2 3 7
t h u  | 3 1 2 . 2 5 1 7 5 . 5 6 2 5 6 2 5 6 . 1 3 0 . 0 0 0 3 0 1 . 3 4 7 7 3 2 3 . 1 5 5 6
f  r i  j 2 6 8 . 6 0 2 9 5 . 5 5 4 9 2 8 4 8 . 3 5 0 . 0 0 0 2 5 7  . 7 1 4 2 7 9 . 4 9 1 9
s a t  j 8 3 . 2 5 7 4 6 5 . 5 5 1 7
ooLD 
\—1 0 . 0 0 0 72 . 3 7 4 8 2 9 4 . 1 4 0 1 1
f  e b  j - 7 . 5 0 9 1 2 9 7 . 4 0 2 9 0 7 - 1 . 0 1 0 . 3 1 0 - 2 2  . 0 2 0 5 7 7 . 0 0 2 3 1 6
m a r  | - 2 2 . 6 0 9 3 6 7 . 2 6 7 4 9 9 - 3  . 1 1 0 . 0 0 2 - 3 6 . 8 5 5 3 8 - 8 . 3 6 3 3 5 1
a p r  | - 9 9 . 3 6 2 3 5 7 . 8 9 0 2 5 5 - 1 2  . 5 9 0 . 0 0 0 - 1 1 4 . 8 2 9 1 - 8 3 . 8 9 5 5 8
m a y  | - 1 1 5 . 0 9 1 8 . 1 9 9 5 5 2 - 1 4 . 0 4 0 . 0 0 0 - 1 3 1 . 1 6 4 - 9 9 . 0 1 7 9 1
j u n  j 2 3 . 3 7 8 7 3 9 . 2 0 2 1 2 6 2 . 5 4 0 . 0 1 1 5 . 3 4 0 3 8 6 4 1 . 4 1 7 0 7
j u l  | 9 1 . 7 5 1 2 3 9 . 6 2 8 7 3 3 9 . 5 3 0 . 0 0 0 7 2 . 8 7 6 6 4 1 1 0 . 6 2 5 8
a u g  j 7 7 . 5 6 5 0 8 9 . 2 1 8 7 0 7 8 . 4 1 0 . 0 0 0 5 9 . 4 9 4 2 4 9 5 . 6 3 5 9 3
s e p  j - 1 5 . 4 0 6 2 3 8 . 8 2 9 3 5 2 - 1 . 7 4 0 . 0 8 1 - 3 2  . 7 1 3 8 5 1 . 9 0 1 3 8 4
o c t  | - 1 9 . 5 0 2 9 9 7 . 8 9 0 6 3 2 - 2  . 4 7 0 . 0 1 3 - 3 4 . 9 7 0 4 9 - 4 . 0 3 5 4 9 1
n o v  | - 1 1 . 4 3 8 6 4 7 . 2 7 9 9 6 6 - 1 . 5 7 0 . 1 1 6 - 2 5 . 7 0 9 0 9 2 . 8 3 1 8 1 5
d e c  | - 6 . 8 8 5 9 6 7 . 2 1 6 5 8 7 - 0 . 9 5 0 . 3 4 0 - 2 1 . 0 3 2 1 7 7 . 2 6 0 2 5 4
_ c o n s  | 9 9 8 . 6 2 2 4 1 1 . 3 7 8 0 2 87 . 7 7 0 . 0 0 0 9 7 6 . 3 1 8 8 1 0 2 0 . 9 2 6
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Table 31: Total Load VIF Test
V a r i a b l e  | V I F 1 / V I F
h e a t i n g d e g ~ s  | 3 . 4 1 0 . 2 9 3 5 7 9
j u l  | 3 . 2 9 0 . 3 0 4 2 4 0
a u g  j 3 . 0 1 0 . 3 3 1 9 0 6
j u n  | 2 . 9 1 0 . 3 4 3 1 7 9
s e p  j 2 . 68 0 . 3 7 2 7 6 9
m a y  | 2 . 3 8 0 . 4 1 9 5 4 1
o c t  | 2 . 2 1 0 . 4 5 3 0 3 4
a p r  j 2 . 1 4 0 . 4 6 6 7 8 3
h r l 5 2 . 0 1 0 . 4 9 7 6 1 4
h r l 6  j 2 . 0 1 0 . 4 9 8 6 4 6
h r l 4  j 2 . 0 1 0 . 4 9 8 6 6 4
c o o l i n g d e g ~ s  | 2 . 00 0 . 4 9 9 0 6 1
h r l 7  | 1 . 9 9 0 . 5 0 1 5 0 0
h r l 3 1 . 9 9 0 . 5 0 1 7 1 3
h r l 2  | 1 . 9 8 0 . 5 0 5 8 5 1
h r  18  | 1 . 9 8 0 . 5 0 6 2 6 5
h r l l  j 1 . 9 6 0 . 5 1 0 2 8 9
h r  19  j 1 . 9 6 0 . 5 1 1 2 3 8
h r l O  j 1 . 9 4 0 . 5 1 4 7 1 6
h r 2  0 | 1 . 9 4 0 . 5 1 5 2 3 2
h r 2 1  j 1 . 9 3 0 . 5 1 7 5 4 3
h r  9 j 1 . 9 3 0 . 5 1 8 8 6 2
h r  2 2 j 1 . 9 3 0 . 5 1 9 1 0 8
h r  2 3 j 1 . 9 2 0 . 5 2 0 0 9 2
h r  2 4 | 1 . 9 2 0 . 5 2 0 9 2 3
h r  8 j 1 . 9 2 0 . 5 2 1 1 0 2
h r l  j 1 . 9 2 0 . 5 2 1 3 2 2
h r  2 1 . 9 2 0 . 5 2 1 4 8 8
h r  3 j 1 . 9 2 0 . 5 2 1 6 1 2
h r  4 j 1 . 9 2 0 . 5 2 1 6 7 7
h r  7 j 1 . 9 2 0 . 5 2 1 6 8 2
h r  6 j 1 . 9 2 0 . 5 2 1 7 1 3
m a r  | 1 . 8 7 0 . 5 3 4 0 5 4
d e c  | 1 . 8 5 0 . 5 4 1 6 1 6
n o v  | 1 . 8 2 0 . 5 4 8 3 2 5
f e b  j 1 . 7 7 0 . 5 6 4 7 6 8
m on  | 1 . 7 3 0 . 5 7 8 3 8 0
w e d  | 1 . 7 3 0 . 5 7 9 3 5 8
t h u  j 1 . 7 2 0 . 5 7 9 9 1 7
t u e  | 1 . 7 2 0 . 5 8 1 4 6 6
f r i  j 1 . 7 2 0 . 5 8 1 5 1 2
s a t  | 1 . 7 2 0 . 5 8 2 1 8 8
M e a n  V I F  1 2 . 06
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Table 32: Total Load Regression with Robust Standard Errors
L i n e a r  r e g r e s s i o n
1
mwh | C o e f  .
R o b u s t  HC3 
S t d . E r r .
h e a t i n g d e g ~ s  | 9 . 2 1 4 5 2 2 . 1 8 0 7 0 1
c o o l i n g d e g ~ s  | 2 6 . 1 7 7 9 3 . 4 8 4 6 3 0 7
h r l  j 9 1 . 2 2 5 0 7 9 . 5 5 5 8 3 2
h r  2 | 2 4 . 6 9 6 4 6 8 . 7 5 1 7 9 9
h r  3 | - 9 . 6 9 4 6 6 7 8 . 4 1 9 0 8 6
h r  4 j - 2 2 . 9 5 1 7 3 8 . 2 7 0 4 8 9
h r  6 j 8 4 . 4 7 0 6 7 8 . 0 0 9 6 6 3
h r  7 | 2 3 4 . 1 2 2 7 9 . 1 6 1 1 3 5
h r  8 j 3 4 6 . 4 1 7 8 1 0 . 2 4 5 3 9
h r  9 j 3 9 6 . 4 2 6 9 . 6 7 0 9 8
h r l O  j 4 3 0 . 3 7 9 5 9 . 3 6 5 2 3 2
h r l l  j 4 5 8 . 1 9 8 6 9 . 2 6 9 8 0 4
h r l 2  j 4 4 9 . 1 8 8 5 8 . 9 7 5 7 9 6
h r  13 j 4 4 3  . 7 6 7 2 9 . 0 1 4 9 3 6
h r l 4  | 4 2 9 . 7 7 0 4 9 . 3 4 5 6 7 3
h r  15 | 4 1 2 . 7 1 9 4 9 . 5 8 6 4 4 8
h r  16  | 4 0 2 . 7 1 6 7 9 . 6 7 3 9 1 4
h r l 7  j 4 1 7 . 7 9 7 5 9 . 9 9 8 6 2
h r  18 4 4 5 . 3 1 2 7 1 0 . 0 2 5 7 2
h r l 9  j 4 7 0 . 3 3 9 9 . 8 2 0 6 9 9
h r 2  0 | 4 7 2  . 3 3 1 9 . 2 7 0 1 6 6
h r 2 1 j 4 7 0 . 2 6 1 1 9 . 5 7 8 5 7 1
h r  2 2 | 4 3 6 . 6 4 0 7 9 . 4 5 9 1 4 8
h r  2 3 j 3 3 2 . 9 9 0 1 9 . 8 6 4 0 5 6
h r  2 4 j 1 9 7 . 2 1 6 4 9 . 5 8 9 1 1
m o n | 3 1 1 . 4 9 7 1 6 . 0 6 0 1
t u e  | 3 4 7 . 4 1 7 3 5 . 5 6 2 4 6 7
w e d  | 3 3 9 . 3 2 7 8 5 . 7 8 1 5 9 5
t h u 3 1 2 . 2 5 1 7 6 . 2 0 4 3 5 4
f r i  j 2 6 8 . 6 0 2 9 6 . 0 1 7 8 8
s a t  j 8 3 . 2 5 7 4 6 6 . 1 3 1 1 2
f  e b  | - 7 . 5 0 9 1 2 9 5 . 0 6 1 4 3 2
m a r  | - 2 2 . 6 0 9 3 6 5 . 1 7 0 9 8 4
a p r  | - 9 9  . 3 6 2 3 5 6 . 2 5 5 0 6 9
m a y  | - 1 1 5 . 0 9 1 6 . 9 4 2 5 0 2
j u n  j 2 3 . 3 7 8 7 3 8 . 6 1 0 1 2 8
j u l  j 9 1 . 7 5 1 2 3 1 1 . 3 7 1 8 1
a u g  j 7 7 . 5 6 5 0 8 8 . 3 5 7 7 3 1
s e p  j - 1 5 . 4 0 6 2 3 7 . 5 7 9 2 8 3
o c t  j - 1 9 . 5 0 2 9 9 6 . 0 8 1 1 5 4
n o v  | - 1 1 . 4 3 8 6 4 6 . 1 1 1 9 6 4
d e c  | - 6 . 8 8 5 9 6 7 . 2 3 9 6 0 9
_ c o n s  1 9 9 8 . 6 2 2 4 9 . 7 3 3 5 7 7
N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 2 ,  8 7 1 7 )  = 8 4 9 . 9 4
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 8 0 2 2
R o o t  MSE 1 3 8 . 5 8
t p >  111 [95% C o n f . I n t e r v a l ]
. 99 0 . 0 0 0 8 . 8 6 0 3 0 5 9 . 5 6 8 7 3 8
. 0 2 0 . 0 0 0 2 5 . 2 2 7 9 4 2 7 . 1 2 7 9 2
. 5 5 0 . 0 0 0 72 . 4 9 3 3 8 1 0 9 . 9 5 6 8
. 82 0 . 0 0 5 7 . 5 4 0 8 6 7 4 1 . 8 5 2 0 5
. 1 5 0 . 2 5 0 - 2 6 . 1 9 8 0 7 6 . 8 0 8 7 3
. 7 8 0 . 0 0 6 - 3 9 . 1 6 3 8 5 - 6 . 7 3 9 6 2 3
. 5 5 0 . 0 0 0 6 8 . 7 6 9 8 4 1 0 0 . 1 7 1 5
. 5 6 0 . 0 0 0 2 1 6 . 1 6 4 7 2 5 2 . 0 8 0 7
. 81 0 . 0 0 0 3 2 6 . 3 3 4 4 3 6 6 . 5 0 1 2
. 9 9 0 . 0 0 0 3 7 7  . 4 6 8 6 4 1 5 . 3 8 3 5
. 96 0 . 0 0 0 4 1 2 . 0 2 1 4 4 4 8 . 7 3 7 5
. 4 3 0 . 0 0 0 4 4 0 . 0 2 7 6 4 7 6 . 3 6 9 6
. 0 4 0 . 0 0 0 4 3 1 . 5 9 3 9 4 6 6 . 7 8 3 2
. 2 3 0 . 0 0 0 4 2 6 . 0 9 5 8 4 6 1 . 4 3 8 6
. 9 9 0 . 0 0 0 4 1 1 . 4 5 0 7 4 4 8 . 0 9 0 1
. 05 0 . 0 0 0 3 9 3  . 9 2 7 7 4 3 1 . 5 1 1 1
. 6 3 0 . 0 0 0 3 8 3 . 7 5 3 5 4 2 1 . 6 7 9 9
. 7 9 0 . 0 0 0 3 9 8 . 1 9 7 8 4 3 7 . 3 9 7 2
. 4 2 0 . 0 0 0 4 2 5 . 6 5 9 9 4 6 4 . 9 6 5 4
. 8 9 0 . 0 0 0 4 5 1 . 0 8 8 2 4 8 9 . 5 8 9 9
. 9 5 0 . 0 0 0 4 5 4 . 1 5 9 3 4 9 0 . 5 0 2 7
. 10 0 . 0 0 0 4 5 1 . 4 8 4 8 4 8 9 . 0 3 7 4
. 1 6 0 . 0 0 0 4 1 8 . 0 9 8 5 4 5 5 . 1 8 2 9
. 7 6 0 . 0 0 0 3 1 3 . 6 5 4 3 3 5 2  . 3 2 6
. 5 7 0 . 0 0 0 1 7 8 . 4 1 9 5 2 1 6 . 0 1 3 3
. 4 0 0 . 0 0 0 2 9 9 . 6 1 7 9 3 2 3  . 3 7 6 4
. 4 6 0 . 0 0 0 3 3 6 . 5 1 3 5 3 5 8 . 3 2 1
. 6 9 0 . 0 0 0 3 2 7 . 9 9 4 5 3 5 0 . 6 6 1 1
. 3 3 0 . 0 0 0 3 0 0 . 0 8 9 7 3 2 4 . 4 1 3 7
. 63 0 . 0 0 0 2 5 6 . 8 0 6 5 2 8 0 . 3 9 9 4
. 5 8 0 . 0 0 0 7 1 . 2 3 9 0 2 9 5 . 2 7 5 9 1
. 4 8 0 . 1 3 8 - 1 7 . 4 3 0 7 3 2 . 4 1 2 4 7 2
. 3 7 0 . 0 0 0 - 3 2  . 7 4 5 7 1 - 1 2 . 4 7 3 0 2
. 8 9 0 . 0 0 0 - 1 1 1 . 6 2 3 8 - 8 7 . 1 0 0 9 4
. 5 8 0 . 0 0 0 - 1 2 8 . 6 9 9 9 - 1 0 1 . 4 8 2
. 7 2 0 . 0 0 7 6 . 5 0 0 8 4 3 4 0 . 2 5 6 6 1
. 07 0 . 0 0 0 6 9 . 4 5 9 8 1 1 4 . 0 4 2 7
. 2 8 0 . 0 0 0 6 1 . 1 8 1 9 6 9 3 . 9 4 8 2 1
. 0 3 0 . 0 4 2 - 3 0 . 2 6 3 4 2 - . 5 4 9 0 4 6 4
. 2 1 0 . 0 0 1 - 3 1 . 4 2 3 4 9 - 7 . 5 8 2 4 9 5
. 87 0 . 0 6 1 - 2 3 . 4 1 9 5 3 . 5 4 2 2 5 4 4
. 9 5 0 . 3 4 2 - 2 1 . 0 7 7 3 7 . 3 0 5 3 8 3













































Table 33: Total Load Prais-Winsten Transformation
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
L i n e a r  r e g r e s s i o n  N u m b e r  o f  o b s  = 8 7 6 0
F ( 4 3 ,  8 7 1 7 )  = 5 7 0 . 6 2
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 6 7 0 3
R o o t  MSE = 4 6 . 3 6 1
1
mwh |
S e m i - r o b u s t  
C o e f . S t d . E r r .
HC3
t p>  111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | 5 . 1 4 4 3 1 8 . 7 3 5 9 9 3 5 6 . 9 9 0 . 0 0 0 3 . 7 0 1 5 9 7 6 . 5 8 7 0 3 9
c o o l i n g d e g ~ s  | 7 . 9 2 8 2 0 4 . 6 7 7 0 6 9 3 1 1 . 7 1 0 . 0 0 0 6 . 6 0 0 9 8 8 9 . 2 5 5 4 2
h r l  j 9 4 . 7 5 1 2 2 3 . 4 1 1 4 7 7 27 . 7 7 0 . 0 0 0 8 8 . 0 6 3 9 2 1 0 1 . 4 3 8 5
h r  2 j 2 7 . 6 8 3 9 2 . 6 2 1 2 8 4 1 0 . 5 6 0 . 0 0 0 22 . 5 4 5 5 6 32 . 8 2 2 2 3
h r  3 j - 7  . 0 3 0 0 2 1 2 . 1 3 1 8 6 - 3 . 3 0 0 . 0 0 1 - 1 1 . 2 0 8 9 7 - 2 . 8 5 1 0 7 2
h r  4 | - 2 2  . 2 2 4 5 2 1 . 6 7 1 4 4 5 - 1 3 . 3 0 0 . 0 0 0 - 2 5 . 5 0 0 9 4 - 1 8 . 9 4 8 0 9
h r  6 | 8 6 . 1 9 5 6 6 2 . 8 3 9 6 8 2 3 0 . 3 5 0 . 0 0 0 8 0 . 6 2 9 2 2 9 1 . 7 6 2 1 1
h r  7 j 2 3 8 . 7 9 2 5 5 . 1 5 8 8 1 6 4 6 . 2 9 0 . 0 0 0 2 2 8 . 6 8 2 4 8 . 9 0 5
h r  8 j 3 5 6 . 3 5 1 1 5 . 5 6 6 7 9 4 6 4 . 0 1 0 . 0 0 0 3 4 5 . 4 3 8 8 3 6 7 . 2 6 3 3
h r  9 j 4 1 6 . 2 3 2 5 6 . 0 9 6 2 9 2 6 8 . 2 8 0 . 0 0 0 4 0 4 . 2 8 2 3 4 2 8 . 1 8 2 7
h r l O  j 4 6 2 . 1 9 7 3 6 . 8 0 9 2 8 7 67 . 88 0 . 0 0 0 4 4 8 . 8 4 9 5 4 7 5 . 5 4 5 1
h r l l  | 5 0 0 . 3 7 7 4 7 . 4 5 1 9 7 6 6 7 . 1 5 0 . 0 0 0 4 8 5  . 7 6 9 7 5 1 4 . 9 8 5
h r l 2  j 5 0 1 . 1 1 4 7 8 . 0 1 9 5 7 2 6 2 . 4 9 0 . 0 0 0 4 8 5 . 3 9 4 4 5 1 6 . 8 3 4 9
h r l 3  j 5 0 3 . 6 7 5 1 8 . 4 7 4 2 4 4 5 9 . 4 4 0 . 0 0 0 4 8 7  . 0 6 3 6 5 2 0 . 2 8 6 6
h r l 4  j 4 9 4 . 8 6 1 6 8 . 8 5 5 0 5 6 55  . 88 0 . 0 0 0 4 7 7 . 5 0 3 6 5 1 2 . 2 1 9 6
h r l 5  j 4 7 8 . 7 7 3 9 9 . 0 9 7 9 0 6 5 2 . 6 2 0 . 0 0 0 4 6 0 . 9 3 9 8 4 9 6 . 6 0 7 9
h r  16  j 4 6 7 . 1 7 7 9 8 . 9 7 9 8 3 7 5 2 . 0 3 0 . 0 0 0 4 4 9 . 5 7 5 3 4 8 4 . 7 8 0 5
h r l 7  | 4 7 6 . 9 8 4 3 8 . 7 7 4 7 5 5 4 . 3 6 0 . 0 0 0 4 5 9 . 7 8 3 8 4 9 4 . 1 8 4 9
h r l 8  j 4 9 4 . 8 3 9 7 8 . 1 8 4 7 6 5 6 0 . 4 6 0 . 0 0 0 4 7 8 . 7 9 5 6 5 1 0 . 8 8 3 8
h r l 9  | 5 0 7 . 1 7 2 9 7 . 4 7 9 1 0 4 6 7 . 8 1 0 . 0 0 0 4 9 2 . 5 1 2 1 5 2 1 . 8 3 3 8
h r 2  0 j 4 9 7 . 5 3 8 7 6 . 8 0 7 6 2 73 . 0 9 0 . 0 0 0 4 8 4 . 1 9 4 2 5 1 0 . 8 8 3 3
h r  2 1  j 4 8 7 . 1 6 1 1 6 . 2 6 4 2 8 1 77  . 7 7 0 . 0 0 0 4 7 4 . 8 8 1 6 4 9 9 . 4 4 0 5
h r  2 2 j 4 4 7 . 6 9 3 5 . 6 3 5 9 9 8 79  . 4 3 0 . 0 0 0 4 3 6 . 6 4 5 1 4 5 8 . 7 4 0 9
h r  2 3 | 3 4 0 . 1 3 1 5 5 . 0 0 4 7 8 9 67 . 9 6 0 . 0 0 0 3 3 0 . 3 2 0 9 3 4 9 . 9 4 2
h r  2 4 j 2 0 2 . 4 2 0 9 4 . 3 4 4 6 0 3 4 6 . 5 9 0 . 0 0 0 1 9 3 . 9 0 4 5 2 1 0 . 9 3 7 3
m o n  | 8 . 2 7 9 7 6 6 5 . 6 0 8 9 7 5 1 . 4 8 0 . 1 4 0 - 2 . 7 1 5 1 4 9 1 9 . 2 7 4 6 8
t u e  | 2 . 6 2 0 1 9 7 6 . 4 5 4 3 4 8 0 . 4 1 0 . 6 8 5 - 1 0 . 0 3 1 8 5 1 5 . 2 7 2 2 4
w e d  | . 7 5 3 2 9 0 5 7 . 2 4 7 0 3 7 0 . 1 0 0 . 9 1 7 - 1 3 . 4 5 2 6 1 1 4 . 9 5 9 2
t h u  | - 1 . 6 0 8 9 9 6 8 . 0 0 2 9 7 8 - 0 . 2 0 0 . 8 4 1 - 1 7 . 2 9 6 7 2 1 4 . 0 7 8 7 3
f r i  j - 2 . 7 7 0 5 1 4 6 . 6 6 5 7 6 6 - 0 . 4 2 0 . 6 7 8 - 1 5 . 8 3 6 9 9 1 0 . 2 9 5 9 6
s a t  | - 2 . 4 7 7 1 9 3 5 . 9 7 8 6 7 8 - 0 . 4 1 0 . 6 7 9 - 1 4 . 1 9 6 8 1 9 . 2 4 2 4 2 7
f  e b  | 1 8 . 9 7 8 4 1 0 0 . 7 2 5 9 0 . 1 9 0 . 8 5 1 - 1 7 8 . 4 6 8 1 2 1 6 . 4 2 4 9
m a r  | 2 9 . 0 2 0 8 3 1 0 2 . 1 8 0 . 2 8 0 . 7 7 6 - 1 7 1 . 2 7 6 2 2 9 . 3 1 7 7
a p r  j - 1 4 . 6 5 0 4 2 1 0 3 . 8 4 8 4 - 0 . 1 4 0 . 8 8 8 - 2 1 8 . 2 1 7 8 1 8 8 . 9 1 7
m a y  | - 2 9 . 4 6 4 1 5 1 2 9 . 6 7 2 9 - 0 . 2 3 0 . 8 2 0 - 2 8 3 . 6 5 3 7 2 2 4 . 7 2 5 4
j u n  j 3 5 . 0 6 5 2 4 1 5 2 . 5 8 0 6 0 . 2 3 0 . 8 1 8 - 2 6 4 . 0 2 8 7 3 3 4 . 1 5 9 2
j u l  | 7 8 . 1 7 4 5 5 1 2 6 . 7 7 6 3 0 . 6 2 0 . 5 3 7 - 1 7 0 . 3 3 6 9 3 2 6  . 6 8 6
a u g  j 3 6 . 9 1 5 9 9 3 . 7 9 3 7 4 0 . 3 9 0 . 6 9 4 - 1 4 6 . 9 4 2 2 2 0 . 7 7 3 8
s e p  j 2 . 5 5 5 4 5 1 8 0 . 8 2 5 0 . 0 3 0 . 9 7 5 - 1 5 5 . 8 8 0 6 1 6 0 . 9 9 1 5
o c t  | - 1 6 . 4 3 1 0 2 7 4 . 6 9 1 9 9 - 0 . 2 2 0 . 8 2 6 - 1 6 2 . 8 4 5 1 2 9 . 9 8 2 9
n o v  | 1 . 4 2 1 7 2 1 7 5 . 4 3 8 8 3 0 . 0 2 0 . 9 8 5 - 1 4 6 . 4 5 6 2 1 4 9 . 2 9 9 7
d e c  | - 2 8 . 8 4 7 7 3 8 0 . 3 0 3 0 7 - 0 . 3 6 0 . 7 1 9 - 1 8 6 . 2 6 0 7 1 2 8 . 5 6 5 3
_ c o n s  | 
--------------------------- + _
1 2 9 8 . 9 4 7 0 . 0 8 5 5 4 1 8 . 5 3 0 . 0 0 0 1 1 6 1 . 5 5 6 1 4 3 6 . 3 2 4
r h o  | . 9 7 5 5 8 1 3
Durbin-Watson statistic (original) 0 .185023
Durbin-Watson statistic (transformed) 1.308717
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Table 34: Total Load Final Regression
P r a i s - W i n s t e n  A R ( 1)  r e g r e s s i o n  - -  i t e r a t e d  e s t i m a t e s
L i n e a r  r e g r e s s i o n  N u m b e r  o f  o b s  = 8 7 5 8
F ( 4 5 ,  8 7 1 3 )  =
P r o b  > F = 0 . 0 0 0 0
R - s q u a r e d  = 0 . 9 7 4 3
R o o t  MSE = 4 0 . 6 1 4
mwh |
S e m i - r o b u s t  
C o e f . S t d .  E r r .
HC3
t p> 111 [95% C o n f . I n t e r v a l ]
h e a t i n g d e g ~ s  | 1 . 5 0 9 7 8 8 . 1 7 8 1 4 4 1 8 . 4 8 0 . 0 0 0 1 . 1 6 0 5 8 4 1 . 8 5 8 9 9 3
c o o l i n g d e g ~ s  | 5 . 0 7 2 7 9 3 . 6 1 0 6 4 6 8 . 3 1 0 . 0 0 0 3 . 8 7 5 7 8 2 6 . 2 6 9 8 0 3
h r l - 7 9 . 9 4 2 3 5 9 . 0 2 6 1 6 1 - 8 . 8 6 0 . 0 0 0 - 9 7 . 6 3 5 7 6 - 6 2 . 2 4 8 9 4
h r  2 | - 5 8 . 4 5 8 9 7 7 . 7 5 6 7 3 9 - 7 . 5 4 0 . 0 0 0 - 7 3 . 6 6 4 0 1 - 4 3 . 2 5 3 9 3
h r  3 | - 4 2 . 0 0 2 7 1 4 . 4 5 2 2 6 6 - 9 . 4 3 0 . 0 0 0 - 5 0 . 7 3 0 2 1 - 3 3 . 2 7 5 2 2
h r  4 j - 3 3 . 7 7 9 3 5 1 . 9 8 9 0 8 8 - 1 6 . 9 8 0 . 0 0 0 - 3 7 . 6 7 8 4 3 - 2 9 . 8 8 0 2 6
h r  6 | 5 9 . 1 5 2 0 3 4 . 4 6 9 2 3 7 13 . 2 4 0 . 0 0 0 5 0 . 3 9 1 2 7 67 . 9 1 2 7 9
h r  7 | 1 2 0 . 8 4 8 1 1 1 . 5 2 1 5 9 1 0 . 4 9 0 . 0 0 0 9 8 . 2 6 3 0 7 1 4 3 . 4 3 3 2
h r  8 | 9 0 . 1 4 9 2 4 1 8 . 5 3 0 4 9 4 . 8 6 0 . 0 0 0 5 3 . 8 2 5 1 1 1 2 6  . 4 7 3 4
h r  9 | 52 . 2 2 0 7 1 6 . 3 9 0 6 6 3 . 1 9 0 . 0 0 1 2 0 . 0 9 1 1 3 8 4 . 3 5 0 2 6
h r l O  j 5 4 . 9 1 3 8 7 1 1 . 4 7 7 8 4 . 7 8 0 . 0 0 0 32 . 4 1 4 6 8 7 7 . 4 1 3 0 6
h r l l  | 5 3 . 5 0 8 8 3 1 0 . 5 9 8 9 5 . 0 5 0 . 0 0 0 32 . 7 3 2 4 9 7 4 . 2 8 5 1 7
h r l 2  j 2 0 . 5 3 1 8 1 1 0 . 1 5 8 3 4 2 . 0 2 0 . 0 4 3 . 6 1 9 0 5 8 2 4 0 . 4 4 4 5 7
h r  13 j 2 7 . 5 1 1 0 5 6 . 8 0 9 2 8 4 . 0 4 0 . 0 0 0 1 4 . 1 6 3 2 5 4 0 . 8 5 8 8 5
h r l 4  j 1 4 . 4 2 5 5 9 6 . 8 2 8 2 1 6 2 . 1 1 0 . 0 3 5 1 . 0 4 0 6 7 2 7 . 8 1 0 5 1
h r  15  j 7 . 2 1 5 3 7 8 5 . 7 0 1 5 9 6 1 . 2 7 0 . 2 0 6 - 3 . 9 6 1 0 9 8 1 8 . 3 9 1 8 5
h r l 6  j 1 1 . 8 3 6 2 3 4 . 8 9 6 4 7 5 2 . 4 2 0 . 0 1 6 2 . 2 3 7 9 7 8 2 1 . 4 3 4 4 8
h r l 7  | 3 1 . 3 3 9 8 3 5 . 3 0 6 4 7 2 5 . 9 1 0 . 0 0 0 2 0 . 9 3 7 8 9 4 1 . 7 4 1 7 7
h r  18  | 3 8 . 0 0 3 5 4 7 . 6 7 4 7 1 3 4 . 9 5 0 . 0 0 0 22 . 9 5 9 2 9 53 . 0 4 7 7 9
h r l 9  | 3 5 . 2 0 0 7 1 8 . 7 6 1 1 5 4 4 . 0 2 0 . 0 0 0 1 8 . 0 2 6 7 8 5 2 . 3 7 4 6 5
h r 2  0 | 1 9 . 3 5 4 5 6 8 . 7 6 9 1 0 5 2 . 2 1 0 . 0 2 7 2 . 1 6 5 0 4 2 3 6 . 5 4 4 0 8
h r  2 1  | 2 4 . 1 4 0 2 5 7 . 6 2 6 1 6 8 3 . 1 7 0 . 0 0 2 9 . 1 9 1 1 5 8 3 9 . 0 8 9 3 4
h r  2 2 j - 3 . 9 5 5 5 4 9 1 0 . 5 6 5 6 3 - 0 . 3 7 0 . 7 0 8 - 2 4 . 6 6 6 6 8 1 6 . 7 5 5 5 9
h r  2 3 | - 7 0 . 0 3 8 6 8 5 . 2 6 4 6 0 6 - 1 3 . 3 0 0 . 0 0 0 - 8 0 . 3 5 8 5 5 - 5 9 . 7 1 8 8 1
h r  2 4 | - 9 8 . 4 5 4 2 7 5 . 4 8 6 0 7 5 - 1 7 . 9 5 0 . 0 0 0 - 1 0 9 . 2 0 8 3 - 8 7 . 7 0 0 2 6
m o n  | 3 7 . 8 9 8 0 3 4 . 6 9 4 8 5 4 8 . 07 0 . 0 0 0 2 8 . 6 9 5 4 7 . 1 0 1 0 5
t u e  | 4 0 . 2 5 7 3 8 4 . 7 3 0 3 8 4 8 . 5 1 0 . 0 0 0 3 0 . 9 8 4 7 1 4 9 . 5 3 0 0 5
w e d  | 3 9 . 7 4 0 5 8 4 . 6 9 2 6 2 9 8 . 4 7 0 . 0 0 0 3 0 . 5 4 1 9 2 4 8 . 9 3 9 2 4
t h u  j 3 6 . 6 2 4 7 6 4 . 4 1 7 6 8 6 8 . 2 9 0 . 0 0 0 2 7 . 9 6 5 0 5 45  . 2 8 4 4 6
f r i  | 2 8 . 7 3 6 5 9 3 . 6 0 6 6 6 6 7 . 9 7 0 . 0 0 0 2 1 . 6 6 6 6 8 3 5 . 8 0 6 5 1
s a t  | 5 . 5 9 7 3 6 9 2 . 8 2 1 0 6 8 1 . 9 8 0 . 0 4 7 . 0 6 7 4 0 8 3 1 1 . 1 2 7 3 3
f  e b  j . 1 0 6 8 1 0 1 2 . 1 8 2 8 8 9 0 . 0 5 0 . 9 6 1 - 4 . 1 7 2 1 6 8 4 . 3 8 5 7 8 8
m a r  | - 2 . 5 8 6 3 5 3 2 . 1 7 1 5 8 4 - 1 . 1 9 0 . 2 3 4 - 6 . 8 4 3 1 7 1 . 6 7 0 4 6 5
a p r  | - 7 . 0 2 1 5 4 6 2 . 7 9 9 2 0 6 - 2  . 5 1 0 . 0 1 2 - 1 2 . 5 0 8 6 5 - 1 . 5 3 4 4 4 1
m a y  | - 8 . 7 9 8 6 8 4 3 . 1 4 3 8 5 3 - 2  . 80 0 . 0 0 5 - 1 4 . 9 6 1 3 8 - 2 . 6 3 5 9 8 9
j u n  | . 0 7 2 9 3 1 9 2 . 9 0 5 9 1 2 0 . 0 3 0 . 9 8 0 - 5 . 6 2 3 3 4 2 5 . 7 6 9 2 0 6
j u l  | 2 . 7 1 4 2 8 9 3 . 3 4 8 3 2 7 0 . 81 0 . 4 1 8 - 3 . 8 4 9 2 2 3 9 . 2 7 7 8 0 1
a u g  | 6 . 9 5 5 1 3 2 . 8 7 9 3 2 1 2 . 4 2 0 . 0 1 6 1 . 3 1 0 9 8 1 1 2 . 5 9 9 2 8
s e p  | - . 0 2 5 5 3 0 6 2 . 8 5 8 6 2 9 - 0 . 0 1 0 . 9 9 3 - 5 . 6 2 9 1 1 9 5 . 5 7 8 0 5 8
o c t  | . 2 4 4 0 2 8 1 2 . 4 1 0 6 1 4 0 . 1 0 0 . 9 1 9 - 4 . 4 8 1 3 4 5 4 . 9 6 9 4 0 1
n o v  | . 1 0 9 4 1 5 3 3 . 7 0 6 9 5 0 . 0 3 0 . 9 7 6 - 7 . 1 5 7 0 8 4 7 . 3 7 5 9 1 4
d e c  | - 1 . 8 4 3 4 7 2 . 2 5 7 7 9 1 - 0 . 8 2 0 . 4 1 4 - 6 . 2 6 9 2 7 4 2 . 5 8 2 3 3 4
mwh |
L I . j 1 . 0 7 1 7 8 4 . 1 0 4 3 5 1 5 1 0 . 2 7 0 .  0 0 0 . 8 6 7 2 3 1 . 2 7 6 3 3 7
L2 . | - . 1 9 4 8 1 7 6 . 0 9 2 6 3 7 5 - 2 . 1 0 0 . 0 3 5 - . 3 7 6 4 0 9 - . 0 1 3 2 2 6 2
_ c o n s  | 1 4 0 . 9 1 3 6 1 0 . 6 4 7 1 5 13 . 2 3 0 . 0 0 0 1 2 0 . 0 4 2 7 1 6 1 . 7 8 4 5
r h o  | . 1 9 4 2 4 7 6
D u r b i n - W a t s o n s t a t i s t i c  ( o r i g i n a l ) 1 . 9 4 6 7 2 8
D u r b i n - W a t s o n s t a t i s t i c  ( t r a n s f o r m e d ) 1 . 9 9 9 2 2 2
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Forecasting Results
In the following results TL represents the forecasting results of the forecast made 
from one model with total load as the dependent variable. CC represents the results of 
the forecast made from the sum of the six customer class forecasts.
Table 35: Hourly Forecasting Results for May 24,1998
24-May-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 65.7452357 66.3818972 4322.436 4406.556276 -5.95% -6.01%
HR 2 78.9436735 93.9273069 6232.1036 8822.338983 -7.43% -8.84%
HR 3 75.8082937 110.062909 5746.8974 12113.8439 -7.28% -10.57%
HR 4 71.9703914 124.164007 5179.7372 15416.70062 -6.95% -11.98%
HR 5 47.4990481 108.917634 2256.1596 11863.05097 -4.55% -10.44%
HR 6 44.707059 28.2010671 1998.7211 795.300184 4.26% -2.69%
HR 7 160.35244 81.1024468 25712.905 6577.60687 14.71% 7.44%
HR 8 177.615614 93.6025746 31547.306 8761.441972 14.91% 7.86%
HR 9 150.715189 48.5496738 22715.068 2357.070825 11.67% 3.76%
HR 10 144.233745 46.564863 20803.373 2168.286469 10.84% 3.50%
HR 11 147.600663 62.278029 21785.956 3878.5529 10.79% 4.55%
HR 12 125.586695 36.9263212 15772.018 1363.553198 8.87% 2.61%
HR 13 130.706191 51.5697823 17084.108 2659.442446 9.26% 3.65%
HR 14 148.181603 69.6979067 21957.787 4857.798195 10.56% 4.97%
HR 15 145.985407 81.2703318 21311.739 6604.866829 10.45% 5.82%
HR 16 123.935064 57.0125076 15359.9 3250.426021 8.70% 4.00%
HR 17 147.505341 75.5140982 21757.826 5702.379033 10.29% 5.27%
HR 18 179.2018 110.924531 32113.285 12304.25166 12.50% 7.74%
HR 19 193.369489 151.716243 37391.759 23017.81843 13.59% 10.66%
HR 20 198.000345 145.683419 39204.137 21223.65844 13.91% 10.24%
HR 21 117.477722 71.1264809 13801.015 5058.976286 7.91% 4.79%
HR 22 115.781577 55.6020714 13405.373 3091.590349 7.98% 3.83%
HR 23 117.27223 46.7412062 13752.776 2184.740361 8.78% 3.50%
HR 24 106.610573 19.4155579 11365.814 376.9638875 8.83% 1.61%
Average Difference Root Mean Squared Error
Mean Absolute 
Percentage Error
5/24/1998 125.616891 76.5397027 132.69297 83.87918273 6.94% 1.89%
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Table 36: Hourly Forecasting Results for June 17,1998
17-Jun-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 16.5459951 10.907461 273.77 118.9727 -1.17% 0.77%
HR 2 57.4037808 11.277144 3295.194 127.174 -4.19% -0.82%
HR 3 77.9984936 17.446711 6083.765 304.3877 -5.84% -1.31%
HR 4 124.757795 50.84644 15564.51 2585.36 -9.26% -3.77%
HR 5 209.245545 115.86227 43783.7 13424.07 -14.60% -8.09%
HR 6 273.156651 166.63227 74614.56 27766.31 -17.43% -10.63%
HR 7 308.39513 188.13467 95107.56 35394.65 -17.79% -10.85%
HR 8 317.756058 171.74224 100968.9 29495.4 -17.16% -9.27%
HR 9 333.699781 165.68544 111355.5 27451.66 -17.17% -8.52%
HR 10 401.411093 182.93299 161130.9 33464.48 -19.55% -8.91%
HR 11 403.603373 140.95682 162895.7 19868.82 -19.23% -6.72%
HR 12 429.225103 147.44459 184234.2 21739.91 -19.93% -6.85%
HR 13 460.398467 143.53723 211966.7 20602.94 -20.96% -6.53%
HR 14 474.924637 136.65359 225553.4 18674.2 -21.32% -6.13%
HR 15 498.368816 127.25351 248371.5 16193.46 -22.12% -5.65%
HR 16 502.010493 111.07081 252014.5 12336.72 -22.06% -4.88%
HR 17 455.301388 57.419146 207299.4 3296.958 -20.08% -2.53%
HR 18 386.749523 19.39523 149575.2 376.1749 -17.33% 0.87%
HR 19 325.733383 98.418277 106102.2 9686.157 -15.04% 4.54%
HR 20 275.070382 130.23826 75663.71 16962 -13.01% 6.16%
HR 21 333.964417 68.712622 111532.2 4721.424 -15.56% 3.20%
HR 22 287.785575 93.757555 82820.54 8790.479 -14.00% 4.56%
HR 23 217.715729 150.73695 47400.14 22721.63 -11.66% 8.07%
HR 24 210.709919 137.5992 44398.67 18933.54 -12.29% 8.03%
Average Difference




6/17/1998 307.58048 110.19423 336.7743 123.3283 -15.36% -2.72%
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Table 37: Hourly Forecasting Results for July 1,1998
l-Jul-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 175.134861 218.85292 30672.22 47896.6 12.93% 16.16%
HR 2 99.406908 179.19218 9881.733 32109.84 7.67% 13.83%
HR 3 56.0021041 163.05328 3136.236 26586.37 4.46% 12.98%
HR 4 5.18102724 134.64369 26.84304 18128.92 0.41% 10.75%
HR 5 69.3973643 82.695578 4815.994 6838.559 -5.27% 6.28%
HR 6 111.813604 52.302204 12502.28 2735.521 -7.86% 3.68%
HR 7 149.643676 25.93236 22393.23 672.4873 -9.41% 1.63%
HR 8 195.488373 3.4089035 38215.7 11.62062 -11.22% -0.20%
HR 9 202.207628 2.442258 40887.92 5.964624 -11.09% -0.13%
HR 10 188.038568 50.351966 35358.5 2535.32 -10.16% 2.72%
HR 11 290.726494 18.08726 84521.89 327.149 -14.54% -0.90%
HR 12 302.91593 22.532451 91758.06 507.7114 -14.85% -1.10%
HR 13 325.684937 12.58302 106070.7 158.3324 -15.65% -0.60%
HR 14 332.953613 3.1832142 110858.1 10.13285 -15.81% -0.15%
HR 15 363.475471 6.3045249 132114.4 39.74703 -16.99% -0.29%
HR 16 373.867721 4.3618594 139777.1 19.02582 -17.25% -0.20%
HR 17 307.815546 64.340123 94750.41 4139.651 -14.39% 3.01%
HR 18 245.215778 132.72142 60130.78 17614.97 -11.62% 6.29%
HR 19 165.071834 231.97898 27248.71 53814.25 -8.14% 11.44%
HR 20 93.5813756 286.73968 8757.474 82219.64 -4.78% 14.66%
HR 21 131.889492 247.8075 17394.84 61408.55 -6.70% 12.59%
HR 22 102.615173 254.86332 10529.87 64955.31 -5.42% 13.46%
HR 23 10.2604611 349.93796 105.2771 122456.6 0.62% 21.08%
HR 24 22.5683341 339.78833 509.3297 115456.1 1.50% 22.64%
Average Difference






7/1/1998 180.039845 120.33771 212.3693 165.9127 -7.23% 7.07%
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Table 38: Hourly Forecasting Results fo r  August 22,1998
22-Aug-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 4.4373356 6.8633924 19.68995 47.10616 -0.28% 0.43%
HR 2 8.02347686 2.4750306 64.37618 6.125777 -0.54% -0.17%
HR 3 24.4333544 25.267145 596.9888 638.4286 -1.70% -1.76%
HR 4 34.7615789 42.622978 1208.367 1816.718 -2.47% -3.03%
HR 5 57.3424616 74.733168 3288.158 5585.046 -4.04% -5.27%
HR 6 17.0130674 52.03321 289.4445 2707.455 -1.18% -3.61%
HR 7 40.7464844 1.2463378 1660.276 1.553358 2.69% 0.08%
HR 8 4.82744528 29.404274 23.30423 864.6113 0.29% -1.78%
HR 9 62.2704376 93.782581 3877.607 8795.173 -3.48% -5.24%
HR 10 151.117086 139.80423 22836.37 19545.22 -7.87% -7.28%
HR 11 181.189728 131.20602 32829.72 17215.02 -9.10% -6.59%
HR 12 190.434561 120.13607 36265.32 14432.68 -9.37% -5.91%
HR 13 241.300043 126.83266 58225.71 16086.52 -11.48% -6.03%
HR 14 300.749394 157.21367 90450.2 24716.14 -13.79% -7.21%
HR 15 357.851184 175.30705 128057.5 30732.56 -15.96% -7.82%
HR 16 407.830184 200.0986 166325.5 40039.45 -17.63% -8.65%
HR 17 388.050438 168.57408 150583.1 28417.22 -16.64% -7.23%
HR 18 311.914431 79.834009 97290.61 6373.469 -13.62% -3.49%
HR 19 232.273458 16.178598 53950.96 261.747 -10.55% 0.74%
HR 20 191.224427 32.524281 36566.78 1057.829 -8.89% 1.51%
HR 21 194.415393 20.799831 37797.35 432.6329 -9.16% 0.98%
HR 22 73.8184248 118.27328 5449.16 13988.57 -3.78% 6.06%
HR 23 13.5608953 159.5122 183.8979 25444.14 -0.77% 9.03%
HR 24 51.6393386 94.73305 2666.621 8974.351 -3.13% 5.73%
Average Difference




8/22/1998 147.551026 86.227323 196.9038 105.7079 -6.77% -2.35%
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Table 39: Hourly Forecasting Results for September 1,1998
l-Sep-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 17.3523795 10.579292 301.1051 111.9214 -1.14% 0.70%
HR 2 77.6861277 37.82003 6035.134 1430.355 -5.26% -2.56%
HR 3 90.2788798 44.333705 8150.276 1965.477 -6.32% -3.10%
HR 4 127.011551 73.224127 16131.93 5361.773 -8.89% -5.12%
HR 5 207.402288 137.96409 43015.71 19034.09 -13.74% -9.14%
HR 6 345.880301 265.75644 119633.2 70626.49 -20.11% -15.45%
HR 7 294.321885 202.62907 86625.37 41058.54 -16.33% -11.24%
HR 8 258.187956 152.61899 66661.02 23292.56 -13.81% -8.16%
HR 9 268.012959 150.97563 71830.95 22793.64 -13.72% -7.73%
HR 10 320.954815 156.19054 103012 24395.48 -15.65% -7.62%
HR 11 309.663228 100.76104 95891.31 10152.79 -14.84% -4.83%
HR 12 340.09621 111.62572 115665.4 12460.3 -15.83% -5.20%
HR 13 364.092725 97.312137 132563.5 9469.652 -16.64% -4.45%
HR 14 397.640804 122.4384 158118.2 14991.16 -17.85% -5.50%
HR 15 394.711409 114.43401 155797.1 13095.14 -17.88% -5.18%
HR 16 347.983903 78.567523 121092.8 6172.856 -16.10% -3.64%
HR 17 264.303383 14.805275 69856.28 219.1962 -12.60% -0.71%
HR 18 200.59159 29.554241 40236.99 873.4531 -9.80% 1.44%
HR 19 155.338996 76.607772 24130.2 5868.751 -7.83% 3.86%
HR 20 209.699138 7.1096674 43973.73 50.54737 -10.35% -0.35%
HR 21 185.349075 11.947558 34354.28 142.7441 -9.40% 0.61%
HR 22 91.003613 82.042963 8281.658 6731.048 -4.98% 4.49%
HR 23 47.7084758 110.77193 2276.099 12270.42 -2.87% 6.66%
HR 24 75.1398123 69.792504 5645.991 4870.994 -4.85% 4.51%
Average Difference




9/1/1998 224.600479 94.160944 252.4282 113.1812 -11.53% -3.24%
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Table 40: Hourly Forecasting Results for October 13,1998
13-Oct-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 43.5122754 4.8766821 1893.318 23.78203 -3.32% 0.37%
HR 2 90.7681867 2.5075489 8238.864 6.287801 -7.08% -0.20%
HR 3 118.892597 2.5133543 14135.45 6.31695 -9.36% 0.20%
HR 4 152.27388 0.1452936 23187.33 0.02111 -11.88% -0.01%
HR 5 251.508429 67.504169 63256.49 4556.813 -18.06% -4.85%
HR 6 416.535843 207.88835 173502.1 43217.57 -25.41% -12.68%
HR 7 431.918983 196.47742 186554 38603.38 -24.04% -10.93%
HR 8 327.617424 71.709541 107333.2 5142.258 -18.22% -3.99%
HR 9 288.619885 37.39525 83301.44 1398.405 -15.86% -2.05%
HR 10 291.726914 25.356909 85104.59 642.9728 -15.81% -1.37%
HR 11 275.472258 5.0554383 75884.97 25.55746 -14.90% -0.27%
HR 12 286.277074 38.731616 81954.56 1500.138 -15.36% -2.08%
HR 13 292.589274 47.940553 85608.48 2298.297 -15.74% -2.58%
HR 14 280.601036 46.47089 78736.94 2159.544 -15.23% -2.52%
HR 15 285.436855 50.486335 81474.2 2548.87 -15.62% -2.76%
HR 16 278.416949 60.632536 77516 3676.304 -15.36% -3.34%
HR 17 230.605066 35.162305 53178.7 1236.388 -12.93% -1.97%
HR 18 189.048562 1.610271 35739.36 2.592973 -10.73% -0.09%
HR 19 269.658533 62.057978 72715.72 3851.193 -14.68% -3.38%
HR 20 290.381495 86.223205 84321.41 7434.441 -15.59% -4.63%
HR 21 221.623203 3.7134971 49116.84 13.79006 -12.45% 0.21%
HR 22 107.642936 128.73405 11587 16572.46 -6.56% 7.85%
HR 23 56.925023 198.26437 3240.458 39308.76 -3.82% 13.31%
HR 24 106.661054 162.03072 11376.58 26253.95 -7.53% 11.44%
Average Difference




10/13/1998 232.696406 64.312012 254.0471 91.39659 -13.56% -1.10%
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Table 41: Hourly Forecasting Results for November 6,1998
6-Nov-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 45.7036887 12.297631 2088.827 151.2317 -2.87% -0.77%
HR 2 67.8418542 7.0932362 4602.517 50.314 -4.43% -0.46%
HR 3 92.7307113 12.556228 8598.985 157.6589 -6.12% -0.83%
HR 4 107.379724 11.704403 11530.41 136.993 -7.13% -0.78%
HR 5 136.537556 22.087132 18642.5 487.8414 -8.83% -1.43%
HR 6 163.90655 38.114165 26865.36 1452.69 -9.92% -2.31%
HR 7 246.243064 107.68469 60635.65 11595.99 -13.13% -5.74%
HR 8 243.419588 93.66343 59253.1 8772.838 -12.31% -4.74%
HR 9 199.691948 58.152577 39876.87 3381.722 -10.00% -2.91%
HR 10 163.275985 10.239678 26659.05 104.851 -8.24% -0.52%
HR 11 125.227403 27.67658 15681.9 765.9931 -6.38% 1.41%
HR 12 81.6214262 47.051903 6662.057 2213.882 -4.25% 2.45%
HR 13 69.275616 55.750512 4799.111 3108.12 -3.65% 2.94%
HR 14 68.4467619 40.139748 4684.959 1611.199 -3.63% 2.13%
HR 15 76.2999602 26.707376 5821.684 713.2839 -4.09% 1.43%
HR 16 75.4932202 10.87501 5699.226 118.2658 -4.07% 0.59%
HR 17 73.6139846 3.7753163 5419.019 14.25301 -3.94% -0.20%
HR 18 111.85415 47.632448 12511.35 2268.85 -5.80% -2.47%
HR 19 160.619243 76.102114 25798.54 5791.532 -8.16% -3.87%
HR 20 90.7029763 13.078915 8227.03 171.058 -4.77% -0.69%
HR 21 48.9610326 43.93159 2397.183 1929.985 -2.66% 2.39%
HR 22 13.4593842 80.601266 181.155 6496.564 -0.76% 4.55%
HR 23 10.2078796 92.102774 104.2008 8482.921 -0.61% 5.53%
HR 24 27.9360693 78.680313 780.424 6190.592 -1.80% 5.06%
Average Difference






11/6/1998 104.185407 42.404127 122.0521 52.50739 -5.73% 0.03%
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Table 42: Hourly Forecasting Results for December 7,1998
7-Dec-98
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 8.48644618 31.427112 72.01977 987.6633 0.65% 2.41%
HR 2 2.40918366 34.554339 5.804166 1194.002 -0.19% 2.76%
HR 3 8.88741037 32.939231 78.98606 1084.993 -0.72% 2.68%
HR 4 5.6631479 40.049386 32.07124 1603.953 -0.46% 3.29%
HR 5 14.9142948 43.176418 222.4362 1864.203 -1.19% 3.43%
HR 6 44.0235041 24.500101 1938.069 600.2549 -3.18% 1.77%
HR 7 147.541091 65.206721 21768.37 4251.917 -8.97% -3.96%
HR 8 218.387858 124.92944 47693.26 15607.37 -11.90% -6.81%
HR 9 161.445115 74.599804 26064.52 5565.131 -8.71% -4.03%
HR 10 153.583286 48.032752 23587.83 2307.145 -8.17% -2.55%
HR 11 168.769463 52.337299 28483.13 2739.193 -8.76% -2.72%
HR 12 136.857936 32.989821 18730.09 1088.328 -7.17% -1.73%
HR 13 158.770278 50.322204 25208 2532.324 -8.24% -2.61%
HR 14 146.099007 46.711449 21344.92 2181.96 -7.65% -2.44%
HR 15 147.244782 47.135502 21681.03 2221.756 -7.79% -2.49%
HR 16 156.645073 67.99118 24537.68 4622.801 -8.26% -3.58%
HR 17 181.696167 105.41112 33013.5 11111.5 -9.34% -5.42%
HR 18 299.991693 225.00393 89995.02 50626.77 -14.37% -10.78%
HR 19 350.290879 251.34249 122703.7 63173.05 -16.41% -11.78%
HR 20 310.286655 215.40935 96277.81 46401.19 -14.78% -10.26%
HR 21 290.757791 178.57697 84540.09 31889.73 -14.07% -8.64%
HR 22 227.152778 113.52346 51598.38 12887.58 -11.51% -5.75%
HR 23 180.960231 59.529423 32746.61 3543.752 -9.91% -3.26%
HR 24 140.323695 16.449447 19690.74 270.5843 -8.46% -0.99%
Average Difference
Root Mean Squared 
Error
Mean Absolute Percentage 
Error
12/7/1998 152.54949 82.58954 181.6606 106.1361 -7.90% -3.06%
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Table 43: Hourly Forecasting Results for January 30,1999
30-Jan-99
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 25.7215776 10.719815 661.5996 114.9144 -1.60% -0.67%
HR 2 61.1650569 39.84083 3741.164 1587.292 -3.92% -2.56%
HR 3 93.969342 71.542296 8830.237 5118.3 -6.08% -4.63%
HR 4 119.231314 94.666141 14216.11 8961.678 -7.73% -6.14%
HR 5 128.713008 92.962884 16567.04 8642.098 -8.26% -5.97%
HR 6 92.3024291 48.747401 8519.738 2376.309 -5.78% -3.05%
HR 7 31.0369497 23.688785 963.2922 561.1585 -1.86% 1.42%
HR 8 62.2162301 4.3076186 3870.859 18.55558 -3.45% 0.24%
HR 9 83.4749718 23.660598 6968.071 559.8239 -4.43% -1.26%
HR 10 100.256984 30.271237 10051.46 916.3478 -5.23% -1.58%
HR 11 66.0949249 2.1361631 4368.539 4.563193 -3.49% 0.11%
HR 12 7.88175437 32.786721 62.12205 1074.969 -0.43% 1.79%
HR 13 34.8144813 64.363154 1212.048 4142.616 1.96% 3.63%
HR 14 89.2470788 93.806418 7965.041 8799.644 5.25% 5.51%
HR 15 115.729329 107.10644 13393.28 11471.79 7.05% 6.53%
HR 16 129.014824 98.475594 16644.82 9697.443 7.99% 6.10%
HR 17 123.551849 71.398387 15265.06 5097.73 7.57% 4.37%
HR 18 93.4551008 33.366169 8733.856 1113.301 5.57% 1.99%
HR 19 40.7043363 81.81355 1656.843 6693.457 -2.26% -4.54%
HR 20 39.465583 85.229165 1557.532 7264.01 -2.19% -4.73%
HR 21 29.7518929 56.312833 885.1751 3171.135 -1.68% -3.17%
HR 22 18.2879957 37.741525 334.4508 1424.423 -1.06% -2.18%
HR 23 62.5308073 69.113671 3910.102 4776.699 -3.74% -4.13%
HR 24 64.1991143 63.896143 4121.526 4082.717 -4.15% -4.13%
Average Difference




1/30/1999 71.3673723 55.748064 80.23402 63.7936 -1.33% -0.71%
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Table 44: Hourly Forecasting Results for February 9,1999
9-Feb-99
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 18.1121776 6.7598969 328.051 45.69621 -1.14% 0.43%
HR 2 49.1239505 9.3830714 2413.163 88.04203 -3.18% -0.61%
HR 3 44.2505574 3.8700491 1958.112 14.97728 -2.94% 0.26%
HR 4 60.0407194 6.0738342 3604.888 36.89146 -3.99% -0.40%
HR 5 73.7948099 8.4264459 5445.674 71.00499 -4.80% -0.55%
HR 6 102.69124 32.071364 10545.49 1028.572 -6.22% -1.94%
HR 7 182.915678 105.748 33458.15 11182.64 -9.74% -5.63%
HR 8 222.822864 139.98669 49650.03 19596.27 -10.99% -6.91%
HR 9 126.5976 56.610749 16026.95 3204.777 -6.34% -2.84%
HR 10 77.792161 1.1785547 6051.62 1.388991 -3.95% -0.06%
HR 11 36.8580326 35.300025 1358.515 1246.092 -1.89% 1.81%
HR 12 19.3793272 61.526391 375.5583 3785.497 1.02% 3.24%
HR 13 29.3095142 60.161758 859.0476 3619.437 1.56% 3.21%
HR 14 95.8665404 100.89247 9190.394 10179.29 5.34% 5.62%
HR 15 123.929405 114.60733 15358.5 13134.84 7.13% 6.59%
HR 16 85.2081322 54.820749 7260.426 3005.315 4.82% 3.10%
HR 17 101.818237 49.832279 10366.95 2483.256 5.75% 2.82%
HR 18 110.296695 52.063312 12165.36 2710.589 6.19% 2.92%
HR 19 24.2562269 60.690324 588.3645 3683.315 -1.27% -3.18%
HR 20 44.2528605 83.876761 1958.316 7035.311 -2.29% -4.33%
HR 21 35.2136443 52.783036 1240.001 2786.049 -1.84% -2.76%
HR 22 2.33272715 7.557425 5.441616 57.11467 0.13% -0.41%
HR 23 10.8041647 15.608347 116.73 243.6205 0.62% 0.90%
HR 24 0.70012163 17.088555 0.49017 292.0187 -0.04% 1.05%
Average Difference




2/9/1999 69.9319744 47.371559 89.052 61.07782 -1.17% 0.10%
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Table 45: Hourly Forecasting Results for March 25,1999
25-Mar-99
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 87.4172232 26.282584 7641.771 690.7742 -5.41% -1.63%
HR 2 155.15864 35.75132 24074.2 1278.157 -9.84% -2.27%
HR 3 210.585378 36.34235 44346.2 1320.766 -13.47% -2.33%
HR 4 277.554187 51.509677 77036.33 2653.247 -17.57% -3.26%
HR 5 331.357864 51.41372 109798 2643.371 -20.45% -3.17%
HR 6 419.857958 93.624946 176280.7 8765.63 -23.76% -5.30%
HR 7 519.082194 149.93913 269446.3 22481.74 -26.11% -7.54%
HR 8 509.43923 107.07443 259528.3 11464.93 -24.66% -5.18%
HR 9 440.568325 31.584965 194100.4 997.61 -21.55% -1.55%
HR 10 399.744707 29.341847 159795.8 860.944 -19.87% 1.46%
HR 11 372.345016 61.990048 138640.8 3842.766 -18.67% 3.11%
HR 12 333.378458 81.077283 111141.2 6573.526 -17.08% 4.15%
HR 13 322.997528 89.645261 104327.4 8036.273 -16.80% 4.66%
HR 14 318.832139 76.615108 101653.9 5869.875 -16.75% 4.02%
HR 15 320.397196 66.546221 102654.4 4428.4 -17.09% 3.55%
HR 16 314.346973 54.553278 98814.02 2976.06 -16.91% 2.93%
HR 17 308.981343 41.175584 95469.47 1695.429 -16.51% 2.20%
HR 18 312.388573 31.835798 97586.62 1013.518 -16.49% 1.68%
HR 19 387.701285 22.038258 150312.3 485.6848 -19.75% -1.12%
HR 20 467.345056 107.33391 218411.4 11520.57 -22.84% -5.25%
HR 21 480.837984 103.44568 231205.2 10701.01 -23.54% -5.06%
HR 22 432.350217 50.632467 186926.7 2563.647 -22.00% -2.58%
HR 23 409.401833 16.373647 167609.9 268.0963 -22.26% -0.89%
HR 24 427.162415 28.209136 182467.7 795.7553 -24.71% -1.63%
Average Difference






3/25/1999 356.634655 60.180694 371.3303 68.89841 -18.92% -0.87%
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Table 46: Hourly Forecasting Results for April 18,1999
18-Apr-99
Absolute Difference Squared Error Percentage Error
CC TL CC TL CC TL
HR 1 47.4801709 44.861452 2254.367 2012.55 -3.54% -3.34%
HR 2 69.583504 76.77555 4841.864 5894.485 -5.33% -5.88%
HR 3 89.8747576 110.13764 8077.472 12130.3 -6.91% -8.47%
HR 4 83.6749828 113.87108 7001.503 12966.62 -6.52% -8.88%
HR 5 92.8707922 123.13528 8624.984 15162.3 -7.07% -9.38%
HR 6 34.5280934 66.719712 1192.189 4451.52 -2.57% -4.97%
HR 7 69.2197732 38.973909 4791.377 1518.966 5.00% 2.82%
HR 8 87.0075021 58.420465 7570.305 3412.951 5.90% 3.96%
HR 9 74.3462908 32.021676 5527.371 1025.388 4.79% 2.06%
HR 10 69.2887481 37.11651 4800.931 1377.635 4.39% 2.35%
HR 11 70.9967245 40.885974 5040.535 1671.663 4.44% 2.56%
HR 12 67.6866277 16.232624 4581.48 263.4981 4.21% 1.01%
HR 13 80.4343928 24.784567 6469.692 614.2748 5.08% 1.57%
HR 14 121.155002 46.538319 14678.53 2165.815 7.91% 3.04%
HR 15 113.281678 30.309851 12832.74 918.6871 7.50% 2.01%
HR 16 110.226918 7.9941123 12149.97 63.90583 7.32% 0.53%
HR 17 109.560203 13.7927 12003.44 190.2386 7.19% -0.91%
HR 18 111.377017 19.141867 12404.84 366.4111 7.23% -1.24%
HR 19 97.8102645 13.138211 9566.848 172.6126 6.32% -0.85%
HR 20 3.47677155 114.00207 12.08794 12996.47 0.21% -6.93%
HR 21 33.9936388 135.81915 1155.567 18446.84 -2.04% -8.15%
HR 22 0.17722022 98.213188 0.031407 9645.83 0.01% -6.12%
HR 23 16.4544892 105.35405 270.7502 11099.48 -1.08% -6.94%
HR 24 64.5997071 149.64933 4173.122 22394.92 -4.49% -10.40%
Average Difference




4/18/1999 71.6293862 63.245387 79.06274 76.63859 1.58% -2.52%
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