A number of numerical algorithms have been developed for various special classes of DAEs. This paper describes a new variable step size, constraint preserving integrator for general nonlinear fully implicit higher index DAEs. Numerical implementation issues are discussed. Numerical examples illustrate the effectiveness of the new method.
Introduction
Many physical problems are most easily initially modelled as a nonlinear implicit system of differential and algebraic equations (DAEs),
with f x = ∂f /∂x identically singular [3] . The index ν, which will be defined shortly, is one measure of how singular a DAE is. An ordinary differential equation is index zero, and increasing index implies more complex behavior. Initially most of the numerical work on DAEs assumed that the DAE was index one. However, DAEs of index up to six and higher occur naturally, for example, in mechanics if actuator dynamics, joint flexibility, and other effects are included [6] . Higher index DAEs (ν ≥ 2) also occur in several other areas [3, 6] . A number of variants of classical ODE methods have been adapted to DAEs [3, 14, 15] . However, numerical methods for DAEs based directly on classical approaches such as BDF or Implicit Runge-Kutta (IRK) methods require that the systems have special structure and be index no more than three or have general structure but with only index one. There is a need for more general higher index DAE integrators.
Recently, some general integrators have been designed for general higher index DAEs proposed including the work of Kunkel and Mehrman [16] , the Explicit Integration (EI) integrator [4] and the Implicit Coordinate Partitioning (ICP) integrator [10, 11, 19] . The EI approach can be implemented [4, 5, 11, 12] but it does not preserve constraints. Constraint preservation is important in many applications. ICP has been shown to be a practical approach. However, it suffers from some defects that make it difficult to construct the most robust code. Among these are the difficulty in choosing the best partition and in controlling the global error during partition changes.
In this paper we develop a new method which we call Unitary Coordinate Partitioning (UCP). UCP can be considered as a descendant of the tangent space parameterization approach of Potra, Rheinboldt, and Rabier [20, 21, 22, 25, 26] but extended to a much more general class of DAEs using some of the theory developed for the ICP integrator. Unlike prior tangent space parameterization algorithms we make no assumptions on system structure and are considering fully implicit, fully nonlinear, higher index DAEs. Neither the constraints nor a formula for x are considered known. Thus there are new theoretical and algorithmic issues to be considered. Our approach also differs from the "Lie group invariant manifold" philosophy in that we carry out more of the integration in global as opposed to local coordinates in order to better control the global error.
We see UCP as being especially useful in the early stages of design and simulation when various computer generated models are being used to investigate system behavior. It will also be useful as a truth model for investigating other integration methods and the validity of various simplified models.
Section 2 reviews the needed theory about derivative arrays and general DAE integrators. We could directly develop the UCP theory. However, it is more efficient to review the facts for ICP and then point out how they are modified for UCP. Section 3 develops the UCP integrator. In implementing the UCP integrator there are several computational issues which must be resolved. These are discussed in Section 4. It will be seen that while the theory for the UCP code is a consequence of that developed for the ICP code, the UCP code we are developing is not just a small variant of the ICP code of [19] . To simplify the discussion references to the implementation of ICP will refer to the implementation of [19] . Section 5 presents some computational results from a beta version of a UCP code under development. A detailed discussion of all the computational details and more extensive testing are left to a future report.
General DAE Integrator Theory
Most of the results in this Section are either from [5, 8, 10] or corollaries of that work. If a result is new, its proof is included.
Suppose that the DAE (1) is a system of n equations in the (2n+1)-dimensional variables (x , x, t) and that f x is always singular. We assume that f is sufficiently differentiable in the variables (x , x, t) so that all needed differentiations can be carried out.
Intuitively the DAE (1) is solvable in an open set Ω ⊆ R 2n+1 if the graphs (x (t), x(t), t) of the solutions x form a smooth 2m + 1 dimensional manifold in Ω and solutions are uniquely determined by their value x 0 at any t 0 such that (v 0 , x 0 , t 0 ) ∈ Ω. The pair (x 0 , t 0 ) are called consistent for the DAE, or equivalently, x 0 is a consistent initial condition for the DAE at time t 0 . More precise definitions appear in [5, 7, 8, 23, 24] and their references.
In general, the solution x of (1) is known to depend on derivatives of f . If (1) is differentiated k times with respect to t, we get the (k + 1)n derivative array equations [5] 
where
The index ν of the DAE (1) is often taken to be the least integer k for which (2) uniquely determines x for consistent (x, t). If such a k exists, then x is a function of just (x, t) (for consistent (x, t)) so that x = g(x, t). For general unstructured DAEs, the index is actually a somewhat more subtle concept than this definition suggests [7] . The index given here is often called the differentiation index and denoted ν d when more than one index is being considered.
In practice (1) may have some structure than can be exploited to reduce the size of the equations (2) by differentiating some equations less than others. This does not affect what we do here other than we allow the number of equations in G to be other than a multiple of n.
Several approaches have been followed with DAEs in order to preserve constraints besides constraint stabilization. One approach, if one knows the solution manifold, is to project back onto the solution manifold during the integration using a least squares projection. In [10] this is shown to not work correctly with general integrators due to the mixing of the integration error and "error" in the non-unique w terms.
Work has been done on other numerical approaches based on (2). Kunkel and Mehrmann [16, 17, 18] select a subset of the derivative array equations (2) in such a way that they implicitly define an index one DAE which is then integrated by a BDF method. The selection of the subequations of (2) is made on each time step.
A different approach is developed in [1, 2] where one treats the equations (2) as constraints to be imposed and then minimizes the error in the numerical method. This approach requires that there be no undetermined higher derivatives in (2) so that the systems are similar to Hessenberg systems. Thus this is a not a general approach in the sense studied in this paper.
We assume that the DAE is in a moderate number of variables and that formulas are known for the equations making up the DAE. The following assumptions on G permit a robust numerical least squares solution of the derivative array equations. (A3) J = [ G x G w ] is 1-full with respect to x and has constant rank independent of (x , w, x, t).
has full row rank independent of (x , w, x, t).
Here the matrix C of the equation Cx = b is said to be 1-full with respect to x 1 if there is a nonsingular matrix Q such that
where QC and x are partitioned conformably. Note that assumptions (A1)-(A4) are directly written in terms of the original equations and their derivatives and do not require any sort of coordinate changes. Also (A3) and (A4) hold in a full neighborhood since {x , x, w} are considered to be independent variables. Conditions (A1)-(A4) frequently hold in practice and are numerically verifiable using a combination of symbolic and numeric software [8] . They are almost equivalent to a type of uniform solvability [7] . (A1)-(A4) are weaker assumptions than the usual constant rank assumptions on f x .
Suppose that we have the DAE (1) and that assumptions (A1)-(A4) hold along the solution of interest. Both symbolic and automatic differentiation approaches for computing G and its Jacobians have been investigated [11, 12] . Even for moderately sized nonlinear DAEs, the use of automatic differentiation reduces the cost of Jacobian evaluation so much that the least squares solution is now the dominate cost.
The ICP method gets around the projection problem previously described by using subsets of the state variables to set up a local set of coordinates for the solution manifold. Within this local set of coordinates we are able to use an explicit integrator in order to stay on the manifold and avoid drift. This is similar in principle to the generalized coordinate partitioning used in mechanics [28] . However, a fundamental difference is that none of the constraints are assumed to be known explicitly. Thus the coordinates must be picked in an implicit manner. Also we do not assume that the equations have any specific structure such as being Euler-Lagrange equations.
Suppose that we have chosen a coordinate partition of the state variable x,
The coordinates x 2 of (3) are used to parameterize the solution manifold locally. Define the variables z, ω by
Thus z is everything but x 2 and ω is everything but x. Then G z is not only 1-full with respect to x but it also has full row rank by the choice of x 1 . We have chosen to use a Gauss-Newton iteration
to solve (2) given a value of x 2 . Here A † denotes the Moore-Penrose generalized inverse of a matrix A and A † b is the minimum norm least squares solution of Az = b [9] . Suppose then that we have a point ( z 0 , x 2,0 , t 0 ) where G( z 0 , x 2,0 , t 0 ) = 0 and our assumptions hold. Then there is a partitioning such that
in a neighborhood. Upon partitioning (6a) the same way that x is partitioned and retaining (6c), we get the fundamental equations
It is important to note that actual formulas are not known for any of the functions in (6) and (7) . Rather the functions are evaluated by nonlinear solves of G = 0. Note also that given (x 2 , t), the least squares iteration (5) returns the values of f 1 , f 2 and h in (7) simultaneously. Except for conditioning or roundoff effects, the value of f 1 , f 2 for a given consistent (x, t) is independent of the choice of acceptable partition since x is unique. Thus the value of x varies in a smooth manner. This is not true for h in (7c). It is dependent on the partition.
The higher derivative variables w do not appear explicitly in the theoretical formulas (7) for (x, x ). However, the convergence proofs for the iterative solver (5) require that z [0] be in an appropriate neighborhood of a point z 0 such that G( z 0 , x 2 , t) = 0. The simplest way to ensure convergence of the method is to have at least first order estimates of all derivatives that appear in the derivative array. Provided that the multistep method we define later has order equal to the highest derivative that appears in the derivative array, first order estimates will be readily available, say from the Nordsieck vector [13] . The Nordsieck vector is used in some multistep implementations to store the information on previous evaluations in a vector that also provides estimates of Talyor coefficients of the solution. In practice, UCP can integrate many DAEs of index above four. This will be commented on later.
In the simplified implementation from [19] , the basic integrator was a fifth order AdamsBashforth-Moulton method. Thus it provides estimates for up to fifth derivatives and would be suitable for general DAEs of index up to 4. The full implementation in [19] is variable order and will accept even higher index problems. The UCP integrator being developed is also based on a fifth order Adams-Bashforth-Moulton.
One step of the integration of the DAE by ICP now goes as follows. Given x n−1 = (x 1,n−1 , x 2,n−1 ), apply a multistep integrator to (7a)-(7b) to get x n = ( x 1,n , x 2,n ). A final function evaluation gives x n = (x 1,n , x 2,n ) and x 1,n = h( x 2,n , t n ). Then the value for x n is taken to be (x 1,n , x 2,n ). Thus x n lies on the solution manifold and satisfies all constraints.
In [19] a specific fixed step size multistep integrator is analyzed in detail and tested sufficiently to establish the practicality of the approach. The version that was tested was a fourth order integrator that used a standard fixed step size fourth order Runge-Kutta method to generate the starting values. How the coordinates are chosen is critical.
Suppose that we have [G x G w G x ]. Performing a QR decomposition only considering the x and w columns and not permuting between these two sets of columns, but applying Q also to the x columns, we get
where 6 ] is full row rank. We shall refer to this as a special QR (SQR) of J. The columns of D 5 correspond to x 1 . In ICP a permutation of x must be computed to make D 5 nonsingular. UCP will also work with the matrix (8) but perform different calculations.
In ICP the partition is monitored by looking at the conditioning of D 5 and in particular its smallest singular value. However, this is not really the best choice because it includes any row scaling of D. The next lemma will be key. It says that even though D 5 , D 6 in (8) are not uniquely determined and can have discontinuities for numerical reasons as time evolves, they still can be used to accurately assess the error amplification of the constraint equation.
Lemma 1 Suppose that
has full row rank and suppose that (8) is the matrix that results from applying the SQR to J. Suppose that the solution of the derivative array equations using this partition gives
t) as in (7c). Then
In particular, D −1
D 6 is unique and continuous as long as J has full row rank.
Proof. Under these assumptions we may take f, ξ, η as in (6). Then we have
Differentiating with respect to the independent variable x 2 gives
Multiplying on the left by whatever numerical operations give (8) we get
Solving (10) for h x 2 gives (9). Continuity follows from the smoothness of J, the constant rank assumption, and the implicit function theorem.
A corollary of Lemma 1 is that [D 5 D 6 ] is unique up to left multiplication by an invertible matrix. The next lemma addresses the effect of doing more than the minimal required number of differentiations possible on a complex problem.
Lemma 2 Suppose that we have two derivative arrays for the same solvable DAE. One is formed by doing a minimum number of necessary differentiations. The other does additional differentiations. Then there exists a special QR of each matrix which yields the same D matrix.
Proof. After performing the operations based on the smaller derivative array we have that the larger derivative array is
But from the theory of derivative arrays we know that
 is 1-full and full row rank. Thus we can do another QR of it which will yield a QR of the larger derivative array with this same D matrix. Extra differentiations do have some impact. They increase the size of the linear algebra problem, lead to additional variables, and create more variables which are not uniquely determined by G = 0.
Unitary Coordinate Partitioning
One problem with ICP is the difficulty of rapidly computing a good local coordinate system. There is no a priori guarantee that one can do better with a new partition, and one has to search among a number of possible subsets of coordinates. A second problem is that the chosen partition may not be the best choice of coordinates even if a robust partition strategy [19] is used as illustrated in Figure 1 . Suppose that the constraint manifold forms an ellipse and that we are at the dot on the ellipse. The tangent lines in the left picture, labelled A, illustrate the two manifold parameterization options which are available with implicit coordinate partitioning. Neither may be ideal and there will be an abrupt change from one to the other as the solution moves around the ellipse. With UCP we can choose not only one of the coordinate axis but a coordinate direction that is much better, as illustrated in B. For certain situations, like solution manifolds with regions of high curvature, we will only be able to get guaranteed global error bounds if we can pick coordinate systems that are not simply subsets of the original coordinates. Also the algorithm for finding the new coordinates is simpler and there is always the guarantee that one can compute a good set of coordinates.
UCP uses orthogonal transformations rather than permutations. We will be integrating in the original coordinates to simplify global error control. Staying on the manifold will be achieved by a correction which is monitored to maintain error control. This can also be thought of as an implicit nonlinear projection step but we do not view it this way. Because of the larger nonlinear system that must be solved at each time step, Jacobian reuse appears at first glance to be a desirable option of any UCP production code. However, this turns out to be much more complicated than in the ODE case and will not be discussed here.
Suppose that it is time to pick a new coordinate system. Given where D 5 is nonsingular. Then let U = U 1 U 2 and
The vectors x 2 will be our new coordinates on the solution manifold. If we were to actually perform the change of coordinates x = Ux, we could then apply the theory surveyed in the previous section to get the continuous dependence of the derivatives and all the other results. We omit the details since they are straightforward and consider instead the computational issues. Changing over completely from x to x coordinates would greatly complicate the Jacobian and G because of the higher derivative terms and also, as we shall see later, it would complicate the global error control. In addition, U will not vary smoothly with x. Instead we solve
for x , w, x 1 in terms of x 2 . A direct calculation gives
and
We solve the nonlinear equation (14) using the Jacobian J U and a Gauss-Newton iteration to get
Suppose we start at t n . The system (17a) will be integrated using a fourth order variable step size Adams-Bashforth-Moulton integrator in P(EC)E mode. At the end of the integration step we will have computed the new estimate x of x(t n+1 ). Also because of the evaluation after the Prediction, we have x 1 (t n+1 ). Note that (17b) is satisfied to the accuracy of the Gauss-Newton solver and not to the lower accuracy of the corrector iteration. This x(t n+1 ) value is then updated to
are independent of the particular U that is computed. The independence follows since (12) implies that U 2 U T 2 is the unique orthogonal projection onto the null space of D and
Global Error Control & Other Issues for UCP
We now turn to various numerical issues involved in actually developing a variable step size UCP method with global error control. In a variable step size UCP integrator one must make the usual decisions about step size. However, we have two extra levels of complexity. We must decide when to update the Jacobian and when to compute a new set of coordinates. This seriously complicates the usual variable step size strategy.
Computing a new partition requires evaluating the Jacobian and doing a new SQR decomposition. In addition, the calculation for determining the partition is not the same as that done for solving the least squares problem when solving G = 0. Thus, in theory, recomputation of the partition at every time step would be more expensive than a code with Jacobian reuse and only occasionally recomputing the partition. This assumes that one can still monitor the partitions in some manner.
Since U will be updated the errors in x 1 , x 2 will be combined into x. Accordingly we will base our order control on error estimates in terms of x. During a choice of U , the x 2 error is propagated as usual for the ODE given by (17a) and will accumulate. The x 1 error is a combination of the function evaluation error and any amplification of the x 2 error by h in (17b). This can be estimated using (9) .
The Jacobian used in the least squares solve of G = 0 is full row rank. Thus it is simpler and more robust to compute an RQ decomposition of J U . That is, J U = [R Similarly U may be computed and stored as Householder or Givens transformations. Note that the number of such transformations is rank (D) < n. Thus (18) can be implemented efficiently.
On the other hand, to check the partition we need to evaluate the Jacobian J, then perform the SQR algorithm to get D.
Thus checking the coordinates is as much work as computing a new set of coordinates.
Computational Example
This paper aims to establish the usefulness of UCP and not to describe a fully developed code. Accordingly to make the results more meaningful we have tried to focus on the effect of using unitary coordinates. To do this we have left the question of Jacobian reuse to the final version of the software. To lay the foundation for the final versions of UCP we have written four test codes. Each evaluates the Jacobian once per time step. Each has a variable step size version whose step size is varied according to (2.7) of [27] . Thus the step size is varied continuously and there is no minimal step size change as long as a step size is accepted. There is a step size halving if a step size is rejected. The prescribed error tolerance is TOL . These variable step size codes are called ICP, ICPR, UCP, and UCPR. Xf denotes the fixed step size version of code X.
ICPRf is the fixed step size ICP code of [19] . The singular values of D 5 in (8) We consider here one computational example from [10] which is a nonlinear index three DAE in 7 state variables on the integration interval [0, 8] . The equations are fully implicit. The solution manifold is four dimensional. The first three components of the solutions lie on a torus. An exact solution is known for one initial condition for this problem. Its first 3 components are illustrated in Figure 2 and are given by x 1 = (5 cos(2π − t) + 10) cos t x 2 = (5 cos(2π − t) + 10) sin t x 3 = 5 sin(2π − t) For this particular example, there exists a subset of the coordinates which can serve as a global set of coordinates. It is interesting to solve this problem also with ICPR but not allowing a change of coordinates. This will be called ICP. In the graphs that follow we have chosen several representative graphs and chosen an index one variable such as x 1 , x 2 , x 3 , index two variables, and the index three variable x 7 .
We first solve the problem using a fixed time step size to directly illustrate the effect of the coordinates. Graphs of the error for x 5 are given in Figure 3 . The left figure shows the error on [0, 8] which shows the large error when a coordinate partition is kept for the whole integration thus illustrating the importance of coordinate changes even when a fixed coordinates are possible. The right figure which restricts the solution to [0, 5] shows the better error behavior of UCP over the other options. These figures are typical of those for all the variables. UCP was clearly the best. The error in ICPR and UCPR was somewhat larger and which was more accurate depended on the variable studied. This behavior will persist into the variable step size versions suggesting that care needs to be taken in the reuse of partitions and that more frequent recomputation is likely to be more robust.
The previous calculation used a fixed step size of h = 0.01. We now turn to the variable step size versions of these codes. Since the step size variation algorithm is the same for all methods, differences will be due to the interaction of the coordinate determination with the step size variation. Figures 4 gives the error of the variable step size versions with a proscribed tolerance TOL = 10 −6 . Again the behavior of UCP was similar for all the other variables.
The key observation here is that the improvement in using UCP was even greater at the larger and more realistic step sizes that are used here. The UCP error varies in a much smoother manner and is an order of magnitude smaller. Figure 5 shows the step size selection for the various integrators. As the righthand graph shows, UCP not only gives a more accurate solution, but is sometimes able to avoid step size reduction and thus use fewer steps. In this problem UCP used 238 steps while the others used around 265 steps.
Conclusion
The basis for a general unstructured higher index DAE integrator has been developed by combining some of the theory behind the ICP integrator with that of tangent space parameterization. Numerical experiments confirm the excellent properties of the new approach including a smoother, smaller, and slower growing error. These experiments also reveal that these advantages can be easily lost if too aggressive a strategy is followed in reusing sets of coordinates even if the coordinates are chosen using orthogonal transformations. Careful and extensive testing and analysis are needed if coordinate reuse is to be employed in a code. 
