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Abstract
In 1848, Hermite introduced a reduction theory for binary forms of degree n which
was developed more fully in the seminal 1917 treatise of Julia. This canonical method of
reduction made use of a new, fundamental, but irrational SL2-invariant of binary n-ic forms
defined over R, which is now known as the Julia invariant. In this paper, for each n and k
with n+k ≥ 3, we determine the asymptotic behavior of the number of SL2(Z)-equivalence
classes of binary n-ic forms, with k pairs of complex roots, having bounded Julia invariant.
Specializing to (n, k) = (2, 1) and (3, 0), respectively, recovers the asymptotic results of
Gauss and Davenport on positive definite binary quadratic forms and positive discriminant
binary cubic forms, respectively.
1 Introduction
Let Vn(R) denote the (n+ 1)-dimensional real vector space of binary n-ic forms
f(x, y) = a0x
n + a1x
n−1y + · · ·+ anyn (1)
having coefficients a0, . . . , an ∈ R. The group SL2(R) acts naturally on Vn(R) via linear
substitution of variable; namely, an element γ ∈ SL2(R) acts on f(x, y) by
γ · f(x, y) = f((x, y) · γ). (2)
This action of SL2(R) on Vn(R) is a left action, i.e., (γ1γ2) · f = γ1 · (γ2 · f).
In 1917, Julia [13] introduced a natural invariant θ(f) for this action of SL2(R) on
binary n-ic forms. The invariant was constructed in terms of the discriminant of a certain
canonical but irrational positive-definite SL2(R)-covariant binary quadratic form Q of f .
More precisely, consider a binary n-ic form f with coefficients as in (1). If a0 6= 0, we may
write
f(x, y) = a0(x− α1y)(x− α2y) · · · (x− αny)
with αi ∈ C, and then, for any vector t = (t1, . . . , tn) of positive real numbers, we may
consider the positive-definite quadratic form
Qt(x, y) =
n∑
j=1
t2j(x− αjy)(x− αjy). (3)
1
Julia chose the tj so as to minimize the expression
θ = θ(f) =
a20 |DiscQt|n/2
t21 . . . t
2
n
(4)
and proved that with this restriction on the ti, the form Q(x, y) := Qt(x, y) is a covariant
of the original form f(x, y). Julia also proved that the resulting expression (4) for θ(f) is
then an SL2(R)-invariant of the binary form f . We call the quantity θ = θ(f) the Julia
invariant of the binary form f(x, y).
Julia showed that the quadratic covariant Q(x, y) enables one to give a natural SL2(Z)-
reduction theory for binary n-ic forms over R (or over Z); namely, one says that f is reduced
if Q is reduced, in the usual sense of Gauss, as a positive-definite binary quadratic form.
Furthermore, Julia proved that θ bounds many quantities of interest for a reduced form
f(x, y); for example, the leading coefficient a0 is bounded by a constant times
√
θ, while
the roots αi of a reduced form are bounded by a constant times θ/|a0|. Julia’s reduction
theory has been implemented to great effect in Cremona’s work [5] for cubic and quartic
forms (for the purpose of efficient descent on elliptic curves), and in the work of Stoll and
Cremona [17] for forms of general degree.
Given the naturality and utility of the Julia invariant of binary forms, the question
arises: how many SL2(Z)-equivalence classes of integral binary n-ic forms are there having
Julia invariant at most X, as X gets large? More precisely, let Nn,k(X) denote the number
of SL2(Z)-equivalence classes of integral irreducible binary n-ic forms, having k pairs of
complex roots and n − 2k real roots, such that θ(f) ≤ X. In [20], using the estimates of
Julia as well as some additional input from the paper [17], it was shown that Nn,k(X) =
Oε(X
n+1
2
+ε), for any ε > 0. The primary objective of this article is to refine the latter
estimate to an exact asymptotic, with a “power-saving” error term. Specifically, we prove
the following theorem:
Theorem 1 Let n and k be non-negative integers with k ∈ {0, 1, . . . , ⌊n/2⌋} such that
n+ k ≥ 3. Then there exists a constant cn,k > 0 such that
Nn,k(X) = cn,kX
n+1
2 +O(X
n+1
2 − 1n ).
Since the Julia invariant coincides with the discriminant and squareroot of the discim-
inant in the cases of binary quadratic forms having two complex roots and binary cubic
forms having three real roots, respectively, the above theorem includes and extends the
Gauss class number summation formula for binary quadratic forms of negative discrimi-
nant, and Davenport’s theorem on the density of discriminants of binary cubic forms of
positive discriminant [7]. Theorem 1 thus gives a natural way to count and enumerate
SL2(Z)-equivalence classes of integral binary n-ic forms for any degree n and any signature,
in a uniform manner.
The organization of this article is as follows. In Section 2, we review some of the
basic facts about the SL2(R)-covariants Q and θ. In Sections 3 and 4, we establish some
convenient fundamental domains for the actions of SL2(Z) on VR. As in the classical works
of Gauss and Davenport, the primary difficulty in counting points with bounded Julia
invariant in these fundamental domains is that they are not compact, but instead have
2
a cuspidal region going off to infinity. To deal with and effectively handle this cusp, in
Section 5 we investigate the distribution of reducible and irreducible points inside these
fundamental domains. Specifically, we prove that the cusp contains only reducible points,
while the remainder of the domain outside the cuspidal region contains primarily irreducible
points. In Section 6, we develop a refinement of an averaging method introduced in [1], [2]
to count points of bounded Julia invariant in these fundamental regions in terms of the
volumes of these domains, via arguments that work uniformly in the degree n. This then
allows us to prove the asymptotic formula contained in Theorem 1. Finally, in Section 7,
we prove a stronger version of Theorem 1 where we restrict to counting those binary n-ic
forms whose coefficients satisfy finitely many congruence conditions.
2 Preliminaries on the Julia invariant
In this section, we collect some preliminary facts about the Julia invariant θ and the associ-
ated quadratic covariant Q(x, y). The systematic study of these two expressions was begun
by Julia in his thesis [13], and recently expanded upon by Stoll and Cremona in [17].
It may not be immediately clear from the definition of either θ or Q(x, y) that θ is an
invariant of f(x, y) under the action of SL2(R), but Julia proved this in his thesis [13].
In fact, this was essentially known to Hermite in the 19th century (see [13, p. 5]). Even
though the invariant θ, unlike the rational invariants of classical invariant theory, is not a
polynomial in the coefficients ai of f(x, y), one can still say that θ is “homogeneous of degree
2” in the following sense: for any scalar λ ∈ R and any binary form f ∈ Vn(R), we have
θ(λf) = λ2θ(f). To see this, notice that, if f is replaced by λf in (4), then a20 is multiplied
by a factor of λ2, while the remaining factor in this expression remains unchanged; thus θ
gets multiplied by λ2.
As noted earlier, Julia used the definition of Q(x, y) to develop a theory of reduction
for binary n-ic forms, which generalizes the theory defined by Gauss for positive-definite
quadratic forms. Many beautiful aspects of this theory are discussed by Stoll and Cremona
in [17]. In particular, this reduction theory coincides with the classical reduction theory for
binary cubic forms of positive discriminant, which uses the Hessian as a quadratic covariant.
The utility of θ arises from the fact that Julia showed that, for reduced binary n-ics, one
can bound the leading coefficient a0 in terms of θ; more precisely, he showed that
a20 ≤
1
3n/2nn
· θ. (5)
Furthermore, Julia showed that one also can bound the magnitude |αi| of the roots of
f(x, y) in terms of θ/a20; more precisely, we have
|αi|2 ≤ 1
(n− 1)n−13n/2 ·
θ
a20
. (6)
Julia provides explicit choices for the parameters tj in the case of cubic and quartic
forms; for the general case he does not give as many details, but Stoll and Cremona provide
a method for determining the tj (and therefore both Q(x, y) and θ(f)) in the general case
of a binary form of degree n.
3
Because Q(x, y) is a positive-definite quadratic form, there exists a unique point z(f) in
the upper half plane H that is a root of Q(x, 1). We say that Q(x, y) is reduced if z(f) lies
in the usual fundamental domain for the action of SL2(Z) on H, and we say that f(x, y) is
(Julia–)reduced if and only if Q(x, y) is reduced.
We assume that f(x, y) is what Stoll and Cremona call a stable form: that is, a form
that has no repeated roots of multiplicity ≥ n/2. Since we will only be counting irreducible
integral forms, which have no repeated roots, this restriction will not impact our results.
In [17], Cremona and Stoll prove that, if we write z(f) = t + iu where t, u ∈ R, then the
representative point z(f) of f in the upper half plane H is the point (t, u) that minimizes
the function
F˜ (t, u)
un
=
|a0|2
n∏
j=1
(|t− αj |2 + u2)
un
. (7)
The Julia invariant θ is then the minimal value of this function, and it is invariant under the
action of SL2(R). For proofs of these assertions, as well as an elegant geometric description
and alternate formulation of this condition using resultants, see [17, Section 5].
3 A bounded semialgebraic SL2(R)-reduced region
Ln for real binary n-ics having fixed Julia invariant
The objective of this section is to exhibit a fundamental region Ln for the action of SL2(R)
on the set of all real binary n-ics having a fixed Julia invariant (say 1), that is semialgebraic
and lies in a bounded set. (Recall that a set in Vn(R), which we identify naturally with
Rn+1, is called semialgebraic if it defined by finitely many polynomial inequalities.) The
construction of Ln will be useful to us in defining convenient fundamental domains for the
action of SL2(Z) on real binary n-ic forms.
We begin by exhibiting a fundamental set E that is semialgebraic for the action of the
usual compact group K = SO2(R) on the whole space Vn(R) of real binary n-ic forms.
Namely, we define E as the set of all real binary n-ic forms f(x, y) = a0x
n+a1x
n−1y+ · · ·+
any
n ∈ Vn(R) such that the associated sequence S(f) given by |a0|,−a0, |a1|,−a1, . . . , |an|,−an
is minimal, with respect to the lexicographic ordering, among all forms f ′ ∈ K · f . Such
a unique form f exists in its orbit K · f because K is compact. The set E is clearly a
fundamental domain for the action of K on Vn(R). Moreover, this set E ∈ Vn(R) may
evidently be defined by polynomial equations and inequalities using the logical connectors
∨, ∧, ¬ and the quantifiers ∀, ∃, and hence is semialgebraic by the theorem of Tarski and
Seidenberg on quantifier elimination (see [18] and [16]).
To construct a bounded semialgebraic fundamental region Ln for the action of SL2(R)
on real binary n-ics having Julia invariant 1, recall that the representative point z(f) of f
in the upper half plane H is the point t+ iu that minimizes the function F˜ (t,u)un , where F˜ is
as defined in (7); furthermore, θ(f) is the minimal value of this function. Let L′n denote the
set of all real binary n-ic forms f(x, y) = a0x
n + a1x
n−1y + · · · + anyn satisfying z(f) = i
and θ(f) = 1. Then the orthogonal group K = SO2(R), the stabilizer in SL2(R) of i ∈ H,
acts on L′n. Let Ln denote the fundamental domain L
′
n ∩ E for the action of K on L′n.
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Then we claim that Ln is a fundamental domain for the action of SL2(R) on the set of real
binary n-ic forms having Julia invariant 1, and moreover, Ln is bounded and semialgebraic.
Indeed, let f be any real binary n-ic form having Julia invariant 1. Then there exists
an element γ ∈ SL2(R) that sends the representative point z(f) to i, because SL2(R) acts
transitively on the upper half plane. Furthermore, since z(f) is a covariant of f , if we
act on f by this same element γ, the resulting binary n-ic form will have z(f) = i as its
representative point in the upper half plane. In addition, γ is uniquely determined up to
left multiplication by elements of K, the stabilizer in SL2(R) of i ∈ H. Thus, for any real
binary n-ic form f with Julia invariant 1, by the definition of Ln there exists a unique
associated element γ · f (γ ∈ SL2(R)) such that γ · f ∈ Ln; hence Ln is a fundamental
domain for the action of SL2(R) on real binary n-ic forms having Julia invariant 1.
We next show that L′n (and thus Ln) lies in a bounded subset of Rn+1. Suppose that
f ∈ L′n, i.e., f is a form with z(f) = i and θ(f) = 1. Then
θ(f) =
F˜ (t, u)
un
= |a0|2
n∏
j=1
(|αj |2 + 1) = 1, (8)
which is obtained by setting t = 0 and u = 1 in (7). In particular, this implies that
n∏
j=1
(|αj |2 + 1) = 1
a20
. (9)
If we expand the product in the expression on the left hand side of (9), we see that the
square of the absolute value of each (distinct) k-fold product of the n roots of f appears,
for every k ∈ {0, . . . , n}. Since each of the terms appearing in this expanded product is
nonnegative, each is then bounded by 1/a20. For example, in the case k = 1, note that each
|αi|2 appears in this product, and so we have a bound of the form
|α1|2 + . . .+ |αn|2 ≤ 1
a20
.
Since ak/a0 is, up to sign, the sum of the distinct k-fold products of the roots αi of
f(x, 1), by the Cauchy–Schwartz inequality we obtain
∣∣∣∣aka0
∣∣∣∣ =
∣∣∣∣∣∣
∑
1≤i1<···<ik≤n
αi1 · · ·αik
∣∣∣∣∣∣ ≤

(n
k
) ∑
1≤i1<···<ik≤n
|αi1 · · ·αik |2


1/2
≤ 1|a0|
(
n
k
)1/2
,
which implies that |ak| ≤
(
n
k
)1/2
< 2n/2. This shows that the forms f in L′n have the
property that all coefficients are less than 2n/2 in absolute value; thus the set L′n (and
hence Ln) is indeed contained in a bounded set.
Finally, we show that the set L′n (and thus Ln = L′n ∩ E) as constructed above is also
semialgebraic. By [17, Equations 4.5], the condition that z(f) = i is equivalent to the
5
condition that the roots α1, . . . , αn of f(x, 1) satisfy the two equations
n∑
j=1
1
|αj |2 + 1 =
n
2
, (10)
n∑
j=1
−αj
|αj |2 + 1 = 0 . (11)
In addition, when z(f) = i, by equation (8) the condition that θ(f) = 1 is equivalent to
|a0|2
∏
j
(|αj |2 + 1) = 1. (12)
These three equations taken together define a semialgebraic set in the space whose coor-
dinates are (a0, α1, . . . , αn). (It is possible that some of the αi are complex, in which case
we think of each such αi as an element of R
2.) Since there is a polynomial map from the
space with coordinates (a0, α1, . . . , αn) to the space of coefficients (a0, . . . , an) of f(x, y)
(namely, the polynomial map which expresses each coefficient ai as a function of a0 and
the αi), and polynomial images of semialgebraic sets are semialgebraic by the theorem of
Tarski and Seidenberg, this shows that L′n is also semialgebraic. The set Ln = L
′
n ∩ E,
being the intersection of two semialgebraic sets, is then also semialgebraic.
In summary, for a fixed n, we have obtained a fundamental region Ln, for the action
of SL2(R) on binary n-ic forms having Julia invariant 1, that is bounded and is defined
by some fixed set of polynomial equalities and inequalities. More generally, by restricting
the above construction to just those real binary n-ic forms that have n − 2k real roots
(which is also a semialgebraic subset of Vn(R) ∼= Rn+1), we obtain a fundamental region
Ln,k ⊂ Ln for the action of SL2(R) on real binary n-ic forms having n− 2k real roots and
Julia invariant 1, which is again bounded and semialgebraic.
4 Reduction theory for the action of SL2(Z) on bi-
nary n-ics
Let k ∈ {0, 1, . . . , ⌊n/2⌋}, and let Ln,k denote a fundamental set for the action of SL2(R) on
the open subset Vn,k ⊂ Vn(R) of those nondegenerate binary n-ic forms f with coefficients
in R having n − 2k real roots, and satisfying θ(f) = 1; here, a binary n-ic form is called
nondegenerate if it has nonzero discriminant. By the previous section, we may assume that
Ln,k is bounded and semialgebraic. For convenience, we will assume for now that n ≥ 3.
Let F denote Gauss’s usual fundamental domain for GL+2 (Z)\GL+2 (R) in SL2(R), where
GL+2 (R) is the subgroup of GL(R) of elements having positive determinant, and GL
+
2 (Z) is
simply GL+2 (R) ∩ GL2(Z) = SL2(Z). Then F may be expressed in the form F = {νακλ :
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ν(u) ∈ N ′(α), α = α(t) ∈ A′, κ ∈ K,λ ∈ Λ}, where
N ′(α) =
{
ν(u) =
(
1
u 1
)
: u ∈ I(α)
}
,
A′ =
{
α(t) =
(
t−1
t
)
: t ≥ √3/2
}
,
Λ =
{
λ =
(
λ
λ
)
: λ > 0
}
,
(13)
and K is the usual (compact) real orthogonal group SO2(R); here I(α) is a union of one
or two subintervals of [−12 , 12 ] depending only on the value of α ∈ A′. We use N ⊂ SL2(R)
to denote the subgroup of all matrices of the form ν(u) (u ∈ R) and A ⊂ SL2(R) to denote
the subgroup of all diagonal matrices α(t) (t ∈ R×) of determinant 1, so that N ′ ⊂ N and
A′ ⊂ A. In this notation, we also have the Iwasawa decomposition SL2(R) = NAK.
Let m = m(n, k) denote the size of #StabSL2(R)(v)/#StabSL2(Z)(v) for a generic element
v ∈ Vn,k (i.e., for v outside a set of measure 0 in Vn,k). Then it is easy to see and well-known
that m = 3 if (n, k) = (3, 0); m = 4 if (n, k) = (4, 0) or (4, 2); m = 2 if (n, k) = (4, 1); and
m = 1 otherwise.
Let L := Ln,k. For h ∈ GL2(R), we regard FhL as a multiset, where the multi-
plicity of a point v in FhL is the cardinality of the set {g ∈ F : x ∈ ghL}. By
the argument of [3, §2.1], the SL2(Z)-equivalence class of v ∈ Vn,k is represented mv =
#StabSL2(R)(v)/#StabSL2(Z)(v) times in FhL. It follows, as in [3, §2.1], that away from
a measure zero set (where mv 6= m), the multiset FhL is the union of m fundamental
domains for the action of SL2(Z) on Vn,k.
Thus for any h ∈ GL2(R), if we let RX(hL) denote the multiset {w ∈ FhL : θ(w) < X},
then the productmNn,k(X) is equal to the number of irreducible integer points in RX(hL),
with the slight caveat that the (relatively rare–see Corollary 5) integer points v ∈ Vn,k with
mv 6= m are counted with weight m/mv.
Thus, to determine the asymptotic behavior of Nn,k(X), it suffices to count the number
of lattice points in RX(hL). However, one major obstacle to counting integer points of
bounded height in RX(hL) is that it is not bounded, but rather has a cusp going off to
infinity. We simplify the counting in this cuspidal region by “thickening” the cusp; more
precisely, we compute the number of integer points in RX(hL) by averaging over a compact
continuum of such fundamental regions, where h ranges over some suitable compact subset
G0 ∈ GL2(R). This adaptation of the method of [2] is described in more detail in §6.
However, in §5 we first examine the problem of estimating the number of reducible
points in the main bodies (i.e., away from the cusps) of our fundamental regions.
5 Estimates on reducibility
We first consider the integral elements in the region RX(hL) := {f ∈ FhL : |θ(f)| < X}
that are reducible over Q, where h is any element in a fixed compact subset G0 of GL2(R).
Let Vn(Z) denote the lattice of integral binary n-ic forms in Vn(R). Note that if a binary
n-ic form a0x
n + a1x
n−1y + · · · + anyn ∈ Vn(Z) satisfies a0 = 0, then it is automatically
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reducible over Q, since y is a factor. The following lemma shows that for integral binary
n-ic forms in RX(hL), reducibility with a0 6= 0 does not occur very often:
Lemma 2 Let h ∈ G0 be any element, where G0 is any fixed compact subset of GL2(R).
Then the number of integral binary n-ic forms a0x
n+ a1x
n−1y+ · · ·+ anyn ∈ RX(hL) that
are reducible over Q with a0 6= 0 is O(X
n+1
2
− 1
2
+ε), where the implied constant depends only
on G0 and ε.
Proof: Let f(x, y) = a0x
n + a1x
n−1y + · · · + anyn be any element in RX(hL) ∩ Vn(Z)
with a0 6= 0. Since coefficients of forms in hL are uniformly bounded, and since RX(hL) ⊂
N ′A′ΛhL (where 0 < λ ≪ X1/2n, with the absolute constant only depending on G0), we
see that ∏
0≤i≤n−1
ai=0
a0
∏
0≤i≤n−1
ai 6=0
ai = O(X
n
2 ),
implying that that the number of points in RX(hL) with a0 6= 0 and an = 0 is O(X n2+ε).
Hence we may assume that a0 6= 0 and an 6= 0.
Now suppose that f factors as f = rs, where r, s are binary forms where r has degree k ≥
1 and s has degree n−k, such that k ≤ n−k. We write r(x, y) = b0xk+b1xk−1y+ · · ·+bkyk
and s(x, y) = c0x
n−k + c1xn−k−1y + · · · + cn−kyn−k. Then the assumption that a0, an 6= 0
implies that we also must have b0, bk, c0, cn−k 6= 0.
Since f ∈ RX(hL), we may write f = νακλhf0, where ν ∈ N ′(α), α ∈ A′, κ ∈ K,
λ ∈ R>0 with λ = O(X1/2n), and f0 ∈ L. If we define the height H(F ) of a binary
form F as the maximum of the absolute values of its coefficients, since L lies in a compact
set, we have H(f0) ≪ 1. Furthermore, the factorization of f as f = rs corresponds to
a factorization f0 = r0s0, so that just as f = νακλhf0, we also have r = νακλhr0 and
s = νακλhs0, where r0 and s0 are real polynomials of degree k and n− k, respectively. By
Gelfond’s inequality (see [15, Theorem 4.2.2]), since f0 = r0s0, we have
H(r0)H(s0) ≤ 2n−2
√
n+ 1H(f0) = O(1). (14)
Since ν acts by a bounded lower triangular transformation, α acts by
(
t−1
t
)
for some
t≫ 1, K is compact, and λ = O(X1/2n), it follows from (14) that
[ ∏
0≤i≤k
bi=0
b0
∏
0≤i≤k
bi 6=0
bi
] 1
k+1 ·
[ ∏
0≤j≤n−k
cj=0
c0
∏
0≤j≤n−k
cj 6=0
cj
] 1
n−k+1
= O(X
1
2 ),
or equivalently,
[ ∏
0≤i≤k
bi=0
b0
∏
0≤i≤k
bi 6=0
bi
]n−k+1
k+1 ·
[ ∏
0≤j≤n−k
cj=0
c0
∏
0≤j≤n−k
cj 6=0
cj
]
= O(X
n−k+1
2 ). (15)
The number of integer possibilities for the bi and cj , subject to (15), is evidently at
most O(X
n−k+1
2
+ε). Since by assumption k ≥ 1 (i.e., f factors nontrivially), we obtain the
desired estimate. ✷
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In fact, we may prove the stronger statement that most (i.e., 100%) of binary n-ic
forms in the fundamental region RX(hL) with a 6= 0 are not only irreducible but also have
associated Galois group Sn. For monic polynomials ordered by the maximum of the absolute
values of their coefficients, this is a well-known result of van der Waerden [19]. Specifically,
van der Waerden showed that among the ∼ (2H)n monic integral polynomials of degree
n whose coefficients are bounded in absolute value by H, at most O(Hn−6/((n−2) log logn))
have associated Galois group not Sn. This was subsequently improved by Gallagher [11]
to O(Hn−1/2 logH), by Zywina [21] to O(Hn−1/2), and most recently by Dietmann [10] to
O(Hn−2+
√
2+ǫ).
These results do not directly apply to the situation at hand, as we are counting poly-
nomials in a noncompact fundamental region for SL2(Z) rather than in a compact box
having equal-length sides. Nevertheless, the methods of Dietmann [9] can be adapted to
our situation to yield the following:
Theorem 3 Let h ∈ G0 be any element, where G0 is any fixed compact subset of GL2(R).
Then the number of integral binary n-ic forms a0x
n+a1x
n−1y+ · · ·+anyn ∈ RX(hL) with
a0 6= 0 whose Galois group over Q is not isomorphic to Sn is O(X n+12 − 14+ε), where the
implied constant depends only on G0 and ε.
Proof: While the methods of either [4] or [9] can be adapted to prove this result, we use
here the methods of [9] as they are technically simpler.
First, we note that the ideas of [9] can be applied even to integral polynomials g(x) =
a0x
n+a1x
n−1+ · · ·+an that are not necessarily monic, i.e., for which a0 6= 1, so long as a0
is nonzero. The reason is that [9, Lemma 2] holds also for such nonmonic polynomials g(x):
simply apply the proof there to h(x) = an−10 g(x/a0), which is monic, and then the identical
result is then seen to hold true for g(x). The definition of resolvent in [9, Lemma 5] can also
be modified similarly, again by replacing the resolvent r(x) as given by a
deg(r)−1
0 r(x/a0),
so that the modified resolvent is again integral. All arguments then apply in the identical
manner.
To obtain Theorem 3, we now proceed as follows. Suppose we are given the coefficients
a0, . . . , an−2 ∈ Z of f(x, y; an−1, an) = a0xn + a1xn−1y + · · · + anyn, where a0 6= 0. Then
[9, Lemma 2], as modified above, implies that there are only at most n2+n integral values
of an−1 such that f does not have associated Galois group Sn over Q(an). Since
∏
i 6=n−1
ai=0
|a0|
∏
i 6=n−1
ai 6=0
|ai| = O(X
n+1
2 − 12 )
for integral binary forms f(x, y) in RX(hL), the total number of such binary n-ic forms
with a0 6= 0 is at most O(X
n+1
2
− 1
2
+ε).
Next, suppose again that a0, . . . , an−2 are given, and furthermore suppose that an−1 ∈ Z
is not among the above n2 + n distinguished values, so that the associated Galois group of
the binary form f over Q(an) is in fact Sn. Since
an = O
(
X
n+1
2 /π
)
9
where
π =
∏
1≤i≤n−1
ai=0
|a0|
∏
1≤i≤n−1
ai 6=0
|ai|,
the argument of [9, Proof of Theorem 1] shows that at most O
(
(X
n+1
2 /π)1/2
)
of these values
of an can yield binary forms f(x, y) having associated Galois group smaller than Sn. Noting
that ∑
π=O(X
n
2 )
O
(
(X
n+1
2 /π)1/2
)
= O(X
n+1
2 −
1
4+ε)
now yields the desired result. ✷
One interesting and useful consequence of a binary n-ic form f having associated Galois
group Sn (n ≥ 5) is that in that case f cannot have any nontrivial projective linear auto-
morphisms over Q¯, i.e., there cannot exist elements in SL2(Q¯) that stabilize f and induce
a nontrivial permutation of the roots of f :
Theorem 4 Suppose n ≥ 5. If a binary n-ic form f(x, y) ∈ Vn(Z) is irreducible with
Galois group Sn, then f has no projective linear automorphisms over Q¯.
Proof: Suppose n ≥ 5. Let f be an integral binary n-ic form having associated Galois
group Sn ∼= G ⊂ Gal(Q¯/Q). Let H ⊂ G denote the subgroup of those symmetries of the
roots of f in P1(Q¯) that come from symmetries of P1(Q¯) in PGL2(Q¯). Then H is normal
in G; indeed, if h ∈ H and g ∈ G, then ghg−1 is again in H, for if we write h(x) = ax+bcx+d ,
then
ghg−1(x) = g
(ag−1(x) + b
cg−1(x) + d
)
=
g(a)x+ g(b)
g(c)x + g(d)
.
It follows from a result of Olver [14, Corollary 8.68] that for n ≥ 5, we have |H| ≤ 4n − 8.
However, for n ≥ 5, the only subgroup of Sn that is normal and of cardinality at most
4n− 8 is the trivial subgroup, and Theorem 4 follows.✷
Corollary 5 Let h ∈ G0 be any element, where G0 is any fixed compact subset of SL2(R).
Then all but O(X
n+1
2
− 1
4
+ε) of the integral binary n-ic forms f(x, y) = a0x
n + a1x
n−1y +
· · ·+ anyn ∈ RX(hL) with a0 6= 0 are irreducible over Q, have associated Galois group Sn,
and satisfy mf = m. (Here again the implied constant depends only on G0 and ε.)
Proof: In the case of n = 3, this follows directly from Theorem 3 and [7, Lemma 2], while
in the case n = 4, the argument is identical to [3, Proofs of Lemmas 2.2 and 2.4] (noting that
the GL2-stabilizers of binary quartic forms are always contained in their SL2-stabilizers).
For n = 5, the assertion follows from Theorems 3 and 4; indeed, the stabilizer in GL2(C)
of a binary n-ic form f is an extension of the projective automorphism group of f over C
by the group of nth roots of unity in C×, and the only nth roots of unity in R× (or Z×)
are 1 or ±1 depending on whether n is odd or even. This completes the proof. ✷
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6 Averaging and cutting off the cusp
Let G0 be a compact, semialgebraic, left K-invariant set in GL2(R) that is the closure of a
nonempty open set and in which every element has determinant greater than or equal to 1.
Then we may write
Nn,k(X) =
∫
h∈G0 #{x ∈ FhL ∩ Vn(Z)irr : θ(x) < X}dh
m · ∫h∈G0 dh , (16)
where L := Ln,k and Vn(Z)
irr denotes the set of irreducible elements in Vn(Z). The denom-
inator of the latter expression is an absolute constant C
(n,k)
G0
greater than zero.
More generally, for any SL2(Z)-invariant subset S ⊂ Vn,k(Z) := Vn(Z)∩Vn,k, let N(S;X)
denote the number of irreducible SL2(Z)-orbits in S having Julia invariant less than X. Let
Sirr denote the subset of irreducible points of S. Then N(S;X) can be similarly expressed
as
N(S;X) =
∫
h∈G0 #{x ∈ FhL ∩ Sirr : θ(x) < X}dh
Cn,kG0
. (17)
Now, given x ∈ Vn,k, let xL denote the unique point in L that is equivalent by an element
of GL+2 (R) to x. Then
N(S;X) =
1
Cn,kG0
∑
x∈Sirr
θ(x)<X
∫
h∈G0
#{g ∈ F : x = ghxL}dh. (18)
For a given x ∈ Sirr, there exists a finite number of elements g1, . . . , gr ∈ GL+2 (R) satisfying
gjxL = x. We then have∫
h∈G0
#{g ∈ F : x = ghxL}dh =
∑
j
∫
h∈G0
#{g ∈ F : gh = gj}dh =
∑
j
∫
h∈G0∩F−1gj
dh.
As dh is an invariant measure on G, we have∑
j
∫
h∈G0∩F−1gj
dh =
∑
j
∫
g∈G0g−1j ∩F−1
dg =
∑
j
∫
g∈F
#{h ∈ G0 : gh = gj}dg
=
∫
g∈F
#{h ∈ G0 : x = ghxL}dg.
Therefore,
N(S;X) =
1
Cn,kG0
∑
x∈Sirr
θ(x)<X
∫
g∈F
#{h ∈ G0 : x = ghxL}dg
=
1
Cn,kG0
∫
g∈F
#{x ∈ Sirr ∩ gG0L : θ(x) < X}dg
=
1
Cn,kG0
∫
g∈N ′(t)A′ΛK
#{x ∈ Sirr ∩ n( t−1 t )λκG0L : θ(x) < X}t−2dn d×t d×λdκ .
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Let us write B(u, t, λ,X) = ν(u)
(
t−1
t
)
λG0L ∩ {x ∈ Vn,k : θ(x) < X}. Then since G0 is
left K-invariant, and we may normalize Haar measure so that
∫
κ∈K dκ = 1, we obtain
N(S;X) =
1
Cn,kG0
∫
g∈N ′(t)A′Λ
#{x ∈ Sirr ∩B(u, t, λ,X)}t−2du d×t d×λ . (19)
To estimate the number of lattice points in B(u, t, λ,X), we have the following propo-
sition due to Davenport [6].
Proposition 6 Let R be a bounded, semialgebraic multiset in Rn having maximum mul-
tiplicity m, and that is defined by at most κ polynomial inequalities each having degree at
most ℓ. Let R′ denote the image of R under any (upper or lower) triangular, unipotent
transformation of Rn. Then the number of integer lattice points (counted with multiplicity)
contained in the region R′ is
Vol(R) +O(max{Vol(R¯), 1}),
where Vol(R¯) denotes the greatest d-dimensional volume of any projection of R onto a
coordinate subspace obtained by equating n− d coordinates to zero, where d takes all values
from 1 to n − 1. The implied constant in the second summand depends only on n, m, κ,
and ℓ.
Although Davenport states the above lemma only for compact semialgebraic sets R ⊂
Rn, his proof adapts without significant change to the more general case of a bounded
semialgebraic multiset R ⊂ Rn, with the same estimate applying also to any image R′ of
R under a unipotent triangular transformation.
By our construction of L, the coefficients of the binary n-ic forms in G0L are all uniformly
bounded. Let Cn be a constant that bounds the absolute value of the leading coefficient
a0 of all the forms a0x
n + a1x
n−1y + · · · + anyn in G0L. (We choose Cn instead of C to
simplify the exponents of C in the calculations which follow.)
We then have the following lemma on the number of irreducible lattice points inB(u, t, λ,X):
Proposition 7 The number of lattice points (a0, . . . , an) in B(u, t, λ,X) with a0 6= 0 is{
0 if Cλt < 1;
Vol(B(u, t, λ,X)) +O(max{tnλn2 , 1}) otherwise,
where the implied constant in the big-O expression depends only on G0.
Proof: If Cλ/t < 1, then a0 = 0 is the only possibility for an integral binary n-ic form
a0x
n + . . .+ any
n in B(u, t, λ,X), and any such form is reducible. Indeed, notice that any
element in B(u, t, λ,X) has first coordinate bounded by Cnλn/tn, which is < 1 if Cλ/t < 1.
If Cλ/t ≥ 1, then λ and t are positive numbers bounded from below by (√3/2)/C and√
3/2 respectively. In this case, one sees that the projection of B(u, t, λ,X) onto a0 = 0
has volume O(tnλn
2
): the coefficients of forms in G0L are uniformly bounded, and acting
by the scalar λ scales each coefficient by a factor of λn. Acting by the scalar matrix
(
t−1
t
)
then multiplies the kth coefficient by t−n+2k. Thus, after acting by these two elements, ak
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is multiplied by a factor of λnt−n+2k. The product of these numbers, for 0 ≤ k ≤ n, is
λn(n+1)t0, and represents a big-O upper bound for the volume of B(0, t, λ,X) and therefore
also B(u, t, λ,X). Therefore, if we project this region onto a0 = 0, an upper bound for the
volume of this projection is given by λn(n+1)t0/(λnt−n) = λn
2
tn, as claimed.
Now consider any other projection of B(u, t, λ,X) onto one of the subspaces ak = 0, say.
The volume of this projection is given by O(λn
2
tn−2k). This is evidently O(λn
2
tn), since t is
uniformly bounded from below. If we want to project onto a space defined by an additional
condition aℓ = 0, say, this space will have volume bounded by O(λ
n2tn/(λnt−n+2ℓ)) =
O(λn
2−nt2n−2ℓ). Although the exponent of t might increase, we use the fact that Cλ > t to
exchange n−2ℓ (which is ≤ n) factors of t for n−2ℓ ≤ n factors of λ, which shows that this
expression is still O(λn
2
tn). It is clear that we may interchange powers of t for powers of
λ in any projection of the original region onto any proper subspace spanned by coordinate
axes to get an upper bound of O(λn
2
tn) on their volumes. The lemma then follows from
Proposition 6. ✷
In (19), since L (and therefore also G0L) only contains points with Julia invariant at
least 1, we observe (by the definition of B(u, t, λ,X)) that the integrand will be nonzero
only if t < Cλ and λ < X1/2n. Thus we may write
N(Vn(Z) ∩ Vn,k;X)
=
1
Cn,kG0
∫ X1/2n
λ=
√
3/(2C)
∫ Cλ
t=
√
3/2
∫
N ′(t)
(Vol(B(u, t, λ,X)) +O(max{tnλn2 , 1}))t−2du d×t d×λ
+O(X
n
2+ε),
(20)
where the latter error term is due to the estimate on reducible forms in Lemma 2.
Let us first consider the evaluation of the integral of the second summand in (20). First,
we observe that tnλn
2 ≫ 1, so that the integral of the second summand is bounded from
above by (a constant factor times)
1
Cn,kG0
∫ X1/2n
λ=
√
3/(2C)
∫ Cλ
t=
√
3/2
∫
N ′(t)
tnλn
2
t−2dn d×t d×λ≪
∫ X1/2n
λ=
√
3/(2C)
λn
2
tn−2
∣∣∣t=Cλ
t=
√
3/2
d×λ (21)
≪
∫ X1/2n
λ=
√
3/(2C)
Cn−2λn
2+n−2d×λ = Cn−2λn
2+n−2
∣∣∣λ=X1/2n
λ=
√
3/(2C)
= O(X
n+1
2 − 1n ). (22)
Meanwhile, the integral of the first summand is
1
Cn,kG0
∫
h∈G0
Vol(RX(hL))dh −O
(∫ X1/2n
λ=
√
3/(2C)
∫ ∞
t=Cλ
∫
N ′(t)
Vol(B(u, t, λ,X))t−2dn d×t d×λ
)
.
(23)
However, Vol(RX(hL)) is independent of h, so that the first term in (23) is simply Vol(RX(L)).
Next, using the fact that Vol(B(u, t, λ,X)) = O(λn(n+1)), and carrying out the integration
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in the second term of (23) exactly as in (21)–(22), we find that this term is also O(X
n+1
2
− 1
n ):
1
Cn,kG0
∫ X1/2n
λ=
√
3/(2C)
∫ ∞
t=Cλ
∫
N ′(t)
λn(n+1)t−2dn d×t d×λ≪ −
∫ X1/2n
λ=
√
3/(2C)
λn
2+nt−2
∣∣∣t=∞
t=Cλ
d×λ
(24)
≪
∫ X1/2n
λ=
√
3/(2C)
C−2λn
2+n−2d×λ = C−2λn
2+n−2
∣∣∣X1/2n√
3/(2C)
= O(X
n+1
2 − 1n ). (25)
We conclude that
Nn,k(X) = Vol(RX(L)) +O(X
n+1
2 − 1n ). (26)
This proves Theorem 1.
Remark 8 The proof we have given for n ≥ 3 also adapts easily to the case n = 2, k = 1.
Indeed, rather than being finite, the stabilizer in SL2(R) of a definite binary quadratic
form is compact and conjugate to K. In the usual way, we may then replace occurrences of
cardinalities of sets of group elements with integrals over K, e.g., #StabSL2(R)(v) is replaced
by
∫
κ∈K dκ (which we may normalize to be 1). All other arguments then hold without any
essential change, yielding Theorem 1 for n = 2 as well.
7 Congruence conditions
We may prove a version of Theorem 1 for a set in Vn,k(Z) that is defined by a finite number
of congruence conditions:
Theorem 9 Suppose S is an SL2(Z)-invariant subset of Vn,k(Z) that is defined by congru-
ence conditions modulo finitely many prime powers. Then we have
N(S;X) = cn,k ·
∏
p
µp(S) ·X
n+1
2 +OS(X
n+1
2 − 1n ), (27)
where µp(S) denotes the density of the p-adic closure of S in Vn(Zp).
To obtain Theorem 9, note that the set S ⊂ Vn,k(Z) in Theorem 9 may be viewed for
some fixed integer m as the intersection of Vn,k with the union U of (say) τ translates
L1, . . . , Lτ of the lattice m · Vn(Z). For each such lattice translate Lj, we may use formula
(19) and the discussion following that formula to compute N(Lj ∩ Vn,k;X), where each
d-dimensional volume is scaled by a factor of 1/md to reflect the fact that our new lattice
has been scaled by a factor of m. Proceeding as in §6 then gives by the identical arguments:
N(S;X) = τm−(n+1)Vol(RX(v)) +OS(X
n+1
2 − 1n ). (28)
Finally, the identity τm−(n+1) =
∏
p µp(S) yields (27).
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