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Abstract 
 
Data Warehouses store integrated and consistent data in a subject-oriented data repository dedicated especially to support 
business intelligence processes. Nevertheless, in order to maintain a data warehouse  up-to-date, data intensive tasks retrieve 
regularly specialized information from specific preselected information sources, transforming and conforming it accordingly to 
some specific business requirements provided by decision-makers. Such tasks, commonly named as Extract-Transform-Load 
(ETL) processes, have a limited time frame window to be executed over an ever increasing amount of data with extremely 
complex operations. The common approach to deal with the need of more computational power is the acquisition of new and 
more powerful hardware. This expensive approach disregards the unused computational resources available in desktop 
computers already present at most enterprises’ computational environments. This paper intends to define a different approach to 
deal with ETL processes, taking advantage of parallel processing over a GRID environment using XML data as an effective 
support to data storage and communication, demonstrating that GRID environments could be a real alternative for the 
implementation of low cost data warehouses. 
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1. Introduction 
 
The approaches to deal with distribution and parallelization of tasks have evolved significantly during the last 
few years. New terms have arisen. Today, GRID computing [1] and Cloud computing [2] are quite common to 
appear when we think of doing some job in a distributed and parallel way. Nevertheless the heart of such approaches 
is the same - distribution and parallelization - with the focus shifting from a technology to a service oriented 
philosophy. The use of grid environments in data and processing intensive tasks has been a field of study in 
academic and scientific institutions and is now being used in commercial organizations as a potential approach to 
help minimize the impact of an ever increasing amount of data that needs to be processed and analyzed. 
Organizations have started to test grid middleware software to take advantage of the inactivity of their computing 
devices to help them in processing intensive tasks, in order to take advantage of the processing power available but 
underused. This approach maximizes the investments already made and postpones expensive computer acquisitions 
[3].  
Business Intelligence is a component of an Enterprise Information System that deals with large amounts of data 
and provides analysis that support management’s decision-making process. Since the amount of data normally 
increases through time, the processing power needed to analyze it in due time also increases undermining the 
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infrastructure available. A GRID environment might be a suitable solution to this kind of problem due to the 
easiness and inexpensiveness of adding new processing nodes to the infrastructure [4, 5]. In this paper we studied 
the configuration and exploitation of a GRID environment to receive and support the execution of ETL processes, 
analyzing its advantages and disadvantages in the implementation of a low-cost data warehousing system. The paper 
is organized as follows. In Section 2, we briefly analyze related work in grid environments, task distribution and 
data warehouse application. Next, we specialize our study on the distribution of Data Warehouse tasks over grid 
environments (section 3), and present our logical model for ETL processes applied to the distribution of their tasks 
over a specific GRID environment (section 4). Finally, we conclude with some brief remarks pointing out eventual 
future developments. 
 
2. Related Work 
 
The scientific community has concentrated efforts in studying the application of grid environments in everyday 
business operations, with the purpose of designing and providing low cost computational power to data intensive 
operations [1]. This approach was viewed as a potential solution to support very resource demanding operations, 
particularly in the fields of health and astronomy where the scientific community use to deal  with large data sets 
and, consequently, require enormous computational resources to process them [6]. Nevertheless, these environments 
were also focus of attention as a potential business opportunity where resource owners lend computational power to 
clients that lack the resources temporarily needed [7]. More recently, researchers shifted a little bit their focus of 
attention, relegating for a second place the grid itself (architecture, models, functionalities, etc.) to look for the 
complex problem of task distribution and management [8-10], particularly in the distribution and management of 
workflows [11-14]: one field of study that is becoming more popular in Data Warehouse Systems (DWS) due to 
their inherent distributed characteristics. DWS are known for gathering, processing and storing large amounts of 
data [15, 16]. These characteristics blend well with the possibilities that any grid environment provides. There are 
already several studies where DWS’s data is distributed in a grid environment [17-19], with particular emphasis on 
query distributed approaches [5, 20]. However, not all activities in a DWS environment have been extensively 
studied in conjunction with the advantages that a grid environment provides by nature. The ETL processes are data 
intensive tasks that prepare transactional data to be loaded into a DW [21, 22]. They have been studied widely 
mainly in their modeling phase [23] and in the optimization of the workflows that are generated [24, 25]. However, 
it is recognized that there is a lack of research in the combination of grid environments and ETL processes.  
 
3. Task Distribution on GRIDs 
 
Task distribution and management has been studied intensively especially over parallel architectures. 
Nevertheless, these architectures do not resemble grid ones mainly due to the fact that grid environments are 
composed of heterogeneous, autonomous and physically distributed resources. Shan [9] proposed an architecture for 
a Superscheduler that manages jobs in a grid by cooperating with local schedulers,  submitting, re-submitting or 
transferring jobs between resources. However, since the grid scheduler has no control over local schedulers, several 
problems arise once these resources are shared and their status and utilization varies through time. Local users 
submit jobs to resources that belong to the grid. Grid users submit jobs to the grid and the grid scheduler has to 
choose which jobs should be submitted in which resources based on grid information that is most probably outdated. 
With this in mind, Schopf [8] proposed a three-phase architecture for grid scheduling, which is based on resource 
discovery, system selection and job execution. The resource discovery phase pretends to gather information about 
the resources available to the user submitting to the grid, and the selection to identify which resources satisfy the 
minimum requirements defined by the user - operating system, software, and hardware configurations. The system 
selection phase pretends to select the most appropriate resources for submitting the jobs. Additional information 
gathering is also done in this phase, mostly dynamic updated information over resources like CPU utilization, and 
the available RAM or disk space. Finally, in job execution, a set of tasks must be performed in order to execute the 
jobs, like advance reservation of resources, preparation of job submission, job monitoring and job completion tasks 
and, finally, some clean-up tasks. 
In addition to previous contributions, Ben Segal [26] proposed that job scheduling and management must take 
into account the decomposition and distribution of jobs based on the knowledge of the availability and proximity of 
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computational capacity and required data, this is indeed very critical due to the fact that data needs to be transferred 
to computational resources over limited bandwidth - a very usual situation in grid environments. More recently, 
topics like fault recovery when managing job distribution have been studied with several approaches like checkpoint 
techniques or task replication/migration that are being used in common schedulers. Additional research using 
resource load prediction or users profile has been a focus of attention in order to maximize grid performance and 
reliability [10]. In summary, whenever there is lack of server computational power to perform data intensive tasks, 
and exists a computer network with underutilized resources, the possibility to use a grid computing environment 
emerges as very viable solution to the problem. Even so, efficient task distribution and management becomes a 
critical factor of success that can undermine such option. Therefore, in order to successfully address the challenge, 
information resource gathering is critical, job decomposition and replication are essential, to approach a 
maximization of the performance and reliability guarantee, particularly in environments with significant bandwidth 
bottlenecks. 
 
4. Supporting ETL Processes within a GRID 
 
Taking advantage of a grid environment in a Data Warehouse context is not new, but the majority of the 
approaches uses it essentially to distribute data and querying. However, one of the most resource demanding 
components of a DWS is the ETL component that use to involve great amounts of data that must be cleaned, 
transformed or conformed into the DW. As already stated, there is lack of research in this area, and our proposal 
focuses in the advantages that can be obtained by using a grid environment as the main infrastructure to support the 
execution of ETL tasks. Nevertheless, in order to take advantage of the potentialities of a grid in ETL, a very 
structured workflow of operations must be defined. The design of an ETL system follows the same steps as the 
common design of a database. This means that, first we design the conceptual model, then the logical model and 
finally the physical model. As a reference, some proposals for ETL conceptual model design can be found in [27, 
28]. To get a proposal for a logical model see [29]. As a running example to help us introducing our proposal, we 
selected a simplified part of the Microsoft Database AdventureWorksDW (msftdbprodsamples.codeplex.com): a 
dimension table dim_Person that is fed from three different source tables (Fig. 1). The figure presents a detailed 
conceptual model of the example, using the Vassiliadis notation [27], where it is possible to see all the attribute 
correspondences and transformations. The purpose of the conceptual model is to identify all source data, attributes 
and transformations needed in order to correctly populate de DW. 
 
 
Fig. 1 – ETL conceptual model – populating the dim_Person dimension table 
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Operation Relational Algebra representation 
π 1 π (AddressID) (P.Address) 
π 2 π (EmployeeID, AddressID) (HR.EmployeeAddress) 
π 3 π (EmployeeID, NationalIDNumber, Title, HireDate, BirthDate, LoginID, MaritalStatus,      (P.Employee) 
       Gender, ManagerID, ContactID) 
⋈1 R Å π 1⋈ π 2 
σ1 σ(Gender=’M’)(HR.Employee) 
π 4 π (EmployeeID, NationalIDNumber, Title, HireDate, BirthDate, LoginID, MaritalStatus,       (σ1) 
             1-> Gender, ManagerID, ContactID) 
σ2 σ(Gender=’F’)(HR.Employee) 
π 5 π (EmployeeID, NationalIDNumber, Title, HireDate, BirthDate, LoginID, MaritalStatus,       (σ2) 
        0-> Gender, ManagerID, ContactID) 
U S Å π4 U π5 
⋈2 R ⋈ S 
 
Once the design of the conceptual model is concluded, the logical model specifies the transformation’s flow 
needed to load adequately the DW. We used Vassiliadis [29] notation to represent the logical model (Fig. 2) as the 
basis to our proposal: an ETL logical model oriented to grid environments. 
 
 
Fig. 2 - ETL logical model – populating the dim_Person dimension table 
4.1. An ETL Logical Model for Grid environments 
In order to take advantage of a grid environment for an ETL process, we must decompose the ETL logical model 
in operations that can be distributed over the grid. Our choice was based on the relational algebra operators, more 
specifically, on some extended relational algebra operators [30, 31]. With extended relational algebra is possible to 
represent the most common ETL operations, and so distribute the workflow of operations over the grid (Fig. 3). 
Data is stored in XML format for better compatibility in a heterogeneous environment being relational algebra 
operations coded in JAVA. 
 
 
Fig. 3 – (a) Relational algebra operations workflow (b) Operations’ details 
4.2. An ETL Physical Model for Grid environments 
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Once an ETL logical model is defined (Fig. 3 (a)), we need to represent it with a standard XSD schema (Fig. 4), 
which will be interpreted by a grid and instantiated to its task scheduler with inputs from the grid information 
service, such as information about the availability of the resources that meet the minimum requirements of each 
ETL operation. 
 
Fig. 4 – Proposed XSD schema to represent the workflow of Relational Algebra operations 
Each operation is identified by a set of attributes, namely: id, that identifies the operation; operation, which 
describes which relational algebra operation will be used; datasource, a XML description of the source data; 
datadestination, which indicates where to store the result data; and relationships - basically, a list of ids of precedent 
operations. In turn, the attribute parameters identifies the inputs needed by the operation, because relational algebra 
operators can be unary or binary requiring thus the number of parameters involved in the operation. As already 
referred, the Grid Information Service provides valuable information about the most up to date status of the grid. 
Nevertheless choosing the best computational node to execute a task is not an easy job. In [32] it is proposed a way 
to evaluate the performance availability of each node of a GRID as an effort to determine different classes of nodes, 
each one with different probabilities to be selected for the execution of  a specific ETL task. 
 
5. Conclusions and Future Work 
 
Grid environments provide great opportunities to deal with data processing intensive tasks, especially in 
organizations with a large set of underutilized computing resources. It is now viable to take advantage of this 
approach instead of the common and expensive approach of acquiring the “next big super” computer in order to deal 
with large data sets that are typical in DWS scenarios. The data warehouse populating component is very resource 
demanding, from the processing and storing point of view, once it deals with increasing data sets in a limited time 
window. This characteristic makes the common approach to its supporting infrastructure expensive due to its low 
lifetime expectance. In this paper we proposed an approach based on grid environments, as the supporting 
infrastructure, where the ETL workflow, once decomposed in relational algebra operations coded in JAVA, is 
distributed and executed, using XML as data support. The next step of our work deals with the scheduling of the 
grid ETL workflow with particular focus on availability, performance prediction and proximity due mainly to 
bandwidth bottlenecks. 
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