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1. INTRODUCTION 
This paper contains a study of linear integral equations of the second kind, 
9(x) = h Jo1 K(x, YMY) dY + f(X), 
where the kernel K(x, y) is not regular, but is the limit of regular normal kernels. 
Heref is any L, function, and all of the functions may have complex values. 
Let K(x, y) be defined on the square 0 < X, y < 1, let it be an L, function in 
each variable separately for almost all values of the other, but singular in the 
sense that it does not satisfy sij: 1 K(x, y)l” u’y dx < + 00. Further let there exist 
a sequence of approximating kernels &(x, y) satisfying (a) through (d): 
I Gdx, Y)l G I WC> Y)l > 
L(x, y) - K(x, Y> as m - ~0, for almost all (x, y), 
’ II ’ I L(x, r>l” dx dy < + ~0, 0 0 
(4 
(b) 
(4 
j-l KG, s) K%, Y) ds = j-l K%x, s) Kn(s, Y) ds, (4 
where 
0 0 
KS, Y> = Kn(Y> 4, the adjoint of Kn(x, y). 
A function K satisfying the above requirements is called a singular normal kernel. 
The kernel K will be said to sutisfv Condition C if the approximating kernels K, 
can be chosen so that 
and 
s 
1 1 K,,,(x, t) - K,,,(x’, t)l” dt < 2(x, x’), 
0 
s 
’ 1 K,(t, x) - K,(t, x’)12 dt < 02(x, x’), 
0 
where 0 is independent of m and tends to zero as x’ tends to x for almost all X. 
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If a Kernel R satisfies conditions (a) through (d), or conditions (a) through (e), 
then its adjoint also satisfies the same set of conditions. The adjoint of K, can be 
chosen as the m-th approximation of K*. Since K, is normal and regular, any 
characteristic function of K, corresponding to the characteristic value h,,, is a 
characteristic function of K$ corresponding to the complex conjugate of X,, , 
[3, p. 1521. As a consequence of this relation between the characteristic functions 
and values of K,,, and those of K$ theory developed for K has a counterpart for 
K*. 
Torsten Carleman [l] considered kernels which were limits of sequences of 
regular real-valued symmetric or of regular Hermitian kernels. In those case he 
proved that either each non-real value of the parameter X is a characteristic value, 
or none is. The kernels for which the second alternative holds he termed of 
Class I, the others of Class II. Class I kernels are more nearly regular than the 
others, but are not sufficiently well behaved to have a Fredholm theory. 
Let s2 be the complement of the closure of the set (h,,} for all m and all v. 
It will be shown that for singular normal kernels satisfying Condition C a 
similar division into Class I and Class II is possible if we let Q take the place of 
the non-real part of the complex plane. 
Both W. J. Trjitzinsky and Charles Costley have extended parts of Carleman’s 
theory to some more general singular kernels that are limits of regular kernels. 
Trjitzinsky considered limits of regular complex-valued symmetric kernels that 
had real-valued characteristic functions. Costley considered limits of regular 
normal real-valued kernels. Each recognized the desirability of defininig a Class I 
for the singular kernels he studied, but neither was able to develop the necessary 
theory, [4, p. 241 and 2, p. 2021. 
2. SPECTRAL THEORY 
A spectral theory for these kernels can be established by a development 
substantially the same as the one given by Carleman, [l, pp. 25-511, for real- 
valued symmetric kernels as well as the one given by W. J. Trjitzinsky, [4, 
pp. 212-2281, for complex-valued symmetric kernels having real-valued charac- 
teristic functions. Basic to the spectral development is the following theorem, 
[3, p. 1581. 
THEOREM. A regular normal kernel K,(x, y) can be represented in terms of its 
characteristic functions u,~ , uWz ,..., unrV ,... and the corresponding characteristic 
values h,, , h,, , &, ,... as 
where convergence is in the mean square in (x, y). 
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Spectral theory is used because the spectral functions are easier to work with 
than are the corresponding kernels. 
DEFINITION. Let e be a bounded measurable set in the complex plane. The 
function I’, given by 
is called the spectral function for the regular kernel K, . 
The spectral theory shows that if K is a singular normal kernel satisfying 
Condition C, then for some subsequence (+> independent of (x, y) the (r,} have 
a limit as mi tends to infinity, [cf. 4, p. 2141. 
DEFINITION. The function I’ given by 
for almost all (x, y) in [0, l] X [0, l] is called a spectral function for the kernel 
K. It may happen that different choices of the subsequence {mj} generate different 
functions. Any of these will be referred to as a spectral function. 
Many of the spectral theory results are expressed in terms of the Lebesgue- 
Stieltjes integral. An important theorem used in developing this theory is the 
following result, [I, p. 201. 
THEOREM A. Let {fm} and {gm) be two sequences of L, functions which tend to 
f and g almost everywhere. Then 
lim 1’ fmgrn dx = JO1 fg dx 
m+m o 
if $Ifm12dx< f c or all m, c being a constant, and if 1 g,(x)1 < G(x) for some 
G(x) in L, . 
Let h(x) be an arbitrary L, function and e be a bounded measurable set. Some 
of the important results are: 
r(x, Y I 4 = s’ K(x, t> j X dJ(t, Y I 4 & 
0 e 
[cf. 4, p. 2191, 
6 K(x, Y> h(y) 4 = j U/4 4 t1 r(x, Y I 4 h(y) dy, 
[cf. 4, p. 2241, 
lim /’ rm,(x9 Y I 4 h(y) dr = L1 W Y I 4 h(y) 4, mPm 0 
[cf. 4, p. 2171, 
lim mj+a J’ B 4 I’ 0 rm,(x, Y I 4 h(y) 4 = / e 4 j’ 0 % Y I 4 h(y) dy, 
[cf. 4, p. 2191. 
(2) 
(3) 
(4) 
(5) 
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The first members of (4) and (5) are equal; it follows that 
If h is, as above, an arbitrary L, function and g is an L, function that satis- 
fies J’f I g(x)l 44 dx -=c + co 
J? I K(x, r>l” dy, then 
but is otherwise arbitrary, where as(~) = 
I’s’ K&s y) g(x) h(y) dx 4 = (l/X) 4 j+lj+l~(x, Y I 4 g(x) 4~) dx dy, (7) 
0 0 0 0 
[cf. 4, p. 2221. 
Spectral theory makes possible a generalized Fourier representation for an 
arbitrary L, function. We assume that K is a singular normal kernel satisfying 
Condition C. The family of L, solutions of jt K(x, y) $(y) dy = 0 contains an 
orthonormal base {&}, and every L, solution $ of this equation can be represented 
by + N C c,#, where C I c, I2 < + co, [cf. I, p. 471. Then, if h is any L, function, 
h(x) - f &(x) + 14 jol 0, y I e,J h(y) dy, 
V=l 
(8) 
convergence being in the mean square, with C I c, I2 < +cc. Here, if h, = 
Ii h(x) &(x) dx, and if 
then c, = h, - C, H,,h, , [cf. 4, pp. 227-2281. 
In connection with the integral equation (1) consider the same equation with K 
replaced by K,; 
4(x> =h Jo1 Kdx, Y) +(Y) du + f(x)- (9) 
For a fixed h in Sz equation (9) has a unique L, solution &,, . As a result of con- 
dition (a) in Section 1 the norms of the {&} are bounded independent of m, 
J; 1 $m I2 dx < c. Th e o f 11 owing existence theorem on solutions of (1) can be 
proved, [cf. 4, p. 239; and 2, p. 2011. 
THEOREM B. If K is a singular normal Kernel satisfying Condition C, and if h 
is in 52, then equation (1) has at least one L, solution +, and + is a limit of the solutions 
(&} of (9) where m is restricted to an appropriate subsequence {mj}. For this sub- 
sequence si 1 &,Jx)I dx is bounded independent of m. 
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3. CLASS I 
In this section conditions are established that guarantee a unique solution for 
(1) when h is in $2. 
DEFINITION. The kernel K satisfies Condition I if for any pair of L, functions 
g and h such that both $ K(x, y) g(y) dy and $ K(x, y) h(x) dx are La functions, 
the order of integration can be inverted in si { si K(x, y) g(y) dy} h(x) dx. 
LEMMA 1. Let K be a singular normal kernel satisfving Condition C. If for 
a single value A’ in Q it is true that A’ is not a characteristic value for K, and that the 
complex conjugate of x’ is not a characteristic value for K*, then Condition I holds. 
Pick any pair of functions g and h such as are described in the definition of 
Condition I. Define fi and fi by 
f&4 = &> - x’ s,’ WY Y) g(y) dY, 
f2(x) = h(x) - x L1 K*(x, y) h(y) dy. 
(10) 
The equations 
&74x> = f&4 + A’ IO1 Kn(‘? Y) &n(Y) dY, 
h,W = fm + F L1 K,P, Y> hm(r> dr 
have L, kernels and thus have unique solutions g, and h, . On taking complex 
conjugates in the second equation, interchanging x and y, multiplying by g, 
and integrating, we find 
i1 MA gdy) dy = ~‘fi(r) g&) 4 + A’ L1& K& Y) hd4 dx gm(y) dr- 
Thus on multiplying the equation for g, by h, , integrating, and subtracting, 
we have 
Because of the assumption that there is no non-trivial L, characteristic 
function of K associated with A’, the solution for equation (10) that is guaranteed 
by Theorem B is essentially unique. By construction g is a solution of (lo), and 
by Theorem B a solution is given by lim g,, form restricted to some subsequence 
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{mi}, and the norms of the g, are bounded independent of m. Thus g = lim g,,j 
almost everywhere, and by Theorem A 
Thus 
or 
We have proved that Condition I holds when the hypotheses of Lemma 1 are 
satisfied. 
The absence of characteristic functions for h in Q will be proved as a con- 
sequence of Condition I. The plan will be to consider an arbitrary point h in Q 
and a function $ which satisfies b(x) = h si K(x, y) 4(y) dy, and then to prove 
that+(x) = 0 for almost all x. This proves that K has no non-trivial characteristic 
function for any X in Q. 
BY (8) 
(12) 
with 
c, = jol 4(x) (b&) dx + c H,, lo1 4(x) A@> dx- 
P 
Here the H,, are finite constants whose exact values, given following (8), are 
unimportant to this proof. 
The next result, Lemma 2, will make it possible to show that the Lebesgue- 
Stieltjes integral in (12) represents a function that is zero almost everywhere. 
Lemma 2 demonstrates an orthogonality property of spectral functions. 
LEMMA 2. Let K be a singular normal kernel that satisfies Condition C, let q5 
be a characteristic function of K corresponding to A, and let r be a spectral function 
for K. If Condition I holds, and if e is a bounded measurable set in the complex plane 
a positive distance from A, then q? and I’(X, y 1 e) as a function of y for Fxed X are 
orthogonal on [0, 11, si F(X, y 1 e) 4(y) dy = 0. 
Let Ym(X, s 1 e) F se p d,I’,(X, s [ e,). A result of the spectral theory, 
[cf. 4, p. 2301, is that the norms of the (!Pm} are bounded independent of m, 
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$1 YJX, s 1 e)12 ds <L:a2(X), where L, is an upper bound for 1 TV 1 , p being 
in e, and where a(X), defined above, is finite for almost all X. A further result 
of the spectral theory, [cf. 4, p. 2181, states that it is possible to pass to the limit 
under the integral sign in the above Lebesgue-Stieltjes integral if m is restricted 
to a subsequence {mi} for which lim r,. = r. This result makes it possible 
to define Yin the natural way and to have iim Ymi = Y 
By Fatou’s lemma the norm of Y is bounded, 
s 
’ 1 Y(X, s 1 e)12 ds < L,4a2(X), 
0 
so that Y(X, s 1 e) as a function of s is in L, for almost all X. 
The definition of Y together with (2) yields 
1’ K(s, Y) y(X s I e) d.9 = WC Y I 4, 
JO 
and this function is L, in y for almost all X because it is a spectral function. 
If 4 is an L, characteristic function of K, then 
s l K(x, Y) 4(y) dr = (l/4 4(4 0 
is also an L, function. The functions 4 and Y(X, s 1 e) as a function of s can be 
used as the functions g and h in Condition I. 
By substitution from (2) and (13) and by Condition I 
I WCY I 49(Y) dY = l1 IL1 K(%Y) ‘y(x s I 4 dj d(Y) dY 
= i1 Ii1 K(s, Y) +(Y) dyl WF s I 4 h 
= o1 W)/V Y(X, s I e) ds s 
According to the spectral theory the order of the integrat: 
may be inverted, [cf. 4, p. 2181. Thus 
s,’ WC Y I 4 d(r) 4 = s WN du 6 f’(X s I 4 C(s) ds. e 
ions in the last member 
409bW-I7 
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But from (6) 
In the integration /\ is fixed and 1 p - h 1 is bounded away from zero for each set e. 
Therefore, because the integral is zero for every set e, it follows that 
s 
1 
WC Y I 4 4(y) dr = 0 
0 
for almost all X. 
Let C(Q) denote the complement of a. The Lebesgue-Stieltjes integral in (12) 
can be written as the sum of two integrals, 
In the first integral r is identically zero by construction. In the second integral h 
is a finite distance from C(Q), and the integral is thus zero for almost all x. 
The infinite sum in (12) can be evaluated after it has been proved that 4 and 
q$ are orthogonal. 
LEMMA 3. Assume Condition I holds for a singular normal kernel satisfying 
Condition C. If + is a characteristic function for K and if& is in the orthonormal 
base of K, then j’i (b(x) &(x) dx = 0. 
This will be proved in three steps. 
Part 1. Let E(ol, fl) be th e annulus O<ol</hI<fl<+c~. The first 
step in the lemma will be the proof that if e is any measurable subset of E(ol, fi), 
if r is a spectral function belonging to the above K, and if h is any L, function 
that satisfies $ K(x, y) h(y) dy = 0, then 
11 
s.i 
T(x, y I e) h(x) h(y) dx dy = 0. 
0 0 
Let g be any L, function that satisfies the conditions $ K(s, y) g(s) ds is an 
L, function and st 1 g(x)1 a(x) dx < +OO, where a(x) is the function defined 
immediately before equation (7). By Condition I and then by (7) 
l1 g(x) IL1 K(x, Y> h(y) drl dx = s,l h(y) rs,’ Rx, r> g(x) dJx1 dr 
(14) 
= j- (l/W4 I,‘( JYx, Y I 4 g(x) 0) dx dye 
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If g(x) = si K(x, s) h(s) ds, it satisfies the above requirements, asg(x) = 0 almost 
everywhere. The function g(x) can also be written as s: K(x, s) h(s) ds, and then 
on substitution in the innermost integral in the last member of (14) 
/’ T(x, y I e) g(x) dx = j’ T(x, y I e) /,‘K(x, s) h(s) ds/ dx. (15) 
0 0 0 
By Condition I the order of integration can be inverted if ji r(x, y / e) K(x, s) ds 
is in L, as a function of s. Consider the corresponding integral of the approxi- 
mating functions, 
Pm(x, y 1 e) K,(x, s) dx = 1 u,,(x) u,,(y) f uwk(~~~(s) dx 
&lWC~ k=l 
We want to pass to the limit under the integral sign in the first member. By 
hypothesis (a) in Section 1, 1 K,(x, s)/ < 1 K(x, s)] , and thus it is possible to 
pass to the limit under the integral sign if j: I r,(x, y I e)j2 dx is bounded inde- 
pendent of m. From the definition of I’,,, 
f o1 ICO, Y I 41” dx = T,(Y, Y I 4 
and from the same definition, from Bessel’s inequality, and from Schwartz’s 
inequality, it can be shown that r,(y, y j e) < Le2a2(y), finite for almost all y. 
Here L, is the constant defined in Lemma 2. Because of this relation and also 
because of the assumptions made about K, and K Theorem A can be used, and 
thus 
1’ r(x, Y I 4 K(x, 4 dx = )z 1’ r,&, Y I 4 L(x, s) dx 
0 3 0 
= lim C %“(Y) %n”(S) ~ . 
mj+m A,,Ce WI” 
for m belonging to an appropriate subsequence (mj}. To show that 
.fi r(x, Y I 4 K(x, ~1 dx is in L, as a function of s we consider the integral of the 
square of the absolute value of the function and apply Fatou’s lemma, 
f 1 J1 f(x, y 1 e) K(x, s) dx ds < 0 c 0 1’ $2 
3 
1’ 
0 
1 
&nvCe 
Ilmu(hy) ‘&) I2 * 
?nY 
finite for almost all y. 
= (1 ia”) T(Y, Y I 4. 
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This result justifies application of Condition I to the second member of (15), 
so that 
1’ r(x, y 1 e) s’K(x, s) h(s) ds dx = jl/’ F(x, y I e) K(x, s> h(s) dx ds. (16) 
0 0 0 0 
It follows from the definition of the spectral function that 
We have seen above that it is possible to pass to the limit in the first member. 
It is also possible in the second member, [cf. 4, p. 2181. Thus 
jol r(x, y 1 e) I+, s) ds = j (l/,4 Us, y I 4. (17) 
e 
Substitution from (15), from (16), and then from (17) in the integral in the 
differential in the last member of (14) yields 
I’/’ r(x, y I e) g(x) h(y) dx dy = 1’ h(y) [IO1 r(x, Y I 4 s,’ WG 4 4s) ds dxld. 
0 0 0 
= J“ h(y) f f r(x, Y I 4 WG 4 4s) dx ds/ dr 
0 
= l1 4~) 5,' ho 1s U/i4 4% y I e,J/ ds dr 
e 
where the final change in the order of integration can be justified by spectral 
theory, [cf. 4, p. 2181. 
Substitution of this expression in (14) produces 
jol g(x) rs,’ mx, Y) h(Y) dY/ dx 
= f (l/h) 4 I 
aA 
(l/p> 4 j’s1 WY Y I e,) 4s) 4~) dsdr 
0 0 
= hi j UP) 4 j (l/i4 4 j1 j1 r(s, Y I e,) 44 NY) ds dr- 
B~+m E(or.B) 8.3 0 0 
A theorem given by Trjitzinsky, [4, p. 2281 is needed to simplify this expression. 
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THEOREM. Iff(l\)andw(X) are continuous in the closure E of a measurable set E, 
if al(e) is additive, and if, for c any constant, 1 or(e)1 < c for all e C I?, then 
This theorem applied to the preceding equation produces 
1 
L 1 g(x) o1 0, Y> h(y) dr dx 
= lki 
s B++oa E(u.8) 
(l/l A I”) 4 ~ol~ol r(s,y le,)h(s) h(y) dsdy. 
We need one further result from the spectral theory. It is seen easily that for 
any L, function f$ 
11 
ss r& Y I 4 4(s) NY) ds 4 0 0 
is real and non-negative. It can be shown that this is an expression in which it is 
possible to pass to the limit under the integral sign, [cf. 4, p. 2191. Thus, since 
the vanishing almost everywhere of g causes the first member of (19) to be zero, 
’ IS ’ F(s, y 1 e) h(s) h(y) ds dy = 0 0 0 
for all e. 
Part 2. The second step will be the proof that every L, function h that 
satisfies si K(x, y) h(y) dy = 0 also satisfies this equation with K replaced by 
K”. 
In (3) K can be replaced by K* if X is replaced by its conjugate, 
f’ K*(x, Y> h(y) dr = / U/l) 4 f’ W Y I 4 h(y) dy. 
0 0 
With E(ol, /3) representing the annulus used earlier define 
If m is restricted as before, then Fatou’s lemma can be used to show 
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For convenience E(a, /l) will sometimes be written as E in what follows. Here 
mrn(a, 6) = s,’ j Am$E (U&-iv) s,’ un&) L(Y) 4~) 4 I2 dx 
= A& WI Lv I”) s,‘I GAS) Go 44 4~) ds dr 
where the last equality serves to define P~(OL, /3). We again make use of the 
spectral theory. This time we need a result that allows passage to the limit under 
the integral sign, [cf. 4, p. 2181. Thus 
where the last equality serves to define p(a, 8). 
By Part 1 above, p(o, /3) = 0. If the above results are collected, it is found that 
0 < f(% B) < ;,ym Gaj(% B) = j.ym Prnj(% B) = P(% P) = 0. 
f 1 
Define one more expression, 
Then 
~a,&) =j-,, 
a. 
e) U/x) 4 jol r(x, Y I 4 4~) dye 
s 
1 
0 
K*@,Y) MY) dr = ii LR(X)> 
B-+00 
s 
o1 1 s&x)12 dx = ~(a, ,f3) = 0. 
Therefore, as the integral of the square of j s,,~ ( is zero for any 01 and /I, the 
limit of the integral is also zero, so that s,,, converges in the mean square to zero. 
But then the limit of s,,, , J-i &7*(x, y) h(y) dy, is zero for almost all x. 
Part 3. The conclusion of the proof of the lemma now follows. Let h be the 
characteristic value associated with the characteristic function 4. Then by the 
definition of a characteristic function and by Condition I 
s,’ $(x) 4v(x) dx = h s,’ (5dx) L1 &G Y) d(r) 4 dx 
= h s,’ 4(y) s,’ K(x, Y) M4 dx dr. 
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But 
j-’ 0, Y) M4 dx = I’ K(x, Y) Mx> dx = [’ K*(Y, 4 Mx) & 
0 0 0 
which is zero by Part 2 above, and therefore si 4(x) &(x) dx = 0. 
Any characteristic function $ of K corresponding to a value X in fJ must 
satisfy (12). By the remarks following Lemma 2 the Lebesgue-Stieltjes integral 
in (12) vanishes. In the infinite series c, = 0 because of Lemma 3, and hence the 
series also vanishes. Thus + converges to 0 in the mean square, and K has no 
non-trivial characteristic function corresponding to a value X in Q. The entire 
argument can be repeated for K* and Q*. 
By Theorem B equation (1) has a solution for X in Sz, as does the same equation 
with K and X replaced by K* and the conjugate of h. For any value of h for 
which there is no corresponding characteristic function the solution of (1) 
is unique. The following theorem has thus been proved. 
THEOREM 1. If K is a singular normal kernel satisfying Condition C, then the 
following statement either is true for all h in 52 or for none. The equation (1) has a 
unique solution as does the same equation with K and X replaced by K* and the 
conjugate of A. 
DEFINITION. A singular normal kernel K that satisfies Condition C will be 
said to be of Class I if K has no characteristic value in Q, and K* has none in Q*. 
A rearrangement of the proof of Theorem 1 proves Theorem 2. 
THEOREM 2. A necessary and @Sent condition for a singular normal kernel 
satisfying Condition C to be of Class I is that Condition I hold. 
That neither class is empty has been shown by Carleman, [l, p. 791. 
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