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Abstract
The whole idea of holography as put forward by Gerard ’t Hooft assumes that
data on a boundary determine physics in the volume. This corresponds to
a Dirichlet problem for euclidean signature, or to a Goursat (characteristic)
problem in the lorentzian setting. Is this last aspect of the problem that is
explored here for Ricci flat spaces with vanishing cosmological constant.
1
1 Introduction
Ever since its inception, the whole idea of holography (cf. [22] [21]) stand as one of the
most original and mysterious suggestions ever made in fundamental physics.
From a certain abstract viewpoint, it certainly includes at least two facts .
The first one is that it should be possible to recover volume information on the physical
fields from data given on a certain surface, namely the boundary of the volume. That is,
fields in the volume do not obey an ordinary Cauchy problem (for which also derivatives
of the field at the boundary would also be needed), but rather a degenerate one, in which
the derivative cannot be imposed independently. This happens both for timelike and null
initial surfaces.
Second, the volume symmetries (i.e. diffeomorphism invariance) should guarantee con-
formal (or at least scale) invariance on the boundary.
In addition, although the main thrust of the holographic principle lies in its application
to the fundamental degrees of freedom of quantum gravity, it seems sensible to assume
that there is at least a regime in the space of parameters in which these properties are true
already at a classical level.
Holography for vanishing cosmological constant remains quite mysterious to this day,
and in any case is strongly suspected to be realized (if at all) in a subtler from than a
Conformal Field Theory (CFT); indeed Witten (cf. [24]) coined the name Structure X to
refer to it(cf. also [3]).
When the cosmological constant is negative, as in the conjectured duality of Maldacena
( [18]), the mapping takes place because the conformal boundary in the Penrose sense ([19])
of Anti de Sitter (AdS) is timelike, so that data on this boundary determine the interior
dynamics, with some qualifications ([13][23]). Curiously enough the ordinary Cauchy prob-
lem is not well posed in spaces of constant negative curvature, unless some extra physical
hypothesis are assumed (cf. the discussion in [4]). Of course, this rather vague ideas can be
1
implemented in a precise way in the supersymmetric context of IIB strings in AdS5 × S5
with N units of Ramond-Ramond (RR) flux. In this case, the conformal group is realized
as an isometry group in the bulk, so that the boundary theory must be conformal (β = 0).
Recently we have pointed out some indications of holographic behavior in a rather
general class of Ricci flat string backgrounds with vanishing cosmological constant ([1]) of
the form
M10 ≡ A6 × C4 (1)
where C4 is an internal compact manifold, and A6 will be denoted by the name ambient
space. No RR backgrounds are excited, so that this background is universal. In this
ambient space lives a codimension two euclidean four-manifold, which will be interpreted
as the spacetime M4 ⊂ A6. The spacetime coordinates will be denoted by yi ≡ ~y and its
metric by gijdy
idyj; whereas the extra two coordinates of the ambient space by ρ ∈ R+
and T ∈ R+, where ρ is spacelike and T timelike. There is then a natural five-dimensional
boundary defined in this patch by
∂A6 ≡ {ρ = 0} (2)
It is worth remarking that this boundary is null, and it is then essentially equivalent
to Penrose’s conformal boundary, which is known to play a central roˆle in holography.
An important fact worth remembering is that the conformal boundary of a (conformal)
boundary does not necessarily vanish.
There are then two conformal boundaries in this setting: the finite one at ρ = 0,
which is also a mathematical boundary located at finite distance, and the usual conformal
boundary at infinity, the appropiate J +.
It will become clear in the sequel that in many cases we will be able to interpret the
whole space as the curved interior of some light-cone, which itself represents the boundary.
Those spaces (from now on we shall work in arbitrary dimension d = n + 2, because
most results are quite general) enjoy a homothecy that is, a conformal Killing vector (CKV)
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with constant conformal factor, which acts on the metric through a scale transformation
£(k)gαβ = 2gαβ (3)
Canonical coordinates can be chosen such that the whole ambient space metric reads:
ds2 =
T 2
l2
ds2(y, ρ) + ρdT 2 + TdρdT (4)
The CKV itself is then related to the preferred timelike coordinate through
k ≡ T ∂
∂T
(5)
where the metric reduces on the null codimension-one hypersurface ρ = 0 to the (rieman-
nian) n−dimensional spacetime metric (up to a rescaling):
ds2(y, ρ = 0) =
T 2
l2
gij(y)dy
idyj. (6)
The norm of the CKV is given by
k2 = ρT 2 (7)
The boundary then has an invariant characterization as a Killing horizon, the set of points
where the norm of the CKV vanishes.
Under Weyl rescalings of the metric (4),
gαβ → gˆαβ ≡ Ω2(T, ρ, y)gαβ (8)
the same vector k given by (5) remains a CKV, because
£(k)gˆµν =
(
2 +
∂ log Ω
∂ log T
)
gˆµν (9)
and its norm changes by a conformal factor
k2 = Ω2ρT 2 (10)
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This means that the whole setup is conformally invariant. In particular, the interpretation
of the boundary as the Killing horizon of the CKV survives Weyl rescalings.
The purpose of the present paper is to study the interplay bulk/boundary in this frame-
work. One of the main characteristics is the fact that the finite boundary (that is, the one
at ρ = 0) is precisely located at finite distance, in spite of being also a conformal boundary;
as we have already said there is always in addition the boundary at infinity , J + as well,
which is infinitely far away as usual. We shall mainly be concerned with the appropiate
generalizations of the bulk-boundary Green functions, as well as with the symmetries of
the finite boundary action. In this paper we assume that all relevant curvatures are small
enough so that a (super)gravity treatment is a useful first approximation.
2 The simplest example: the Milne Universe
The whole idea of the present approach implicity assumes that the ordinary Cauchy prob-
lem has been replaced by a characteristic one (cf. [10]), usually called Goursat’s problem
in the mathematical literature. In the former, Cauchy data on a spacelike surface (such
as t = const in flat space) are given. This means, for the wave equation, giving the field
and the normal (time) derivative of it in the initial surface, and the solution is then fully
determined in the causal development of the Cauchy surface. The characteristic problem,
on the other hand, specifies half of the data (i.e., the field itself) on a characteristic surface
of the hyperbolic equation, such as the light cones in the flat case. The solution is then
fully determined in the inside of the cone only. Curiously enough, if we consider the inside
of the light cone as a mildly singular manifold the ordinary Cauchy problem is delicate.
As a simple example, where however, all the ideas get illustrated, let us think for
a moment on the forward light cones N+ on flat (n+2)-dimensional space, the simplest
possible background. The inside of the forward light cone is what is usually denoted by
Milne’s Universe ([6]). The general situation can be studied with few modifications .
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There are then two boundaries in our space (cf. Figure). One is the finite conformal
boundary, i.e., the future light cone of the origin, N+(0). The other one is the future null
infinity, J +. The Penrose diagram of the Milne universe corresponds thus to the portion
of Minkowski space shown in the figure.
J
+
J
−
i −
i
0
i +
Milne
The starting point is then the flat metric
ds2 = ηµνdx
µdxν = (dx0)2 − d~x2 (11)
(xi = (x1 . . . xn+1) and we employ x0 = t indistinctly). The equation of the light cones is
x0 = r ≡ |~x| (12)
conveying the fact that they are null surfaces themselves, since their normal vector
n ≡ (1, ni ≡ x
i
r
) (13)
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is null. By the way,these coordinates have nothing to do with the canonical coordinates
introduced above. The explicit relationship is
T = x− ≡ x0 − xn+1
yi =
lxi
x−
(i 6= n+ 1)
ρ =
xµx
µ
x2−
(14)
Their local structure is Sn ×R+, and a point in N+ can be specified by (x0, ni), where
x0 ∈ R+ and ~n2 = 1 is a point on the unit n-dimensional sphere, Sn, that is, a (n + 1)-
dimensional structure. The light cone can be visualized as a Sn sphere of radius x0.
The induced metric is, however, degenerate (that is, as a matrix it has rank n), because
the time differential is totally absent from the line element:
ds2+ = x
2
0dΩ
2
n (15)
where dΩ2n is the metric on the unit n-sphere, Sn, which in terms of angular variables reads:
dΩ2n ≡ dθ2n + sin θn2dθ2n−1 + . . .+ sin θn2 sin θn−12 . . . sin θ22dθ21 (16)
This means that, although singular as a metric on N+, the metric is perfectly regular
(actually the standard one) as a metric on the n-spheres t = constant.
The invariant volume element, however, vanishes, due to the fact that the determinant
of the induced metric is zero.
The metric con N+ inherits the homothecy giving rise to scale transformations on the
metric which now reads k ≡ x0∂x0 and still obeys
£(k)gαβ = 2gαβ (17)
Remarkably enough, the complete set of isometries of the three-dimensional metric (15)
includes the full Lorentz group, SO(1, 3). Please note that isometries are well-defined,
even for singular metrics, through the vanishing Lie-derivative condition £(k)gµν = 0,
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reflecting the invariance of the metric under the corresponding one-parametric group of
diffeomorphisms, although of course this is not equivalent to ∇µkν + ∇νkµ = 0 because
the covariant derivative (that is, the Christoffel symbols ) is not well defined owing to the
absence of the inverse metric.
The six Killing vectors that generate SO(1, 3) are :
J1 = cosφ
∂
∂θ
− cot θ sin φ ∂
∂φ
J2 = sin φ
∂
∂θ
+ cot θ cosφ
∂
∂φ
J3 =
∂
∂φ
K1 = −x0 sin θ sin φ ∂
∂x0
− cos θ sinφ ∂
∂θ
− cosφ
sin θ
∂
∂φ
K2 = x
0 sin θ cosφ
∂
∂x0
+ cos θ cosφ
∂
∂θ
− sin φ
sin θ
∂
∂φ
K3 = x
0 cos θ
∂
∂x0
− sin θ ∂
∂θ
(18)
Let us point out, however, that a slight shift in viewpoint uncovers an infinite group of
isometries.
The light cone can indeed be considered as the infinite curvature limit of EAdS. (cf.
[2]). The exact relationship between cartesian and horospheric coordinates in the infinite
curvature limit is:
x0 =
1
2z
(y2T + 1)
x3 =
1
2z
(y2T − 1)
xT =
yT
z
(19)
where the subscript transverse refers to the (1, 2) labels: yT ≡ (y1, y2). It is worth pointing
out that the coordinate z has got dimensions of energy, whereas the yT are dimensionless.
Horospheric coordinates then break down when x0 = x3; that is, when z = ∞. The
metric of the cone reads now
ds2 =
dy21 + dy
2
2
z2
(20)
7
It is a simple matter to recover the Killings corresponding to the Lorentz subgroup.
But there are more Killing vectors. First of all, the two translational ones, obvious in
these coordinates:
P1 ≡ ∂
∂y1
P2 ≡ ∂
∂y2
(21)
and some others as well. The fact that there is translation invariance in horospheric
coordinates in N+ is of great importance in the definition itself of the Green functions.
It is actually possible to give the general solution of the Killing equation in closed
form using our horospheric coordinates. Given an arbitrary harmonic function of the two
variables (y1, y2), it is given by:
k ≡ ( ∂
2
∂y21
f)z
∂
∂z
+ (
∂
∂y1
f)
∂
∂y1
− ( ∂
∂y2
f)
∂
∂y2
(22)
The finite transformations corresponding to those Killing vectors are:
y1 → y1 + ∂1f
y2 → y2 − ∂2f
z →
√
(1 + ∂1∂1f)2 + (∂1∂2f)2 (23)
The composition of two succesive transformations characterized by the harmonic functions
f and g is equivalent to the function
F (f, g) ≡ f(y1, y2) + g(y1 + ∂1f, y2 − ∂2f) (24)
The conmutator function is then easily found to be
[f, g] = f(y1, y2) + g(y1 + ∂1f, y2 − ∂2f)− g(y1, y2)− f(y1 + ∂1g, y2 − ∂2g) (25)
It is now clear that the isometry group of the four-dimensional light cone N+ is an
infinite dimensional group, which includes the Lorentz group as a subgroup.
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We find this to be a remarkable situation.
Even more remarkable is the fact that in higher dimension, when the total space gets
dimension d, say, so that the light cone has dimension d−1, and in horospheric coordinates
is characterized by z and ~y ∈ Rd−2, in such a way that the metric reads
ds2 =
d~y2
z2
, (26)
and the Killing equations are equivalent to
∂ikj + ∂jki = 2δijξ(~y) (27)
for the total vector
k = zξ(~y)∂z +
d−2∑
i=1
ki∂i (28)
But the equations (27) are precisely the equations for the conformal Kiling vectors of flat
(d−2)-dimensional space, known to generate the euclidean conformal group, SO(1, d−1),
isomorphic to the d-dimensional Lorentz group. To be specific ([12]),
ξ(~y) ≡ λ− 2~b.~y (29)
and the components on the y-directions read:
ki = ai + ωijy
j + λyi + biy
2 − 2~b.~yyi (30)
representing translations (a), rotations (ω(ij) = 0), scale transformations, (λ), and
special conformal transformations (b).
To summarize, the isometry group of the light cone at the origin, N+(0), is generically
the spacetime Lorentz group except in the four dimensional case, in which it expands to
the infinite group we derived above.
Also interesting are those transformations that leave invariant the metric up to a Weyl
rescaling (which should include our group as a subgroup). Those are the conformal isome-
tries which in four dimensions span the so called the Newman-Unti (NU) group (cf. [19]),
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i.e.
x0 → F (x0, z, z¯)
z → az + b
cz + d
(31)
where z is the complex stereographic coordinate of the sphere S2, and not the horospheric
coordinate. The NU group is also an infinite dimensional extension of the Mo¨bius group.
In the appendix we have worked out some illustrative examples.
The Bondi-Metzner-Sachs (BMS) subgroup consists on those transformations which are
linear in x0.
3 Riesz’ potential in the massless case.
The characteristic problem is much less well-known than the corresponding Cauchy prob-
lem. It only makes sense for hyperbolic equations, and then the problem is to determine
the solution in a suitable domain of dependence, given the field in a characteristic surface
(such as a light cone for the wave or Klein-Gordon equation). Is equivalent to a degenerate
Cauchy problem in that the derivative cannot be prescribed arbitrarily; the relationship
with the Dirichlet problem of the elliptic euclidean equation is subtle, and will be dealt with
(through some elementary examples) in an Appendix. It seems to have been completely
solved for the wave equation by d’Adhemar in 1905 (cf.[11]). Indeed, in the book [19] ref-
erence is made to the Kirkchhoff-d’Adhemar formula. In general the integrals needed when
the classic techniques of Kirkchhoff and Volterra are directly applied are divergent. In one
of the last chapters of the classic age of mathematical physics, J. Hadamard introduced
the concept of partie finie [15] in order to give a precise recipe to compute them. We shall
employ here, however, mainly the equivalent (although somewhat more general) alternative
solution elaborated by Riesz [20], and based on analytically continuing integrals depending
on a complex parameter in such a way that they are convergent in a particular region of
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the complex plane, a method which was to become popular among physicists many decades
later. The mathematical problems encountered are not unrelated to the ones appearing
when a precise meaning is given to the equations of motion in general relativity, or even
in classical electrodynamics. Dimensional regularization ([7]) can most likely be employed
here as well although we shall not pursue this avenue in this paper.
3.1 Generalities on the characteristic problem
In order to have a first look at the main differences between Goursat’s and Cauchy’s
problems, let us consider a scalar field in the interior of the light cone, C+, with prescribed
values on the cone itself, N+ (all this in flat n-dimensional Minkowskian space)
Φ|N+(t = r, ~n) = ψ(t, ~n) (32)
In ingoing (u) and outgoing (v) null coordinates
u ≡ t+ r
v = t− r (33)
the metric reads
ds2 = dudv − (u− v)
2
4
dΩ2n−2 (34)
The boundary is now v = 0, and it can be said that
Φ|N+(u, v = 0, ~n) = ψ(u, ~n) (35)
It is plain that the ∂
∂u
derivative is determined by the boundary condition:
∂uΦ(u, v = 0, ~n) = ∂uψ(u, ~n) (36)
but the ∂
∂v
derivative instead is unknown in principle:
∂vΦ(u, v = 0, ~n) ≡ f(u, ~n) (37)
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This is precisely the would-be extra data in a Cauchy problem, the analogous of the normal
derivative of the field at the initial surface.
In our case, however, this function f is not arbitrary, but instead it is fully determined
in terms of ψ through the wave equation in the cone:
4∂uf − 2n− 4
u
(∂uψ − f)− 4
u2
∆~nψ = 0 (38)
(where ∆~n is the laplacian on the sphere Sn−2). The ordinary differential equation that
the unknown function f obeys is easily solved:
f(u, ~n) =
1
4
u−(n−2)/2
∫ u
τ (n−2)/2dτ(
2n− 4
τ
∂uψ(τ) +
4
τ 2
∆~nψ(τ)) (39)
Please note that
∂tΦ|t=r = ∂uψ(u, ~n) + f(u, ~n) (40)
whereas
∂rΦ|t=r = ∂uψ(u, ~n)− f(u, ~n) (41)
which are different in general.
3.2 The Generalized Potential of Order a.
Let us consider the lorentzian generalization of the Riemann-Liouville integral (cf. Ap-
pendix)
Iaf(x) =
1
Hn(a)
∫
Dx
S
f(y)τa−nxy dy (42)
where τxy is the proper time (geodesic distance) between the points x and y, and
Hn(a) ≡ πn/2−12a−1Γ(a/2)Γ(a+ 2− n
2
) (43)
and DxS is the region bounded by the past light cone of the point x, N−(x), and the
codimension one hypersurface S. This construct satisfies
IaIb = Ia+b
✷Ia+2 = Ia (44)
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besides the characteristic property of the Riemann-Liouville integral
I0f = f (45)
One can then say in a certain sense that
I2 = ✷−1 (46)
3.3 Stokes’theorem at work
Let us indeed consider the integral over an arbitrary n-dimensional chain D
I ≡
∫
D
fd ∗ dg − gd ∗ df =
∫
D
d(vol)(f✷g − g✷f) (47)
where the invariant volume element is defined by
d(vol) ≡
√
|g|dx1 ∧ . . . ∧ dxn (48)
Stokes theorem guarantees that
I =
∫
D
d(f ∗ dg − g ∗ df) + dg ∧ ∗df − df ∧ ∗dg =
∫
∂D
(f ∗ dg − g ∗ df) (49)
Let us now consider as D the interior region bounded by two light cones in n-dimensional
Minkowski space, one corresponding to the future of the origin (N+(0) which is the charac-
teristic surface), and another one the past light cone of an arbitrary point,(N−(P ), where
P ≡ xµ.
Let us now consider the functions g ≡ τ 2λxy ≡ (x− y)2λ and f ≡ φ(x) is the solution we
are seeking for, ✷φ(x) = 0 and φ|N+(0) = ψ. We then have
2λ(n+ 2λ− 2)
∫
D
φ(y)(x− y)2λ−2 =
∫
∂D
(
φ ∗ dτ 2λxy − τ 2λxy ∗ dφ
)
(50)
The first integral is easily seen to be proportional to the Riemann-Liouville integral
I2λ+n−2φ =
1
Hn(n + 2λ)
∫
∂D
(
φ ∗ dτ 2λxy − τ 2λxy ∗ dφ
)
(51)
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N
−
(P)
N+(O)
O
D
P
Figure 1:
(where the well-known identity zΓ(z) = Γ(1 + z) has been used).
The main thrust of Riesz approach comes here: the first member tends to I0φ = φ (the
only instance allowed by dimensional considerations) when
λ→ 1− n/2 (52)
On the other hand, if we agree in defining the second member trough analytic continuation,
it is cleat that for Reλ large enough the part of the boundary including N−(P ) will not
contribute, and we are left with the only task of computing the integral over N+(0).
φ(x) = (I0φ)(x) = lim
λ→1−n
2
1
2n+2λ−1π
n
2
−1Γ(λ+ n
2
)Γ(λ+ 1)
∫
y∈N+(0)
(
φ(y) ∗ dτ 2λxy − τ 2λxy ∗ dφ(y)
)
(53)
3.4 The concept of characteristic propagator
The basic equation (53) , after integration by parts, can be expressed as an integral operator
of the type
φ(x) =
∫
y∈N+(0)
Dc(x, y)ψ(y) (54)
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mapping the characteristic data ψ into the bulk solution φ. We shall see in due time that
this definition is delicate, because there are cancellations between zeroes and poles which
appear only after integration.
Some general properties can be however drawn from the general formula (53). Please
note for example that given the fact that if x ∈ N+ x + a does not necessarily belong to
N+, there is no general reason why the propagator Dc ought to depend on the difference
x − y only. That is, if for a general function f we call (Taf)(x) ≡ f(x+ a) then in order
to show that the image of Taψ is Taφ we need translation invariance.
There is more in this point than meets the eye, as shall be seen in due course.
Exactly the same argument shows that in our case, the image of the scaled function
(TΩψ)(x) ≡ ψ(Ωx) is (TΩφ)(x), owing to the fact that acting on the first argument
Dc(Ωx, y) = Ω
2λDc(x, y) (55)
3.5 Three and four-dimensional examples
One on the main properties of the solution to Goursat’s problem (shared with Cauchy’s
problem) is that for even total spacetime dimensions the solution depends only on data
defined on the intersection of the past light cone of the point at which the solution is
evaluated, with the characteristic. This is the essence of Huyghens’principle, and we shall
call the corresponding codimension two surface Huyghens surface H ≡ N−(P ) ∩ N+(0).
For odd spacetime dimensions this is not so, and the integrals span the whole codimension
one region of the characteristic preceding the Huyghens surface.
Let us be specific in the simplest situations. In a n = 2 + 1 dimensional spacetime
∗ dφ = ∂φ
∂t
rdr ∧ dθ + ∂φ
∂r
rdt ∧ dθ − ∂φ
∂θ
rdt ∧ dr (56)
On the future light cone of the origin, t = r the last term vanishes, yielding (u = t + r)
∗ dφ = 2r∂φ
∂u
dr ∧ dθ (57)
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Instead of using the coordinate r, it is convenient to employ (only to the effect of the
computation of the integral) the square of the proper time measured from the point P ≡
(x¯µ), that is
R ≡ τ 2 = (x¯− x)2 = x¯2 + 2r(x¯1 cos θ + x¯2 sin θ − x¯0) (58)
This leaves us with
φ(3)(x¯) = lim
λ→−1/2
∫
dθ
2π
∫ x¯2
0
[
ψ(Rx¯, θ)λR
λ−1
x¯
Rx¯ − x¯2
2(x¯1 cos θ + x¯2 sin θ − x¯0)
−Rλx¯
∂ψ
∂u
Rx¯ − x¯2
2(x¯1 cos θ + x¯2 sin θ − x¯0)2
]
dRx¯ (59)
Now we can write (we shall suppress the subindex in R unless the equation is prone to
confusion)
∂ψ
∂u
=
∂ψ
∂R
(x¯1 cos θ + x¯2 sin θ − x¯0) (60)
and performing integration by parts we can reach an expression without derivatives of ψ,
which for our present purposes is best suited;
φ(3)(x¯) = lim
λ→−1/2
∫
dθ
2π
1
2(x¯1 cos θ + x¯2 sin θ − x¯0)
∫ x¯2
0
dRRλ−1[(1 + 2λ)R− 2x¯2λ]ψ(R, θ)
(61)
It is not difficult to check that when the data on the cone are constant, such as ψ = 1
then the result of the integration is also constant, i.e., φ = 1.
The solution thus obtained enjoys simple properties under rescalings; to the seed
ψΩ(x¯) (62)
it corresponds the solution
Ω2λ+1φ(x¯) (63)
and the whole characteristic problem is scale invariant for the critical value of λ, as it
should.
By using a delta source as initial function
ψ = δ(R −R′)δ(θ − θ′) (64)
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(which depends also on x¯ through the variable R), we get the characteristic boundary-bulk
propagator
Kb−B(3) (x¯, R
′, θ′) =
H(x¯2 − R′)H(R′)
4π(1 + λ)
[(1 + 2λ)R′ − 2x¯2λ](R′)λ−1
x¯1 cos θ′ + x¯2 sin θ′ − x¯0 (65)
where H(x) is the Heaviside step function. It is instructive to consider the limit when the
point x¯ approaches N+(0), the future light cone of the origin. Let us put
x¯2 = ǫ2 (66)
so that
t¯ = r¯ +
ǫ2
2r¯
(67)
An easy integration shows that
H(ǫ2 − R′)H(R′) ∼ ǫ2δ(ǫ2 − R′) + o(ǫ4) (68)
The ǫ-dependent part of the integrand is then
− ǫ
2λ+2
[r¯(1− cos (θ′ − θ¯)) + ǫ2
2r¯
]
(69)
Now using the well-known fact that
lim
ǫ→0
ǫβ
(ǫ2 + ~x2)α
=
πα−β/2Γ(β/2)
Γ(α)
δn=(2α−β)(~x) (70)
we get
K3 → 2r¯
2π
π−λΓ(1/2)
Γ(1)
δ−2λ(2r¯
√
(1− cos (θ′ − θ¯))δ(R′) (71)
In the limit when λ→ −1/2 this yields
2r¯
√
π
√
π
2π
1
r¯
δ(θ′ − θ¯)δ(R′) = δ(θ′ − θ¯)δ(R′) (72)
Let us now turn our attention towards the solution of the four-dimensional (1 + 3)
characteristic problem, which can be given through (where we represent by ω ≡ (θ, φ) the
polar coordinates of a point ~n, ~n2 = 1 in the unit two-sphere S2, and dΩ2 ≡ sin θdθ ∧ dφ),
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φ(4)(t¯, r¯, Ω¯) = lim
λ→−1
1
H4
∫
dΩ
∫ τ2
2H
0
dt(2t)
[
τ 2 + 2(λ+ 1)Ht]λ−1 [τ 2 − 2(λ+ 1)Ht]ψ(t,Ω)
(73)
with the boundary value given by:
ψ(t,Ω) ≡ φ(4)(t, t,Ω) (74)
and the constant
H4 = π2
3+2λΓ(2 + λ)Γ(1 + λ) =
2π
λ+ 1
(75)
We have liberally introduced Riesz’ parameter λ (eventually to be taken towards λ→
−1) into several definitions:
τ 2 ≡ t¯ 2 − λ2r¯ 2
H ≡ t¯+ r¯λ cos γ
cos γ ≡ ~¯n.~n
(76)
Again, it is not difficult to check that under rescalings
ψΩ → Ω2+2λφ (77)
The characteristic boundary-bulk propagator can be easily read from the above formula
Kb−B(4) (t¯, r¯, Ω¯; t,Ω) = limλ→−1
−λ+ 1
π
t
[
τ 2 − 2Ht]λ−1 [τ 2 − 2(λ+ 1)Ht]H( τ 2
2H − t) (78)
We define an angular function G through:
G = 1 + λ cos γ (79)
so that the kernel can be particularized to N+(0), yielding
K|N+ = lim
λ→−1
−(λ + 1)
2
π
t′tλ
[
t(1− λ2)− 2t′G]λ−1 [t(1− λ)− 2t′G] (80)
which can be easily shown to enjoy the properties of a delta-function when λ→ −1, as it
should.
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4 The Characteristic boundary-bulk propagator for
Masssive fields.
In this case Riesz has shown [20] that the roˆle of the proper time, τa−n in the Riemann-
Liouville integral is played by
wa(x, y) ≡ (τxy/m)
a−n
2
πn/2−12(a+n)/2−1Γ(a/2)
J a−n
2
(mτxy) (81)
which obeys
(✷x +m
2)wa+2 = (✷y +m
2)wa+2 = wa (82)
it being a solution of the Klein-Gordon equation when a = 2:
(✷+m2)w2 = 0. (83)
The corresponding Riesz integral is
Ia(m)f(x) ≡
∫
D
f(y)wa(x, y)dy (84)
and it obeys relations analogous to the ones we got in the massless case, i.e.
Ia(m)I
b
(m) = I
a+b
(m)
(✷+m2)Ia+2(m) = I
a
(m) (85)
Stokes theorem can again be applied to the region D, with two arbitrary functions
(0-forms) f and g,
∫
D
[(
fd ∗ dg +m2fg dv)− (d ∗ df ∧ g +m2fg dv)] =
∫
∂D
[f ∧ ∗dg − ∗df ∧ g] (86)
where dv =
√|η| dnx is the volume form in D.
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Let us now take f a solution of the Klein-Gordon equation and g a particular combi-
nation of funtions, namely
f = φ (87)
so that (
1√|η| d ∗ d+m2
)
φ = (✷+m2)φ = F (x) (88)
and
g(λ) =
(
τ
m
)λ
Jλ(mτ)
π
n−2
2 2λ+n−1Γ(2λ+n
2
)
(89)
which obeys (
1√|η| d ∗ d+m2
)
g(λ) = (✷+m2)g(λ) = g(λ−1) (90)
where τ = dPQ is the geodesic distance from P ≡ (x¯µ) to another point Q ≡ (xµ) in the
domain D, and Jν is the Bessel function J of order ν.
Using again the analytic continuation idea we get
φ(x¯) = lim
λ→ 2−n
2
1
π
n−2
2 2λ+n−1Γ(4λ+n
2
)
[ ∫
D
dt dn−1~x F (t, ~x)
( τ
m
)λ
Jλ(mτ)
+
∫
N+
(
φ ∗ d
[( τ
m
)λ
Jλ(mτ)
]
− ∗dφ
( τ
m
)λ
Jλ(mτ)
)]
(91)
Let specialize to the three dimensional case (without sources), with given data on the
surface N+. It is convenient to put the integral in terms of the proper time τ , then the
result is
φ(3)m (x¯) =
√
m
8π
lim
λ→−1
2
∫ 2π
0
dθ
∫ √x¯2
0
dτ
τ 2 − x¯2
2(r¯ cos(θ¯ − θ)− t¯)
[ (
λτλ−1Jλ(mτ)
+mτλJ ′λ(mτ)
)
ψ(τ, θ)− τλJλ(mτ)∂ψ(τ, θ)
∂τ
]
(92)
where ψ is the data known over N+. If we perform an integration by parts we obtain an
explicit kernel,
φ(3)m (x¯) =
√
m
8π
lim
λ→−1
2
∫ 2π
0
dθ
∫ √x¯2
0
dτ
1
(r¯ cos(θ¯ − θ)− t¯)
[(
(λ+ 1)τ 2 − λx¯2) τλ−1Jλ(mτ)+
m(τ 2 − x¯2)τλJ ′λ(mτ)
]
ψ(τ, θ) (93)
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Please note that in the m→ 0 limit we recover the massless result.
5 Scalar Fields in Milne space
Let us now consider a scalar field in the interior of the light cone of flat n+ 2-dimensional
space, C+, with prescribed values on the cone itself, N+
S =
∫ √
gdn+2x
1
2
[gµν∂µΦ∂νΦ−m2Φ2] (94)
where gµν is the flat Minkowski metric and
Φ|N+(t = r, ~n) = ψ(u, ~n) (95)
Other spins can be treated similarly. All calculations will turn out to be well-defined and
finite; no ambiguities will arise in the boundary action, whose formula is universal, for
massless as well as massive fields.
Stokes theorem guarantees that the action on shell can be written as
SN+ = −2−(2+n)
∫ ∞
0
du un
∫
Sn
√
gsdη1 ∧ . . . ∧ dηnψ(u, ~η) d
du
ψ(u, ~η) =
−2−(n+2)
∫ ∞
0
duun
d
du
Sψ2(u) (96)
(gs is the determinant of the metric on the sphere Sn) and where the spherical mean of the
boundary field ψ2 is defined by averaging over the unit sphere (cf. [16])
Sψ2(u) ≡ 1
2
∫
Sn
√
gs dη1 ∧ . . . ∧ dηn ψ(u, ~η)2 (97)
Incidentally, one could think that this whole procedure is not coordinate invariant, because
it is defined on a null surface which enjoys a degenerate metric, but actually Stokes’theorem
can be formulated entirely in terms of forms. The action can be rewritten as
S =
1
2
∫
M
(dΦ ∧ ∗dΦ) = 1
2
∫
(d[Φ ∧ ∗dΦ]− Φ ∧ d ∗ dΦ) (98)
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with
d ∗ dΦ = ∇α∇αΦd(vol) (99)
giving on shell
SN+ =
1
2
∫
∂M
Φ∇ρΦ√gǫρµ1...µn+1dxµ1 ∧ . . . ∧ dxµn+1 (100)
which indeed reproduces (96).
It can be said that the induced determinant is not the determinant of the induced
metric (which indeed vanishes).
Let us define in general scale transformations in presence of a gravitational field from
Weyl transformations of the metric
gµν → Ω2gµν (101)
This is the proper generalization of a scale transformation
x→ Ωx (102)
when the metric is not constant.
The naive scale dimension of the field is defined so that the kinetic energy remain
invariant, i.e.
φ→ Ω−n/2φ (103)
With this set of rules, the complete boundary action
SN+ =
1
2(n+ 1)!
∫
∂M
Φ∇σgσρΦ√gǫρµ1...µn+1dxµ1 ∧ . . . ∧ dxµn+1 (104)
stays invariant as well, provided boundary fields are assigned the same scale dimension as
the bulk fields.
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5.1 Point Splitting
It is possible to bound the integration over the variable u with an upper limit, say U .
Assuming that the prescribed boundary values for the field are analytic in this same variable
ψ(u, ~η) ≡
∞∑
n=0
ψn(~η)u
n, (105)
this yields
SN+ = −2−(n+2)
∫ 1
0
dη1 . . . dηn
1√
1− ~η2
∑
n1,n2=0
Un+n1+n2
n+ n1 + n2
ψn1(~η)ψn2(~η) (106)
We can always introduce point splitting through Riesz’delta function, defined as
δRǫ (~η − ~η′) ≡ △
1
|~η − ~η′|n−2−ǫ =
ǫ(n− 2− ǫ)
(n− 2)Vn−1|~η − ~η′|n−ǫ (107)
where Vn−1 is the volume of the unit sphere Sn−1. This is such that
limǫ→0 = δ
R
ǫ (~η − ~η′) = δ(~η − ~η′) (108)
The result of the point split is (with the limǫ→0 understood),
SN+ = −2−(n+2)
∫ 1
0
d~ηd~η′
1√
1− ~η2
∑
n1,n2=0
Un+n1+n2
n + n1 + n2
ψn1(~η)ψn2(~η
′)
ǫ(n− 2− ǫ)
(n− 2)Vn−1|~η − ~η′|n−ǫ
(109)
It is clearly possible to choose
Un+n1+n2ǫ(n− 2− ǫ) = 1 (110)
Nothing prevents us from using a different limit in each term in the sum, i.e.,
ǫn1,n2 ∼
2
n− 2U
−(n+n1+n2) (111)
(the error in the approximation will then be different for each value of (n1, n2)). This yields
SN+ = −2−(n+2)
∫ 1
0
d~ηd~η′
1√
1− ~η2
∑
n1,n2=0
1
n+ n1 + n2
ψn1(~η)ψn2(~η
′)
1
(n− 2)Vn−1|~η − ~η′|n
(112)
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5.2 Boundary-boundary Propagators for massless scalar fields
Let us introduce the definition in terms of the Riemann-Liouville integral (cf. equation
(42)
φλ ≡ I2λ+n−2φ (113)
and using the fact that I0φ = φ, we can write φ1−n/2 = φ, assumed to be on shell.
We have
✷Ia = Ia−2 (114)
which translates into
✷φλ = φλ−1 (115)
(All Iaφ vanish when a is a negative integer owing to the fact that the constant prefactor
then involves a Gamma function of a negative integer in the denominator. This forces
upon us
φλ = 0 (116)
for λ = 1− n/2− Z+)
Using the boundary limit 2 of Riesz’ boundary-bulk propagator (80), the boundary
action for a four-dimensional massless scalar field is
SλN+ = −
∫
dtdt′
∫
S2(t)
t2dΩ
∫
S2(t′)
(t′)2dΩ′ ψ(t,Ω) Dλ(t, t
′,Ω,Ω′) ψ(t′,Ω′)− Sλbulk (117)
where the bulk contribution is due to our analytic regularization:
Sλbulk =
∫ √
gdn+2x
1
2
ΦλΦλ−1 (118)
and vanishes when λ takes on its physical value.
2This limit is always delicate, because sensu stricto it is always a delta function. Any finite result
necessarily involves some sort of smearing of this delta function.
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The propagator is proportional to the differentiated kernel, namely
Dλ(t, t
′,Ω,Ω′) ≡ 1
t2(t′)2
(∂t + ∂r)K|N+ =
2
t2(t′)2
∂uK|N+ = −
2λ(1 + λ)2
π
1
t′
tλ−3
[
t(1− λ2)− 2t′G]λ−2 [t2(1− λ2)(1− λ)− 2tt′G(1− λ2) + 2(t′)2G2] (119)
When λ → −1 it vanishes owing to the (1 + λ)2 factor in front. What happens when
computing the solution is that if the integrations in the action (117) are performed in the
correct order, that is, for generic λ before taking the limit, λ→ −1 a pole in 1
(1+λ)2
appears
which cancels the above zero in such a way the the ensuing limit is smooth.
The situation is not unlike the one with evanescent operators when analyzing anomalies
using dimensional regularization. It is essential to keep this point in mind when use is made
of Goursat propagators.
The scale dimension (corresponding to x → Ωx) of the scalar field is d(ψ) = −1. The
propagator scales as D → Ω2λ−4D which implies for the boundary action
SN+ → Ω2λ+2SN+ (120)
5.3 The regularized boundary and the infinite curvature limit
Let us now imagine that we regulate Milne’s space and we define it as the interior of the
hyperboloid
uv =
1
m2
(121)
The characteristic problem is now replaced by a Cauchy problem, which will reduce to the
corresponding Goursat problem when µ→∞ if the initial value of the derivative is chosen
in an adequate way. In doing so we are losing one of the most important properties of our
problem, namely, its conformally invariant character.
Incidentally, the induced metric on all hyperboloids is what could be called euclidean
anti-de Sitter, (cf. [1]) with isometry group SO(1, 3) 3 which in our conventions has all
3This means that in many respects EAdS is more similar to de Sitter than to AdS.
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coordinates spacelike
ds2ind = −
1
1 +m2r2
dr2 − r2dΩ2 (122)
When the parameter m→∞ the euclidean EAdS metric degenerates in the metric of the
light cone N+. It can then be said in this sense that the lightcone is the infinite curvature
limit of EAdS. Precisely in this limit the isometry group is inherited from the adequate
form of the anti de Sitter group namely SO(1, 3), the four-dimensional Lorentz group, as
we have already seen.
Please remember now that although the boundary of a boundary vanishes, the confor-
mal boundary of a boundary (whether conformal or not) does not have to vanish, as we are
witnessing now.
We can expect this approximation (that is, the metric of EAdS to look like a light
cone N+) to be valid for length scales much larger than the one defined by the curvature
inverse, i.e. it is a low energy approximation, valid for E << l−1.
For the light cone itself horospheric coordinates are somewhat similar to the flat coor-
dinates using to represent the sphere in stereographic projection, em except that we now
have translational invariance in the y-coordinates.. The (singular) boundary-boundary
propagator we get from EAdS in this way (when l ≡ ǫ→ 0) is:
∆b−b ≡ ǫ
nΓ(n)
πn/2Γ(n
2
)
zn
|~y − ~y′|n (123)
This propagator is translationally invariant.
6 The effect of nontrivial gravitational fields
The most interesting situation from the physical point of view is when there is a nontrivial
gravitational field present. Mathematically this means that the metric
ds2(y, ρ) ≡ hij(y, ρ)dyidyj (124)
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is not flat. It would be simpler if the metric at the finite boundary were still flat, i.e.
hij(y, ρ = 0) = −δij (125)
The uniqueness of Goursat’s problem for Einstein’s equations, however, implies that in this
case the whole n+ 2-dimensional manifold has to be flat.
This means that we have to allow for a nontrivial metric at the boundary,
hij(y, ρ = 0)) ≡ gij(y) (126)
where the metric depends only on the combinations (14)
yi ≡ x
i
x−
(127)
Assuming analiticity, we can expand all fields in the neighborhood of the boundary, located
at ρ = 0:
hij(y, ρ) = gij(y) + ρh
(1)
ij (y) + . . . (128)
In cartesian coordinates, xµ, the boundary ρ = 0 coincides with the light cone x2 = 0.
The fact that the coordinate ρ has to be positive means that the whole manifold is still in
cartesian coordinates the interior of the forward light cone of the origin: a sort of curved
Milne space.
The metric reads
ds2 = ηµνdx
µdxν +
x2−
l2
(gij + δij)dy
idyj +
x2
l2
h
(1)
ij (y
i)dyidyj + . . . (129)
There are then two modifications to the flat cone picture worked out in previous sections
of the paper: the first one is proportional to (gij + δij) (that is, to the initial conditions
of the gravitational Goursat problem), and the second one is proportional to x2; that is, to
the distance to the boundary.
Even the first term implies all sort of non-diagonal terms in the metric in cartesian
coordinates of the type dxidt, dxn+1dt, dx
idxn+1 as well as modifications of the old diagonal
terms.
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We are reaching the point in which the use of canonical coordinates is more or less
unavoidable.
6.1 Canonical coordinates
Canonical coordinates, although better suited for generalizations are not too easy to visu-
alize. For example, the light cone of the origin reads
N+(0) ≡ {ρT 2 = 0} (130)
whereas the past light cone of the point P , with barred coordinates takes the complicated
expression:
N−(P ) ≡ {(1− T
T¯
)ρ+ (1− T¯
T
)ρ¯+
(~y − ~¯y)2
l2
= 0} ∪ {TT ′ = 0} (131)
and the Huyghens surface is even more cumbersome:
H ≡ {(1− T¯
T
)ρ¯+
(~y − ~¯y)2
l2
= 0} ∪ {TT ′ = 0} (132)
In conclusion, even when working with canonical coordinates (which we will do from
now on), it is convenient to keep in mind the geometrical setup corresponding to cartesian
coordinates, i.e., the boundary as a light cone of the origin in some extended manifold.
6.2 Brown-York quasilocal energy
It is interesting to characterize the gravitational field through the Brown-York (BY) quasilo-
cal energy (cf.[8][17]) which is defined for a large set of boundary conditions.
To begin with, a definition of time evolution is necessary. This is equivalent to a foliation
by a family of spacelike hypersurfaces, which will be denoted by Σ⊥ for reasons that shall
become apparent in a moment.
• It could seem that the simplest of those is
T = constant (133)
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This are fine, except that its elements are null surfaces. Some limiting process, akin
to the one worked out in [9] is then necessary.
• On the other hand, constant cartesian time (14)
t = constant =
T
2
(1 + ρ+
~y2
l2
) (134)
enjoy a normal vector proportional to
∂
∂T
+
1
T
(1− ρ+ ~y
2
l2
)
∂
∂ρ
+
1
T
hijyj
∂
∂yi
(135)
The problem with that is that it is now necessary to regularize the boundary of the
extended n + 2 spacetime, by defining a new function
f(T, ρ, y) = 0 (136)
say. In order to aply the BY formalism, it is exceedingly convenient to choose a
boundary which intersects the foliation orthogonally. The corresponding differential
equation is in this case quite complicated, and depend on the y- coordinates.
• This leads to our next foliation by spacelike hyperboloids
t2 − r2 = t¯2 (137)
(which reduce to the cone itself when t¯→ 0).
In canonical coordinates this foliation reads
ρT 2 = t¯2 (138)
Please note that this corresponds to surfaces of constant norm of the CKV (5).
The unit normal vector in this case is given by
T√
t¯
∂
∂T
(139)
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so that the boundary of the spacetime is orthogonal to the foliation as long as
∂
∂T
f = 0 (140)
In cartesian coordinates this means that
∂−f = 0 (141)
• Perhaps the simplest possibility is the one we formerly used in [1], that is,
ρ = ǫ (142)
This leads to an energy
E ≡ 1
κ2n+2
∫
Bn
d(vol)n(K −K0) (143)
where K is the trace of the extrinsic curvature of the imbedding Bn →֒ Nǫ and K0
the same quantity for the imbedding Bn →֒ Rn
The quasilocal energy is then defined in the n-dimensional surface Bn ≡ ∂M ∩ Σ⊥,
the intersection of the boundary of our spacetime, ∂M , with a leave in the chosen
foliation say, Σ⊥, which is a codimension two submanifold,whose metric is
ds2 =
L2
ǫl2
hijdx
idxj (144)
Using the Ricci-flatness condition (that is, Einstein’s equations), it has been shown
in [1] that the energy can be expressed as:
E = −L
n−1
κ2
∫
B∩Σ⊥
1
lnǫn/2
√
hdnx(−n + ǫhklh′kl) (145)
The quasilocal energy has to be refered to a particular template, which is to be
attributed the zero of energy. In our case this would mean to substract the energy
of the flat six dimensional space, and stay with
E = − 1
κ2
∫
dnx
Ln−1
lnǫ
n
2
√
|h|ǫhijh′ij (146)
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which is such that its ǫ-independent part is proportional to E4 +W4 with non-zero
coefficient where E4 is the integrand of the four dimensional Euler character and W4
is the four dimensional quadratic Weyl invariant.
It is indeed remarkable that this is the correct form (up to normalization) for the
conformal anomaly for conformal invariant matter (we have checked that this remains
true in six dimensions). This fact allows for an identification of the central function
of the putative CFT, namely,
c =
l4
κ26
(147)
Although at first sight it is natural to take ǫ → 0, because in that way we cover as
much space as possible, this is a point in need of clarification.
6.3 Perturbative expansion
Written in canonical coordinates, the wave operator reads
✷ =
l2
T 2
✷y[h] +
4
T
∂
∂ρ
∂
∂T
+
2n− 4
T 2
∂
∂ρ
− 4ρ
T 2
∂2
∂ρ2
+
2
T
∂ ln
√
h
∂ρ
∂
∂T
− 4ρ
T 2
∂ ln
√
h
∂ρ
∂
∂ρ
(148)
All the difference from the wave operator corresponding to Milne space
✷x =
l2
T 2
✷y +
4
T
∂
∂ρ
∂
∂T
+
2n− 4
T 2
∂
∂ρ
− 4ρ
T 2
∂2
∂ρ2
(149)
stems from the appearance of hij(x, ρ) instead of δij . The interpretation of the full space as
the interior of a cone in flat space is, of course, lost. However, the fact that hij is analytic
around the boundary, ρ = 0 means that the full wave operator can be written as
✷ = ✷x +
∞∑
n=1
ρnDn (150)
where Dn are differential operators, whose explicit form is known in terms of the metric hij .
It is now a simple matter to solve the scalar wave equation perturbatively, by representing
Φ ≡
∑
Φnρ
n (151)
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We have, for example,
(✷x +m
2)Φ1 = −D1Φ0 (152)
where Φ0 is a solution of the Minkowskian equation
(✷x +m
2)Φ0 = 0 (153)
The introduction of a nontrivial gravitational background does not present then any prob-
lems in principle: the equation (152) can be solved by using Riesz’propagator for the
Klein-Gordon equation with known second member −D1Φ0 (91).
7 Concluding remarks
In conclusion, we have unveiled a rich conformal structure in the finite conformal bound-
ary of the Ricci flat family of spacetimes with vanishing cosmological constant we have
endeavoured to study. The main property of those spaces from the present point of view is
that the Cauchy problem is not well posed, and one has to solve a Goursat, or character-
istic problem instead. Once one does that, there is a mapping between fields at the finite
boundary and fields in the bulk.
Actually, we have got two such propagators; one coming from the Riesz potential, which
is not manifestly translationally invariant in spherical coordinates, and another one coming
from the infinite curvature limit of constant curvature spaces, which enjoys this property in
horospheric coordinates. We have argued for the physical equivalence of both approaches,
but a more explicit treatment is perhaps desirable. The relationship of this whole mapping
with the matrix models of [5] is intriguing and seems worth exploring in detail.
The fact that the trace of the Brown-York energy-momentum tensor is proportional (in
four euclidean dimensions) to the conformal anomaly for conformally invariant matter is
probably suggesting a relationship with some conformal field theory, although we have not
been able to compute the precise value of the proportionality constant.
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It also remains to study the interplay between the finite boundary at ρ = 0 and J + ,
which is a sort of half an S-matrix, in the hope that it will unveil some of the mysteries of
holography with vanishing cosmological constant.
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A Conformal isometries of the light cone
It is quite simple to check that, for example boosts in the (n + 1) direction lead to scale
transformations on the sphere Sn: Calling x ≡ xn+1 and ~xT ≡ (x1 . . . xn) the boost reads,
in terms of the rapidity χ (we shall employ in this section the notation x0 ≡ t).
t′ = t coshχ + x sinhχ
x′ = t sinhχ+ x coshχ (154)
which on the cone t = r (so that a fortiori, t′ = r′), yields
r′ = r coshχ+ x sinhχ
x′ = r sinhχ+ x coshχ (155)
This gives (n ≡ x
r
=
√
1− ~η2 with ~η ≡ ~xT
r
)
r′
r
= n sinhχ+ coshχ (156)
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which is enough to determine the transformation of the metric on N+ through:
~η′ =
1
coshχ + sinhχ
√
1− ~η2~η (157)
ds2+ = t
2[
(~ηd~η)2
1− ~η2 + d~η
2] = t2(δij +
ηiηj
1− ~η2 )dηidηj (158)
namely (taking into account the transformation of the prefactor t2)
(ds′+)
2 = (coshχ+ n sinhχ)2
1
(coshχ+ n sinhχ)2
ds2+ (159)
Note that precisely √
g′+ =
√
g+(coshχ+ n sinhχ)
−n (160)
This relationship is actually quite general: by noticing that the equation of the sphere Sn
n∑
1
(niT )
2 + n2 = 1 (161)
can be rewritten as
n∑
1
(xi)
2 + x2n+1 = x
2
0 (162)
It is now clear that a Lorentz transformation of O(1, n+1) acts projectively on the sphere;
from
(xµ)′ = Lµ νx
ν (163)
we get for a, b = 1 . . . (n + 1)
(na)′ =
La 0 + L
a
bn
b
L0 0 + L0 bnb
(164)
i.e., the Moebius group of conformal transformations of the sphere, which are known to
exhaust all conformal motions of Sn. Only when L
0
0 = 1 and L
0
b = 0 (that is, for pure
O(n+ 1) rotations) do we get an isometry.
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The general Moebius transformation in terms of the independent variables reads:
η′i =
Li 0 + L
i
n+1
√
1− ~η2 + Li lηj
L0 0 + L0 n+1
√
1− ~η2 + L0 jηj
(165)
Physics on the cone is quite simple: time evolution is equivalent to a scale transforma-
tion on the radius of the sphere.
In cartesian coordinates the degenerate metric on the cone reads
ds2 = (
xixj
r2
− δij)dxidxj (166)
A.1 Three and four-dimensions
We shall give in the main body of the paper explicit examples of propagators in three
and four dimensions. Let us begin here by analyzing conformal motions in detail for those
examples.
In d = 1 + 2 dimensions the metric on the cone reads
ds2 = t2(1 +
η2
1− η2 )dη
2 = t2dθ2 (167)
with the identification η ≡ sin θ.
A boost such as
B =


coshχ sinhχ 0
sinhχ coshχ 0
0 0 1


induces the transformation
η′ =
sinhχ+ η coshχ
coshχ+ η sinhχ
(168)
and
t′
t
=
r′
r
= cosχ+ η sinhχ (169)
namely,
dθ′ =
dθ
coshχ+ sinhχ sin θ
(170)
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In d = 1+3 dimensions the metric on the cone is usefully written in complex coordinates
through stereographic projection
z ≡ n1 + in2
1− n3 (171)
A boost such as
B =


coshχ 0 0 sinhχ
0 1 0 0
0 0 1 0
sinhχ 0 0 coshχ


induces the transformation
n′1 =
n1
coshχ+ n3 sinhχ
n′2 =
n2
coshχ+ n3 sinhχ
n′3 =
sinhχ+ n3 coshχ
coshχ+ n3 sinhχ
(172)
and
t′
t
=
r′
r
= coshχ+ n3 sinhχ (173)
that is
z′ =
1
coshχ− sinhχz = (coshχ + sinhχ)z (174)
as well as
t′
t
=
r′
r
=
coshχ+ sinhχ+ |z|2(coshχ− sinhχ)
1 + |z|2 (175)
which acts as a conformal transformation on the metric of the Riemann sphere S2
ds2 =
4dzdz¯
(1 + |z|2)2 (176)
and is compensated on the cone t = r by the transformation of t2. A well-known theorem
(cf., for example, [19]) guarantees that all Lorentz transformations can be represented as
elements of SL(2,C):
z′ =
az + b
cz + d
(177)
where a, b, c, d ∈ C and ad− bc = 1.
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B Fractional Derivatives and The Riemann-Liouville
Integral
Fractional derivatives can be defined from
D−1f ≡
∫ x
0
f(t)dt (178)
and
D−nf ≡ 1
(n− 1)!
∫ x
0
f(t)(x− t)n−1dt (179)
so that
D−1D−nf =
∫ x
0
dt
1
(n− 1)!
∫ t
0
duf(u)(t− u)n−1 =
∫ x
0
du
1
(n− 1)!
∫ x
u
dtf(u)(t− u)n−1 =
1
n!
∫ x
0
duf(u)(t− u)n
∣∣∣x
u
≡ D−(n+1)f (180)
The Riemann-Liouville integral is the inmediate generalization of this, namely,
D−λf(x) ≡ 1
Γ(λ)
∫ x
a
dtf(t)(x− t)λ−1 (181)
It is now easy to check the basic property that
D0f(x) ≡ lim
λ→0
Dλf = lim
λ→0
λ
(∫ x
a
dt(x− t)λf
′
λ
− f(t)(x− t)
λ
λ
∣∣∣x
a
)
= f(x) (182)
The n-dimensional generalization is straightforward in the euclidean case, and a litle
bit less so in the lorentzian situation, which is the one considered by Riesz.
C Timelike boundary versus null boundary.
In the well-known example of Maldacena’s AdS/CFT ([18][23]) the way it works is that data
are given on the conformal (Penrose) boundary, which is timelike. In global coordinates
the space reads
ds2 =
l2
cos2(ρ)
(dτ 2 − dρ2 − sin2(ρ)dΩ2d−2) (183)
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where 0 ≤ ρ < π/2 and 0 ≤ τ < 2π, and the boundary is located at ρ = π/2, a timelike
surface indeed. The space as such has closed timelike curves, a fact which disappears when
the covering space is considered (namely −∞ < τ < ∞). In this case, the domain of
dependence of data on the boundary encloses the full space.
Cauchy’s problem with data on a timelike surface does not have a solution in general.
Goursat [?] has studied some particular examples.
τ=2pi
τ=pi
τ=0
ρ=0 ρ=pi/2
Figure 2: Horospheric coordinates only cover half of the whole anti de Sitter space ( namely
the portion which is not filled).
In the AdS case however the solution of the related riemannian Laplace problem, that
is, the operator obtained by replacing all minus signs by pluses in the metric, gives results
for the propagator which are related by analytical continuation to the ones obtained with
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lorentzian signature (except for some subtleties related to the presence of normalizable
modes ([23]).
This is not true anymore for the Goursat’s characteristic problem. Let us consider, the
three-dimensional case to be specific. The analytical continuation of the hyperboloid
Hǫ ≡ t2 − x2 − y2 = ǫ2 (184)
is the sphere
Sǫ ≡ t2 + x2 + y2 = ǫ2 (185)
The solution to the exterior Dirichlet problem on the sphere Sǫ for Laplace’s equation
is given by the Poisson integral (cf. [10]) which expressed in three-dimensional polar
coordinates reads
Φ(R, θ, φ) =
ǫ(R2 − ǫ2)
4π
∫ 2π
0
dφ′
∫ π
0
dθ′
f(θ′, φ′)sin θ′
(ǫ2 +R2 − 2ǫRcos γ)3/2 (186)
where f(θ, φ) is the Dirichlet datum on Sǫ and
cos γ ≡ cos θ cos θ′sin θ sin θ′ cos (φ− φ′) (187)
It will prove instructive to consider some examples in detail. In particular, the solution
which reduces to
t2 ≡ ǫ2cos2 θ (188)
is easily found 4 to be:
ΦE =
ǫ2
3
+
2t2 − x2 − y2
3
(190)
The corresponding analytic continuation
ΦL =
ǫ2
3
+
2t2 + x2 + y2
3
(191)
4Using, for example, that in terms of Legendre polynomials,
x
2 =
2
3
P2(x) +
1
3
P0(x) (189)
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is indeed a solution of the wave equation with Lorentzian signature which reduces on Hǫ
to t2. The problem is that from the point of view of Hǫ t
2 and r2 are the same thing, which
is not true from the point of view of Sǫ.
For example, the solution of Laplace’s equation which reduces on Sǫ to r
2 = x2 + y2 is
ΦE =
2ǫ2
3
+
1
3
(x2 + y2 − 2t2) (192)
which upon analytic continuation reduces to a solution which tends to −φchar when ǫ→ 0
In the same vein, one could consider the solution of Laplace’s equation which reduces
to
λt2 + (1− λ)(x2 + y2) (193)
All of them are equivalent from the point of view of the characteristic problem. From the
Laplace viewpoint, however, they are equivalent to (1− λ)ǫ2 + (2λ− 1)t2. The result is
ΦE =
(2− λ)ǫ2
3
+
2λ− 1
3
(2t2 − x2 − y2) = (2− λ)ǫ
2
3
+
2λ− 1
3
R2(2− 3sin2 θ). (194)
(with R2 ≡ t2 + x2 + y2), whose analytic continuation is
ΦL =
(2− λ)ǫ2
3
+
2λ− 1
3
(2t2 + x2 + y2) (195)
so that the characteristic solution is recovered when λ = 1 only; the analytic continuation
is inherently ambiguous.
Incidentally, we have been considering here up to now the interior solution of Laplace’s
equation, whereas it would appear more appropiate to consider the exterior solution in-
stead, which is easily obtained through an inversion
Φext(R, θ, φ) =
ǫ
R
φint(
ǫ2
R
, θ, φ). (196)
that is
Φext =
(2− λ)ǫ2
3
+
2λ− 1
3
ǫ5
R3
(2− 3sin2 θ) (197)
which does not have the correct analytic continuation.
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D Goursat versus Cauchy
It is interesting to consider the Cauchy problem for initial data on the spacelike hypersur-
face Nǫ(0)
t2 − r2 = ǫ2 = u.v (198)
which degenerates into the cone N+(0) when ǫ→ 0.
It could be thought that nothing changes much, but there is one essential point which
does. Namely, the initial function is now
ψ(u) ≡ φ(u, v = ǫ
2
u
) (199)
Deriving once and remembering that
f(u) ≡ ∂φ
∂v
(u, v =
ǫ2
u
) (200)
yields in an obvious notation, evaluating all quantities at Nǫ
∂uψ = φu − ǫ
2
u2
f (201)
but there is now no restriction on the function f, given the fact that
fu = φuv − ǫ
2
u2
φvv (202)
conveying that fact that now φuv is not uniquely determined in terms of (derivatives of) f.
We ask ourselves about the relation between the Cauchy and the characteristic problem
for the wave equation of a scalar field φ, the first posed on the hyperboloid t2 − r2 = ǫ2
with the value of the field and its normal derivative given, and the second on the future
light cone t = r with only the field known.
It seems that there is some preferred value for the field normal derivative such that in
the limit ǫ→ 0 the Cauchy problem goes to the characteristic one, that is, the derivative
is somehow fixed and we only need the field itself.
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In order to check these ideas, let work out one simple example in detail. We have
a three dimensional solution to the wave equation with prescribed values on the surface
t2 − r2 = ǫ2.
φ =
2t
3
+
ǫ3t
3(t2 − r2)3/2 (203)
which obeys
✷φ = 0
φ|t2−r2=ǫ2 = t
dφ
dn
∣∣∣∣
t2−r2=ǫ2
= 0 (204)
When ǫ→ 0 the solution goes to
φˆ =
2t
3
(205)
which is not the solution to the characteristic problem with the desired boundary value.
But we also know this one, which is
ψ = t → ψ|t2−r2=ǫ2 = t (206)
The normal derivative of the Cauchy problem is d
dn
= 1
ǫ
(t∂t+r∂r) and it is not extended
to the null surface. Nevertheless, taking the characteristic solution, we can perform the
derivative t∂t + r∂r and then regulate,
d
dn
φ =
1
ǫ
(t∂t + r∂r)ψ =
t
ǫ
(207)
We solve again the Cauchy problem with this prescribed derivative and find easily
φ =
2t
3
+
ǫ3t
(t2 − r2)3/2 +
t
3
(
1− ǫ
3
(t2 − r2)3/2
)
(208)
which satisfies
✷φ = 0
φ|t2−r2=ǫ2 = t
dφ
dn
∣∣∣∣
t2−r2=ǫ2
=
t
ǫ
(209)
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This solution is precisely the desired one in the ǫ→ 0 limit,
φ|t2−r2=ǫ2 = ψ = t (210)
E T-dual Formulation
It is possible to assume that the coordinates yi (cf. 14), 1 ≤ i ≤ n live in an torus, for
example
yi = Lθi (211)
This means that
xi =
L
l
x−θ
i (212)
That is, the combination x
i
x−
must be a periodic function.
On the other hand, if
xi = Rφi (213)
then
yi =
lR
x−
φi (214)
Let us concentrate for example in this last possibility (213). The main difference with
uncompactified Minkowski space is that now Goursat’s problem on the fundamental domain
leads to a solution only in the diamond-like region highlighted in the figure. In order to
get a solution on the whole space, data are needed on all lines
t = ±r + nR (215)
where n ∈ N,
If we interpret the full (n+2)-dimensional space as a string background (that is, we
complete it with an extra internal Ricci-flat compact manifold of dimension D = 8 − n,
and we interpret the scale l as the string scale ls) then it is known [14] to be equivalent to
its T-dual.
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2pi R2pi R−
t
Figure 3: The fundamental diamond with angular coordinates.
This means, if for example (211) were true, that the gravitational background would
read
ds˜2 = − l
4
s
L2T 2
d~˜θ
2
+ ρdT 2 + TdTdρ (216)
with a nontrivial dilaton as well:
Φ ≡ −n
2
log
T 2L2
l2s
(217)
This space is not flat, so that it cannot be equivalent to a wedge of Minkowski. Non-
constant dilatons, however, are notoriously difficult to analyze.
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