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ABSTRACT
DATA ANALYTICS IN AN AUDIT: EXAMINING FRAUD RISK AND
AUDIT QUALITY
by
Sondra Smith
This study is comprised of two papers which examine, through interviews and an
experiment, the current practices of data analytics of CPA firms, whether and how fraud
risk impacts the usage of data analytics in an audit, and the effect data analytics has on
the efficiency and effectiveness of an audit. The implementation of data analytics in an
audit is relatively new, and there is not a good understanding of how it is currently being
used in practice. Although historically the auditing profession has been slow to adopt
new technologies, the need for auditors to embrace new technologies is critical to keep
pace with their clients. Interviews with auditors show that data analytics is used in at
least half of all audits, two-thirds believe that data analytics is used more when fraud risk
is high, and all of the participants stated their firm plans to increase usage of data
analytics in the future.
Prior inspection reports of the Public Company Accounting Oversight Board
(PCAOB) indicate auditors fail to appropriately modify their standard audit procedures in
response to the risk of fraud (PCAOB, 2007, 2008). If data analytics is incorporated as a
modification to standard audit procedures when fraud risk is higher, an auditor can adjust
the nature and extent of the procedures and possibly provide a more efficient and
effective audit. Results from the experiment show fraud risk does not influence the use
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of data analytics; however, a correlation exists between audit experience and a higher use
of data analytics. Data analytics was shown to yield more budgeted hours; therefore,
instead of being efficient from a time perspective, the use of data analytics leads to a less
efficient audit. On the other hand, there is some evidence that auditors who used more
data analytic procedures were less apt to perform unnecessary procedures (they were less
inefficient compared to experts) and were more effective at choosing the correct
procedures. Finally, there is no evidence auditors are able to effectively modify data
analytic procedures in response to fraud risk, but auditors are able to modify total audit
procedures as fraud increases (decreases).
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CHAPTER 1
“Looking forward, I don’t know how close it is, but I think it’s out there in the
horizon—certainly within my career—that is, the scenario where there is going to
be an audit tool that transforms the audit. The reason for that is data analytics.
Transformational! I think it’s coming” (audit firm partner).
Introduction
My study is comprised of two papers that will investigate, through interviews and
an experiment, the current practices of data analytics of Certified Public Accountant
(CPA) firms. The purpose of my first paper is to gain an understanding of the current
practices of data analytics in an audit by conducting interviews with auditors. My second
paper examines, through an experiment, fraud as an antecedent to the usage of data
analytics by auditors and whether the use of data analytics improves the quality of an
audit. I will also investigate whether auditor characteristics, such as age, experience, and
problem-solving ability influence an auditor’s use of data analytics.
More data has been accumulated in the last decade than was available to our
universe in the past century (Manyika et al., 2011). The demand in the market for big
data technology (i.e., data analytics) is anticipated to grow at a rate of 23.1 percent from
2015 through 2019, while the amount spent on this technology is expected to reach $48.6
billion in 2019 (International Data Corporation, 2015). The amount of digital data is
estimated to double every three years (Cukier & Mayer-Schoenberger, 2013). Sir
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Winfried Bischoff, chairman of the Financial Reporting Council, stated at the 2014
PricewaterhouseCoopers/International Accounting Standards Board (PwC/IASB) Meet
the Experts Conference that using technology and big data in an audit will have a great
impact on the auditing industry.
Companies are changing by diversifying operations and entering into the global
market; yet, the audit industry, as a whole, has been slow to adapt to changes in
technology (Whitehouse, 2014). In addition, it has been observed that auditing
procedures are adjusted only when there is a prompt and/or high risk of material
misstatement (Agoglia, Brazel, Hatfield & Jackson, 2010; Brazel, Agoglia & Hatfield,
2004; Brazel, Jones & Prawitt, 2014; Kim, Nicolaou & Vasarhelyi, 2013; Vinatoru &
Calota, 2014; Rikhardsson & Dull, 2016).
Recently, the Big 4 accounting firms have begun to integrate big data into their
audit practices through the use of data analytics. In the specific area of auditing, PwC is
changing its audit practice by focusing on examining anomalies and outliers by
leveraging data analytics technology (PwC, 2015). However, the question remains
whether auditors will be willing and able to successfully incorporate data analytics into
their audit practices, and what effect this implementation will have on audit quality.
Although the participants in my interviews stated that, on average, 80 percent of the
audits use some form of data analytics and 70.27 percent of auditors are trained to use
data analytics, all of the participants stated there is still much to be learned about data
analytics in the course of an audit.
According to the company Statistical Analysis System (SAS), big data is a term
“used to describe the exponential growth and availability of data, both structured and
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unstructured” (SAS, “Big data” n.d.). Big data consists of databases that are too large to
analyze and interpret through traditional software programs (Cao, Chychyla & Stewart,
2015; Warren, Donald, Moffitt & Byrnes, 2015). Approximately 90 percent of big data is
classified as unstructured, nonfinancial data and includes surveillance videos, email, and
the internet (Warren, et al., 2015). Unstructured data is information that does not follow
a specified format and must be converted into a readable format through data analytics
tools to be useful (Jin, Wah, Cheng & Wang, 2015). Data analytics is the mechanism for
transforming big data into a format that can be deciphered by individuals in order to
make more informed and meaningful decisions (Ramlukan, 2015). According to the
McKinsey Institute, the effective use of big data and data analytics could literally
transform economies (Manyika, et al., 2011). These advancing trends in technology can
open doors to a new approach to understanding the world and making decisions (Lohr,
2012).
The emergence of data analytics in the field of auditing could have tremendous
effects in all phases of an audit. Being able to use this technology throughout the audit
process could lead to a more robust audit by giving auditors the ability to look at greater
volumes of data than could be accessed through previous (non-data analytics) methods.
One partner who participated in the interviews for this paper stated that data analytics
allows an auditor to “focus your efforts on things that are likely problematic rather than
testing a lot of false positives (as in the past) that really don’t enhance your level of
understanding.” By looking at unstructured data (i.e., text mining or the internet) or
entire populations (i.e., journal entries) and focusing initially on anomalies (correlation
instead of causation), an auditor could potentially have the capability of discovering
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irregular or unusual patterns. In turn, this could lead to a more effective and efficient
audit with the potential of identifying fraud risk more accurately and sooner for an audit
client (Kitchin, 2014).
AU-C Section 240, (SAS No. 122) Consideration of Fraud in a Financial
Statement Audit, discusses the auditor’s responsibilities in the area of fraud for an audit
engagement. 1 Specifically, two main points of SAS No. 122 are to identify risk factors
that could result in a material misstatement of the financial statements due to fraud and to
provide authoritative guidance on responding to the assessment of risk with specific audit
procedures and evidence (AICPA, 2012).
The Public Company Accounting Oversight Board (PCAOB) reported that
auditors fail to appropriately modify their standard audit procedures in response to the
risk of fraud (PCAOB, 2007, 2008). By utilizing data analytics in modifying their audit
procedure, auditors can adjust the nature and extent of the procedures to better respond to
the risk of fraud.
Warren et al. (2015) stated that using data analytics in an audit could enhance the
quality of an audit, which, in turn, ultimately leads to users of financial information
making more informed decisions. Described as the founder of modern management,
Peter Drucker is quoted as saying, “Efficiency is doing things right; effectiveness is doing
the right things.” Similar to prior research, audit quality in my study will be examined in
relation to the efficiency and effectiveness of an audit (e.g., Trompeter & Wright, 2010;
Curtis & Payne, 2008; Janvrin, Bierstaker & Lowe, 2008; Brazel, et al., 2014; Kshetri,
2014). An effective audit can be described as an audit in which the presence or absence

1

This clarified SAS supersedes AU Section 316 (SAS 99) (aicpa.org/FRC).
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of hidden or concealed problems are discovered. In other words, the resulting audit
opinion is the correct and true opinion. Whereas, an efficient audit can be characterized
as one in which you can perform a quality audit with the least amount of time, effort
and/or cost.
By incorporating big data using analytical tools/data analytics software (i.e.,
CaseWare’s IDEA and Tableau) into auditing, both the efficiency and the effectiveness
of an audit could be improved (Cao, et al., 2015; Brown-Liburd, Issa & Lombardi, 2015).
Improving the efficiency and effectiveness of an audit and serving the needs of the public
through using data analytic tools is an important reason for the implementation of data
analytics in an audit. Further, Littley (2012) stated integrating big data in auditing could
result in more accurately assessing going concern and fraud. To date, no empirical
evidence exists on the influence of data analytics on audit quality.
Although no prior studies have researched how the use of data analytics affects
the quality of an audit, Paper 2 will discuss the Heuristic-Systematic Model to explain
auditor behavior related to fraud risk. The Heuristic-Systematic Model, originating in
psychology, will be discussed with relevant studies to explain auditor behavior when
fraud risk has been manipulated (e.g., Brazel, et al., 2014; Smith, Taylor & Prawitt,
2016). When risk of fraud for a client is high (low), I predict auditors will be more (less)
likely to use the systematic mode of processing under the Heuristic Systematic Theory,
and thus will be more (less) likely to use data analytics.
In addition, since data analytics allows auditors to see patterns and trends more
easily, I predict using data analytics will lead to greater efficiency (Manson, McCartney,
Sherer & Wallace, 1998; Vera-Munoz, Ho & Chow, 2006; Janvrin, et al., 2008; Curtis &
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Payne, 2008). The use of data analytics allows auditors to look at both more information
(entire populations) and different types of information (nonfinancial information).
Therefore, based on the triangulation framework of examining audit evidence from
multiple sources (Bell, Peecher, and Solomon, 2005), I predict using data analytics in an
audit will improve audit effectiveness.
Formally stated, the primary research questions for the two papers are as follows:
RQ1: What are the current audit practices for using data analytics?
RQ2: Does the risk of fraud affect the use of data analytics in an audit?
RQ3: Does the use of data analytics by auditors improve audit quality?
Although the implementation of data analytics in auditing has not been
empirically studied because its inclusion is in the infancy stage, articles are beginning to
surface explaining its significance. In June of 2015, Accounting Horizons recognized the
importance of research in the area of big data and data analytics in auditing with a special
issue of eight papers that highlight this topic (Griffin & Wright, 2015; Warren, et al.,
2015; Vasarhelyi, Kogan & Tuttle, 2015; Krahel & Titera, 2015; Yoon, Hoogduin &
Zhang, 2015; Alles, 2015; Brown-Liburd, et al., 2015; Zhang, Yang & Appelbaum,
2015). For example, Warren, et al. (2015) discusses how big data will change
accounting, and Brown-Liburd, et al. (2015) describes the potential behavioral
implications of big data on audit judgment and decision making. According to Yoon, et
al. (2015), how external auditors use big data and data analytics in gathering audit
evidence has not yet been studied.
In addition to the Accounting Horizons’ special issue, several recent articles
express a need for research in data analytics in auditing (e.g., Schneider, Dai, Janvrin,
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Ajayi & Raschke, 2015; Dzuranin & Malaescu, 2016; Wang & Cuthbertson, 2015). For
example, Dzuranin and Malaescu (2016) suggest a topic for future research is to study
how data analytics can help audit firms improve audit quality. Schneider, et al. (2015)
state future research should examine the impact data analytics has on the performance of
audit tasks. Wang and Cuthbertson (2015) suggest that research should investigate
whether the use of data analytics reduces audit hours. Gepp, Linnenluecke, O’Neill and
Smith (2017) state that auditing is lagging behind other research disciplines in the area of
data analytics and urges more research in data analytics in audit practice.
Also, the importance of this topic is mentioned as one of the reasons for the
upcoming changes to the CPA exam. Beginning in May of 2017, the CPA exam will be
revised to reflect higher-order thinking skills in the area of evaluation and analysis. This
modification is in response to advances in technology which require cognitive skills in
order to perform the tasks of an accountant. With a concentration more towards taskbased simulations, the required skills will follow a framework that is consistent with
Bloom’s Taxonomy (AICPA, 2016). Yet another reason this topic needs to be researched
is due to an alarming trend of weaknesses in risk assessment in an audit. Recent PCAOB
inspections in the past five years found deficiencies in more than 25 percent of external
audits they investigated with preliminary data indicating the trend will continue
(McCollum, 2015). Audit evidence was one of the most frequently identified problem
areas in which auditors did not consider all relevant evidence that may have contradicted
management’s financial statements. With data analytics, an auditor has the capability of
looking at a broader range of data, including both financial and nonfinancial information.
Finally, and perhaps the most important reason for this research is that all of the
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participants I interviewed stated their firm planned to increase the amount of data
analytics used in an audit in the future. Therefore, because so many audit firms are now
beginning to use data analytics, an understanding of how data analytics affects an audit
warrants further study.
The results from my interviews and my experiment should be informative to both
practice and academic research. Paper 1 provides information on how data analytics is
currently being used in practice. Results indicate that data analytics is used in 80% of all
audits, and participants rate its use as highly important. It is used more by Big 4 firms
than in regional and local firms, and the data analytic tools are different depending on
audit firm size. Planning and fieldwork were the two auditing stages that data analytics is
most used in, but several auditors stated that it needed to be used in all three stages. Data
analytics is used more when there is a larger volume of transactions and with larger
clients. All participants believe that data analytics has automated or changed traditional
audit tasks, with most interviewees stating that data analytics is a complement to previous
processes. Additionally, all of the participants stated their firm plans to increase the
usage of data analytics in the future. Participants viewed data analytics as having an
overall positive impact on audit quality and audit effectiveness. However, participants
were less certain about its influence on audit efficiency and budgeted hours due to initial
costs involved with implementation and training. Finally, most auditors felt that higher
fraud likelihood results in higher use of data analytics.
Paper 2 provides insight into how fraud risk affects the use of data analytics and
data analytics’ effects on audit quality. Findings show that auditors used data analytics
the same amount regardless of fraud risk; however, there was a correlation between
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experienced auditors and a higher use of data analytics. Further, use of data analytics
was shown to yield more budgeted hours (less efficiency). On the other hand, there is
some evidence that auditors who used more data analytic procedures were less apt to
perform unnecessary procedures (they were less inefficient compared to experts) and
more effective at choosing the correct procedures. Finally, there is no evidence that
auditors are able to effectively modify data analytic procedures in response to fraud risk.
In fact, auditors were less effective in their use of data analytic procedures than their use
of more traditional audit procedures.
From an educational perspective, the AACSB is now requiring that data analytics
be integrated into the accounting curricula (AACSB, 2016). Therefore, my results
reinforce the importance of education in data analytics for accounting students.
The remainder of this dissertation will be organized as follows: Chapter 2 will
include the literature review, methodology, results, conclusions, limitations and future
research ideas of Paper 1; and Chapter 3 will include the literature review, hypotheses
development, methodology, data analysis and findings, conclusions, limitations and
future research ideas for Paper 2.
In summary, Paper 1 delves into the current practices of data analytics in auditing
through interviews, and Paper 2 conducts an experiment to research the impact data
analytics has on the quality of an audit. The rich descriptions of processes resulting from
the interviews contributed to the development of the instrument for the experiment.
Therefore, the interviews from Paper 1 will be discussed before the experiment in Paper
2.

CHAPTER 2
PAPER 1: EXAMINATION OF THE CURRENT PRACTICES OF
DATA ANALYTICS IN AN AUDIT
Abstract
The emergence of big data has allowed society to capture large amounts of data
that is often unstructured and in an unreadable format. Data analytics has the ability to
convert this data into a format that can be both read and used in all types of businesses.
The auditing industry, as a whole, has typically been slow to adopt new
technologies. Oftentimes, it is the client’s implementation of a new technology that
prompts auditing firms to embrace and make the necessary changes (Alles, 2015).
Although, the Big 4 accounting firms are currently using data analytics, it is unknown
exactly how they are using it and how other accounting firms currently have incorporated
data analytics into the audits they perform.
The purpose of this paper is to gain knowledge of current practices of data
analytics used by various-sized accounting firms when performing an audit. This
knowledge is obtained through personal interviews with practicing auditors.
Results show that data analytics is used in at least half of all audits with
approximately two-thirds of all auditors having appropriate training. Participants rate
data analytics as highly important with a significant influence on audit quality. Planning
and fieldwork were stated as the two auditing stages in which it is used most often, and it
is used more often for examining large volumes of transactions and with larger clients.
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Based on the interviews, although data analytics is perceived to have a positive impact on
both audit quality and audit effectiveness, it is perceived to be less effective on audit
efficiency and budgeted hours. Two thirds of the auditors believe data analytics impacts
fraud and is used more when fraud risk is high. All of the participants stated data
analytics is a complement to prior processes and their firm plans to increase its usage in
the future.
Literature Review
Big Data
The term “big data” can be traced back to 2003 when Francis Diebold discussed
that big data was the explosion of the availability of information or data (Diebold, 2003).
However, it is believed that the year 2011 marked the beginning of widespread awareness
of this phenomenon (Burrows & Savage, 2014).
In the past, data typically was comprised of three characteristics: 1) it was owned
by the company; 2) it was structured in nature; and 3) it was human-generated. As
technology and information began to rapidly expand, additional characteristics surfaced.
Namely, data could also be unstructured, semi-structured, machine-generated and not
owned by the company (Ramlukan, 2015).
The term “big data” is defined many ways in the literature. In 2001, Doug Laney,
an industry analyst, defined what we now call big data as data containing the three V’s:
volume, velocity and variety (Laney, 2001). IBM (2012) took this definition a step
further by creating an additional component, veracity. Volume refers to the size or scale
of the data, velocity is the speed of streaming data, variety encompasses the different
forms or types of data, and veracity relates to the uncertainty or ambiguity of the data
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(Laney, 2001; IBM, 2012). Manyika, et al. (2011) define big data as “datasets whose size
is beyond the ability of typical datasets” (p. 1), while Ramlukan (2015) defines it as “a
massive portfolio of data, which is growing exponentially” (p. 15).
What sets big data apart from all other types of information is the characteristic
that it exceeds the capacity that many traditional databases can interpret (Harris, 2013).
Datasets traditionally used by researchers, such as Compustat, CRSP and Audit
Analytics, are not classified as big data because they can be analyzed with standard tools
and the data are more structured (Cao et al., 2015). Datasets that are classified as big data
are too large and too complex to be deciphered by standard tools and methods and are
primarily unstructured, nonfinancial data.
Big data is literally transforming the way we interpret information (Vasarhelyi, et
al., 2015). From an auditor’s perspective, understanding how to integrate unstructured
data with the structured data used in the past will be the challenge. Structured data has
certain key characteristics. First, it is a database in which information is stored in rows
and columns. Second, structured data is readable and understood by machines so that it
is transformed for understandability to individuals. Whereas, unstructured data does not
contain an identifiable structure, cannot be analyzed by typical databases, and requires
the extraction in readable format by advanced analytical tools and techniques (e.g., data
mining, clustering) (Emani, Cullot & Nicolle, 2015).
Data Analytics
According to Cao et al. (2015), data analytics is “the process of inspecting,
cleaning, transforming, and modeling big data to discover and communicate useful
information and patterns, suggest conclusions, and support decision making” (p. 424).
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Several recent papers have considered the impact of data analytics in the auditing arena
(Alles, 2015; Alles & Gray, 2014; Brown-Liburd, et al., 2015). These articles discuss the
growth of data analytics in auditing and describe the multitude of research opportunities
in this area.
From a business perspective, data analytics is used to gain a competitive
advantage. Erik Brynjolfsson, professor at Massachusetts Institute of Technology, found
when data analytics is used in making decisions, there is an increase in both productivity
and profitability for a company (Brynjolfsson, Hammerbacher, & Stevens, 2011). From
an auditor’s perspective, the purpose of data analytics is to best serve the needs of its
clients and the public by embracing all information available in order to improve audit
quality.
Data Analytics in Auditing
In an attempt to better understand why audit firms began using data analytics, one
of my interview questions asked, “What prompted your firm to implement data analytics
in an audit?”. In response to this inquiry, one participant said:
“The need for efficiency. The reality is, in data analytics, such as some
of the tests for the entire populations, there is no better way to get that
level of comfort if you are looking for fraudulent transactions---there’s
just no better way to get that information. You can truly get the entire
population instead of taking a sample.” (audit firm partner)
The role of big data to an auditor is coupled with both uncertainty and complexity
(Elliott, 2002). As a result of this complex nature of big data, new software packages
incorporating data analytics are continually being invented to capture and interpret
information. The results of my interviews show CaseWare’s IDEA software is used most
often in audit firms as evidenced by use at 72.8 percent of the audit firms. Although
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CaseWare’s IDEA was used by all of the regional accounting firms I interviewed, Big 4
firms used either Tableau and/or proprietary tools developed within the firm, and the
local firms used advanced Excel functions as their primary analytical tool. Therefore,
based on these interviews, the size of the firm influenced the tools used in audits.
Since data analytics has the ability to obtain information in near real-time instead
of looking at past transactions and events, there are unlimited possibilities in how it can
benefit companies and auditors (Griffin & Wright, 2015). From a company’s
perspective, data analytics can identify unusual behaviors in accounts and/or transactions
that are related to a company’s objectives and goals so that a company can proactively
adjust or change the appropriate measures (Warren et al., 2015). Investigating
correlations in data can also prompt an organization to develop new products or strategies
(Alles, 2015). In the auditing arena, data analytics provides auditors with the ability to
extend the scope of an audit by assessing 100 percent of the population, automate
processes that were previously performed manually, and investigate new forms of
evidence (i.e., nonfinancial measures) (Titera, 2013).
All of the Big 4 accounting firms have embraced data analytics and integrated its
capabilities into their audit processes. Their primary objective is to increase the quality
of an audit by reducing the risk, resulting in a more efficient and effective audit. Deloitte
is tackling data analytics with three specific objectives. First, it is being used to look at
all types of available evidence (financial and nonfinancial) (Whitehouse, 2014). Second,
they are looking for red flags (Whitehouse, 2014). Some of the most common red flags
in an audit are duplicated payments, inaccurate vendor master files, split purchase orders
and lack of segregation of duty (Deloitte, 2013). Third, they are looking at complete sets
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of the population rather than only looking at a sample of information (Whitehouse, 2014).
Similar to Deloitte, EY is also attempting to improve the quality of an audit by looking at
100 percent of the population and evaluating all available evidence along with
automating processes that were previously manually-driven (Titera, 2013).
Due to the cost and training involved in the implementation of data analytics in
auditing firms, audit firms that specialize in certain industries may benefit from
economies of scale and therefore have a competitive edge over other audit firms because
they typically have more knowledge in that specific industry (Yoon et al., 2015). It is
also important to note that data analytics means different things depending on the size of
CPA firms. Both the scope of services and clientele of the firm affects how a CPA firm
would use data analytics (Vasarhelyi et al., 2015).
To optimize the usage of data analytics, it should complement the traditional
methods and processes in auditing (Yoon et al., 2015). While some audit procedures can
be enhanced by data analytics, other traditional procedures are replaced by the use of data
analytics. This benefit that data analytics affords to the enhancement and/or reduction of
traditional audit procedures could add value to the outcome and opinion of the audit in
the form of reduction of budgeted audit hours (more efficient) and/or modifications of
audit procedures (more effective) (Vasarhelyi et al., 2015).
Interviews about Current Practices of Data Analytics in an Audit
Although the use of data analytics is increasing in practice, there is little to no
research in this area. Thus, there is limited understanding of how and when firms are
using data analytics in their audits. Because very little is known about the current
practices of data analytics in auditing, my first step was to conduct structured interviews
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of auditors with those involved in data analytics at two Big 4 and nine non-Big 4
(regional and local) accounting firms. These interviews provide information about how
audit firms are currently using data analytics during the course of an audit, and its
perceived importance to auditing.
The interviews were designed to gather information related to the participant’s
personal experience with big data/data analytics; the nature of the participant’s firm’s use
of specific data analytic tools; why and when the firm began using data analytics in an
audit; the types of audit engagements that use data analytics, including how fraud impacts
the use of data analytics; the characteristics of auditors who use data analytics; and the
importance of data analytics to audit quality. Using information obtained from these
interviews, my second paper will conduct an experiment to examine whether fraud risk is
a factor in a firm’s decision to use data analytics and whether data analytics improves
audit quality.
Methodology
Before the experiment is conducted in Paper 2, I conducted interviews with
practicing auditors regarding the current practices of data analytics. To understand the
methodology for these interviews, three areas will be discussed. First, the development
of the instrument and its content; next, information about the participants and interview
statistics; and, finally, the procedures used will be presented.
Instrument Development and Content
Due to the fact that there are no prior qualitative studies that have researched the
current practices of data analytics in the area of auditing, it was necessary to develop the
questionnaire used in my study. Creating this instrument involved several steps.
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Because components of the results of this questionnaire will be used to develop the
instrument for the experiment in Paper 2, the first step was to develop questions that
gathered participants’ perceptions about how fraud influences the use of data analytics
and how data analytics use influences audit efficiency and effectiveness. In order to gain
a better understanding of current practices, questions related to the stage of the audit in
which data analytics is being used, the data analytic tools and software used, and
perceptions about the characteristics of auditors most likely to use data analytics were
developed. Next, questions relating to participant (auditor and firm) demographics were
determined.
Participants
Using this questionnaire, I interviewed 12 auditors from 11 various-sized audit
firms. The criteria for selection of each participant was they had to 1) work in public
accounting at a CPA firm, and 2) be an auditor. The selection of the individuals
interviewed was through personal communication and contacting personal acquaintances
that had a wide range of contacts of auditors in various-sized audit firms. Specifically,
the CEO of the Georgia Society of CPA’s emailed contacts he had with the top
accounting firms in the Atlanta, Georgia area requesting they grant me interviews for my
study.
Descriptive statistics on the participant composition and average interview length
are presented in Table 1. Interviews were conducted September 15th through September
29th of 2016. The interviews ranged in length from approximately 20 minutes to 73
minutes with a mean of approximately 43 minutes. As shown in Table 1, there is little
variation of average length by firm size; however, by title, there are differences. The two
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directors were from the same firm, and the length of this interview was 73 minutes. The
average of the interviews with the three senior managers were considerably less than the
partners and directors. Interestingly, the mean for the years of experience in public
accounting is 20 years.
Table 1
Participant Composition and Interview Statistics
Panel A: Composition by Title
Average length of Years of experience
Title
N
interview (minutes) in public accounting
Partner
7
44
22
Senior Manager
3
31
16
Director
2
73*
16
Total
12
43
20
Panel B: Composition by Firm Size
Average length of Years of experience
Firm Size
N
interview (minutes) in public accounting
Big 4
2
41
18
Regional**
5
44
18
Local***
5
43****
22
Total
12
43
20
*This involves only one interview with two participants.
**Regional: more than one office and annual revenues of at least $30 million
***Local: one or two offices and annual revenues of less than $30 million
****This number is based on the average of 4 firms even though there are 5 auditors
Procedures
For these interviews, I developed a structured questionnaire, which is provided in
Appendix A. The questionnaire was organized using five sections. Section 1 gathered
data related to the participant’s personal experience with big data/data analytics. Section
2 asked the participant about the nature of the firm’s use of specific data analytic tools.
Section 3 gained insights about why and when the firm began using data analytics in an
audit, and what percentage of audit engagements use data analytics. Section 4 contained

19

scaled questions regarding the importance of data analytics to audit quality. Section 5
collected demographic information about each participant.
The questions were both open-ended and scaled. Eleven of the interviews were
face-to-face, and one was conducted by a telephone conference call. Each interview was
tape recorded, transcribed, and sent to the participants for approval before incorporating
into this research. All twelve participants in the interviews agreed to review and critique
the instrument for the experiment and the scenarios for viability and relevance in how
audits are currently conducted.
The results from these interviews have been tabulated and are contained in Tables
2-4. The qualitative data was coded for the purpose of organizing and sorting the data.
For the open-ended questions, I looked for common themes among the responses, and
then grouped the responses into categories for each question. Information from these
tables will be discussed in greater detail in the next section of this paper.
Results
First, I will discuss the demographics and information about the auditors. Second,
I will describe the characteristics of how the accounting firms from the interviews use
data analytics in an audit. Third, I will review the participants’ perceptions of the
importance and impact of data analytics on audit quality and fraud. When discussing
audit firms, the numbers and percentages are based on 11 firms, and when discussing
auditors (or participants), the numbers and percentages are based on 12 auditors.
Demographic Information about Auditor Interviewees
Gender, Education and Age. As shown in Table 2, the auditors were
predominantly males (10 of 12), and the highest level of education for all of the
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participants was a bachelor’s degree. Although most of the participants I interviewed
were male, this does not necessarily reflect a gender gap in which there are more males in
higher positions in audit firms than females. In fact, I asked one participant the
breakdown by gender of partners for that firm. The result was almost 50% of the partners
are female in his firm. The mean for the age was 43.56, the median age was 43, and the
range was 36 to 61 years of age. There were four participants in their 30’s, seven in their
40’s and one in their 60’s. When age is broken down by generation, there are two
Millennials (ages 24-36), nine classified as Generation X (ages 37-51), and one
considered in the Baby Boomer generation (age>51). Of the two Millennials, they were
both 36 years of age and could reasonably be classified as part of Generation X. Of the
12 participants, 11 could be classified in the same generation group; therefore, age and
Generation will not be considered a factor in the interpretation of the results. 2 Because
generational use of technology has been researched in the past to determine differences in
usage, I plan to examine if generations affect the outcome of my study (Becton, Walker
& Jones-Farmer, 2014; Bannon, Ford & Meltzer, 2011; Barnard, Bradley, Hodgson &
Lloyd, 2013; Mitzner, et al., 2010; Elias, Smith & Barney, 2012; Rizzuto, 2011; Wagner,
Hassanein & Head, 2010).
Table 2
Demographics of Participants in Interviews
Number
Total # of participants
12
Total # of firms represented
11
Gender
Females
2
Males
10
2

Percent

17%
83%

Although the exact age range for each generation varies, an acceptable breakdown of generations is those
born between 1944 and 1965 fall in the Baby Boomers category (>51 year of age), the Generation X range
is from 1966-1980 (between the ages of 37 through 51), and the Millennials are those born from 1981 until
1996 (younger than 37 years of age).
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Education

Bachelor’s
Master’s
PhD

Age (mean)
Title

Certifications*

Size of firm**

Total # with experience in data
analytics
Years of data analytics experience
(mean)
How did you gain experience in data
analytics?***

Specific experience area***

Frequency of use of data analytics

Partner
Senior Manager
Director
CPA
CITP
FHFMA
CGMA
CISA
Big 4
Regional
Local

12
0
0
43.67

100%
0%
0%

7
3
2
12
2
1
1
1
2
5
4
12

58%
25%
17%
100%
17%
8%
8%
8%
18%
46%
36%
100%

12.21
College course
Formal firm
training
On-the-job
training
Other

1

8.33%

6

50.00%

7
5

58.33%
41.67%

Audit
Risk assurance
Advisory
IT Consulting
Never
A few audits
About half of
audits
Most audits
Every audit

11
2
2
1
0
0

92%
17%
17%
8%
0%
0%
33.33%

4
4
4
4.21

33.33%
33.33%

Familiarity with the term “Big Data”
(mean)****
*CPA: Certified Public Accountant; CITP: Certified Information Technology
Professional; FHFMA: Fellow of the Healthcare Financial Management Association;
CGMA: Chartered Global Management Accountant; CISA: Certified Information
Systems Auditor.
**Regional: more than one office and annual revenues of at least $30 million; Local: one
or two offices and annual revenues of less than $30 million
***Multiple responses from some participants
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****How familiar are you with the term “big data” on a scale from 1 (not at all familiar)
to 5 (very familiar)?
Title and Certifications. Of the 12 auditors, 58% (7) had the title of Partner, 25%
(3) had the title of Senior Manager, and 17% (2) had the title of Director. One of the
female auditors was a partner, and the other was a senior manager. One great strength
from this study is that all of the auditors are CPA’s, while several have other
certifications. They are not only experienced (as discussed above), but they also have
advanced certifications indicating mastery and proficiency of competencies in
accounting.
Size of firm. The size of the accounting firms from the interviews are broken
down into three categories: Big 4, regional and local. Regional firms are defined in my
study as those firms that have more than one office and have annual revenues of at least
$30 million, while local firms are defined as those with one or two offices and annual
revenues of less than $30 million.3 Big 4, regional, and local firms represented 18% (2 of
11), 46% (5 of 11), and 36% (4 of 11) of the firms, respectively. Of the 7 partners, 2
were from the Big 4, 3 were from regional firms and 2 were from local firms. Two senior
managers were from regional firms and one was from a local firm. Both directors were
from the same local firm.
Experience in Auditing and Data Analytics. All 12 of the participants indicated
they had experience with data analytics, and the mean for years of data analytics

3

The 2016 Accounting Today Top 100 Firms, along with results from the interviews, were the resources
used to determine the revenues and number of offices for the auditors in the interviews. After looking at
commonalities between revenues and number of offices, it was decided to use $30 million as the
benchmark for revenues and two or more offices as the benchmark for number of offices for the category of
regional firms. Local firms are one or two offices with less than $30 million in revenues.
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experience is 12.21. This vast experience in data analytics will enable the participants to
provide knowledge-based answers to the data analytic questions which adds validity to
this study. The Big 4 auditors had a mean of 15 years of data analytics experience, which
was higher than the average for the regional audit firms (12.4) and the local audit firms
(10.9). Most obtained experience from on the job training (58.33%) and formal firm
training (50%). When asked the specific accounting area in which they were
experienced, the breakdown is as follows (multiple responses from some participants):
audit, 92% (11 of 12); risk assurance, 17% (2 of 12); advisory, 17% (2 of 12); and IT
consulting, 8% (1 of 12). For this paper, it is important to understand how often auditors
use data analytics. All participants responded that they used data analytics in at least half
of their audits, with one third using data analytics in every audit.
On a scale from 1 to 5 (with 5 being most familiar and 1 being the least familiar),
I asked the auditors to rate their familiarity with the term “Big Data”. The mean resulting
from this question was 4.21. Therefore, these respondents were very comfortable and
familiar with this term.
How Auditing Firms Use Data Analytics
This section will discuss the characteristics of data analytics use in the accounting
firms from the interviews (Table 3) including who, what, where, when and how it is
currently being utilized. It is broken down into five sections: 1) who uses data analytics;
2) what data analytic tools are used and how are audit procedures impacted; 3)
characteristics of audit engagements and auditors; 4) when is data analytics used and how
has it changed prior tasks; and 5) overall response to data analytics and its future.
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Table 3
Data Analytics-Firm Characteristics
Audits that use data analytics
Staff trained to use data analytics
Is it used more by specialists or the
general audit team?
Does it vary by location?

How much is data analytics used by your
clients?

What audit software/data analytics tools
have you used?*

Are there any tasks or procedures where
you have a choice to use data analytics?
Are there any tasks or procedures where
you are required to use data analytics?
Characteristics of audit engagements
where data analytics is used more often?*

Characteristics of auditors more likely to
use data analytics?*

What stage of the audit is data analytics
used?*
Has data analytics automated or changed
prior tasks?
What tasks have been automated or
changed as a result of data analytics?*

Specialists
General audit team
Both
Yes
No
Not applicable
Significantly
Specific industry
Less than 10%
Not sure
IDEA
Excel
ACL
Access
Monarch
Other
Yes
No
Yes
No
Robust
Larger volume of transactions
Larger clients
Availability of data
Other
Younger
Higher problem solving ability
IT background
Analytical mind
Excel experience
Other
Planning
Fieldwork
Review
Yes
No
Journal entry testing
Extraction of data
Tie-outs
Confirmations
Documentation

Percent
80.00%
70.27%
18.18%
72.73%
9.09%
9.09%
45.45%
45.45%
45.45%
9.09%
36.36%
9.09%
66.67%
50.00%
33.33%
25.00%
25.00%
8.33%
90.91%
9.09%
54.55%
45.45%
33.33%
33.33%
25.00%
16.67%
8.33%
25.00%
16.67%
16.67%
16.67%
16.67%
8.32%
81.82%
90.91%
36.36%
100.00%
0.00%
33.33%
8.33%
8.33%
8.33%
8.33%
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Has data analytics been a complement to
previous processes?
Does your firm plan to increase data
analytics in the future?
*Multiple responses from some participants

Other
Yes
No
Not sure
Yes
No

8.33%
90.91%
0.00%
9.09%
100.00%
0.00%

Who uses data analytics? Specifically, I wanted to learn who uses data analytics
within the audit firms as well as how often data analytics is used by their clients. Eighty
percent is the mean for how often data analytics is used in an audit. For the two Big 4
firms, the answers were 100 percent and greater than 90 percent. For the five regional
audit firms, it varied from 50 percent to 100 percent. The range for the four local firms
was from 50 percent to 100 percent.
Over two-thirds (70.27%) of the auditing staff are trained to use data analytics by
the firms I interviewed. Data analytics is used 72.73% of the time (8 of 11 firms) by the
general audit team, 18.18% of the time (2 of 11 firms) by specialists, and 9.09% of the
time (1 of 11 firms) by both the general audit team and specialists (i.e., forensics
department). The two firms that responded it is used more by specialists were a Big 4
and a regional firm. To discover if data analytics is used the same way when audit firms
have different locations, I asked if the usage of data analytics varies by location. Of the
11 firms represented in my interviews, five (45.5%) only had one location (offices), one
(9%) had two locations (offices), and the remaining five (45.5%) had more than two
locations (offices). The only participant that said the usage of data analytics varied by
location was the firm that had two locations. The remaining 45.5% of those that had
more than one office answered no.
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When asked how much it is used by their clients, there was a wide variability in
answers. While 45.45% say their clients use data analytics significantly, 36.36% believe
less than 10 percent of their clients use some form of data analytics. One respondent
stated that in the specific industry of process manufacturing data analytics was used
often, and one participant said he was not sure how many clients used data analytics in
their businesses. The data shows that the size of the audit firm influences perceptions
about their client’s use of data analytics. Both Big 4 auditors said their clients used it
extensively, two of the regional firms answered significantly, and three regional firms
said less than 10% of their firms used data analytics. Of the local firms, one said
significantly, one said specific industry, one said less than 10% and one said they were
not sure.
What data analytic tools are used and how are audit procedures impacted? The
types of data analytic tools that are used can be separated based on firm size (Big 4 and
non-Big 4). The two Big-4 participants both use ACL, Tableau and many proprietary
tools created within the firm. Of the nine non-Big 4 firms, eight stated they used
CaseWare’s IDEA. In addition, in the Big 4, regional and local categories, Excel was
stated at least once in all three divisions. Other tools specified were Access, Monarch
and ACL. The Big 4 auditors stated their firm uses Tableau (but does not use IDEA);
whereas, the majority of the non-Big 4 firms use IDEA (but do not use Tableau). The
two Big 4 audit firms utilize data analytics in a similar manner, and the non-Big 4 firms
use data analytics in a similar manner; yet, there are significant differences between these
two groups. In fact, one of the Big 4 participants stated the following:
“We do not use IDEA. I think some of the more traditional software have
not kept pace with the volumes of data that our clients are creating every
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day. So therefore their processing power and their ability to get results
back as quickly as need sometimes fall a bit short.” (audit firm partner).
This study probed into whether audit firms require auditors to use data analytics
for certain audit procedures or if they have a choice. Participants from 10 of the 11 firms
(91% of audit firms) said there are tasks at their firm in which they have a choice to use
data analytics. Whereas, in 54.55 percent of the audit firms, there are certain tasks or
procedures where auditors are required to use data analytics, with 45.45 percent of the
firms having no tasks or procedures in which data analytics must be utilized. This
response did not vary by firm size; it was a 50/50 split of yes/no across all three groups.
In responding to the required data analytics, below are a few of the responses:
“The places that I would say they are mandatory because it’s impossible to
do the test without it is in your preliminary planning analytics, and
concluding analytics.” (audit firm partner)
“Within the planning phase, we are required to use data analytics on
performing our preliminary risk assessment.” (audit firm partner)
Characteristics of audit engagements and auditors. Participants were asked
whether there were certain characteristics of an audit engagement that would lead an
auditor to implement data analytics. Robust accounting systems (33.33%), larger volume
of transactions (33.33%) and larger clients (25%) were the top three answers given. The
following quote provides more insight into these results:
“I would say larger engagements with better or more robust accounting
systems—a purchase order systems or inventory systems. The larger,
more sophisticated clients typically have the systems that can provide the
data that are better available for analytics.” (audit firm partner)
Availability of the data (16.67%) was another response to this question in the interviews.
“I think it comes down to the availability of the data. There are certain
areas of the audit where this data is not available or it’s not available in a
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format that you can easily use. Our biggest challenge is getting the data.”
(audit firm senior manager)
“It’s when there is a robust ERP system that collects the data. Data
analytics is only as good as the data that goes in. If the client can’t give
you the information, then you can’t do anything with it.” (audit firm senior
manager)
From a behavioral perspective, this study delved into what characteristics the
participants believed would make an auditor more inclined to use data analytics. Results
yielded the following top five characteristics: 1) younger age (25%); 2) high problem
solving ability (16.67%); 3) information technology background (16.67%); 4) analytical
mind (16.67%); and 5) Excel experience (16.67%). Results from this question lead to the
use of these as control variables for the experiment in Paper 2. One partner believes
being intellectually curious is a specific characteristic possessed by those who would
more likely be willing to use data analytics. In the interview, this participant said:
“It doesn’t really matter from a GPA standpoint or a technical
standpoint—that really doesn’t impact it. It’s those that are intellectually
curious that are going to see relationships and see where they need to dig
in a little bit further.”
Another audit firm partner answered this question by discussing two skills that are
important:
“There’s no doubt that the two skills are those that are good at problemsolving and, more importantly, those people that have an analytical mind.
By that I mean they can look at the books and visualize what the end result
will be using data analytics.”
When is data analytics used and how has it changed prior tasks? One of the most
interesting conclusions from my interviews related to during what stage of the audit data
analytics is currently being used. There were multiple answers to this question from the
participants with the planning stage yielding 81.82%, the fieldwork stage resulting in
90.91% and the review stage was 36.36%. Several of the participants elaborated that it
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should be used in all three stages, and there was still so much to learn about how and
when to use data analytics.
It was unanimous by the participants in my interviews that data analytics has
automated or changed prior tasks. Journal entry testing was the task most commonly
quoted (33.33%) as automated as a result of data analytics. One participant stated that
extraction of data that was previously done in Excel can now be extracted through data
analytics at a much faster speed. One audit firm partner responded:
“Potentially the most dramatic is our requirement to test journal entries for
management override. That is almost entirely automated now; whereas, it
used to require obtaining information from our client and reconciling it
ourselves and then going through and trying to identify journal entries and
now that process is nearly entirely automated.” (audit firm partner)
Being able to look at users’ accessibility to controls is another example of how data
analytics has automated prior tasks. A senior manager from an audit firm further
substantiates this result with the following quote:
“We can say I want to see everyone who has access to general ledger
entry. So, as opposed to picking a sample and saying “yeah those look
good,” now we can say “what are the risky menus and let me see 100% of
who has access to those.”
Overall response to data analytics and its future. Participants from ten of the
eleven firms believe that data analytics has been a complement to previous processes.
The participant from the only firm that did not respond affirmatively stated he did not
know because data analytics has been used for his entire tenure as an auditor. It was
unanimous, as is reflected by the results of my interviews, that participants from all the
auditing firms interviewed stated their firm planned to increase the amount of data
analytics used in the future.
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Participant Perceptions of Data Analytics, Audit Quality and Fraud Risk
As shown in Table 4, the participants’ perceptions of data analytics are broken
down into three panels showing the total mean and the mean by size of firm. Panel A
provides perceptions of the importance of data analytics in an audit. Next, in Panel B the
impact of data analytics on audit quality is summarized. Finally, perceptions about how
the risk of fraud influences the use of data analytics are summarized in Panel C.
Importance of data analytics. The purpose of this section is to better understand
how important data analytics is in an audit. The participants were asked two questions
with instructions to answer on a scale from 1 (not at all) to 7 (extremely useful). The first
question asked how useful they think data analytics is in an audit. The total mean for this
question was 6.17 which indicates that the participants strongly believe data analytics is
useful to an audit. Seven of the participants (58%) rated it as extremely useful. Both
participants representing the two Big 4 audit firms believe data analytics is extremely
useful with a mean of 7 for this question, while the auditors from the regional firms’
mean was only 5.80. One reason to explain this difference is the Big 4’s mean years of
data analytic experience, as mentioned above, was greater. One auditor that rated it as 5
explained the challenges of balancing effectiveness and efficiency as follows:
“I think it could be extremely useful but for where we are right now I
would say 5. There’s a lot of challenges that goes along with using it and
until you conquer those you have some efficiency problems.” (audit firm
senior manager)
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Table 4
Participant Perceptions of Data Analytics in Interviews
Question
Mean or Percent
Total
Big 4 Reg
Part A: Importance of data analytics:
How useful do you think data analytics is in an audit?
1 (not at all) to 7 (extremely useful)
6.17
7.00
5.80
How important is it to integrate data analytics into
auditing?
1 (not at all important) to 7 (extremely important)
6.59
7.00
6.30
Part B: Impact of data analytics on audit quality:
How would you rate the influence of data analytics
on audit quality?
1 (significantly impairs) to 7 (significantly improves)
6.45
7.00
6.00
How would you rate the influence of data analytics
on audit effectiveness?
1 (significantly impairs) to 7 (significantly improves)
6.27
6.50
5.80
How would you rate the influence of data analytics
on audit efficiency?
1 (significantly impairs) to 7 (significantly improves)
5.86
5.25
6.20
How would you rate the influence of data analytics
on budgeted hours for an engagement?
1 (significantly more) to 7 (significantly less)
4.23
4.75
4.30
Data Analytics:
a. Reduces audit hours for the same level of risk 27.3%
0% 40%
b. Results in the same level of hours with
reduced risk
45.4% 100% 40%
c. Neither a or b (it results in more hours)
9.1%
0% 20%
d. Reduces the audit hours and reduces the risk
18.2%
0%
0%
Part C: Impact of fraud on data analytics:
Does the risk of fraud have an impact on the
likelihood that data analytics will be used?
Yes
72.7%
50% 80%
No
18.2%
50%
0%
It’s possible
9.1%
0% 20%
Is data analytics used more when fraud risk is high
versus when fraud risk is low?
High
72.7%
50% 80%
Low
0.0%
0%
0%
Same
9.1%
0%
0%
No
18.2%
50% 20%

Local

6.13

6.75

6.75

6.75

5.75

3.88
25%
25%
0%
50%

75%
25%
0%

50%
0%
25%
25%

The second question asked how important is it to integrate data analytics into
auditing. The mean for this question is 6.59. If you separate this by size of firm, the
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means are as follows: Big 4 firms equal 7, regional firms are 6.3, and the local firms
average is 6.75. Overall, seven firms rated this question as 7, and the lowest was one
regional firm that answered 5. To support the importance of this question, a partner with
the Big 4 said:
“The ability to increase the quality of an audit can’t be oversold---from an
efficiency perspective. Perhaps the most meaningful is it gets our
professionals out of doing routine work and looking at and using critical
thinking as an auditor and that is more rewarding than doing some of the
routine tasks.”
A partner from a regional audit firm elaborated on why he/she chose 7 for this question:
“I’d say a 7. It’s very important. I think it comes back to the effectiveness
and efficiency of the audit. I think you can achieve a very effective audit
that utilizes the tools out there, which, by their very nature makes it a more
efficient process.”
Impact of data analytics on audit quality. The questions in this section are critical
to the second paper of my dissertation. They specifically focus on the hypotheses and the
research question for the second paper. There are five total questions, and the first three
questions are based on a scale of 1 (significantly impairs) to 7 (significantly improves).
Questions one, two, and three ask the participants to rate the influence of data analytics
on audit quality, audit effectiveness and audit efficiency, respectively. The mean for
audit quality is 6.45, which is the highest mean of the first three questions. The mean for
audit effectiveness is 6.27, and the mean for audit efficiency is 5.86. Yet again, the Big 4
auditors gave this a rating of 7, with the lowest mean from the regional firms at 6. It
makes sense that the Big 4 would give it the highest rating, as they are on the cutting
edge of technology as it relates to data analytics. Several of participants expressed their
belief that audit quality is synonymous with audit effectiveness and/or audit efficiency.
All of the participants, except for two regional auditors (who responded with a rating of
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5), ranked this question on audit quality as either a 6 or 7. Several times, participants
questioned from whose perspective I was referring to when asked about audit quality. An
example of this comes from an auditor who is a director:
“My main focus on the quality aspect is the impact on the client and the
happiness and feedback from the client. That’s what the end result of
quality is—whether it’s a timely delivery or you’ve found mistakes or
prescribed some things that will help them be more effective—that’s what
I gravitate towards relating to quality.”
When asked how they believe data analytics affects overall audit quality, they explained
data analytics give you more coverage and reliability in your audit and allows an auditor
to delve deeper with greater speed. Below are a few quotes to further explain their
comments:
“It’s a better product and more value from a client’s perspective.” (audit
firm senior manager)
“I think there’s a lot more confidence. I’ve had clients before ask us, ‘can
you run this through IDEA’ because they know it can do a lot more. So,
there is a better feeling that we haven’t missed anything--greater
transparency for the risk.” (audit firm senior manager)
“I think it’s the ability to look at more stuff quicker and be able to draw a
conclusion using more information. Naturally, it’s easier to draw a
conclusion when you are 95% confident based on your testing versus 80%
confident.” (audit firm partner)
The mean for the second question relating to effectiveness (6.27) is slightly less
than the audit quality (6.45). Although six participants responded with a rating of 7, one
regional firm answered 5 and another regional firm answered 4. The participant that gave
this question a rating of 4 validated his answer as follows:
“I think it influences the efficiency more than the effectiveness because
there are non-data analytic methods of achieving the objectives of the
audit from an effectiveness standpoint. It’s just whether they can be done
more efficiently and occasionally data analytics will identify something
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that would not be perhaps identified if a manual process was used.” (audit
firm partner)
The above quote was an isolated one as most of the auditors gave efficiency the lowest
rating. The auditors gave detailed answers to explain their rating on this question.
Overall, the consensus was that data analytics helps to identify and investigate risky areas
and look at a greater population of information more easily. To support the rating of 7
for this question, below are a few examples of the responses:
“Just knowing how to perform data analytics—how to relate financial line
items or nonfinancial data to financial transactions empowers the auditor
to be more creative in how we audit a company.” (audit firm partner)
“It raises questions that without the data analytics you might not raise. So,
it would support or negate potentially your audit conclusions.” (audit firm
partner)
“It helps to identify potential risks easier and it helps to test those risks as
well. First you can use data analytics to identify that you might have a
potential issue---a risk of financial statement misstatement. Then we can
also use the data analytics, after you’ve identified the potential issue, to
test it—and be able to identify the transactions you need to look at.” (audit
firm partner)
The mean for efficiency is the lowest of the three questions at 5.86. Four of the
participants rated this question with a score of 7, and one local firm participant gave this
question a rating of 4. Of the scaled questions, this is the only question that the Big 4 did
not have the highest mean; in fact, they had the lowest average of the three groups.
Below is a quote from one of the auditors from the Big 4 to help explain the lower scores.
“If we’re going to use a new technique within data analytics it’s an
investment in potentially a new tool that the firm has to invest in,
specialists that we have to use, training people and getting our clients to
get us the data---so, there’s an initial investment and there’s a return
period for that. So, as long as you can continue to repeat it over time, then
you get a return.” (audit firm partner)
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Many of the auditors stated that although initially data analytics has a negative
impact on efficiency, over time this should improve as they discover additional methods
to use and become faster at evaluating the data. Many audit firms would like to use data
analytics but are unsure as to how to apply it to the audit function. To more clearly
understand the lower means for this question, below are a few of the explanations by the
participants:
“I think if it’s fully implemented and everyone knows how to use it, it
would make it much more efficient; but for where we are right now I
would say it’s somewhere in the middle. We do spend a good deal of time
trying to figure out a way to use it. In time, I think this will go up.” (audit
firm partner)
“Not as good as effectiveness. With efficiency, you potentially spend too
much time gathering data as opposed to useful data. I believe in time the
more you do it the better we get and it will move up from a 5 to a 6.”
(audit firm senior manager)
“We’ve got some improvements that we need to make on how we use it. I
don’t blame the lower number on data analytics itself, I blame it on our
lack of truly using it for what it can do and our ability to use it.” (audit
firm partner)
The fourth question asks the participants to rate on a scale from 1 (significantly
more) to 7 (significantly less) how they would rate the influence of data analytics on
budgeted hours on an engagement. The mean for this question is 4.23 which is by far the
lowest mean of these first four questions with the local firms’ mean being the lowest at
3.88. No participant rated this question as a 7, and only one regional firm responded with
an answer of 6. Two participants (one regional and one local) said they would rate the
influence of data analytics on budgeted hours as a 3.5. Several participants stated in the
first year of using data analytics for an audit client it will take more hours because you
are not only having to incorporate data analytics in the design of the plan, you are also
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having to implement the procedures which requires a learning curve. After repeating this
design, in future years there should be a decrease in those hours. The quotes below
provide further insight and detailed responses from the auditors for this specific question.
“It’s focused more correctly in the right areas as opposed to reduced or
increased the number of hours. I don’t think its affected the hours that
much. Maybe ten percent less hours but it’s better use of the hours.” (audit
firm partner)
“It has reduced it. Actually, for the reduction I wouldn’t say significantly
less. It does reduce it. Nevertheless, designing a good robust analytic
takes time.” (audit firm partner)
“If you take an audit that was performed in 1995 and that audit took you
1000 hours to complete---no computer involved whatsoever; I’d be willing
to bet, if nothing else changed, it would still take you 1000 hours today.
That’s because clients have gotten more technology. Even if we aren’t
using technology as auditors, our clients are. It’s just a more complex
world so I think the technology has enabled us to keep up with the
advancements in technology of our clients. So I guess you could argue
that it is more efficient because that same audit would have taken you
2000 hours this year if you weren’t using technology. Technology has
allowed the auditor to keep up with the complexity of their clients.” (audit
firm partner)
The fifth question asks participants if they had to choose, would they say data
analytics reduced audit hours for the same level of risk; data analytics results in the same
level of hours with reduced risk; neither (it results in more hours); or analytics reduces
the audit hours and reduces the risk. The option answered by the greatest number of
participants was that it resulted in the same hours with reduced risk with 45.4%, followed
by data analytics reduced hours for the same level of risk with 27.3%. One could deduce
from these responses that data analytics either results in the same level of audit hours or
reduces audit hours as only one respondent answered that it increased audit hours. I
believe this is affirmation that data analytics is beneficial to an audit and increases the
efficiency when efficiency is measured as number of audit hours. Several of the
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participants that responded that use of data analytics results in the same level of hours
further stated that with time they believed it would reduce audit hours once data analytics
has been used on a client repeatedly.
Impact of fraud on data analytics. This section is composed of two questions.
The first question asked if the risk of fraud has an impact on the likelihood that data
analytics will be used. Overwhelmingly, eight of the eleven firms (72.7%) said the risk
of fraud did have an impact on whether they used data analytics, two of the firms (18.2%)
responded no, and one firm (9.1%) said it was possible. This is an important contribution
of this study as understanding how the risk of fraud affects whether to use data analytics
is informative to understanding how to improve effectiveness of an audit. To further
detail these responses, below is a response from a participant that said yes and a response
from a participant that said the risk of fraud did not impact the usage of data analytics:
“Not really because since management of override of internal controls
is a presumed fraud risk, we are using data analytics on every engagement
specifically to address that risk if nothing else.” (audit firm partner)
“I would say absolutely. There are two ways to look at that. One is
you use data analytics to help identify potential fraud in an audit so
that we can perform our procedures. Then, the second thing is if there
is something that is identified as part of our audit, then data analytics
becomes important at that point in being able to analyze large sums
of data for potential fraud.” (audit firm partner)
The second question asked the auditors if data analytics is used more when fraud
risk is high versus when fraud risk is low for a client. Similar to the previous question,
participants from 72.73% (8 of 11) of the audit firms stated data analytics would be used
more when fraud risk is high, no participant said it would be used more if fraud risk is
low, one participant said it was the same and two participants said no it would not be
used more when fraud risk is high. This is an important question that helped in
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developing the related experimental hypothesis and experimental manipulation for my
second paper.
Conclusions, Limitations and Future Research
This section will first outline the conclusions from the interviews based on the
results by identifying the strengths and the findings from the interviews. Then,
limitations of the study and potential future research ideas will be addressed.
Conclusions
There are four main strengths that can be derived from the results that lend to its
viability as a good sample group. First, all of the participants were CPA’s which means
they have mastered the areas of accounting, including auditing, to get an advanced
certificate. Second, over half of the participants have achieved the title of partner at their
firm indicating leadership skills and the knowledge to oversee auditors’ tasks. Third, 11
of the 12 auditors stated their area of specialty was auditing. The only one that did not
state auditing, was a partner with the Big 4 with a specialty in risk assurance. Finally, the
average amount of data analytics experience is over 12 years. This is perhaps the most
important strength because the purpose of these interviews is to understand how data
analytics is currently being used in auditing and strengthens this study
From these interviews, results show that data analytics is used in at least half of
all audits. Overall, participants believe data analytics is useful and improves audit
quality. Participants believe data analytics complements other audit processes, and all
participants plan to see an increased use of data analytics in the future. It is used more in
Big 4 firms than in regional and local firms. Additionally, two thirds of the auditing staff
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are trained to use data analytics, primarily through formal firm training and on-the-job
training.
In discussing the findings, one major theme continually resurfaced; that is, firm
size often affected the outcomes of the questions. Specifically, when asked how often
their clients used data analytics, the Big 4 auditors were very decisive and said their
clients used it extensively. In contrast, the answers from the regional firms were mixed
(2 said significantly but 2 said less than 10%), and the local firms were mostly less than
10% or they were unsure. When asked what data analytic tools were used, the answers
could be grouped into two groups: Big 4 and non-Big 4. The Big 4 auditors used
proprietary tools created by the firm and Tableau; whereas, almost all of the non-Big 4
named Caseware’s IDEA as the data analytic tool used most along with other tools such
as Excel, Access and ACL.
Planning and fieldwork were the two auditing stages that data analytics is most
used in, but several auditors stated that it needed to be used in all three stages. All of the
auditors believed that data analytics has automated or changed prior tasks, eleven of the
twelve believe data analytics is a complement to previous processes and all the
participants stated their firm plans to increase the usage of data analytics in the future.
Perhaps the most important questions from these interviews related to their
perceptions of the importance of data analytics in an audit, the impact of data analytics on
audit quality and the impact of fraud on data analytics. Again, firm size impacted some
of these responses. For example, when asked to rate how useful and important it is to
integrate data analytics into auditing, the Big 4 auditors gave it the highest rating with
local firms in the middle, and the regional firms scoring it the lowest. The influence of
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data analytics on audit quality and audit effectiveness had similar results; however, audit
efficiency yielded different results. Audit efficiency resulted in the lowest ratings of the
three (audit quality, audit effectiveness, audit efficiency). By far, the lowest scores in this
area related to the relationship of data analytics on budgeted hours. The overall mean for
all three groups was 4.23 (out of 7). To summarize this, data analytics has an overall
positive impact on audit quality and audit effectiveness, but for both audit efficiency and
budgeted hours, data analytics leans toward a negative impact. To explain this, auditors
said initially there were costs involved with implementation and training. Also, after data
analytics are repeated year after year, the amount of time needed to perform these
procedures would decrease. Even with these findings, almost half (45.4%) of the auditors
said that data analytics results in the same level of hours with reduced risk and almost
half (45.5%) said it reduces audit hours either for the same level of risk or reduces the
risk. Only one auditor (9.1%) said it results in more hours.
Relating to how data analytics impacts fraud, approximately two thirds (72.7%) of
the auditors said risk of fraud has an impact on the likelihood of data analytics being
used. To further understand if the level of fraud is an important factor for when data
analytics is used, results shows that about two thirds (72.7%) believe that it is used more
when fraud risk is high.
Limitations and Future Research
There are several limitations to this study. While these participants were highly
experienced and knowledgeable about data analytics, there was a limited sample size of
12 participants from 11 firms from one geographical area. This study was predominantly
done face-to-face; whereas, future studies could use a larger sample size doing a survey
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online with a more diverse geographical area. Further, almost all of the auditors (11 of
12) could be categorized in the same age range or generation (Generation X).
Consequently, further studies that interview auditors could encompass a wider age range.
Another limitation is that of the 11 firms represented, only two were from the Big 4, with
5 from regional firms and 4 from local firms. Findings show that there are differences
between the firm sizes; so, additional research delving into this component of data
analytics would be beneficial to the auditing profession.
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CHAPTER 3
PAPER 2: DATA ANALYTICS IN AN AUDIT: EXAMINING
FRAUD RISK AND AUDIT QUALITY
Abstract
The usage of data analytics in an audit is transforming the way an audit is
conducted. By looking at entire populations instead of samples, an auditor can focus on
looking at irregular patterns or correlations which can lead to a more effective and
efficient audit.
Prior inspection reports of the PCAOB indicate auditors fail to appropriately
change their audit procedures when there is a risk of fraud. This paper studies how using
data analytics can allow an auditor to adjust both the nature and extent of the procedures
in response to the risk of fraud. The Heuristic-Systematic model supports the hypotheses
for this paper, and I predict that auditors will be more (less) likely to use the systematic
mode of processing when fraud risk is higher (lower) under this theory, and thus be more
(less) likely to use data analytics.
Results from this study show that although fraud risk did not influence the use of
data analytics, experience was correlated with a higher use of data analytics. Data
analytics was shown to yield more budgeted hours. However, there is some evidence that
auditors who used more data analytic procedures were less apt to perform unnecessary
procedures (they were less inefficient compared to experts) and were more effective at
choosing the correct procedures. Finally, although auditors were able to modify total
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audit procedures as fraud risk increases (decreases), there is no evidence that auditors are
able to effectively modify data analytic procedures in response to fraud risk. Therefore,
auditors were less effective in their use of data analytic procedures than their use of more
traditional audit procedures.
Literature Review and Hypothesis Development
Fraud Risk and the Use of Data Analytics
An auditor is responsible for conducting an audit in order to “obtain reasonable
assurance that the financial statements are free from material misstatement, whether
caused by fraud or error” (AU-C Section 240, p 152). The auditor is charged with
assessing the risk of material misstatement due to fraud during the planning process
through analytical procedures and throughout the audit.
Software tools allow auditors to investigate large data sets at a lower cost, thereby
increasing the detection of fraud (AICPA, 2014). Benefits of using data analytics in
auditing include being able to examine a large sample or an entire population and an
increased probability of uncovering fraud (Alles, 2015). Of the auditors I interviewed in
Paper 1, 72.73 percent stated that data analytics would be used more often when fraud
risk is high.
Leading up to my first hypothesis, my paper will discuss 1) prior studies that
examine the influence of fraud risk on audit judgments; and 2) how fraud risk influences
judgments through the Heuristic-Systematic Model.
Several studies have focused on the Heuristic-Systematic Model (Chaiken, 1980;
Brazel, et al., 2014; Smith, Taylor & Prawitt, 2016) in explaining audit judgments. The
Heuristic-Systematic Model can be used to explain auditor judgments in those instances
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in which fraud risk is manipulated as high and low. The crux of this theory explains how
persuasive prompts are processed, and the theory breaks down processing into two
modes: Heuristic processing and Systematic processing. While the heuristic approach
requires minimal cognitive effort, the systematic approach requires an individual to use
analytical skills while critically evaluating judgment-relevant information (Chen &
Chaiken, 1999; Chaiken 1980, 1987; Chaiken, Liberman & Eagly, 1989). When fraud
risk is low, auditors are prone to apply heuristic processing; conversely, when fraud risk
is high, auditors tend to use more systematic processing (Brazel, et al., 2014).
Brazel, et al. (2014) researched what effect nonfinancial measures have on the
quality of an audit. They performed two experiments: one experiment examined whether
auditors looked at nonfinancial measures in performing analytical procedures; the second
experiment manipulated fraud risk as high and low and provided participants a
nonfinancial measures prompt. The results from the first experiment demonstrated that
the participants did not use the non-financial information; however, when fraud was
manipulated in the second experiment, auditors were more likely to evaluate the
nonfinancial information when the fraud risk was high (versus low). The authors
rationalize that, when prompted to consider the impact of nonfinancial measures, in
accordance with the systematic mode of the Heuristic-Systematic Model, auditors will be
more on guard and feel it is more important to critically evaluate all available evidence.
One reason for this is due to the importance for an auditor to obtain reasonable assurance
that the financial statements are not misstated due to fraud. Since higher fraud risk
caused auditors to be more likely to evaluate nonfinancial measures, they should also be
more likely to use data analytics when fraud risk is high.
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Like nonfinancial measures, auditors may choose not to use data analytics that
involve nontraditional audit procedures when fraud risk is low. However, when fraud
risk is high, auditors are more likely to use the systematic-mode of information
processing and be more prone to critically assess all relevant information via less
traditional procedures. Like nonfinancial measures, data analytics is also not prone to
manipulation by management. More systematic processing, which includes looking at
corroborating evidence, should occur when auditors place more emphasis on judgment
effectiveness, as should occur in high fraud risk settings (Brazel, et al., 2014). The
information processing that occurs under a high fraud risk assessment should lead
auditors to systematically review the evidence sources available, which include data
analytic evidence, and provide more effective judgments (Brazel, et al., 2004).
Based on the above studies, along with the results of the interviews, the following
is my first hypothesis:
H1

As fraud risk increases (decreases) auditors will increase (decrease) the
extent of the data analytics procedures used during an audit.

Data Analytics and Audit Quality
Striving to produce a quality audit and define what constitutes a quality audit has
been an ongoing debate in the audit industry. Dating back to the early 1980’s,
Willingham and Jacobson (1985) stated that the pressing issue from the congressional
investigation in the audit profession was the quality of external audits.
Perhaps one issue with the continuing discussion on audit quality is that it is
difficult to come up with a definition (Knechel et al., 2013). Auditing standards have not
explicitly defined audit quality and researchers have not arrived at a consensus on its
meaning. Instead, audit quality is defined and measured in various ways. Some suggest
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it should be linked to AU Section 312, which concerns audit risk and materiality in
conducting an audit (AICPA, 2006; Willingham & Jacobson, 1985). The Government
Accountability Office states a quality audit is one which complies with Generally
Accepted Auditing Standards (GAAS) “to provide reasonable assurance that the audited
financial statements and related disclosures are (1) presented in accordance with
Generally Accepted Accounting Principles (GAAP) and (2) are not materially misstated
whether due to errors or fraud” (GAO, 203, p. 13). One often cited definition of audit
quality is “the market assessed joint probability that a given auditor will both discover a
breach in a client’s accounting system, and report the breach” (DeAngelo, 1981, p 186).
In 2013, the Public Company Accounting Oversight Board (PCAOB) began a quest in
measuring audit quality by establishing its Audit Quality Indicator project. This project
defined audit quality as “meeting investors’ needs for independent and reliable audits and
robust audit committee communications” in the conduct of audits (PCAOB, 2013, 4). In
other words, audit quality represents both meeting the needs of the customer in a reliable
fashion and communicating effectively with the audit committee.
In contrast, the International Auditing and Assurance Standards Board (IAASB)
states that “audit quality is likely to be achieved when the auditor’s opinion on the
financial statements can be relied upon as it was based on sufficient appropriate evidence
obtained by an engagement team” (IAASB 2013, 10). This definition would suggest that
even when the culmination of an audit arrives at the correct opinion, if the processes
performed resulted in insufficient evidence, it may be considered a low-quality audit
(Gaynor, Kelton, Mercer & Yohn, 2016). Similarly, other studies define audit quality by
reference to the audit process. DeAngelo (1981) stated audit quality depends on three
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things: the auditor’s technological knowledge, the nature of the audit procedure, and the
level of information or sample used. More recently, Francis (2011) and Knechel et al.
(2013) discussed frameworks for understanding audit quality, which included the audit
process (i.e., obtaining and evaluating evidence) as an indicator of audit quality.
An effective audit is not necessarily efficient; nor is an efficient audit necessarily
effective. An audit firm might conduct an audit that meets or exceeds all of the criteria
for effectiveness, yet the number of hours and cost of the audit may increase thereby
decreasing efficiency. Alternatively, an audit may reduce its number of hours and cost,
but at the expense of not examining sufficient, appropriate evidence; thus making it not
effective (Bender, 2006). However, an audit that is effective and an audit that is efficient
each contribute to a quality audit. Knechel and Sharma (2012) state an important
limitation in prior studies in auditing research is the focus in either studying effectiveness
or efficiency, but not both. Similar to that study, I am also exploring the potential
complementary relationship between the two in my study.
Efficiency. From an auditing perspective, efficiency is often measured as the time
or hours taken to perform a specific audit task (Salterio, 1994). The use of information
technology and data analytics should ultimately provide a faster and more productive
audit (Abou-El-Sood, Kobt & Allam, 2015). According to Robert Capriotti, a partner
with KPMG, analytic tools can extract an entire population from an organization’s
enterprise resource planning system (ERP). In turn, an auditor’s tasks can be reduced
when applying data analytics directly from the client’s systems (Capriotti, 2014).
Similarly, one participant in the interviews stated:
“By giving me the ability to look at more in less time, I can have a better
test and a better product. In years past, I would test 25 things—if I can
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test almost a million in less time, I’ve just become more efficient, but my
client sees it as more value.” (audit firm senior manager)
Even though many manual auditing tasks have been eliminated through computer
technology, additional tasks have been either changed or resulted in a reduction of hours
as a result of using data analytics. For example, when looking at which individuals have
access and permission for certain controls, in the past, auditors had to simply take a
sample to determine if the control was operating correctly. “Today, using a data analytics
tool such as CaseWare’s IDEA, an auditor is able to pull a report upon demand that
shows 100 percent of the individuals that have access to a certain control” (audit firm
senior manager). According to a partner in my interviews, an example of a task that is
now completely automated is tie-outs (checking the source documents against the
financial statements for accuracy).
“In the past, where you had a human going through and tying out trial
balances and rolling that forward to the 10-K, you basically automate that
entire process now.”
Eliminating prior manual computational tasks by utilizing automated data analytic
tools can lead to an increase in the efficiency of an audit by reducing the number of audit
hours (Manson, et al., 1998; Vera-Munoz, et al., 2006; Janvrin, et al., 2008; Curtis &
Payne, 2008). However, upfront costs could result in a decrease in efficiency initially,
with net gains expected in subsequent periods (Curtis & Payne, 2008).
When deciding to adopt data analytic tools in the context of an audit, factors to
consider are the initial costs of the software/hardware, installation costs and training
costs. Even with training, there is a learning curve for auditors to gain experience with
these automated tools. One audit firm partner stated:
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“It’s an investment initially. If we are going to use a new technique within
data analytics, it’s an investment in a new tool that the firm has to invest
in, specialists that we have to use, training people, getting our client to get
us the data (which costs them); so, there’s an initial investment and there’s
a return period for that. As long as you continue to repeat it over time,
then you get a return.”
Technology can result in a similar level of assurance at a lower cost (more
efficient) or it can result in a higher level of assurance at the same cost (AICPA, 2014).
Another participant in my interviews said:
“One of the challenges of something like the software, IDEA, is learning
how to use it. Once you learn how to use it, there are limitless
possibilities of what you can do with it.” (audit firm senior manager)
The results of my interview from Paper 1 show that 45.45 percent of the participants
believe that data analytics reduces audit hours and 45.45 percent believe it results in the
same level of hours. Hence, only 9.09 percent believe it results in more hours.
Although, to date, there has been no research on the adoption of data analytics
technology in the area of auditing, there has been research on the adoption of other
technologies in this field. For example, an exploratory study on the adoption and impact
of continuous auditing was undertaken by Rikhardsson and Dull (2016). The importance
of this study to my paper is the application of continuous auditing adding value to an
audit because it can potentially increase the efficiency of the audit process (Rikhardsson
& Dull, 2016). Their study investigates the practices of continuous auditing of small
businesses and found that this type of technology has the potential of reducing audit
hours. Most of the participants were interested but had not yet adopted continuous
auditing for their audits. Similar to continuous auditing, data analytics should ultimately
reduce audit hours.
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An efficient audit can be interpreted as one in which there is a reduction of
budgeted hours spent performing the audit or one in which the same hours are more
productive by utilizing time more wisely. Data analytics has the capability of providing
the ability for auditors to assess a greater amount of information in less time as well as
eliminating or replacing prior audit tasks. Hammersley, Johnstone and Kadous (2011)
discusses the significance of changes to the nature of planned audit procedures rather
than the extent of procedures performed in the assessment of fraud risk. Specifically,
modifications to the standard audit program (nature) can lead to an increase in the sample
size (extent), which can lead to a more efficient and higher quality audit. Hence, if data
analytics results in a more efficient audit by modifying the standard audit program, audit
quality should also improve. Conversely, utilizing data analytical procedures that are not
necessary can lead to an inefficient audit.
I expect in my study when data analytics is used, it will improve efficiency in
both the high and low fraud conditions. Based on the studies mentioned above along
with the results of the interviews, my second hypothesis is as follows:
H2

The use of data analytics will lead to a more efficient audit.

Effectiveness. Looking at audit evidence and understanding what is occurring is
critical to conducting an audit that is effective. As discussed previously, the audit process
is critical to audit quality. One of my interview participants defined effectiveness in the
following way:
“Well if you talk about an audit being effective---if I can tell you where
things are happening and quickly get to a resolution about why they are
happening, that’s a high level of effectiveness in my opinion” (audit firm
partner).
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Data analytics requires one to look at patterns and trends and to utilize a higherorder level of thinking, which should result in a more effective audit; whereas, traditional
auditing methods search for causes and involve less cognitive effort. For example,
instantly being able to graphically visualize key performance indicators using a
dashboard is one way an auditor can use data analytics. An auditor must be able to first
determine what patterns and trends to analyze through data analytics, determine the
appropriate queries to run, and then be able to interpret the output. Results from looking
at patterns and trends can assist auditors in uncovering potential misstatements and causal
links (Brown-Liburd, et al., 2015; O’Donnell & Perkins, 2011), and thus audit procedures
that incorporate data analytics should result in a more effective audit than if data analytics
are not used.
Similarly, Trompeter and Wright (2010) state that both effectiveness and
efficiency have improved as audit firms have used more technology in their practices.
Failure to utilize the benefits of advanced technology can result in both a decrease in
effectiveness and efficiency in the task (Loraas & Diaz, 2011). Abou-El-Sood, et al.
(2015) conducted interviews from auditors of Big 4 and non-Big 4 firms and found
auditors perceived using audit technology as highly important, especially with respect to
assessing risk. Thus, taking advantage of the capabilities of data analytics programs to
examine unusual patterns and trends should contribute to increased effectiveness.
Further, one concept relating to audit quality is called the triangulation
framework. Bell, et al. (2005) describe the triangulation framework as the combination
of three sources of evidence: Management business representations (MBR), management
information intermediaries (MII), and entity business states (EBS). MBR includes a
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company’s financial statements, general ledgers and management discussion and
analysis. MII includes an applicable reporting framework, automated and manual
processes. EBS includes economic events, industry, regulatory and other external forces
(Bell, et al., 2005). Triangulation occurs when an auditor understands that the
culmination of an audit opinion is derived from weighing the evidence from all three of
these categories. The key element in this theory is that MBR and MII are both
management-controlled (internal) information, and EBS is external evidence, and
therefore, cannot typically be manipulated within the organization. Triangulation allows
an auditor to evaluate and rely on all available evidence in order to assess the risk relating
to an audit. By comparing evidence across all three categories, it specifically improves
the audit quality especially in situations when intentional misstatement is a concern. This
is accomplished by an auditor understanding and recognizing discrepancies between EBS
and either MII and/or MBR (Bell, et al., 2005; Trotman & Wright, 2012). Using data
analytics, an auditor can evaluate more external (EBS) evidence, which gives auditors
another means to corroborate management information.
An audit is required to evaluate a sufficient amount of appropriate audit evidence
to comply with the rules of Generally Accepted Auditing Standards (GAAS). Creating
an audit plan that meets this criterion is both necessary and required in order to conduct
an effective audit. In my study, auditors will have an option to choose data analytics
procedures to look at both a larger amount of information as well as more variety. A
better quality process should result in a greater sufficiency of evidence and hence a more
effective audit. However, it is unknown whether auditors will be able to effectively
modify the standard audit procedures with sufficient data analytic procedures as fraud

56

increases or whether they may simply add data analytic procedures to the standard audit
procedures.
To explore the nature of how auditors are using data analytics in an audit, an
expert panel of auditors will look at a set of audit procedures (including standard audit
procedures and additional procedures related to data analytics) and determine the most
effective procedure for each task in the experiment. Similar to Hammersley, et al.
(2011), and Hoffman and Zimbelman (2009), I will use the benchmark expert panel
procedures to evaluate the effectiveness of the audit procedures chosen by the
participants.
RQ:

Are auditors able to modify standard audit procedures to effectively use
data analytics in response to fraud risk?
Methodology

The methodology section of this paper details the design and methodology that
was utilized in this study and is divided into four sections. The first section explains
information about the participants and how they were obtained. In the second section, an
overview of the experiment will be discussed along with a description of all variables,
including the dependent variables, independent variables and control variables, and how
these variables were measured. Third, the case adaption and development of the
instrument will be outlined. Finally, the types of statistical and data analyses that was
used for this study will be discussed.
Participants
In order to obtain participants, I first contacted accountants that I am acquainted
with, my former students, and individuals that have the resources and additional contacts
to assist me in obtaining additional participants. This was accomplished through email,
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posts on Facebook and LinkedIn, telephone calls and through visits with CPA firms. An
anonymized link for the experiment in Qualtrics 4 was sent by email to interested
participants that met two criteria: 1) currently employed as an external auditor; and 2)
working at an auditing firm. The desired participants were from various-sized audit firms
throughout the United States. An additional email was sent a week later as a reminder to
complete the experiment. 5 Because this is a 1 x 2 between subjects’ experimental study,
I obtained 40 individuals to complete this experiment, which equates to 20 individuals
per cell. 67
Experimental Task and Variables
Experimental Task. To evaluate both how the risk of fraud influences the use of
data analytics and how the use of data analytics affects the effectiveness and efficiency of
an audit, the participants completed an experimental task involving an audit case in which
they determined which audit procedures needed to be performed along with the allocation
of budgeted hours for each task. The case was adapted from Hammersley et al. (2011)
and consisted of four sections: 1) instructions and case company background with fraud
manipulation; 2) fraud risk likelihood judgment; 3) recommendation of audit procedures
and budgeted hours; and 4) post-experimental questions.
In the first section, participants were instructed to assume they were assigned the
task to design an audit program for a portion of the revenue cycle of the case company.
This section contained a description of the company’s business and industry,

4

Qualtrics is a software company designed for collecting and analyzing data for surveys in research.
As an incentive four $50 gift cards were given away after the conclusion of the experiment.
6
Permission for the use of human subjects was obtained from the Institutional Review Board (IRB) at
Kennesaw State University prior to the collection of data.
7
The timeline for completion of this experiment was from January 16, 2018 until March 3, 2018.
5
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management, the control environment, the revenue cycle and selected ratios. Similar to
prior studies (Brazel, et al., 2014; Agoglia, et al., 2010), the background information
manipulated fraud likelihood using prompts to indicate a low or high fraud risk. Within
Qualtrics, participants were randomly assigned to the two conditions. This section also
contained the company’s unaudited consolidated statement of operations and balance
sheet for the current year, and the audited financial statements for the prior year.
The second section of the experiment asked participants to assess the risk of
material financial statement fraud on a scale from one (extremely unlikely) to eleven
(extremely likely). The purpose of this step was to serve as a manipulation check as to
the validity of the fraud manipulation and will be discussed later in this paper.
In section three, participants were given audit procedures and budgeted hours for
the previous year’s engagement. A moderate risk of fraud was given for the prior year
such that possible increases and decreases in the use of data analytics could be examined
under differing fraud risk conditions. Then, similar to Hoffman and Zimbelman (2009)
and Hammersley, et al. (2011), participants were asked to modify the nature of the audit
procedures and assign budgeted hours for the current year. Participants were given a list
of standard audit procedures and (1) asked to indicate (yes or no) whether they would
complete each procedure for the current year and (2) provide the budgeted hours for each
procedure selected. Participants were provided eight non-data analytic procedures, which
were the same procedures performed in the prior year. They were also provided four data
analytic procedures (which were not performed in the prior year) and an open-ended
section, in which they had the opportunity to list “other” procedures they thought were
pertinent. Prior studies have found that auditors have difficulty adjusting the nature,
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extent and timing of procedures in response to fraud risk (Zimbelman, 1997; Glover,
Prawitt, Schultz & Zimbelman, 2003; Bedard, 1989; Asare & Wright, 2004; Hoffman &
Zimbelman, 2009; Hammersley, et al., 2011), and this study extends this research stream
to include data analytic procedures. Not adjusting audit procedures appropriately can
reduce the ability to uncover a potential fraud (Nieschweitz Schultz & Zimbelman, 2000;
Wilks & Zimbelman 2004).
Finally, the fourth section was comprised of post experimental questions.
Participants responded to several perception questions, provided information on control
variables (discussed below) and provided demographic information. The instrument for
this experiment is provided in the Appendix.
Variables. The experiment is a 1 x 2 between-subjects design. The independent
variable is fraud risk. Participants were randomly assigned to one of two fraud risk
treatment groups: a low fraud risk group in which the case information gave prompts
indicating that the risk of fraud was low, and a high fraud risk group in which the
information from the case gave prompts suggesting a high fraud risk scenario. For
example, the low (high) risk scenario described the company as having standard
(significant) competition, facing moderate (substantial) changes and normal (major)
strategic challenges. Further, management was described as having moderate
(significant) pressure to meet forecasts. See Appendix B for full instrument and
manipulation. A description of the independent, dependent, and control variables, by
hypothesis, is listed in Table 5.
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Variable
Independent and
Dependent Variables
Fraud Risk
(FRAUDRISK)

Table 5
Summary of Variables
Type

IV

Use of Data Analytics

DV for H1 and
IV for H2 and RQ

Total DA Procedures used
(DAPROC)

Measure for Use of
Data Analytics

Total DA hours budgeted
(DAHrs)

Measure for Use of
Data Analytics

Percent of DA hours over
total budgeted hours
(PRCTDAHRS)
Inefficiency (INEFF)

Measure for Use of
Data Analytics

Efficiency (EFFIC)

DV for H2

Effectiveness (EFFECT)

DV for RQ

Data analytics
effectiveness
(DAEFFECT)

DV for RQ

DV for H2

Control Variables
Age

AGE

Control variable for
Age

Description of measure

The manipulation of fraud into two
treatment groups. Each participant
was randomly assigned to either
the low fraud risk (1) group or the
high fraud risk group (2).
This variable is analyzed using
three measures: Total DA
procedures used, Total DA hours
used and Percent of DA hours over
total budgeted hours
Represents the total number of
data analytic procedures the
participants selected out of 4 given
DA procedures plus any additional
DA procedures listed in “other”
Hours budgeted for the four data
analytic procedures plus any
additional DA hours listed in
“other”
Total DA hours budgeted (DAHrs)
divided by the total hours
budgeted by participants.
Participants’ modifications to audit
procedures that do not match
procedures recommended by the
expert panel.
Total number of hours budgeted
by participants.
Participants’ modifications to audit
procedures that match procedures
recommended by the expert panel.
Participants’ modifications to data
analytic audit procedures that
match the data analytic procedures
recommended by the expert panel
The control variables that
represent “age” are AGE and
Generation.
In years, the age of the participant.
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Generation

Control variable for
Age

Experience

Audit experience
(AuditExp)
Data analytics experience
(DAExp)

Control variable for
Experience
Control variable for
Experience

Position

Control variable for
Experience

Familiarity with fraud
(FamilFraud)

Control variable for
Experience

Problem solving ability
(ProbSolv)
Other tabulated variables
Fraud Risk Judgment

Percentage of DA
procedures over total
procedures
Median split of DA Hrs
(DAHRSMED)

Generation represents AGE,
categorized into generations.
Participants less than 37 years of
age was coded “1”; between the
ages of 37 and 51 was coded “2”;
and ages 51 and older were coded
“3”.
The control variables which
represent “experience” are
AuditExp, DAExp, Position, and
FamilFraud.
The number, in years, of audit
experience each participant has.
Does the participant have
experience using data analytics in
an audit. Yes is coded “1” and No
is coded “2”.
The position of the participant at
his/her CPA firm. Partner equals
“1”; Audit Manager equals “2”;
Senior Auditor equals “3”; Staff
Auditor equals “4” and Other
equals “5”.
On a scale from 1-7 (with 1 being
“not at all familiar” to 7 being
“very familiar”) how familiar is
the participant with assessing
fraud.
Number of participant’s correct
problem solving questions out of a
possible 6 questions.
Participant’s judgment of the
amount of fraud risk. Used as a
manipulation check for low vs.
high fraud
Total DA procedures budgeted
(DAPROC) divided by the total
procedures budgeted by
participants
Median split of DAHrs. Used as a
categorical variable in test of
H2and RQ. If DAHrs>5=high (1);
otherwise, low (0).
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Median split of AuditExp
(AuditExpMED)

This variable is a median split of
AuditExp. If AuditExp>15=1;
otherwise, 0.

As previously stated, the first hypothesis looks at whether fraud risk affects the
extent of data analytics procedures used during an audit. Therefore, use of data analytics
is the dependent measure for H1. Use of data analytics was measured in three ways:
number of hours budgeted for data analytic procedures, number of data analytic
procedures recommended by participants, and percentage of budgeted hours that were
related to data analytic procedures. Data analytic hours was measured by summing the
data analytic hours budgeted by the participants for the four data analytical procedures
provided plus any “other” data analytic procedures participants may have added. Total
data analytic procedures represents the total number of data analytic procedures the
participants selected out of the four given data analytic procedures plus any “other” data
analytic procedures they recommended. Percentage of data analytic hours is the total
data analytic hours budgeted divided by the total hours budgeted by participants.
Recall that H2 and the RQ examine whether the use of data analytics influences
the efficiency (H2) and effectiveness (RQ) of the audit. Thus, regressions were
performed using fraud risk and the use of data analytics (as measured above) as
independent variables. Efficiency can be measured through time and/or through the
proper use of resources. Thus, efficiency is measured by the total number of audit hours
budgeted by the participants. In addition, similar to Hammersley (2011), inefficiency is
measured by the number of modifications to the audit procedures that do not match the
procedures recommended by the expert panel (performing unnecessary procedures).
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For the RQ, effectiveness is the dependent variable. The effectiveness of the
audit was determined based on a comparison of participants’ audit planning judgments
with experts’ planning judgments. Similar to Hammersley et al. (2011) and Hoffman &
Zimbelman (2009), an expert panel of auditors determined the most effective audit
procedures under each fraud condition. Thus, effectiveness was measured by the number
of audit procedures selected that matched those recommended by the expert panel.
It is important to identify control variables that can help to both explain the
observed variation in the dependent variable and also to reduce unexplained variation.
Based on the results of my interviews, several control variables were collected,
representing the individual characteristics of the participants that are expected to impact
an auditor’s likelihood of using data analytics. When auditors were asked what were the
characteristics of auditors who would be more likely to use or be more successful using
data analytics, the top answers were younger age, experience (in auditing and data
analytics), and problem solving ability.
Age. In the interviews, younger auditors or millennials was the top answer (25%)
when participants were asked what were the characteristics of auditors more likely to
use/be more successful using data analytics. Because millennials were born in an era of
technology, participants in my interviews stated that younger auditors were quicker to
learn technology and, most often, the least resistant to changes due to technology. As
part of the demographic measure of my experiment, participants were asked their age. As
an alternative measure of age that more directly examines generational influences, I also
split age into three groups to represent the generations as follows: participants less than
37 years of age represented the Millennials and were coded “1”, participants that were in
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the range of 37 through 51 years of age represented the Generation X and were coded
“2”, and participants aged 52 and over represented the Baby Boomers and were coded
“3”. 8
Experience. I collected four control variables representing experience, including
auditing experience, data analytics experience, position/title in the firm, and familiarity
with fraud. It is predicted that when auditors have training/experience in auditing and/or
data analytics they will be more proficient on the task, feel less overwhelmed by the
information and complete the task in a more timely fashion; thus, increasing the
efficiency and decreasing the time spent on a task (Brown-Liburd, et al., 2015; Gallego,
Bueno, Racero, Noyes, 2015; Loraas & Diaz, 2011). When a technology is easier to use,
fewer external variables have an impact on the decision to use the technology; whereas,
when a technology is more difficult to use, there are more external variables that affect
the decision making process of usage (Loraas & Diaz, 2011).
Experience in auditing was measured in number of years. Position was measured
as follows: Partner was coded “1”; Audit Manager was coded “2”, Senior Auditor was
coded “3”, Staff Auditor was coded “4”, and Other was coded “5”. Participants were
asked on a scale from 1-7 (with 1 being “not at all familiar” to 7 being “very familiar”),
how familiar they are with assessing fraud. This is another control variable that is worth
further scrutiny because how comfortable they are and how much previous experience
they have with assessing fraud risk could have an impact on the outcome of the analyses

8

Although the exact age range for each generation varies, an acceptable breakdown of generations is those
born between 1944 and 1965 fall in the Baby Boomers category, the Generation X range is from 19661980, and the Millennials are those born from 1981 until 1996.
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for this experiment. Finally, participants were asked whether they have experience in
data analytics (yes/no).
Problem-solving ability. Tan and Kao (1999) examined how task complexity,
knowledge and problem solving ability affected auditor performance. The results from
their study indicate when the task is of high complexity, auditors with both high
knowledge and high problem-solving ability will perform the task better than auditors
with low problem-solving ability or knowledge. This study found a three way interaction
among knowledge, problem-solving ability and accountability with a high-complexity
task; whereas, there was no interaction among these three and performance did not
improve in a low-complexity task. With data analytics, information has to be evaluated
by focusing more on diagnostic patterns of fluctuations thereby increasing the complexity
of the data. I predict that when auditors possess high problem-solving ability, it is easier
for them to use data analytics in an audit. A measure for problem-solving ability was
collected that consisted of a list of six prior Graduate Record Examination (GRE)
questions that are similar to those used in prior studies (Bonner & Lewis, 1990; Tan &
Kao, 1999; Thurstone, 1957; Sternberg, 1988; and Tan & Libby, 1997). Specifically,
three were categorized as analogical reasoning and three were categorized as data
interpretation.
Case Adaptation and Development
As shown in the Flowchart of Steps in Developing Materials (Figure 1), I first
obtained permission from the authors of Hammersley, et al. (2011) to adapt the materials
used in their study for my experiment. Based on the hypotheses and research question of
my paper, initial adjustments were made to this instrument to incorporate data analytics,
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and to create a low/moderate fraud scenario in addition to their high fraud scenario.
Next, I met with three of the data analytics experts interviewed in Paper 1 of my study to
gather suggestions on how to further adapt the materials to make the experiment as
realistic as possible. Specifically, we discussed the stage of the audit, the cycle to use
and specific procedures that are currently used in the audit process (standard audit
procedures and data analytic procedures). Further adjustments were made based on their
recommendations. The next step was to submit this revised instrument to two different
audit experts to review for validity. Final changes were made to the instrument based on
their suggestions. To obtain a benchmark for efficiency and effectiveness, the three
experts were instructed to go through the final materials and record their judgments for
the following: 1) “current year” fraud risk assessment for low fraud risk scenario; 2)
selection of audit procedures to perform along with budgeted audit hours under low fraud
risk facts; 3) “current year” fraud risk assessment for high fraud risk scenario; 4)
selection of audit procedures to perform along with budgeted audit hours under high
fraud risk; and 5) number of audit hours they would budget for each audit procedure
listed in the “prior year” facts. The experts’ results confirmed that the low and high fraud
risks were viewed differently. In addition, the budgeted hours and procedures from the
three experts were summarized for the current and prior year. These summaries for the
low and high fraud cases were sent back to the experts and confirmed that this final
expert panel solution for hours and procedures represented a reasonable solution for each
case. Once the instrument for the experiment was completed, it was entered into
Qualtrics.
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Figure 1
Flow Chart of Steps in Developing Materials
Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

•Researched prior studies, found the study that most closely fit my study, and obtained permission from
the authors (Hammersley, et al , 2009) to adapt the materials used in their study for my experiment

•Made initial adjustments based on hypotheses and research question of my study.

•Met with 3 experts in data analytics for input on experimental materials.

•Made adjustments based on recommendations of three experts.

•Gave revised experiment to two auditors to evaluate for validity

•Made revisions based on two auditors' comments.

•Sent revised experiment to original panel of three data analytic experts to go through the materials and
record their judgments.
•Prepared a "solution" based on the summarized results of expert panel and sent back to the experts to
confirm that the solution represented a reasonable "expert" judgment.

•Set up experiment on Qualtrics

Types of Statistical and Data Analyses
The first hypothesis is concerned with the effect that the level of fraud risk has on
the extent that data analytic procedures will be used in the audit. Therefore, to analyze
the data for this hypothesis, analysis of covariance (ANCOVA) was used to determine the
results. This method is the most appropriate method instead of analysis of variance
(ANOVA) due to the identification of control variables or covariates. ANCOVA tests
whether there is a significant difference between groups after controlling for any variance
that is explained by control variables. One of the basic requirements for using ANCOVA
is to have one dependent variable that is continuous, at least one independent variable
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that is discrete and at least one control variable that is continuous. Because you do not
want to diminish the relationship between the independent variable and the dependent
variable, it is necessary to ensure the control variables are not correlated with the
independent variable.
Before this method can be chosen, certain assumptions must be met. Relating to
the dependent variable and the control variables, there should be normality of sampling
distributions, absence of outliers, homogeneity of variance, linearity, assumption of
independence and absence of multicollinearity. These assumptions will be discussed in
the data analysis section. Assumption of independence was considered in the design
stage. Although some of the auditors did work at the same firm, it should not result in a
violation of independence as each experiment was done independently and there was a
randomization of the two treatment groups. In general, ANCOVA is a robust procedure
when all of the assumptions are not met which is often the case in research (Hair, et al.,
2010).
Whereas, hypothesis one is concerned with predicting the outcome based on the
manipulation of fraud risk (high vs. low), the focus of the second hypothesis is whether
the use of data analytics makes an audit more efficient. Further, the research question
tests whether auditors are able to modify standard audit procedures to effectively use data
analytics in response to fraud risk. Therefore, instead of ANCOVA that was used for the
first hypothesis, multiple regression analysis is the appropriate statistical test for the
second hypothesis and the research question because the outcome is not based on the
manipulation of a treatment group. In multiple regression analysis, a single metric
dependent variable is predicted by several metric independent variables. Although
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ANCOVA and regression are both statistical techniques, regression deals with continuous
variables, while ANCOVA allows both categorical and continuous variables.
As with the ANCOVA, multicollinearity was checked in performing the
regressions. Multicollinearity exists when two or more variables are highly correlated
with each other. It is important to determine if this exists because allowing two variables
that are highly correlated in a model can undermine its statistical significance.
Data Analysis and Findings
Manipulation Check
As an indicator for internal validity of this experiment, a manipulation check was
done to test the participants’ assessment of the risk of material financial statement fraud
for the two treatment groups described below. Participants in the experiment were asked
to assess the risk of material financial statement fraud on a scale of 1 to 11 (with 1
representing extremely unlikely to 11 representing extremely likely) based on the case
study materials they had just reviewed. Because fraud risk was manipulated into two
treatment groups of high and low, the participants that were given a case in which the
cues indicate a high risk of fraud should assign a higher assessment of fraud than those in
the low fraud risk treatment group.
Table 6 shows the results of this manipulation check. An ANOVA was run with
fraud likelihood as the dependent variable and fraud risk level (low or high) as the
independent variable. The rationale for this manipulation check is to make sure that the
case materials did in fact lead the participants to correctly assess a higher number for
fraud risk to the high fraud risk scenario than the low fraud risk scenario. The mean for
the high risk group was 6.39 and the mean for the low risk group was 5.41. The high
fraud risk was rated higher than the low fraud risk at p=.075 (one-tailed test). The expert
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panel’s mean for the low fraud risk scenario was 5.33, and the mean for the high fraud
risk scenario was 8.00. Therefore, although the participants in this experiment viewed
the low fraud risk case similar to the experts, they viewed the high fraud risk case as
more moderate than the expert panel.
Table 6
Fraud Likelihood Rating
Low Fraud Risk
(n=22)
Mean
5.41a
(S.D.)
(1.84)
a
Means significantly different at p=.075 (one-tailed)

High Fraud Risk
(n=18)
6.39a
(2.38)

Demographics
The sample size of the experiment was 40 participants; however, only 38
participants completed the entire experiment. Therefore, the two incomplete responses
were dropped from the majority of the analyses. Table 7 provides the demographics of
the participants. Roughly three-fourths (76.3%) of the participants were males and
approximately one-fourth (23.7%) were females. All of the participants have earned a
bachelor’s degree with 15 (39.5%) having successfully obtained a master’s degree. In
addition, 36 of the 38 (94.7%) are Certified Public Accountants (CPA’s). Two (5.26%)
of the participants work for a Big 4 accounting firm, 18 (47.37%) work at regional
accounting firms, and 18 (47.37%) work at local accounting firms. In the context of this
study, a regional firm is defined as an accounting firm that has more than one office and
annual revenues of at least $30 million; whereas, local firms are classified as firms that
have one or two offices and annual revenues of less than $30 million.
Thirty-six of the thirty-eight auditors stated the specific area of experience for the
participants was audit, with the remaining two participants specifying advisory as their
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specific area. Because this question allowed multiple answers, of the 36 auditors that
listed audit as their area of expertise, six participants also named advisory, two
participants named risk assurance and one participant listed information systems under
“other” as additional areas of experience. 9
Table 7
Demographics of Participants in Experiment
Number
Percent
Total # of participants
38
100.0%
Gender
Females
9
23.7%
Males
29
76.3%
Education
Bachelor’s
23
60.5%
Master’s
15
39.5%
PhD
0
0%
Certifications*/**
CPA
36
94.7%
CMA
2
5.2%
CIA
3
7.9%
Other
6
15.8%
None of the above
2
5.2%
Size of firm***
Big 4
2
5.26%
Regional
18
47.37%
Local
18
47.37%
Specific experience area**
Audit
36
94.73%
Risk assurance
2
5.26%
Advisory
8
21.05%
Other
1
2.63%
*CPA: Certified Public Accountant; CMA: Certified Management Accountant; CIA:
Certified Internal Auditor.
**Multiple responses from some participants
***Regional: more than one office and annual revenues of at least $30 million; Local:
one or two offices and annual revenues of less than $30 million
Table 8 shows the descriptive information of the control variables for the
experiment. The average age of the participants was 43.05 years. In terms of generation,
the Millennials represent 45% (N=17) of the participants with a mean of 30.94 years,
Generation X’s mean is 45.44 years and they comprise 24% (N=9) of the total auditors,

The two auditors that listed advisory as their specific area of experience did not add any additional areas
of expertise.

9
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and the Baby-Boomers make up 31% (N=12) of the participants with a mean of 58.42
years.
The mean number of years of audit experience is 18, the median is 15 and the
range is from 2-40 years. Broken down, there were 8 auditors (21%) with 2-5 years of
audit experience, 8 (21%) participants with 6-10 years of audit experience, 4 (11%)
participants with 11-15 years of audit experience, 2 (5%) participants with 16-20 years of
audit experience, and 16 (42%) participants with greater than 20 years of audit
experience. A great strength in this study is the amount of data analytics experience the
auditors have. Eighty-seven percent of the auditors stated they had experience with data
analytics, which will be discussed further in the discussion of the next table. Of the 38
total participants, 16 of them (42.1%) have the position of partner at their firm, while 11
(28.9%) are audit managers, 7 (18.4%) are senior auditors, 2 (5.3%) are staff auditors and
2 (5.3%) who listed “other” as their title stated they were an audit supervisor and a
director, respectively. Thus 71% of the participants have the position of either a partner
or an audit manager, representing is a high-level participant pool.
Another important question related to this experiment relates to how familiar the
participants are with assessing fraud. The participants were asked to rank on a scale of 1
(not at all familiar) to 7 (very familiar) how familiar they are with assessing fraud. As is
shown on Table 8, the mean was 5.61. To further break this down, two participants
ranked their familiarity as a 3, four ranked it as a 4, eleven ranked it as a 5, eleven ranked
it as a 6 and ten ranked it as a 7. Therefore, 32 out of 38 participants (84%) ranked
familiarity above the scale midpoint, with no auditor ranking it as a 1 or a 2. This
indicates that most of these participants were very familiar with assessing fraud risk.
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Most importantly is the question that asked the participants if they had experience
in data analytics. Of the participants, 33 (87%) said they have experience using data
analytics and 5 (13%) stated they do not have experience in data analytics, 10 Table 9
shows a break down of this by professional rank. Eighty-eight percent of the partners,
82% of audit managers, 86% of senior auditors, 100% of staff auditors and 100% of other
(audit supervisor and director) have data analytics experience.
The last control variable is problem solving ability. There were six questions in
this area. The means for this variable represent the number correct out of the six
questions. As one would conclude from individuals in which the majority have advanced
certifications, almost all of the participants answered at least 4 out of the 6 questions
correctly (mean 4.79).

10

Results are statistically similar when participants without data analytic experience are excluded from
analysis of H1, H2 and RQ; therefore, they are included in all statistical tests
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Table 8
Control Variables
Mean
(S.D.)

Age

Overall
N=38
43.05
(12.83)

Experience
Years of audit
experience

Age By Generation
Millennials
Generation X Baby Boomers
(24-36)
(37-51)
(>51)
N=17
N=9
N=12
30.90
45.44
58.42
(3.97)
(5.39)
(4.66)
18
(12.34)

Familiarity with
assessing frauda

5.61
(1.15)

DA Experience

87% Yes (n=33)
13% No (n=5)

Position
Partner
Manager
Senior
Staff
Other

42.1% (n=16)
28.9% (n=11)
18.4% (n=7)
5.3% (n=2)
5.3% (n=2)

Problem solving
4.79
ability
(.91)
(# correct out of 6)
a
On a scale from 1-7 (with 1 being “not at all familiar” to 7 being “very familiar”, how
familiar is the participant with assessing fraud
Table 9
Data Analytics Experience by Professional Rank
Staff
Senior
Audit
Experience
Other*
Auditor
Auditor
Manager
Partner
Yes
2
2
6
9
14
No
0
0
1
2
2
*The two other ranks were Audit Supervisor and Director

Total
33
5
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Preliminary Tests
Before running statistical tests for the hypotheses and research question, each of
the assumptions outlined in the methods section was tested in SPSS. For normality of
sampling distributions, the Shapiro-Wilk’s test was conducted and a nonstatistical result
(as required for this assumption) was met. Upon review of the histogram to test for
normality, it appeared close to normal. With the points being fairly close to the line on
the Q-Q plot, it alleviated the concern for the normality assumption. To test for a linear
relationship between the covariate and the dependent variable for each level of the
independent variable, a visual inspection of the scatterplot called matrix scatter was
performed and no extreme outliers were observed.
To test for multicollinearity, diagnostics were run showing the variance inflation
factor (VIF), tolerance value, and a Pearson correlation table. The variance inflation
factor measures how much the variance of the regression coefficients is inflated by
multicollinearity problems with a maximum acceptable VIF value of 5.0. There were
two control variables that violated this rule in my study: Age had a VIF of 12.498, and
audit experience had a VIF of 13.102. Tolerance value shows the amount of variance in
that variable that cannot be explained by the other variables. The acceptable rule is if this
value is smaller than .20, there is a problem with multicollinearity (Hair, et al., 2010).
Again, both age and audit experience violated this test with values of 8% and 7.6%,
respectively. Finally, a Pearson correlation table was performed using SPSS which
measures the linear dependence between two variables. Results from this test show the
correlation between age and audit experience is statistically significant at the .01 level (2tailed) with 95.1% of the variation in age is explained by audit experience. Based on
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these results, these variables were not included in the same model on tests run for H1, H2
and the RQ.
Results for Hypothesis One
Hypothesis 1 investigates the directional effect that fraud risk has on the extent of
data analytics performed in an audit. The context of “extent” in this study can relate to
either the number of data analytics hours budgeted or the number of data analytic
procedures performed. For this reason, I examine three possible variables that could
represent the use of data analytics: number of data analytic hours budgeted, number of
data analytic procedures selected and percent of hours budgeted for data analytic
procedures of the total hours budgeted for the audit. As stated above, the three predicted
control variables are participants’ auditing experience, age and problem-solving ability.
Additional measures of experience (experience in data analytics, position title, and
familiarity with fraud) and age (generation) were also examined and will be discussed
below.
To examine H1, an ANOVA was run for each of the three possible dependent
measures for use of data analytics with fraud risk (high or low) as the independent
variable. ANOVA was run instead of ANCOVA first to verify whether there was a
statistically significant difference between the two variables without consideration of a
covariate. Fraud risk did not significantly influence the use of data analytic procedures,
measured using data analytic hours (p=.512), data analytic procedures (p=.651) or
percentage of data analytic hours (p=.936). 11

11

Additionally, two MANOVA tests were run for the three dependent variables (one with data analytic
hours and data analytic procedures as DV’s and fraud risk as the IV, and the other included percentage of
data analytic hours and data analytic procedures as DV’s and fraud risk as the IV) with the result being no
statistically significant influence on fraud risk for either test.
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Table 10 below provides the means for each of three dependent variables by level
of fraud risk. As can be noted by this table, the mean for percentage of data analytic
hours was the same for each treatment group (.17). Data analytic hours is directionally
consistent with the prediction for H1, with the mean for those participants in the high
fraud risk group of 6.75 versus 5.77 in the low fraud risk group. The means for data
analytic procedures are also directionally consistent with the first hypothesis having a
mean of 3.06 for the high fraud risk group, and a mean of 2.82 for the low fraud risk
group.
Table 10
H1: Extent of Data Analytics Use by Fraud Riska
Mean
(S.D.)

High Fraud Risk
Low Fraud Risk
p-value
(n=18)
(n=22)
(two-tailed)
DAHrsb
6.75
5.77
.512
(5.49)
(3.82)
DAPROCc
3.06
2.82
.651
(1.46)
(.96)
PRCTDAHRSd
.17
.17
.936
( .12)
(.11)
a
Fraud risk represents the manipulation of fraud into two treatment groups: high and low
fraud
b
DAHrs are the hours budgeted for the four data analytic procedures plus any additional
DA hours listed in “other”
c
DAPROC represents the total number of data analytic procedures the participants
selected out of 4 given data analytic procedures plus any additional DA procedures listed
in “other”
d
PRCTDAHRS is total DA hours budgeted (DAHrs) divided by the total hours budgeted
by participants
It can be argued that data analytic hours is the best dependent measure for use of
data analytics because the measure allows for greater variability between the fraud groups
and there is less possibility of a ceiling effect. Recall there were only four data analytic
procedures listed in the materials with the possibility that participants could add up to
three “other” data analytic procedures. Thus, there was little variation between groups.
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The data analytic hours allowed participants to budget as many hours as they wished,
which required them to think more deeply about their choices.
For each of the three possible dependent variables listed above, the next step
entailed running a series of ANCOVA tests to examine the influence of fraud risk while
controlling for age, experience, and problem-solving ability. A median split of audit
experience was also performed to further examine the influence of audit experience on
judgments. After running several variations of ANCOVA tests using the control
variables, Table 11 shows the results of the original predicted model with the control
variables of age, problem solving ability, and experience and with the number of data
analytic hours as the dependent variable.
Table 11
Effect of Fraud Risk on Use of Data Analytics (DAHrs)a with Control Variables
(Predicted Model)
Source of
Mean
variance
Df
Square
F-value
p-valuef
Corrected model
4
38.08
1.904
.133
Intercept
1
56.71
2.835
.102
b
AGE
1
3.24
.162
.690
ProbSolvc
1
46.91
2.345
.135
d
AuditExp
1
20.10
1.005
.323
e
FRAUDRISK
1
9.44
.472
.497
Error
33
20.00
Total
38
Corrected Total
37
a
Data analytic hours (DAHrs) is the dependent variable and represents the hours budgeted
for the four data analytic procedures plus any additional DA hours listed in “other”.
Fraud risk (FRAUDRISK) is the independent variable and Age, ProbSolv and AuditExp
are the control variables
b
AGE is the measure of the age of the participants in years
c
Problem solving (ProbSolv) is measured by the number of problem solving questions the
participants got correct out of a possible 6 questions.
d
Audit experience (AuditExp) is measured by the number, in years, of audit experience of
the participants.
e
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud.
f
Two-tailed p-value
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None of the three control variables are significant. The p-value for age is .690,
problem solving is .135 and audit experience is .323. The overall fit is insignificant, the
control variables are all insignificant and the independent variable, fraud risk, is
insignificant, which does not support H1. That is, fraud risk level did not influence the
extent of data analytic procedures used. Similar to prior research, auditors may not be
able to appropriately adjust audit hours specifically data analytic hours, in response to
fraud risk.
As was determined when checking for multicollinearity, age and audit experience
are highly correlated and therefore should not be run in the same analysis. A correlation
matrix also shows that audit experience is the only control variable statistically correlated
with data analytic hours. Thus, this was the only variable left in as a control in the model
presented for H1 in Table 12. The participants in this experiment had an average of 18
years of audit experience, which indicates a high level of expertise in auditing. Bonner
and Lewis (1990) state that knowledge specifically related to a specific area (i.e.,
auditing) has a positive impact on performance. Therefore, the model run with data
analytic hours as the dependent variable, fraud risk as the independent variable and audit
experience as the control variable is arguably the best model for this first hypothesis.
Although this model (Table 12) is not statistically significant at traditional
significance levels, audit experience is statistically significant (p=.042), which means
that as experience increases, the participants budgeted more data analytic hours. The
Adjusted R2 is .08 which indicates that 8% of the variance in the dependent variable is
predicted from the variables, fraud risk and audit experience. The partial Eta squared for
audit experience is .113 which means that 11.3% of the variance in data analytic hours
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can be explained by the amount of audit experience they have instead of what treatment
group they are in.
Table 12
Effect of Fraud Risk on Use of Data Analytics (DAHrs)a with Audit Experience as a
covariate
Source of
Mean
variance
df
Square
F-value
p-valued
Corrected model
2
52.69
2.608
.088
Intercept
1
185.44
9.179
.005
b
AuditExp
1
89.95
4.452
.042
FRAUDRISKc
1
21.70
1.074
.307
Error
35
20.20
Total
38
Corrected Total
37
a
Data analytics hours (DAHrs) is the dependent variable and represents the hours
budgeted for the four data analytic procedures plus any additional DA hours listed in
“other”
b
AuditExp is a control variable and is measured as the number, in years, of audit
experience each participant has.
c
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud.
d
Two-tailed p-value
A median split of audit experience was performed to gain additional insights into
the significant effect of audit experience and to examine whether audit experience
moderates fraud risk. Table 13 illustrates this model and shows that there is no
moderating influence of audit experience.
Table 13
Effect of Fraud Risk and Audit Experience on Use of Data Analytics (DAHrs)a
Source of
Mean
variance
df
Square
F-value
p-valued
Corrected model
3
23.90
1.137
.347
Intercept
1
1507.82
71.730
<.001
FRAUDRISKb
1
9.07
.432
.515
c
AuditExpMED
1
26.29
1.251
.271
FRAUDRISK*
AuditExpMED
1
28.18
1.341
.255
Error
36
21.02
Total
40
Corrected Total
39
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a

Data analytic hours (DAHrs) is the dependent variable and represents the hours budgeted
for the four data analytic procedures plus any additional DA hours listed in “other”
b
AuditExpMED is a median split of AuditExp where >15 equals 1; otherwise, 0.
c
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud.
d
Two-tailed p-value
Although there was not a significant main effect of fraud risk, Table 14 indicates
that the means are in the predicted direction. Participants in the high fraud risk group
directionally budget more data analytic hours (mean 6.74) than those in the low fraud risk
group (mean 5.77). In support of the main effect of audit experience, the median split
indicates that participants with greater than 15 years audit experience budget more data
analytic hours (mean 7.17) than those participants that have 0-15 years audit experience
(mean 5.43). Finally, although the interaction is not statistically significant (p=.255), the
median split of audit experience was statistically significant (p=.035) on data analytic
hours in the low fraud risk group. This indicates that when auditors are in the low fraud
risk group, those with more experience budget much more data analytics hours than those
with less experience (7.46 vs. 4.09, respectively). In the high fraud risk group, both
levels of experience budget about the same.
Table 14
Use of Data Analytics (DAHrs)a by Fraud Riskb and Audit Experiencec
Mean (SD)
Fraud Risk
Audit Experience
Low Fraud Risk
High Fraud Risk
Overall
Low
(<15 years)

4.09
(3.02)

6.78
(5.81)

High
(>15 years)

7.46
(3.91)

6.71
(5.41)

Overall

5.77
(3.82)
p=.035

6.74
(5.49)
p=.983

5.43
(4.72)
p=.189
7.17
(4.41)
p=.740
6.21
(4.61)
p=.255
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Data analytics hours (DAHrs) is the dependent variable and represents the hours
budgeted for the four data analytic procedures plus any additional DA hours listed in
“other”
b
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud.
c
AuditExp is a control variable and is measured as the number, in years, of audit
experience each participant has.
Table 15 summarizes the number of hours budgeted for each procedure by fraud
risk condition as well as the percentage of participants who recommended use of each
audit procedure (both standard audit procedures and data analytic procedures) by
treatment group. In the standard audit procedures (procedures 1-8), the only procedure
that was statistically significant for number of hours budgeted (p=.034) and percentage
who used the procedure (p=.036) between the low and high fraud risk groups is
procedure 8. The high fraud risk group budgeted (% who used) the roll forward and
look-back analysis of the allowance for doubtful accounts 2.14 hours (89%) versus 1.41
hours (59%) for the low fraud risk group. For the data analytic procedures (procedures 912), only percentage of participants who used procedure number 11 had a significant
variation (p=.072). Interestingly, the low fraud risk group used this procedure 73% of
the time versus 44% for the high fraud risk group. 12

12
Only one participant from the low fraud risk group added a data analytic procedure in the open-ended
“other” audit procedures; whereas, in the high fraud risk group, six participants budgeted hours for at least
one additional procedure and four participants budgeted hours for at least two additional procedures. These
included data analytic procedures such as developing a predictive test of accounts receivable to determine
accounts receivable to be based on sales and historical rates, using analytics software to cross reference
customer addresses with personnel addresses, and performing procedures related to sales cutoffs.
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Table 15
Use of Audit Procedures by Fraud Risk
# Hours budgeted
(% who used)
Audit Procedures
1. Perform analytical procedures on the
allowance, bad debts and aging of
receivables
2. Review the AR ledger, cash receipts journal
and sales journal for large or unusual items
3. Select AR balances to confirm and send
positive confirmation requests
4. Examine evidence of subsequent cash
collection from the customer for the
following: a) any positive confirmations not
returned, and b) other account balances
deemed appropriate
5. For positive confirmations not returned,
examine supporting documentation such as
billing and shipping documents
6. Review the sales returns after year-end to
determine the effect on the AR balance
7. Review the reconciliation of the subsidiary
ledger to the general ledger and investigate
unusual items
8. Roll-forward procedure of the allowance for
doubtful accounts and perform a lookback
analysis
Data Analytic Procedures
9. Use DA procedures to identify unexpected
patterns or outliers
10. Use analytics software to visualize trends
and/or reasonableness in receivables.
11. Plot ratios in comparison to industry and
compare to prior years to look for trends
12. Stratify the AR by difference variables
13. Other
14. Other
15. Other
a

Two-tailed p-value

High Fraud
(n=18)

Low Fraud
(n=22)

p-valuea

2.94
(94.4%)

2.46
(90.9%)

.131
(.682)

1.04
(83.3%)

1.09
(77.3%)

.820
(.644)

5.67
(88.9%)
7.83
(94.4%)

5.68
(95.5%)
7.36
(95.5%)

.983
(.446)
.464
(.888)

5.72
(83.3%)

5.14
(86.4%)

.438
(.796)

3.69
(83.3%)
1.75
(94.4%)

3.68
(86.4%)
1.73
(86.4%)

.982
(.796)
.923
(.410)

2.14
(88.9%)

1.41
(59.1%)

.034
(.036)

1.89
(77.8%)
1.39
(66.7%)
.64
(44.4%)
.67
(44.4%)
1.33
(33.3%)
.78
(22.2%)
.06
(5.6%)

1.95
(72.7%)
1.32
(68.2%)
1.18
(72.7%)
.77
(45.5%)
.18
(4.5%)
.36
(4.5%)
0.00
(0.0%)

.910
(.722)
.890
(.921)
.134
(.072)
.763
(.951)
.061
(.017)
.524
(.097)
.274
(.274)
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Results for Hypothesis Two
As discussed earlier, regression analysis is used to test the second hypothesis.
Because this hypothesis is looking at whether the use of data analytics leads to a more
efficient audit, measures of both efficiency and inefficiency are used as the dependent
variables. Similar to Hammersley, et al. (2011), inefficiency is measured by the number
of audit procedures recommended by the participants that do not match the procedures
recommended by the expert panel. A higher number of procedures than the experts
represents greater inefficiency. Efficiency is measured by examining the total hours
budgeted by participants. Fewer hours are indicative of more efficient audits.
The predictors in the regression are fraud risk, use of data analytics (measured
with either data analytic hours or data analytic procedures), and the control variables of
audit experience and problem solving ability, using similar rationale for what was tested
as a control in H1. Results for both measures of efficiency are discussed below.
Inefficiency. Table 16 provides the results for inefficiency and is broken down
into two panels. Panel A uses data analytic hours as the measure of use of data analytics
while Panel B uses data analytic procedures. Data analytic hours does not significantly
influence inefficiency. Although the coefficient for data analytic procedures is
significant at p<.10 (one-tailed) and directionally consistent with H2, the prediction that
the use of data analytics would result in a more efficient audit, was only weakly
supported with the inefficiency variable.
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Table 16
Use of Data Analytics on Inefficiency
Panel A: Use of Data Analytics (Data analytic hours), Fraud Risk, Audit Experience and
Problem Solving Ability on Inefficiencya
Unstandardized
Standardized
Coefficients
Coefficient
Std.
Variable/Predictor
B
Error
β
t
p-valuef
(Constant)
7.037
2.573
2.735
.010
b
DAHrs
.058
.087
.124
.672
.506
FRAUDRISKc
.139
.745
.032
.187
.853
d
AuditExp
.006
.032
.034
.190
.851
e
ProbSolv
-.542
.422
.223
-1.284
.208
R2 =.087, adjusted R2=-.024
Panel B: Use of Data Analytics (Data analytic procedures), Fraud Risk, Audit
Experience and Problem Solving Ability on Inefficiency
Unstandardized
Standardized
Coefficients
Coefficient
Std.
Variable/Predictor
B
Error
β
t
p-value
(Constant)
8.294
2.487
3.335
.002
g
DAPROC
-.380
.268
-.235
-1.417
.166
FRAUDRISK
.341
.727
.078
.470
.642
AuditExp
.020
.030
.112
.678
.502
ProbSolv
-.625
.400
-.257
-1.563
.128
2
2
R =.128, adjusted R =.022
a
Inefficiency are the participants’ modifications to audit procedures that do not match
procedures recommended by the expert panel
b
DaHrs are the hours budgeted for the four data analytic procedures plus the “other” data
analytic procedures
c
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud
d
AuditExp is the number, in years, of audit experience each participant has
e
ProbSolv is measured by the number of problem solving questions the participants got
correct out of a possible 6 questions
f
Two-tailed p-value
g
DAPROC represents the total number of data analytic procedures the participants
selected out of 4 DA procedures plus any additional DA procedures listed in “other”.
Efficiency. The result for the measure of efficiency is provided in Table 17 with
data analytic hours representing use of data analytics in Panel A, and data analytic
procedures representing use of data analytics in Panel B. The main effect for the
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influence of data analytics on efficiency is significant in both analyses. In Panel A, data
analytic hours is significant (p=.001). Because efficiency is represented by the total
number of hours budgeted by the participants, using more data analytic hours results in
more total hours budgeted by participants. In Panel B, the main effect for efficiency as
measured by data analytic procedures is also significant (p=.005). This means using
more data analytic procedures results in more total audit hours.
Table 17
Use of Data Analytics on Efficiency
Panel A: Use of Data Analytics (Data analytic hours), Fraud Risk, Audit Experience and
Problem Solving Ability on Efficiencya
Unstandardized
Standardized
Coefficients
Coefficient
Std.
Variable/Predictor
B
Error
β
T
p-valuef
(Constant)
23.841
8.592
2.775
.009
DAHrsb
1.050
.290
.578
3.634
.001
c
FRAUDRISK
1.471
2.486
.087
.592
.558
AuditExpd
-.040
.106
-.058
-.380
.707
e
ProbSolv
.743
1.411
.079
.527
.602
R2 =.319 , adjusted R2=.236
Panel B: Use of Data Analytics (Data analytic procedures), Fraud Risk, Audit
Experience and Problem Solving Ability on Efficiency
Unstandardized
Standardized
Coefficients
Coefficient
Std.
Variable/Predictor
B
Error
β
T
p-value
(Constant)
26.144
8.897
2.938
.006
DAPROCg
2.898
.959
.464
3.022
.005
FRAUDRISK
1.731
2.599
.102
.666
.510
AuditExp
.039
.106
.057
.371
.713
ProbSolv
-.439
1.431
-.047
-.307
.761
Note: Panel A model is significant at .011; Panel B model is significant at .042
R2= .253 , adjusted R2= .162
a
Efficiency is the total number of hours budgeted by participants
b
DaHrs are the hours budgeted for the four data analytic procedures plus the “other” data
analytic procedures
c
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud.
d
AuditExp is the number, in years, of audit experience each participant has
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ProbSolv is measured by the number of problem solving questions the participants got
correct out of a possible 6 questions.
f
Two-tailed p-value
g
DAPROC represents the total number of data analytic procedures the participants
selected out of 4 DA procedures plus any additional DA procedures listed in “other”
Based on the above results, H2 is not supported with the efficiency variable in the
predicted direction. Contrary to the expectation, as data analytics was used more, more
time was budgeted for the audit.
To provide additional insights into how participants adjusted the audit hours from
the prior year, Table 18 compares the “given” prior year audit hours (in which no data
analytics procedures were used) with the participants’ current year budgeted hours. The
case materials set the fraud risk as moderate (4 on a scale from 1 to 11) for the prior year.
Recall that participants rated the fraud likelihood as 5.41 and 6.39 for the low and high
fraud risk conditions, respectively, for the current year. Thus, we might expect that
participants would budget about the same or slightly higher audit hours than the prior
year for both groups. However, if participants budget the same or fewer total hours while
also using data analytic procedures for the current year (last year the data analytic hours
was 0), this may be indicative of participants trading standard audit procedures for data
analytic procedures. As indicated in Table 18, in both fraud risk groups, participants’
total budgeted hours (34.32 for low fraud risk and 37.54 for high fraud risk), which
included data analytic hours, were not significantly greater than the prior year (35 for
both groups) even though data analytic hours were used for the current year (5.77 for low
fraud risk and 6.75 for high fraud risk). This provides some evidence that auditors are
able to swap data analytic procedures with traditional audit procedures, indicating that
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auditors can use potentially more effective procedures at no additional cost of the audit.
That is, auditors may be able to perform a higher level of assurance for the same cost.
Table 18
Comparison with Expert Panel
Hours Budgeted in Prior Year (Given) vs. Current Year
PY Hours
CY Hours
(Fraud
Participants
p-valuec
Level=4)
Low Fraud Risk
(mean=5.41)
Total DAHrsa
0
5.77d
<.001
b
Total Hours
35
34.32e
.655
High Fraud Risk
(mean=6.49)
Total DAHrs
0
6.75d
<.001
Total Hours
35
37.54e
.309
a
DAHrs is the hours budgeted for the four data analytic procedures plus the “other” data
analytic procedures
b
Total hours represents the total number of budgeted hours by the participants (including
DAHrs)
c
Two-tailed p-value
d,e
Not significantly different between fraud conditions
Results for Research Question
Similar to the second hypothesis, the research question also used multiple
regression analysis as the statistical tool for analysis. However, the focus for the research
question is if the auditors are able to modify the audit procedures to effectively use data
analytics in response to fraud. Similar to Hammersley, et al. (2011) effectiveness is
measured as the total number of procedures used by participants that match the
procedures recommended by the expert panel. More directly relevant to this study, data
analytic effectiveness is measured as the number of data analytic procedures used by
participants that match the data analytic procedures recommended by the expert panel.
Table 19 provides the results for the regression of overall effectiveness broken
down into two panels; the first uses data analytic hours and the second uses data analytic
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procedures as the measure of the use of data analytics. Both panels include fraud risk,
audit experience, and problem solving as the other predictors. While the main effect of
the use of data analytics as measured in number of hours is not statistically significant in
Panel A (p=.529), there is a significant effect of the use of data analytics (as measured in
number of data analytic procedures) on effectiveness in Panel B (p=.057)). However,
while participants know what procedures to do, they may not allocate the right number of
hours, as indicated by the insignificant result in Panel A with data analytic hours. For
both data analytic hours (Panel A) and data analytic procedures (Panel B), fraud risk had
a significant effect on effectiveness (p=.022 and p=.036, respectively). So, as fraud risk
increased, the participants were more effective at matching the total procedures
recommended by the expert panel. Although fraud risk is significant in this model, these
results could be driven by the fact that the experts recommended more procedures in the
high vs. low fraud condition, which may bias the results toward higher effectiveness in
the high fraud condition. The analysis in Table 20 addresses this issue.
Table 19
Use of Data Analytics on Effectiveness
Panel A: Use of Data Analytics (Data analytic hours), Fraud risk, Audit Experience, and
Problem Solving ability on Effectivenessa
Unstandardized
Standardized
Coefficients
Coefficient
Std.
Variable/Predictor
B
Error
Β
T
p-valuef
(Constant)
4.497
2.459
1.829
.076
DAHrsb
-.053
.083
-.112
-.637
.529
c
FRAUDRISK
1.711
.711
.390
2.405
.022
d
AuditExp
.009
.030
.051
.300
.766
ProbSolve
.429
.404
.176
1.063
.295
2
R =.170, adjusted R2=-.069
Panel B: Use of Data Analytics (Data analytic procedures), Fraud risk, Audit
Experience and Problem Solving ability on Effectiveness
Unstandardized
Standardized
Coefficients
Coefficient

90

Std.
Error
2.313
.249
.676
.027
.372

Variable/Predictor
B
β
T
p-value
(Constant)
3.048
1.317
.197
f
DAPROC
.492
.304
1.975
.057
FRAUDRISK
1.476
.337
2.184
.036
AuditExp
-.006
-.035
-.227
.822
ProbSolv
.509
.209
1.367
.181
R2=.249, adjusted R2=.157
a
Effectiveness is represented by the participants’ modifications to audit procedures that
match procedures recommended by the expert panel
b
DaHrs are the hours budgeted for the four data analytic procedures plus the “other” data
analytic procedures
c
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud
d
AuditExp is the number, in years, of audit experience each participant has
e
Problem solving (ProbSolv) is measured by the number of problem solving questions the
participants got correct out of a possible 6 questions
f
Two-tailed p-value
e
DAPROC represents the total number of data analytic procedures the participants
selected out of 4 DA procedures any additional DA procedures listed in “other”
Table 20 examines fraud risk as the independent variable and data analytics
effectiveness as the dependent variable. Specifically, the dependent measure focuses on
the percentage of data analytic procedures that match the experts’ data analytic
procedures for each fraud condition. 13 As shown in this table, fraud risk does not have a
statistically significant effect on data analytics effectiveness when measured by the
percentage of data analytic procedures that match the experts. That is, participants are
not more effective in their use of data analytic procedures as fraud risk increases
(decreases); although, as discussed above, fraud risk does have a significant effect on
overall effectiveness which represents total procedures that match the experts.

13

Percentage of data analytic procedures matched is used as the dependent measure to account for the fact
that there were more procedures to match in the high fraud condition (7 procedures) vs. the low fraud
condition (4 procedures).
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Table 20
Use of Data Analytics on Data Analytics Effectiveness
Effect of Fraud Risk on Effectiveness of Data Analytic Procedures (PERDAMATCH)a
Source of
Mean
variance
Df
Square
F-value
p-valuec
Corrected model
1
.000
.012
.913
Intercept
1
5.660
185.902
<.001
FRAUDRISKb
1
.000
.012
.913
Error
38
.030
Total
40
Corrected Total
39
a
PERDAMATCH is the percentage of the participants’ DA matches with the experts. For
the low fraud risk group, it is out of a possible 4 DA procedures, and in the high fraud
risk group, it is out of a possible 7 DA procedures
b
FRAUDRISK is an independent variable and represents the manipulation of fraud into
two treatment groups: high and low fraud
c
Two-tailed p-value
The effectiveness means for each fraud condition are provided in Table 21. In the
low fraud risk case, the experts recommended a total of 12 procedures. Of those 12
procedures, 4 of them were data analytic procedures. The participants in the low fraud
risk group matched a mean of 8.27 (68.9%) total procedures and 1.50 (37.5%) data
analytic procedures. In the high fraud risk group, the experts recommended 15 total
procedures of which 7 were data analytic procedures. The mean of the auditors’ total
procedures was 9.78 (65.2%) and 2.67 (38.1%) for the total procedures and the data
analytic procedures, respectively.
Table 21
Effectiveness by Fraud Risk
Expert
Participant Effectiveness
Procedures
(# of matches)

% Matches
(Means)

Low Fraud Risk
DAPROCa
TOTALPROCb
High Fraud Risk

4
12

1.50
8.27

37.5%
68.9%

DAPROC
TOTALPROC

7
15

2.67
9.78

38.1%
65.2%
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a

DAPROC represents the total number of data analytic procedures the participants
selected out of 4 DA procedures plus any additional DA procedures listed in “other”
b
TOTALPROC represents the total number of procedures selected by the participants out
of 12 specific procedures and 3 “other” procedures
Overall, this table indicates that, regardless of fraud condition, auditors were less
effective in selecting the appropriate data analytic procedures than they were for the
overall procedures. In comparison to the experts, auditors selected less than 40% of the
appropriate data analytic audit procedures, while they selected over 65% of the
appropriate total audit procedures. For example, in the low fraud risk group, two of the
data analytic procedures (#9 and #12) were not recommended by the expert panel;
however, 73% selected procedure 9 and 45% selected procedure 12 and therefore was not
considered a match (see Table 15).
Based on the results reported in Tables 19, 20, and 21, fraud risk does have a
significant effect on overall effectiveness that measures total procedures, but participants
are not more effective in their use of data analytic procedures as fraud increases. There is
some support that the use of more data analytic procedures results in a more effective
overall audit. However, data analytic effectiveness does not increase as fraud risk
increases, and auditors selected the appropriate data analytic procedures less often versus
more traditional audit procedures.
Additional Analysis
DA Perceptions of Participants
This section describes participant perceptions of data analytics and provides
descriptives of the covariates. Table 22 summarizes nine different questions concerning
the participants’ knowledge of data analytics. Roughly two-thirds (64.5%) (compared to
80% in Paper 1) of all audits use data analytics. Because this study is looking at the
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planning stage of an audit in deciding what procedures to perform in the experiment, of
particular interest is the question asking how likely auditors are to use data analytics in
the planning stage. The results show that participants use it in the planning stage 53.61%
of the time. Interestingly, fieldwork is the stage that these participants use data analytics
the most with 67.47% selecting this stage. Data analytics is used least often in the review
stage. Almost 62% of participants indicate that their staff are trained to use data
analytics.
The next four questions are scaled questions that involve perceptions concerning
the variables examined in this paper. The first question relates to my first hypothesis and
asks the participants to rate on a scale of 1 (not at all important) to 7 (extremely
important) how important it is to integrate data analytics into auditing. Participants rate
its importance as 5.89. To further break this down, 27 of the 38 (71%) rated this either a
6 or a 7 with only 1 person (2.6%) rating it a 1. The next three questions have the same
scale (1 (significantly impairs) to 7 (significantly improves)), and ask participants to rate
the influence of data analytics on effectiveness, efficiency and audit quality. These
questions especially relate to my second hypothesis and my research question.
Participants’ ratings for the influence of data analytics on audit efficiency, effectiveness
and audit quality are 5.55, 5.58, and 5.55, respectively. There were no means lower than
5.55. From my interviews in Paper 1, I discovered that many of the auditors felt audit
effectiveness and audit quality were the same construct. Perhaps, this explains why they
were the same in the experiment.
The last two questions on Table 22 relate to fraud risk and audit risk. In the
question, “which audit engagements are more likely to use data analytics?” the options
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were fraud risk is low, fraud risk is high, or the level of fraud does not impact whether or
not data analytics is used. When comparing similar questions from the interviews and the
experiment (Paper 1 and Paper 2), this question received the most diverse results. For the
interviews, results showed 73% said data analytics is used more when fraud risk is high,
18% said there was no impact, 9% said it is the same whether it is high or low and 0%
said it is more likely to be used when fraud risk is low. In comparison, the experiment
showed 63.2% (24) of participants responded that the level of fraud risk does not impact
whether data analytics is used, 21.1% (8) said when fraud risk is high and 15.8% (6) said
when fraud risk is low. This is consistent with not finding a result for the first
hypothesis because almost two thirds of the participants did not see a relationship
between the usage of data analytics and fraud risk. Finally, the last question (which
relates to H2) asks, “if you had to choose, would you say: a) data analytics reduces audit
hours for the same level of audit risk; b) data analytics results in the same level of hours
with reduced audit risk; c) data analytics reduces hours and reduces audit risk; d) data
analytics results in the same level of hours and the same level of audit risk; or e) none of
the above (it results in more hours). Almost 45% answered that it reduces hours and risk
with approximately 32% answering that it reduces hours for the same level of risk. The
option of data analytics resulting in more hours was only chosen by one participant.
From the response to this question, contrary to the findings in this study related to
efficiency, most auditors believe that data analytics reduces audit hours and audit risk is
either reduced or stays at the same level.
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Table 22
Participant Perceptions of Data Analytics from Experiment
Mean
Total
(S.D.)
(n=38)
What percentage of audits use DA?
64.5
(34.50)
How likely are you to use DA in the following stages:
Planning
53.61
(35.75)
Fieldwork
67.47
(30.09)
Review
41.95
(36.20)
What percentage of your staff is trained to use DA?
61.63
(32.58)
Importance of integrating DA into auditing?*
5.89
(1.39)
Influence of DA on audit effectiveness?**
5.55
(1.33)
Influence of DA on audit efficiency?***
5.58
(1.35)
Influence of DA on audit quality?****
5.55
(1.43)
Which audit engagements are more likely to use data
analytics:
Fraud risk is low
15.8%
(n=6)
21.1%
Fraud risk is high
(n=8)
No impact by level of fraud risk
63.2%
(n=24)
If you had to choose, would you say:
DA reduces audit hours/same level
31.6% (n=12)
audit risk
15.8%
DA results in same level of hours
(n=6)
with reduced audit risk
44.7%
DA reduces hours and reduces
(n=17)
audit risk
5.3%
DA results in same level of hours
(n=2)
and same level of audit risk
2.6%
None of the above (it results in
(n=1)
more hours
*On a scale from 1 (not at all important) to 7 (extremely important), how important is it
to integrate data analytics into auditing?
**On a scale from 1 (significantly impairs) to 7 (significantly improves), please rate the
influence of data analytics on audit effectiveness.
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***On a scale from 1 (significantly impairs) to 7 (significantly improves), please rate the
influence of data analytics on audit efficiency.
****On a scale from 1 (significantly impairs) to 7 (significantly improves), please rate
the influence of data analytics on audit quality
Conclusions, Limitations and Future Research
First, this section will discuss the conclusions from H1, H2 and the RQ. Then,
limitations that might influence the results will be outlined, and potential ideas for future
research will be suggested.
Conclusions
Hypothesis One. H1 predicted that auditors would increase (decrease) the extent
of data analytics procedures used as fraud risk increases (decreases). Results show that
fraud risk did not influence use of data analytics. However, higher audit experience was
correlated with higher use of data analytics. Although an interaction of audit experience
and fraud risk was not statistically significant, there is an interesting pattern of means. In
the low fraud risk group, the more experienced auditors allotted more hours (mean 7.46)
than those that are less experienced (mean 4.09). For the high fraud risk group,
experience had little effect on the number of hours budgeted for data analytic procedures
(6.78 for low experience vs. 6.71 for high experience). This provides some evidence that
under higher fraud risk, the use of data analytics is more consistent among experience
levels.
Controlling for age and problem-solving ability did not statistically improve the
results for the effect of fraud risk on the use of data analytic procedures for any of the
three dependent measures for this hypothesis. These variables did not appear to influence
auditors’ use of data analytics.
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Hypothesis Two. This hypothesis examined whether using data analytics leads to
a more efficient audit. Measures of inefficiency and efficiency were both examined;
inefficiency focused on total audit procedures and efficiency focused on total budgeted
audit hours. Inefficiency was measured by the number of audit procedures that did not
match the expert panel’s recommendations; whereas, efficiency represented the total
audit hours allocated by the participants. For both of these dependent variables, the
predictors were fraud risk, audit experience, problem solving ability and use of data
analytics (data analytic hours and data analytic procedures). Use of data analytics
measured in hours did not significantly influence auditor inefficiency (the number of
procedures that did not match the expert panel). However, use of data analytics measured
in procedures did result in less inefficiency (p<.10, one tailed). Thus, there is limited
evidence with the inefficiency measure to weakly support H2, which predicted that data
analytics would result in a more efficient audit. In examining efficiency (measured by
the total number of hours budgeted for the audit), the use of data analytics yielded more
total hours thereby not supporting the second hypothesis with the efficiency measure. In
fact, instead of being more efficient, the use of data analytics leads to a less efficient
audit. In summary, the inefficiency measure for efficiency weakly supports the second
hypothesis, while the efficiency measure for efficiency does not support H2. The
participants were more efficient in the audit procedures they selected than the hours they
allocated to these procedures.
A comparison of the participant hours budgeted for data analytics and total
procedures to prior year’s budgeted hours was also performed. While, participants
significantly increased the planned data analytic procedures from the prior year, they did
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not significantly increase the total budgeted hours from the prior year. Thus, there is
some evidence that participants potentially traded more efficient data analytic procedures
for traditional audit procedures. That is, participants budgeted the same number of audit
hours using data analytics in slightly higher risk situations.
Research Question. Regressions were used to test whether auditors are able to
effectively modify data analytic audit procedures in response to fraud risk.
Results show that overall audit effectiveness (the total number of procedures that
matched the expert panel), is not improved when data analytic hours is used to measure
the use of data analytics. However, when data analytics procedures are used to represent
the use of data analytics, there is a significant effect of the use of data analytics on overall
audit effectiveness. This means that when more data analytic procedures were
recommended, participants were more effective for the audit overall. In addition, fraud
risk had a significant effect on overall audit effectiveness when looking at both data
analytic hours and data analytic procedures. This means that as fraud risk increased, the
participants were more effective at selecting the total audit procedures as recommended
by the experts.
More directly related to the research question, I examined whether auditors were
effective at adjusting data analytic procedures in response to fraud risk. This was
measured as the percent of data analytic procedures that matched the expert panel’s data
analytic procedures. This measure is especially important because it shows whether the
participants modified the data analytic procedures in an effective way in response to
fraud that agreed with the experts’ choices of data analytic procedures. Statistical tests
indicate that fraud risk did not influence auditors’ effectiveness of using data analytic
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procedures. Lastly, auditors were overall over 65% effective in matching the expert
panel recommended total audit procedures, but they were less than 40% effective in their
use of data analytic procedures.
Limitations and Future Research
Discussion with practicing auditors were conducted to make these materials as
realistic as possible in an experimental setting. A limitation to this study is the
participants were asked to select whether they would perform a procedure rather than
actually performing it. This creates some limitations in concluding whether actual use of
data analytic procedures would improve audit effectiveness and efficiency. However,
comparing the selected procedures to an expert panel provides some evidence related to
effectiveness and efficiency and has been successfully used in prior research
(Hammersley, et al., 2011; Hoffman & Zimbelman, 2009). Subsequent studies could
conduct an experiment in which the participants actually performed the procedures.
Because my study was comprised of mostly regional and local audit firms (2 from Big 4,
18 regional and 18 local) and data analytics is used more in larger firms, future research
should try to either compare the use of data analytics across different size firms or focus
on larger firms where it is more common. Another weakness of this study is the
participants in the high fraud risk group did not rate the fraud risk as high as the experts
which could have contributed to the insignificant findings for fraud for the first
hypothesis. Future research could also explore the varying levels of data analytics
experience across various-sized audit firms. Because the auditors in this experiment
responded that it is extremely important to integrate data analytics into auditing, there is a
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great need for more research in how audit procedures are done and how data analytics
impacts those procedures.

REFERENCES FOR PAPER 2
Abou-El-Sood, H., Kotb, A. & Allam, A. (2015). Exploring auditors’ perceptions of the
usage and importance of audit information technology. International Journal of
Auditing, 19: 252-266.
Agoglia, C., Brazel, J., Hatfield, R. & Jackson, S. (2010). How do audit workpaper
reviewers cope with the conflicting pressures of detecting misstatements and
balancing client workloads? Auditing: A Journal of Practice & Theory, 29(2):
27-43.
Alles, M. G. (2015). Driver of the use and facilitators and obstacles of the evolution of
Big Data by the audit profession. Accounting Horizons, 29(2): 439.
American Institute of Certified Public Accountants (AICPA). (2006). Generally
Accepted Auditing Standards. Statement on Auditing Standards No. 107. AU
Section 312. New York, NY: AICPA.
American Institute of Certified Public Accountants (AICPA). (2012). Generally
Accepted Auditing Standards. Statement on Auditing Standards No. 122. AU-C
Section 240. New York, NY: AICPA.
American Institute of Certified Public Accountants (AICPA). (2014). White paper:
Evolution of Auditing: From the traditional approach to the future audit. AICPA
Assurance Services Executive Committee (ASEC) Emerging Assurance
Technologies Task Force. New York, NY.
Asare, S. & Wright, A. (2004). The effectiveness of alternative risk assessment and
program planning tools in a fraud setting. Contemporary Accounting Research,
21(2): 325-352.
Bedard, J. (1989). Archival investigation of audit program planning. Auditing: A
Journal of Practice & Theory, 8 (Fall): 57-71.
Bell, T., Peecher, M. & Solomon, I. (2005). The 21st century public company audit.
KPMG International, 1-81.

101

102

Bender, R. (2006). What is an effective audit and how can you tell? Audit Committee
Chair Forum (CBI and Ernst & Young), Cranford University, 1-13.
Bonner, S. & Lewis, B. (1990). Determinants of auditor expertise. Journal of
Accounting Research, 28: 1-20.
Brazel, J., Agoglia, C. & Hatfield, R. (2004). Electronic versus face-to-face review: The
effects of alternative forms of review on auditors’ performance. The Accounting
Review, 79(4): 949-966.
Brazel, J., Jones, K., & Prawitt, D. (2014). Auditors’ reactions to inconsistencies
between financial and nonfinancial measures: The interactive effects of fraud risk
assessment and a decision prompt. Behavioral Research in Accounting 26(1):
131-156.
Brown-Liburd, H., Issa, H., & Lombardi, D. (2015). Behavioral implications of Big
Data's impact on audit judgment and decision making and future research
directions. Accounting Horizons, 29(2): 451.
Capriotti, R. (2014). Big Data bringing big changes to accounting. Pennsylvania CPA
Journal, 1-3.
Chaiken, S. (1980). Heuristic versus systematic information processing and the use of
source versus message cues in persuasion. Journal of Personality and Social
Psychology, 39: 752-766.
Chaiken, S. (1987). The heuristic model of persuasion. In Social Influence: The Ontario
Symposium, edited by Zanna, M., Olson, J. and Herman, C. Hillsdale, NJ:
Erlbaum: 3-39.
Chaiken, S., Liberman, A. and Eagly, A. (1989). Heuristic and systematic processing
within and beyond the persuasion context. In Unintended Thought, edited by
Uleman, J. and Bargh, J. 212-252. New York, NY: Guilford Press.
Chen, S. & Chaiken, S. (1999). The heuristic-systematic model in its broader context.
Dual-Process Theories in Social Psychology, edited by Chaiken, S. and Trope, Y.
73-96. New York, NY: Guilford Press.
Curtis, M. & Payne, E. (2008). An examination of contextual factors and individual
characteristics affecting technology implementation decisions in auditing,
International Journal of Accounting Information Systems, 9: 104-121.
DeAngelo, L. (1981). Auditor size and audit quality. Journal of Accounting and
Economics 3(3): 183-199.

103

Francis, J. (2011). A framework for understanding and researching audit quality.
Auditing: A Journal of Practice & Theory, 30(2): 125-152.
Gallego, M., Bueno, S., Racero, F. and Noyes, J. (2015). Open source software: The
effects of training on acceptance. Computers in Human Behavior, 49: 390-399.
Gaynor, L., Kelton, A., Mercer, M. & Yohn, T. (2016). Understanding the relation
between financial reporting quality and audit quality. Auditing: A Journal of
Practice & Theory, 34(4): 1-22.
Glover, S., Prawitt, D, Schultz, J. & Zimbelman, M. (2003). A test of changes in
auditors’ fraud related planning judgments since the issuance of SAS No. 82.
Auditing: A Journal of Practice & Theory, 22(2): 237-251.
Government Accountability Office (GAO). (2003). Public Accounting Firms: Required
Study On the Potential Effects of Mandatory Audit Firm Rotation. GAO Report
No. 04-216. November, Washington, DC: Government Printing Office.
Hair, J., Black, W., Babin, B. & Anderson, R. (2010). Multivariate Data Analysis (7th
ed.). Saddle River, New Jersey: Pearson Education, Inc.
Hammersley, J., Johnstone, K. & Kadous, K. (2011). How do audit seniors respond to
heightened fraud risk? Auditing: A Journal of Practice & Theory, 30(3): 81-101.
Hoffman, V. & Zimbelman, M. (2009). Do strategic reasoning and brainstorming help
auditors change their standard audit procedures in response to fraud risk? The
Accounting Review, 84(3): 811-837.
International Auditing and Assurance Standards Board (IAASB). (2013). A Framework
for Audit Quality. Consultation Paper. (January). New York, NY: International
Federation of Accountants.
Janvrin, D., Bierstaker, J. & Lowe, D. (2008). An examination of audit information
technology use and perceived importance. Accounting Horizons, 22(1): 1-21.
Knechel, R., Krishnan, G., Pevzner, M., Shefchik, L. & Velury, U. (2013). Auditing
quality: insights from the academic literature. Auditing: A Journal of Practice &
Theory, 32 (Supplement): 385-421.
Knechel, W. and Sharma, D. (2012). Auditor-provided nonaudit services and audit
effectiveness and efficiency: evidence from pre- and post-SOX audit report lags,
Auditing: A Journal Of Practice & Theory, 31(4): 85-114.
Loraas, T. & Diaz, M. (2011). Learning new technologies: The effect of ease of learning.
Journal of Information Systems, 25(2): 171-194.

104

Manson, S., McCartney, S., Sherer, M. & Wallace, W. (1998). Audit automation in the
U.K. and the U.S.: A comparative study. International Journal of Auditing, 2:
233-246.
Nieschweitz, R., Schultz, J. & Zimbelman, M. (2000). Empirical research on external
auditors’ detection of financial statement fraud. Journal of Accounting Literature,
19: 190-246.
O’Donnell, E. & Perkins, J. (2011). Assessing risk and analytical procedures: Do
systems-thinking tools help auditors focus on diagnostic patterns? Auditing: A
Journal of Practice & Theory, 30(4): 273-283.
Public Company Accounting Oversight Board (PCAOB). (2013). Audit Quality
Indicators. Standing Advisory Group Meeting Discussion. Washington, DC:
PCAOB.
Rikhardsson, P. & Dull, R. (2016). An exploratory study of the adoption, application and
impacts of continuous auditing technologies in small businesses. International
Journal of Accounting Information Systems, 20: 26-37.
Salterio, S. (1994). Researching for accounting precedents: Learning, efficiency, and
effectiveness. Contemporary Accounting Research, 11: 515-542.
Smith, S., Taylor, W. & Prawitt, D. (2016). The effect of information choice on auditors’
judgments and confidence. Accounting Horizons, 30(3): 393-408.
Sternberg, R. (1988). The Triarchic mind: A new theory of human intelligence. New
York: Viking, 1988.
Tan, H. & Kao, A. (1999). Accountability effects on auditors’ performance: The
influence of knowledge, problem-solving ability, and task complexity. Journal of
Accounting Research, 37(1): 209-223.
Tan, H. & Libby, R. (1997). Tacit managerial versus technical knowledge as
determinants of audit expertise in the field. Journal of Accounting Research,
Spring, 1997: 97-113.
Thurstone, L. (1957). Primary mental abilities. Psychometric monographs, no. 1.
Chicago: University of Chicago Press, 1957.
Trompeter, G. & Wright, A. (2010). The world has changed--have analytical procedure
practices? Contemporary Accounting Research, 27(2): 669-700.
Trotman, K. & Wright, W. (2012). Triangulation of audit evidence in fraud risk
assessments. Accounting, Organizations & Society, 37: 41-53.

105

Vera-Munoz, S., Ho, J. & Chow, C. (2006). Enhancing knowledge sharing in public
accounting firms. Accounting Horizons, 20: 133-155.
Wilks, T. & Zimbelman, M. (2004). Using game theory and strategic-reasoning concepts
to prevent and detect fraud. Accounting Horizons, (September): 173-184.
Willingham, J. & Jacobson, P. (1985). A research response to the Dingell hearings. The
Auditor’s Report, 1-4.
Zimbelman, M. (1997). The effects of SAS No. 82 on auditors’ attention to fraud risk
factors and audit-planning decisions. Journal of Accounting Research, 35: 75-97.

REFERENCES (ALL)
Abou-El-Sood, H., Kotb, A. & Allam, A. (2015). Exploring auditors’ perceptions of the
usage and importance of audit information technology. International Journal of
Auditing, 19: 252-266.
Agoglia, C., Brazel, J., Hatfield, R. & Jackson, S. (2010). How do audit workpaper
reviewers cope with the conflicting pressures of detecting misstatements and
balancing client workloads? Auditing: A Journal of Practice & Theory, 29(2): 2743.
Alles, M. G. (2015). Drivers of the use and facilitators and obstacles of the evolution of
Big Data by the audit profession. Accounting Horizons, 29(2): 439.
Alles, M. & Gray, G. (2014). A Framework for Analyzing the Role of Big Data in
Auditing: A Synthesis of the Literature. Working paper, Rutgers Business School.
American Institute of Certified Public Accountants (AICPA). (2002). Generally
Accepted Auditing Standards. Statement on Auditing Standards No. 99, AU
Section 316. New York, NY: AICPA.
American Institute of Certified Public Accountants (AICPA). (2006). Generally
Accepted Auditing Standards. Statement on Auditing Standards No. 107. AU
Section 312. New York, NY: AICPA.
American Institute of Certified Public Accountants (AICPA). (2012). Generally
Accepted Auditing Standards. Statement on Auditing Standards No. 122. AU-C
Section 240. New York, NY: AICPA
American Institute of Certified Public Accountants (AICPA). (2014). White paper:
Evolution of Auditing: From the traditional approach to the future audit.
AICPA Assurance Services Executive Committee (ASEC) Emerging Assurance
Technologies Task Force. New York, NY.
American Institute of Certified Public Accountants (AICPA). (2016). Retrieved from:
http://www.aicpa.org/BecomeACPA/CPAExam/Pages/CPAExam.aspx
Asare, S. & Wright, A. (2004). The effectiveness of alternative risk assessment and
program planning tools in a fraud setting. Contemporary Accounting Research,
21(2): 325-352.

106

107

Association to Advance Collegiate Schools of Business, The (AACSB) (2016).
Eligibility Procedures and accreditation standards for accounting accreditation.
1-43.
Bannon, S., Ford, K. & Meltzer, L. (2011) Understanding millennials in the workplace.
CPA Journal, The. November: 61-65.
Barnard, Y., Bradley, M. Hodgson, F. & Lloyd, A. (2013). Learnings to use technologies
by older adults: Perceived difficulties, experimentation behavior and usability.
Computers in Human Behavior, 29: 1715-1724.
Becton, J., Walker, H., Jones-Farmer, A. (2014). Generational differences in workplace
behavior. Journal of Applied Social Psychology, 44: 175-189.
Bedard, J. (1989). Archival investigation of audit program planning. Auditing: A
Journal of Practice & Theory, 8 (Fall): 57-71.
Bell, T., Peecher, M. & Solomon, I. (2005). The 21st century public company audit.
KPMG International, 1-81.
Bender, R. (2006). What is an effective audit and how can you tell? Audit Committee
Chair Forum (CBI and Ernst & Young), Cranford University, 1-13.
Bonner, S. & Lewis, B. (1990). Determinants of auditor expertise. Journal of
Accounting Research, 28: 1-20.
Brazel, J., Agoglia, C. & Hatfield, R. (2004). Electronic versus face-to-face review: The
effects of alternative forms of review on auditors’ performance. The Accounting
Review, 79(4): 949-966.
Brazel, J., Jones, K. & Prawitt, D. (2014). Auditors’ reactions to inconsistencies between
financial and nonfinancial measures: The interactive effects of fraud risk
assessment and a decision prompt. Behavioral Research in Accounting 26(1):
131-156.
Brown-Liburd, H., Issa, H., & Lombardi, D. (2015). Behavioral implications of Big
Data's impact on audit judgment and decision making and future research
directions. Accounting Horizons, 29(2): 451.
Brynjolsson, E., Hammerbacher, J. & Stevens, B. (2011). Competing through data:
Three experts offer their game plans. McKinsey Quarterly (October): 36-47.
Burrows, R. & Savage, M. (2014). After the crisis? Big data and the methodological
challenges of empirical sociology. Big Data and Society, April-June: 1-6.

108

Cao, M., Chychyla, R., & Stewart, T. (2015). Big Data analytics in financial statement
audits. Accounting Horizons, 29(2): 423.
Capriotti, R. (2014). Big Data bringing big changes to accounting. Pennsylvania CPA
Journal, 1-3.
Chaiken, S. (1980). Heuristic versus systematic information processing and the use of
source versus message cues in persuasion. Journal of Personality and Social
Psychology, 39: 752-766.
Chaiken, S. (1987). The heuristic model of persuasion. In Social Influence: The Ontario
Symposium, edited by Zanna, M., Olson, J. and Herman, C, 3-39. Hillsdale, NJ:
Erlbaum.
Chaiken, S., Liberman, A. and Eagly, A. (1989). Heuristic and systematic processing
within and beyond the persuasion context. In Unintended Thought, edited by
Uleman, J. and Bargh, J. 212-252. New York, NY: Guilford Press.
Chen, S. & Chaiken, S. (1999). The heuristic-systematic model in its broader context. In
Dual-Process Theories in Social Psychology, edited by Chaiken, S. and Trope, Y.
73-96. New York, NY: Guilford Press.
Cukier, K. & Mayer-Schoenbert, V. (2013). The Rise of Big Data: How Its Changing the
Way We Think about the World. Available at : http://www.foreignaffairs.com/
articles/139104/kenneth-neil-cukierand-viktor-mayer-schoenberger/the-rise-ofbig-data
Curtis, M. & Payne, E. (2008). An examination of contextual factors and individual
characteristics affecting technology implementation decisions in auditing,
International Journal of Accounting Information Systems, 9:104-121.
DeAngelo, L. (1981). Auditor size and audit quality. Journal of Accounting and
Economics, 3(3): 183-199.
Deloitte, (2013). Adding Insight to Audit Transforming Internal Audit through Data
Analytics. Detroit, MI: Deloitte Touche Tohmatsu Limited.
Diebold, F. (2003). Big Data Dynamic Factor Models for Macroeconomic Measurement
and Forecasting. Cambridge University Press.
Dzuranin, A. & Malaescu, I. (2016). The current state and future direction of IT audit:
challenges and opportunities. Journal of Information Systems, 30(1): 7-20.
Elias, S., Smith, W. & Barney, C. (2012). Age as a moderator of attitude towards
technology in the workplace: work motivation and overall job satisfaction.
Behavior & Information Technology, 31(5): 453-467.

109

Elliott, R. (2002). Twenty-first century assurance. Auditing: A Journal of Practice &
Theory, 21(1): 139-146.
Emani, C., Cullot, N. & Nicolle, C. (2015). Understandable Big Data: A survey.
Francis, J. (2011). A framework for understanding and researching audit quality.
Auditing: A Journal of Practice & Theory, 30(2): 125-152.
Gallego, M., Bueno, S., Racero, F. and Noyes, J. (2015). Open source software: The
effects of training on acceptance. Computers in Human Behavior, 49: 390-399.
Gaynor, L., Kelton, A., Mercer, M. & Yohn, T. (2016). Understanding the relation
between financial reporting quality and audit quality. Auditing: A Journal of
Practice & Theory, 34(4): 1-22.
Gepp, A., Linnenluecke, M. O’Neill, T. & Smith, T. (2017). Big data techniques in
auditing research and practice: Current trends and future opportunities. Research
Methods & Methodology in Accounting eJournal, 9(8): 1-42.
Glover, S., Prawitt, D, Schultz, J. & Zimbelman, M. (2003). A test of changes in
auditors’ fraud related planning judgments since the issuance of SAS No. 82.
Auditing: A Journal of Practice & Theory, 22(2): 237-251.
Government Accountability Office (GAO). (2003). Public Accounting Firms: Required
Study on the Potential Effects of Mandatory Audit Firm Rotation. GAO Report
No. 04-216. November, Washington, DC: Government Printing Office.
Griffin, P. & Wright, A. (2015). Commentaries on Big Data’s Importance for
Accounting and Auditing. Accounting Horizons, 29(2): 377-379.
Hair, J., Black, W., Babin, B. & Anderson, R. (2010). Multivariate Data Analysis (7th
ed.). Saddle River, New Jersey: Pearson Education, Inc.
Hammersley, J., Johnstone, K. & Kadous, K. (2011). How do audit seniors respond to
heightened fraud risk? Auditing: A Journal of Practice & Theory, 30(3): 81-101.
Harris, C. (2013). Diving into big data. Canadian Underwriter. (February): 28-36.
Hoffman, V. & Zimbelman, M. (2009). Do strategic reasoning and brainstorming help
auditors change their standard audit procedures in response to fraud risk? The
Accounting Review, 84(3): 811-837.
IBM. (2012). The Four V’s of Big Data. Available at: http://www.ibmbigdatahub.com
/infographic/four-vsbig-data

110

International Auditing and Assurance Standards Board (IAASB). (2013). A Framework
for Audit Quality. Consultation Paper. (January). New York, NY: International
Federation of Accountants.
International Data Corporation (IDC). (2015). New IDC forecast sees worldwide big
data technology and services market growing to $48.6 billion in 2019, driven by
wide adoption across industries.
Janvrin, D., Bierstaker, J. & Lowe, D. (2008). An examination of audit information
technology use and perceived importance. Accounting Horizons, 22(1): 1-21.
Jin. X., Wah, B., Cheng, X & Wang, Y. (2015). Significance and challenges of big data
research. Big Data Research, 2: 59-64.
Kim, J., Nicolaou, A., & Vasarhelyi, M. (2013). The impact of enterprise resource
planning (ERP) systems on the audit report lag. Journal of Emerging
Technologies in Accounting, 10: 63-88.
Kitchin, R. (2014). Big Data, new epistemologies and paradigm shifts. Big Data &
Society, 1-12.
Knechel, R., Krishnan, G., Pevzner, M., Shefchik, L. & Velury, U. (2013). Auditing
quality: insights from the academic literature. Auditing: A Journal of Practice &
Theory, 32 (Supplement): 385-421.
Knechel, W. and Sharma, D. (2012). Auditor-provided nonaudit services and audit
effectiveness and efficiency: evidence from pre- and post-SOX audit report lags,
Auditing: A Journal of Practice & Theory, 31(4): 85-114.
Krahel, J. & Titera, W. (2015). Consequences of Big Data and formalization on
accounting and auditing standards. Accounting Horizons 29:2: 409-422.
Kshetri, N. (2014). Big data’s impact on privacy, security and consumer welfare.
Telecommunications Policy, 38: 1134-1145.
Laney, D. (2001). 3D Data Management: Controlling Data Volume, Velocity, and
Variety. Available at: http://blogs.gartner.com/doug-laney/files/2012/01/ad9493D-Data-Management-Controlling-Data-Volume-Velocity-and-Variety.pdf
Littley, J. (2012). Leveraging Data Analytics and Continuous Auditing Processes for
Improved Audit Planning, Effectiveness & Efficiency. Available at
http://www.kpmg.com/US/en/IssuesndInsights/ArticlesPublications/Documents/d
ata-analytics-continuous-auditing.pdf.

111

Lohr, S. (2012). The age of big data. New York Times. (Feb. 11). Available at:
http://www.nytimes.com/2012/02/12/sunday-review/big-datas-impact-in-theworld.html?pagewanted=all&_r=0
Loraas, T. & Diaz, M. (2011). Learning new technologies: The effect of ease of learning.
Journal of Information Systems, 25(2): 171-194.

Manson, S., McCartney, S., Sherer, M. & Wallace, W. (1998). Audit automation in the
U.K. and the U.S.: A comparative study. International Journal of Auditing, 2:
233-246.
Manyika, J., Chui, M., Brown, B., Bughin, J., Dobbs, R., Roxburgh, C. & Byers, A.
(2011). Big Data: The next frontier for innovation, competition and productivity.
McKinsey Global Institute, McKinsey & Co.
McCollum, T. (2015). Alarming risk assessment trend. Internal Auditor, 14.
Mitzner, T., Boron, J., Fausset, C., Adams, A., Charness, N., Czaja, S., Dijkstra, K., Fisk,
A., Rogers, W., & Sharit, J. (2010). Older adults talk technology: Technology
usage and attitudes. Computers in Human Behavior, 26: 1710-1721.
Nieschweitz, R., Schultz, J. & Zimbelman, M. (2000). Empirical research on external
auditors’ detection of financial statement fraud. Journal of Accounting Literature,
19: 190-246.
O’Donnell, E. & Perkins, J. (2011). Assessing risk and analytical procedures: Do
systems-thinking tools help auditors focus on diagnostic patterns? Auditing: A
Journal of Practice & Theory, 30(4): 273-283.
Olavsrud, O. (2015, Nov. 11). IDC says big data spending to hit $48.6 billion in 2019.
Retrieved from http://www.cio.com/article/3004512/big-data/idc-predicts-bigdata-spending-to-reach-48-6-billion-in-2019.html
Public Company Accounting Oversight Board (PCAOB). (2007). Observations on
Auditors’ Implementation of PCAOB Standards Relating to Auditors’
Responsibilities with Respect to Fraud. Available at
http://pcaobus.org/Inspections/Documents/2007_01-22_Release_2007-001.pdf
Public Company Accounting Oversight Board (PCAOB). (2008). Proposed Auditing
Standards Related to the Auditor’s Assessment of and Response to Risk. Release
No. 2008-006. Washington, D.C.: PCAOB.
Public Company Accounting Oversight Board (PCAOB). (2013). Audit Quality
Indicators. Standing Advisory Group Meeting Discussion. Washington, DC:
PCAOB.

112

PwC/IASB Meet The Experts Conference. (2014) Retrieved from
http://www.pwc.com/gx/en/audit-services/publications/ifrs-meet-theexperts/index.jhtml
Ramlukan, R. (2015). How big data analytics are transforming the audit. Financial
Executive, Annual 2015: 15-19
Rikhardsson, P. & Dull, R. (2016). An exploratory study of the adoption, application and
impacts of continuous auditing technologies in small businesses. International
Journal of Accounting Information Systems, 20: 26-37.
Rizzuto, T. (2011). Age and technology innovation in the workplace: Does work context
matter? Computers in Human Behavior, 27: 1612-1620
Salterio, S. (1994). Researching for accounting precedents: Learning, efficiency, and
effectiveness. Contemporary Accounting Research, 11: 515-542.
SAS. Big Data: What it is and why it matters. n.d. Retrieved from http://www.sas.
com/en_us/insights/big-data/what-is-big-data.html
Schneider, G., Dai, J., Janvrin, D., Ajayi, K. & Raschke, R. (2015). Infer, predict and
assure: Accounting opportunities in data analytics, Accounting Horizons, 29(3):
719-742.
Smith, S., Taylor, W. & Prawitt, D. (2016). The effect of information choice on auditors’
Judgments and confidence. Accounting Horizons, 30(3): 393-408.
Sternberg, R. (1988). The Triarchic mind: A new theory of human intelligence. New
York: Viking, 1988.
Tan, H. & Kao, A. (1999). Accountability effects on auditors’ performance: The
influence of knowledge, problem-solving ability, and task complexity. Journal of
Accounting Research, 37(1): 209-223.
Tan, H. & Libby, R. (1997). Tacit managerial versus technical knowledge as
determinants of audit expertise in the field. Journal of Accounting Research,
Spring, 1997: 97-113.
Thurstone, L. (1957). Primary mental abilities. Psychometric monographs, no. 1.
Chicago: University of Chicago Press, 1957.
Titera, W. (2013). Updating audit standard-enabling audit data analysis. Journal of
Information Systems, 27(1): 325-331.
Trompeter, G. & Wright, A. (2010). The world has changed-have analytical procedure
Practices? Contemporary Accounting Research, 27(2): 669-700.

113

Trotman, K. & Wright, W. (2012). Triangulation of audit evidence in fraud risk
assessments. Accounting, Organizations & Society, 37: 41-53.
Vasarhelyi, M., Kogan, A. & Tuttle, B. (2015). Big Data in accounting: An overview,
Accounting Horizons, 29(2): 381-396.
Vera-Munoz, S., Ho, J. & Chow, C. (2006). Enhancing knowledge sharing in public
accounting firms. Accounting Horizons, 20: 133-155.
Vinatoru, S. & Calota, G. (2014). Challenges involved in implementing of ERP and
auditing. Internal Auditing and Risk Management, 4(36): 103-115.
Wagner, N., Hassanein, K., & Head, M. (2010). Computer use by older adults: A multidisciplinary review. Computers in Human Behavior, 26: 870-882.
Wang, T & Cuthbertson, R. (2015). Eight issues on audit data analytics we would like
researched. Journal of Information Systems, 29(1): 155-162.
Warren, J., Donald J., Moffitt, K. C., & Byrnes, P. (2015). How Big Data will change
accounting. Accounting Horizons, 29(2), 397-407.
Whitehouse, T. (2014). Auditing in the Era of Big Data. Retrieved from
http://www.complianceweek.com 28-29.
Wilks, T. & Zimbelman, M. (2004). Using game theory and strategic-reasoning concepts
to prevent and detect fraud. Accounting Horizons, (September): 173-184.
Willingham, J. & Jacobson, P. (1985). A research response to the Dingell hearings. The
Auditor’s Report, 1-4.
Yoon, K., Hoogduin, L. & Zhang, L. (2015). Big Data as complementary audit evidence.
Accounting Horizons, 29(2): 431-438.
Zhang, J., Yang, X., & Appelbaum, D. (2015). Toward effective Big Data analysis in
continuous auditing. Accounting Horizons, 29(2): 469.
Zimbelman, M. (1997). The effects of SAS No. 82 on auditors’ attention to fraud risk
factors and audit-planning decisions. Journal of Accounting Research, 35: 75-97.

APPENDICES

114

APPENDIX A
QUESTIONNAIRE USED IN INTERVIEWS OF AUDITORS
Participant Number ___________
Questionnaire on the use of data analytics in auditing
My name is Sondra Smith, and I’m pursuing my doctorate in accounting at Kennesaw
State University. The topic for my dissertation is how the use of data analytics in an
audit impacts the performance of the audit. This interview is expected to last
approximately 30-45 minutes. Even though this is a scripted interview, please feel free to
interject and expand at any time. If you prefer to skip a question, you have that option at
any time during this interview. After the interview, your comments will be transcribed
and sent to you to check for accuracy and approval. Also, the information obtained in
this interview will remain anonymous, and I will be the only person who knows your
name.
There are five sections of this interview, which are broken down as follows:
• Questions about your personal experience with big data/data analytics.
• Questions about your firm’s use of specific data analytic tools.
• Questions about how data analytics is used in an audit in your firm.
• Questions about the importance of data analytics to the quality of an audit.
• Demographic questions about your background.
There are no right or wrong answers. I am interested in your perceptions and
experiences.
SECTION 1
The following questions relate to your personal experience with big data/data analytics
1. How familiar are you with the term “big data” on a scale from 1 (not at all
familiar) to 5 (very familiar)?
2. How would you define big data?
3. How would you define data analytics as it pertains to auditing?
4. Do you have experience using data analytics?
5. If yes,
a. How many years of experience in data analytics do you have?
b. Based on the following scale, how often do you use data analytics in an audit?
(1) never; (2) on a few audit; (3) about half of the audits; (4) on most audits or
(5) on every audit.
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6.

7.
8.

9.

c. How did you gain experiences with data analytics? (1) college course(s); (2)
formal firm training; (3) on the job training; and/or (4) some other way.
What audit software/data analytic tools have you used? IDEA Caseware, Tableau,
ACL, Hadoop, SAS, SPSS or some other audit software/data analytic tools? If no,
are you familiar with any data analytic tools?
What is the tool you have used most often in an audit?
Have you used any of the following types of Big Data as a supplement to existing
accounting records? (1) video and image data; (2) audio data; (3) textual data
and/or (4) something else.
On a scale from 1 (not at all) to 7 (extremely useful), how useful do you think
data analytics is in an audit?

SECTION 2
The following questions relate to your firm’s use of specific data analytic tools.
1. What auditing software/data analytics tools are currently being used by your firm?
IDEA Caseware, Tableau, ACL, Hadoop, SAS, SPSS or some other audit
software/data analytic tools?
2. If your firm is using data analytic tools, did your firm create the processes/tools or
was this done externally?
3. What techniques are currently being used at your firm? Data visualization, text
mining, data mining or some other technique?
SECTION 3
The following questions relate to how data analytics is used in an audit in your firm
1.
2.
3.
4.

5.
6.
7.

8.

What prompted your firm to implement data analytics in an audit?
When did your firm begin using data analytics?
What percentage of your audit engagements use some form of data analytics?
Are there certain characteristics of audit engagements where you believe data
analytics is more likely to be used?
a. Does the risk of fraud have an impact on when data analytics is being used?
b. Is data analytics used more when fraud risk is high vs. when fraud risk is low
for a client?
c. How does the size of client impact the use of data analytics?
At what stage of the audit would data analytics most likely be used?
What percentage of staff are trained to use data analytics?
Are there certain characteristics of auditors who you believe are more likely to
use (more successful using) data analytics?
a. How does age of staff impact use?
b. How does level of experience impact use?
Are there tasks/audit procedures in which you have a choice of whether or not to
use data analytics? Please specify.

117

9. Are there tasks/audit procedures in which your firm requires you to use data
analytics? Please specify.
10. How much is data analytics used by clients?
11. What types of data analytics are used by clients?
12. Do you believe implementing data analytics in your audit has been a complement
to your previous processes? Why or why not?
13. Has data analytics automated or changed any of your prior tasks? If so,
specifically what were those tasks.
14. Who in your firm utilizes data analytics technology?
a. Is it used by certain specialty areas?
b. Does it vary by firm location?
c. Is it used more in the United States or another country?
d. Is it used more by specialists or the general audit team?
15. Does your firm plan to increase its use of data analytics in the future?
16. On a scale from 1 (not at all important) to 7 (extremely important), how important
is it to integrate data analytics into auditing? Why?
SECTION 4
The following questions relate to the importance of data analytics to audit quality
17. On a scale from 1 (significantly impairs) to 7 (significantly improves), how would
you rate the influence of data analytics on audit effectiveness?
18. How do you believe data analytics influences the effectiveness of the audit?
19. On a scale from 1 (significantly impairs) to 7 (significantly improves), how would
you rate the influence of data analytics on audit efficiency?
20. How do you believe data analytics affects the efficiency of the audit?
21. On a scale from 1 (significantly impairs) to 7 (significantly improves), how would
you rate the influence of data analytics on audit quality?
22. How do you believe data analytics affects overall audit quality?
23. On a scale from 1 (significantly more) to 7 (significantly less), how would you
rate the influence of data analytics on budgeted hours on an engagement?
24. How has the integration of data analytics affected the budgeted hours for an
audit?
25. If you had to choose, would you say:
a. Data analytics reduces audit hours for the same level of risk
b. Data analytics results in the same level of hours with reduced risk
c. Neither (it results in more hours)
SECTION 5
The questions on the attached sheet will ask you to provide some demographic
information.

118

Participant number __________

Please complete the following questions relating to your background.

1. Gender: (optional)

_____Female

_____Male

2. Age: (optional)

_____

3. Title (position )

_____Partner
_____Senior Manager
_____Staff
_____Other __________________

4. Specific area

_____Audit
_____Risk assurance
_____Advisory
_____Other __________________

5. Education:

_____Bachelor’s
_____Master’s
_____PhD/DBA
_____Other ___________________

6. Certifications

_____CPA
_____CMA
_____CIA (Certified internal auditor
_____Other ___________________

7. Size of firm
(only select 1)

_____Big 4
_____Top 100
_____Large (80+ professional staff)
_____Medium (20-80 professional staff)
_____Small (5-20 professional staff)
_____Sole practitioner

8. Years of exp.

_____In current position
_____All experience
_____In public accounting

APPENDIX B
INSTRUMENT FOR EXPERIMENT FOR PARTICIPANTS

Data Analytics in Auditing
INFORMED CONSENT

Title of Research Study: Data Analytics in an Audit: Examining Fraud Risk and Audit
Quality
Researcher’s Contact Information: Sondra Smith, DBA Candidate. Telephone: 770789-7638. Email: ssmit407@students.kennesaw.edu or sonsmith@iu.edu
Introduction: You are being invited to take part in a research study conducted by Sondra
Smith of Kennesaw State University. Before you decide to participate in this study, you
should read this form and ask questions about anything that you do not understand.
Description of Project: The purpose of this study is to gather information about how
data analytics is currently being used in the course of an audit.
Explanation of Procedures: Each participant will be given a case study and asked to
decide which audit procedures they would perform and the estimated audit hours for
each task.
Time Required: The approximate time for this experiment will be 30 minutes.
Risks or Discomforts: There are no known risks for you, by taking part in this study.
Benefits: Although there will be no direct benefits to you for taking part in the study, the
researcher will learn more about current practices in data analytics in the field of auditing
and be able to complete her doctoral degree.
Compensation: Each participant that is interested will be entered into a drawing to win
one of four separate $50 visa gift cards. Instructions are at the end of the experiment.
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Confidentiality: The participants in this study will remain anonymous. This experiment
will be conducted through Qualtrics. The names and firms of the participants will not be
included in the dissertation or any publication that comes out of the dissertation.
Inclusion Criteria for Participation: Participants will be auditors of accounting firms and
will be over 18 years of age.
Use of Online Survey:
PLEASE PRINT A COPY OF THIS CONSENT DOCUMENT FOR YOUR
RECORDS, OR IF YOU DO NOT HAVE PRINT CAPABILITIES, YOU MAY
CONTACT THE RESEARCHER TO OBTAIN A COPY
Statement of Understanding: The purpose of this research has been explained and my
participation is voluntary. I have the right to stop participation at any time without
penalty. I understand that the research has no known risks, and I will not be
identified. By completing this experiment, I am agreeing to participate in this research
project.
THIS PAGE MAY BE PRINTED AND KEPT BY EACH PARTICIPANT
Research at Kennesaw State University that involves human participants is carried out
under the oversight of an Institutional Review Board. Questions or problems regarding
these activities should be addressed to the Institutional Review Board, Kennesaw State
University, 585 Cobb Avenue, KH3403, Kennesaw, GA 30144-5591, (470) 5782268.

Consent to participate in experiment

o I agree and give my consent to participate in this research project. I understand
that participation is voluntary and that I may withdraw my consent at any time
without penalty. (1)

o I do not agree to participate and will be excluded from the remainder of the
questions. (2)
Skip To: End of Survey If Consent to participate in experiment = I do not agree to
participate and will be excluded from the remainder of the questions.
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CASE INSTRUCTIONS Assume that you have been assigned to design an audit
program for a portion of the revenue cycle of Reynolds Equipment, Inc. (Reynolds) for
the year ended December 31, 2017. Please read the information on the following screens.
After you read the
information, you will be asked to design a partial audit program for procedures relating to
accounts receivable.
OVERVIEW OF THE INFORMATION INCLUDED:
PART A: Descriptions of the company’s business and industry, management, the
control environment, and the revenue cycle, as well as selected ratios.
PART B: Unaudited consolidated statement of operations and balance sheet for 2017,
and the audited financial statements for 2016 for a hypothetical company.
PART C: 2016 budgeted audit hours
YOUR TASK
After you review the information provided in Parts A, B & C, I am interested in obtaining
your judgment about appropriate audit procedures. There are no wrong answers, so
please just use your best judgment in responding.

LOW FRAUD RISK SCENARIO

PART A BACKGROUND INFORMATION
Reynolds, a manufacturer of medical equipment, is a publicly traded corporation.
It was founded in 1980, and is headquartered in Carmel, Indiana. The company develops,
manufactures and markets medical measurement products including digital and analog
thermometers, blood pressure kits, CAT scanners, MRI machines and glucometers.
Reynolds’ principal customers are hospitals, physicians, nursing homes, and mass
merchandisers. The company’s products and services are marketed both through
independent distribution channels and directly to end-users. The segments of the industry
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in which Reynolds does business continue to be characterized by standard competition
between suppliers, both in the United States and abroad.
Since 2009, the company has been undergoing moderate changes and faces
normal strategic challenges. Reynolds was an early entrant into the digital market and
keeps up with industry leaders in converting its production and sales to
digital. Accordingly, the company is working to increase its sales in this critical and
growing market segment. At the same time, the company seeks to maximize its
traditional analog devices sales, which---while diminishing over time---continue to
account for 70% of its revenues.

PRIOR AND CURRENT YEARS’ AUDITS
Your firm has audited Reynolds since 2007 and has issued standard unqualified
audit opinions in each of those years on both its financial statements and internal
controls. The client has always been cooperative in handling errors. Based on a review of
current standards, you have determined that there were no significant changes in any
accounting or auditing standards that would affect this year’s audit.

INDUSTRY ANALYSIS
The medical products and devices category is considered similar in complexity
and diversification to other areas in the health-care industry. Standard and Poors projects
that the industry growth rate will remain consistent in the coming years. The U.S. is
expected to remain the world’s largest supplier of medical products. It is expected that
customers (independent distributors and hospitals) are likely to be big winners as
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manufacturers provide innovative and lucrative incentives to market products in what is
becoming a very competitive industry.

Selected industry ratios are presented below:

2017

2016

Profit margin on sales

8.36

8.42

Current ratio

1.93

1.96

Inventory turnover

2.33

2.41

ASSESSMENT OF MANAGEMENT, JUDGMENT OF MATERIALITY & CONTROL
ENVIRONMENT
Management. Top management is compensated through a base salary (50%), an
earnings-based bonus plan (30%) and stock options (20%).There is moderate pressure for
management to meet analysts’ earnings forecasts. Top management places low to
moderate pressure on management and operating personnel to meet financial targets,
including sales and profitability incentive goals. The company has met or exceeded sales
goals for 12 consecutive quarters. The management team is well respected in the
business community and turnover among top management has been infrequent.
Materiality. After reviewing last year’s financial statements and the current year
unaudited financial statements, materiality for planning purposes is based on profit before
tax and has been set at $8,000,000.
Control Environment. Management appears to have a neutral attitude about
developing a reliable control environment and relies on the information generated from
the accounting system to make management decisions. The board of directors and the
audit committee do not meet regularly. The audit committee is made up of three nonmanagement directors. The audit committee of the company maintains a moderate
degree of control over management and over financial reporting.
HIGH FRAUD RISK SCENARIO
PART A –BACKGROUND INFORMATION
Reynolds, a manufacturer of medical equipment, is a publicly traded corporation.
It was founded in 1980, and is headquartered in Carmel, Indiana. The company develops,
manufactures and markets medical measurement products including digital and analog
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thermometers, blood pressure kits, CAT scanners, MRI machines and glucometers.
Reynolds’ principal customers are hospitals, physicians, nursing homes, and mass
merchandisers. The company’s products and services are marketed both through
independent distribution channels and directly to end-users. The segments of the industry
in which Reynolds does business continue to be characterized by significant competition
between suppliers, both in the United States and abroad.
Since 2009, the company has been undergoing substantial changes and faces
major strategic challenges. Reynolds was a late entrant into the digital market and
remains behind other industry leaders in converting its production and sales to
digital. Accordingly, the company is working to increase its sales in this critical and
growing market segment. At the same time, the company seeks to maximize its
traditional analog devices sales, which---while diminishing over time---continue to
account for 70% of its revenues.

PRIOR AND CURRENT YEARS’ AUDITS
Your firm has audited Reynolds since 2007 and has issued standard unqualified
audit opinions in each of those years on both its financial statements and internal
controls. The client has always been cooperative in handling errors. Based on a review of
current standards, you have determined that there were no significant changes in any
accounting or auditing standards that would affect this year’s audit.

INDUSTRY ANALYSIS
The medical products and devices category is considered the most complex and
diversified area in the health-care industry. Standard and Poors projects that the industry
growth rate will slow in the coming years. While the U.S. remains the world’s largest
supplier of medical products by a wide margin, this dominance is decreasing. It is
expected that customers (independent distributors and hospitals) are likely to be big
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winners as manufacturers provide innovative and lucrative incentives to market products
in what is becoming a very competitive industry.

Selected industry ratios are presented below:
2017

2016

Profit margin on sales

8.36

8.42

Current ratio

1.93

1.96

Inventory turnover

2.33

2.41

ASSESSMENT OF MANAGEMENT, JUDGMENT OF MATERIALITY & CONTROL
ENVIRONMENT
Management. Top management is compensated through a base salary (50%), an
earnings-based bonus plan (30%) and stock options (20%).There is significant pressure
for management to meet analysts’ earnings forecasts. Top management places excessive
pressure on management and operating personnel to meet financial targets, including
sales and profitability incentive goals. The company has met or exceeded sales goals for
12 consecutive quarters. The management team is well respected in the business
community and turnover among top management has been infrequent.
Materiality. After reviewing last year’s financial statements and the current year
unaudited financial statements, materiality for planning purposes is based on profit before
tax and has been set at $8,000,000.
Control Environment. Management appears to have a positive attitude about
developing a reliable control environment and relies on the information generated from
the accounting system to make management decisions. The board of directors and the
audit committee meet regularly. The audit committee is made up of three nonmanagement directors. The audit committee of the company maintains a high degree of
control over management and over financial reporting.

OVERVIEW OF THE REVENUE CYCLE Reynolds’ products and services are
marketed both through independent distribution channels and directly to end-
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users. Revenue is recognized when products are shipped to customers. Highlights of the
revenue cycle follow:

Order Entry-Orders are received by mail, telephone, fax or EDI. Orders from preapproved customers are batched in groups of approximately 50 items for entry into the
computerized order file by a clerk in the order processing function. Data are entered into
the system through a standardized entry interface, which requests all the key information
contained on the customer order form. The company logs all transactions by terminal and
reconciles the total input by terminal with the sales order list generated that day. Any
differences are promptly investigated.
Credit-The system generates a total for the order and compares that total with the
customer’s outstanding accounts receivable balance and credit limit. If the total of the
order plus outstanding amounts due would put the customer over the credit limit, the
transaction is transmitted to the credit department for review. The company’s normal
payment terms have been similar to the industry; n/45 days. Bad debt estimates have also
been close to the industry average.
Roll-Forward Tests Discussions with the controller and interim tests of controls indicate
that there have been no changes in the revenue cycle since the prior year. The only
change since interim was the implementation of a marketing program in November.
Discussions with key company personnel revealed that Reynolds felt it was necessary to
take this action in response to changes and competitor actions.
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PART B Financial Statements Below are the unaudited consolidated statement of
operations and balance sheet for 2017, and the audited financial statements for 2016 for
the hypothetical company, Reynolds Equipment, Inc. (in thousands of dollars except per
share data)

Table 23 - CONSOLIDATED STATEMENTS OF OPERATIONS
12/31/17
(unaudited)

Net Sales

% of Net
Sales

$1,914,318

12/31/16
(audited)

% of Net
Sales

$1,709,086

%
Change

12.0

Cost and Expenses
Cost of products sold

853,975

44.61

778,684

45.56

9.7

725,608

37.90

606,889

35.51

19.6

Research and
development

57,864

3.02

53,268

3.12

8.6

Total Expenses

1,637,447

85.54

1,438,841

84.19

13.8

276,871

14.46

270,245

15.81

2.4

13,561

0.71

13,700

0.80

-1.0

263,310

13.75

256,545

15.01

2.6

89,118

4.66

85,125

4.98

4.7

174,192

9.10

171,420

10.03

1.6

Selling, general,
Administrative

Operating Earnings
Other (Income)
Expense
Earnings before income
taxes
Provision for income
taxes
Net Earnings
Retained Earnings at
Beginning of Year

909,728

785,866

52,266

47,558

1,031,654

909,728

$2.89

$2.84

Cash Dividends–
Common
Stock
RE at Year
Earnings Per Common
Share

9.9

1.9
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Table 24 - CONSOLIDATED BALANCE SHEETS
12/31/17

12/31/16

%
Change

(unaudited)

(audited)

Cash and cash equivalents

$546,036

$416,773

31.0

Accounts receivable - net

439,807

292,338

50.4

Inventories

299,662

294,825

1.6

Other current assets

233,844

167,779

39.4

1,519,349 1,171,715

29.7

ASSETS
Current Assets:

Total Current Assets
Property, plant and equipment – net

541,061

503,922

7.4

Goodwill and other intangibles

456,944

217,791

109.8

Other assets

103,505

70,261

47.3

2,620,859 1,963,689

33.5

Total Assets
LIABILITIES & SE
Notes payable

222,642

198,197

12.3

21,935

10,657

105.8

366,646

286,160

28.1

70,168

37,100

89.1

Total Current Liabilities

681,391

532,114

28.0

Long-term debt

870,312

408,707

112.9

Total Liabilities

1,551,703

940,821

64.9

Common stock

24,154

24,150

0.0

Capital in excess of par value

88,101

89,088

-1.1

1,031,654

909,728

13.4

8,915

63,465

-85.9

(83,668)

(63,563)

31.6

Total Shareholders’ Equity

1,069,156 1,022,868

4.5

Total Liabilities & Shareholders’
Equity

2,620,859 1,963,689

33.5

Current portion of long-term debt
Accrued liabilities
Federal and foreign income taxes

Retained earnings
Cumulative translation adjustment
Treasury stock
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Judgment 1: Based on the facts presented for the current year (2017), please indicate on
the slider below, your assessment of the risk of MATERIAL financial statement fraud in
accounts receivable.
Extremely
unlikely
1
Fraud risk

2

3

4

Extremely
likely
5

7

8

9

10 11
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Part C-- 2016 (Prior Year) Estimated Audit Hours
For 2016, assume your firm assessed the risk of MATERIAL financial statement fraud
at ‘4’ using a scale where 1 is extremely unlikely and 11 is extremely likely.

Table 25 - 2016 (Prior Year) estimated audit hours
Audit Procedure for Accounts Receivable

2016 est.
audit hrs.

Perform analytical procedures on the allowance, bad debts, and aging
of receivables.

3

Review the accounts receivable ledger, cash receipts journal, and
sales journal for large or unusual items.

1

Select accounts receivable balances to confirm and send positive
confirmation requests.

6

Examine evidence of subsequent cash collection from the customer
for the following:
-any positive confirmations not returned
-other account balances deemed appropriate

8

For positive confirmations not returned, examine supporting
documentation such as billing and shipping documents.

6

Review the sales returns after year-end to determine the effect on the
accounts receivable balance.

4

Review the reconciliation of the subsidiary ledger to the general
ledger and investigate unusual items.

2

Roll-forward procedure of the allowance for doubtful accounts and
perform a lookback analysis.

2

Other
Total

3
35
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Judgment 2: Given the information presented in Parts A, B and C and your assessed
fraud risk for 2017, please indicate whether or not (Y/N) you would complete each audit
procedure listed on the next screen and the budgeted hours you would allocate to each
procedure.
Table 26 - Judgment 2
Yes/No
Audit Procedure for Accounts Receivable
1

Perform analytical procedures on the allowance, bad
debts, and aging of receivables.

2

Review the accounts receivable ledger, cash receipts
journal, and sales journal for large or unusual items.

3

Select accounts receivable balances to confirm and
send positive confirmation requests.

4

5

Examine evidence of subsequent cash collection
from the customer for the following:
• any positive confirmations not returned
• other account balances deemed appropriate
For positive confirmations not returned, examine
supporting documentation such as billing and
shipping documents.

6

Review the sales returns after year-end to determine
the effect on the accounts receivable balance.

7

Review the reconciliation of the subsidiary ledger to
the general ledger and investigate unusual items.

8

Roll-forward procedure of the allowance for
doubtful accounts and perform a look-back analysis.
(For #9-12, prior year hours equal zero)

9

Use data analytic procedures to identify unexpected
patterns or outliers (cluster analysis)(i.e. look at
population of invoices (amounts and/or number of
items) and/or duplicate invoice numbers or
amounts).

10

Use analytics software to visualize trends and/or
reasonableness in receivables.

(Y/N)

Budgeted
Hours
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11

Plot ratios in comparison to industry and compare to
prior years to look for trends.

12

Stratify the accounts receivable by difference
variables.

13. Other
14

Other

15

Other

POST EXPERIMENTAL QUESTIONS
The following 6 questions are designed to provide information about your problemsolving ability. Please respond to the best of your ability.
Known for their devotion to their masters, dogs were often used as a symbol of
___________ in Medieval and Renaissance paintings.

o Treachery
o Opulence
o Fidelity
o Antiquity
o Valor
Because the decision making process was entirely ____________, there was no way to
predict its outcome. The process was ___________ rolling dice, where there is a finite
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number of possibilities but no way to accurately predict which two numbers will come
up.

o arbitrary, likened to
o regimented, belittled by
o unilateral, dissimilar to
The expectation of instant gratification engendered by the ease and speed of modern
communication can set one up for _________ in personal relationships if one's digital
messages are not promptly returned.

o Endearment
o Recompense
o Vexation
o Elation
o Pacifism
x + 4y = 6
Quantity A
x

x = 2y
Quantity
y

o Quantity A is greater
o Quantity B is greater
o The two quantities are equal
o The relationship cannot be determined from the information given
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A computer can perform 30 identical tasks in 6 hours. At that rate, what is the minimum
number of computers that should be assigned to complete 80 tasks within three hours.

o4
o5
o6
o7
Jane must select three different items for each dinner she will serve. The items are to be
chosen from among five different vegetarian and four different meat selections. If at
least one of the selections must be vegetarian, how many different dinners could Jane
create?

o 40
o 60
o 70
o 80
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The following questions are related to auditing.
How many years of experience in auditing do you have? (Please round to years)
________________________________________________________________
How familiar are you with assessing fraud on a scale of 1 (not at all familiar) to 7 (very
familiar)?
Not at all
familiar
1

2

Very
familiar
3

5

6

7

Assessment of fraud

Approximately how many times have you encountered financial statement fraud in an
audit?
________________________________________________________________
Approximately how many times have you encountered misappropriation of assets in an
audit?
________________________________________________________________
Do you have experience using data analytics in an audit?
Yes
No
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What audit software/data analytical tools have you used?

▢IDEA Caseware
▢Tableau
▢ACL
▢Access
▢Excel
▢Other ________________________________________________
▢None
What audit software/data analytic tool have you used most often? (pick one answer)

o IDEA Caseware
o Tableau
o ACL
o Access
o Excel
o Other ________________________________________________
o Not applicable
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What percentage of your audit engagements use some form of data analytics?
0 10 20 30 40 50 60 70 80 90 100
% of audit engagements using data
analytics

Which audit engagements are more likely to use data analytics?

o Fraud risk is low
o Fraud risk is high
o Neither is more likely
o The level of fraud does not impact whether or not data analytics is used
How likely are you to use data analytics in each of the following stages?
0 10 20 30 40 50 60 70 80 90 100
Planning
Fieldwork
Review

Approximately what percentage of staff at your firm are trained to use data analytics?
0 10 20 30 40 50 60 70 80 90 100
% of staff trained to use data analytics
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On a scale of 1 (not at all important) to 7 (extremely important), how important is it to
integrate data analytics into auditing?
Not at all
important
1

2

Extremely
important
3

5

6

7

Importance of data analytics in auditing

On a scale from 1 (significantly impairs) to 7 (significantly improves), please rate the
influence of data analytics on each of the following:
Significantly
impairs
1

2

Significantly
improves
3

5

6

Data analytics on audit effectiveness
Data analytics on audit efficiency
Data analytics on audit quality

If you had to choose, would you say:

o Data analytics reduces audit hours for the same level of risk
o Data analytics results in the same level of hours with reduced risk
o Data analytics reduces hours and reduces risk
o Data analytics results in the same level of hours and the same level of risk
o None of the above (it results in more hours)

7
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The following questions are related to general demographics.
What is your gender?

o Female
o Male
What is your age?
What is your position (title) at your firm?

o Partner
o Audit Manager
o Senior Auditor
o Staff Auditor
o Other (please specify)
________________________________________________
What is your specific area of expertise? (more than one answer is allowed)

▢Audit
▢Risk assurance
▢Advisory
▢Other (please specify)

________________________________________________
What is your highest level of education?
o
o
o
o

Bachelor’s
Master’s
PhD/DBA
Other (please specify) _________________
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Please specify ALL professional certifications you have earned? (more than one answer
is allowed)

▢Certified Public Accountant
▢Certified Management Accountant
▢Certified Internal Auditor
▢Other (please specify certification)

________________________________________________

▢None of the above

What is the size of your firm?
o Big 4
o Regional (more than one location and annual revenues of at least $30 million
o Local (all other firms)
Thank you for participating in my survey. If you would like your name to be put in a
drawing for one of four $50 gift certificates, please email me at sonsmith@iu.edu

