In this paper, we consider the time dependent Maxwell's equations when dispersive media are involved. The Crank-Nicolson mixed finite element methods are developed for three most popular dispersive medium models: the isotropic cold plasma, the one-pole Debye medium and the two-pole Lorentz medium. Optimal error estimates are proved for all three models solved by the Raviart-Thomas-Nédélec spaces. Extensions to multiple pole dispersive media are presented also.
Introduction
The dispersive medium is characterized by a frequency-dependent susceptibility or permittivity, so that monochromatic waves of different frequencies travel in the medium at different velocities and undergo different attenuations. The most common dispersive media include biological tissue, ionosphere, water, soil, snow, ice, plasma, optical fibers and radar absorbing materials. Hence the study of wave or pulse propagation in dispersive media is important in many applications.
Starting early 1990's, considerable attention has been devoted to numerical modeling of wave propagation in dispersive media. Approaches such as the recursive convolution method and auxiliary differential equation method have been developed under the framework of the finite-difference time-domain (FDTD) method, details and early references can be found in books [19, Ch.8] and [29, Ch.9] . However, due to its complexity, the time-domain finite element method (TDFEM) for the dispersive media has not explored until 2001 by Jiao and Jin [18] . Their TDFEM is based on the second-order vector wave equation. Recently, the time-domain discontinuous Galerkin method has been investigated by Lu et al. [24] by solving the first-order Maxwell's equations directly. The one dimensional TDFEM was studied for Debye and Lorentz dispersive media by Bank et al. [4] recently.
Since 1980's, there has been a growing interest in finite element analysis of Maxwell's equations (e.g. [3, 5-9, 12-15, 17, 23, 27, 28, 32] ). However, almost all studies are restricted to the simple medium case. Very recently, we initiated the error analysis of TDFEM for dispersive media [20] [21] [22] . In [22] , we discussed the superconvergence results for some semi-discrete schemes developed for dispersive medium models. While in [20] , we analyzed the backward Euler mixed finite element methods (FEMs) for three most popular dispersive medium models. In [21] , we studied the backward Euler scheme for the vector wave equation resulting from the isotropic non-magnetized cold plasma model. In all our previous work, the FEMs are all built on the integro-differential equations. In this paper, we propose some Crank-Nicolson mixed FEMs directly on the governing equations without introducing integral terms. It turns out that this algorithm is simpler and the error analysis can be beautifully carried through by skillful manipulations. Here we provide a unified optimal error analysis for all three popular dispersive medium models.
We conclude the section with an outline of the remainder of the paper. In next section, we consider the single pole Debye medium solved by the Crank-Nicolson mixed method using the lowest Raviart-Thomas-Nédélec (RTN) space. Optimal error estimates are proved under proper regularity assumptions. Then we extend the results to the multiple pole Debye medium. In Section 3, we generalize the numerical scheme and error analysis to both the two-pole and multiple pole Lorentz media. Section 4 is devoted to the isotropic cold plasma model. Similar numerical scheme and results are presented. Finally, we conclude the paper in Section 5.
In this paper, C (sometimes with sub-index) denotes a generic constant, which is independent of the finite element mesh size h and time step size τ. We also use some common notation
where α ≥ 0 is a real number, and Ω is a bounded and convex Lipschitz polyhedral domain in R 3 with connected boundary ∂Ω and unit outward normal n. When α = 0, we simply denote H 0 (curl; Ω) = H(curl; Ω). Let (H α (Ω)) 3 be the standard Sobolev space equipped with the norm · α and semi-norm | · | α . In particular, · 0 will mean the (L 2 (Ω)) 3 -norm. Also H(curl; Ω) and H α (curl; Ω) are equipped with the norm
Finally, we denote C m (0, T ; X) the space of m times continuously differentiable functions from [0, T ] into the Hilbert space X.
Debye Medium
For the single pole Debye medium model, we have the governing equations [20, 30] 
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where E is the electric field, H is the magnetic field, 0 is the permittivity of free space, µ 0 is the permeability of free space, P is the polarization vector, ∞ is the permittivity at infinite frequency, s (> ∞ ) is the permittivity at zero frequency, t 0 is the relaxation time.
We assume a perfect conducting boundary condition 4) and the initial conditions
where E 0 , H 0 and P 0 are given functions.
To obtain a finite element scheme, we multiply (2.1)-(2.3) by test functions and integrate over Ω. Then using the boundary condition (2.4) and integration by parts for the curl term in (2.1) with the identity
we obtain the weak formulation for (2.1)-(2.
Proof. Choosing φ = E in (2.6), ψ = H in (2.7),φ = P in (2.8), and adding the resultants together, we obtain 1 2
which, along with the identity 10) where the matrix
is symmetric positive semi-definite. The stability can be obtained by multiplying (2.10) by a row vector (E, H, P ).
To design our mixed finite element method, we partition Ω by a family of regular tetrahedral meshes T h with maximum mesh size h. Considering the usual low regularity of Maxwell's equations [2, 10] , we only employ the lowest order Raviart-Thomas-Nédélec's mixed spaces [26] :
11)
h by the degrees of freedom e u · τ on each edge e of K, where τ is the unit vector along the edge e. Furthermore, we have (see [8] and [25, (5. 42)]):
Denoting by
To construct a fully discrete scheme, we divide the time interval (0, T ) into M uniform subintervals using points 0 = t
and introduce the following finite difference operators:
Now we can formulate the Crank-Nicolson mixed finite element scheme for (2.6)-(2.8) as follows: 18) subject to the initial conditions
) be the solution of (2.16)-(2.18). Then we have
, then adding the resultants together, we obtain
which, along with the inequality (2.9), concludes the proof.
Notice that E k h and P k h are chosen from the same finite element space, hence (2.18) is equivalent to
Substituting (2.20) into (2.16), we can rewrite (2.16) as follows:
On the other hand, we can rewrite (2.17) as follows: 
where matrices
and B denotes the transpose of matrix B. Hence, the determinant of R can be obtained as
which is guaranteed to be non-zero. Hence the system of (2.
Proof. The proof for (ii) can be obtained easily as follows:
This completes the proof of the lemma. 
Then there is a constant
, independent of both the time step τ and the mesh size h, such that
Proof. Denote
dividing by τ , then subtracting the resultants from (2.16)-(2.18), respectively, we obtain the error equations
k h in the above respective error equations, adding the resultants together, using the projection property of Q h and the fact ∇ × U h ⊂ V h , we obtain
In the rest of the proof, we will frequently use the basic arithmetic-geometric mean inequality 24) and the inequality
Using inequalities (2.24) and (2.25), Lemma 2.3, and estimate (2.14), we obtain
Similarly, using integration by parts, the boundary condition (2.4), and Lemma 2.3, we have
By similar arguments, we have
Using the fact that s is usually a multiple of ∞ [29, 30] , i.e., s = a ∞ for some constant a > 1, and the inequality
, we can simplify (Err) 3 further as follows
Substituting the estimates (Err) i into (2.23), dropping the bracket terms on the left hand side of (2.23) due to the same argument as (2.9), then summing up from k = 1 to n (n ≤ M −1), and using the bound nτ ≤ T and the facts ξ
where in the above we absorbed the explicit dependence of those physical parameters into the generic positive constant C. Choosing those δ i small enough so that the nth terms in the summation can be controlled by the left hand side terms, we have
which, along with the discrete Gronwall inequality [11, p.153 ] and the triangle inequality, concludes the proof.
Remark 2.2. In practical applications, multiple pole Debye model is often used. For example, Hurt's five pole model is used for muscle [30] . The N (N ≥ 1) pole Debye medium can be described by the system of equations [31] :
where τ k is the kth relaxation time, and sk is the zero-frequency permittivity of the kth relaxation. Extension of the Crank-Nicolson scheme (2.16)-(2.18) to the N pole Debye model is straightforward: replacing the last two terms of (2.16) as a summation from k = 1 to N , and replacing (2.18) by N similar equations. The new scheme can be realized as follows: first solve a similar system of (2 .21)
Similar results as Lemmas 2.1-2.2 and Theorem 2.1 can be proved by following the same arguments used for one pole model. Remark 2.3. If the solution under consideration has enough regularity, then high-order tetrahedral and cubic Raviart-Thomas-Nédélec spaces [25, 26] can be used and similar high-order accuracy can be proved by following the same technique used above.
Lorentz Medium
We now turn to the Lorentzian two pole model, which are described by the following equations [20, 30] :
with the perfect conducting boundary condition (2.4) and the initial conditions
where E 0 , H 0 , J 0 and P 0 are given functions. Here in addition to the notation defined earlier, ω 1 is the resonant frequency, ν is the damping coefficient, P is the polarization vector, and J is the polarization current. Similar to the Debye medium, we can obtain the weak formulation for (3.1)-(3.
Proof. Let φ = E, ψ = H, φ 1 = J and φ 2 = P in (3.6)-(3.9), respectively, then add the resultants together, we obtain 1 2
which concludes the proof by using the fact ν ≥ 0 and integrating with respect to t. 10) where the matrix
is skew-symmetric. The stability can be obtained by multiplying (3.10) by a row vector (E, H, J , P ).
Similar to the Debye medium case, we can formulate the Crank-Nicolson mixed finite element scheme for (3.6)-(3.9) as follows: 14) for 0 < t ≤ T, subject to the initial conditions
, respectively, then adding the resultants together, we obtain
which easily leads to the following unconditional stability:
Remark 3.2. Similar to the Debye medium, a Lorentz medium having N (N ≥ 1) pole pairs is often used and can be described by the following system of equations [31] :
Here the constants
and
Note that we rewrite and generalize the original equations of [31] into the above form in order to see clearly that similar results as Lemmas 3.1-3.2 and Theorem 3.1 can be extended directly to the multiple pole Lorentz model. For example, Lemma 3.1 should be extended to
Isotropic Cold Plasma
The governing equations that describe electromagnetic wave propagation in isotropic nonmagnetized cold electron plasma are [20, 30] :
where E 0 , H 0 and J 0 are given functions. Here in addition to the notation defined earlier, ω p is the plasma frequency, J is the polarization current, and ν is the electron-neutral collision frequency. Note that ν = 0 reduces to the collisionless case.
Similar to the Debye medium, we can obtain the weak formulation for (4.1)-(4.
Proof. Let φ = E, ψ = H, φ 1 = J and φ 2 = P in (4.5)-(4.7), respectively, we can easily obtain 1 2
which concludes the proof by using the fact ν ≥ 0 and integrating with respect to t. Notice that the scheme (4.9)-(4.11) for the plasma medium is reduced to the scheme (3.11)-(3.14) for the Lorentz medium (except differences in coefficients) by dropping the last term of (3.13) and the equation (3.14) . Hence the previous proof for the Lorentz medium can be carried out directly to the plasma medium, in which case we have the following optimal error estimate: 
Conclusions
In this paper we have studied mixed finite element methods for the time-dependent Maxwell's equations in dispersive media. We propose a general framework that allows us to obtain a unified analysis for all three most popular dispersive medium models. Our error analysis show that the proposed Crank-Nicolson scheme is optimally convergent in the L 2 norm for regular meshes. Since this is our first comprehensive study of the dispersive medium models (especially the multiple pole models), more advanced algorithms such as the mixed discontinuous Galerkin method and posteriori error estimators will be explored in the future.
