We provide an overview of the aerodynamic and FSI analysis of wind turbines the first three authors' teams carried out in recent years with the ALE-VMS and ST-VMS methods. The ALE-VMS method is the variational multiscale version of the Arbitrary Lagrangian-Eulerian (ALE) method. The VMS components are from the residual-based VMS (RBVMS) method. The ST-VMS method is the VMS version of the DeformingSpatial-Domain/Stabilized Space-Time (DSD/SST) method. The techniques complementing these core methods include weak enforcement of the essential boundary conditions, NURBS-based isogeometric analysis, using NURBS basis functions in temporal representation of the rotor motion, mesh motion and also in remeshing, rotation representation with constant angular velocity, Kirchhoff-Love shell modeling of the rotor-blade structure, and full FSI coupling. The analysis cases include the aerodynamics of wind-turbine rotor and tower and the FSI that accounts for the deformation of the rotor blades. The specific wind turbines considered are NREL 5MW, NREL Phase VI and Micon 65/13M, all at full scale, and our analysis for NREL Phase VI and Micon 65/13M includes comparison with the experimental data. Abstract We provide an overview of the aerodynamic and FSI analysis of wind turbines the first three authors' teams carried out in recent years with the ALE-VMS and ST-VMS methods. The ALE-VMS method is the variational multiscale version of the Arbitrary Lagrangian-Eulerian (ALE) method. The VMS components are from the residual-based VMS (RBVMS) method. The ST-VMS method is the VMS version of the Deforming-Spatial-Domain/Stabilized Space-Time (DSD/SST) method. The techniques complementing these core methods include weak enforcement of the essential boundary conditions, NURBS-based isogeometric analysis, using NURBS basis functions in temporal representation of the rotor motion, mesh motion and also in remeshing, rotation representation with constant angular velocity, Kirchhoff-Love shell modeling of the rotor-blade structure, and full FSI coupling. The analysis cases include the aerodynamics of wind-turbine rotor and tower and the FSI that accounts for the deformation of the rotor blades. The specific wind turbines considered are NREL 5MW, NREL Phase VI and Micon 65/13M, all at full
Introduction
Countries around the world are putting substantial effort into the development of wind energy technologies. The ambitious wind energy goals put pressure on the wind energy industry research and development to significantly enhance the current wind generation capabilities in a short period of time and decrease the associated costs. This calls for transformative concepts and designs (e.g., floating offshore wind turbines) that must be created and analyzed with high-precision methods and tools. These include complex-geometry, 3D, time-dependent, multi-physics predictive simulation methods and software that will play an increasingly important role as the demand for wind energy grows.
Currently most wind-turbine aerodynamics and aeroelasticity simulations are performed using low-fidelity methods, such as the Blade Element Momentum (BEM) theory for the rotor aerodynamics employed in conjunction with simplified structural models of the wind-turbine blades and tower (see, e.g., [1, 2] ). These methods are very fast to implement and execute. However, the cases involving unsteady flow, turbulence, 3D details of the wind-turbine blade and tower geometry, and other similarly-important features, are beyond their range of applicability.
To obtain high-fidelity results for wind turbines, 3D modeling is essential. However, simulation of wind turbines at full scale engenders a number of challenges: the flow is fully turbulent, requiring highly accurate methods and increased grid resolution. The presence of fluid boundary layers, where turbulence is created, complicates the situation further. Wind-turbine blades are long and slender structures, with complex distribution of material properties, for which the numerical approach must have good approximation properties and avoid locking. Wind-turbine simulations involve moving and stationary components, and the fluid-structure coupling must be accurate, efficient and robust to preclude divergence of the computations. These explain the current, modest nature of the state-of-the-art in wind-turbine simulations.
Fluid-structure interaction (FSI) simulations at full scale are essential for accurate modeling of wind turbines. The motion and deformation of the wind-turbine blades depend on the wind speed and air flow, and the air flow patterns depend on the motion and deformation of the blades. In order to simulate the coupled problem, the equations governing the air flow and the blade motions and deformations need to be solved simultaneously, with proper kinematic and dynamic conditions coupling the two physical systems. Without that the modeling cannot be realistic: unsteady blade deformation affects aerodynamic efficiency and noise generation, and response to wind gusts. Flutter analysis of large blades operating in offshore environments is of great importance and cannot be accomplished without FSI.
In recent years, several attempts were made to address the above mentioned challenges and to raise the fidelity and predictability levels of wind-turbine simulations.
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Standalone aerodynamics simulations of wind-turbine configurations in 3D were reported in [3] [4] [5] [6] , while standalone structural analyses of rotor blades of complex geometry and material composition, but under assumed wind-load conditions or wind-load conditions coming from separate aerodynamic computations were reported in [7] [8] [9] [10] [11] . In a recent work [12] it was shown that coupled FSI modeling and simulation of wind turbines is important for accurately predicting their mechanical behavior at full scale.
To address the above mentioned challenges one should employ a combination of numerical techniques, which are general, accurate, robust and efficient for the targeted class of problems. Such techniques are summarized in what follows, with some of them described in greater detail in the body of this review article.
Isogeometric Analysis (IGA), first introduced in [13] and further expanded on in [14] [15] [16] [17] [18] [19] [20] , is adopted as the geometry modeling and simulation framework for wind turbines in some of the examples presented in this article. We use the IGA based on NURBS (non-uniform rational B-splines), which are more efficient than standard finite elements for representing complex, smooth geometries, such as wind-turbine blades. The IGA was successfully employed for computation of turbulent flows [21] [22] [23] [24] [25] [26] , nonlinear structures [10, [27] [28] [29] [30] [31] , and FSI [32] [33] [34] [35] , and, in most cases, gave a clear advantage over standard low-order finite elements in terms of solution accuracy per-degree-of-freedom. This is in part attributable to the higher-order smoothness of the basis functions employed. Flows about rotating components are naturally handled in an isogeometric framework because all conic sections, and in particular, circular and cylindrical shapes, are represented exactly [36] .
The blade structure is governed by the isogeometric rotation-free shell formulation with the aid of the bending-strip method [10] . The method is appropriate for thin-shell structures comprised of multiple C 1 -or higher-order continuous surface patches that are joined or merged with continuity no greater than C 0 . The KirchhoffLove shell theory that relies on higher-order continuity of the basis functions is employed in the patch interior as in [31] . Although NURBS-based IGA is employed in this work, other discretizations such as T-splines [19, 20] or subdivision surfaces [37] [38] [39] , are perfectly suited for the proposed structural modeling method.
In addition, an isogeometric representation of the analysis-suitable geometry can be used in generating tetrahedral and hexahedral meshes for computations with the finite element method (FEM). In this article, we use tetrahedral meshes generated that way in wind-turbine computations with the ALE-VMS and ST-VMS methods. The ALE-VMS method [5, 34] is the variational multiscale (VMS) version of the Arbitrary Lagrangian-Eulerian (ALE) method [40] . The VMS components are from the residual-based VMS (RBVMS) method given in [21, 26, 41, 42] . The ST-VMS method [43, 44] is the VMS version of the Deforming-SpatialDomain/Stabilized Space-Time (DSD/SST) method [45] [46] [47] [48] [49] . Earlier it was called "DSD/SST-VMST" (i.e. the version with the VMS turbulence model) in [43] . The original DSD/SST formulation was named "DSD/SST-SUPS" in [43] (i.e. the version with the SUPG/PSPG stabilization), which was also called "ST-SUPS" in [50] .
The ALE-VMS method originated from the RBVMS formulation of incompressible turbulent flows proposed in [21] for stationary meshes, and may be thought of as an extension of the RBVMS method to moving meshes. As such, it was presented for the first time in [34] in the context of FSI. Although ALE-VMS gave reasonably good results for several important turbulent flows, it was evident in [21, 24] that to obtain accurate results for wall-bounded turbulent flows the method required relatively fine resolution of the boundary layers. This fact makes ALE-VMS a somewhat costly technology for full-scale wall-bounded turbulent flows at high Reynolds numbers, which are characteristic of the present application. For this reason, weakly-enforced essential boundary condition formulation was introduced in [51] , which significantly improved the performance of the ALE-VMS formulation in the presence of unresolved boundary layers [22, 23, 26] . The weak boundary condition formulation may be thought of as an extension of Nitsche's method [52] to the Navier-Stokes equations of incompressible flows. Another interpretation of the weak boundary condition formulation is that it is a discontinuous Galerkin method (see, e.g., [53] ), where the continuity of the basis functions is enforced everywhere in the domain interior, but not at the domain boundary.
The DSD/SST formulation was introduced in [45] [46] [47] as a general-purpose interface-tracking (moving-mesh) technique for flows with moving boundaries and interfaces, including FSI and flows with moving objects. Its stabilization components are the Streamline-Upwind/Petrov-Galerkin (SUPG) [54] and PressureStabilizing/Petrov-Galerkin (PSPG) [45, 55] stabilizations. It also includes the "LSIC" (least-squares on incompressibility constraint) stabilization. Some of the earliest FSI computations with the DSD/SST formulation were reported in [56] for vortex-induced vibrations of a cylinder and in [57] for flow-induced vibrations of a flexible, cantilevered pipe (1D structure with 3D flow). The DSD/SST formulation has been used extensively in 3D computations of parachute FSI, starting with the 3D computations reported in [58] and evolving to computations with direct coupling [59] . New versions of the DSD/SST formulation introduced in [49] are the core technologies of the Stabilized ST FSI (SSTFSI) technique, which was also introduced in [49] . The ST-VMS method and SSTFSI technique, combined with a number of special techniques (see [60] [61] [62] [63] and references therein) have been used in some of the most challenging parachute FSI computations (see [60, [64] [65] [66] and references therein)), and also in a good number of patient-specific cardiovascular FSI and fluid mechanics computations (see [61] [62] [63] 67] and references therein). Computations with the SSTFSI technique also received a substantial attention in research related to iterative solution of large linear systems [68, 69] .
In application of the DSD/SST formulation to flows with moving objects, the Shear-Slip Mesh Update Method (SSMUM) [70] [71] [72] has been very instrumental. The SSMUM was first introduced for computation of flow around two high-speed trains passing each other in a tunnel (see [70] ). The challenge was to accurately and efficiently update the meshes used in computations based on the DSD/SST formulation and involving two objects in fast, linear relative motion. The idea behind the SSMUM was to restrict the mesh moving and remeshing to a thin layer of elements between the objects in relative motion. The mesh update at each time step can be accomplished by a "shear" deformation of the elements in this layer, followed by a "slip" in node connectivities. The slip in the node connectivities, to an extent, Computational Wind-Turbine Analysis with the ALE-VMS and ST-VMS Methods 5 un-does the deformation of the elements and results in elements with better shapes than those that were shear-deformed. Because the remeshing consists of simply redefining the node connectivities, both the projection errors and the mesh generation cost are minimized. A few years after the high-speed train computations, the SS-MUM was implemented for objects in fast, rotational relative motion and applied to computation of flow past a rotating propeller [71] and flow around a helicopter [72] .
The ST-VMS method was successfully tested on computation of wind-turbine rotor aerodynamics in [6, 73, 74] . Those computations did not include a wind-turbine tower, and therefore a mesh update method was not required. In [75] , the ST-VMS method was applied to computation of wind-turbine rotor and tower aerodynamics. The presence of a tower requires a mesh update method that can handle the fast, rotational relative motion between the rotor and tower. The SSMUM would have been an option, but we decided to use a method that is more general. We use NURBS basis functions for the temporal representation of the rotor motion, mesh motion and also in remeshing. This is essentially the same computational technology used in the ST-VMS computations of flapping-wing aerodynamics reported in [76] [77] [78] [79] . We named it "ST/NURBS Mesh Update Method (STNMUM)" in [75] . The motion of the rotor surface mesh created from the NURBS geometry is represented by quadratic temporal NURBS basis functions, with sufficient number of temporal patches for one rotation. This enables us to represent the circular paths associated with the rotor motion exactly and, with a "secondary mapping" [43, 44, 50, 76] , specify a constant angular velocity corresponding to the invariant speeds along those paths. Given the motion of the surface mesh, we compute meshes that serve as temporal-control points. This is done by creating with an automatic mesh generator a new mesh at the central control point of the temporal patch, and computing the meshes at the other two control points by using the mesh moving technique [49, [80] [81] [82] [83] developed earlier in conjunction with the DSD/SST method. The STNMUM allows us to do mesh computations with longer time in between, but get the mesh-related information for each ST slab, such as the coordinates and their time derivatives, from the temporal representation whenever we need. This approach where the mesh-related information is computed "directly" was called in [75] "Direct Temporal Representation (DTR)." In an alternative approach, we can obtain the mesh-related data after first computing the finite element meshes associated with each ST slab by interpolation from the temporal NURBS representation of the mesh. This approach was called "Interpolated-Mesh Temporal Representation (IMTR)." in [75] . For better mesh resolution, we use layers of thin elements near the blade surfaces. These layers of elements are created with a special mesh generation process and are not part of what we create with the automatic mesh generation process. They undergo rigidbody motion with the rotor. Despite the fast, rotational relative motion between the rotor and tower, the computations reported in [75] were carried out by using an automatic mesh generator only a total of 6 times during an entire computation.
We refer the interested reader to [50, 74] for the following methods that are not reviewed in this article: ALE-VMS and ST-VMS methods, formulation for weaklyenforced essential boundary conditions, structural mechanics formulation, which is based on the Kirchhoff-Love thin-shell theory and the bending-strip method (see [10, 12, 31] ), FSI coupling, mesh update, and a method for pre-bending of wind-turbine blades, which was recently proposed in [11] .
In Section 2, we present the sliding-interface formulation from [36, 84, 85] , which enables the simulation of rotor-tower interaction. The formulation was used in [85] for ALE-VMS aerodynamic simulations of the National Renewable Energy Lab (NREL) Phase VI wind turbine (see [86] ) for comparison to the extensive set of experimental data available for this test case. We also present those simulations in Section 2. In Section 3, we describe, from [75] , the ST-VMS computations of the wind-turbine rotor and tower aerodynamics. NURBS basis functions are used in temporal representation of the rotor and volume mesh motion and in remeshing. Simulations of the Micon 65/13M wind turbine with FSI, reported earlier in [87] , are described in Section 4. We end with concluding remarks in Section 5.
2 Sliding-Interface Formulation and Rotor-Tower Interaction Fig. 1 Setup for the simulation of a full machine. The interior moving subdomain, which encloses the wind turbine rotor, and the exterior stationary subdomain, which houses the nacelle and tower.
Sliding-Interface Formulation
In order to simulate the full wind turbine configuration and investigate the rotortower interaction, we consider an approach that makes use of a moving subdomain, which encloses the entire wind turbine rotor, and a stationary subdomain that contains the rest of the wind turbine (see Figure 1 ). The two domains are in relative motion and share a sliding cylindrical interface. The meshes on each side of the interface are nonmatching because of the relative motion (see Figure 2 ). As a result, a numerical procedure is needed to impose the continuity of the kinematics and tractions at the stationary and rotating subdomain interface despite the fact that the interface discretizations are incompatible. Such a procedure was developed in [36] in the context of IGA for computing flows about rotating components. The advantage of IGA for rotating-component flows is that the cylindrical sliding interfaces are represented exactly and no geometry errors are incurred. In the case of standard FEM employed here, the geometric compatibility is only approximate. The sliding-interface coupling was successfully tested on the NREL Phase VI wind turbine in [85] and is presented in what follows.
Let the subscripts S and M denote the quantities pertaining to the fluid mechanics problem on the stationary and moving subdomains, respectively. The subdomain that encloses the rotor rotates with it, and the interior of the rotating subdomain is allowed to deflect to accommodate the motion of the blades. However, the motion of the outer boundary of the rotor subdomain is restricted to a rigid rotation to maintain geometric compatibility with the stationary subdomain. To enforce the compatibility of the flow kinematics and tractions at the sliding interface, we add the following terms to the ALE-VMS formulation, which is now assumed to hold in both the stationary and moving subdomains:
where δσ σ σ is given by δσ σ σ (w, q) n = 2µε ε ε(w)n + qn. (Γ t ) SI is the sliding interface, and {A} − denotes the negative part of A, that is, {A} − = A if A < 0 and {A} − = 0 if A ≥ 0. The sliding-interface formulation may be seen as a DG method, where the continuity of the basis function is enforced everywhere in the interior of the two subdomains, but not at the sliding interface between them. The structure of the terms on the sliding interface is similar to that of the weak enforcement of essential boundary conditions. The significance of each term is explained in detail in [36] . In the current application,û h S = 0, because the subdomain S is stationary. However, the formulation is able to handle situations where both subdomains are in motion.
Remark 1 Nonmatching interface discretizations in the FSI and sliding-interface problems necessitate the use of interpolation or projection of kinematic and traction data between the nonmatching surface meshes (see, e.g., [43, 44, 88] , where [44] is more comprehensive than [43] ). A computational procedure, which can simultaneously handle the data transfer for IGA and FEM discretizations, was proposed in [88] . The procedure also includes a robust approach in identifying "closest points" for arbitrary shaped surfaces. While such interface projections are rather straightforward for weakly-coupled FSI algorithms, they require special techniques [44, 49, 60] for strongly-coupled, direct and quasi-direct methods [44, 49, 59, 60, 89] , which become monolithic for matching discretizations.
NREL Phase VI Wind Turbine
The computational results in this section make use of the ALE-VMS technique and are taken from [85] . The sliding-interface formulation is applied to the simulation of the full NREL Phase VI wind turbine configuration, including the rotor (blades and hub), nacelle and tower. The tower is composed of two cylinders with diameters of 0.6096 m and 0.4064 m that are connected with a short conical section. The tower height is 11.144 m above the wind tunnel floor. The detailed geometry of the tower and nacelle can be found in Hand et al. [86] . For this study, wind speeds of 7 and 10 m/s were selected from the experimental sequence S. The experimental sequence S setup consists the wind turbine rotor in the upwind configuration, 0 • yaw angle, 0 • cone angle, rotational speed of 72 rpm, and blade tip pitch angle of 3 • . The air density and viscosity are 1.23 kg/m 3 and 1.78×10 −5 kg/(m·s), respectively. Figure 3 shows the mesh resolution used in the computation. The mesh is highly refined near the rotor, nacelle and tower, as well as downstream of the wind turbine to better capture the wake turbulence. The mesh is comprised of 6,835,647 linear elements and 1,603,377 nodes. The size of the first boundary-layer element in the wall-normal direction is 0.002 m, and 15 layers of prismatic elements were generated with a growth ratio of 1.2. The time step size is set to 1.0×10 −5 s. discontinuities are present in the flow field at the sliding interface, which indicates that the method correctly handles the kinematic compatibility conditions. To see the influence of the tower, the single-blade aerodynamic torque over a full revolution is plotted in Figure 6 for both 7 and 10 m/s cases. The results of the full-wind-turbine computations are compared with the experimental data, as well as with the results of the rotor-only computations. For the full-wind-turbine simulation of the 7 m/s case, Figure 6 (a) clearly shows the drop in the aerodynamic torque at an instant when the blade passes in front of the tower, which corresponds to the azimuthal angle of 180 • . The drop in the torque is about 8% relative to its value when the blade is away from the tower. These results are in good agreement with the experimental data. The rotor-only computation, which is also shown in the figure, is obviously unable to predict this feature, which may be important for the transient structural response of the blades. It should be noted, however, that the cycle-averaged aerodynamic torque is nearly identical for the full-wind-turbine and the rotor-only simulations. The picture is completely different for the 10 m/s case, where the influence of the tower, although clearly present, is a lot less pronounced.
ST-VMS Computation of the Wind-Turbine Rotor and Tower Aerodynamics
This section is from [75] .
Rotation Representation with Constant Angular Velocity
We use quadratic NURBS functions, as described in [43, 44, 50, 76] , to represent a circular arc. We discretize time and position as follows:
Here n ent is the number of temporal element nodes, T α is the basis function, Θ t (θ) and Θ x (θ) are the secondary mappings for time and position, and t α and x α are the time and position values corresponding to the basis function T α . The basis functions could be finite element or NURBS basis functions. For the circular arc, n ent = 3 and they are quadratic NURBS. The secondary mapping concept above was introduced in [43] , and the velocity can be expressed as follows:
leading to
Thus, the speed along the path can be specified only by modifying the secondary mapping. For a circular arc, two methods were introduced in [44, 76] ; one is modifying the secondary mapping for position and the other one is modifying both such that dt dθ is constant. We note that, in theory, the secondary mapping selections do not make any difference as long as the relationship dΘ x dΘ t is the same. In our implementation, to keep the process general, we search for the parametric coordinate θ by using an iterative solution method [44, 50, 76] . We use the latter set of the secondary mappings, having constant dt dθ . For the IMTR, we find the parametric coordinate corresponding to each time level and interpolate the position to obtain the corresponding mesh. For the DTR, we first calculate time corresponding to each integration point, including the time step size because of the jump term, and then calculate Θ x and Θ t to interpolate the position and velocity from Eqs. (2) and (4).
Geometry Construction
The geometry construction for the wind-turbine rotor blade and hub was described in [5, 6] , and also partially in [73, 75] . For completeness we repeat some of that information here. The geometry of the rotor blade is based on the NREL 5MW offshore baseline wind turbine reported in [90] . A 61 m blade is attached to a hub with radius of 2 m, making the total rotor radius, R, 63 m. The blade is composed of several airfoil types. The first portion of the blade is a perfect cylinder. Farther away from the root the cylinder is smoothly blended into a series of DU (Delft University) airfoils. Starting at 44.55 m from the root and all the way to the tip, the NACA64 profile is used. For each cross-section, we use quadratic NURBS to represent the 2D airfoil shape. The weights of the NURBS functions are set to unity. The weights are adjusted near the root to represent the circular cross-sections exactly. The crosssections are lofted along the blade axis direction, also using quadratic NURBS and unit weights. This geometry-construction process yields a smooth blade surface with a relatively small number of input parameters, which is an advantage of the isogeometric representation. Images of the airfoil types used in the wind-turbine rotor blade and the final blade including the twisting cross-sections can be found in [5, 6, 73] . Starting from this rotor surface geometry, we generate a quadratic NURBS surface with G 2 and G 1 continuity between the patches around and along the blade, respectively. The tower geometry was created based on the tower design specified for the NREL 5MW wind turbine, which describes a circular tower with a height of 87.6 m, a base diameter of 6 m, and a top diameter of 3.87 m. This geometry was generated by lofting between NURBS curves for the top and base of the tower. The rotor axis is 90 • to the tower, and there is no tilt or precone. The distance between the tower axis and the point where the three blade axes intersect is 5 m. For most of the blade, the clearance from the tower is in the range 2.3 m to 2.8 m.
Problem Setup
We compute the aerodynamics of the rotor with and without its tower for a given rotor shape and wind speed and a specified rotor speed. The wind speed is uniform at 9 m/s and the rotor speed is 1.08 rad/s, giving a tip speed ratio of 7.55 (see [91] for wind-turbine terminology). We use air properties at standard sea-level conditions.
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The Reynolds number (based on the cord length at 3 4 R and the relative velocity there) is approximately 12 million. At the inflow boundary the velocity is set to the wind velocity, at the outflow boundary the stress vector is set to zero, and at the top, side, and bottom boundaries slip conditions are imposed.
Rotor Motion
The circular turbine rotation is represented with temporal NURBS basis functions and secondary mapping, described in Section 3.1. Because the 3 blades of the turbine are 120 • apart, rotational geometric periodicity is used such that a full 360 • rotation is defined by 3 identical 120 • segments. Each 120 • segment is divided into 6 patches to keep the mesh distortion under control. Each patch has 3 temporal-control points. The 6 temporal patches and their control points are shown in Figure 7 . 
Surface Mesh
The rotor surface mesh is generated by discretizing the NURBS surface geometry at each knot intersection, subdividing the knot spans into quadrilateral finite elements in a structured way, and subdividing the quadrilateral elements into two triangles. Small adjustments are made to improve the mesh near the hub. The surface mesh position is calculated at each temporal-control point shown in Figure 7 . Figure 8 shows the rotor surface at the three temporal-control points of the first patch. We note that control points 1 and 3 lie on the path traveled by the points on the blades and a portion of the hub at the start and end of the 20 • rotation, but control point 2 lies outside the circular arc. This means that the temporal-control mesh 2 is deformed compared to the temporal-control meshes 1 and 3. A temporal-control mesh 2 has to be generated for the part of the surface between the hub cross-sections rotat- ing with the blades and fixed to the tower. The tower surface mesh is generated from the NURBS representation of the surface by using an unstructured triangular mesh generator and matched with the previously generated hub mesh at the intersection. The rotor surface mesh has 34,087 nodes and 68,112 triangles. The tower surface mesh has 6,952 nodes and 13,806 triangles.
Volume Mesh
Boundary-Layer Mesh
The layers of thin elements near the blades are generated by extruding the NURBS surface geometry into NURBS volume representation, subdividing the knot spans into hexahedral finite elements in a structured way, and subdividing the hexahedral elements into six tetrahedral elements. The resulting boundary-layer mesh for each blade consists of 4 layers with a first-layer thickness of about 2.85×10 −2 m and a total thickness of about 2.85×10 −1 m, 52 nodes in the circumferential direction around the blade, and approximately 145 nodes in the longitudinal direction. The tower boundary-layer mesh is generated by extruding the tower surface mesh to layers of prismatic elements, which are then subdivided into 3 tetrahedral elements each. It consists of 4 layers, with a first-layer thickness of 2.85×10 −2 m and a total thickness of 3.0×10 −1 m. The blade and tower boundary-layer meshes do not undergo any mesh deformation. This maintains the mesh quality in the boundary-layer regions. Figure 9 shows the tower and blade boundary-layer meshes.
Overall Mesh
Three different meshes are used in the computations: Mesh 1, Mesh 2, and Mesh 3. Mesh 2 has both the rotor and the tower, with boundary-layer mesh only for the blades. Mesh 1 has only the rotor, and is identical to Mesh 2 except the tower is filled with volume elements. Mesh 3 has both the rotor and the tower, with boundary-layer mesh for both the blades and the tower, and a mesh refinement region downstream of the tower. All three meshes have an outer, coarser region, with an inner cylindrical refinement region surrounding the rotor. This inner refinement region includes most of the tower for Mesh 2 and Mesh 3, and the mesh refinement region downstream of the tower for Mesh 3. Figure 10 illustrates, as an example, a cut plane of Mesh 3. The inflow and outflow boundaries are at 3.79R and 10.35R from the hub center, respectively. The side, top, and bottom boundaries are at 2.29R, 3.17R, and 1.43R, respectively (see Figure 10) . The volume mesh is generated once per patch using an automatic mesh generator (a total of 6 times). The mesh is generated at control point 2 of each patch to minimize mesh distortion between control points. We note that only the mesh in the inner cylindrical refinement region surrounding the rotor is generated for each patch. The outer, coarser mesh is generated only once, and is kept the same when the inner meshes are generated for each patch. The mesh moving technique [49, [80] [81] [82] [83] developed earlier in conjunction with the DSD/SST method is used for computing the mesh position for control points 1 and 3. The outer surfaces of the boundary-layer meshes serve as the boundaries where we specify the inner boundary conditions for the mesh motion. The external boundaries of the computational domain serve as the boundaries where we specify the outer boundary conditions, with zero displacement. In the elasticity equations of the mesh moving technique, a Young's modulus of 1.0, a Poisson's ratio of -0.20, and a stiffening exponent of 1.5 are used. We use 1,500 GMRES [92] iterations for each step of the mesh motion, with diagonal preconditioner. Each 10 • range of motion is computed over 40 steps. The approximate number of nodes for Mesh 1, Mesh 2 and Mesh 3 are 465,000, 440,000 and 595,000.
Computational Conditions
In the ST-VMS computations, the stabilization parameters are given by Eq. (7) in [49] for τ M (= τ SUPS ) = τ SUPG and Eq. (19) in [75] for ν C (= ν LSIC ) = ν LSIC−HRGN . They are both used with h RGN = h RGNT , given by Eq. (15) in [75] , which was originally introduced in [76] . The DTR and IMTR approaches are used on all three meshes. Least-squares projection is used to interpolate the velocity and pressure between temporal patches. Because the boundary-layer meshes and the tower and rotor surface meshes remain identical between temporal patches, the velocity values are transferred exactly for those nodes. The time-step size is 2.23×10 −3 s (145 time steps per patch), with 4 nonlinear iterations per time-step. First we develop the flow field for 500 time steps while the rotor is static, ramping up the inflow velocity during the first 300 steps from zero to the wind speed using a cosine ramp. During this flow-development stage, we use 150, 150, 200, and 400 GMRES iterations for the 4 nonlinear iterations. In computations with the rotor in motion, we use 150, 150, 200, and 400 GMRES iterations for Mesh 1, and 150, 250, 350, and 500 GMRES iterations for Mesh 2 and Mesh 3. With the GMRES iterations in flow computations, we use nodal-block-diagonal preconditioner. The mesh is partitioned based on the METIS algorithm [93] to improve parallel efficiency in the computations. Figure 11 shows the torque for Mesh 1 with the DTR approach, for the last 360 • rotation of a blade, with the rotation amount measured from the orientation seen in Figure 7 . For reference purposes, Figure 11 includes the NREL data. The torque is within 8% of the NREL data. Figure 12 shows the torque for the last 80 • rotation of a single blade of Mesh 1 with the DTR approach, compared with the torque from an earlier, single-blade computation [73] using the TGI option of ν C (= ν LSIC ). The single-blade computation has the same blade geometry, wind speed, and rotor speed, but has a single-blade mesh in a rotationally-periodic domain. It has a more refined boundary-layer mesh and a time-step size that is approximately 5 times smaller. The higher torque seen for the single-blade computation may be due to the fact that the computation was carried out for a much shorter duration, only 80 • of rotation versus 1,080 • for the Mesh 1 computation. Therefore the current computation likely represents a more settled torque value. The higher torque for the single-blade computation may also be due the fact that the computation was carried out using a computational domain with significantly nearer lateral boundaries. Figures 13 and 14 show the torque for all three meshes with the DTR and IMTR approaches. As can be seen from these figures, Mesh 1 (no tower) has a very stable torque, while Mesh 2 and Mesh 3 (with tower) exhibit a significant but expected drop in torque each time a blade passes the tower. Figure 15 shows, for each of the three meshes, the torque obtained with the DTR and IMTR approaches. The figure illustrates that the DTR and IMTR approaches result in a nearly identical torque magnitude for all 3 meshes. Figure 16 shows the torque for Mesh 1 with the DTR approach, using two different time-step sizes: 2.23×10 −3 s (145 time steps per patch) and 4.49×10 −3 s (72 time steps per patch). Doubling the time-step size still yields a comparable torque value, within 10% of the value for the smaller time-step size. We also carried out a computation with the convective form of the ST-VMS formulation (see Eq. shows the torque for the individual blades of Mesh 2 with the DTR approach. The figure clearly shows the expected torque drop for each blade as it passes the tower, while the other two blades maintain relatively constant torque. Figure 19 shows the torque for 10 equal-length spanwise sections of a blade of Mesh 2 with the DTR approach. Greatest amount of torque is generated in sections 6-9 of the blade, while section 10 at the tip and the other lower sections generate less torque. Figure 20 shows a volume rendering of the vorticity for Mesh 2 with the DTR approach. The flow patterns vary considerably along each blade length, illustrating the necessity to carry out the computations in 3D. Figure 21 shows the pressure coefficient at 0. This section is adapted from [87] . We simulate the Micon 65/13M wind turbine at field test conditions [94] . Micon 65/13M is a three-blade, horizontal-axis, fixedpitch, upwind turbine with the total rotor diameter of 19.3 m and rated power of 100 kW. The hub is located at the height of 23 m. The wind turbine stands on a tubular steel tower, with a base diameter of 1.9 m. The drive train generator operates at 1200 rpm, while the rotor spins at a nominal speed of 55 rpm. The Micon 65/13M wind turbine was used for the Long-Term Inflow and Structural Testing (LIST) program [95] initiated by Sandia National Laboratories in 2001 to explore the use of carbon fiber in wind turbine blades. Three experimental blade prototypes, GX-100, CX-100 and TX-100, were developed specifically for this project. We use the CX-100 conventional carbon-spar blade design [94, 96] . The NREL S821, S819 and S820 airfoils are used to define the blade geometry. The details of the blade geometry definition are provided in Table 1 CX-100 blade with "RNodes" (m), "Chord" (m), "AeroTwst" ( • ), and "Airfoil" type.
Results
Eigenfrequency Analysis of the CX-100 Blade
The blade structure is comprised of five primary sections: leading edge, trailing edge, root, spar cap, and shear web. The sections are shown in Figure 23 . Each section is further subdivided into zones, each consisting of a multilayer composite layup. There is a total of 32 zones with constant total thickness and unique laminate stacking. The effective material properties for each of the zones are computed using the procedures described in [50, 74] . All 32 zones are identified on the blade surface and are shown in Figure 23 . For more details of the material composition of the CX-100 blade see [87] . We perform eigenfrequency calculations of the CX-100
Control Table 3 Comparison of experimentally measured and computed natural frequencies (in Hz) for the free case. Mode 1 is the first flapwise mode, Mode 2 is the first edgewise mode, and Mode 3 is the second flapwise mode. Table 4 Comparison of experimentally measured and computed natural frequencies (in Hz) for the clamped case. Modes 1-3 are the first three flapwise bending modes.
blade using three quadratic NURBS meshes. The coarsest mesh has 1,846 elements, while the finest mesh has 18,611. The mesh statistics are summarized in Table 2 .
The eigenfrequency results are compared with the experimental data from [97, 98] . We compute the case with free boundary conditions and the case when the blade is clamped at the root. In both cases, the computed natural frequencies are in good agreement with the experimental data (see Tables 3 and 4 ). The medium mesh shows a good balance between the computational cost and accuracy. For this reason, this mesh is chosen for the FSI computations here. The mode shapes computed using the medium mesh for the clamped case are shown in Figure 24 . In this section, we present aerodynamic and FSI simulations. For both cases, a constant inflow wind speed of 10.5 m/s and fixed rotor speed of 55 rpm are prescribed. These correspond to the operating conditions reported for the field tests in [94] . The air density and viscosity are 1.23 kg/m 3 and 1.78×10 −5 kg/(m·s), reComputational Wind-Turbine Analysis with the ALE-VMS and ST-VMS Methods 25 spectively. Zero traction boundary conditions are prescribed at the outflow and nopenetration boundary conditions are prescribed at the top, bottom, and side surfaces of the outer (stationary) computational domain. No-slip boundary conditions are prescribed at the rotor, nacelle, and tower, and are imposed weakly. Figure 25 shows the computational domain and mesh used in this study. The mesh consists of 5,134,916 linear elements, which are triangular prisms in the rotor boundary layers and tetrahedra everywhere else in the domain. The mesh is refined in the rotor and tower regions for better flow resolution near the wind turbine. The size of the first element in the wall-normal direction is 0.002 m, and 15 layers of prismatic elements were generated with a growth ratio of 1.2. Figure 25 shows a 2D blade cross-section at 70% spanwise station to illustrate the boundary-layer mesh used in the computations. The time-step size is set to 3.0×10 −5 s. In Figure 26 the aerodynamic torque is plotted. As can be seen from the plot, using FSI, we capture the high frequency oscillations caused by the bending and torsional motions of the blades. In the case of the rigid blade the only high-frequency oscillations in the torque curve are due to the trailing-edge turbulence. For the rigid blade case the effect of the tower on the aerodynamic torque is more pronounced, while in the case of FSI it is not as visible due to the relatively high torque oscillations. The "dips" in the aerodynamic torque can be seen at 60 • , 180 • , and 300 • azimuthal angle, which is precisely when one of the three blades is passing the tower. The computed values of the aerodynamic torque are plotted together with field test results from [94] . The upper and lower dashed lines indicate the aerodynamic torque bounds, while the middle dashed line gives its average value. Both the aerodynamic and FSI results compare very well with the field test data. Figure 27 shows the relative wind speed at the 70% spanwise station rotated to the reference configuration to illustrate the blade deflection and complexity of boundary-layer turbulent flow. Figure 28 shows the flow field as the blade passes the tower.
Aerodynamics and FSI Computations
Concluding Remarks
We provided an overview of the aerodynamic and FSI analysis of wind turbines carried out in recent years with the ALE-VMS and ST-VMS methods. The techniques complementing these core methods include weak enforcement of the essential boundary conditions, NURBS-based isogeometric analysis, using NURBS basis functions in temporal representation of the rotor motion, mesh motion and also in remeshing, rotation representation with constant angular velocity, Kirchhoff-Love shell modeling of the rotor-blade structure, and full FSI coupling. Some of these techniques were included in our overview. The wind-turbine analysis cases presented include the aerodynamics of wind-turbine rotor and tower and the FSI that accounts for the deformation of the rotor blades. The specific wind turbines considered were NREL 5MW, NREL Phase VI and Micon 65/13M, all at full scale. In the case of NREL Phase VI and Micon 65/13M we also presented a successful comparison with the experimental data. Overall, this article demonstrates that the ALE-VMS and ST-VMS methods, together with some new supporting techniques, have brought the aerodynamic and FSI analysis of wind turbines to a new level, where such analyses can contribute more to simulation-based design and testing.
