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Abstract-Quasi-Monte Carlo random search is useful in nondifferentiable optimization. Borrow- 
ing ideas of population evolution from genetic algorithms, we introduce an adaptive random search 
in quasi-Monte Carlo methods (AQMC) for global optimization. Adaptive technique is used such 
that local search can head for local maximum points quickly because the search direction and search 
step size are adjusted according to the previous search result. New individuals will be imported into 
the population adaptively according to population evolution degree. For quasi-random sequences 
with low discrepancy, the new generated successive points fill in the gaps in the previously generated 
distribution in E (the domain of function f), which ensures that E can be searched evenly and the 
global extremum can be found. In conclusion, the AQMC method not only speeds up the random 
search but also balances the global and local demand (adaptive equalization). @ 2002 Elsevier 
Science Ltd. All rights reserved. 
Keywords-Global optimization, Quasi-Monte Carlo methods, Adaptive random search, Evolu- 
tion degree. 
1. INTRODUCTION 
In nondifferentiable optimization the Monte Carlo method of random search can be used to 
approximate the global optimum of a function (see [l, Chapter 71). Quasi-Monte Carlo random 
search was introduced by Niederreiter [2]. Let f be a bounded real-valued function defined on 
the bounded subset E of RS, s 2 1, and let x1, . . . , xN be points in E. Then 
mN = l<mnaNf(Xn) 
- - 
(1) 
is taken as an approximation for the correct value M of the supremum of f over E. Define 
d,v = &v(E) = sup,@ minr<n<N d(x, x,) as the dispersion of xl,. . . , xN in E, where d(y, z) = - - 
maxl~j~s ]yj - zj] for y = (yr, . . . , ys), z = (~1,. . . , z,) E RS. Niederreiter [2] proved that 
M - mN < w(dN), where 
w(t) = sup If(x) - f(Y)17 t 2 0, 
x,yEE 
4JbY)lt 
is modulus of continuity. 
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If f is continuous on E, the method described above is convergent. However, the rate of 
convergence is in general very slow. In order to speed up the method, Niederreiter and Peart [3] 
developed the quasi-random search by using “localization of search”(LQMC). Analogous to the 
method described in [3], in 1990, Wang and Fang [4] introduced a sequential number-theoretic 
method for optimization (SNTO) and its applications in statistics. 
The successes of LQMC and SNTO depend to great extent on the condition dN < E, where E is 
contraction ratio that is a positive number less than l/2. Since dN 2 (l/2) N-r/” is an absolute 
low bound for the dispersion of any N points in 1’ = [O,l]’ according to [5], it follows that N 
must at least be of an order of magnitude .z-~. In addition, if the function has many local maxima, 
in particular, the local maximum is much close to M, then “localization of search” could be lead 
into a “wrong track”, that is to say, the global maximum could not be found. 
In this paper, we introduce an adaptive technique in local search and in the procedure of pop 
ulation evolution. We call the methods adaptive quasi-Monte Carlo methods for global optimum 
(AQMC). AQMC not only speeds up the random search methods considerably, but also balances 
the global and local demand (adaptive equalization). The algorithm is described in Section 3, 
numerical experiments will be given in Section 4. 
2. QUASI-RANDOM SEQUENCES 
Quasi-random (also called low discrepancy) sequences are deterministic sequences having better 
uniformity properties alternative to random sequences. Uniformity of a sequence is measured by 
its discrepancy, which is the error in representation of the volume of subsets of the unit cube by 
the fraction of points in the subsets. 
DEFINITION 1. DISCREPANCY. Given a fixed set of points xl, . . . , XN E Is and a subset G c P, we 
define the counting function SN(G) as the number ofpoints xi E G. For each 7 = (71, . . . , rs) E Is, 
we introduce a rectangular region G, = [0, ~1) x . . . x [0, 7,) with the s-dimensional volume 
71.. . -ys. The number 
D(Xl,. . . ,xN)= sup -- sdG~) y1 
REP N 
. . . ?$ 
is called the discrepancy of the points xl, . . . , xN. 
A quasi-random (or low discrepancy) sequence in the s-dimensional cube is a sequence for 
which the discrepancy of size (logN)‘N-’ for large N, which is the minimum size possible. 
These sequence are more uniform than random sequences because randomly chosen points tend 
to clump, leading to discrepancy of size (log log N)lj2N- ‘i2. At the other extreme, regular 
lattices of points work well in low dimension, but in high dimension (s 2 4) they are rather poor 
(see [S]). For many practical purposes it is preferable to work with infinite low discrepancy point 
sets possessing the additional property that initial segments xl, . . . , XN for arbitrary N have 
relatively small discrepancy. Such sequences include the Halton sequence [7], Sobol’ sequence [S], 
and Faure sequence [9]. Niederreiter constructed (t, m, s)-nets and (t, s) sequences in [lo]. For 
general review of quasi-random sequences, see [11,12]. 
3. AQMC ALGORITHMS 
Assume f be defined on rectangular region E = [a, b], a, b E RS. Borrowing ideas of population 
evolution from Genetic Algorithms [13], we take the initial segment xl,. . . , xN E E of infinite 
quasi-random sequence (N is relatively small when s is large) as the initial population and 
each point is an individual. First calculate fitness for each individual. Then select one individual 
(selection probability is proportion to fitness) and perform adaptive local search. New individuals 
will be imported into the population adaptively according to population evolution degree Ed. If 
better individual is found, Ed will increase, and the probability of importing new individual 
into the population increases. As we have discussed in Section 2, the new generated successive 
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points of quasi-random sequence fill in the gaps in the previously generated distribution in E (the 
domain of function f), which ensures that E can be searched evenly and the global maximum 
can be found. Let 
f max = lykyi f&j) z -- 
l<j<N -- 
and xmax denote the corresponding approximate maximum point. The nondecreasing sequence 
fmw,fm=2,... is taken as an approximation for the correct value M of the supremum of f 
described above. 
DEFINITION 2. FITNESS. Set Fij = f(xij) - Cmin, where Cmin is the minimal function value 
of all individuals till current generation and f (xii) is the function value of j th individual of i th 
generation. Then 
4j 
Pij = N 
c Fik 
k=l 
denotes the fitness of the j th individual of i th generation. Obviously, 
Pij 2 01 j = l,.. .,N and cpij=I. 
j=l 
DEFINITION 3. EVOLUTION DEGREE. 
by mi = C3N,1 f(xij)/N, i = 1,. . . . 
The mean function value of the i th generation is denoted 
Initially set mo = ml, once the worse individuals of the i th 
population be replaced by new points from the sequence, set rno = mi. Then Edi = II- mi/mo 1 
(i = 1, . . . ) denotes the population evolution degree of i th generation. 
Now we describe AQMC algorithms as follows. 
STEP 1. 
1. Generate initial segment x1, . . . ,XN Of sequence, set Xij = Xj,Eij = Eo(0 < &o < l/2) 
for i = 1, j = l,... , N as the initial population and calculate pij. 
2. Let f maXi = f(x&) = IIBXl~j~N f(Xij) and X,,, = Xik. 
3. Calculate ml and put mo = ml. 
STEP 2. 
If (the stop criteria satisfied): 
Program end 
Else: 
(a) i = i + 1 
(b) Select one individual according to pij and perform adaptive local search, f mai may 
be changed after local search (LAQMC). 
STEP 3. Calculate pij, mi, Edi. 
STEP 4. 
1. Generate a random number newp. 
2. If (newp < Edi): 
(a) Generate c4 x N(0 < c4 I 1) new successive points from the sequence and replace 
the worse individuals of the i th population (elitist model) by new points. Eij of new 
imported individual is reset to be ~0. 
(b) Let tempz denote the maximum of the function values of the new imported individ- 
uals. If (f maxi < tempz), then fmaxi = tempz. 
(c) Calculate pij, mi, set mo = mi. 
3. Go to Step 2. 
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The stop criteria may be set according to various situations. For example, if fmaxi has not 
been improved after several generations, then we stop running the program. We can also set 
the total generation number in advance. Moreover, there are many applications that are to find 
optimal parameters, that is to say, the global extremum is known, and we can control the error 
between f maxi and the global extremum. 
Now we will focus on the adaptive local search method. For the selected individual xik, map 
the first Ni points of the segment xi,. . . , xN to the neighborhood of xik by gc : Is -+ C. 
1 2 Ni = [c2 x N x max{eik, cl}] 5 N, O<Cl 51, o<c2<1, (2) 
gc(X) = C + E&(2X - (a + b)), for x E E, (3) 
where [z] denotes the greatest integer < 2. c is initially set to be xik, if f(gc(xj)) > f(c), then c 
is set to be gc(xj), j = 1,. . . , N. As shown in flow chart (Figure l), &i+l,k, the next search 
step size of ICth individual, will be adjusted according to this search result. If function value 
bigger than f(x&) is found, then &+i,k = d(c, xik), and xik will be replaced by c. Otherwise, we 
have &+l,k = cs x &ik, where 0 < cg < Eg. we suggest that cs = E$. 
It is easy to see that the adaptive local search is heading for local maximum points quickly 
because the search direction and search step size &ik are adjusted according to the previous search 
result. In addition, Ni is proportion to &ik. So the adaptive local search of AQMC algorithms is 
timesaving. 
4. NUMERICAL EXPERIMENTS 
We have carried out numerical experiments on some classical functions with AQMC. Sobol’ 
sequences [14,15] were used in the experiments. The improvement obtained by AQMC is consid- 
erable. Some examples are given as follows, in which fi is taken from [16]. We also compare the 
search result of AQMC with that of LQMC and SNTO. 
EXAMPLE 1. 
fi = 100 (X:: - 22)2 + (1 - X1)2, -2.408 < xi, 5 2.408 (4) 
is a function hard to be minimized. The global minimum point is at (1.0,l.O) and the global 
minimum is 0. We take N = 64, EO = 0.25,6 = 4.0 and we have carried out 81920 runs. For the 
LQMC method, the errors between the global minimum and its approximation are all greater 
than size 0(10m4). For procedure of outer iteration of LQMC [3, Section 21. 
If set .si = Ei-1 x 6 every other five generations and given an addition 
condition: set Ei = EO every other ten generations. 
Then the minimum was found at the 45th generation (see Figure 2 LQMC(a)). 
If set Ei = ~i-1 x 6 every other three generations and given an addition 
condition: set &i = EO every other six generations. 
(4a) 
(4b) 
Then the minimum was found at the 24th generation (see Figure 2 LQMC(b)). Meanwhile, by 
using the adaptive local search of AQMC (LAQMC), ci = 1.0, c2 = 1.0, c3 = E;, the minimum 
was found at the fourth generation (see Figure 2 LAQMC), and 41885 runs out of 81920 runs 
(51.13%) find the global minimum. Define err as the error between the exactly minimum and 
the approximation for the minimum, Figure 2 shows that err is of size 0(10m4). So, the ability 
of adaptive local search of AQMC is stronger than LQMC. 
Furthermore, adaptive local search of AQMC can avoid the deficiency of LQMC that it could 
lead into “wrong track”. Let us consider the following function. 
EXAMPLE 2. 
f2 = sA - f: [xf - Acos(~~x~)] , -4.0 5 xi 5 5.0, A E R. (5) 
i=l 
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Figure 1. Flow chart of local search of AQMC (LAQMC). 
For the dimension s = 2, the global minimum point is at (0,O) and global minimum is 0. There 
exist many local minima in the domain [0, l] x [0, 11. For LQMC method, 36320 runs out of 81920 
runs (44.33%) cannot find the global minimum. For outer procedure of LQMC method, and &i is 
set, as (4a). If N = 64, then the method found a local minimum at the llth generation and stayed 
at, the local minimum point (see Figure 3, LQMC N = 64). If N is increased to 200, then the 
global minimum was found at the 25th generation (see Figure 3, LQMC N = 200). Same as the 
situation of function fl, the adaptive local search of AQMC found the global minimum at the 
fifth generation (see Figure 3, LAQMC N = 64). The facts owe to the adaptive search direction 
and step size. 
AQMC is superior to LQMC not, only in local search ability, but also in global search ability. For 
function fi defined in (5), LQMC can hardly find the global minimum when s = 6. If N = 1024 
and EO = 0.25, then 8092 runs out of 8192 runs (98.787) o cannot find the global minimum. But 
AQMC can find the global minimum eventually. Table 1 shows the results of AQMC methods 
for fi when s = 6, where NP means the total number of calculated function values and fmin 
means the approximation for the minimum of fi. 
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Figure 2. Error of LQMC and of LAQMC for function fl(s = 2), err = If min -O(. 
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Figure 3. Approximation (fmin) for global minimum of function fi(s = 2) with 
LQMC and LAQMC. 
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Table 1. Approximations for the global minimum of A (s = 6) with AQMC methods. 
I Cl 
0.040000 
0.050000 
0.080000 
Table 2. The results of AQMC methods for f3 (cl = 0.5, c2 = 1.0, cs = 0.0625, 
cd = 0.25). 
Ni f mw 
64 1.0170369 
32 1.0250066 
32 1.0250066 
32 1.0256147 
32 1.0261741 
32 1.0261741 
32 1.0261921 
32 1.0261969 
32 1.0261973 
32 1.0261983 
X 
0.2187500 
0.4375000 
0.4375000 
0.4340668 
0.4150982 
0.4150982 
0.4139015 
0.4100674 
0.4115052 
0.4106066 
Y z 
0.3437500 0.5312500 
0.4375000 0.4375000 
0.4375000 0.4375000 
0.4310455 0.4357147 
0.3969021 0.4091587 
0.3969021 0.4091587 
0.4027446 0.4100738 
0.4065787 0.4098912 
0.4080165 0.4084534 
0.4085556 0.4100709 
u 
0.5937500 
0.3125000 
0.3125000 
0.3428497 
0.4149303 
0.4149303 
0.4123259 
0.4125084 
0.4120292 
0.4104117 
Table 3. The results of AQMC methods for f4 (cl = 0.5, c2 = 1.0, c3 = 0.015625, 
czr = 0.25). 
f mw 
-0.0634333120 
-0.0110488345 
-0.0110488345 
-0.0068469013 
-0.0000484404 
-0.0000484404 
-0.0000050746 
-0.0000021081 
-0.0000001323 
x 
0.3281250000 0.6718750000 
0.3125000000 0.4687500000 
0.3125000000 0.4687500000 
0.3077392578 0.4687500000 
0.2779846191 0.4627990723 
0.2779846191 0.4627990723 
0.2747418284 0.4620668292 
0.2729177587 0.4610534571 
0.2728607565 0.4615664767 
z u 
0.4531250000 0.1093750000 
0.5937500000 0.2812500000 
0.5937500000 0.2812500000 
0.5778808594 0.2653808594 
0.5243225098 0.2197570801 
0.5243225098 0.2197570801 
0.5225442052 0.2165142894 
0.5227468796 0.2171223126 
0.5215498338 0.2164952887 
Now, we will compare the result of AQMC with that of SNTO. The following two functions 
are taken from [17]. 
EXAMPLE 3. 
f3(2, Y, z, U) = exp(zyau) sin(a: + y + z + u), (z:, Y, 2, u) E 14. 
EXAMPLE 4. 
We have known that the maximum of f3 is 1.0261986 and the maximum of f4 is 0. Ta- 
bles 3.4 and 3.5 in (171 show that for both f3 and f4, the SNTO methods can obtain the error 
of size O(10m7) after calculating more than 2000 function values. However, the same precision is 
attained only after calculation less than 400 function values for AQMC methods. The improve 
ment is considerable. Tables 2 and 3 show the results of AQMC methods. All symbols in the 
tables have been explained in Section 3. 
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The computational results show the following. 
l AQMC methods are global optimization methods when LQMC and SNTO may lead into 
“wrong track”. 
l The local search of AQMC is about 5 times faster than LQMC and SNTO. 
l The population size of AQMC is rather less than the sample size of LQMC and SNTO. 
5. CONCLUSIONS 
As shown in numerical experiments, adaptive quasi-Monte Carlo search method is a global 
search method. In particular, the adaptive technique in local search speeds up the search hugely. 
We suggest that the adaptive local search of AQMC be used for localization of search combined 
with GA (genetic algorithms). The Hybrid algorithms will be promising. 
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