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Abstract—Influence propagation in networks has enjoyed
fruitful applications and has been extensively studied in literature.
However, only very limited preliminary studies tackled the
challenges in handling highly dynamic changes in real networks.
In this paper, we tackle the problem of tracking top-k influential
vertices in dynamic networks, where the dynamic changes are
modeled as a stream of edge weight updates. Under the popularly
adopted linear threshold (LT) model and the independent cascade
(IC) model, we address two essential versions of the problem:
tracking the top-k influential individuals and finding the best
k-seed set to maximize the influence spread (Influence Maximiza-
tion). We adopt the polling-based method and maintain a sample
of random RR sets so that we can approximate the influence
of vertices with provable quality guarantees. It is known that
updating RR sets over dynamic changes of a network can be
easily done by a reservoir sampling method, so the key challenge
is to efficiently decide how many RR sets are needed to achieve
good quality guarantees. We use two simple signals, which both
can be accessed in O(1) time, to decide a proper number of RR
sets. We prove the effectiveness of our methods. For both tasks
the error incurred in our method is only a multiplicative factor
to the ground truth. For influence maximization, we also propose
an efficient query algorithm for finding the k seeds, which is
one order of magnitude faster than the state-of-the-art query
algorithm in practice. In addition to the thorough theoretical
results, our experimental results on large real networks clearly
demonstrate the effectiveness and efficiency of our algorithms.
I. INTRODUCTION
Influence propagation in large networks, such as social
networks, has enjoyed fruitful applications. There are two
typical kinds of application scenarios. The first type is the
well known influence maximization (IM) problem [14], which
finds a set of k seed vertices that can collaboratively maximize
the influence spread over the whole network. For example, in
viral marketing, to promote a product in a social network,
a company can use IM to use a small group of influential
users to spread the influence in the social network. The
second type of application scenarios is to track the top-k most
influential nodes in a large network. For example, consider
cold-start recommendation in a social network, where we want
to recommend to a new comer some existing users in a social
network. A new user may want to subscribe to the posts by
some users in order to obtain hot posts (posts that are widely
spread in the social network) at the earliest time. A strategy
is to recommend to such a new comer some influential users
in the current network. IM cannot find those influential users
because IM assumes that all seed users have to be synchronized
to spread the same content, while in reality online influential
individuals often produce and spread their own contents in
an asynchronized manner. The influential users needed in this
scenario are those who have high individual influence.
More often than not, a network is highly dynamic. For
example, in a social network, each vertex is often a user
and an edge captures the interaction from a user to another.
User interactions evolve continuously over time. In an active
social network, such as Twitter, Facebook, LinkedIn, Tencent
WeChat, and Sina Weibo, the evolving dynamics, such as rich
user interactions over time, indeed produce the most significant
value. It is critical to capture the most influential users in
an online manner. To address the needs, we have to tackle
two challenges at the same time, influence computation and
dynamics in networks.
Although some aspects of influence propagation in large
networks have been extensively investigated, such as IM on
static networks [2], [4], [5], [12]–[14], [17], [21], [24], there
are only very limited studies on influence computation in
dynamic networks [1], [6], most being heuristic. To the best
of our knowledge, Ohsaka et al. [20] and we [27] are the first
to address influence computation in dynamic networks with
provable quality guarantees. However, in [20], how to decide
the maintained RR sets are enough to ensure good qualities of
seed sets extracted is based on a flawed conclusion of an early
version of [2], which now is corrected in the latest version
of [2]. Thus, the method in [20] is also heuristic.
We [27] gave solutions to tracking influential individuals
with influence greater than a threshold T and tracking top-
k influential individuals. Our solutions ensure that, with high
probability, the recall is 100% and the smallest influence of
the returned set of individuals does not deviate from the true
threshold (or the influence of the true k-th most influential
individual) by an absolute value εn. A major disadvantage
of [27] is that we need to carefully set the parameters to obtain
meaningful results. If the threshold T is too high, [27] may
return nothing. If the parameter ε , which controls the tolerable
absolute error in the top-k task, is not set properly, εn may be
even greater than the influence of the k-th most influential
individual, and [27] may return all vertices, which may be
meaningless. Thus, to run algorithms in [27] properly, one
needs some prior knowledge about the data, which is often
not easy to get.
To tackle the obstinate fundamental challenges in influence
computation in dynamic networks, in this study, we systemati-
cally tackle the two essential tasks of tracking top-k influential
vertices: (1) tracking the top-k most influential vertices; and (2)
supporting efficient influence maximization queries. For both
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tasks, our goal is to control the error incurred in our algorithms
a multiplicative factor to the ground truth, so that even without
prior knowledge about the data, we can still obtain meaningful
results by setting a relative error threshold.
Similar to [20] and [27], in this paper, we also maintain a
sample of RR sets to approximate influence spread of vertices.
Both [20] and [27] point out that updating existing RR sets
against an update of the network can be easily done by a
reservoir sampling method, and after updating, a critical step
is to decide if the current sample size (number of RR sets) is
proper to achieve good quality guarantees. Due to the high-
speed updates in real networks, such decision has to be made
efficiently. Meanwhile the decision should help us maintain as
few RR sets as possible.
In this paper, we make several technical contributions. Our
foremost contributions are at the theoretical side. We adopt
two simple signals, which both can be accessed in O(1) time,
to decide a proper sample size for the two tasks. For the
influential individual tracking task, our sample size is very
close to the minimum sample size for estimating the k largest
individual influence with a small relative error. For influence
maximization, our sample size is not big when the seed set size
k of IM queries is small but becomes too large to use when k
is large. Thus, we also give a practical solution that normally
is more efficient than the method in [20], and also effective
in practice. In addition to the thorough theoretical results, our
experimental results on real networks clearly demonstrate the
effectiveness and efficiency of our algorithms. Our methods
are more efficient than the state-of-the-art methods as the
baselines. The largest network used in the experiments has
41.7 million vertices, almost 1.5 billion edges and 0.3 billion
edge updates.
The rest of the paper is organized as follows. We review the
related work in Section II. In Section III, we recall the Linear
Threshold model and the Independent Cascade model, review
the polling-based method for computing influence spread on
dynamic networks, and introduce two major tools from prob-
ability theory that we will use in this paper. In Section IV,
we tackle the problem of tracking top-k influential individuals
with limited relative error rates. In Section V, we analyze
how to maintain a number of RR sets to support influence
maximization queries with good quality guarantees. We also
devise an efficient implementation of the greedy algorithm for
IM queries. We report the experimental results in Section VI
and conclude the paper in Section VII.
II. RELATED WORK
In this section, we briefly review the state of the art about
influence computation on both static and dynamic networks.
A. Influence Computation in Static Networks
One major difficulty in influence computation is that
computing influence spread is #P-hard under both the LT
and IC models [3], [4]. Besides some heuristic methods for
estimating influence spread [4], [8], [13], recently, a polling-
based method [2], [23], [24] was proposed for influence
maximization (IM) under general triggering models. The key
idea is to use some “Reverse Reachable” (RR) sets [23], [24]
to approximate the true influence spread of vertices. The error
of approximation can be bounded with a high probability if the
number of RR sets is large enough. Nguyen et al. [19] exploits
the Stopping Rule [10] for sampling to further improve the
efficiency of the polling based IM algorithms.
B. Heuristics for Tracking Influential Vertices
For evolving networks [15], rather than re-computing from
scratch, incremental algorithms are more desirable in analytic
tasks. Some studies propose heuristic methods for influence
computation on dynamic networks. Aggarwal et al. [1] ex-
plored how to find a set of vertices that has the highest influ-
ence within a time window [t0, t0 + h] by modeling influence
propagation as a non-linear system. Chen et al. [6] investigated
incrementally updating a seed set for influence maximization
under the Independent Cascade model. Both [1], [6] cannot
deal with real-time updates of dynamic networks, since in [1]
the snapshot of the network in the time window [t0, t0 + h]
needs to be extracted before the mining process, and [6] has the
time complexity O(m) to deal with one update of the network,
where m is the number of edges.
Recently, Ohsaka et al. [20] studied maintaining a collec-
tion of RR sets R over a stream of network updates under the
IC model such that (1− 1/e− ε)-approximation IM queries
can be achieved with probability at least 1− 1n . Specifically,
[20] maintains the invariant C(R)=Θ( (m+n) lognε3 ), where C(R)
is the number of edges traveled for generating all RR sets in
R. Unfortunately, setting C(R) = Θ( (m+n) lognε3 ) is based on a
flawed conclusion in an early version of [2] and the correct
one is to set C(R) =Θ(k (m+n) lognε2 ). Thus, [20] does not have
provable quality guarantees. Moreover, even Θ( (m+n) lognε3 ) is a
huge number so in the experiments of [20], C(R) is empirically
set to 32(m+n) logn, which is far less than Θ( (m+n) lognε3 ) but
still a very large number.
C. Tracking Influential Vertices with Quality Guarantees
Our previous work [27] is the first to track influential
vertices in dynamic networks with quality guarantees. We [27]
tackled two versions of tracking influential vertices, namely
tracking vertices with influence greater than a threshold T and
tracking the top-k influential vertices. With high probability,
[27] achieves 100% recall and a bounded error of all false
positive vertices, where the error of a false positive vertex u
is the threshold (the k-th largest influence spread in the top-k
task) minus the influence of u. The major disadvantage of [27]
is that the parameters have to be carefully set, otherwise the
returned result may be overwhelming and undesirable. More
specifically, for the threshold-based task, if the threshold T is
set to much larger than the greatest individual influence, the
algorithm may return nothing. For the top-k task, since the
error in [27] is an absolute error εn, and we do not know the
value of Ik beforehand, where Ik is the k-th greatest individual
influence, one may set εn to even greater than Ik and then [27]
may return all vertices.
Recently, Wang et al. [26] proposed to maintain an ε(1−β )2 -
approximation solution of influence maximization dynami-
cally. However, rather than a propagation model like the IC
or the LT model, [26] employs the simple reachability in a
social action graph as influence. Moreover, the input of [26]
Notation Description
Iu The influence spread of vertex u
R A set of M random RR sets
D(u) The degree of u ∈V in R, or equivalently the number
of RR sets containing u
D∗ D∗ = maxu∈V D(u)
D(S) The degree of S inR, the number of RR sets containing
at least one vertex from the set S
Ik Influence spread of the k−th most influential individual
vertex
Sk The k-seed set produced by running the greedy algo-
rithm (Algorithm 3) on RR sets
S∗k The optimal k-seed set, S
∗
k = argmaxS⊆V,|S|=k I(S)
ϒ(ε,δ ) ϒ(ε,δ ) =
4(e−2) ln 2δ
ε2
ϒ1(ε,δ ) ϒ1(ε,δ ) = 1+(1+ ε)ϒ(ε,δ )
TABLE I. FREQUENTLY USED NOTATIONS.
is a stream of social actions which is different from edge
propagation probability updates in [20], [27] and this paper.
Thus, [26] cannot be used to track influential vertices under
propagation models like the IC or LT model.
III. PRELIMINARIES
In this section, we review the two most widely used influ-
ence models and the polling method for estimating influence
spread. We also briefly illustrate how to update RR sets in the
polling method over a stream of edge weight updates. The two
major probabilistic methods used to derive sample size in this
paper are introduced at the end of this section. For readers’
convenience, Table I lists some frequently used notations.
A. The LT and IC Models
Consider a directed social network G= 〈V,E,w〉, where V
is a set of vertices, E ⊆V ×V is a set of edges, and each edge
(u,v)∈E is associated with an influence weight wuv ∈ [0,+∞).
1) The LT Model: In the Linear Threshold (LT) model [14],
each vertex v ∈V also carries a weight wv, which is called the
self-weight of v. Denote by Wv = wv +∑u∈Nin(v)wuv the total
weight of v, where Nin(v) is the set of v’s in-neighbors. The
influence probability of an edge (u,v) is puv = wuvWv . Clearly,
for v ∈V , ∑u∈Nin(v) puv ≤ 1.
In the LT model, given a seed set S ⊆ V , the influence
is propagated in G as follows. First, every vertex u randomly
selects a threshold λu ∈ [0,1], which reflects our lack of knowl-
edge about users’ true thresholds. Then, influence propagates
iteratively. Denote by Si the set of vertices that are active
in step i (i = 0,1, . . .). Set S0 = S. In each step i ≥ 1, an
inactive vertex v becomes active if ∑u∈Nin(v)∩Si−1 puv ≥ λv. The
propagation process terminates in step t if St = St−1.
Let I(S) be the expected number of vertices that are finally
active when the seed set is S. We call I(S) the influence
spread of S. Let Iu be the influence spread of a single
vertex u. Kempe et al. [14] proved that the LT model is
equivalent to a “live-edge” process where each vertex v picks
at most one incoming edge (u,v) with probability puv. Conse-
quently, v does not pick any incoming edges with probability
1−∑u∈Nin(v) puv = wvWv . All edges picked are “live” and the
others are “dead”. Then I(S) is the expected number of vertices
reachable from S⊆V through live edges.
2) The IC Model: In the Independent Cascade (IC)
model [14], for an edge (u,v), wu,v is the influence probability
(0≤ wuv ≤ 1). Given a seed set S, the influence propagates in
G in a way different from the LT model. Denote by Si the set
of vertices that are active in step i (i= 0,1, . . .). Set S0 = S. In
each step i ≥ 1, each vertex u that is newly activated in step
i− 1 has a single chance to influence its inactive neighbor v
with an independent probability wuv. The propagation process
terminates in step t when St = St−1.
Similar to the LT model, the influence spread I(S) is the
expected number of vertices that are finally active when the
seed set is S. The equivalent “live-edge” process [14] of the
IC model is to keep each edge (u,v) with a probability wuv
independently. All kept edges are “live” and the others are
“dead”. Then I(S) is the expected number of vertices reachable
from S via live edges.
B. Polling Estimation of Influence Spread
Computing influence spread is #P-hard under both the
LT model and the IC model [3], [4]. Recently, a polling-
based method [2], [23], [24] was proposed for approximating
influence spread of triggering models [14] like the LT model
and the IC model. Here we briefly review the polling method
for computing influence spread.
Given a social network G = 〈V,E,w〉, a poll is conducted
as follows: we pick a vertex v ∈ V in random and then try
to find out which vertices are likely to influence v. We run a
Monte Carlo simulation of the equivalent “live-edge” process.
The vertices that can reach v via live edges are considered as
the potential influencers of v. The set of influencers found by
each poll is called a random RR (for Reverse Reachable) set.
Let R = {R1,R2, ...,RM} be a set of random RR sets
generated by M polls. For a set of vertices S, denote by D(S)
the degree of S in R, which is the number of RR sets that
contain at least one vertex in S. By the linearity of expectation,
nD(S)
M is an unbiased estimator of I(S) [2]. Thus, in the polling
method, nD(S)M is used to approximate I(S). How to decide the
sample size M often is the key point for efficient computation
in tasks related to influence.
C. Updating RR Sets on Dynamic Networks
We [27] modeled the updates of an influence network as a
stream of edge weight updates, where an edge weight update is
depicted as a 5-tuple (u,v,+/−,∆, t). (u,v) denotes the edge
to be updated, + and −, respectively, indicate whether wuv
is increased or decreased, ∆ > 0 is the amount of change
and t is the time stamp. [27] pointed out that a RR set
under the LT model is a random path, and both [20] and [27]
illustrated that a RR set in the IC model is a random connected
component. When an edge weight update (u,v,+/−,∆, t)
comes, Algorithm 1 gives a framework that updates RR sets
correspondingly so that nD(S)M remains an unbiased estimator
of I(S) for any S⊆V .
Line 1 can be easily achieved by maintaining an inverted
index on all RR sets so that we can access all RR sets passing a
specific vertex. Line 2 can also be easily tackled by a method
similar to Reservoir Sampling [25], no matter the influence
model is LT or IC. The key point of Algorithm 1 is Lines 3
1: retrieve RR Sets affected by the updates of the graph
2: update retrieved RR sets
3: if the current RR sets are insufficient then
4: add new RR sets
5: else
6: if the current RR sets are redundant then
7: delete the redundant RR sets
Algorithm 1: Framework of Updating RR Sets
Input: (ε,δ )
Output: µˆZ
1: ϒ1(ε,δ ) = 1+(1+ ε)ϒ(ε,δ )
2: M← 0, A← 0
3: while A < ϒ1 do
4: M←M+1; A← A+ZM
5: return µˆZ ← ϒ1/M
Algorithm 2: Stopping Rule Algorithm
and 6, that is, how to decide the proper current sample size
M. M varies in different tasks of influence computation. Also,
[27] analyzed that the cost of dealing with an edge weight
update is proportional to the sample size M for both the LT
and IC model. Thus, we remark that efficiently deciding a
small and proper sample size M is the core of influence
computation tasks on dynamic networks.
D. Martingale Inequalities and Stopping Rule Theorem
In this section, we introduce two major tools from proba-
bility theory that help us derive the proper sample size M.
Let R1, R2, ..., RM be a sequence of random RR sets
generated by M polls, where M can also be a random variable.
Tang et al. [24] proved that the corresponding sequence Z1 =
∑1i=1 (xi− I(S)n ), Z2 = ∑2i=1 (xi− I(S)n ), ..., ZM = ∑Mi=1 (xi− I(S)n )
is a martingale [7], where xi = 1 if S∩RRi 6= /0 and xi = 0 oth-
erwise. We have E[∑Mi=1 xi] = E[D(S)] = MI(S)n . The following
results [24] show how E[∑Mi=1 xi] is concentrated around
M·I(S)
n ,
when variables Z1,Z2, ...,ZM may be weakly dependent due to
the stopping condition on M.
Corollary 1 ( [24]). For any ξ > 0,
Pr
[ M
∑
i=1
xi−Mp≥ ξMp
]
≤ exp
(
− ξ
2
2+ 23ξ
Mp
)
Pr
[ M
∑
i=1
xi−Mp≤−ξMp
]
≤ exp
(
− ξ
2
2
Mp
)
where p = I(S)n .
Besides the above martingale inequalities, we also intro-
duce a Stop-Rule Sampling method for obtaining an (ε,δ )
estimation1 of the expectation of a Bernoulli random variable.
Define ϒ(ε,δ ) = 4(e−2) ln
2
δ
ε2 and ϒ1(ε,δ ) = 1 + (1 +
ε)ϒ(ε,δ ). Dagum et al. [10] proposed a Stopping Rule al-
gorithm (Algorithm 2) to obtain an (ε,δ ) estimation of the
mean of a Bernoulli random variable.
Corollary 2 (Stopping Rule Theorem [10]). Let Z be a
Bernoulli random variable with µZ = E[Z]> 0. Let µˆZ be the
1 Iˆ(S) is an (ε,δ )-estimation of I(S) if Pr{|Iˆ(S)− I(S)| ≤ εI(S)} ≥ 1−δ .
estimate produced and let M be the number of experiments
that the Stopping Rule algorithm runs with respect to Z on
the input ε and δ . Then, (1) Pr{µˆZ ≥ (1−ε)µZ} ≥ 1− δ2 and
Pr{µˆZ ≤ (1+ ε)µZ} ≥ 1− δ2 , (2) E[M]≤ ϒ1(ε,δ )/µZ .
Corollary 2 implies that with probability at least 1− δ ,
ϒ1(ε,δ )
(1+ε)µZ
≤M ≤ ϒ1(1−ε)µZ . It is obvious that ϒ(ε,δ ) is monoton-
ically decreasing with respect to ε , thus dϒ1e/M is a slightly
better estimate of µZ because dϒ1(ε,δ )e= 1+(1+ ε¯)ϒ(ε¯,δ ),
where ε¯ ≤ ε .
Note that in the Algorithm 2, in the last experiment the
random variable ZM must be 1. Thus, the stopping time of
Algorithm 2 is the first time when the number of positive
samples equals dϒ1(ε,δ )e. We prove that by relaxing this
condition a little bit, that is, we only need a sufficient number
of positive samples but the last sample does not have to be 1,
we still can bound the error in the estimation tightly.
Theorem 1. Let Z be a Bernoulli random variable with
µZ = E[Z]> 0. Let Z1,Z2, ... be independently and identically
distributed according to Z. Let M be a stopping time (M
is a random variable) for this sequence. Given (ε,δ ), if
∑Mi=1 Zi = dϒ1(ε,δ )e, then Pr{∑
M
i=1 Zi
M ≤ (1+ε)µZ} ≥ 1− δ2 and
Pr{∑Mi=1 ZiM ≥ dϒ1(ε,δ )edϒ1(ε,δ )e+1 (1− ε)µZ} ≥ 1−
δ
2 .
As illustrated, the random variable xi (xi = 1 if S∩Ri 6= /0
and xi = 0 otherwise) is clearly a Bernoulli random variable
with mean I(S)n . Thus, we can use Theorem 1 to analyze
the quality of estimations of influence spreads based on the
maintained RR sets.
IV. TRACKING TOP-k INDIVIDUALS
A. Algorithm
First of all, tracking influential individuals is not an in-
stance of the Heavy Hitters problem [9]. Detailed reasons are
illustrated in [27].
Due to the #P-hardness of computing influence spread [3],
[4], it is unlikely that we can find in polynomial time the
exact set of top-k influential individual vertices. Thus, we turn
to algorithms that allow controllable small errors. Specifically,
we ensure that the recall of the set of vertices found by our
algorithm is 100% and we tolerate some false positive vertices.
Moreover, the influence spreads of those false positive vertices
should take a high probability to have a lower bound that is
not much smaller than Ik, the influence spread of the k-th most
influential vertex. We call maxu∈S (Ik− Iu) the error of S, where
S is returned by a top-k influential vertices finding algorithm.
We give a simple solution to track top-k individuals by a
collection of RR sets R. We split R into two disjoint parts
R1 and R2. R1 is for deriving an upper bound and a lower
bound of Ik, and a proper sample size of R2. We use R2 and
the lower bound of Ik to return a set of influential individuals.
Denote by D1(u) and D2(u) the degrees of u in R1 and R2,
respectively. Let M1 = |R1| and M2 = |R2|. Our algorithm
works as follows,
1) Update the RR sets in R =R1 ∪R2 when the network
structure changes using the method in [27].
2) Maintain the invariant Dk1 = dϒ1(ε, δn )e, where Dk1 is the
k-th largest degree of the vertices in R1.
3) Also maintain the invariant M2 = M1.
4) When a top-k individuals query is issued, return all
vertices u such that D2(u)≥ T = 1−ε1+εDk1.
In our method, Dk1 is the signal to decide if the current
sample size is appropriate. When Dk1 is not dϒ1(ε, δn )e, we
adjust the sizes of R1 and R2 by adding or deleting some RR
sets. In the rest of this section, we show that our algorithm
can achieve the goals of 100% recall and an O(ε) relative
error with high probability. We also propose an efficient way to
retrieve Dk1 in O(1) time such that whether the current sample
size is proper can be efficiently decided.
B. Analysis of Sample Size
The key point is to show that M2, the sample size of R2,
is enough to achieve our goals.
Our analysis consists of two major steps. The first step is
to bound Ik using Dk1. Once we can bound Ik within a small
range, we can set a safe threshold T on D2(v), the degree of
v in R2 (or equivalently the number of RR sets containing
v in R2), to find the top-k influential individuals and filter
out the vertices that very likely are not ranked within top-k.
As introduced above, we set the threshold T = (1−ε)1+ε Dk1. The
second step is to use the upper bound and the lower bound
of Ik to derive the error rate of the false positive vertices, that
is, how much the influence of a false positive vertex may be
smaller than Ik.
First, we prove that for every v ∈V , nD1(v)M1 can be used to
bound its influence Iv with high probability. For each vertex
v, we can calculate εv such that D1(v) = ϒ1(εv, δn ). We split
the vertices in V into two parts, V1 and V2, where V1 = {v |
εv ≤ 0.6} and V2 = {v | εv > 0.6}. We prove that with high
probability for every v∈V1, its influence Iv has an upper bound
and a lower bound, and for every v∈V2, Iv has an upper bound.
Lemma 1. Suppose in R1, Dk1 = dϒ1(ε, δn )e. For any vertex
v ∈ V , we calculate a corresponding εv such that D1(v) =
ϒ1(εv, δn ). When ε ≤ 13 and δ ≤ 14 , (1) if εv ≤ 0.6, Pr{Iv ≥
nD1(v)
(1+εv)M1
} ≥ 1− δ2n and Pr{Iv ≤ n(D1(v)+1)(1−εv)M1 } ≥ 1−
δ
2n , (2) if
εv > 0.6, Pr{Iv < nD
k
1
M1
} ≥ 1− δ2n .
We now derive a lower bound of Ik when Dk1 = dϒ1(ε, δn )e
in our maintained R1. The intuition is if we can find at least k
vertices whose influence spreads probably are no smaller than
T , then T is a lower bound of Ik with high probability.
Lemma 2. If ε ≤ 13 , δ ≤ 14 , and Dk1 = dϒ1(ε, δn )e, then Pr{Ik ≥
nDk1
(1+ε)M1
} ≥ 1− δ2 .
Now we show that with high probability, Ik ≤ n(Dk1+1)(1−ε)M1 .
Similar to Lemma 2, the intuition is that with high probability,
there are at least n−k+1 vertices whose influence spreads are
no greater than n(D
k
1+1)
(1−ε)M1 .
Lemma 3. Suppose ε ≤ 13 and δ ≤ 14 . If Dk1 = dϒ1(ε, δn )e, we
have Pr{Ik ≤ n(Dk1+1)(1−ε)M1 } ≥ 1−
δ
2 .
Putting Lemmas 2 and 3 together, we have the following.
Corollary 3. When ε ≤ 13 and δ ≤ 14 , if Dk1 = dϒ1(ε, δn )e, with
probability at least 1−δ , nDk1(1+ε)M1 ≤ I
k ≤ n(Dk1+1)(1−ε)M1 .
Note that Pr{Ik ≥ nDk1(1+ε)M1 } ≥ 1 −
δ
2 implies Pr{M1 ≥
ndϒ1(ε, δn )e
(1+ε)Ik } ≥ 1− δ2 . Recall that in our algorithm, we make
|R2|=M2 =M1. Thus, Pr{M2 ≥ ndϒ1(ε,
δ
n )e
(1+ε)Ik }≥ 1− δ2 . We show
that when M2 ≥ ndϒ1(ε,
δ
n )e
(1+ε)Ik , for every true top-k vertex u, it
is very likely that nD2(u)M2 is not much smaller than I
k. We
also show that, for every vertex u such that Iu is sufficiently
smaller than Ik, its estimation nD2(u)M2 does not deviate from the
expectation Iu by a value decided by Ik.
Lemma 4. For M2≥ ndϒ1(ε,
δ
n )e
(1+ε)Ik RR sets in R2, with probability
at least 1− δ2 , we have (1) for every v such that Iv ≥ Ik,
nD2(v)
M2
≥ (1−ε)Ik; and (2) for every v such that Iv≤ (1−2ε)Ik,
nD2(v)
M2
≤ Iv+ εIk.
Based on Corollary 3 and Lemma 4, we have the following
theorem that shows the effectiveness of our algorithm.
Theorem 2. When ε ≤ 13 and δ ≤ 14 , our algorithm described
in Section IV-A returns a set of vertices S such that all real
top-k vertices are included, and minu∈S Iu ≥ [(1− ε2B ) (1−ε)
2
1+ε −
ε]Ik ≥ (1− 6115ε)Ik, where B = 4(e−2) ln 2nδ .
Theorem 2 shows the effectiveness of our method. Note
that we prove minu∈S Iu ≥ (1− 6115ε)Ik is just for showing there
is a relative error bound. In practice, we use [(1− ε2B ) (1−ε)
2
1+ε −ε]
to calculate the upper bound of relative error, since it is tighter
than 1− 6115ε .
Remark. One may ask why we do not apply Lemma 4 on
R1 and return all vertices u such that D1(u) ≥ T . In such a
case, we do not need R2. However, we cannot do this because
probabilistic support (implication) is not transitive [22]. Even
when we know M1 ≥ ndϒ1(ε,
δ
n )e
(1+ε)Ik with high probability, we
cannot establish the conditions (1) and (2) in Lemma 4 for
R1. Lemma 4 holds for ndϒ1(ε,
δ
n )e
(1+ε)Ik randomly generated RR
sets without any prior knowledge, while we do have some
prior knowledge about R1 that Dk1 = dϒ1(ε, δn )e. To fix this
issue, we generate R2 that contains another M2 = M1 = |R1|
independent RR sets to find influential vertices. Then Lemma 4
holds for R2.
To analyze the efficiency, we investigate the number of
RR sets needed, since Section III-C already indicates that
the maintenance cost for computing influence dynamically is
proportional to the sample size. Corollary 3 also implies that,
when ε ≤ 13 , δ ≤ 14 and Dk1 = dϒ1(ε, δn )e, with probability at
least 1− (n+k+2)δ2n ,
nDk1
(1+ε)Ik ≤M1 ≤
n(Dk1+1)
(1−ε)Ik . It is easy to verify
that both sides of this inequality are Θ( n ln
n
δ
ε2Ik ). Thus, with high
probability, M = |R|=M1+M2 =Θ( n ln
n
δ
ε2Ik ). It is worth noting
…
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Fig. 1. Linked List Structure, where d1 > d2 > d3 > ... > dmin
that, according to Dagum et al. [10], even when we know
which vertex is the k-th most influential individual, to obtain
an (ε,δ )-estimation of Ik, at least Θ( ln
1
δ
ε2Ik max{n− Ik,εIk}) RR
sets are needed. Considering normally Ik  n, the minimum
number of RR sets to achieve an (ε,δ )-estimation of Ik is
Θ( n ln
1
δ
ε2Ik ), which is only smaller than our sample size Θ(
n ln nδ
ε2Ik )
by at most a factor of lnn.
Comparison to [27] For the top-k tracking algorithm in [27],
we set the absolute error ε1n to the same value of the error in
our method, which is less than 4εIk according to Theorem 2
(suppose magically we know the value of Ik beforehand).
Then the number of RR sets is O( I
∗
Ik
n ln nδ
ε2Ik ), where I
∗ is the
maximum individual influence. It is obvious that I∗ ≥ Ik and
in real social networks, the gap between I∗ and Ik can be large.
Thus, our algorithm is normally more efficient than the top-k
tracking algorithm in [27], when the errors controlled by the
two methods are the same in absolute value.
C. Maintaining Ranks of Vertices and Dk1 Dynamically
By applying the Linked List structure [27] on R2, we
dynamically maintain all vertices sorted by their degrees inR2.
As demonstrated in Fig. 1, the vertices with the same degree
in R2 are grouped together in a doubly linked list whose first
node is a special node called a head node. All head nodes are
sorted in a doubly linked list (the vertical one in Fig. 1). A
nice property of the Linked List structure is that maintaining it
does not increase the complexity of updating RR sets. For the
interest of space, we skip the details of how to maintain the
Linked List, which can be found in our previous work [27].
When a top-k individual query is issued, by the Linked List
structure on R2, we only need O(k′) time to return all vertices
u such that D2(u)≥ 1−ε1+εDk1, if there are k′ such vertices.
Besides dynamically maintaining ranks of vertices by their
degrees in R2, we still need to maintain Dk1 efficiently and
dynamically. This is because Dk1 is the signal used in deciding
sample size. Moreover, we need the value of Dk1 in order to
return all vertices u such that D2(u) ≥ 1−ε1+εDk1 when a top-k
individual query is issued. Unfortunately, [27] did not discuss
how to maintain Dk1.
To maintain the value of Dk1 against updates, we also apply
the Linked List structure on R1. We record Hk, the head node
of the doubly linked list containing vertices whose degrees in
R1 are all Dk1. We also need a bias b which indicates there
are k−b vertices u such that D1(u)>Dk1. Suppose due to an
update, D1(u) increases by 1. Let D1(u)old be the value before
the update and D1(u)new the value after the update. Denote by
Hk.degree the degree of vertices that Hk is their head node and
Hk.num the number of such vertices. Let Hk.up be the head
node above it and Hk.down the head node below it. To update
Hk and b, we have two cases depending on D1(u)old .
1) If D1(u)old 6=Hk.degree, we do not need to update Hk or
b; and
2) If D1(u)old =Hk.degree, there are two subcases according
to b. If b = 1 before the update, we set Hk as Hk.up, and
set b to the number of vertices in the linked list whose
head is the updated Hk. If b > 1 before the update, we do
not update Hk but we decrease b by 1.
Similarly, if D1(u) of a vertex u decreases by 1, to update
Hk and b, we have three cases depending on D1(u)old .
1) If D1(u)old < Hk.degree or D1(u)old > Hk.degree+1, we
do not need to update Hk and b;
2) If D1(u)old =Hk.degree+1, we do not update Hk but we
increase b by 1; and
3) If D1(u) = Hk.degree, there are two subcases. If b =
Hk.num before the update, we set Hk as Hk.down and
set b = 1. If b < Hk.num before the update, we do not
update Hk or b.
Clearly, the updates on Hk and b only take O(1) time when
D1(u) changes by 1 for a vertex u. After the maintenance,
Dk1 = Hk.degree.
When a RR set is updated/inserted/deleted, D1(u) changes
at most by 1 for each u. We need Ω(1) time to update its
inverted index and only O(1) time to update the linked list data
structure, Hk and b. Thus, the linked list and our maintenance
of Dk1 do not increase the complexity of updating RR sets.
Also, Dk1 can be retrieved in O(1) time.
Moreover, if we set k = 1, by employing the method
described above, we can maintain D∗1 = maxu∈V D1(u) = D11 ,
which is used in deciding a proper sample size for maintaining
RR sets against network updates for IM queries in Section V-A.
V. EFFICIENT INFLUENCE MAXIMIZATION QUERIES
In this section, we tackle a different version of the top-k
influential vertex tracking task, that is, influence maximization
(IM). Similar to Section IV, we first develop an efficient
method to decide if we have a proper amount of RR sets. Then
we propose efficient implementations of the greedy algorithm
for IM queries on the maintained RR sets, which work well
in practice, especially when the number of RR sets is small.
A. Algorithm and Sample Size
Like IM in static networks [2], [19], [23], [24], our goal is
to achieve 1− 1e −ε optimal IM queries on dynamic networks
with high probability.
Unlike tracking top-k influential individuals, which is more
in the flavor of a ranking problem, IM is a combinatorial
optimization problem. Besides sampling a number of RR sets
Input: seed set size k and R (a collection of RR sets)
Output: Sk
1: Sk← /0
2: for i← 1 to k do
3: Sk← argmaxv∈V\Sk D(Sk ∪{v})
4: return Sk
Algorithm 3: Greedy Algorithm
to approximate influence spreads of vertices or vertex sets, an
IM query also needs to execute a greedy algorithm, such as
Algorithm 3, on the sampled RR sets to find the best k-seed
set. In Algorithm 3, D(Sk ∪{v}) is the degree of Sk ∪{v} in
R, which equals the number of RR sets in R that contains
at least one vertex from Sk ∪{v}. In the state-of-the-art static
network IM algorithms [19], [24], the value of D(Sk), where
Sk is returned by Algorithm 3, is used as a signal to decide if
the current sample size of R is enough to achieve 1− 1e − ε
optimal IM queries with high probability. Unfortunately, for
IM on dynamic networks, we cannot use D(Sk) as the signal
because running Algorithm 3 on R may take time linear to
the size of R (the sum of numbers of vertices in all RR sets
in R), which is unaffordable for real-time updates.
Dinh et al. [11] proposed to use D∗ = maxu∈V D(u) as
the signal to decide if we have enough RR sets for IM on
static networks. Note that by using our Linked List structure,
D∗ can be accessed in O(1) time. The algorithm in [11] keeps
sampling RR sets until D∗= dϒ1( ε2(1−1/e)−ε ,δ )e. The intuition
of [11] and some other polling based algorithms [19], [24] is to
make sure Pr{ nD(Sk)M ≤ (1+ε1)I(Sk)}≥ 1−δ1 and Pr{
nD(S∗k )
M ≥
(1− ε2)I(S∗k)} ≥ 1−δ2, where Sk is the seed set extracted by
running the greedy algorithm on R, and S∗k is the optimal k-
seed set. In such a case, due to the submodularity of D(S) with
respect to S, we have Pr{I(Sk)≥ 1−ε21+ε1 (1−
1
e )I(S
∗
k)} ≥ 1−δ1−
δ2. Unfortunately the proof of Pr{ nD(Sk)M ≤ (1+ ε1)I(Sk)} ≥
1− δ1 in [11] is incorrect because a union bound is missed.
Detailed discussion of the mistakes made by [11] can be found
Appendix.
We give a theoretically sound method to maintain RR sets,
where the signal used for deciding sample size can be accessed
in O(1) time. First, for the maintained collection of RR sets
R, we also split it into two disjoint parts R1 and R2. Denote
by D1(S) and D2(S), respectively, the degrees of S in R1 and
R2. Let M1 = |R1| and M2 = |R2|. Let N =
( n
kmax
)
, where kmax
is the maximum k of an IM query. Our algorithm works as
follows,
1) Update the RR sets in R =R1 ∪R2 when the network
structure changes using the method in [27].
2) Maintain the invariant that D∗1 , the greatest degree in R1,
always equals dϒ1(ε, 2δ3n )e.
3) Maintain the invariant M2 =
M1 ln 3N2δ
ln 2nδ
, where N =
( n
kmax
)
.
4) When an IM query with parameter k≤ kmax is issued, run
Algorithm 3 on R2 to return Sk.
When D∗1 6= dϒ1(ε, δ2n )e, we adjust the sizes of R1 andR2 by adding or deleting some RR sets. As illustrated in
Section IV-C, by applying the Linked List structure on R1,
D∗1 can be efficiently maintained against network updates and
it can be accessed in O(1) time when needed.
Theorem 3. Our algorithm returns a seed set Sk for an IM
query with k ≤ kmax ≤ n2 , such that Pr{I(Sk) ≥ [1− 1e − (2−
1
e )ε]I(S
∗
k)} ≥ 1−δ , where S∗k is the optimal k-seed set.
Based on Theorem 3, to achieve (1−1/e−ε) optimal IM
queries with probability at least 1− 1n (similar to the quality
guarantees in the state-of-the-art IM algorithms [19], [24] on
static networks), under any seed set size k ≤ kmax, we main-
tain the invariants D∗1 = dϒ1( ε2−1/e , 23n2 )e and M2 =
M1 ln 3Nn2
ln 3n
2
2
.
Similar to tracking influential individuals, with probability at
least 1− n3 , we have M1 = O( n lnnε2I∗ ) and M2 = O( n lnNnε2I∗ ) =
O( kmaxn lnnε2I∗ ). Thus, with high probability, in total M = |R| =
M1 +M2 = O( kmaxn lnnε2I∗ ). Since the average number of edges
and vertices traversed when generating an RR set is no more
than (m+n)I
∗
n , we have the cost C(R) =O( kmax(m+n) lnnε2 ), where
C(R) is the total number of edges and vertices traversed when
generating R, which is in the same order of the correct bound
of C(R) in the method in [20] and also the bound in [24].
In practice, O( kmaxn lnnε2I∗ ) is too large because it is linear
to kmax and kmax may easily be in the order of hundreds.
Thus, in our experiments, in stead of strictly implementing
our algorithm, we sample fewer RR sets by ignoring the factor
kmax. This is similar to [20] where C(R) is set to O( (m+n) lnnε2 )
by ignoring kmax in the correct bound O(
kmax(m+n) lnn
ε2 ). Specif-
ically, our practical solution is to just maintain the invariant
D∗ = 12dϒ1( ε2−1/e , 23n2 )e (we do not split R into R1 and R2 in
the practical solution). It is not difficult to derive that in this
way the sample size M is roughly 1kmax times the theoretically
sound sample size O( kmaxn lnnε2I∗ ). We demonstrate in experiments
that our practical solution normally leads to much fewer RR
sets than maintaining C(R) = 32(m+n) logn in [20], and the
quality of seed set mined is not compromised.
B. Speeding Up the Greedy Algorithm for IM Queries
In addition to fast maintenance of the RR sets, we also
need to run the greedy algorithm to find seed vertices. Efficient
implementation of the greedy algorithm becomes critical. In
the following discussion, we assume that the greedy algorithm
is conducted on a collection of RR sets R. Note that if one
strictly implements our method as described in Section V-A,
which has theoretical guarantees, then R should be R2.
Our Linked List data structure in Fig. 1 can be used to
implement the greedy algorithm (Algorithm 3). Algorithm 4
shows the implementation. In line 1, we take O(n) time to
copy the Linked List D to D′. This step is essential because
D cannot be modified during an IM query. If we modify D
when executing an IM query, when the query ends D(u) may
not equal the number of RR sets containing u such that D
cannot be used in the greedy algorithm (Algorithm 3) for a
new IM query. It is easy to see that the cost of the rest part
(after line 1) of Algorithm 4 is O(∑Mi=1 |Ri|), where |Ri| is
the number of vertices in the i-th RR set in R. Thus, the
computational cost of Algorithm 4 is O(n+∑Mi=1 |Ri|).
Ohsaka et al. [20] reported that employing the Lazy
Evaluation techniques [16] can achieve better performance in
practice. However, the method in [20] still needs to take O(n)
time to copy D to D′. In large networks, if the maintained RR
Input: k, R (a collection of RR sets) and a Linked List D
Output: Sk
1: Copy D to D′
2: Sk← /0
3: Mark all RR sets as uncovered
4: for i← 1 to k do
5: u← argmaxv∈V D′(u)
6: Sk← Sk ∪{u}
7: for each R j containing u do
8: if R j is not covered yet then
9: Mark R j as covered
10: for v ∈ R j do
11: DecreaseDegree(D′(v))
12: Remove D′(u) from D′
13: return Sk
Algorithm 4: Greedy Algorithm using Linked List
sets are not many, it is possible that ∑Mi=1 |Ri| is even smaller
than n, the number of vertices. In such a case, copying the
whole D may be a waste of time.
Intuitively, in the greedy algorithm, when k is small, most
vertices are useless because their degrees in R are too small
and probably they are never be picked as a seed. Exploiting this
intuition, we design more efficient algorithms by only copying
part of D to D′. Specifically, we use a threshold TD. When
iterating D from the top head node, D(v) is copied to D′ only
if D(v)> TD. We show that this filtering strategy can achieve
good performance with provable guarantees.
Suppose Algorithm 4 returns a seed set Sk, and S′k is the
seed set returned by the greedy algorithm where only vertices v
such that D(v)> TD are copied to D′. Let U = {v | D(v)> TD}
and L= {v | D(v)≤ TD}. Suppose S′k = {u1, ...,uk}, where ui is
the i-th seed added to Sk. DefineM(ui;S′k)=D({u1, ...,ui−1}∪{ui})−D({u1, ...,ui−1}) the marginal gain of ui. Suppose uq
is the first seed added to S′k such thatM(uq;S′k)≤ TD. If such
q does not exist, we set q = k+1.
Theorem 4. D(S′k)≥D(Sk)− (k−q+1)TD.
Apparently, when q= k+1, we have D(S′k) =D(Sk). Also,
by setting TD = min{ D∗k−1 ,D∗−1}, we have D(S′k)≥ 12D(Sk).
Corollary 4. If D∗ ≥ 2 and TD = min{ D∗k−1 ,D∗ − 1}, then
D(S′k)≥ 12D(Sk).
Based on our analysis, we propose Algorithm 5, the New
Greedy Algorithm, which also exploits the lazy evaluation
method for maximizing monotone and submodular functions.
The returned t by Algorithm 5 can tell us if the seed set found
has the same quality as the seed set returned by Algorithm 4.
In our implementation, we set TD =min{ D∗k−1 ,D∗−1} and run
the New Greedy algorithm. If the returned q is not k+1, we
reset TD to −1 and re-run the New Greedy algorithm. Setting
TD =−1 is equivalent to the query algorithm in [20]. By doing
so we can guarantee that the returned seed set Sk has D(Sk)
at least (1−1/e)D(S◦k), where D(S◦k) = max|S|=kD(S). In our
experiments we find that TD = D
∗
k−1 is an effective and efficient
threshold, because we never need to reset TD to re-run the New
Greedy algorithm.
Input: k, R which is a set of random RR sets and a Linked
List D, and a threshold TD
Output: Sk and q
1: Copy all D(u) in D such that D(u)> TD to D′, and set
update(u)← 1
2: Sk← /0
3: Mark all RR sets as uncovered
4: q← k+1
5: for i← 1 to k do
6: while true do
7: u← argmaxv∈V D′(u)
8: if update(u) = i then
9: MarginCover← 0
10: for each R j containing u do
11: if R j is not covered then
12: Mark R j as covered
13: MarginCover←MarginCover+1
14: Sk← Sk ∪{u}
15: Remove D′(u) from D′
16: if MarginCover < TD ∧q > k then
17: q← i
18: break while loop
19: else
20: MarginIn f ← 0
21: for each R j containing u do
22: if R j is not covered yet then
23: MarginIn f ←MarginIn f +1
24: Di f ←D′(u)−MarginIn f
25: for r← 1 to Di f do
26: DecreaseDegree(D′(u))
27: update(u)← i
28: return Sk and q
Algorithm 5: New Greedy
Network Vertices Edges τ IM Queries kmax
wiki-Vote 7K 104K 102 212 50
Flixster 99K 978K 103 223 100
soc-Pokec 1.6M 31M 104 636 200
flickr-growth 2.3M 33M 104 779 200
Twitter 41.6M 1.5G 105 3011 500
TABLE II. THE STATISTICS OF THE DATA SETS.
VI. EXPERIMENTS
In this section, we report a series of experiments on five real
networks to verify our algorithms and our theoretical analysis.
The experimental results demonstrate that our algorithms are
both effective and efficient.
A. Experimental Settings
We used five real network data sets that are publicly
available online (http://snap.stanford.edu, http://www.cs.ubc.
ca/∼welu/ and https://an.kaist.ac.kr/traces/WWW2010.html).
Table II shows the basic statistics of the five data sets.
To simulate dynamic networks, for each data set, we
randomly partitioned all edges exclusively into 3 groups: E1
(85% of the edges), E2 (5% of the edges) and E3 (10% of the
edges). We used B = 〈V,E1∪E2〉 as the base network. E2 and
E3 were used to simulate a stream of updates.
For the LT model, for each edge (u,v) in the base network,
we set the weight to 1. For each edge (u,v)∈ E3, we generated
a weight increase update (u,v,+,1, ) (timestamps ignored at
this time). For each edge (u,v)∈ E2, we generated one weight
TABLE III. RECALL AND MAXIMUM ERROR RATE. THEORETICAL VALUES HOLD WITH HIGH PROBABILITY.
wiki-Vote Flixster
Theoretical Value Ave.±SD (LT) Ave.±SD (IC) Theoretical Value Ave.±SD (LT) Ave.±SD (IC)
Recall 100% 100% 100% 100% 100% 100%
Max Error Rate 36.5% 18.4%±0.97% 18.5%±1.17% 36.5% 20.2%±0.90% 19.9%±0.51%
TABLE IV. RUNNING TIME (S) ON STATIC NETWORKS.
Dataset #Updates LT ICTotal ST Total ST
wiki-Vote 2.1×104 11.3 2.3 29.3 8.2
Flixster 2.2×105 266 28 522 85
soc-Pokec 6.4×106 3165 311 4461 735
flickr-growth 7.8×106 1908 201 3223 935
Twitter 3.0×108 15369 375 19803 4770
decrease update (u,v,−,∆, ) and one weight increase update
(u,v,+,∆, ), where ∆ was picked uniformly at random in
[0,1]. We randomly shuffled those updates to form an update
stream by adding random time stamps. For each data set, we
generated 10 different instances of the base network and the
update stream, and thus ran the experiments 10 times. Note
that for the 10 instances, although the base networks and the
update streams are different, the final snapshots of them are
identical to the data set itself.
For the IC model, we first assigned propagation probabil-
ities of edges in the final snapshot, that is, the whole graph.
We set wuv = 1in-degree(v) , where in-degree(v) is the number of
in-neighbors of v in the whole graph. Then, for each edge
(u,v) in the base network, we set wuv to 1in-degree(v) . For
each edge (u,v) ∈ E3, we generated a weight increase update
(u,v,+, 1in-degree(v) , ) (again, timestamps ignored at this time).
For each edge (u,v) ∈ E2, we generated one weight decrease
update (u,v,−,∆ 1in-degree(v) , ) and one weight increase update
(u,v,+,∆ 1in-degree(v) , ), where ∆ was picked uniformly at ran-
dom in [0,1]. We randomly shuffled those updates to form an
update stream by adding random time stamps. For each dataset
we also generated 10 instances.
For the parameters of tracking top-k influential individ-
uals, that is, the parameters in Theorem 2, we set k = 50,
δ = 0.001 and ε = 0.1, which means that the relative error
rate is roughly bounded by 36.5% according to the proof of
Theorem 2. For influence maximization (IM), as illustrated at
the end of Section V-A, we implement a practical solution
that maintains D∗ = 12dϒ1( ε2−1/e , 23n2 )e. We set ε =
1
2− 1e
2− 1e
such
that 1− 1e −(2− 1e )ε = 0.5. Remember that 1− 1e −(2− 1e )ε is
the approximation ratio of the theoretical sound algorithm in
Section V-A which roughly maintains kmax times the number
of RR sets as that of the practical solution.
To mimic the real application environment, we inserted an
IM query in the update stream every τ edge weight updates.
The reason we did not insert top-k individual queries is because
outputting top individual vertices is very efficient (thanks to
our Linked List data structure that maintains the ranking of
vertices). To better simulate the queries of users, the seed set
size constraint k is randomly drawn from [1,kmax]. The values
of τ , kmax and the number of inserted IM queries for each
network are also shown in Table II.
We also compare our algorithms with baselines. For track-
ing influential individuals, we compare our algorithm with the
top-k influential individual tracking algorithm in [27], which
controls an absolute error ε ′ with probability at least δ . We
set ε ′ = 0.0005 for all datasets except for Twitter. For Twitter,
we set ε ′ = 0.0025. We set δ = 0.001 for all datasets. We
compare the running time and demonstrate the limitation of
absolute error in tracking influential individuals. For influence
maximization, we compare with the algorithm in [20] that
maintains C(R)≥ 32(m+n) logn. We report the ratio of C(R)
of this baseline to the C(R) in our algorithm. Note that this
ratio is approximately the ratio of the number of RR sets of the
baseline to the number of RR sets maintained by our algorithm.
We also compare the query algorithm of [20] (Lazy Evaluation)
to our New Greedy algorithm.
All algorithms were implemented in Java and run on a
Linux machine of an Intel Xeon 2.00 GHz CPU and 1 TB
main memory.
B. Tracking Influential Individuals
1) Verifying Provable Quality Guarantees: A challenge in
evaluating the effectiveness of our algorithms is that the ground
truth is hard to obtain. The existing literature of influence
maximization [3], [8], [13], [14], [23], [24] always uses the
influence spread estimated by 20,000 times Monte Carlo (MC)
simulations as the ground truth. However, such a method is not
suitable for our tasks, because the ranking of vertices really
matters here. Even 20,000 times MC simulations may not be
able to distinguish vertices with close influence spread. As
a result, the ranking of vertices may differ much from the
true ranking. Moreover, the effectiveness of our algorithms
has theoretical guarantees while 20,000 times MC simulations
is essentially a heuristic. It is not reasonable to verify an
algorithm with a theoretical guarantee using results obtained
by a heuristic method without any quality guarantees.
In our experiments, we only used wiki-Vote and Flixster to
run MC simulations and compare the results to those produced
by our algorithms. We used 2,000,000 times MC simulations
as the (pseudo) ground truth in the hope we can get more
accurate results. According to our experiments, even so many
MC simulations may generate slightly different rankings of
vertices in two different runs but the difference is acceptably
small. We only compare results on the identical final snapshot
shared by all instances because running MC simulations on
multiple snapshots is unaffordable (e.g., 10 days on the final
snapshots of Flixster).
Tables III reports on the wiki-Vote and Flixster data sets
the recall of the sets of influential vertices returned by our
algorithms and the maximum error rates of the false positive
vertices in absolute influence value. The results are obtained
by taking the average of the results on the 10 runs on 10
instances. Our methods achieved 100% recall every time as
guaranteed theoretically. Moreover, the true error rates were
substantially smaller than the maximum error rate provided by
our theoretical analysis.
For the other data sets, we did not run 2,000,000 times MC
simulations to obtain the pseudo ground truth since the MC
simulations are too costly. Instead, we compare the similarity
between the results generated by different instances. Recall
that the final snapshots of the 10 instances are the same. If
the sets of influential vertices at the final snapshots of the 10
instances are similar, at least our algorithms are stable, that is,
insensitive to the order of updates. The similarity between two
sets of influential vertices is measure by the Jaccard similarity.
Fig. 2 shows the results where I1, . . . , I10 represent the
results of the first, . . . , tenth instances, respectively. ST de-
notes the result obtained by computing the influential vertices
directly from the final snapshot using our sampling methods
without any updates. Fig. 2 shows that the outcomes from
different instances are very similar, and they are similar to the
outcome from ST, too. The minimum similarity is over 90%.
2) Scalability & Comparison with [27]: We also tested the
scalability of our algorithm and the top-k influential vertice
tracking algorithm in [27]. Fig. 3 shows the average running
time with respect to the number of updates processed, where
“RE IC” (RE is short for relative error) is our algorithm under
the IC model, while “AE IC” (AE is short for absolute error)
stands for the algorithm in [27] under the IC model. The aver-
age is taken on the running times of the 10 instances. The point
at #Updates=0 of each curve in Fig. 3 represents the time spent
by sampling enough RR sets on the base network. In all cases,
our algorithm handles the whole update stream in substantially
shorter time than the baseline in [27]. Our algorithm under the
LT model scales up roughly linearly. Under the IC model the
running time sometimes increases more than linear. This is
probably due to our experimental settings. For the LT model,
the sum of propagation probabilities from all in-neighbors of a
node is always 1, while in the IC model, at the beginning this
value is roughly 0.9 but becomes 1 finally. So some updates of
the IC model may lead to big change of the maximum influence
or the average influence, and consequently the running time
increases more than linearly.
We also demonstrate the limitations of controlling
maxu∈S Ik− Iu as an absolute error, where S is the set of
vertices mined. Fig. 4 shows how the value Ik varies over time,
and so does the theoretically maximum error maxu∈S I
k−Iu
n over
time. The value of I
k
n is estimated by
Dk1
M1
. Note that for the
algorithm in [27], we set ε1 to the same for both the IC
and the LT models, where the parameter ε1 is exactly the
maximum absolute error maxu∈S I
k−Iu
n we want to control. The
maximum error of our algorithm (RE Error) is either only a
little bigger or smaller than the maximum error of the baseline
(AE Error). Moreover, we find that the value of I
k
n varies over
time, especially under the IC model. In Fig. 4 (c), (d) and
(e), sometimes the error of [27] (AE Error) is even greater
than I
k
n , which makes the result meaningless because [27] will
return all vertices as influential vertices. This demonstrates the
limitation of [27], which controls an absolute error.
We also report the running time of ST, which is directly
applying our sampling methods without any updates on the
final snapshot of each dataset to extract influential individuals.
Table IV compares the running time of ST and the total time
(denoted by “Total”) that our algorithm samples RR sets on
the base network and deals with the whole update stream. In
Table IV, the running time of Total is at most 40 times longer
than that of ST. Thus, if we re-sample RR sets from scratch
every time when the network updates, we probably can only
deal with tens of updates within the same time as Total spends
on all updates. However, the number of total updates is huge,
tens of thousands or even hundreds of millions. This indicates
that the non-incremental algorithm (re-sampling RR sets from
scratch when the network updates) is not competitive at all.
C. Influence Maximization
1) Effectiveness of Sample Size: We demonstrate that our
practical solution that maintains D∗ = 12dϒ1( ε2−1/e , 23n2 )e is
effective by testing results of IM queries on the final snap-
shot of each data set. The algorithm that collects a large
number of RR sets until C(R) = 32(m + n) logn in [20]
and DSSA [19], the state-of-the-art IM algorithm on static
networks, are compared. The parameters of DSSA are set
such that DSSA is 0.5-optimal with probability 1− 1n . The
three algorithms in comparison decide the sample size in
different ways and generate different number of RR sets.
Comparing effectiveness of the three algorithms is actually
comparing effectiveness of the decisions of sample size in the
three algorithms. Thus, we use “D∗ = 12dϒ1( ε2−1/e , 23n2 )e” and
“C(R) = 32(m+n) logn” to denote our practical solution and
the method in [20], respectively. We did not run the method
“C(R) = 32(m+ n) logn” on the twitter data set because it is
too costly.
To extract the seed set Sk of the final snapshot, we set
TD = min{ D∗k−1 ,D∗− 1} and ran the New Greedy algorithm
(Algorithm 5) on the RR sets generated by each algorithm.
It turned out that by setting TD = min{ D∗k−1 ,D∗−1} the New
Greedy Algorithm always returned Sk such that D(Sk)≥ (1−
1
e )max|S|=kD(S). Algorithm 4 and Lazy Evaluation (the query
algorithm in [20]) were also tested as the IM query algorithm,
but the results were all very similar. Thus, we only report the
results by using New Greedy as the IM query algorithm.
To measure the effectiveness of a seed set Sk, we generated
another collection of RR sets R′ such that the cost C(R′)
is 32(m+ n) logn (except on Twitter dataset C(R′) is set to
(m+n) logn because 32(m+n) logn is to costly). The influence
of Sk is estimated using R′. By Theorem 1, we checked
D′(Sk), the degree of Sk in R′, and found that R′ estimated
I(Sk) accurately. We calculate that, with high probability, the
relative error rate is at most 2%. Fig. 5 shows the results
where all values are averages taken on the results from 10
instances. All algorithms have pretty close performance except
that DSSA is slightly worse than the others. This is because
DSSA is dedicated for a specific seed set size k and it always
generates a smaller number of RR sets than other methods.
This demonstrates that our practical solution that maintains
D∗ = 12dϒ1( ε2−1/e , 23n2 )e is effective in practice, although it
does not have theoretical guarantees.
2) Scalability: Fig. 6 reports the running time of maintain-
ing RR sets for influence maximization queries over update
streams. Similar to tracking influential individuals, our algo-
rithm for maintaining RR sets scales roughly linearly under
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Fig. 2. Similarity among results in different instances.
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Fig. 3. Scalability (Tracking Top-k Influential Individuals).
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n over time.
the LT model, while under the IC model in some cases it
does not. Still the probable reason is our experiment setting.
The maximum and the average influence do not vary much
against updates under the LT model, while some updates under
the IC model lead to big changes of the maximum influence
or the average influence. For the largest dataset Twitter, our
algorithms processed 0.3 billion updates in less than 4 hours.
To compare with the method in [20], we report the ratio
of the number of RR sets needed by the method in [20] to
the number of RR sets maintained by our algorithm. This
ratio reflects the improvement in efficiency of our algorithm
over [20] because the cost of maintaining RR sets against an
update and the cost of an influence maximization query are
both roughly linear to the number of RR sets. The results are
shown in Fig. 7. Our algorithm consistently maintains fewer
RR sets than [20] as the ratio is consistently greater than 1. On
soc-Pokec and the largest data set Twitter, our improvement is
more than an order of magnitude. The results on the two small
data sets are similar and are omitted limited by space. One may
find that for the LT model, the ratio in Fig. 7 increases over the
update stream in general, while for the IC model, in two data
sets the ratio keeps decreasing. This is due to the experimental
setup of updates under the LT and IC model. The effects of
update streams on influence spreads of vertices are different
under the LT and IC models.
We also report the efficiency of IM query algorithms
(implementations of the greedy algorithm) in Fig. 8. New
Greedy (Algorithm 5), LinkedList Greedy (Algorithm 4), Lazy
Evaluation (the IM query algorithm in [20]) and DSSA [19]
are compared. New Greedy, LinkedList Greedy and Lazy
Evaluation were all ran directly on the maintained (by our
practical solution that keeps D∗ = 12dϒ1( ε2−1/e , 23n2 )e) RR sets
of the final snapshot, while DSSA first sampled a number of
RR sets based on the final snapshot, and then extracted a seed
set by running the greedy algorithm on the sampled RR sets.
Limited by space, we omit the results on the two small data
sets, which are similar to Fig. 8. The results show that our
New Greedy algorithm is always the fastest query algorithm,
and the larger a network, the bigger the improvement of the
New Greedy algorithm over the baselines. For the largest data
set Twitter, our New Greedy algorithm returns a seed set with
good quality within 300ms, and it is an order of magnitude
faster than the Lazy Evaluation algorithm in [20], and two to
three orders of magnitude faster than the DSSA algorithm [19]
running on the static network.
VII. CONCLUSION
In this paper, we tackled two versions of tracking top-
k influential vertices in dynamic networks. We adopted two
simple signals to decide a proper number of RR sets for the two
tasks, and showed that with high probability our sample size
ensures that the result has good quality guarantees. We reported
a series of experiments on five real networks and demonstrated
the effectiveness and efficiency of our algorithms.
Parallelizing our methods in large distributed systems is
an interesting future direction. Since our solutions are based
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Fig. 8. Influence Maximization Query Time.
on independent sampling, they have a great potential to be
parallelized for further accelerations. Also, for influence max-
imization task, devising methods that decide the sample size
efficiently and only keep a small number of RR sets to handle
big seed set size k with quality guarantees still remains an
open problem.
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APPENDIX
Proof of Theorem 1 Suppose M1 is the stopping time
when the first time ∑M1i=1 Zi = dϒ1(ε,δ )e and M2 is the
stopping time when the first time ∑M2i=1 Zi = dϒ1(ε,δ )e+ 1.
Clearly, M1 ≤ M < M2. According to the Stopping Rule
theorem, we have Pr{M ≥ dϒ1(ε,δ )e(1+ε)µZ } ≥ 1 − δ/2 and
Pr{M ≤ dϒ1(ε,δ )e+1(1−ε)µZ } ≥ 1− δ/2. Since ∑
M
i=1 Zi = dϒ1(ε,δ )e,
we have Pr{∑Mi=1 ZiM ≤ (1 + ε)µZ} ≥ 1 − δ2 and
Pr{∑Mi=1 ZiM ≥ dϒ1(ε,δ )edϒ1(ε,δ )e+1 (1− ε)µZ} ≥ 1−
δ
2 .
Proof of Lemma 1 The first part can be directly obtained
by applying Theorem 1. We prove the second part. Note that
ϒ1(ε,δ ) is decreasing with respect to ε . When ε ≤ 13 , for
every v such that εv > 0.6, we have D1(v) < ϒ1(0.6, δn ) <
1
2ϒ1(ε,
δ
n ) =
1
2Dk1. We prove that, with high probability, for
every v, D1(v)< 12ϒ1(ε, δn ) implies Iv <
nϒ1(ε, δn )
M1
.
If Iv ≥ nϒ1(ε,
δ
n )
M1
, according Corollary 1, we have
Pr{D1(v)< 12ϒ1(ε,
δ
n
)} ≤ Pr{D1(v)
M1
<
1
2
Iv
n
}
≤ exp
{
− 1
8
M1ϒ1(ε, δn )
M1
}
≤ exp
{
− (e−2) ln
2n
δ
2ε2
}
Since ε ≤ 13 , we have that if Iv ≥
nϒ1(ε, δn )
M1
,
Pr{D1(v) < 12ϒ1(ε, δn )} ≤ ( δ2n )
9
2 (e−2) ≤ δ2n . This means
if D1(v) < 12ϒ1(ε, δn ), with probability at least 1− δ2n , we
have Iv <
nϒ1(ε, δn )
M1
.
Proof of Lemma 2 According to Lemma 1, and applying
the union bound, we have that with probability at least
1− δ2 , for all v such that D1(v) = ϒ1(εv, δn ) and εv ≤ 0.6,
nD1(v)
M1
≤ (1 + εv)Iv so Iv ≥ nD1(v)(1+εv)M1 . Clearly there are
at least k vertices such that nD1(v)M1 ≥
nDk1
M1
. Also, εv is
decreasing with respect to D1(v). Thus, if D1(v) ≥ Dk1, then
nD1(v)
(1+εv)M1
≥ nDk1(1+ε)M1 . Therefore, with probability at least 1−
δ
2 ,
there are at least k vertices whose influence spreads are no
smaller than nD
k
1
(1+ε)M1
. So we get that Pr{ Ikn ≥
Dk1
(1+ε)M1
}≥ 1− δ2 .
Proof of Lemma 3 We still apply Lemma 1 and the union
bound. With probability at least 1− δ2 , for all v ∈V , D1(v) =
ϒ1(εv, δn ),
1) If εv ≤ 0.6, nD1(v)M1 ≥
D1(v)
D1(v)+1 (1−εv)Iv and Iv ≤
n(D1(v)+1)
(1−εv)M1 ;
and
2) If εv > 0.6, then Iv <
nDk1
M1
.
Consider the function f (ε,δ ,n) = ϒ1(ε,
δ
n )+1
1−ε =
(1+ε)
4(e−2) ln 2nδ
ε2
+2
1−ε
which is decreasing with respect to ε in the interval
ε ∈ (0,0.6], when δ ≤ 14 and n ≥ 1. Thus, when (1) and (2)
hold for every v ∈ V , if ϒ1(0.6, δn ) ≤ D1(v) ≤ Dk1, we have
Iv ≤ n(D1(v)+1)(1−εv)M1 ≤
n(Dk1+1)
(1−ε)M1 . Moreover, if D1(v) < ϒ1(0.6,
δ
n ),
we have Iv <
nDk1
M ≤
n(Dk1+1)
(1−ε)M1 . Therefore, with probability at
least 1− δ2 , there are at least n−k+1 vertices whose influence
spreads are no greater than n(D
k
1+1)
(1−ε)M1 , which means I
k ≤ n(Dk1+1)(1−ε)M1 .
Proof of Theorem 2 Based on Corollary 3 and Lemma 4, when
ε ≤ 13 , δ ≤ 14 , Dk1 = dϒ1(ε, δn )e and M2 =M1, with probability
at least 1−2δ , the following conditions hold.
1) D
k
1
(1+ε)M1
≤ Ikn ≤
Dk1+1
(1−ε)M1 ;
2) For every v such that Iv ≥ Ik, D2(v)M2 ≥ (1− ε)
Ik
n ; and
3) For every v such that Iv ≤ (1−2ε)Ik, D2(v)M2 ≤
Iv
n + ε
Ik
n .
Under these 3 conditions, obviously, if Iv ≥ Ik then D2(v) ≥
(1−ε)M2Ik
n ≥ 1−ε1+εDk1 = T . If Iv ≤ nTM2 − εIk ≤ (1− 2ε)Ik, thenD2(v)
M2
≤ Ivn +ε I
k
n ≤ TM2 . Thus, if Iv ≤
nT
M2
−εIk, then D2(v)≤ T .
Now we prove nTM2 − εIk is not much smaller than Ik, which
means when we use T as a filtering threshold, the influence
spread of any false positive vertex is close to the true threshold
Ik. Let B = 4(e−2) ln 2nδ , so Dk1 = dϒ1(ε, δn )e ≥ B(1+ε)ε2 . When
n≥ 1 and δ ≤ 14 , B > 5. Thus,
nT
M2
− εIk = n(1− ε)D
k
1
(1+ ε)M1
− εIk
≥ [ D
k
1
Dk1+1
(1− ε)2
1+ ε
− ε]Ik
≥ [ B(1+ ε)
B(1+ ε)+ ε2
(1− ε)2
1+ ε
− ε]Ik
Since B(1+ε)B(1+ε)+ε2 =
1
1+ ε
2
(1+ε)B
≥ 1
1+ ε
2
B
≥ 1− ε2B , we have
nT
M2
− εIk ≥ [(1− ε
2
B
)
(1− ε)2
1+ ε
− ε]Ik
≥ (1−3ε
1+ ε
− ε
2
B
)Ik ≥ (1− 4B+ ε
B
ε)Ik ≥ (1− 61
15
ε)Ik
Our algorithm returns the set of vertices S = {u | D2(u)≥ T}.
Summarize the above analysis, we have that with
probability at least 1− 2δ , (1) if Iu ≥ Ik, u ∈ S, and (2)
minu∈S Iu ≥ [(1− ε2B ) (1−ε)
2
1+ε − ε]Ik ≥ (1− 6115ε)Ik.
Proof of Theorem 3 Suppose D1(u) =D∗1 , which means when
we pick the vertex with maximum degree in R1, we get u.
According to Lemma 1, by applying the union bound we have
Pr{ Iun ≥ nD1(u)(1+ε)M1 } ≥ 1−
δ
2 . Thus, we have lower bound of
I∗ = maxu∈V Iu with high probability. Specifically, we have
Pr{I∗ ≥ nD1(u)(1+ε)M1 =
nD∗1
M1
} ≥ 1− δ3 . Since D∗1 = dϒ1(ε, 2δ3n )e,
with probability at least 1− δ3 , M1 ≥
4n(e−2) ln 3n2δ
I∗ε2 and M2 ≥
4n(e−2) ln 3N2δ
I∗ε2 . When M2 ≥
4n(e−2) ln 3N2δ
I∗ε2 , for any k-seed set S,
applying Corollary 1 and utilizing the fact that I(S∗k)≥ I∗ and
I(S∗k)≥ I(S), we have
Pr{∀S⊆V, |S|= k, |D2(S)
M2
− I(S)
n
| ≤ εI(S
∗
k)
n
} ≥ 1− 2δ
3
When |D2(S)M2 −
I(S)
n | ≤
εI(S∗k )
n for all k-seed set S, we have
I(Sk)
n
≥ D2(Sk)
M2
− εI(S
∗
k)
n
≥ (1− 1
e
)
D2(S∗k)
M2
− εI(S
∗
k)
n
≥ (1− 1
e
)(1− ε) I(S
∗
k)
n
− εI(S
∗
k)
n
= [1− 1
e
− (2− 1
e
)ε]
I(S∗k)
n
Therefore, applying the union bound, we have
Pr{I(Sk)≥ [1− 1e − (2− 1e )ε]I(S∗k)} ≥ 1−δ .
Proof of Theorem 4 According to the submodularity of D(S)
with respect to S, it is easy to find that M(ui;S′k) ≤ D(ui)
for every i. For i ≤ q− 1, D(ui) ≥M(ui) > TD. Thus, when
running the greedy algorithm by copying the whole D, in
the first q− 1 iteration of choosing seeds, ui is always the
vertex with the maximum marginal gain in the i-th iteration,
no matter only vertices in U or all vertices in V are considered.
So we have that the first q− 1 seeds of Sk and S′k are the
same. Thus, Sk = {u1,u2, ...,uq−1,vq, ...,vk}, where vi could be
different from ui.
We prove that M(vq;Sk) ≤ TD by contradiction. If
M(vq;Sk) > TD, then Dvq > TD and vq should be consid-
ered in building S′k. But for the q-th seed uq, M(uq;S′k) ≤D({u1,u2, ..uq−1}∪{vq})−D({u1,u2, ..uq−1}), which contra-
dicts the fact that uq has the largest marginal gain in the q-th
iteration of building S′k.
Since M(vq;Sk) ≤ TD, we have D(Sk) =
D({u1, ...,uq−1}) + ∑ki=tM(vi;Sk). According to the
submodularity of D(S) and the greedy algorithm, it is
easy to verify that M(vq;Sk) ≥M(v j;Sk) for j ≥ q. Thus,
we have D(Sk) ≤ D({u1, ...,uq−1})+ (k− q+ 1)M(vq;Sk) ≤
D({u1, ...,uq−1})+(k−q+1)TD. Because {u1, ...,uq−1} ⊆ S′k,
we have D(S′k)≥D({u1, ...,uq−1})≥D(Sk)− (k−q+1)TD.
Proof of Corollary 4 First, TD = min{ D∗k−1 ,D∗− 1} ensures
that u is always considered in building S′k if D(u) =D∗. Also,
TD = min{ D∗k−1 ,D∗ − 1} < D∗. So we have q ≥ 2, where t
is the first time that a seed added to S′k has a marginal gain
no greater than TD. Thus, if k = 1, D(S′k) = D(Sk). When
k = 2, D(S′k) ≥ D∗ and D(Sk) ≤ 2D∗ so D(S′k) ≥ 12D(Sk).
When k ≥ 3, TD = min{ D∗k−1 ,D∗− 1} = D
∗
k−1 because D∗ ≥ 2.
Therefore, D(S
′
k)
D(Sk) ≥
D(S′k)
D(S′k)+(k−q+1)D
∗
k−1
≥ D∗D∗+(k−1)D∗k−1 =
1
2 .
Remark of mistakes in [11] The major error
made by [11] is that the union bound is missed
when bounding Pr{ nD(Sk)M ≤ (1 + ε1)I(Sk)}. In [11],
when the sampling phase ends, it is guaranteed that
D(Sk) ≥ dϒ1(ε1,δ )e, where ε1 = ε2(1−1/e)−ε . Dinh et al. [11]
made a claim that D(Sk) ≥ dϒ1(ε1,δ )e implies that
Pr{ nD(Sk)M ≤ (1 + ε1)I(Sk)} ≥ 1 − δ2 . However, we cannot
directly apply Theorem 1 on Sk to get this conclusion,
because Sk is deliberately picked by the greedy algorithm,
where multiple candidate sets are involved. To better
understand this issue, let us recall our proof of Lemma 2
and Lemma 3. In our proof, no matter the sampled RR sets
are, we always look at every vertex one by one and then
apply the union bound. But Sk is deliberately picked by the
greedy algorithm on R, it is easy to find that Sk depends
on the sampled RR sets. This introduces extra uncertainty.
Also, this issue is similar to the overfitting issue in machine
learning [18]. We relate the sampled RR sets R to the training
data, S to a classifier and D(S)M to S’s accuracy on R. Then the
parameter of a classifier S is the vertices in S. The parameter
learning process (the greedy algorithm) returns only one S
but it involves multiple other candidate sets. If the number of
candidate sets (corresponds to the size of parameter space in
machine learning) is huge, picking the parameters (a seed set
Sk) that has a very high accuracy on the training data may
lead to overfitting.
