We study prisoners' dilemmas played in continuous time with flow payoffs accumulated over 60 seconds. In most cases, the median rate of mutual cooperation is about 90%. Control sessions with repeated matchings over 8 subperiods achieve less than half as much cooperation, and cooperation rates approach zero in one-shot control sessions. In follow-up sessions with a variable number of subperiods, cooperation rates increase nearly linearly as the grid size decreases and, with one-second subperiods, they approach the level seen in continuous sessions.
The computerized ATPCO system, introduced in the early 1990s, allowed airlines to rapidly adjust prices and to monitor those of rivals. The result, according to the US Department of Justice, was anti-competitive behavior-firms were able to more easily cooperate to keep prices high, costing consumers up to 2 billion dollars (Severin Borenstein, 2003 , Joel I. Klein, 1998 .
Does the ability to rapidly adjust actions actually encourage cooperation? Compared to the oneshot or discrete time strategic interactions usually analyzed by game theorists, are outcomes much different when choices are made asynchronously, in continuous time? These questions are not merely of theoretical interest because many modern interactions, ranging from just-in-time team production to e-commerce pricing, involve asynchronous strategic decisions made in real time.
In this paper we take such questions to the laboratory. In a continuous time setting, we study variants of the prisoner's dilemma, the simplest and most famous example of a strategic tension between efficient cooperation and inefficient self-interest. Pairs of laboratory subjects are matched anonymously in 60-second periods, within which they can switch freely between cooperation and defection. They accrue flow payouts from one of four parametric variants of the prisoner's dilemma, and then are randomly rematched for the next period. Each session runs 32-36 periods. We also run control sessions with one shot periods and with repeated discrete time subperiods, using identical payoff matrices, period lengths and matching procedures.
Section I recalls some previous theoretical and experimental work related to our investigation, and section II lays out our experimental design. Section III reports first results: continuous time enables median mutual cooperation rates of 90% or more in most of the variants, more than double the rates seen in our discrete (8 stages per period) repeated games, while mutual cooperation becomes quite rare in the one shot sessions. The underlying strategies seem broadly consistent with some of the theoretical literature, particularly with Roy Radner (1986) and Leo K. Simon and Maxwell B. Stinchcombe (1989) .
Adapting previous theory to a continuous time setting with fast but not instantaneous reactions, Section IV obtains predictions arising from a class of epsilon equilibria in cutoff strategies. It then reports a second wave of sessions that vary the number of discrete stages from 2 to 60 within each 60 second period. As predicted, the data show a negative, almost linear, relationship between the the cooperation rate and the length of the stage game. Indeed, the mutual cooperation rates with 2 stages per period are not far from zero, and those with 60 stages are not far from the rates seen in continuous time.
Section V offers a broader discussion of the findings and remaining questions, and Appendix A col-A B A (10, 10) (0, x) B (x, 0) (y, y) Table 1 : Generic form of prisoner's dilemma, with 20 > x > 10 > y > 0.
lects mathematical details. Three online appendices provide additional mathematical derivations, additional data analysis, and instructions to subjects. Table I parametrizes the standard prisoner's dilemma payoff bimatrix (see Anatol Rapoport and Albert M. Chammah (1965) for a related parametrization). With no loss of theoretical generality, the table normalizes the "cooperation" payoff at 10 and the "sucker" payoff at 0. Strategy B is strictly dominant, and so (B,B) is the unique Nash equilibrium, as long as the "tempation"
I Some Previous Work
payoff satisfies x > 10. The restriction y < 10 on the "punishment" payoff ensures that the Nash equilibrium is inefficient, and x < 20 ensures that the sucker-temptation profiles (A,B) and (B,A) also yield a lower payoff sum than the cooperation profile (A, A). Thus the dilemma: the unique equilibrium is inefficient.
A Theory
The prisoner's dilemma was first posed by Melvin Dresher and Merill Flood in 1950 and was given its famous framing story by Albert Tucker in that same year. 1 Since then, legions of theorists have sought ways to evade the dilemma and to support cooperation. John Nash apparently first pointed out (in private correspondence quoted in Flood (1952) ) that finite repetition doesn't help:
all-defect -(B,B) in every period -remains the unique Nash equilibrium. Nash also pointed out that patient pairs of players matched over an infinite sequence of stages can support cooperation, for instance by implementing grim trigger strategies. However, by the Folk Theorem (e.g., Drew
Fudenberg and Eric S. Maskin, 1986) , they can just as easily support (as a Nash equilibrium of the repeated game) all-defect and a wide variety of other inefficient profile sequences.
What happens if the game is played over a continuous finite time interval, say t ∈ [0, 1]? Perhaps the most obvious approach is to specify a minimum reaction time τ and to formalize the game as a finitely repeated game with 1/τ stages (rounding up to the nearest integer). The theoretical prediction again is that the dilemma persists, and only all-defect survives in Nash equilibrium.
Bernardo A. Huberman and Natalie S. Glance (1993) show that cooperation evaporates in spatial versions of the repeated prisoner's dilemma when players move asynchronously, in real time. According to the authors, the lesson is that coordination and cooperation can get an artificial boost when all players must move simultaneously at discrete time intervals. Clearly there is a need for more fully articulated models of games played in continuous time.
James Bergin and Bentley MacLeod (1993) develop one such model. They assume that actions cannot be reversed within time , look for -equilibria, and pass to the limit as goes to 0. For the prisoner's dilemma, they obtain a Folk Theorem result: virtually any profile sequence that gives each player an average payoff of at least y < 10 can be supported as a Nash equilibrium (indeed, one that is renegotiation-proof). Radner (1986) had previously studied -equilibria of the finitely repeated prisoner's dilemma, and (although he did not emphasize it) obtained an insight that we find very useful. Assume that players seek to maximize the average payoff over T < ∞ repetitions of the game in Table I . Let C k denote the strategy of playing Grim (i.e., choosing A until the other player plays B and choosing B thereafter) up through period k and playing B in the remaining periods k + 1, ..., T . The usual unravelling argument notes that C k−1 is a best response to C k for all k = 1, ..., T. However, for Radner's equations (17, 19) show that C T −1 yields a payoff within of the best response payoff against C k for every k = 1, ..., T . The insight is that, when T is large, you lose considerably more than if your defection time n is much earlier than the other player's defection time k, but by choosing near-maximal n, you never lose more than , no matter how large or small is k. Thus waiting longer to defect is nearly dominant in Radner's setup. This suggests that mutual cooperation can prevail. Simon and Stinchcombe (1989) propose a general model of games played in continuous time. They consider discrete grids in the time interval [0, 1) for games with finite numbers of players and actions. Given some technical conditions (e.g., the number of strategy switches remains uniformly bounded for each player), in the limit as the grid interval approaches zero they obtain well-defined games in continuous time. Subgame perfection is automatic in these games, but backward induction does not work because the real numbers are not well ordered (Robert M. Anderson, 1984) . For example, time t = 1 has no immediate predecessor: for any previous time, say t = 1−h, there are an infinite number of later times that fall before t = 1, e.g., t = 1 − h/17. Consequently some repeated game equilibria disappear in the continuous limit, while new equilibria can appear. Consistent with Radner's insight, Simon and Stinchcombe focus on Nash equilibria which survive iterated deletion of weakly dominated strategies. For games in continuous time similar to the prisoner's dilemma, they find a unique such equilibrium outcome: full cooperation at all times.
Thus existing theoretical literature offers three competing predictions for our continuous time experiment. The (naively extended) theory of finitely repeated games predicts that the all-defect profile (B,B) will predominate; Simon and Stinchcombe (and Radner) predict that the full cooperation profile (A,A) will predominate; and the extended Folk Theorem predicts virtually any profile sequence that gives each player at least the all-defect payoff y.
This complete information literature predicts no other role for payoff parameters x, y within their admissible range. The famous Gang of Four model introduced by David M. Kreps et al. (1982) incorporates a touch of incomplete information, and obtains the qualitative prediction that cooperation will decrease when either x or y increases. The same prediction arises from Quantal
Response Equilibrium (e.g., Richard McKelvey and Thomas Palfrey, 1995) , from the heuristics of Anatol Rapoport et al. (1965) , and from most other models that include some sort of noise or imperfect information. Rapoport et al. (1965) conducted laboratory experiments with variants of the prisoner's dilemma iterated over 350 stages with fixed pairs of subjects, changing the x, y parameters randomly between 50 stage blocks. They find mutual cooperation rates above 60 percent in blocks with lowest x, y parameters, and cooperation rates under 50 percent in blocks with highest x, y. Rapoport et al. (1976) fix x = 15, y = 5 in our normalization, and report that, over 300 stages, individual cooperation rates initially declined, then rose modestly and averaged about 55 percent overall.
B Experiments
Unfortunately, this early work with the finitely repeated prisoner's dilemma did not provide subjects the opportunity to learn the logic of backward induction, because there was no stationary repetition of the repeated game.
More recent experiments -e.g., Reinhard Selten and Rolf Stoecker (1986) , James Andreoni and John Miller (1993) , Esther Hauk and Rosemarie Nagel (2001) and Yoella Bereby-Myer and Alvin E. Roth (2006) -feature stationary repetition of 10-stage repeated prisoner's dilemmas; that is, each subject plays a sequence of different 10-stage games against different opponents. These papers report that, after several repetitions of the repeated game, most subjects cooperate in early stages but cooperation begins to unravel around the fifth stage and is rare after the 8th stage. Thus, even with ample opportunity to learn, the unravelling process seems at best incomplete in the laboratory data.
Potential explanations include the sequential equilibria of Kreps et al. (which were motivated by the laboratory results), or widespread altruism. Russell W. Cooper et al. (1996) find both of these explanations inadequate. In their experiment, cooperation rates decline fairly steadily over periods, not abruptly as in pure sequential equilibria, and remain positive in the last period.
Moreover, contrary to the best calibrated mixed sequential equilibrium, there is an increasing, not decreasing, rate at which cooperation declines in later subperiods (their Fig. 3 , p. 205). Incomplete unravelling remains a puzzle.
Other experiments study the "infinitely repeated" prisoner's dilemma, in which there is an announced probability q that the matching ends after the current stage. Roth and Keith J. Murningham (1978) Dal Bo and Frechette (2008) show that experience in these repeated games does not necessarily lead to greater cooperation and that variation in parameters similar to our x and y have a significant impact on cooperation. Individual cooperation rates average roughly 35 percent and rise to 76 percent with parameters more conducive to cooperation than any used in our own study. These authors conclude that the "shadow of the future" seems pivotal to cooperation. 
II Treatments and Experimental Design
We ran experiments using a new software package called ConG, for Continuous Games. Figure 1 shows the user interface. Each subject can freely switch between row actions A and B by clicking a radio button (or pressing an arrow key), causing the chosen row to be shaded. We study three treatments of time: Continuous, One-Shot, and Grid. In all treatments, each period lasts 60 seconds, during which subjects are allowed to change their actions at will. In Continuous time, subjects observe the unfolding history of actions and payoffs, and at the end of the period they earn the integral of the flow payoffs shown in the lower right hand graph of Figure 1 .
In One-Shot time, subjects do not observe their counterpart's action until the period's end. They earn the lump sum payoffs for the action profile chosen at that point.
Grid time divides each sixty second period into n equal subperiods. Payoffs in each subperiod are determined only by the last action profile chosen in that subperiod. Only at the end of the subperiod does a player see her counterpart's choice, and that last profile becomes the initial profile of the next subperiod. Payoffs for the entire period are the average of the lump sum subperiod payoffs or, equivalently, the integral across subperiods of the piecewise constant flow payoffs. Thus
One-Shot time is the same as Grid time with n = 1, and Continuous time is closely approximated by Grid time with n > 300.
Our other treatment variable, payoff parameters, examines four different configurations of (x, y), In all treatments, subjects are randomly rematched with a new counterpart each period. At period's beginning, each of the four possible initial profiles is chosen independently with probability 0.25.
Within period, profiles are automatically extended forward in time (to the next subperiod in Grid) until a player changes her action.
We first ran 4 sessions for Continuous and 3 parallel sessions for One-Shot. 4 Ten subjects participated in each session (except for one Continuous session with only eight subjects), which consisted of 32 periods divided into 8 blocks. Each of the four parameter sets appears once, in random order, in each block, and the sequences are matched across the two time treatments. Then we ran another 4 matched sessions, again using the same sequences, under the Grid treatment with n = 8 subperiods (hereafter called Grid-8 sessions). This treatment is comparable to the 10-stage repeated games featured in previous laboratory studies. We also ran three additional Grid sessions, to be described later, that varied n within session.
A key aspect of our design is that period lengths and potential payoffs are kept constant across Continuous, One-Shot and Grid treatments. The only difference between these treatments is the frequency with which subjects can adjust their payoff-relevant choices.
Subjects in all sessions were randomly selected using online recruiting software at the University of California, Santa Cruz from our pool of volunteers, undergraduates from all major disciplines.
They were all inexperienced, i.e., had never participated in a prisoner's dilemma experiment in our lab. On arrival, subjects received written instructions (available in online Appendix D) which also were read out loud. Sessions lasted on average 75 minutes, subjects were paid 5 cents per point each period, and average earnings were roughly US$17.50 per subject.
III Main Results
To provide an overview, we compile the fraction ρ ipk of time spent in each profile ρ by player i and her counterpart j(i, p, k) in period p of session k. Due to the symmetry of the game, the four action profiles reduce to three player-pair profiles:
• Mutual Cooperation (ρ = c): Profile (A,A).
• Mutual Defection (ρ = d): Profile (B,B).
• Sucker-Temptation (ρ = s): Profile (B,A) or (A,B). 
The randomized block design ensures that each block b = 1, ..., 8 includes an equal sample of each of the four parameter sets for each time treatment T = One-Shot, Grid-8, Continuous.
Behavior seems fairly settled after block 3 (period 12). From this point onward, mean mutual cooperation rates are zero in One-Shot, but approach 80% in Continuous. The mutual cooperation rate in Grid-8 is intermediate at about 30 percent. Mutual defection rates have the opposite pattern, since mean s rates are low in One-Shot and Grid-8, and are even lower in Continuous.
Most previous authors report individual cooperation rates κ = c + 0.5s, which can be seen in Figure   2 as horizontal dotted lines that bisect the ST bar. Our subsequent analysis will focus on settled behavior; unless otherwise noted the data will be drawn from blocks 4-8 (periods 13-32). None of the broad conclusions is altered by including the noisier data from blocks 1-3, but in some cases the statistical significance is lower. Cumulative distribution functions (CDFs) reveal heterogeneous behavior. In Figure 3 we plot CDFs of mutual cooperation rates across periods and pairs for each treatment. In the Continuous treatment, the cooperation rate exceeds 80 percent for about two-thirds of the pairs, while in OneShot cooperation virtually never happens. In Grid-8, a plurality (not quite a majority) of periods have a mutual cooperation rate of zero, but a substantial minority (about a third) have rates of 75 percent or more.
For none of these treatments is behavior clustered symmetrically around the mean. The median therefore provides a more reliable measure of central tendency, and it will be our focus for the remainder of the data analysis. Table 2 shows the median cooperation rate in each treatment cell (again, for periods 13-32). Results are striking. For each parameter set, these rates are all zero in One-Shot, but in Continuous they range from 81 percent (in Hard) to over 93 percent (in Easy). The cooperation rates in Grid-8 are far more heterogeneous, ranging from zero (in Hard) to 75 percent (in Easy). Overall, as can be seen in the bottom row, there is a strong increase in cooperation as we move from One-Shot to Grid-8 to Continuous, and pairwise Mann-Whitney tests applied to by-subject median cooperation rates confirm this ordering at the one percent level.
To summarize,
Result 1 Cooperation prevails in the Continuous treatment, is less than half as common in Grid-8 and is quite rare in One-Shot. One, two and three stars signify statistical significance at the ten, five and one percent levels.
already so extreme in those treatments.
To follow up on these impressions, we ran quantile regressions of the form
where c ij is subject i's median rate of cooperation (over periods) under parameter set j; X and Y are indicator variables taking a value of 1 when x and y take their high values and ij is a normally distributed error term. Table 3 reports separate estimates for Continuous data and Grid-8 data;
there is insufficient variation in the One-Shot data to estimate the model. The intercept estimates the cooperation rate in the Easy treatment. Increasing either x or y does not significantly change cooperation rates in Continuous, but their joint effect (found by adding β x , β y and β xy ) in the Hard treatment is significant at the five percent level. In Grid-8 both parameters are highly significant, both statistically and economically.
Result 2 Parameters have large negative effects on cooperation rates in the Grid-8 treatment, but have little or no effect in Continuous and One-Shot.
A Behavior within Continuous Periods
What forces support the remarkably high rate of mutual cooperation in the Continuous treatment?
Some clues can be gleaned from the trends within periods. The top panel of Figure 4 plots median 5
rates of mutual cooperation c 0.5 (t) at each second for each parameterization. The median initial rate c 0.5 (0) is zero due to the random assignments of initial actions ρ ipk (0), only a quarter of which The lower panel of 4 aggregates across parameter sets but shows other quantiles c Q (t). The behavior at Q = 0.85, the 85th percentile, is mutual cooperation at each second, and c 0.75 (t) also is 1.0 except during the first two seconds. Lower quantiles indicate that cooperation ceases in the last few seconds for the majority of players. The graph of c 0.15 (t) shows that the cooperation ceases for more than 15 percent of the subjects when about 16 seconds remain (and doesn't begin for this fraction until 14 seconds have elapsed). The figure also shows that the cooperation level falls below 75 percent only when 5 seconds remain, and below 50 percent only when one second remains. pair is shown in panel (b), except that Dot defects with about 3 seconds left in the period, and
Gray follows within a second. Again, they earn just a bit under 10 points each (Gray 9.77, Dot 9.86).
Such behavior is quite typical. Ninety-five percent of player pairs initially assigned to profile ρ = d or s sooner or later move to ρ = c, and the median time it takes to get there is only 2.89 seconds.
As in panel (b), one of the players usually cuts off cooperation near the end of the period and the other player quickly follows. Dot switches within a couple of seconds to cooperate and player Gray quickly follows. As in the previous panels, profile c prevails for a time, but in this case, at about t = 35 seconds, Dot defects.
Less than a second later, Gray follows suit. The resulting profile d doesn't last long. Dot soon switches back to A and Gray again follows quickly, restoring cooperation that lasts until almost the end of the period. With 2 or 3 seconds remaining (about the median, as shown in the last column of Table 4 ) Dot defects from mutual cooperation for the last time and Gray again quickly follows.
In this period, Dot earned 9.50 and, despite being twice suckered, Gray earned 9.60.
B Cutoff Strategies, Simple and Augmented
Such behavior seems analogous to that observed in many repeated games settings, including Aoyagi and Frechette (2009), Dal Bo and Frechette (2010) , and Jim Engle-Warnick and Robert L. Slonim (2006) . To describe it in our setting, consider the following idealized strategy. Having achieved the mutual cooperation profile early in the period, a player using a simple cutoff strategy will unilaterally cut off cooperation only in the last few seconds but will match any prior defection as soon as possible. The median cutoff time in our data is with less than 3 seconds left, as shown in the last column of Table 4 . The median response time to a defection is τ = 0.621 seconds or about one percent of the period. 6
Augmenting such simple cutoff strategies, players occasionally "test" the other player's reciprocity reflexes (or attention), as Dot does at t = 35 seconds in Panel (c). We refer to Dot's subsequent return to cooperation as "repentance," which is quickly accepted by Gray. Sometimes following a defection from cooperation, we see the other player offer "forgiveness" by switching briefly to action A; the defector usually follows quickly, restoring mutual cooperation. In an augmented cutoff strategy, a player will accept repentance, and may offer forgiveness, as long as his switch to A occurs before the chosen cutoff time and after sufficient time has passed that the other player does not profit from his defection. 7
Almost 12 percent of the observations in Table 4 involve three or more defections, which suggests that not all observed behavior is consistent with these augmented cutoff strategies. Panel (d) of Figure 5 shows what seems to be a simple mistake: a player defected but returned almost instantly to the cooperation profile and remains there. In Panel (e), player Gray pulses briefly to defection at about t = 13 seconds, and returns before Dot reacts. This earns her a fraction of a penny, and she tries it again, and then many times again in the time interval (22, 28) seconds. At that point, Dot defects and Gray stops "blitzing." A similar blitzing episode plays out more rapidly in the time interval (45, 49) . A final pattern we call "rollercoastering"-both players blitz as in panel (f), and earn average flow payoffs (10 + x + y)/4, which is only 1 to 3 points short of the cooperative rate of 10 points.
Since very few subjects consistently exhibit any such behavior, we regard these deviations from cutoff strategies mainly as either brief errors or inexpensive escapes from boredom. Perhaps a stronger piece of evidence is the fact that following defection from mutual cooperation prior to the last 10 seconds, the defector repents in 82 percent of cases, and the other player offers forgiveness in another 16 percent. In only 1.7 percent of these cases do players simply stay in defection, and they eventually resume mutual cooperation in 85 percent of cases. Thus most deviations from cooperation before the last few seconds are quite transitory.
Result 3 Subjects in the Continuous treatment tend to use simple or augmented cutoff strategies, defecting near the end of the period. Earlier deviations from mutual cooperation are typically short lived and are followed by a return to mutual cooperation.
Observed behavior in the Grid-8 treatment can also be interpreted as arising from cutoff strategies. Conditional on reaching a cooperative profile, the median Grid-8 subject defects during a cooperative profile only once.
Are cutoff strategies an expensive luxury? In the Continuous treatment, defections from mutual cooperation are usually matched so quickly that, prior to the last few seconds, they do not seem to improve expected earnings. Likewise, unilateral moves to cooperation can be matched (or retracted) so quickly that they cost very little relative to staying in d. Figure 6 plots CDFs of the direct payoff impact of switching from mutual cooperation and from mutual defection, relative to the counterfactual of staying put. It shows that the costs of initiating cooperation and the benefits of initiating defection are nearly always below one cent and do not much vary across parameters.
The vertical dashed lines in the figure show that, by contrast, the payoff effects in Grid-8 are much larger and differ substantially across parameters.
IV Second Round Predictions and Experimental Results
The last section distilled from the data an intuitively appealing explanation for the high rates of mutual cooperation. In continuous time, the temptation to defect from ρ = c nearly vanishes when a player expects her counterparty to reciprocate immediately. Likewise, at ρ = d, signalling a willingness to cooperate has negligible opportunity cost. Augmented cutoff strategies therefore are quite economical. They seem quite prevalent in our data, and clearly are capable of supporting very high rates of cooperation. In our Grid-8 treatment, and in previous experiments with the finitely repeated prisoner's dilemma, the same forces are attenuated but still might support the observed moderate rates of cooperation and heterogeneity across parameter sets.
Intuitive appeal is a good start, but the explanation begs several questions. Why don't the cutoff strategies unravel? Could they constitute some sort of equilibrium? Does the explanation have any testable implications? Are there connections to existing theory?
Our answers to these questions are inspired by Radner (1986) To achieve our focus, we impose a number of strong simplifying assumptions that we do not fully justify but that seem consistent with the data. First, we follow Radner in assuming that agents cooperate initially and in restricting the strategy space to simple cutoff strategies. Though restrictive, this assumption broadly matches our empirical findings -recall that subjects usually achieve cooperation quickly and, in nearly 80 percent of cases, they defect no more than once.
Second, we assume that all players share the same reaction lag τ ≥ 0.
Third, because subjects frequently cooperate until the end, we assume that subjects are insensitive enough to payoff shortfalls that we don't rule out fulltime conditional cooperation, i.e., waiting until the end before unilaterally cutting off mutual cooperation. 8 Radner's (1986) key insight is that fulltime conditional cooperation is almost a dominant strategy in a long finite horizon game.
To see that this insight extends to a continuous time setting with quick reaction times, consider the following thought experiment.
Suppose that your opponent plays a simple cutoff strategy K(u) with cutoff time u ∈ (τ, 1). Your best response, of course, is to play K(s) with s = u − τ , but suppose that you instead cut off cooperation too early, at time s = u − z > 0, with z ≥ τ. Relative to the best response, you lose (10 − y)(z − τ ) because over a time interval of length z − τ you get the punishment payoff y instead of the cooperation payoff 10. This loss represents a substantial fraction of potential earnings when z is substantially greater than τ .
On the other hand, suppose that you plan to cut off cooperation too late, say at time s = u + z ≤ 1 for some z ≥ 0. Then relative to the best response you earn the sucker payoff 0 instead of the defection payoff y until you react to your opponent's defection, and you also forego the temptation x − 10 available before your opponent reacts to your defection. Hence your loss is (x + y − 10)τ .
Crucially, this loss is independent of z; it depends only on the reaction speed and the payoff parameters. It follows that, no matter which cutoff time u your opponent selects, it is an -best response to set s = 1 as your cutoff time, for any ≥ (x + y − 10)τ . Thus K(1), fulltime conditional cooperation, is nearly a dominant strategy when τ is small.
Section A.1 of Appendix A extends this sort of argument to the case where a player is uncertain of his opponent's cutoff time u but knows the distribution from which it is drawn. Proposition 1 of the Appendix shows that K(1) becomes an undominated strategy in an appropriate limit as τ → 0.
Thus Radner's insight allows us to recover something reminiscent of Simon and Stinchcombe's result.
Section A.2 of Appendix A looks for -equilibria when τ is fixed at a small but positive value. Such equilibria take the form of a mixture of cutoff times, 9 such that each cutoff time potentially used is nearly a best response to the mixture. The set of such equilibria seems to be quite large, so we focus on strategies that are not dominated by the simple and focal strategy, K(1). This strategy of fulltime conditional cooperation is the analogue in our setting of the famous grim trigger strategy, and mixes that remain after deleting strategies dominated by K(1) are called ND distributions.
Proposition 2 of Appendix A shows that any ND distribution constitutes an -equilibrium for any ≥ (x + y − 10)τ . Appendix A notes that it is realistic empirically and sensible theoretically to assume that F is not negatively skewed, and to assume that (except perhaps for mass points at s = 1 and s = 0) it has a density f . For this case it shows that all strategies employed in any ND 9 Due to the strategic symmetry of the Prisoner's Dilemma, one looks for a single mixture, not a pair of mixtures. Given asynchronous choices, it seems infeasible for players to coordinate on precise interior clock times, so Proposition 2 assumes that mixes are non-degenerate over t ∈ (0, 10). -equilibrium involve cutoffs after time
Cooperation Parameters x y Predicted Median
Under the stronger assumption that cutoff times are uniformly distributed on [s L , 1] with s L > 0, Appendix A derives the prediction that the median overall fraction of cooperation will be c 0.
Online Appendix B shows that the predicted level of cooperation is arguably zero when the expression for s L is negative in (3), and is surely zero when the expression for c 0.5 is negative in (4). We should re-iterate that these equations come from a particular class of -equilibria and there exist other sorts of equilibria with different predictions. However, as we show below, this class describes our data remarkably well.
In our Continuous treatment, τ depends on subjects' endogenous reaction time, which we estimate to be 0.01 minutes. With τ that small, equations (3-4) predict that cutoff times occur very near the end of the period for all (x, y) parameters that we used. The intuition is that the temptation to defect and the risks from suffering defection are quite small in this case. By contrast, in the Grid-8 treatment, τ is exogenous: subjects are forced to wait τ = 0.125 of the period to react to a unilateral defection by a counterpart. The equations then predict considerably earlier cutoff times that vary substantially with the (x, y) parameters. Of course, with τ = 1.0 in the One-shot treatment, the equations give negative values and the prediction is no cooperation.
These predictions match well the patterns observed in the data. Table 5 calculates (4) 
A Grid-n Sessions and Results
A class of −equilibria in cutoff strategies governed by reaction lags τ > 0 accounts nicely for the data so far. Of course, the true test of any explanation lies in its excess predictive power-in verified implications beyond the facts it was constructed to explain. The key prediction of the model is that cooperation rates rise from zero (observed in one-shot) to about 90% (observed in Continuous) as the forced reaction lag, τ , shrinks to its minimal feasible value for humans.
To better test this prediction, we conducted additional laboratory sessions that exogenously controlled τ at multiple levels. In a Grid-n treatment, the number n of subperiods exogenously imposes the minimum reaction time τ = 1/n. Equation (4) predicts a monotonic (indeed linear) decrease in cooperation as τ rises from zero. We ran 3 sessions of Grid-n, each lasting 36 periods and using only the Mix-a parameters. In each of three 12 period blocks, we ran each n twice in consecutive periods and varied n in the sequence Incr = (2, 4, 8, 15, 30, 60) or Decr = (60, 30, 15, 8, 4, 2) or Random. (In two sessions the blocks were sequenced Incr-Decr-Random and in the other session the blocks were sequenced Decr-IncrRandom.) Note that the within session variation of n allows us to observe each subject's behavior at each value of τ , generating a particularly stringent test. To focus on settled behavior, we once again examine data after the first 12 periods (after subjects have experienced each n twice); the results are similar (though a bit noisier) if we include all data.
The median subject in the Grid-n sessions employed a cutoff strategy, departing from the c profile only once per period, just as in Continuous and Grid-8. As predicted, the observed timing of cutoffs depended negatively on n. Figure 7 plots the median final cooperation time and the median rate of cooperation as a function of τ = 1/n. When periods are divided into 2 or 4 subperiods (τ = 0.5 or 0.25) cooperation never gets off the ground. However as the grid gets finer and reaction lags become smaller, cooperation rates start to rise towards Continuous levels at n = 60 (τ = 0.016).
Most strikingly, the observed median rates of cooperation and cutoff times tightly bracket the point predictions of the model.
Result 5
As the grid becomes finer in Grid-n sessions, the threshold times and cooperation rates approach those observed in Continuous. Moreover, both median cutoff times and cooperation rates fall nearly linearly with τ and closely track the point predictions given by equation (4).
V Discussion
Our principal findings can be summarized briefly. First and foremost, in the Continuous time treatment, we found remarkably high levels of mutual cooperation in all four parameterizations of the prisoner's dilemma. Even with "hard" parameters (maximal temptation and minimal efficiency loss), the all-cooperate profile was played 81 percent of the time by the median pair of subjects in later periods. The other parameterizations led to median mutual cooperation rates of 89 to over 93 percent. By contrast, in the Grid-8 control treatment, with rapid repeat pairings over 8 subperiods, defection was more prevalent than cooperation, and cooperation was rare in the One-Shot control treatment.
Second, the parameterization had a considerably stronger impact (in the predicted direction) in the Grid-8 treatment than in Continuous time. In the One-Shot treatment, parameters had negligible impact because cooperation was always rare.
Third, within the 60 second Continuous periods, median rates of cooperation quickly reached 100 percent and remained there until the last few seconds of the period, when they dropped off abruptly.
Inspired by a strand of existing theoretical literature, we postulated a particular class of epsilon equilibria and derived formulas predicting how cooperation rates respond to adjustment lags and to payoff parameters. These predictions accounted well for the Continuous, Grid-8 and (trivially)
One-Shot data. They also nicely explained a set of second-round data from Grid-n sessions, which varied the number of subperiods from 2 to 60. Thus the formulas correctly predict defection in one shot games, cooperation in continuous time and intermediate results on the path between the two.
The underlying intuition is simple. When your opponent can react very quickly, defecting from mutual cooperation is likely to earn you the temptation payoff only briefly and may cost you the cooperation payoff for the rest of the period. Likewise, briefly switching from mutual defection is cheap for you, and may catalyze a sustained move to a higher payoff profile. Hence rapid reactions tend to stabilize mutual cooperation and destabilize mutual defection, at least until late in the period.
Conventional wisdom is that cooperation is susceptible to unravelling when the time horizon is finite. Sufficiently late in the period, your incentive is to defect. Your opponent's incentive is to defect before you do, and yours is to defect before she does, so backward induction might seem to unravel cooperation. However, experimentalists since Selten and Stoecker (1986) have found that, even given good learning opportunities, unravelling typically doesn't actually go very far. 10
Our work shows that the unravelling argument loses its force when players can react quickly. The faster she can react, the less incentive you have to pre-empt your opponent, and the earlier you defect, the more you stand to lose from preempting her. Extending the ideas of Radner (1986) and Simon and Stinchcombe (1989) , we took some first steps towards formalizing this argument in terms of epsilon equilibrium. Unravelling is quite limited when players are willing to sacrifice a small part of their potential payoff and they can react sufficiently rapidly. The faster they can react, the smaller the potential sacrifice and the greater the level of cooperation. Table 1 . Unlike in a true prisoner's dilemma games, the sucker-temptation profile is now efficient. In discrete time, efficiency might be achieved by alternating the two ST cells, and such coordination might be more difficult in continuous time.
that encourage or discourage efficient cooperation.
Appendix A
This Appendix collects mathematical details. The goal is not to lay broad theoretical foundations for strategic interaction in continuous time given reaction lags, but rather to derive equations (3-4) of the text, and to tighten connections to the theoretical work of Simon and Stinchcombe (1989) and Radner (1986) .
A.1 Near Dominance
Consider continuous play of the Prisoner's dilemma game with flow payoff shown in Table I 
her payoff is 10u + 0(s − u) + y(1 − s), and for u ∈ [s, s + τ ] it is 10s + x(u − s) + y(1 − u).
Given that potential opponents' strategies are drawn from mixture F with density f , the expected payoff for K(s) with s ≤ 1 − τ is
The payoff for fulltime conditional cooperation, K(1), is the same over the region u < s, but differs over the region s ≤ u ≤ 1. Here, instead of the integrands in (5), the player gets 10u + y(1 − u − τ ).
Thus the difference in expected payoff is
Inspection of the last line of (6) suggests that it will be zero or negative when τ is sufficiently small.
That is, full-time conditional cooperation seems to do better than other cutoff strategies in the limit, consistent with the results of Simon and Stinchcombe. More precisely, Proposition 1 Fix s ∈ [0, 1) and choose an arbitrary cumulative distribution function
Proof. To cover cases in which F has no density, rewrite (6) and preceding equations as Stieltjes integrals with dF (u) everywhere replacing f (u)du. In the last line of (rewritten) equation (6), the first term is clearly nonpositive and independent of τ . The second term clearly vanishes as τ 0.
The integrand (u − s − τ ) in the third term converges uniformly to zero as τ 0, so this final term also vanishes in the limit. Hence the entire expression reduces in the limit to the nonpositive first term. The conclusion follows immediately.
•
A.2 Equilibrium Predictions
The next task is to characterize a useful set of equilibrium distributions of cutoff times for fixed positive reaction lags τ . Recall that our focus is on -equilibrium, which allows for small shortfalls in expected payoffs relative to a best response. To formalize the idea, recall that SuppF , the support of distribution F , is the smallest closed set containing all points of increase of F . When F has density f , the support is the closure of {s : f (s) > 0}.
Given some ≥ 0, we say that a distribution F is an -equilibrium if, for every s ∈ SuppF , we have
That is, in -equilibrium, every cutoff actually used is nearly a best response to the overall distribution.
We shall not try to characterize the full set of -equilibria, but will focus instead on those that are (weakly) better responses than fulltime conditional cooperation. Motivated by the discussion at the end of the previous section, we say that a distribution F representing a mixture of cutoff strategies is nearly dominant (ND) if it has a well defined density over (0, 1) and equation (6) is non-negative for all s ∈ SuppF.
The following Proposition justifies our focus. It says that ND distributions are in fact -equilibria for commensurate with the reaction time τ . 
where A > 0 is given in a formula below involving the skewness of F and the payoff parameters x and y.
Recall that O(x n ) is conventional notation for any term that is negligible of order n, i.e., after being divided by x n the term remains bounded as x → 0.
Proof. The discussion in the text preceding equation (3) establishes thatˆ = (x + y − 10)τ is a uniform upper bound on the payoff shortfall of K(1) relative to any simple cutoff strategy, including the ex-post best response -that is, the best response to the opponent's realized cutoff time u earns at mostˆ more than K(1). It follows thatˆ is an upper bound on the expected payoff shortfall of K(1) relative to the ex-ante best response. A trivial consequence is that it remains an upper bound for the shortfall of any strategy with expected payoff greater than K(1). Part (a) follows immediately.
Part (b) is immediate from the definition of s L and the evident continuity of (6) in s for s ∈ (0, 1).
If s < s L , then the "smallest solution" property ensures that π(s|F ) < π(1|F ) and so s ∈ SuppF.
For part (c), note that in the last term in the last line of (6), the integrand expression (u − s − τ )
is negative and has absolute value less than τ over the relevant interval, which has length τ . Thus this last term is O(τ 2 ) and negative. For notational simplicity, assume for the moment that this term is 0.
Part (b) ensures that F (s) = 0 for s ≤ s L , so over this range we can rewrite the payoff advantage (6) as
where ψ(s|F ) = 1 s (u − s)f (u)du ∈ (0, 1 − s) has valueū at s = 0 and is a decreasing function with derivative F (s) − 1. The payoff advantage is clearly negative for such s as long as
i.e., for s < ψ −1 ( xτ 10−y ). For s ∈ [0, s L ), the function ψ has slope -1 and hence is simply ψ(s) = ψ(0) − s. As illustrated in Figure 8 , we can now characterize the lower support point s L by the equation π(s L ) − π(1) = 0 or, using (7),
Of course, the shape of the distribution F determines the position ofū within [s L , 1]. We havē u = αs L + (1 − α)1, where α ∈ (0, 0.5) represents an upward skew and α ∈ (0.5, 1) represents a downward skew. Substitutingū − s L = (1 − α)(1 − s L ) into (8) and solving for s L , we obtain
Repeating the analysis while keeping track of the O(τ 2 ) term in (6) yields messier expressions, but ultimately one obtains an analogue of equation (9) with a (different) O(τ 2 ) term appended. The remaining technicality is that the hypothesis allows positive probability mass at the points, 0 and 1; it is routine to check that the argument still goes through in this case, using Stieltjes integrals where appropriate. Part (c) then follows, with constant A = x/[(1 − α)(10 − y)].
• A few remarks are in order before proceeding further. In part (a), the ex post best response to the realized cutoff u is of course more profitable than the ex ante best response, which is constrained to be the same for all realized u. Hence the expected shortfall for K(1) is less thanˆ , and often considerably less. The upshot is that a ND distribution is an -equilibrium for a range of 's smaller thanˆ = (x + y − 10)τ , often considerably smaller.
In part (c), equation (9) reduces to (3) in the unskewed case α = 0.5. As asserted in the text, this case represents a lower bound for α ∈ (0, 0.5), the upward skewed case. We regard downward skew as less relevant, theoretically as well as empirically. Theoretically, the Radner argument shows that cutoffs below the midpoint are less robust to deviations than those above the midpoint. Empirically, we find that observed cutoffs have considerable upward skew. Nevertheless, the downward skew case is pedagogically useful. For any fixed positive values of τ, x, y, one can find a value of α sufficiently close to 1 so that the expression for s L is zero (or negative). The interpretation is unravelling: when the distribution is sufficiently downward skewed, it pays to cut off cooperation earlier than the modal time, and cutoff times unravel all the way down to zero, as in the traditional analysis.
The next task is to predict the median fraction c 0.5 of time in mutual cooperation. Given the [0, 1] time normalization, and the assumption of simple cutoff strategies initially in mutual cooperation, the fraction of cooperation coincides with the time of first defection. Hence it is the minimum y of two independent draws from the ND distribution F . Classic work on order statistics, e.g., Robert
V. Hogg and Allen Craig (1970) , shows that this minimum has density g(y) = 2(1 − F (y))f (y). 
Inserting A = 2x 10−y we obtain equation (4).
Thus, as a function of reaction time τ , the fraction of time in mutual cooperation is predicted to be linearly decreasing, with slope −
, with A the given increasing function of the parameters x, y.
For example, for the Mix-a parameters x = 18, y = 4, the slope is predicted to be − 
A.3 Gaps in the Theory
On-line Appendix B completes two remaining tasks. It shows that two different ways of obtaining s L in discrete time closely approximate each other, and explains why negative values of s L in (3) predict zero cooperation.
Important theoretical tasks remain unfinished. The current theoretical analysis does not fully justify the restricted strategy space and the focus on ND distributions. We conjecture that (in some sense that needs to be made precise) augmented cutoff strategies weakly dominate other feasible strategies when τ is negligible. Intuitively, the augmentation "testing" looks for exploitable lags in the opponent's strategy, and the augmentations "repentance" and "forgiveness" render the opponent's defection from ρ = c unprofitable by requiring sufficient lags before returning to action A. Delete the other strategies in the first round, and restrict the strategy space to augmented cutoff strategies. Then we further conjecture that simple cutoff strategies become weakly dominant when τ is negligible. Intuitively, both testing and blitzing lose money against a simple cutoff strategy, and forgiveness is then redundant. If some such conjectures are correct, then the restricted strategy space would be justified by iterated dominance, roughly analogous to arguments used by Simon and Stinchcombe (1989) .
Our justification for ND distributions in the space of cutoff strategies was ultimately empiricalthey seem roughly consistent with observed behavior, and they suggested themselves to us due to the prominence of K(1). It might be worth looking for other prominent epsilon equilibria in the space of cutoff strategies, and to see whether they could lead to predictions that differ substantially from ours. We hope that theoretically minded researchers will investigate these matters.
Online Appendix B: Additional Mathematical Details
B.1 Discrete Time Predictions
To predict mutual cooperation in Grid-n, we can just set τ = 1/n, ignoring the subtle distinctions between discrete time and continuous time with reaction lags. Alternatively, we can translate Radner's discrete time results directly into our setting. His payoff parameters a, b, c in our notation are respectively y, x − y, 10 − y, and his trigger strategies C j are our cutoff strategies K(j/n).
Radner's equation (16) is the maximum loss of K(1) against K(j/n) for any j = 0, ..., n, relative to the ex post best response. Note that substituting 1/n = τ inL yields exactly the same expression for as in the paragraph preceding equation (3).
We now seek a bound on the first cutoff period j L , and check whether s L ≈ j L /n. Let F be the (discrete) uniform distribution over the n−j L cutoff times {j/n : j = j L , ..., n−1, n}. The expected payoff for waiting until the end (i.e., playing strategy K(n/n) = K (1)) is
because it earns (1/n times) 10 in every subperiod until the other player cuts off cooperation, at which point it earns 0 instead of 10 (in each realization except j = n) and thereafter earns y instead of 10 (on average in half of the (n−j L ) realizations). Against the same uniform distribution,
because, except in one realization (j = j L , when it earns y), this strategy earns the temptation payoff x instead of 10 in one period, and it always earns the punishment payoff y instead of 10 in period j L + 1 and after.
One obtains j L by equating (11) to (12) and solving. Straightforward algebra yields
Using the approximations, valid for large n − j L , that On the other hand, s L ≤ 0 overstretches the idea of equilibrium in ND distributions, because in this case, K(0) (never cooperating) yields a higher expected payoff than K(1) (fulltime conditional cooperation). We might therefore make the convention of predicting no cooperation in this case, which is potentially relevant for Grid-8 when x = 18 and for Grid-4 and Grid-2 with all parameter values. However, it turns out that this convention and the convention in the previous paragraph yield the same numerical predictions in all cases we study. Table 7 : Grid-n Online Appendix C: Behavior Over Periods
In this appendix we report statistics on mutual cooperation rates across stationary repetitions. Table 6 Lists median cooperation rates for One-Shot, Grid-8 and Continuous treatments and all parameters in the first and final 4-period blocks and the first and second half of periods. Results reveal that rates of cooperation increase over time in Continuous, doubling in some treatments.
The same is true in Grid-8 for Easy and Mix-a parameters though median cooperation drops to zero quickly in Mix-b and Hard. Cooperation never rises above a median rate of zero in One-Shot. Table 7 displays cooperation rates for each value of n for each of the three 12 period blocks. Recall, each value of n is observed twice during each of these blocks in varying orders across session.
Within-subject variation of n generates relatively noisy results within each block, particularly in Block 1. By Block 2 there is a general trend towards higher rates of cooperation as n increases and the ordering becomes quite firm by Block 3. In the body paper we attempt to improve precision by pooling Blocks 2 and 3.
Online Appendix D: Instructions to Subjects
The following is the instructions from Continuous sessions. Grid and One-Shot instructions carefully match Continuous ones, deviating only where necessary, and are available upon request.
Instructions (C)
Welcome. This is an experiment in the economics of decision-making. If you pay close attention to these instructions, you can earn a significant amount of money that will be paid to you in cash at the end of the experiment.
The Basic Idea
In each of several periods you will be randomly matched with a counterpart, a person in this room.
Each period you will choose one of two actions: "A" or "B". Your counterpart will choose "a" or "b".
Your earnings will depend on the combination of your action and your counterpart's action. These earnings possibilities will be represented in a matrix like the one above. Your action will determine the row of the matrix (A or B) and your counterpart's will determine the column of the matrix (a or b). The cell corresponding to this combination of actions will determine earnings as follows. In each cell are two numbers. The first of the two numbers (shown in bold) is your earnings from this action combination. The second number is your counterpart's earnings.
For example, in the sample matrix above, if you chose A and your counterpart a, you would earn 10 points and your counterpart 10. If instead your counterpart chose b, you would earn 0 points and your counterpart would earn 14.
When you start a new period, you will be randomly matched with a different counterpart. We do our best to ensure that you and your counterpart remain anonymous.
The payoff matrix in a new period is not always the same as in the previous period, so you should always look at it carefully at the beginning of the period.
Details on How to Play
Periods will each last 60 seconds and the clock at the top of the screen will show how much time is left. Each period, the computer will start you and your counterpart off with randomly chosen actions. At any moment during the period, you will be able to change your action by clicking the two radio buttons (or by using the arrow keys). The row corresponding to your chosen action and the column corresponding to your counterpart's action will both be highlighted in blue. You and your counterpart may change your decision as many times as you want over the course of the period.
The numbers in the payoff matrix are the period payoffs you would earn if you maintained the same action throughout the period. For instance if you played B for the entire period and your counterpart b in the example above, you would earn 6 points and your counterpart 6 points.
In each period the payoffs depend only on how much time is spent in each cell of the payoff matrix.
The more time you spend in any one cell, the closer final payoffs will be to the payoffs in that cell. For example, if you played A for half of the period and B for the other half while your counterpart played b for the entire period, then your earnings would be (1/2)0+(1/2)6=3 and your counterpart's earnings would be (1/2)14+(1/2)6=10. This is because you spent half of the period in the upper left cell and half the period in the lower right cell of the payoff matrix.
To the right of the payoff matrix are two graphs showing outcomes over the course of the period.
The top graph shows your action (in blue) and your counterpart's action (in red) so far during the period. The graph is labeled "Percentage of A." If this is at 100% it means that at that moment you are using action A. If it is 0% it means at that moment you are using action B. The graph tracks any changes you and your counterpart make during the period.
The bottom graph shows your earnings over the course of the period in blue. On the horizontal axis is your payoff and on the vertical axis is the percentage of time elapsed. The more area below your earnings curve, the more you have earned. The red line on this graph shows the corresponding payoffs for your counterpart.
Earnings
You will be paid at the end of the experiment based on the sum of point earnings throughout the experiment. These total earnings are displayed as the Total Payoff at the top of the screen. The conversion rate from points to US dollars is written on the whiteboard.
Frequently Asked Questions
Q1. Is this some kind of psychology experiment with an agenda you haven't told us?
Answer. No. It is an economics experiment. If we do anything deceptive or don't pay you cash as described then you can complain to the campus Human Subjects Committee and we will be in serious trouble. These instructions are meant to clarify how you earn money, and our interest is in seeing how people make decisions.
Q2. If I choose the rows and my counterparty chooses the columns, does his (or her) screen look different than mine?
Answer. On his or her screen, the same choices are shown as rows. For example, if s/he chooses row B then it shows up on your screen as a choice of the b column. Of course, the payoff numbers are the same on both screens, just shown in a different format.
