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Introduction
One of the most surprising predictions in the context of algebraic quantum field theory is
the Unruh effect. It is the theoretical assertion that an accelerated observer perceives an
inertial vacuum state of a quantum field as a state of thermal equilibrium. While there are no
disputes about the mathematical results which lead to this theoretical assertion, there seems
to be a debate on the physical meaning of the Unruh effect (see Crispino et al. [13] for recent
developments). A common paraphrasis is: "a thermometer waived around in empty space
registers a positive temperature." In Unruh’s own words [46]: "you could cook your steak by
accelerating it." This interpretation, however, has been questioned by many authors. A recent
proposal to elucidate this matter has been made by Buchholz and Solveen in [9]. They suggest
a thorough application of basic thermodynamic concepts, in particular, they advocate a careful
usage of the notions of temperature and equilibrium. Arising as natural generalisations of Gibb’s
ensembles in quantum statistical mechanics, many theorists have adopted the so called KMS
condition to model the notion of thermal equilibrium in quantum field theory. A state satisfying
the KMS condition exhibits a real parameter β > 0, which is commonly interpreted (in analogy
of quantum statistical mechanics) as inverse temperature. While there are many reasonable
arguments in favour of interpreting KMS states as states of global thermal equilibrium (see
Sanders [42] for a recent review), the local interpretation of such states remains questionable.
The algebraic formulation of the Unruh effect is that the inertial vacuum state satisfies the
KMS condition for an accelerated observer with real parameter βUnruh. As any observer has
only local measurements at his disposal, the following question arises: Does β−1Unruh have any
legitimate thermal interpretation? As a conclusion to the main mathematical result of this
thesis, we present an argument which brings serious doubts to such an interpretation. This
work is parallel to newly published results of Verch and Buchholz [10], who deal with the case
of a massless scalar field. In this thesis we treat the case of a massive scalar field. While our
final conclusions about the physical interpretation of the Unruh effect are the same as in [10],
the massive case requires a different treatment. A necessary prerequisite is proven as the main
part of this thesis:
Main Result. Let (A[S, σ], αt) be the Weyl algebra of a free real massive scalar field on the
Rindler spacetime R with time evolution induced by Lorentz boosts Λt : R → R. The field is
classically described by the symplectic space S = C∞0 (Σ)×C∞0 (Σ) of compactly supported Cauchy
data for the Klein-Gordon equation on the time zero Cauchy surface Σ = {0} × R+ × R2 ⊂ R
with symplectic form
σ(Φ1,Φ2) =
∫
Σ
(f1p2 − f2p1) dηΣ
for Φ1 = (f1, p1),Φ2 = (f2, p2) ∈ S. For all β > 0 we denote by ωβ the unique quasi-free
β-KMS state on (A[S, σ], αt) that has a non-degenerate β-KMS one-particle structure. For
R > 0, x0 ∈ R define an open subregion of Σ by
(1) B :=
{
(0, X, ξ) ∈ {0} × R+ × R2 ⊂ R1,3 | X > ex0 , |ξ| < R
}
.
Let A(B) be the local subalgebra of A[S, σ] generated by the Weyl generators
{W (Φ) | supp(Φ) ⊂ B}.
Then for all 0 < β1 < β2 the states ωβ1|A(B) and ωβ2|A(B) are quasi-equivalent. Moreover,
ωβ1|A(B) and ω∞|A(B) are quasi-equivalent, where ω∞ denotes the Fulling vacuum state.
There are three levels on which the problem is treated in this thesis. A first level involves the
physical motivation behind our result, in particular, the concept of temperature that is modelled
1
in the KMS condition. A second level deals with the abstract mathematical framework that
puts the physical concepts into solid mathematical definitions and explains the conditions and
objects that occur in the above statement. The third level, which constitutes the main part
of this thesis, is putting the abstract framework into action and establishes the concrete result
that we announced. All three levels are essential parts of this project. The first one giving
motivation and to an extent also cause for this thesis, the second one as a necessary step in
the process of understanding the original task and, finally, the third one as original work of the
author, proving the theorem set out at the beginning. Corresponding to each of those levels,
this thesis comprises three main chapters. These chapters are summarised and reasserted in a
final conclusion. The work is supplemented by an appendix presenting technical details as well
as further background material. Whereas the third chapter is intended to uphold all appropriate
standards of completeness and rigour, the first two chapters are, however, designed to serve
their purpose as introduction to the main mathematical result and cannot be expected to give
a complete account of the entire theory, as this could and does1 fill entire books.
The author intends this thesis to be readable for mathematicians and physicists alike. This
requires a certain amount of redundance in terminology, which the reader is kindly asked
to tolerate. Finally, the author wishes to thank Rainer Verch for his kind supervision and
council, as well as Tatjana Eisner, representing the Institute of Mathematics, for support of
this external collaboration with the Institute of Theoretical Physics. Gratitude should also be
expressed towards Detlev Buchholz, who agreed to share his and Rainer Verch’s (at that stage)
unpublished findings, providing highly relevant and meaningful applications for the results of
this thesis.
1Among many others Wald [48], Emch[16], Bratelli-Robinson [7].
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1 Physical Preliminaries and Classical Discussion
1.1 Concepts of Temperature
In his treatise on thermodynamics [36] Max Planck describes two approaches to define the
concept of temperature. The first one is based on the experience that a hot body and a
cold body, brought into thermal contact, exchange heat until they reach a state of thermal
equilibrium in which they can coexist. Furthermore, if body A is in thermal equilibrium to a
body B, and B is in thermal equilibrium to a body C, then A and C will also be in thermal
equilibrium. A mathematician would say that thermal equilibrium is an equivalence relation on
the set of heated bodies. Thus, one may subdivide heated bodies into equivalence classes whose
members do not exchange heat when brought into thermal contact. This observation is often
referred to as the zeroth law of thermodynamics. In this context, a thermometer is a test body
which helps to determine the equivalence class of a particular heated object. For example, a
typical test body T is a small quantity of mercury enclosed in a thin tube. Brought into thermal
contact with a much larger object A, T and A will move to a state of thermal equilibrium, which
forces the mercury to change volume. We can measure this change in volume and use it to
devise a temperature scale. Typically, our reference volume, corresponding to zero temperature,
is when T under normal atmospheric pressure is brought into contact with melting ice. The scale
is fixed by setting the temperature to 100, if T is in equilibrium with boiling water. This defines
a thermometer which measures in the unit of degree Celsius. A temperature scale so defined is
called empirical temperature. It is clear that this definition depends on the choice of test body
and is therefore largely arbitrary. Furthermore, such temperature observables generally have
a restricted validity, e.g. the temperature interval where mercury is in a liquid state. We call
this domain of validity the range of the temperature observable. A more intrinsic definition
of temperature is based on the second law of thermodynamics. One of its many equivalent
statements is ([36] paragraph 116): "It is impossible to construct an engine which will work
in a complete cycle, and produce no effect except the raising of a weight and the cooling of a
heat-reservoir." By an engine working in a complete cycle we imagine a machine which has as
its core a working fluid having the same initial and final state (e.g. pressure and volume return
to their initial values). A weight may be lifted, i.e. mechanical work may be extracted from
the working fluid, by a change of volume. This change of volume can be triggered, if heat is
pumped into the working fluid, i.e. cooling of a heat reservoir. The above statement is that it is
impossible to extract heat from a single heat-reservoir and convert it to mechanical work while
using an engine that is operating in a complete cycle. In essence, heat is not spontaneously
emitted by the heat reservoir. However, it is possible to extract mechanical work from two heat
reservoirs of different (empirical) temperature θ1 > θ2. The left picture of Figure 1 sketches the
schematics of an abstract heat engine. It extracts an amount of heat QH from a hot thermal
reservoir, converts some of this heat to usable work W and rejects an amount of heat QC to a
cold reservoir. The efficiency of such an engine is defined as
η :=
W
QH
= 1− QC
QH
.
Here, the second equality expresses energy conservation QH −QC = W . For real engines some
part of the rejected heat QC consists of friction. Such engines cannot operate in the reverse
direction as heat pumps and restore the system and its surroundings to the initial state. Some
energy would be irretrievably lost to friction. Ideal engines that are capable of operating as heat
engines and heat pumps, such that these functions completely counteract each others effects on
the system and its surroundings, are called reversible heat engines. One theoretical example is
the Carnot process. In this process the working fluid is undergoing the following sequence of
changes, depicted as a pressure-volume graph in Figure 1:
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Figure 1: Schematic of a heat engine and pressure-volume graph of a Carnot cycle
1.) Isothermal expansion: the working fluid is expanded at constant temperature θ1, an
amount of heat QH is absorbed.
2.) Adiabatic expansion: expansion of the working fluid without any further change in heat
dQ = 0. The fluid cools down to a temperature θ2.
3.) Isothermal compression: the working fluid is compressed at constant temperature θ2,
an amount of heat QC is rejected to the cold reservoir.
4.) Adiabatic compression: compression of the working fluid to its initial state without any
further change in heat dQ = 0. The fluid temperature increases to θ1.
The Carnot process is a theoretical instrument to be compared with real heat engines or theo-
retical processes. The importance of Carnot processes is mainly due to the following classical
result:
Theorem 1.1 (Carnot’s theorem). Among all heat engines operating between the same thermal
reservoirs at temperature θ1 > θ2, the Carnot process has the highest efficiency ηC. Furthermore,
this maximal efficiency is also achieved by any other reversible heat engine.
An important consequence of this theorem is that ηC must be a function which solely depends
on the values θ1 > θ2. In particular, ηC is independent of the substance used as a working
fluid. Thus, ηC is not simply a characteristic of some heat engine. Through Carnot’s theorem
it gains the interpretation of an intrinsic parameter describing a relation between the two heat
reservoirs. This intrinsic relation may be further probed by investigating the value of ηC for
heat engines that are composed of multiple smaller engines, operating between intermediate
thermal reservoirs. Standard textbook arguments lead to the following conclusion:
Corollary 1.2. Let D ⊂ R be the range of an empirical temperature observable. There exists
a unique monotonely increasing function f : D → R+, such that the following two conditions
hold
1. Given references values TR > 0, θR ∈ D, we have
f(θR) = TR.
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2. The efficiency of a Carnot process between reservoirs at empirical temperatures θ1 > θ2
is given by
ηC = 1− f(θ1)
f(θ2)
.
This corollary, in classical thermodynamics, is the foundation for a definition of absolute tem-
perature. Indeed, by deciding that a certain reference reservoir R should have temperature
TR > 0, we can define the absolute temperature T of any other reservoir A through the effi-
ciency ηC(A,R) of a Carnot process, operating between R and A:
T :=
{
TR(1− ηC) , if A is cooler than R
TR(1− ηC)−1 , if R is cooler than A
Obviously, this scale is absolutely set, up to the scaling factor TR, justifying the term absolute
temperature. It is, however, our intention to question the thermal interpretation of this scale
in the context of the Unruh effect, which is why we prefer to refer to T as Carnot parameter
(cf. [9]). We may summarise that, on the one hand, there is a zeroth law definition of empirical
temperature, simply as any observable which separates equivalence classes of thermal equilib-
rium states. On the other hand, there is a second law definition of temperature, based on the
maximal efficiency of heat engines operating between thermal reservoirs. Moreover, there is a,
up to a scale factor, unique monotonely increasing function f relating both definitions. For the
thermodynamics-theorist this is a very satisfactory result. Both definitions seem to amount to
largely the same thing. The arbitrary choices involved in the zeroth law temperature definition
are eliminated by the universality of the Carnot efficiency. However, there is still an important
subtlety to these concepts. What do we actually mean by thermal equilibrium? Superficially,
one would expect thermal equilibrium to be a state of a system where no macroscopic changes
in time are measurable and which is attained if the system is left undisturbed for a long period
of time. In other words, any sensible definition of equilibrium should include that the state is
stationary, i.e. invariant under time translation. We have to keep in mind, however, that for
instance a steady flow through a pipe is also invariant under time translation. Would this be a
state of thermal equilibrium? To answer this, it seems appropriate to analyse how the concept
of thermal equilibrium enters in the definition of temperature. The zeroth law only asserts that
there exist classes of equilibrium states which can coexist and temperature is an observable
that distinguishes those classes. This definition works just fine, if we say that an equilibrium
state is a state whose macroscopic observables don’t change in time. In principle one could
bring the pipe into thermal contact with other bodies and observe whether there is any heat
exchange. Thus, one could assign a temperature to such a flow in the sense of the zeroth law.
We remark it is inherent to this definition that a body which occupies some region in space
does have a constant empirical temperature. For instance, we would not consider a metal rod
in thermal equilibrium if our mercury thermometer measures different temperatures at its ends.
This is to emphasise how the definition of equilibrium and empirical temperature depend on
each other. The second law of thermodynamics characterises states of thermal equilibrium as
those where one cannot extract energy from. Buchholz and Solveen in [9] call such sates passive,
a terminology which we shall adopt here. As one could place a turbine into the steady flow and
thereby extract energy, the steady flow through a pipe does not qualify as an equilibrium state
in the sense of the second law of thermodynamics. Thus, we not only find distinct concepts of
temperature (empirical temperature and Carnot parameter), but also distinct notions of equi-
librium (stationary and passive states). Finally, we remark that the notions of passivity and
stationarity are manifestly observer dependent. For instance, an observer moving along with a
steady flow could not extract energy from this flow and would consequently perceive this state
as not only stationary but also as passive.
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While we have now illustrated the rough ideas behind these two definitions of temperature,
why do we bother to make this distinction? First of all, the discussion of the Unruh effect
takes place in a highly theoretical setting and there is no time-tested mercury thermometer
available that has its undisputed meaning as a temperature observable. Nevertheless, some
people say that an accelerated observer measures a temperature in an ambient vacuum state.
What Buchholz and Solveen did is to consider the definition of temperature which enters in
this assertion. Their result was that the common interpretation of the Unruh effect is based on
a second law definition of temperature. This brings us to the second point, also remarked in
[9], that the two definitions of temperature need not coincide in non-inertial situations, i.e. in
the presence of external forces. Such forces, as Buchholz and Solveen claim, effect the optimal
efficiency of cyclic processes and thereby destroy the correspondence of empirical temperature
and Carnot parameter in the above sense. While the author has been unable to come up with
a classical example of this phenomenon, it seems that the Ehrenfest-Tolman effect [45] provides
an example in the context of General Relativity. A self-gravitating star in "second law thermal
equilibrium", i.e. in a passive state, exhibits a gradient of empirical temperature. Loosely
speaking, a large insulated column of gas vertically placed on earth’s surface would, though in
a state of passivity, suffer from a minuscule (empirical) temperature gradient proportional to
1/c2, with c the speed of light.2 The impact of the Ehrenfest-Tolman effect on Carnot processes
has been researched by Ebert and Göbel in [15] and the dependence of the Carnot efficiency
on the gravitational field has been explicitly calculated. With these effects in mind, it seems
necessary to further investigate the thermal interpretation of the Unruh effect. However, before
we proceed with that, we will have to set up the theoretical framework for this in the following
sections.
1.2 Rindler Spacetime
In General Relativity spacetime is modelled by a four-dimensional Lorentzian manifoldM with
metric g. The metric, in addition, is governed by Einstein’s equation, further restricting the
possible metrics a spacetime can have. Please refer to e.g. Carroll [11] for an introduction
to Lorentzian geometry and General Relativity. The simplest example of such a spacetime is
Minkowski spaceM = R4 with the constant metric
(gµ,ν)
4
µ,ν=1 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
Minkowski space is a model of spacetime with no gravity present. This is mathematically
expressed in the fact that the Riemann tensor and all quantities related to spacetime curvature
vanish on the entire spacetime, i.e. Minkowski space is flat. An interesting spacetime in its
own right is the following subregion
R := {(y0, y1, y2, y3) ∈M | |y0| < y1},
i.e. the right wedge region. It is called the Rindler wedge or Rindler space. Its metric is simply
defined as the restriction of the Minkowski metric to R. The Lorentz boosts in y1-direction
Λt :=

cosh(t) sinh(t) 0 0
sinh(t) cosh(t) 0 0
0 0 1 0
0 0 0 1

2This is not to be confused with the adiabatic lapse in earth’s atmosphere, which could be hardly considered
as an isolated system.
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Figure 2: The Rindler spacetime as right wedge region of Minkowski space.
define a one-parameter group of isometries leaving R invariant. The orbits of {Λt}t∈R are
plotted in Figure 2. These are integral curves of the timelike Killing vector field
K = y0∂1 + y1∂0.
We say R posses a timelike symmetry. It is convenient to introduce new coordinates (t, x) in
the first two components by
(2)
y0 = e
x sinh(t),
y1 = e
x cosh(t).
We refer to these as Rindler coordinates. Here and in the following we will always abbreviate the
transversal components by ξ = (y2, y3). The coordinates (x, ξ) are not changed by application
of Λt. In fact, the Lorentz boost Λt′ in these coordinates is simply described by t 7→ t+ t′. The
Killing vector field can be correspondingly expressed as K = ∂t. Rindler space is the scene of
crime where the Unruh effect takes place and is, therefore, the spacetime of primary concern for
us. Though this wedge construction may seem somewhat artificial, its physical interpretation is
not. Let us consider accelerated observers, travelling through Minkowski space with a constant
proper acceleration. Due to the finiteness of the speed of light, there are regions of Minkowski
space that an accelerated observer can never communicate with. In physics terminology, there
exists an event horizon beyond which the accelerated observer cannot see. This horizon is
precisely the boundary of a wedge-shaped region situated somewhere in Minkowski space. The
Rindler wedge is one particular instance of such a wedge region and the family of accelerated
observers that shares the event horizon ∂R = {(y0, y1, y2, y3) ∈ M | |y0| = y1} is given by
worldlines
γ(τ) =
1
a
(sinh(aτ), cosh(aτ), 0, 0) .
Here, a is the proper acceleration and τ the proper time of the observer. In this perspective, the
Rindler time t is the proper time of an accelerated observer with constant proper acceleration
a = 1. The coordinates (t, x, ξ) describe this observers perception of Minkowski space.
1.3 Classical Field-Theory on Curved Spacetime
Before one can start talking about quantum field theory on curved spacetime it is necessary to
say what classical field theory on curved spacetime consists of. In this section we summarise
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some basic aspects of the causal structure of spacetimes and classical field theory in this setting.
In particular, we describe the classical dynamical system underlying the considerations of this
thesis.
The physical law that nothing can travel faster than light has important consequences on the
causal structure of spacetime. It is customary to make the following definitions regarding
important sets of causal dependence.
• For a point p ∈M the causal future J+(p) and causal past J−(p) are defined as
J+(p) = {x ∈M | ∃γ a future directed causal curve starting at p and ending at x},
J−(p) = {x ∈M | ∃γ a past directed causal curve starting at p and ending at x}.
• For a subset Q ⊂M we define causal future J+(Q) and causal past J−(Q) as
J+(Q) :=
⋃
p∈Q
J+(p),
J−(Q) :=
⋃
p∈Q
J−(p).
• We write J(Q) = J+(Q) ∪ J−(Q).
• A set Σ ⊂M is called achronal, if no two point of Σ are connected by a timelike curve.
• For a closed achronal set Σ ⊂M one defines the future domain of dependence D+(Σ) and
past domain of dependence D−(Σ) as
D+(Σ) := {p ∈M | every past inextendable causal curve through p intersects Σ },
D−(Σ) := {p ∈M | every future inextendable causal curve through p intersects Σ }.
• The domain of causal dependence D(Σ) of a closed achronal set Σ ⊂ M is defined as
D(Σ) = D+(Σ) ∪D−(Σ). Its interior is abbreviated as ♦(Σ) = int(D(Σ)), the "diamond
based at Σ".
While the set JM+ (Σ) describes all points being influenced by Σ, the set D+(Σ) physically
corresponds to points being influenced only by Σ. These concepts are illustrated in Figure 3.
Figure 3: Important sets of causal dependence.
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For this thesis we assume the background metric g to be fixed. Our concern is the following
dynamical equation:
(3) (g +m2)φ := (∇a∇a +m2)φ = 0.
Here, m > 0 and ∇ denotes the unique covariant derivative on M that is compatible with g.
This is the famous Klein-Gordon equation with mass m and expressed in local coordinates one
recovers a second-order hyperbolic partial differential equation. On flat spacetime with global
inertial coordinates (t, y1, y2, y3) it takes the well-known form
(∂2t −4y +m2)φ = 0,
with the Euclidean Laplace operator 4y acting on the spatial coordinates y = (y1, y2, y3). In
this special case the solutions of the Klein-Gordon equation are well understood. In particular,
there exists a well-posed initial value problem. Given f, p ∈ C∞0 (R3), there exists a unique
solution φ, such that
φ|{0}×R3 = f, ∂tφ|{0}×R3 = g.
For arbitrary spacetimes these properties are not to be expected. However, there is a known
sufficient condition for a spacetime to guarantee a well-posed initial value problem of the Klein-
Gordon equation (3). This is expressed in the conditions of global hyperbolicity and time-
orientability. Timeorientability is the property that a consistent continuous choice of future
light-cones may be assigned for the entire manifold M . Global hyperbolicity is the property
that M admits a Cauchy surface, i.e. a subset Σ ⊂ M such that any inextendable timelike
curve γ on M intersects Σ exactly once. Please refer to Bear et al. [4], section 1.3, for a
detailed account of the causal structure of Lorentzian manifolds. They also give the following
characterisation of global hyperbolicity.
Theorem 1.3 ([4],Theorem 1.3.10). Let M be a connected timeoriented Lorentzian manifold.
Then the following are equivalent:
i) M is globally hyperbolic.
ii) There exists a Cauchy hypersurface Σ ⊂M .
iii) M is isometric to R × Σ with metric −βdt2 + gt, where β is a smooth positive function,
gt is a Riemannian metric on Σ, depending smoothly on t ∈ R, and each {t} × Σ is a
smooth spacelike Cauchy hypersurface in M.
The theorem asserts that we can smoothly assign a global time coordinate to M and thus
formulate an initial-value problem for (3). Choosing a Cauchy surface Σ ⊂ M and a time
coordinate t as in the theorem, we ask for solutions φ of (3), such that given f, p ∈ C∞0 (Σ) we
have
φ|{0}×Σ = f, na∇aφ|{0}×Σ = p.
Here, na denotes the unit future-directed normal to Σ. In fact, we can not only formulate an
initial value problem under these conditions, but also assert well-posedness.
Theorem 1.4 ([4], Theorem 3.2.11). Let M be a globally hyperbolic connected timeoriented
Lorentzian manifold and let Σ ⊂ M be a spacelike Cauchy hypersurface. Let na be the future
directed timelike unit normal field along Σ. Let P be a normally hyperbolic operator acting on
smooth functions of M . Then for each f, p ∈ C∞0 (Σ) and for each h ∈ C∞0 (M) there exists a
unique φ ∈ C∞(M) satisfying
Pφ = h, φ|{0}×Σ = f, na∇aφ|{0}×Σ = p.
Moreover, supp(φ) ⊂ J(K) where K = supp(f) ∪ supp(p) ∪ supp(h).
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We remark that in particular P = (g +m2) is a normally hyperbolic operator. The last part
of the theorem, asserting support properties of the solutions, guarantees that solutions always
remain compactly supported when restricted to Cauchy surfaces {t} × Σ. Theorem 1.4 and
1.3 give strong justification that global hyperbolicity is a physically reasonable assumption for
spacetimes. After all, a key feature of any sensible physical theory should be predictivity, i.e.
the ability to make predictions to the future based on observations of the present. Furthermore,
Theorem 1.4 enables us to define a phase space structure in the sense of classical mechanics.
Indeed, let S := C∞0 (Σ) × C∞0 (Σ) be the space of initial data on some Cauchy surface Σ ⊂
M . Then we can define a time evolution Tt : S → S on S in the following way. Given
(f, p) ∈ S we have a unique solution φf,p ∈ C∞(M) solving the corresponding homogeneous
initial value problem. In light of the foliation M = R × Σ we may assign to Tt(f, p) the value
(φf,p|{t}×Σ, na∇aφf,p|{t}×Σ), understood as an element in S. Compact support of Tt(f, p) is
guaranteed by the support properties asserted at the end of Theorem 1.4. We may also define
a symplectic form
(4) σ
((
f1
p1
)
,
(
f2
p2
))
:=
∫
Σ
(f1p2 − f2p1) dηΣ,
where dηΣ denotes the metric-induced surface measure on Σ. We remark that σ is kept invariant
by the time evolution Tt. Indeed, for solutions φ1, φ2 to equation (3) the current
ja := φ1∇aφ2 − φ2∇aφ1
satisfies ∇aja = 0. By a typical "Gauss’ law argument", one asserts that (4) is independent of
the time slice {t}×Σ. The triple (S, σ, Tt) is what we will call a classical linear dynamical system
in section 2.2. We remark, while we identify S as space of initial data, the well-posedness of the
initial-value problem legitimates also to identify S as the space of solutions to the Klein-Gordon
equation.
A third perspective on S is gained by the following considerations. The well-posedness of the
initial value problem for the Klein-Gordon equation brings, as a consequence, the existence of
advanced and retarded fundamental solutions (resp. Green’s operators):
Theorem 1.5 ([4], sec. 3.4). Let M be a globally hyperbolic connected timeoriented Lorentzian
manifold. Then there exist unique linear maps
Eadv/ret : C∞0 (M)→ C∞(M),
such that for all f ∈ C∞0 (M) the following items hold:
i) (g +m2)Eadv/retf = f = Eadv/ret(g +m2)f
ii) supp(Eadv/retf) ⊂ J−/+(supp f).
Eadv/ret are called the advanced/ retarded Green’s operators.
With help of the advanced and retarded Green’s operators, one can define a linear mapping E
into the space S of solutions to the Klein-Gordon equation (3) that have compact support on
Cauchy surfaces
E := Eadv − Eret : C∞0 (M)→ S.
Indeed, one easily checks that (g + m2)Ef = 0 for all f ∈ C∞0 (M). By item ii) of the
above theorem, Ef also has compact support on every Cauchy surface Σ ⊂ M . E is called
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the propagator of the Klein-Gordon equation. The space C∞0 (M) may be equipped with an
anti-symmetric bilinear form3
E˜(f, h) :=
∫
M
fEhdηg,
with dηg denoting the volume measure induced by the metric g. Note that E˜ is not a genuine
symplectic form on C∞0 (M), since E may have a non-trivial kernel. However, quotienting out
this Kernel we have the symplectic space L := C∞0 (M)/kerE with symplectic form
E([f ], [g]) := E˜(f, g)
for all [f ], [g] ∈ L. Furthermore, we have the following theorem:
Theorem 1.6 ([4], sec. 3.4). Let M be a globally hyperbolic connected timeoriented Lorentzian
manifold, E the Klein-Gordon propagator and Σ ⊂ M a Cauchy surface with future directed
normal-field na. Then we have a real linear isomorphism
E¯ : L −→ S,
[f ] 7→ (Ef |Σ, na∇aEf |Σ).
Moreover, the equality
E([f ], [g]) = σ(E¯[f ], E¯[g])
holds for all f, g ∈ C∞0 (M), inducing a symplectomorphism
(L, E) E¯' (S, σ).
We now illustrate these abstract concepts at the example of the Rindler spacetime. With the
coordinates introduced in (2) the line element reads
ds2 = e2xdt2 − e2xdx2 − (dy2)2 − (dy3)2
and the Rindler wedge is foliated as R ' R×R3. By Theorem 1.3 iii) R is a globally hyperbolic
manifold with β = e2x and gt = e2xdx2 + (dy2)2 + (dy3)2. The fact that neither β nor g actually
depend on t is not a general feature of globally hyperbolic spacetimes. In fact, this is an
instance of what is called a standard static spacetime, an even further restricted subclass of
globally hyperbolic spacetimes. The Klein-Gordon equation (3) in Rindler coordinates takes
the following form
(5)
(
∂2t − ∂2x + e2x(m2 −4ξ)
)
φ = 0.
The initial conditions are
φ|t=0 = f, na∇aφ|t=0 = e−x∂tφ|t=0 = p,
with initial data f, p ∈ C∞0 (R3). We can also compute the symplectic form (4) on the phase
space S = C∞0 (R3)× C∞0 (R3) as
σ
((
f1
p1
)
,
(
f2
p2
))
:=
∫
R3
(f1p2 − f2p1) exdxd2ξ.
3Anti-symmetry can be deduced from item i) of Theorem 1.5 and the symmetry of (g +m2) with respect
to L2 inner products.
11
In light of the ex factor in the second initial condition and the symplectic form, it will be
convenient to perform a transformation on the system (S, σ, Tt) as in Kay [29] to a system
(S, σ˜, T˜t) with the simplified expression for the symplectic form
σ˜
(
Φ˜1, Φ˜2
)
:=
∫
R3
(f1p˜2 − f2p˜1) dxd2ξ.
This is achieved by simply defining p˜ := pex. While this does not affect the set S, we have to
keep in mind that time evolution Tt is now changed as T˜tΦ˜ := T˜tΦ. This can be illustrated by
a commuting diagram, where Q symbolises the transformation between the two systems.
The system (S, σ˜, T˜t) is the classical linear dynamical system underlying all the considerations
in chapter 3. It will thus be convenient to drop the ·˜ notation in what is following.
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2 Dynamical Systems in Quantum Field Theory
Having discussed some of the relevant physical concepts that give rise to the considerations of
this thesis, we now wish to introduce the mathematical structures necessary to model these
phenomena. We are not exaggerating by saying that this has been a topic of concern in math-
ematical physics for more than a century. What are the underlying mathematical structures
of physical systems? Let us briefly recall how this question has been answered in the mod-
ern history of physics. For problems of classical mechanics there exists an aesthetically as
well as phenomenologically pleasing theory that provides a very general framework without
making reference to coordinate choices and thereby avoiding non-canonical constructions (cf.
Abraham-Marsden [1]). In this framework a physical system is described by its phase space,
a 2n-dimensional symplectic manifold (M,σ). Dynamics are incorporated by a one-parameter
family of symplectomorphisms, i.e. structure preserving maps that continuously depend on a
time parameter t. A physical observable is modelled simply as a function f : M → R, i.e. the
value of a measurement on the physical system in a state x ∈ M is given as f(x). For prob-
lems in quantum mechanics finding a similar framework has occupied theoretical physicists
and mathematicians to an enormous extent. What is usually taught in introductory classes
on quantum mechanics is that a quantum mechanical system is modelled by a Hilbert space
(H, <,>). States of the system correspond to normalised vectors (more generally rays) or con-
vex combinations thereof. Observables are self-adjoint operators on H. The expectation value
in a measurement of an observable A is < ψ,Aψ > for a vector ψ ∈ H. The time evolution of
the system is governed by a one-parameter group of unitary operators. Searching for analogues
of particular classical systems, e.g. the harmonic oscillator, one has established a so called
correspondence principle that provides instructions how an analogue of a classical system is to
be modelled in quantum mechanics. While there is no longer any discussion on the success of
this formalism in modelling the quantum physics of systems with a finite number of degrees of
freedom, theorists have run into serious mathematical difficulties in generalising these concepts
to an infinite number of degrees of freedom, as is required for a satisfactory theory of quan-
tum statistical mechanics or quantum field theory. To overcome these difficulties the so called
algebraic approach, to be discussed in this chapter, has proven extremely useful.
This chapter will be organised as follows. In a first section we define the notion of an algebraic
dynamical system, discuss the definition of states, observables, time evolution and further
concepts in this general framework. Paralleling these efforts is section 2.2, describing yet
another type of dynamical system. We refer to these as classical linear dynamical systems
in line with Kay (cf. [29]), modelling the classical theory for which a quantum analogue is
wanted. These classical systems can be embedded in so called one-particle structures, discussed
in section 2.3. One-particle structures will form the basis to define states in the quantum
theory. The definitions of section 2.1 and 2.2 are brought together in section 2.4, where we
describe an abstract correspondence principle, i.e. how one can pass from a classical linear
dynamical system to an algebraic dynamical system. This procedure is usually referred to
as Weyl quantisation and the resulting algebra of observables is called the Weyl algebra. On
the Weyl algebra, every one-particle structure gives rise to a so called quasi-free state. Most
important for the discussion in chapter 3 is the concept of quasi-equivalence of states, defined
in section 2.5. We present a characterisation of quasi-equivalence for quasi-free states, due to
Araki and Yamagami [3]. We also discuss quasi-equivalence in relation to other concepts of
equivalence. In section 2.6 we explain how the concepts of locality and localised observables
are modelled in the algebraic setting. This leads to the notion of quasi-local algebras. In
a final section we give a brief summary how the thermodynamic concepts of section 1.1 can
be incorporated in the algebraic framework. We also present the algebraic formulation of the
Unruh effect and present the analysis of Buchholz and Solveen [9] that questions the thermal
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interpretation of the Unruh effect.
Throughout this chapter a key focus will be to define and characterise the notion of KMS state,
which is a central definition for the main theorem of this thesis. This chapter is not in any
sense original work of the author, but merely constitutes a brief summary of widely accepted
formalisms in the context of algebraic quantum field theory. Most of this work goes back to
the early pioneers of algebraic quantum field theory and is introduced e.g. in Emch [16]. The
detailed study and the uniqueness results of one-particle structures, introduced in section 2.3,
are largely due to Kay ([29, 28, 27]). These concepts are applied to the quantum field theory on
curved spacetimes by Kay and Wald in [31]. An up-to-date review of this can be found in
Sanders [42], emphasising the abstract principles of dynamical systems as well as providing a
detailed discussion of the notion of KMS state.
2.1 Algebraic Dynamical Systems
Reviewing the Hilbert space formalism of quantum mechanics, another perspective is gained
by considering the observables, in this case self-adjoint operators on the Hilbert space H, as
generating an abstract *-algebra A satisfying certain commutation relations. States of the
physical system, in this perspective, are normed positive functionals on A, i.e. given a vector
ψ ∈ H one defines a state ωψ : A → R
ωψ(A) := 〈ψ,Aψ〉 .
This change of perspective leads to the definition of an algebraic dynamical system (cf. [42],
Def. 2.1.).
Definition 2.1. An algebraic dynamical system (A, αt) consists of a unital C*-algebra, along
with a one-parameter group {αt}t∈R of *-isomorphisms of A.
In the physics literature one often finds more general *-algebras (cf. appendix A.1 and also
[16, 3]). The definitions of this section also apply in those cases. For example, unbounded
observables on a Hilbert space do not form a C*-algebra. However, the examples and appli-
cations in this thesis will mostly feature C*-algebras. Therefore, we restrict our definitions to
this case. As should be clear by now, the interpretation of elements A ∈ A with A∗ = A is
that of measurable quantities of a physical system. We now put the notion of state into a firm
definition.
Definition 2.2. Let A be a C*-algebra with unit denoted by 1. A state ω on A is a linear
functional ω : A → C, such that the following two properties hold:
i) ω is positive, i.e. ω(A∗A) ≥ 0 for all A ∈ A.
ii) ω is normalised, ω(1) = 1.
We denote the set of states by S(A).
We remark that this definition is sufficient to ensure that a state is, in particular, a continuous
functional of the algebra (cf. Emch [16], p. 60, p. 81). The set of states is a convex set, and
compact in the weak*-topology. Many other interesting topological features of the set of states
are discussed for instance by Emch [16].
Example 2.3 (Continuous functions on a compact topological space). Let X be a compact
Hausdorff space, {Φt}t∈R a continuous one-parameter group of homeomorphisms of X. The
space A := C(X) of continuous complex-valued functions over X is a commutative C*-algebra.
The dynamics are induced by Φt in the following way. For f ∈ C(X) we define
(αtf)(x) = f(Φt(x)).
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One immediately checks that αt is indeed a C*-isomorphism with inverse α−t for all t ∈ R. If
µ is a probability measure4 on X, we may define a state ωµ by
ωµ(f) =
∫
X
f(x)dµ(x).
It is the content of the famous Riesz-Markov theorem (cf. Reed-Simon [41], Theorem IV.14)
that actually all states on C(X) arise in this particular manner. Significance of this exam-
ple is further increased by the Gelfand-Neimark theorem (cf. Hirzebruch-Scharlau [23], Satz
29.4), asserting that every commutative C*-algebra is isomorphic to C(X) with some compact
Hausdorff space X.
This example shall illustrate all the relevant definitions of this section and we will come back
to it later on. However, we remark that this example features a commutative C*-algebra,
whereas the algebras later on will in general be non-commutative. Let us now introduce further
definitions. There are many properties of interest a state can have and many subclasses of states
to be considered, particularly in the presence of dynamics.
Definition 2.4. Let (A, αt) be an algebraic dynamical system and ω ∈ S(A) a state.
i) ω is called pure, whenever ω = λω1 + (1 − λ)ω2, for some λ ∈ (0, 1) and ω1, ω2 ∈ S(A)
implies ω = ω1 = ω2. In essence, ω is pure if it cannot be expressed as a non-trivial
convex combination of other states.
ii) ω is called a stationary state, if α∗tω := ω ◦ αt = ω holds for all t ∈ R.
Example 2.5. In the situation of Example 2.3 these definitions can be illustrated, using the
underlying topological space X and the fact that states are in one-to-one correspondence with
probability measures.5 Indeed, a state on C(X) is pure if and only if its corresponding measure
is a Dirac measure δx for some x ∈ X. Stationary states are those whose measure is held
invariant under the homeomorphisms Φt, i.e. µ(Φt(E)) = µ(E) for all measurable sets E ⊂ X
and all t ∈ R. Combining these two notions, it is not difficult to see that a stationary state
is pure, if and only if the corresponding point measure is supported on a fixed point of the
family {Φt}t∈R. Defining the set of fixed points X0 = {x ∈ X | Φt(x) = x for all t}, we see
that measures supported only within X0 do always lead to stationary states, as they are held
invariant under Φt. However, this is in general a stronger condition than merely demanding
invariance of the measure. This indicates another interesting concept for a subclass of stationary
states. This leads to the definition of ground states, to be discussed below.
Figure 4: Illustration of Example 2.5.
4We take that to mean a regular Borel measure with µ(X) = 1.
5Proofs for all claims in this example are well established and can be found e.g. in [25].
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2.1.1 Ground states
To introduce the notion of a ground state in full generally, which we will need for non-
commutative algebras, we have to make use of the famous Gelfand-Neimark-Segal (GNS) con-
struction. This is characterised by the following theorem:
Theorem 2.6 (GNS construction, [7] Theorem 2.3.16). Let A be a C*-algebra, ω a state on
A. Then there exists a cyclic representation (piω,Hω,Ωω) of A with cyclic vector Ωω ∈ H, such
that
(6) ω(A) = (Ωω, piω(A)Ωω)H
for all A ∈ A. Moreover, every other cyclic representation satisfying (6) is unitarily equivalent
to (piω,Hω,Ωω).
We remark that this theorem has suitable generalisations to topological *-algebras (cf. Powers
[38], Iguri-Castagnino [24]). However, as our applications stay within the established C*-algebra
framework, there is no need to insist on further complications. Applying this theorem to a sta-
tionary state ω on an algebraic dynamical system (A, αt), we gain further cyclic representations
satisfying (6), if we consider the representations piω ◦ αt, t ∈ R. By the uniqueness property of
the GNS construction we find a unique unitary Ut on Hω for every t, such that
(7) piω(αt(A)) = Utpiω(A)U−1t , UtΩω = Ωω
for all A ∈ A. Thus, time evolution in the GNS representation is implemented by a one-
parameter group of unitary operators on H. It is the content of Stone’s theorem (Reed-Simon
[41], Theorem VIII.8) that such groups are generated by a self-adjoint operator H
Ut = exp(iHt)
if, in addition, {Ut}t∈R is strongly continuous. In this situation, we may define the notion of
ground state as follows (cf. Sanders [42], Def. 2.3.).
Definition 2.7. Let (A, αt) be an algebraic dynamical system, ω ∈ S(A) be a stationary state
and suppose that the unitary group Ut, implementing time evolution in the GNS representation
(piω,Hω,Ωω), is strongly continuous with self-adjoint generator H.
i) ω is called a ground state, if H is a positive operator.
ii) ω is called a non-degenerate ground state, if, in addition to i), the kernel of H is one-
dimensional.
That this truly corresponds to the notion of ground state that was extracted from Example 2.5
in the commutative case (A = C(X)), is not at all obvious. This is proven by Sanders ([42],
Lemma 2.1 and Theorem 2.2) and features an interesting interplay of techniques, originating
in measure theory, complex analysis and topology. Although, this is not needed for our further
discussions, the proof makes the KMS condition introduced in the next section appear less
artificial and offers a good opportunity to further illustrate the concept of ground states.
Theorem 2.8. Let (C(X), αt) be the algebraic dynamical system consisting of the C*-algebra
of complex-valued continuous functions on a compact topological space X along with dynamics
induced by {Φt}t∈R, a continuous one-parameter group of homeomorphisms of X. Let ω ∈ S(A)
be a state with corresponding probability measure µω on X. Then ω is a ground state, if and
only if µ has support in X0, the set of fixed points of {Φt}t∈R.
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Proof. The proof consists of two parts: a) another abstract algebraic characterisation of ground
states and b) an application thereof, which connects to the measure theoretic characterisation.
a) We claim that for all A,B ∈ A = C(X), t ∈ R the equality
(8) ω(Aαt(B)) = ω(AB)
holds, if and only if ω is a ground state.
Indeed, let ω be a ground state. Define a function f(t) := ω(Aαt(B)). Our claim is
that f is constant. We argue that f extends to a bounded entire analytic function on C
and, hence, must be constant by Liouville’s theorem. To see this, let us pass to the GNS
representation (piω,Hω,Ωω). Using equation (7) we have explicitly
f(t) = (Ωω, piω(Aαt(B))Ωω)H
=
(
piω(A
∗)Ωω, Utpiω(B)U−1t Ωω
)
H
= (piω(A
∗)Ωω, exp(itH)piω(B)Ωω)H .
In the last line we introduced the self-adjoint generator H of Ut, which exists as ω was
assumed to be a ground state. Replacing t 7→ z = t + is, we extend f to the upper
half-plane by
F+(z) = (piω(A
∗)Ωω, exp(izH)piω(B)Ωω)H .
Employing that ω is a ground state, we have H ≥ 0 and F+ is a well-defined bounded
holomorphic function by appendix Lemma A.3. By commutativity of A it holds that
f(t) = ω(αt(B)A). Similar to the manipulations before we have
f(t) = (piω(B
∗)Ωω, exp(−itH)piω(A)Ωω)H ,
which we may extend to the lower half-plane as
F−(z) = (piω(B∗)Ωω, exp(−izH)piω(A)Ωω)H .
Again, due to the positivity of H, F− is a bounded holomorphic function that extends f .
We may thus glue F− and F+ along the real line to a continuous function F on C. By
Morera’s theorem F is an entire analytic function.6
Conversely, if (8) holds, we find for A,B,C ∈ A
ω(Aαt(B)C) = ω(Aαt(Bα−t(C)))
= ω(ABα−t(C)) = ω(ABC).
Passing to the GNS representation, we find
(piω(A
∗)Ωω, piω(αt(B))piω(C)Ωω)H = (piω(A
∗)Ωω, piω(B)piω(C)Ωω)H .
The cyclicity of Ωω now implies piω(αt(B)) = piω(B) for all t and hence Ut = I. This is,
trivially, a strongly continuous group with generator H = 0. Thus, ω is a ground state.
b) In the situation A = C(X), αt = Φ∗t and ω being induced by a probability measure µ, the
characterisation of ground states proved in a) reads
(9)
∫
X
(
(f ◦ Φt)(x)g(x)− f(x)g(x)
)
dµ(x) = 0
6A contour integral over F crossing the real line may be split into two parts that remain in upper and lower
half-plane, respectively. Using that F+ and F− are holomorphic, these parts vanish and the contour integral is
zero. Morera’s theorem then asserts that F must be holomorphic.
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for all t ∈ R, f, g ∈ C(X). If µ has support in the set of fixed points, this is clearly
satisfied, and ω is a ground state. Conversely, let ω be a ground state. Assume that
there exists a y ∈ supp(µ) ∩ X \ X0. Constructing a neighbourhood U of y, such that
U∩Φt(U) = ∅ for some t 6= 0, we find, as an application of Urysohn’s lemma, a continuous
function h : X → [0, 1] such that h(y) = 1 and supp(h) ⊂ U . Applying (9) to f = g = h,
we have
−
∫
X
|h(x)|2dµ(x) =
∫
X
(
(h ◦ Φt)(x) · h(x)− |h(x)|2
)
dµ(x) = 0,
implying h = 0 µ-almost everywhere. This contradicts h(y) = 1 and y ∈ supp(µ) (since
h is continuous).
As the first part of the proof shows, a ground state on a commutative algebraic dynamical
system is equally well characterised by the property that the time evolution in the GNS rep-
resentation is trivial, i.e. Ut = I for all t ∈ R. This further emphasises the even more static
character of ground states in contrast to arbitrary stationary states. In loose terms, the GNS
representation reduces the algebraic dynamical system to all features relevant when "taking
the ω-perspective". For a ground state (in the commutative case), there is no interesting time
evolution. So far, the condition of non-degeneracy did not occur in our illustrations. In the
commutative case we have seen that the generator H of a ground state is trivial, i.e. H = 0.
Thus, a ground state can only be non-degenerate if the GNS representation is one-dimensional.
This implies that it is, in particular, irreducible. However, it is a well known result that a
state ω on a C*-algebra has irreducible GNS representation if and only if ω is pure (cf. Emch
[16], Section 2.1.b.). Thus, non-degenerate ground states are pure. This does also hold in the
non-commutative case:
Lemma 2.9 ([42], Theorem 2.1.). Let (A, αt) be an algebraic dynamical system. Then every
non-degenerate ground state ω ∈ S(A) is a pure state.
2.1.2 KMS states
Leaving the grounds of commutative C*-algebras, we finally introduce the precise definition
of KMS states. Historically, this condition originates from quantum statistical mechanics. To
model thermal equilibrium states of quantum mechanical gases confined to a finite volume, one
uses the notion of a Gibbs state at inverse temperature β > 0. Gibbs states were observed
to satisfy the so called Kubo-Martin-Schwinger (KMS) boundary condition. Attempting to
generalise Gibbs states to infinite volume, i.e. taking the thermodynamic limit, the usual
definition cannot be applied. However, the KMS condition can still be stated and survives
this limiting procedure. Therefore, in algebraic quantum field theory and quantum statistical
mechanics, the KMS condition is usually interpreted as to describe thermal equilibrium states.
As was pointed out earlier, in quantum field theory, this interpretation is not entirely without
debate. In particular, the local behaviour of KMS states raises questions that have not been
answered to full satisfaction (cf. Sanders, [42] section 6.1.).
Definition 2.10. Let (A, αt) be an algebraic dynamical system and let β > 0. A state ω ∈
S(A) is called a β-KMS state if the following condition is satisfied: For all A,B ∈ A there
exists a bounded continuous function
FA,B : Sβ := R× i[0, β] −→ C,
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which is holomorphic on the interior of Sβ and satisfies the boundary conditions
FA,B(t) = ω(Aαt(B)), FA,B(t+ iβ) = ω(αt(B)A)
for all t ∈ R.
As a first observation, let us assert that this definition brings nothing new to the commutative
case. Indeed, commutativity implies that we can periodically extend the functions FA,B to the
entire complex plane. Again, based on Morera’s theorem, we can assert that this extension
is holomorphic and bounded everywhere. Another application of Liouville’s theorem implies
that FA,B must be constant. The constant value is given by FA,B(0) = ω(AB). Appealing to
equation (8), we recognise that any β-KMS state is a ground state. Conversely, the constant
function FA,B(z) := ω(AB) satisfies the KMS boundary condition for every β and makes every
ground state a β-KMS state, again using (8). This coincidence does no longer hold in the non-
commutative case. However, a similar analytic continuation argument leads to the following
lemma.
Lemma 2.11. Let (A, αt) be an algebraic dynamical system, ω ∈ S(A) a β-KMS state with
β > 0. Then ω is a stationary state, i.e.
ω(αt(C)) = ω(C)
for all t ∈ R, C ∈ A.
Proof. Similar to the above arguments the KMS condition yields for A = I, B = C a function
FI,C which we may periodically extend to a bounded and entire analytic function. Again, this
is constant by Liouville’s theorem. Restricted to the real line, this is the content of the above
lemma.
In addition to the conceptual questions regarding the interpretation of KMS states, there also
arises a variety of mathematically challenging questions. Do KMS states always exist for all
β > 0? If so, how many of them are there? Can a state satisfy the KMS condition for different
values of β? Are KMS states pure or perhaps extremal among stationary states? Unfortunately,
it is beyond the scope of this thesis to address these problems in full generality. Emch in [16],
section 2.2.e, addresses quite a few of these issues and also interesting results in the presence
of further symmetries of the system. In this thesis we will be content with answering some of
these questions in the process of specialising to KMS states on the Weyl algebra over a classical
linear dynamical system.
2.2 Classical Linear Dynamical Systems
Following standard textbooks on classical mechanics, such as Abraham-Marsden [1], non-
dissipative classical dynamical systems are described as symplectic manifolds (S, σ) of even
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dimension, along with one-parameter groups of structure preserving isomorphisms, implement-
ing time translation. The orbits under time translation often arise as integral curves of the
so called Hamiltonian vector field, which in turn is defined through the Hamilton function
H : S → R.
Example 2.12. The most elementary example of a classical dynamical system is the harmonic
oscillator. In the above formalism we have:
S := R2, TpS ' S for all p ∈ S,
σ
((
q1
p1
)
,
(
q2
p2
))
:= q1p2 − q2p1,
H(q, p) :=
1
2
ω2q2 +
1
2
p2.
Here, ω > 0 is the frequency of the oscillator and we have already used the fact that, due to
linearity of the space, one can understand the symplectic form as a bilinear form on the space
itself (rather than acting on tangent spaces). Time translation is given by the rotations
Tt :=
(
cos(ωt) − 1
ω
sin(ωt)
ω sin(ωt) cos(ωt)
)
,
i.e. given initial values (p, q) ∈ S the system evolves along the trajectory
t 7→
(
p(t)
q(t)
)
:= Tt ·
(
p
q
)
.
These trajectories solve Hamilton’s equations
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
.
The notion of classical linear dynamical system, which we introduce now, differs from the
general concept of a symplectic manifold (S, σ) in two aspects. On the one hand, it is simpler,
as we only consider linear spaces S, as in Example 2.12, and discard the generally rich geometric
structure of symplectic manifolds. On the other hand, a classical linear dynamical system in
our definition will be more general, also allowing for spaces S of infinite dimension. In Example
2.12, Hamilton’s equations give rise to the dynamics of the system. The phase space S can be
understood as the space of all possible initial configurations of the dynamical system. By well-
posedness of the initial value problem of the Hamilton equations, one may identify the space
of solutions to the dynamical equations with the space of initial values. This construction is
mirrored for the classical field theory of a Klein-Gordon field in an arbitrary globally hyperbolic
spacetime, as was described in section 1.3. There, the place of the Hamilton equations is taken
by the Klein-Gordon equation (3). We now take a more abstract point of view on these systems.
Definition 2.13. A classical linear dynamical system is a triple (S, σ, Tt) consisting of a real
vector space S, a non-degenerate symplectic form σ : S × S → R and a one-parameter group
of symplectomorphisms {Tt}t∈R acting on S.
Spelling out these conditions, a classical linear dynamical system satisfies in particular
σ(Φ1,Φ2) = −σ(Φ2,Φ1) for all Φ1,Φ2 ∈ S,
σ(Φ1,Φ2) = 0 for all Φ2 ∈ S ⇐⇒ Φ1 = 0,
σ(Φ1,Φ2) = σ(TtΦ1, TtΦ2) for all Φ1,Φ2 ∈ S, t ∈ R.
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As Example 2.12 suggests, classical linear dynamical systems are often interpreted in the physics
literature as a possibly infinite number of coupled harmonic oscillators. It is well known how
a quantum mechanical harmonic oscillator is to be treated. By analogy, one tries to perform
quantisation of systems with an infinite number of degrees of freedom. We will not follow this
route here, but rather present the more systematic approach, based on the concept of one-
particle structures. Before we proceed with that, we remark that the classical linear dynamical
system which is of primary interest to us was introduced in section 1.3. We briefly recall this
specific construction. In the example the real vector space is S = C∞0 (R3) × C∞0 (R3), the
symplectic form σ is given as
σ(Φ1,Φ2) =
∫
R3
(f1p2 − f2p1) dxd2ξ
for Φ1 = (f1, p1),Φ2 = (f2, p2) ∈ S. Time evolution Tt is given through the Klein-Gordon
equation. Namely, for Φ = (f, p) ∈ S we solve the initial value problem(
∂2t − ∂2x + e2x(m2 −4ξ)
)
φ(t, x, ξ) = 0,
φ|{0}×R3 = f, ∂tφ|{0}×R3 = p
and define
Tt′Φ := (φ|{t′}×R3 , ∂tφ|{t′}×R3) ∈ S.
2.3 One-particle Structures
In this section we discuss the notion of one-particle structures. We will see that mathematically
this is an embedding of a classical linear dynamical system into a larger system that provides
more analytic tools. We begin with an example featuring the prototypical structure.
Example 2.14. Let (H, 〈, 〉) be a complex Hilbert space. Then we can turn H into a real
symplectic space, by defining the symplectic form as twice the imaginary part of the inner
product
σ(x, y) := 2=〈x, y〉.
Given a one-parameter group of unitary operators {Ut}t∈R on H, this already makes (H, σ, Ut)
a special instance of a classical linear dynamical system. In addition, the system carries a
significant amount of analytic structure. For example, the real part <〈, 〉 also defines a real
inner product on H as a real Hilbert space.
The idea of one-particle structures is to embed a symplectic space (S, σ) into another one,
arising as in the above example.
Definition 2.15 (cf. Kay and Wald [31], p. 75). Let (S, σ) be a symplectic space. A one-
particle structure (k,H) for (S, σ) consists of a complex Hilbert space (H, 〈, 〉) and an injective
real linear mapping k : S → H, such that
i) rg k + i rg k is dense in H,
ii) σ(Φ1,Φ2) = 2=〈kΦ1, kΦ2〉.
As follows from this definition, a one-particle structure gives rise to a real inner product on S.
Indeed, we may define µ : S × S → R by
µ(Φ1,Φ2) := <〈kΦ1, kΦ2〉
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and check that it satisfies all necessary properties to define a non-degenerate inner product on
S. Furthermore, by virtue of the Cauchy-Schwarz inequality, we have
(10) |σ(Φ1,Φ2)| ≤ 2µ(Φ1,Φ1)1/2 · µ(Φ2,Φ2)1/2.
Therefore, σ is bounded with respect to the norm induced by µ. In fact, we have the following
lemma.
Lemma 2.16 (Kay and Wald [31], Proposition 3.1). Let (S, σ) be a real symplectic space,
µ : S × S → R a real inner product satisfying (10). Then there exists a one-particle structure
(k,H) for (S, σ), such that
(11) µ(Φ1,Φ2) = <〈kΦ1, kΦ2〉
for all Φ1,Φ2 ∈ S. Moreover, if (k′,H′) is a second one-particle structure satisfying (10) and
(11), then there exists a unitary U : H → H′, such that U ◦ k = k′. In essence, the one-particle
structure is uniquely determined by (10) and (11), up to unitary equivalence. In this sense we
have a one-to-one correspondence
{µ | inner products on S satisfying (10)} ↔ {(k,H) | one-particle structures for (S, σ)} .
As will become clear in section 2.4, one-particle structures give rise to so called quasi-free
states (introduced in Definition 2.29), defined on the so called Weyl algebra A[S, σ] over the
real symplectic space (S, σ). We will now introduce one-particle structures that also feature
time evolution. Paralleling the definitions of stationary-, ground- and KMS states, we define
successively corresponding one-particle structures. It is not before the end of this chapter that
the full connection between these definitions can be understood. Eventually, we will see that
for the special class of quasi-free states, all the definitions introduced in section 2.1 can be
elegantly expressed in terms of the one-particle structure.
Definition 2.17. Let (S, σ, Tt) be a classical linear dynamical system and (k,H) a one-particle
structure over (S, σ).
i) If there exists a one-parameter unitary group {Ut}t∈R on H, such that
kTt = Utk
for all t ∈ R, then we refer to (k,H, Ut) as a dynamical one-particle structure over (S, σ, Tt).
ii) If, in addition to i), {Ut}t∈R is strongly continuous with self-adjoint generatorH andH ≥ 0,
we call (k,H, eitH) a ground one-particle structure over (S, σ, Tt).
iii) For β > 0 we say that a dynamical one-particle structure (k,H, Ut) over (S, σ, Tt) is a KMS
one-particle structure with parameter β > 0 (or short β-KMS one-particle structure), if
for all Φ1,Φ2 ∈ S there exists a continuous function
FΦ1,Φ2 : Sβ := R× i[0, β] −→ C,
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such that FΦ1,Φ2 is holomorphic in the interior of Sβ and satisfies the boundary conditions
FΦ1,Φ2(t) = 〈kΦ1, kTtΦ2〉 , FΦ1,Φ2(t+ iβ) = 〈kTtΦ2, kΦ1〉
for all t ∈ R.
iv) Any of the above structures is called non-degenerate, if {Ut}t∈R has a self-adjoint generator
H, such that 0 is not an eigenvalue of H.
Remark 2.18. These definitions go back to Kay [27] and are reviewed by Kay and Wald in [31]
or Sanders in [42]. The latter extends the definitions of Kay and Wald to a more general setting.
Unfortunately, the definitions vary in the literature. First of all, the expression dynamical one-
particle structure has been made up by the author, to avoid the customary term equilibrium
one-particle structure. Whether this is a good condition for equilibrium remains to be seen.
(H,=〈·, ·〉, Ut) is certainly a classical linear dynamical system in its own right, which is why the
attribute dynamical seems fitting. The attribute stationary one-particle structure might also
be appropriate, in light of the relation revealed in Theorem 2.32. A second inconsistency is that
for Kay non-degeneracy is always included in his definitions. In [31], non-degeneracy is also
referred to as regularity or "no zero modes"-condition. At last, [27, 31] use a different KMS
condition that seems to need additional assumptions on the domain of the generator. See also
the footnote in [31], p. 80. In this thesis we try to stay close to the work of Sanders, however,
removing the more general allowance for per-symplectic7 spaces, which is not required for our
work.
Before we give the example of Kay’s standard KMS one-particle structure, we will show the
usefulness of the non-degeneracy condition.
Lemma 2.19 (Kay [27], Theorems 1a) and 1b)). Let (S, σ, Tt) be a classical linear dynamical
system and suppose there exists a non-degenerate ground (resp. β-KMS) one-particle struc-
ture (k,H, eiHt). Then any other such non-degenerate ground (resp. β-KMS) one-particle
structure is unitarily equivalent to (k,H, eiHt).
Proof. We include the proof for KMS one-particle structures, as Kay’s definition is different
to ours and thus, strictly spoken, his result does not apply. However, the main idea of the
proof remains similar. Let (ka,Ha, eiHat), (kb,Hb, eiHbt) be two non-degenerate KMS one-particle
structures with parameter β > 0. Then we may define T = kb ◦ k−1a : rg ka → Hb. We will first
show that
(12) 〈kbΦ1, kbΦ2〉Hb = 〈kaΦ1, kaΦ2〉Ha
for all Φ1,Φ2 ∈ S. Later we will argue how this implies that T extends to a unitary mapping,
by virtue of the denseness condition in Definition 2.15 i).
7A pre-symplectic space is a real vector space with possibly degenerate symplectic form
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Employing the KMS condition we find two C-valued continuous functions F aΦ1,Φ2 , F
b
Φ1,Φ2
on
Sβ := R× i[0, β], holomorphic in the interior, such that
F aΦ1,Φ2(t) = 〈kaΦ1, kaTtΦ2〉Ha , F aΦ1,Φ2(t+ iβ) = 〈kaTtΦ2, kaΦ1〉Ha ,
F bΦ1,Φ2(t) = 〈kbΦ1, kbTtΦ2〉Hb , F bΦ1,Φ2(t+ iβ) = 〈kbTtΦ2, kbΦ1〉Hb .
Consider F := F aΦ1,Φ2 −F bΦ1,Φ2 . We note that for t ∈ R the equality F (t+ iβ) = F (t) holds and
=F (t) = = 〈kaΦ1, kaTtΦ2〉H1 −=〈kbΦ1, kbTtΦ2〉H2
=
1
2
(σ(Φ1, TtΦ2)− σ(Φ1, TtΦ2)) = 0.
Thus, F (t + iβ) = F (t) for all t ∈ R and F may be periodically extended to a bounded entire
analytic function (as previously). By Liouville’s theorem F ≡ c is constant. It remains to
determine the constant value c ∈ R. This requires an application of von Neumann’s mean-
ergodic theorem ([41], Theorem 2.11). The content of this theorem is that for a unitary U on
some Hilbert space H the equality
lim
n→∞
1
n
n−1∑
j=0
U jψ = Pψ
holds for all ψ ∈ H, where P is the orthogonal projection on the fixed space {ψ ∈ H | Uψ = ψ}.
We apply this to the operators Ua := eiHa and Ub := eiHb . Due to the non-degeneracy condition
we have P = 0 in both cases. For n ∈ N we compute
c =
1
n
n−1∑
j=0
F (j) =
1
n
n−1∑
j=0
(〈
kaΦ1, U
j
akaΦ2
〉
Ha −
〈
kbΦ1, U
j
b kbΦ2
〉
Hb
)
.
Thus, by von Neumann’s mean-ergodic theorem, both terms tend to zero as n → ∞, proving
that c = 0. For t = 0 we obtain 0 = F (0) and hence (12). We can rewrite this as
〈Tψ1, Tψ2〉Hb = 〈ψ1, ψ2〉Ha
for all ψ1, ψ2 ∈ rg ka. By construction, T is a real linear mapping defined on rg ka. Furthermore,
we have that rg ka + i rg ka is dense in Ha by definition of one-particle structures. As in [27],
Lemma 5.1., one can argue that T can be uniquely extended to a complex linear unitary
mapping between Ha and Hb.
We now illustrate the concept of KMS one-particle structures, by describing a procedure to
construct these, given a ground one-particle structure.
Example 2.20 (The standard KMS one-particle structure). Let (S, σ, Tt) be a classical lin-
ear dynamical system and suppose there exists a non-degenerate ground one-particle struc-
ture (k,H, eitH). We further introduce the following two assumptions:
a) There exists a complex conjugation map8 C : H → H, i.e. an involutive anti-linear mapping
with
〈Cψ1, Cψ2〉H = 〈ψ1, ψ2〉H = 〈ψ2, ψ1〉H
for all ψ1, ψ2 ∈ H.
8Our application is H = L2(R3,C), in which case the complex conjugation is simply f 7→ f¯ .
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b) rg k ⊂ D(H−1/2), where we remark that H−1/2 may be defined through the functional
calculus for self-adjoint operators.
We define for β > 0 a KMS one-particle structure (kβ,Hβ, Uβt ) as follows: Hβ := H ⊕H and
for t ∈ R
Uβt :=
(
e−itH 0
0 eitH
)
.
In order to define a real linear map kβ : S → Hβ we remark that the following operators are
well-defined through the functional calculus for self-adjoint operators:
f1(H) := e
−βH/2, f2(H) :=
1√
1− e−βH , f3(H) :=
e−βH/2√
1− e−βH .
Note that rg k is contained in each corresponding domain. The latter property is a consequence
of assumption b) and point-wise estimates for x ≥ 0
fi(x) ≤ C max(1, x−1/2), i = 1, 2, 3
with some constant C. The following map is thus well-defined for Φ ∈ S:
kβΦ := C
e−βH/2√
1− e−βH kΦ⊕
1√
1− e−βH kΦ.
It remains to check that (kβ,Hβ, Uβt ) satisfies all the properties required for a KMS one-particle
structure with parameter β. This is actually enough work to deserve to be stated as an extra
lemma:
Lemma 2.21 (Kay, [27]). Let (S, σ, Tt) be a classical linear dynamical system and (k,H, eitH) a
non-degenerate ground one-particle structure. Under the assumptions a) and b) above we may
define (kβ,Hβ, Uβt ), as in Example 2.20. Then (kβ,Hβ, Uβt ) is a non-degenerate KMS one-
particle structure with parameter β > 0. Furthermore, the inner product on S defined through
µβ := <〈kβ·, kβ·〉 takes the form
(13) µβ(Φ1,Φ2) = <〈kΦ1, coth
(
βH
2
)
kΦ2〉H
for all Φ1,Φ2 ∈ S.
Remark 2.22. We observe that rg k in spite of the condition rg k ⊂ D(H−1/2) need not be
contained in the domain of coth
(
βH
2
)
. However, the expression (13) is still well-defined as a
quadratic form (cf. Reed-Simon [41], section VIII.6), i.e. rg k is contained in the domain of the
quadratic form 〈·, coth (βH
2
) ·〉H. Similarly, the expressions〈
kΦ1,
1
1− e−βH kΦ2
〉
H
,
〈
kΦ1,
e−βH
1− e−βH kΦ2
〉
H
that occur in the following proof are well-defined quadratic forms, under the assumption rg k ⊂
D(H−1/2). See also the appendix of Kay [27] for further discussion.
Proof of Lemma 2.21. We have to check that
i) 2=〈kβΦ1, kβΦ2〉Hβ = σ(Φ1,Φ2) for all Φ1,Φ2 ∈ S;
ii) rg kβ + i rg kβ is dense in Hβ;
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iii) for all Φ1,Φ2 there exists a complex-valued function FΦ1,Φ2 on the strip Sβ = R × i[0, β]
that satisfies the KMS condition in Definition 2.17 iii);
iv) zero is not an eigenvalue of the generator Hβ of Uβt .
i): Let Φ1,Φ2 ∈ S:
2=〈kβΦ1, kβΦ2〉Hβ = 〈kβΦ1, kβΦ2〉Hβ − 〈kβΦ1, kβΦ2〉Hβ
= 〈C e
−βH/2
√
1− e−βH kΦ1, C
e−βH/2√
1− e−βH kΦ2〉H + 〈
1√
1− e−βH kΦ1,
1√
1− e−βH kΦ2〉H − c.g.
= 〈 e
−βH/2
√
1− e−βH kΦ1,
e−βH/2√
1− e−βH kΦ2〉H + 〈
1√
1− e−βH kΦ1,
1√
1− e−βH kΦ2〉H − c.g.
=
〈
kΦ1,
e−βH
1− e−βH kΦ2
〉
H
+
〈
kΦ1,
1
1− e−βH kΦ2
〉
H
− c.g.
= 〈kΦ1, kΦ2〉H − 〈kΦ1, kΦ2〉H = 2=〈kΦ1, kΦ2〉H = σ(Φ1,Φ2).
Here, with − c.g. we abbreviate that the complex conjugate of the entire line should be
subtracted as in the first line.
ii): This proof requires further results that we do not wish to discuss here. See the appendix
of Kay [27] for the complete proof. Kay actually uses that rg k ⊂ H is already dense,
without considering complex linear combinations. For non-degenerate ground one-particle
structures it is true that rg k ⊂ H is dense, without additional assumptions. This is a
consequence of Lemma 2.9 in conjunction with a characterisation of pure quasi-free states,
which we will state later in Theorem 2.31. This connection is, at this stage, not apparent.
iii): We define a function FΦ1,Φ2 : Sβ = R× i[0, β]→ C by
FΦ1,Φ2(z) :=
〈
kβΦ1, e
izHβkβΦ2
〉
Hβ
.
To see that this is actually well-defined, we insert the definition of kβ and make some
elementary computations to find
FΦ1,Φ2(z) =
〈
kΦ2,
e(−iz−β)H
1− e−βH kΦ1
〉
H
+
〈
kΦ1,
eizH
1− e−βH kΦ2
〉
H
.
As in the above remark, this expression is to be understood in the sense of quadratic forms
and is well-defined for z ∈ Sβ. It is analytic in the interior and bounded by
|FΦ1,Φ2(z)| ≤ 2
∣∣∣∣〈kΦ1, 11− e−βH kΦ2
〉
H
∣∣∣∣ ,
due to the positivity of H. For z = t ∈ R we find with eitHk = kTt
FΦ1,Φ2(t) =
〈
eitHkΦ2,
e−βH
1− e−βH kΦ1
〉
H
+
〈
kΦ1,
eitH
1− e−βH kΦ2
〉
H
=
〈
kTtΦ2, e
−βH
1− e−βH kΦ1
〉
H
+
〈
kΦ1,
1
1− e−βH kTtΦ2
〉
H
=
〈
kβΦ1, k
βTtΦ2
〉
Hβ .
Similarly, the boundary condition at z = t+ iβ is satisfied.
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iv): By construction, the generator of Uβt is
Hβ =
(−H 0
0 H
)
.
By assumption, zero is not an eigenvalue of H, which implies the same for Hβ.
Equation (13) is derived similarly to item i) with "+ c.g.", noting that
coth
(x
2
)
=
1 + e−x
1− e−x .
To summarise the considerations about non-degenerate KMS one-particle structures, we remark
that the standard construction given in Example 2.20 and Lemma 2.21 sufficiently characterises
all non-degenerate KMS one-particle structures, as these are unique up to unitary equivalence
by Lemma 2.19. Thus, the construction of a non-degenerate ground one-particle structure,
satisfying the additional requirements stated above, is sufficient to give explicit expressions
for KMS one-particle structures and, as we will later see, explicitly compute quasi-free KMS
states. However, the existence of non-degenerate ground one-particle structures is a highly
non-trivial question. There are results that prove existence for special cases. In the context
of quantum field theory on curved spacetime the classical linear dynamical system of interest
arises as described for general globally hyperbolic spacetimes in section 1.3. Yet, this setting
is still too general and existence of non-degenerate one-particle structures can only be asserted
for more restrictive spacetimes.9 In Sanders [42] this is done for stationary spacetimes and (in
particular) for standard static spacetimes. For the Rindler spacetime this was already carried
out by Kay in [29], a result which we will state (without proof) to conclude this section.
Lemma 2.23 (Kay [29]). Let (S, σ, Tt) be the classical linear dynamical system constructed in
section 1.3 for the massive Klein-Gordon field on Rindler spacetime. Let A denote the partial
differential operator
A = −∂2x + e2x(m2 −4ξ),
which is positive and essentially self-adjoint on C∞0 (R3) ⊂ L2C(R3, dxd2ξ). Then (k,H, eitH)
defined as
H := L2C(R3, dxd2ξ), H = A1/2,
kΦ := k
(
f
p
)
:=
1√
2
(
A1/4f + iA−1/4p
)
,
is a non-degenerate ground one-particle structure over (S, σ, Tt). Furthermore, we have rg k ⊂
D(H−1/2).
2.4 The Weyl Algebra over a Classical Linear Dynamical Systems
We now proceed to define an abstract correspondence principle that assigns every classical
linear dynamical system an algebraic dynamical system. In a first step we define the algebra
of the canonical commutation relations (CCR) or Weyl algebra, a C*-algebra which can be
constructed for every symplectic space. Here, we closely follow chapter 4.2. in [4], by Baer,
Ginoux and Pfaeﬄe.
9Kay and Wald in [31] even state examples where such a structure cannot exist.
27
Definition 2.24. Let (S, σ) be a real symplectic vector space. A CCR-Algebra of (S, σ) is a
tuple (A,W ), where A is a unital C*-algebra and W : S → A a map, such that for all Φ,Ψ ∈ S
i) W (0) = 1,
ii) W (−Φ) = W (Φ)∗,
iii) W (Φ)W (Ψ) = e−
i
2
σ(Φ,Ψ)W (Φ + Ψ),
iv) A is generated by the set W (S) := {W (Φ) | Φ ∈ S}, i.e. the intersection of all C*-
subalgebras of A that contain W (S) already equals A.
Up to the "twist-factor" e−
i
2
σ(Φ,Ψ) in iii) W is a group homomorphism of the additive group
(S,+) into the group of unitaries in A. We remark that the map W is not a linear one, and
we make no continuity assumptions. There always exists a CCR-Algebra of (S, σ). In fact,
there is an explicit construction that realises a CCR-Algebra (A,W ) as a C*-subalgebra in the
bounded operators L(H) on the Hilbert space H = L2C(S, ν), where ν is the counting measure
on S. However, acknowledging the existence result, details of the construction are of minor
interest, due to the following uniqueness theorem.
Theorem 2.25 (Baer et al. [4], Theorem 4.2.9). Let (A1,W1), (A2,W2) be CCR-Algebras of
the real symplectic vector space (S, σ). Then there exists a unique *-isomorphism α : A1 → A2,
such that
α ◦W1 = W2.
For the rest of this thesis we will choose some particular instance of a CCR-Algebra for every
(S, σ), e.g. the explicit construction mentioned above, and call it the Weyl algebra over (S, σ),
denoted by A[S, σ]. The map W is hidden in this notation, but we will continue to denote
by W (Φ) the generators of A[S, σ]. This somewhat sloppy terminology is justified by the
above theorem and common practice in the physics literature. There one also finds that the
terms Weyl algebra and CCR-Algebra are used almost synonymously. We summarise the most
important facts about A[S, σ].
Proposition 2.26 (Baer et. al [4], Prop. 4.2.3.). Let A[S, σ] be the Weyl algebra over a real
symplectic space (S, σ). Then the following properties hold:
i) W (Φ) is a unitary in A[S, σ] for all Φ ∈ S.
ii) ||W (Φ)−W (Ψ)||A[S,σ] = 2 for all Φ,Ψ ∈ S,Φ 6= Ψ.
iii) A[S, σ] is not separable10 unless S = {0}.
iv) The family {W (Φ)}Φ∈S is linearly independent and the C-linear span of {W (Φ)}Φ∈S is
dense in A[S, σ].
v) A[S, σ] is simple, i.e. there exist no non-trivial closed two-sided *-ideals. In particular, all
unit preserving *-morphisms to other C*-algebras are injective.
It is worth pointing out that the assignment (S, σ) 7→ A[S, σ] also enjoys certain naturality
with respect to linear maps that preserve the symplectic form. Indeed, we have the following
proposition.
10There exists an uncountable collection of mutually disjoint open sets in A[S, σ], as can be easily concluded
from property ii).
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Proposition 2.27 (Baer et. al [4], Cor. 4.2.11.). Let (S1, σ1), (S2, σ2) be symplectic spaces,
T : S1 → S2 a real linear map, such that σ2(TΦ, TΨ) = σ1(Φ,Ψ) for all Φ,Ψ ∈ S. Then there
exists a unique injective *-morphism
αT : A[S1, σ1]→ A[S2, σ2],
such that the following diagram commutes:
Moreover, the assignments (S, σ) 7→ A[S, σ], T 7→ αT define a functor between the category of
symplectic vector spaces (with linear maps preserving the symplectic form as morphisms) and
the category of C*-algebras (with injective unit preserving *-morphisms).
This last proposition suggest a natural way how one should define time evolution on A[S, σ],
given a classical linear dynamical system (S, σ, Tt): Tt induces for every t ∈ R a unique *-
isomorphism αt := αTt on A[S, σ]. The functoriality ensures that the group property
Tt+s = Tt ◦ Ts
is inherited by {αt}t∈R. Therefore, we have assigned to every classical linear dynamical sys-
tem (S, σ, Tt) the algebraic dynamical system (A[S, σ], αt) and, thus, defined a correspondence
principle between these different concepts of dynamical systems. We now discuss, how one-
particle structures over (S, σ) give rise to states on A[S, σ] and how particular properties of the
one-particle structure inflict on the corresponding states.
In Example 2.14 we have shown that a Hilbert space H can be turned into a real symplectic
space with symplectic form 2=〈·, ·〉. Moreover, we have seen that this is the prototypical
structure that leads to the concept of one-particle structures. We further elaborate on this
now, by showing that the symplectic space (H, 2=〈·, ·〉) admits a concrete representation of the
CCR-Algebra as bounded operators on the symmetric Fock space Fs(H). In appendix A.1 the
basic facts about the Fock space construction over a Hilbert space H are summarised.
Proposition 2.28. Let (H, 2=〈·, ·〉) be the real symplectic space arising from a complex Hilbert
space (H, 〈·, ·〉) as in Example 2.14. Furthermore, let Fs(H) denote the symmetric Fock space
over H with creation (resp. annihilation) operators a∗(ξ) (resp. a(ξ)) for ξ ∈ H and vacuum
vector Ω. Then the operators
BF (ξ) := a∗(ξ) + a(ξ)
are densely defined on the algebraic symmetric Fock space Falgs (H) ⊂ Fs(H) and essentially
self-adjoint. We also denote the self-adjoint closure by BF (ξ) and define a family of unitary
operators on Fs(H) through
W F (ξ) := exp(iBF (ξ)).
These satisfy for ξ, ψ ∈ H the Weyl relations:
i) W F (0) = 1Fs(H),
ii) W F (−ξ) = W F (ξ)∗,
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iii) W F (ξ)W F (ψ) = e−i=〈ξ,ψ〉W F (ξ + ψ).
Moreover, the set spanned by all W F (ξ)Ω, ξ ∈ H, is dense in Fs(H).
This result is discussed in Baer et al. [4], section 4.6. Rephrasing the statement,
pi(W (ξ)) := W F (ξ)
defines a cyclic representation of the C*-algebra A[H, 2=〈·, ·〉] on Fs(H) with cyclic vector Ω.
To this cyclic representation we can associate the state
ω(A) := 〈Ω, pi(A)Ω〉Fs(H),
for A ∈ A[H, 2=〈·, ·〉], whose GNS representation (piω,Hω,Ωω) coincides with (pi,Fs(H),Ω). It
is then a straightforward exercise in the algebra of creation and annihilation operators to show
that
(14) ω(W (ξ)) = e−
1
2
||ξ||2H
for all ξ ∈ H. We have carried out this construction for the particular instance, where the
symplectic space was given as (H, 2=〈·, ·〉). We now employ one-particle structures, to generalise
this to arbitrary symplectic vector spaces (S, σ).
Definition 2.29. Let (S, σ) be a real symplectic space with corresponding Weyl algebraA[S, σ].
A state ω ∈ S(A[S, σ]) is called quasi-free if there exists a one-particle structure (k,H) for (S, σ),
such that
(15) ω(W (Φ)) = e−
1
2
||kΦ||2H
for all Φ ∈ S.
Naturally, the question arises, whether the one-particle structure satisfying (15) is in any way
unique, and we remark that the answer is affirmative. Indeed, we can recover the inner product
from
W2ω(Φ,Φ′) := −
∂2
∂t∂s
ω (W (tΦ + sΦ′)) = 〈kΦ, kΦ′〉H,(16)
and by Lemma 2.16 any other one-particle structure satisfying (15) must be unitarily related to
(k,H). In the physics literature the real-bilinear form W2ω is referred to as two-point-function
of the state ω. While the two-point-function uniquely characterises a quasi-free state, we
remark that there may be non-quasi-free states that share the same two-point-function, provided
they are sufficiently regular to make sense of the derivatives in (16).11 In Lemma 2.16 we
also asserted that a prescription of a one-particle structure is equivalent to specifying a real
inner product µ on S which dominates σ as in equation (10). Consequently, such an inner
product is also sufficient to specify a quasi-free state. However, the benefit of the one-particle
structure approach lies in the fact that we obtain the GNS representation of a quasi-free state
for free and that certain properties of quasi-free states, e.g. stationarity or KMS conditions,
find elegant characterisations in terms of one-particle structures.
11We refer to Kay [30] for a discussion that the two-point-function W2ω can actually fully characterise a state,
when the quasi-free state associated to W2ω is pure.
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Proposition 2.30. Let ω be a quasi-free state on A[S, σ] with one-particle structure (k,H).
Furthermore, let Fs(H) denote the symmetric Fock space over H with creation (resp. annihila-
tion) operators a∗(ξ) (resp. a(ξ)) for ξ ∈ H and vacuum vector Ω. Then the GNS representation
(piω,Hω,Ωω) of ω is given by
Hω = Fs(H), Ωω = Ω,
piω(W (Φ)) = W
F (kΦ) = exp
(
i(a(kΦ) + a∗(kΦ))
)
.
Here, a(kΦ) + a∗(kΦ) denotes the self-adjoint closure of a(kΦ)+a∗(kΦ), as in Proposition 2.28.
This is discussed by Kay and Wald in [31], section 3.2 and appendix A. While it is not difficult
to establish
ω(W (Φ)) = 〈Ω, piω(W (Φ))Ω〉Fs(H)
the main problem is to assert that Ω is cyclic for the given representation and one has to make
use of the fact that rg k + i rg k is dense in H.
The following theorem gives a characterisation of pure quasi-free states in terms of their defining
one-particle structure as well as the corresponding inner product on S and the GNS represen-
tation.
Theorem 2.31. Let A[S, σ] be the Weyl algebra over (S, σ), a real symplectic space. Let ωµ
be a quasi-free state on A[S, σ] defined through a one-particle structure (k,H) over (S, σ). Let
µ(·, ·) := <〈k·, k·〉H be the by Lemma 2.16 associated real inner product on S. Then the following
are equivalent:
i) ωµ is a pure state.
ii) rg k ⊂ H is dense (without complexification).
iii) The inequality (10) is saturated in the sense that for all Φ1 ∈ S
µ(Φ1,Φ1) =
1
4
sup
Φ2∈S,Φ2 6=0
|σ(Φ1,Φ2)|2
µ(Φ2,Φ2)
.
iv) The GNS representation (piωµ ,Hωµ ,Ωωµ) of ωµ is irreducible.
We refer to the relevant sources for a proof. For example Kay and Wald in [31], lemma A.2.,
assert the equivalence of all statements, keeping in mind that the GNS representation is precisely
the Fock representation constructed over the one-particle structure.
We proceed to close the links between the dynamical properties of states defined in section 2.1
and the corresponding notions for one-particle structures.
Theorem 2.32. Let (S, σ, Tt) be a classical linear dynamical system, (A[S, σ], αt) the associ-
ated algebraic dynamical system and ω be a quasi-free state on A[S, σ] with one-particle struc-
ture (k,H). Then the following equivalences holds true:
i) ω is a stationary state ⇔ There exists a one-parameter unitary group {Ut}t∈R on H, such
that (k,H, Ut) is a dynamical one-particle structure over (S, σ, Tt).
ii) ω is a (non-degenerate) ground state ⇔ there exists a strongly continuous one-parameter
unitary group {Ut}t∈R, such that (k,H, Ut) is a (non-degenerate) ground one-particle struc-
ture over (S, σ, Tt).
iii) ω is a KMS state with parameter β > 0 ⇔ There exists a one-parameter unitary group
{Ut}t∈R on H, such that (k,H, Ut) is a KMS one-particle structure with parameter β > 0.
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Proof. Again, the GNS representation of ω is found on Fock space as in Proposition 2.30. The
general trick of these results is that in the stationary case time evolution U˜t in the GNS represen-
tation and time evolution Ut in the one-particle structure are related by second quantisation12
(17) U˜t = Γ(Ut),
which shall be established as a consequence of item i).
i) "⇐" Suppose (k,H, Ut) is a dynamical one-particle structure. Then the second quantisa-
tion Γ(Ut) generally satisfies
(18) W F (Utξ) = Γ(Ut)W F (ξ)Γ(Ut)−1
for all ξ ∈ H. We conclude for Φ ∈ S
ω (αtW (Φ)) = ω(W (TtΦ)) = 〈Ω,W F (kTtΦ)Ω〉Fs(H) = 〈Ω,W F (UtkΦ)Ω〉Fs(H)
= 〈Ω,Γ(Ut)W F (kΦ)Γ(Ut)−1Ω〉Fs(H) = 〈Ω,W F (kΦ)Ω〉Fs(H) = ω(W (Φ)).
By continuity this holds for all A ∈ A[S, σ] and ω is a stationary state.
"⇒" Conversely, assume that ω is a stationary state. We show that time evolution U˜t in the
GNS representation restricts to the one-particle subspace H ⊂ Fs(H). Here, we identify
H = {a∗(ξ)Ω ∈ Fs(H) | ξ ∈ H} and we have the subset {a∗(kΦ)Ω ∈ Fs(H) | Φ ∈ S},
whose complex linear span is dense in H (due to the defining properties of one-particle
structures). By definition of U˜t we have
(19) piω(αtA) = U˜tpiω(A)U˜−1t
for all A ∈ A[S, σ]. For Weyl generators A = W (Φ) this reads
(20) W F (kTtΦ) = U˜tW F (kΦ)U˜−1t .
As in Proposition 2.30: W F (ξ) = exp(iBF (ξ)) for all ξ. By considering a family {sΦ}s∈R
we can obtain an infinitesimal version of (20)
BF (kTtΦ)U˜t = U˜tBF (kΦ)
at least on the subspace Falgs (H). Noting that U˜t leaves Ω invariant and that BF (kΦ)Ω =
a∗(kΦ)Ω we find
U˜ta
∗(kΦ)Ω = BF (kTtΦ)Ω = a∗(kTtΦ)Ω ∈ H.
Thus, U˜t leaves H invariant and we may define Ut := U˜t|H, which satisfies Utk = kTt. This
is sufficient to define the required dynamical one-particle structure (k,H, Ut).
To prove (17) we remark that, due to the cyclicity of Ω, U˜t is uniquely determined by the
relation (19) and the property U˜tΩ = Ω. By definition, Γ(Ut) leaves Ω invariant. In light
of the relation (18) we have
piω(αtW (Φ)) = Γ(Ut)piω(W (Φ))Γ(Ut)
−1
for all Φ ∈ S. By continuity the same equality extends to general A ∈ A[S, σ] (replacing
the Weyl generators W (Φ)).
12cf. appendix A.1 for the definition of second quantisation
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ii) This is now immediate, observing that (17) reads in the strongly continuous case
U˜t = e
itH˜ = Γ(eitH)
and we have H˜ = dΓ(H). Thus,
• dΓ(H) is positive ⇔ H is positive.
• H has a trivial kernel ⇔ dΓ(H) has the one-dimensional kernel CΩ.
iii) This involves a more complicated limiting argument, and we only give the main idea here.
We refer to Sanders [42], Proposition 2.3, for details. For the "⇒" direction, one considers
the families
A(s) :=
1
s
(W (sΦ)− 1) , B(s) := 1
s
(W (sΨ)− 1)
for Φ,Ψ ∈ S, s > 0. If ω is a β-KMS state, we have for s, s′ > 0 a two parameter family of
complex-valued functions FA(s)B(s′) satisfying the KMS boundary conditions. The desired
function FΦ,Ψ arises as the limit s, s′ → 0. However, this limiting argument requires further
results which we do not wish to include. In the "⇐" direction we have, by virtue of the
Weyl relations and the simple form that ω takes on Weyl generators
ω(W (Φ)αtW (Ψ)) = ω(W (Φ)W (TtΨ)) = ω(W (Φ + TtΨ))e− i2σ(Φ,TtΨ)
= exp
(
−1
2
||kΦ + kTtΨ||2H −
i
2
σ(Φ, TtΨ)
)
= exp
(
−1
2
||kΦ||2H −
1
2
||UtkΨ||2H − 〈kΦ, kTtΨ〉H
)
= ω(W (Φ))ω(W (Ψ))e−〈kΦ,kTtΨ〉H .
Inserting in the exponential the complex-valued function FΨ,Φ, which comes from the one-
particle KMS condition, we will find the bounded analytic function
FW (Φ),W (Ψ)(z) := ω(W (Φ))ω(W (Ψ))e
−FΨ,Φ(z).
However, this is so far only established for the Weyl generators and, again, a careful limiting
argument must be carried out to find the functions FA,B for any A,B ∈ A[S, σ].
We conclude this section by summarising the consequences of the general theory for our purpose,
namely, KMS states on the Weyl algebra for a massive scalar field on Rindler space. There
exists a unique quasi-free and non-degenerate ground state on A[S, σ], which we denote by ω∞.
In the physics literature this state is referred to as the Fulling vacuum state. The subscript
∞ indicates that the Fulling vacuum, as a ground state, satisfies what could be considered a
β =∞ KMS condition.13 ω∞ is pure and its one-particle structure is given as in Lemma 2.23.
The state is fully characterised by the inner product
µ∞(Φ1,Φ2) =
1
2
(〈
f1, A
1/2f2
〉
L2(R3,C) +
〈
p1, A
−1/2p2
〉
L2(R3,C)
)
for Φ1 = (f1, p1),Φ2 = (f2, p2) ∈ S. Furthermore, for every β > 0 there exists a non-degenerate
KMS one-particle structure, given by the standard construction in Example 2.20. It is unique,
13The β =∞ KMS condition was discussed in the proof of Theorem 2.8.
33
up to unitary equivalence, by Lemma 2.19. Associated to this KMS one-particle structure,
there exists a unique quasi-free state ωβ with the inner product
(21)
µβ(Φ1,Φ2) =
1
2
(〈
f1, A
1/2 coth
(
A1/2β
2
)
f2
〉
L2(R3,C)
+
〈
p1, A
−1/2 coth
(
A1/2β
2
)
p2
〉
L2(R3,C)
)
.
ωβ is a KMS state with parameter β > 0. However, ωβ is not a pure state and there may
exist other β-KMS states. Moreover, there may even exist other quasi-free β-KMS states (with
degenerate KMS one-particle structure). For a complete characterisation of the set of KMS
states on A[S, σ] we refer to Sanders [42], Theorem 6.2. The states given by (21) are the
objects of primary interest in the study of the Unruh effect (and hence this thesis).
Remark 2.33. There is potential for confusion in the usage of real-valued and complex-valued
functions. The test functions Φ = (f, p) in our symplectic space S are assumed to be real-
valued. However, the one-particle Hilbert space of Lemma 2.23 is L2(R3,C) and the map
k : S → L2(R3,C) introduces a factor of i, which necessitates usage of complex L2 inner
products. The two-point function W2ω of a quasi-free state ω is generally complex valued and
is always of the form
W2ω(Φ1,Φ2) = µω(Φ1,Φ2) +
i
2
σ(Φ1,Φ2),
where µω is a real inner product on S (cf. Lemma 2.16). To add to this potential confusion, we
will consider later on the complexification of the space S and extend W2ω, σ and µω to complex
sesquilinear forms. This is to make contact with the phase space formalism of Araki and
Yamagami, who provide a criterion for quasi-equivalence of quasi-free states, to be discussed in
the following section.
2.5 The Concept of Quasi-equivalence
Our main result is about quasi-equivalence of certain quasi-free states on the Weyl algebra of
the massive linear scalar field on Rindler space. In this section, we will define the notion of
quasi-equivalence and discuss its relation to other concepts of equivalence. The most prominent
notion for equivalence of states is unitary equivalence.
Definition 2.34. Let A be a C*-algebra. The states ω1, ω2 ∈ S(A) with GNS representa-
tions (piω1 ,Hω1 ,Ωω1) and (piω2 ,Hω2 ,Ωω2) are called unitarily equivalent, if there exists a unitary
mapping
U : Hω1 → Hω2 ,
such that
Upiω1(A)U
−1 = piω2(A)
for all A ∈ A.
In other words, ω1, ω2 ∈ S(A) are unitarily equivalent, if their GNS representations are unitarily
equivalent in the sense of representations. The physical interpretation of unitary equivalence
is the following. With standard quantum mechanics in mind, we think of observables as self-
adjoint operators on a Hilbert space H and states often arise as vector states ω(A) = 〈ξ, Aξ〉H
for some ξ ∈ H. In fact, most introductory courses identify vectors states and vectors ξ ∈ H,
which is of course valid only up to a complex phase factor. From the algebraic perspective,
this standard treatment of quantum mechanics is just a representation of an abstract algebra
of observables and its states are positive normed linear functionals. The unitary equivalence of
representations implies that both representations have the same set of vector states. In essence,
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switching between unitarily equivalent representations, one does not lose any information in the
standard treatment of quantum mechanics. In many situations, vector states are not sufficient
to encompass the physics of quantum mechanics. One then generalises to convex combinations
of vector states, which can be described by their density matrix ρ, i.e. ρ is a positive hermitean
trace class operator on H with tr(ρ) = 1. The corresponding state is defined by ω(A) := tr(Aρ)
for self-adjoint operators A. The set of density matrix states might generally not contain
all states that we can define on the abstract algebra. The subset of density matrix states
corresponding to a particular representation is called the folium of the representation. We recall
that the states as a subset of the dual-space of A carry the weak*-topology. A mathematical
characterisation of the folium of a representation is that it is the convex weak*-closure of the
set of vector states. Choosing two representations of an abstract algebra of observables, it is
an important question if they have the same folium. Otherwise, one loses information when
deciding to work with one representation only (as does standard quantum mechanics). This
motivates the notion of quasi-equivalence.
Definition 2.35. i) Let A be a C*-algebra and (pi1,H1), (pi2,H2) representations of A. We
say (pi1,H1) and (pi2,H2) are quasi-equivalent if they admit the same folium of states.
ii) Two states ω1, ω2 ∈ S(A) are called quasi-equivalent, if the GNS representations corre-
sponding to these states are quasi-equivalent.
Although, this definition is physically well motivated, it is extremely cumbersome to work with.
In fact, many textbooks (e.g. Emch [16], Bratelli-Robinson [7]) decide to give the definition
rather in terms of the bi-commutants pi(A)′′: they say (pi1,H1), (pi2,H2) are quasi-equivalent,
if there exists a *-isomorphism
α : pi1(A)′′ → pi2(A)′′
such that α ◦ pi1 = pi2. That this is an equivalent definition is the content of Theorem 12 in
section 2.1.e of Emch [16].
In the present thesis we deal with the very particular class of quasi-free states on a Weyl algebra
A[S, σ]. As these are fully described by their one-particle structures, it is a viable hope that
quasi-equivalence of quasi-free states might find a characterisation on the level of one-particle
structures. This is indeed the case and has been discussed in a very general setting by Araki
and Yamagami in [3]. We state their result in appendix A.1 and content ourselves with stating
an adapted form of Verch [47], which fits more closely to our notation and setting.
Proposition 2.36 (Verch [47]). Let ω1, ω2 be quasi-free states on the Weyl-Algebra A[S, σ] over
a real symplectic space (S, σ), characterised uniquely by the real inner products µ1, µ2 : S×S →
R such that
|σ(Φ1,Φ2)|2 ≤ 4µj(Φ1,Φ1)µj(Φ2,Φ2)
for j = 1, 2; Φ1,Φ2 ∈ S. Furthermore, consider the complexification SC := S ⊕ iS and the
sesquilinear extensions µC1 , µC2 to SC.
Then ω1, ω2 are quasi-equivalent if the following two conditions hold
i) There exist C1 > 0, C2 > 0 such that for all Φ ∈ SC
C1µ
C
1 (Φ,Φ) ≤ µC2 (Φ,Φ) ≤ C2µC1 (Φ,Φ).
In essence, µC1 , µC2 induce equivalent norms on SC, implying that the completion SC in
either of this norms coincides.
ii) The operator T : SC → SC defined through
µC1 (Φ1,Φ2)− µC2 (Φ1,Φ2) = µC1 (Φ1, TΦ2)
for all Φ1,Φ2 ∈ SC, is of trace class in the complex Hilbert space (SC, µC1 ).
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The above result is found in many guises in the literature. For example, Wald ([48], chapter
4.4) discusses this criterion for pure quasi-free states, in which case it is strong enough to assert
unitary equivalence. The relation of quasi-equivalence and unitary equivalence is indeed an
interesting one. While unitary equivalence generally implies quasi-equivalence, the converse
relation is true in certain special cases.
Proposition 2.37 ([7], Theorem 2.4.26). Let ω1, ω2 be pure states on some C*-algebra A. Then
ω1, ω2 are quasi-equivalent, if and only if they are unitarily equivalent.
Another result establishes the equivalence of both notions in the case where piω1(A)′′ and piω2(A)′′
are type III factors (cf. Lupher [33], Theorem 4.7.9). We believe that this criterion may also be
used for the restricted states discussed in chapter 3, but as the result would take us further into
advanced topics on operator algebras, we content ourselves with establishing quasi-equivalence
in this thesis.
2.6 Quasi-local Algebras
Measurements and observations in pratical experimental situations are limited to finite space
regions and bounded time periods. Moreover, causality dictates that measurements that are
spatially well separated should not influence each other in the present. In the algebraic approach
to quantum field theory, how does one model the restriction of observables to local regions of
spacetime and how is the principle of causality implemented? For quantum field theory in flat
space an elegant mathematical language was found in the Haag-Kastler axioms [21]. This has
been generalised to curved spacetimes by Dimock [14]. The idea of these axioms is that there is
a single C*-algebra of observables A, together with a family of subalgebras A(O), corresponding
to bounded open subregions O of spacetime. On physical grounds, it is postulated that the
family {A(O)}O⊂M should obey certain axioms. For instance, O ⊂ O′ should imply A(O) ⊂
A(O′). If O and O′ are causally separated14 regions of spacetime, then [A(O),A(O′)] =
{0}, reflecting that causally separated observables should not affect each other. The pair of
(A, {A(O)}O⊂M) is called a quasi-local C*-algebra (cf. [4], section 4.4, for a precise definition).
In [14] Dimock proved that a quasi-local Algebra satisfying the postulated axioms can be
constructed in the case of the massive Klein-Gordon field on a globally hyperbolic spacetime.
The algebra A is just the Weyl algebra over the symplectic space (S, σ), constructed in section
1.3. To define appropriate subalgebras we adopt the view of Theorem 1.6. Thus, we identify S
with the space of test functions C∞0 (M) modulo the kernel of the Klein-Gordon propagator E.
The algebra A(O) is defined as the subalgebra of A[S, σ], which is generated by all elements
{W (E¯[f ]) | f ∈ C∞0 (M), supp f ⊂ O}.
We remark that the identification S ' C∞0 (M)/kerE makes this definition quite natural. Without,
it is not generally clear how to relate an open set O ⊂ M and initial data on some Cauchy
surface Σ. Even though we may demand that elements Φ = (f, p) ∈ S = C∞0 (Σ)×C∞0 (Σ) have
compact support in some V ⊂ Σ, the corresponding solutions to the Klein-Gordon equation
extend infinitely in time and have support J(V ). Nevertheless, we can make a connection in
the other direction. Let V ⊂ Σ be an open subset of the Cauchy surface. Then the elements
Φ = (f, p) ∈ S with supp Φ ⊂ V generate a subspace of (S, σ), which we denote by (S(V ), σ).
The corresponding Weyl algebraA[S(V ), σ] is naturally identified with the subalgebra ofA[S, σ]
generated by all W (Φ),Φ ∈ S(V ). As in Verch [47], the following connection to the above local
algebras A(O) holds true:
A[S(V ), σ] = A(♦(V )).
14i.e. there does not exist a causal curve connecting any two points of O and O′
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Here, ♦(V ) is the interior of the domain of dependence of V , as was defined in section 1.3.
This construction will be used to define a subalgebra A[S(V ), σ] of A[S, σ] for a particular
Figure 5: The domain of dependence ♦(V ), and J(V ).
class of regions V ⊂ Σ in chapter 3. Furthermore, we will restrict the states of A[S, σ] to this
subalgebra. We remark that this may dramatically change some properties of the states. For
instance, a pure state on A[S, σ] may be no longer pure when considered only on a subalgebra.
Moreover, states can be unitarily equivalent or quasi-equivalent on some subalgebra, while this
fails to hold on the full algebra. In this context we have the following result by Verch:
Theorem 2.38 (Verch [47], Theorem 3.9). Let ω1 and ω2 be two quasi-free Hadamard states
on the Weyl algebra A[S, σ] of the Klein-Gordon field in some globally hyperbolic spacetime
(M, g), and let pi1 and pi2 be their associated GNS representations. Then pi1|A(O) and pi2|A(O)
are quasi-equivalent for every open subset O ⊂M with compact closure.
We have not introduced the Hadamard condition in this thesis. We refer to Kay and Wald [31]
for a thorough discussion. The Hadamard condition places additional constraints on quasi-free
states and is believed to be a property that should be satisfied by any "physically reason-
able" state (see Verch [47] for further arguments). We content ourselves with asserting that
the non-degenerate ground and KMS states discussed in this thesis, in particular, satisfy the
Hadamard condition. The property asserted in Verch’s theorem is also referred to as local
quasi-equivalence. A subtlety about the above theorem is the notion of quasi-equivalence used.
For states ω1, ω2 ∈ S(A) there are two possible ways to define local quasi-equivalence. One is,
given the GNS representations (pi1,H1,Ω1) and (pi2,H2,Ω2), to demand quasi-equivalence of
the representations pi1|A(O), pi2|A(O) for all local subalgebras A(O). This, however, might not
be the same as to demand quasi-equivalence of the states ω1|A(O) and ω2|A(O). The difficulty
is that the representations (pij|A(O),Hj,Ωj) might not coincide with the GNS representation of
the restricted states ωj|A(O) for j = 1, 2. In essence, it is not a priori clear that Ωj is still cyclic
for the restricted representation pij|A(O). A state ω on a quasi-local algebra (A, {A(O)}O⊂M) is
said to have the Reeh-Schlieder property if in its GNS representation (piω,Hω,Ωω) the vector Ωω
is cyclic for every representation piω|A(O),O ⊂M open. For the special cases in this thesis (i.e.
KMS and ground states of the Klein-Gordon field on stationary spacetimes) the Reeh-Schlieder
property was proven by Strohmaier in [44]. Therefore, both notions of local quasi-equivalence
amount to the same. An important prerequisite for Verch’s result is that the open sets O have
compact closure. In this thesis, we deal with a situation where the set O is unbounded and we
wish to assert quasi-equivalence of KMS states on the corresponding local algebra.
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2.7 Algebraic Formulation of Physical Concepts
At this stage we have introduced all relevant material for understanding our main result and
the reader may directly proceed to chapter 3 for the proof and all its mathematical details.
However, having set up such an elaborate framework for algebraic quantum field theory, it
seems appropriate to make a few explanations how the physics of section 1.1 and the Unruh
effect can be implemented and discussed in this setting.
2.7.1 Thermodynamical Concepts
We present material which can be found in all detail in Pusz-Woronowicz [40] and Bratelli-
Robinson [6]. Let (A, αt) be an algebraic dynamical system. We have already stated in Defini-
tion 2.4 what a stationary state is. The zeroth law of thermodynamics asserts, that the set of
stationary states S(A)0 subdivides into equivalence classes {Pi}i∈I whose members can coexist
when brought into thermal contact. I is an index set indexing the equivalence classes Pi. The
precise meaning of "states can coexist" is to be determined by the physical model. For instance,
if two states can be related to one another by a physical symmetry (e.g. rotation of the labora-
tory) this should be a strong argument that they can coexist. Mathematically, we consider the
partition {Pi}i∈I as given information. Let A1, . . . , As ∈ A be a set of observables that sepa-
rates these classes, i.e. ω(Ak) = ω˜(Ak) for all k = 1, . . . , s if and only if ω and ω˜ belong to the
same equivalence class. Then θ : S(A)0 → Rs defined through θ(ω) := (ω(A1), . . . , ω(As)) ∈ Rs
can be considered an abstract thermometer. In a specific setting it may be interesting to con-
sider further subclasses of the stationary states (e.g. quasi-free stationary states). In such a
situation the number of observables s needed to define a thermometer may be reduced. For
instance, Buchholz and Solveen focus exclusively on quasi-free KMS states, and for this case
it is sufficient to work with one observable and θ(ω) gives a real number separating the KMS
states.
For the second law definition of temperature it is necessary to define what passive states are. To
do so, we have to specify how cyclic processes act on a thermal reservoir in a state ω ∈ S(A)0.
Such cyclic operations are implemented by a perturbation of the time evolution αt, "switched
on" for a restricted period of time t ∈ [0, T ], T > 0. Thus, for times t ∈ [0, T ] there is a net
time evolution αPt 6= αt. If ω is a stationary state it satisfies ω(αtA) = ω(A) for all t ≤ 0
and A ∈ A. With the perturbation switched on, this equality seizes to hold for t > 0. The
net effect of this perturbation can be interpreted as changing the initial state ω to a perturbed
state ωP := ω ◦ αPT . As in Bratelli-Robinson [6], section 5.4.4, every such overall perturbation
of the system takes the form
ωP (·) = ω(U∗ · U)
for some unitary element U ∈ A. Here, the unitary U contains all information regarding the
perturbation αPt . The energy difference caused by such a transition is
∆E(ω, U) = −iω(U∗δ(U)).
Here, δ is the algebraic generator of the time evolution in (A, αt).15 Therefore, a stationary
state ω ∈ S(A)0 is defined as passive, if and only if ∆E(ω, U) ≥ 0 for all unitaries U ∈ A. We
have the following theorem:
Theorem 2.39 (Pusz-Woronowicz, [40]). Let (A, αt) be an algebraic dynamical system. Any
passive state ω on A is either a ground state or a KMS state with some parameter β > 0.
15δ is defined through the differential equation ddtαt(A) = δ(A), A ∈ D(δ). Here D(δ) denotes the domain of
δ. Strictly speaking the unitary element U ∈ A should also be contained in D(δ). We refer to [7], section 3.2.4.
for more details on the relation of generators and automorphism groups.
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This theorem is a strong justification to consider KMS states and ground states as states of
thermal equilibrium in the sense of the second law of thermodynamics. The next step following
the description of section 1.1 is to calculate the Carnot parameter (i.e. what is called absolute
temperature in classical thermodynamics). Without going into the details of this endeavour,
we just state the result (cf. [6]): For β-KMS states the Carnot parameter is precisely 1/β,
whereas for ground states it is 0. This is the basis for a thermal interpretation of β as inverse
temperature.
2.7.2 The Unruh Effect
We have seen that in the formulation of scalar quantum field theory on curved spacetimes one
associates to every globally hyperbolic spacetime M the symplectic space (S, σ) = (SM , σM) of
compactly supported initial data for the Klein-Gordon equation (cf. section 1.3). This sym-
plectic space, in turn, gives rise to the Weyl algebra A[SM , σM ], which we interpret as the set of
observables of the quantum field. Consequently, the states of A[SM , σM ] have an interpretation
as states of the quantum field. Consider the Weyl algebras for the Minkowski space M and
for Rindler space R, and denote them by AM := A[SM, σM] and AR := A[SR, σR]. Both
algebras have their individual time evolutions αMt and αRt , to be interpreted as time evolution
of an inertial (M) respectively accelerated (R) observer.16 In both the algebraic dynamical
systems (AM, αMt ) and (AR, αRt ) one can analyse the set of states. In particular, one has for
both spacetimes unique quasi-free ground states with a non-degenerate one-particle structure.
These ground states are called the Minkowski vacuum ωM∞ and the Fulling vacuum ωR∞. Simi-
larly, there exist for every β > 0 unique quasi-free β-KMS states with a non-degenerate β-KMS
one-particle structure. These β-KMS states are denoted by ωMβ and ωRβ .
As R ⊂ M is an open subset, one can canonically identify AR as a subalgebra of AM (cf.
section 2.6). Consequently, one may restrict the states of AM to AR and analyse their dynam-
ical properties with respect to the time evolution αRt . Evidently, the time evolutions of both
observers are distinct αRt 6= αMt |AR . Therefore, one cannot generally expect that ωMβ |AR is a
KMS state on (AR, αRt ). The Unruh effect in its algebraic formulation has its origin in the
following surprising result.
Theorem 2.40 (Kay, [29] Theorem 2.1). The Minkowski vacuum state restricted to Rindler
space coincides with the β = 2pi-KMS state ωR2pi on the algebraic dynamical system (AR, αRt ),
i.e.
ωM∞ |AR = ωR2pi.
The common physical interpretation of this result is that an accelerated observer perceives an
ambient (inertial) vacuum state as a thermal bath at temperature TUnruh = 1/2pi.17 Thinking
twice about this statement, it is physically most startling! While the result of Theorem 2.40 is
without dispute, its physical interpretation has been cause for many controversial discussions
(cf. [13] for a review). As was mentioned in the introduction, the thermal interpretation of the
Unruh effect has recently been questioned by Buchholz and Solveen in [9]. We present their
main arguments, as the result of this thesis gives supporting evidence to their interpretation.
We remark, however, that the article [9] exclusively deals with the massless scalar field and the
precise relations presented below may be different for the case m > 0. The core intention of
Buchholz and Solveen seems to be a careful application of the thermodynamic concepts that
16We remark that αMt of course depends on the particular inertial observer, i.e. to every Lorentz frame there
corresponds a distinct time evolution.
17Restoring units and the acceleration a of the observer one would find TUnruh = ~akBc2pi with c the speed of
light, ~ the reduced Planck constant and kB the Boltzmann constant. To achieve TUnruh = 1K one would need
a proper acceleration of order 1020ms−2.
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we have discussed in section 1.1 and section 2.7.1. This is motivated by the observation that
the notions of empirical temperature and Carnot parameter need not coincide, as was pointed
out at the end of scetion 1.1 with the example of the Ehrenfest-Tolman effect. Buchholz and
Solveen start with an analysis of the situation in Minkowski space and focus their analysis on
KMS states. They exhibit a local thermometer observable θy for any point in space y ∈M.18 In
the sense of the zeroth law of thermodynamics θy can separate hot and cold states and thereby
defines a temperature scale. Applied to the KMS states ωMβ one gets the result
ωMβ (θy) = C
1
β
for all y ∈M with some constant C > 0. Similarly, ωM∞ (θy) = 0 for all y ∈M. Thus, there is a
global one-to-one correspondence of the empirical temperature scale given by θy and the Carnot
parameter 1/β. Passive states are, in particular, states of constant empirical temperature. The
next step in the analysis of [9] is to probe the states ωRβ with the same thermometer observable
θy, restricted to points y ∈ R ⊂M.19 The result is
(22) ωRβ (θy) =
C
x(y)2
(
1
β2
− 1
(2pi)2
)
for y ∈ R and some C > 0. Here, x(y) denotes the x-component of the point y in Rindler
coordinates y = (x sinh(t), x cosh(t), ξ). Thus, the temperature depends on y, decreases as
x(y) → ∞ and is constant along the hyperbolic shells x(y) = const. ωRβ exhibits a non-trivial
spatial dependence of the empirical temperature. This behaviour is illustrated in Figure 6.
We must conclude that there is no one-to-one correspondence of empirical temperature and
Figure 6: Temperature gradient of the empirical temperature in a state ωRβ
Carnot parameter in this case. Changing perspective, the Carnot parameter (and consequently
the optimal efficiency of heat engines) of an accelerated observer is affected by the presence of
external forces. We recommend comparing these results qualitatively and quantitatively to the
18Technically θy is a more complicated mathematical object than simply an element of AM. Unfortunately,
this is beyond the considerations of this thesis. We refer to the original article [9] for the relevant details.
19Allegedly, this corresponds to what an experimentalist would do when climbing into his Rocket ship: using
the same thermometer as was used in the inertial situation.
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General Relativistic setting and the analysis of Ebert and Göbel [15], who investigate Carnot
processes in curved spacetimes in the context of the Ehrenfest-Tolman effect. Returning to
the discussion of the Unruh effect, equation (22) reveals that β = 2pi necessitates a separate
treatment. Indeed, in agreement with Theorem 2.40, the equality ωR2pi(θy) = 0 holds for all
y ∈ R. Therefore, an accelerated observer does not measure an increase of temperature in an
ambient vacuum state, if he uses θy as a thermometer. Consequently, the interpretation of β =
2pi as temperature is severely questioned. According to Buchholz and Solveen, the significance
of the Unruh effect is simply that ωM∞ is a passive state, also for accelerated observers. Despite
accelerating forces, it is impossible utilising the inertial vacuum state to gain energy. After
the derivation of our main result in chapter 3, we will discuss its implication for the above
discussion in the concluding section 3.6.
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3 On Quasi-equivalence of Quasi-free KMS States restricted
to an Unbounded Subregion of the Rindler Spacetime
Following the abstract treatment of chapter 2 we are now in a situation where we can state the
main theorem of this thesis.
Main Result. Let (A[S, σ], αt) be the Weyl algebra of a free real massive scalar field on the
Rindler spacetime R with time evolution induced by Lorentz boosts Λt : R → R. The field is
classically described by the symplectic space S = C∞0 (Σ)×C∞0 (Σ) of compactly supported Cauchy
data for the Klein-Gordon equation on the time zero Cauchy surface Σ = {0} × R+ × R2 ⊂ R
with symplectic form
σ(Φ1,Φ2) =
∫
Σ
(f1p2 − f2p1) dηΣ
for Φ1 = (f1, p1),Φ2 = (f2, p2) ∈ S. For all β > 0 we denote by ωβ the unique quasi-free
β-KMS state on (A[S, σ], αt) that has a non-degenerate β-KMS one-particle structure. For
R > 0, x0 ∈ R define an open subregion of Σ by
(23) B :=
{
(0, X, ξ) ∈ {0} × R+ × R2 ⊂ R1,3 | X > ex0 , |ξ| < R
}
.
Let A(B) be the local subalgebra of A[S, σ] generated by the Weyl generators
{W (Φ) | supp(Φ) ⊂ B}.
Then for all 0 < β1 < β2 the states ωβ1|A(B) and ωβ2|A(B) are quasi-equivalent. Moreover,
ωβ1|A(B) and ω∞|A(B) are quasi-equivalent, where ω∞ denotes the Fulling vacuum state.20
Figure 7: The Region B ⊂ Σ situated in the Rindler spacetime R
20The Fulling vacuum state is the unique quasi-free ground state with a non-degenerate ground one-particle
structure in the sense of section 2.3. The uniqueness of ω∞ and ωβ (or rather their one-particle structures) has
been discussed in Lemma 2.19 and is not a new assertion of the theorem.
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Notation. In the following, we will use Rindler-coordinates (t, x, ξ) for R, as defined in section
1.2. The time zero Cauchy surface Σ can be identified as
Σ ' R3 ' {0} × R3 ⊂ R4 (t,x,ξ)' R.
Similarly, we have S ' C∞0 (R3) × C∞0 (R3) and we absorb the factor ex which occurs in the
surface measure dηΣ = exdxd2ξ into the second component function. This was explained at
the end of section 1.3 and simplifies the symplectic form to
σ(Φ1,Φ2) =
∫
R3
(f1p2 − f2p1) dxd2ξ.
The proof of the main result will be the task of the chapter ahead. While the unboundedness of
the region B prohibits an application of Verch’s result Theorem 2.38, we still have the general
criterion of Araki and Yamagami, Proposition 2.36, which we intend to apply. The outline of
the proof is thus clearly given by the sufficient conditions stated therin. In essence, we have to
consider the inner products
(24)
µβ(Φ1,Φ2) =
1
2
(〈
f1, A
1/2 coth
(
A1/2β
2
)
f2
〉
L2(R3)
+
〈
p1, A
−1/2 coth
(
A1/2β
2
)
p2
〉
L2(R3)
)
for Φj = (fj, pj) ∈ S := C∞0 (R3) × C∞0 (R3), j = 1, 2, which uniquely characterise the KMS
states of interest and assert that their complexifications induce equivalent norms on S(B)C for
all β > 0. Here, by S(B) we denote the subspace of S, whose elements are supported within
the region B. Taking the completion in any of these norms, we consider the Hilbert space
(S(B)C, µCβ1) and define the operator TB : S(B)
C → S(B)C by
(25) µCβ1(Φ1,Φ2)− µCβ2(Φ1,Φ2) = µCβ1(Φ1, TBΦ2)
for 0 < β1 < β2. Asserting that TB is of trace class will then be sufficient to deduce quasi-
equivalence of ωβ1 |A(B) and ωβ1|A(B). Special treatment is required for the Fulling vacuum,
which arises as the formal limit β → ∞, corresponding to zero "temperature". It has as the
defining inner product
(26) µ∞(Φ1,Φ2) =
1
2
(〈
f1, A
1/2f2
〉
L2(R3) +
〈
p1, A
−1/2p2
〉
L2(R3)
)
.
Formula (26) is derived from the non-degenerate ground one-particle structure of Lemma 2.23.
Formula (24) is the inner product corresponding to the standard KMS one-particle struc-
ture over this ground one-particle structure (cf. Example 2.20 and Lemma 2.21). We recall
that A is the partial differential operator, densely defined on C∞0 (R3) ⊂ L2(R3), by
(27) A = −∂2x + e2x(m2 −4ξ).
Understanding of the operator A will be crucial for our proof.
Remark 3.1. Initially, we started with considering the symplectic space S of real-valued initial
data. The application of the quasi-equivalence criterion by Araki and Yamagami necessitates
working with its complexification SC. Consequently, we distinguished in our notation the real
inner products µβ and their complex sesquilinear extensions µCβ . In Remark 2.33 we noted that
this posses some potential for confusion in the context of one-particle structures, which always
map the real symplectic space into a complex Hilbert space. From now on, we will work with
complex-valued functions only and thus drop the superscript C in our notation. We will write
L2(R3) instead of L2(R3,C) and use similar conventions for other L2 spaces and subspaces
thereof.
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3.1 Norm Equivalence
We start with deriving that the inner products µβ induce equivalent norms.
Lemma 3.2. The inner products µβ( , ) : S × S −→ C induce equivalent norms on S for all
0 < β <∞.
Proof. Making use of the fact that A is essentially self adjoint on C∞0 (R3) ⊂ L2(R3), we can
introduce the associated projection-valued measure dPλ (cf. Reed-Simon [41], Section VII.3 for
the notation). For every Borel function F : R → R and every f within D(F (A)), the domain
of F(A), we have
(f, F (A)f)L2(R3) =
∫
R
F (λ)d(f, Pλf).
The spectral measures {d(f, Pλf) | f ∈ D(A)} have the support property
supp (d(f, Pλf)) ⊂ σ(A) ⊂ R+,
the last inclusion holding due to the positivity of A. Applying these considerations to equation
(24), we have for Φ = (f, p) ∈ S, β > 0
µβ(Φ1,Φ2) =
∫
R+
λ1/2 coth
(
βλ1/2
2
)
d(f, Pλf) +
∫
R+
λ−1/2 coth
(
βλ1/2
2
)
d(p, Pλp).
Hence, norm equivalence can be reduced to point-wise estimates of the occurring integrands.
Actually, estimates of the form
C1 coth(β2x) ≤ coth(β1x) ≤ C2 coth(β2x)
for x > 0 are sufficient. An elementary analysis of the hyperbolic cotangent yields that the
optimal constants for this to hold are C1 = 1 and C2 = β2β1 for 0 < β1 < β2 <∞.
Remark 3.3. The above lemma asserts norm equivalence on the entire space S, not only S(B).
We remark that the above lemma does not hold for β2 = ∞, making the treatment of the
Fulling vacuum (26) more subtle. However, it is still true that the vacuum norm µ∞ is bounded
by µβ for β > 0.
Under the condition of Lemma 3.2 we may consider the completion S of S in any of the inner
products µβ for β > 0, which by construction continuously extend to this completion. In
particular, given 0 < β1 < β2 we may use the Riesz lemma to define the operator T : S → S
by
(28) µβ1(Φ1,Φ2)− µβ2(Φ1,Φ2) = µβ1(Φ1, TΦ2)
for all Φ1,Φ2 ∈ S. It is worth pointing out that T is well-defined also for β2 = ∞, as µ∞ is
bounded by µβ1 . We remark that T is not the same operator as in equation (25), as we have
not implemented the restriction to S(B). If we were to assert that T is a trace class operator on
the whole space S, we could deduce that the KMS states ωβ are quasi-equivalent on the entire
Weyl algebra. However, once we have properly analysed the partial differential operator A, we
will see that T has continuous spectrum and is, therefore, not even compact. The estimates of
the above proof bring the following helpful observation.
Lemma 3.4. The operator T : S → S defined by (28) is positive for all 0 < β1 < β2 ≤ ∞.
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Proof. With 0 < β1 < β2, the proof of Lemma 3.2 yields for Φ ∈ S
µβ2(Φ,Φ) ≤ µβ1(Φ,Φ).
Hence, µβ1(Φ, TΦ) ≥ 0.
Similarly, TB is positive on S(B) and the square-roots T 1/2 and T
1/2
B are well-defined. To show
that TB is trace class it is sufficient to prove that T
1/2
B is a Hilbert-Schmidt operator. It is
natural to consider S(B) being embedded in S and trivially we have
T 1/2|S(B) = T 1/2B .
However, T 1/2 is by far not the only extension of T 1/2B to the entire space S. Indeed, the operator
Q := χBT
1/2χB : S −→ S
equally restricts to T 1/2B on S(B). Here, χB denotes the characteristic function of the region B.
The equality Q|S(B) = T 1/2B has the important implication that for T 1/2B to be a Hilbert-Schmidt
operator on S(B) it is sufficient to show that Q is Hilbert-Schmidt on S.21 Therefore, in the
subsequent sections we will focus our analysis on Q.
Remark 3.5. There are different routes to be taken here. Relation (24) defines the states ωβ in
terms of the operator A in (27). This operator is essentially self adjoint on C∞0 (R3) ⊂ L2(R3)
(cf. [29], Proposition 4.2). Our course will be to give an explicit spectral representation for
A as a multiplication operator on some other L2 space. This will enable us to characterise
S explicitly as a subspace in the spectral representation of A, making extensive use of the
functional calculus for self-adjoint operators. Eventually, it will be convenient to work with the
operator Q defined on this subspace, as we can exploit that the non-restricted T 1/2 simply acts
as a multiplication operator.
An alternative approach would be to solve the spectral problem for A, restricted to the region
B with appropriate boundary conditions. To relate the restriction to the region B to spectral
properties of A is, however, not an obvious task. This is analytically tractable, for instance,
with zero boundary conditions, and reveals a discrete spectrum for A similar to that of the
Laplace operator on a closed disc. However, using this approach we would require knowledge of
the asymptotic behaviour of the eigenvalues and their multiplicities. Even though it is not clear
whether this approach is computationally harder, it seems one can avoid a detailed analysis of
the eigenvalues by the aforementioned approach.
Having made clear that restricting A to the region B has non-trivial implications on the spec-
trum, we can nevertheless assert one important feature of this restriction. It has long since been
noted in the physics literature [26] that A exhibits no mass gap, i.e. it’s spectrum consists of
entire R+ (including zero).22 This feature, however, is removed if we only apply A to functions
f supported in B. Indeed, we note
(f, Af)L2(R3) =
∫
R3
{|∂xf |2 + e2xm2(|f |2 + |∇ξf |2)} dxd2ξ
≥ m2e2x0
∫
B
|f |2dxd2ξ = m2e2x0 ||f ||2L2(R3)
leading to the conclusion that σ(A|B) ⊂ [m2e2x0 ,∞). This fact can be used to enhance the
result of Lemma 3.2.
21Every complete orthonormal system of S(B) can be completed to an orthonormal system on S and estimates
on tr(QQ∗) provide bounds for tr(TB).
22A typical example of an operator with mass gap is the corresponding A arising in full Minkowski space, i.e.
(−4+m2)1/2, where m provides a positive lower bound for the spectrum
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Lemma 3.6. The inner products
µβ : S(B)× S(B)→ C
with 0 < β ≤ ∞ are all norm equivalent.
Proof. By Lemma 3.2 we only have to show equivalence of µ∞ and µβ, 0 < β <∞. As before,
we can use the projection valued measure of A to write
µβ(Φ,Φ) =
∫
σ(A)
λ1/2 coth
(
βλ1/2
2
)
d(f, Pλf) +
∫
σ(A)
λ−1/2 coth
(
βλ1/2
2
)
d(p, Pλp),
µ∞(Φ,Φ) =
∫
σ(A)
λ1/2d(f, Pλf) +
∫
σ(A)
λ−1/2d(p, Pλp)
for Φ = (f, p) ∈ S(B). Employing the support properties of f and p, we assert that
supp (d(f, Pλf)) ⊂ σ(A|B) ⊂ [m2e2x0 ,∞),
and similarly for p. Thus, the norm equivalence can be established by giving lower and upper
bounds to coth
(
βλ1/2
2
)
for λ ∈ [m2e2x0 ,∞). Such can be stated, for instance, by C1 = 1 and
C2 = coth
(
βmex0
2
)
.
We summarise the insights of this section for further use in the following lemma, giving a
sufficient criterion on quasi-equivalence of the restricted KMS states:
Lemma 3.7. The KMS states ωβ1 and ωβ2, 0 < β1 < β2 ≤ ∞, restricted to the region B as in
(23), are quasi-equivalent, if the operator
Q := χBT
1/2χB : S −→ S
is Hilbert-Schmidt on (S, µβ1).
3.2 Spectral Representation of the Operator A
Knowing that the operator A in (27) is essentially self-adjoint on C∞0 (R3) ⊂ L2(R3) (cf. [29],
Proposition 4.2) we have the general spectral theorem for self-adjoint operators:
Theorem 3.8 ([41],Theorem VIII.4). Let T be a self-adjoint operator on a separable Hilbert
space H with domain D(T ). Then there is a measure space (M,µ), a unitary operator
U : H −→ L2(M,µ)
and a real-valued measurable function f on M such that:
a) ψ ∈ D(T ) if and only if f(·)(Uψ)(·) ∈ L2(M,µ).
b) If φ ∈ U [D(T )], then (UTU−1φ)(m) = f(m)φ(m).
In this section we state explicitly how A can be represented as a multiplication operator on
some L2 space. In particular, we prescribe how U can be implemented as an integral trans-
form, combining Fourier methods with a special transform known as the Kontorovich-Lebedev
transform. The idea behind the integral transform is a decomposition in terms of eigenfunc-
tions of A. This is a standard approach and dealt with e.g. in Poerschke et al. [37] or, on a
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conceptual level, in Fulling [20]. However, we remark that many theorems contain assumptions
that assume boundedness of the operator from below, i.e.23
〈f, Af〉H > C〈f, f〉H
for all f ∈ D(A). This property does not hold in our case and therefore necessitates specific
methods (cf. Kay [29]). To motivate the appearance of the Kontorovich-Lebedev transform we
treat the two-dimensional case first, discarding the transversal ξ-variable for the moment.
3.2.1 Two-dimensional Case
In two (spacetime-)dimensions the operator A takes the form
A = −∂2x +m2e2x,
where x ranges over the entire real line and A is densely defined on C∞0 (R) ⊂ L2(R). A
physicist immediately recognises in this kind of operator a one-dimensional quantum mechanical
scattering with potential V (x) = m2e2x. Thus, she expects eigenstates that qualitatively behave
as free particles towards x → −∞, i.e. exhibit oscillatory plane wave character, and a rapid
decay towards x → ∞. Indeed, this intuition can be mathematically confirmed. A change of
coordinates y = mex brings A to the form
(29) A = −y2∂2y − y∂y + y2
with y > 0. By partial integration we can see that A is a positive operator with respect to the
L2 inner product
(f, g)L2(R+,dy/y) =
∫ ∞
0
f¯(y)g(y)
dy
y
.
The eigenvalue equation for Af = τ 2f is precisely the modified Bessel equation of imaginary
order iτ :
(30) (y2∂2y + y∂y − (y2 − τ 2))f = 0.
It is well known ([17, 2]) that this equation has the two linearly independent solutions Iiτ and
Kiτ , where Iν , Kν are the modified Bessel functions of the first and second kind of order ν.24
Already in 1973 Fulling [19] pointed out that these Bessel functions can be used to solve the
Klein-Gordon equation in two-dimensional Rindler spacetime. Iiτ is exponentially growing in y
and therefore does not belong to L2(R+, dyy ). In contrast, Kiτ is exponentially decaying in both
its argument and its index. It is real valued as a function of y for all τ ∈ R. Its zeros occur
only in the region y < τ with a limiting point for y → 0. Kiτ shows the qualitative behaviour
one would have expected, treating the problem as a one-dimensional quantum mechanical
scattering. In Figure 8 we can see the oscillatory behaviour25 for small argument y as well as
the exponential decay for y → ∞. Kiτ is not an element of L2(R+, dyy ) either, but for every
y0 > 0 the integral ∫ ∞
y0
K2iτ (y)
dy
y
exists and is finite. We can view these solutions as improper eigenfunctions of A, similarly
as plane wave solutions are improper eigenfunctions to the Laplacian on Rn. In a purely
23This is sometimes referred to as elliptic regularity.
24In the literature Kν is also referred to as the MacDonald function, e.g. [49], a terminology that we shall
adopt for this thesis.
25Please refer to Lemma A.5 for a detailed account of the oscillatory behaviour for large index τ .
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Figure 8: Kiτ for τ = 2 and τ = 10
formal consideration the action of A on a finite-dimensional space of formal linear combinations
V := span{Kiτj | j = 1, . . . , n} for mutually distinct values τj > 0 is easy to describe:(
A
n∑
j=1
cjKiτj
)
(y) =
n∑
j=1
cjτ
2
jKiτj(y).
Phrasing this in loose functional analytic terms, we could say A acts as a multiplication op-
erator on the space V . We will make this rigorous in the following section by introducing
the Kontorovich-Lebedev transformation. In all the following considerations the MacDonald
function plays a key role. To allow some concrete idea of this function, we state the following
integral formula (cf. [49], formula 1.98), valid for x > 0 and τ ≥ 0:
Kiτ (x) =
∫ ∞
0
e−x coshu cos(uτ)du.
3.2.2 The Kontorovich-Lebedev Transformation
We define the Kontorovich-Lebedev (KL) transform, named after M. I. Kontorovich and N. N.
Lebedev, who first introduced it in 1938 ([32]). It is an integral transform, which has as its
kernel the MacDonald function Ki·(·) of imaginary index. The formal integral expression is
(31) (KL f)(y) :=
√
2
pi2
∫ ∞
0
f(y)Kiτ (y)dτ,
where f : R+ −→ C belongs to some appropriate function space, which makes (31) well-defined.
This transform has been extensively studied by Yakubovich et al. in [49, 51, 52, 50]. Many of
the results therein resemble classical Fourier theory and provide rigorous tools to proceed with
the discussion of section 3.2.1. In particular, we have an analogue of the Parseval theorem:
Theorem 3.9 ([50],Theorem 2). The Kontorovich-Lebedev transform
KL : L2
(
R+,
dτ
τ sinh(piτ)
)
−→ L2
(
R+,
dy
y
)
,
defined as
(KL f)(y) = lim
N→∞
√
2
pi2
∫ N
1/N
Kiτ (y)f(t)dτ,
is an isometric isomorphism with inversion formula
f(τ) = lim
N→∞
√
2
pi2
τ sinh(piτ)
∫ N
1/N
Kiτ (y)(KL f)(y)
dy
y
.
Here, the limit N →∞ is understood within the respective L2 norms.
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In [51, 53] Yakubovich studies the intimate relation of the KL-transform with the operator A
in (29). Therein, he builds an entire theory of Sobolev-type spaces around the operator A and
the KL-transform. Let us briefly recall some facts about Sobolev spaces. In the study of partial
differential equations it is a customary approach to introduce these spaces using the notion of
weak derivative (cf. [18], p.256). For instance, u is a weak derivative of v ∈ L2(R) if for all test
functions φ ∈ C∞0 the equality ∫
R
v(x)φ′(x)dx =
∫
R
u(x)φ(x)dx
holds, which generalises the notion of classical derivative and can easily be motivated by partial
integration. The Sobolev space H1(R) can then be characterised as the space of all L2 functions
that have a weak derivative in L2. Another characterisation of H1(R) uses Fourier methods
(cf. [18], p.297). The Sobolev space H1(R) is precisely the space of all L2 functions u(x) with
Fourier transform uˆ(k), such that
[k 7→ (1 + |k|)uˆ(k)] ∈ L2(R).
This relates to the identity for smooth functions ∂̂xu(k) = (ik)uˆ(k). In the theory of partial
differential equations Sobolev spaces are used to give natural domains to differential operators
that are less restricting than smooth functions. From a functional analytic perspective, one
could also say that Sobolev spaces characterise the domain of certain unbounded derivative
operators. For instance, the Laplacian on Rn is an unbounded self-adjoint operator on L2 with
dense domain H2(Rn).
Turning back to the Kontorovich-Lebedev transform and the operator A, one can make similar
definitions and find analogous conclusions (cf. [51]). For a function v ∈ L2(R+, dyy ) a weak
A-derivative is a locally integrable function u, such that for all test functions φ ∈ C∞0 (R+) the
equality
(32)
∫
R+
v(y)Aφ(y)
dy
y
=
∫
R+
u(y)φ(y)
dy
y
holds. We can now define the Sobolev-type space S2(R+) as the space of all v ∈ L2(R+, dyy )
with weak A-derivative Av in L2(R+, dyy ). Yakubovich shows that this is a Banach space with
norm
||v||2S2(R+) =
∫
R+
(|v|2 + |Av|2) dy
y
.
This is of course equivalent to saying that the graph of the operator A acting on S2(R+) is
closed. Appealing to
〈v, Au〉L2(R+,dyy ) = 〈Av, u〉L2(R+,dyy )
for all u, v ∈ S2(R+), which is a consequence of (32), it is not difficult to see directly that A is
an (unbounded) self-adjoint operator on L2(R+, dyy ) with dense domain S2(R+) ⊂ L2(R+, dyy ).
Let us now turn to the relation of A and the KL-transform as defined above. We have the
following theorem:
Theorem 3.10 ([53],Theorem 2.226). Let f ∈ L2(R+, dyy ). Then f ∈ S2(R+) if and only if
τ 7→ τ 2 KL−1[f ](τ) is an element of L2
(
R+, dττ sinh(piτ)
)
. In this situation we have
(33) KL−1[Af ](τ) = τ 2 KL−1[f ](τ)
26Yakubovich’s statement slightly differs due to other conventions in the definition of the KL-transform. The
relation is [KL−1 f ](τ) = 2pi2 τ sinh(piτ)Kiτ [f(x)/x].
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and
(34) ||f ||2S2(R+) =
∫ ∞
0
(1 + τ 4)|KL−1[f ](τ)|2 dτ
τ sinh(piτ)
.
This makes evident that the KL-transform yields a spectral representation of A in the sense of
Theorem 3.8 on the Hilbert space L2
(
R+, dττ sinh(piτ)
)
.
3.2.3 Four-dimensional Case
In the four-dimensional case we have to combine Fourier methods, accounting for the transversal
ξ-part of the operator A, and the KL-transform dealing with the x-part, similarly to the two-
dimensional case. On a conceptual level this was already carried out by Haag et al. in [22]. In a
recent review of the Unruh effect Crispino et al. [13] use similar methods. In physics language
our overall transform amounts to nothing more but the familiar mode expansion used in these
articles. Employing the results of Yakubovich on the KL-transform, we now attempt to phrase
these considerations in more rigorous mathematical terms. However, before we proceed with
that, as a motivating example, let us attempt to solve the eigenvalue equation
−∂2xφ+ e2x(m2 −4ξ)φ = τ 2φ
by a separation of variable Ansatz φ(x, ξ) = f(x)χ(ξ). For (x, ξ) ∈ R+×R2 such that f(x) 6= 0
and χ(ξ) 6= 0 this leads to
−∂
2
xf(x)
f(x)
+m2 − τ
2
e2x
=
4ξχ(ξ)
χ(ξ)
= const. = −κ2,
for some κ ∈ R.27 While we find plane wave solutions χ(ξ) = eiξ·k for the ξ-part, k ∈ R2 such
that |k|2 = κ2, we have for the x-coordinate:
−∂2xf(x) + (m2 + κ2)e2xf(x) = τ 2f(x).
By a substitution y =
√
m2 + κ2ex, this becomes
−y2∂2yf − ∂yf + y2f = τ 2f,
which is the modified Bessel equation of imaginary order iτ , as in the two-dimensional case.
Thus, introducing ωm(k) =
√
m2 + |k|2, we have improper eigenfunctions
(35) φk,τ (x, ξ) = eiξ·kKiτ (ωm(k)ex),
where, as before, Kiτ is the MacDonald function of imaginary order iτ . To place these consid-
erations on a more solid footing, we now introduce an integral transform that contains these
improper eigenfunctions as its kernel. Indeed, we will show that
(36) (Uf)(x, ξ) :=
1√
2pi4
∫
R2
d2k
∫
R+
dτ
{
e−iξ·kKiτ (ωm(k)ex)f(τ,k)
}
is an isometric isomorphism
U : L2
(
R+ × R2, dτd
2k
τ sinh(piτ)
)
−→ L2(R3).
As is the case for the KL-transform and the Fourier transform, the expression (36) should
be understood as an appropriate L2 limit (cf. Theorem 3.11). Reviewing the steps that led
to the expression (35), we note that U can be written as a composition of three separate
transformations: a KL-transform in the τ -variable (a), a variable-substitution y = ωm(k)ex (b)
and a partial Fourier transform in the k-variable (c):
27Recalling that −4ξ is a positive operator, it makes sense to set the constant to −κ2.
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(a)
L2
(
R+ × R2, dτd
2k
τ sinh(piτ)
)
f 7→
√
2
pi2
∫
R+
f(τ,k)Kiτ (y)dτ−−−−−−−−−−−−−−−−→ L2
(
R+ × R2, dyd
2k
y
)
,
(b)
L2
(
R+ × R2, dyd
2k
y
)
y=ωm(k)ex−−−−−−→ L2(R3, dxd2k),
(c)
L2(R3, dxd2k)
g 7→ 1
2pi
∫
R2 g(x,k)e
−iξ·kd2k−−−−−−−−−−−−−−−→ L2(R3, dxd2ξ).
As each of these individual transformations constitutes a unitary mapping between Hilbert
spaces, their composition U will also be a unitary mapping. Thus, we have the following
theorem:
Theorem 3.11. The mapping
U : L2
(
R+ × R2, dτd
2k
τ sinh(piτ)
)
−→ L2(R3, dxd2ξ),
defined by
[Uφ](x, ξ) := lim
N→∞
1√
2pi4
∫
|k|2≤N
d2k
∫ N
1/N
dτ
{
e−iξ·kKiτ (ωm(k)ex)φ(τ,k)
}
is an isometric isomorphism of Hilbert spaces. Its inversion formula for f ∈ L2(R3, dxd2ξ) is
given by
[U−1f ](τ,k) = lim
N→∞
τ sinh(piτ)
1√
2pi4
∫
|ξ|2≤N
d2ξ
∫ N
−N
dx
{
eiξ·kKiτ (ωm(k)ex)f(x, ξ)
}
.
Furthermore, for every f in the domain of A we have the equality
[U−1Af ](τ,k) = τ 2 · [U−1f ](τ,k)
for a.e. (τ,k) ∈ R+ × R2.
Proof. The isometry of U is concluded from the above comments. The inversion formula is
an application of the inversion formulae for the individual transforms (a)-(c). It only remains
to proof the claims about A. In [29] Kay has proven that A is essentially self-adjoint on
C∞0 (R3) ⊂ L2(R3). Let D(A) be the domain of the self-adjoint extension. For f ∈ C∞0 (R3) we
have
[U−1Af ](τ) = τ sinh(piτ)
1√
2pi4
∫
|ξ|2≤N
d2ξ
∫ N
−N
dx
{
eiξ·kKiτ (ωm(k)ex)[Af ](x, ξ)
}
,
for some N sufficiently large, such that supp(f) ⊂ [−N,N ] × {ξ ∈ R2 | |ξ| ≤ N} := BN . By
several partial integrations we find:∫
BN
dxd2ξ
{
eiξ·kKiτ (ωm(k)ex)[Af ](x, ξ)
}
=
∫
BN
dxd2ξ
{
A[eiξ·kKiτ (ωm(k)ex)] · f(x, ξ)
}
= τ 2
∫
BN
dxd2ξ
{
eiξ·kKiτ (ωm(k)ex) · f(x, ξ)
}
.
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Here, we can discard the boundary terms due to supp(f) ⊂ BN . Thus, our claim is proven for
f ∈ C∞0 (R3). Now, consider any f ∈ D(A). We may approximate f by a sequence {fn}n∈N of
compactly supported functions, such that f = limn→∞ fn and Af = limn→∞Afn.28 Using the
continuity of U−1 we can now argue
[U−1Af ] = [U−1A lim
n→∞
fn](τ,k) = lim
n→∞
[U−1Afn]
= lim
n→∞
τ 2[U−1fn] = τ 2[U−1f ],
where τ 2 is a short hand expression for the multiplication operator acting by f 7→ τ 2f . Note
that such multiplication operators are also closed, justifying the last exchange of limits.
3.2.4 Applications of the Spectral Theorem to KMS States
We have now given a spectral representation of the operator A. This allows to rewrite expres-
sions that involve operators such as A1/2 coth
(
βA1/2
2
)
via the spectral theorem. On initial data
of the form Φ = (f, p) ∈ S = C∞0 (R3)× C∞0 (R3) we defined an inner product
(37)
µβ1(Φ1,Φ2) =
1
2
(〈
f1, A
1/2 coth
(
A1/2β1
2
)
f2
〉
L2(R3)
+
〈
p1, A
−1/2 coth
(
A1/2β1
2
)
p2
〉
L2(R3)
)
.
We can characterise the completion S with respect to this inner product, using the unitary
transform U in Theorem 3.11. Abbreviating
(38)
H := L2
(
R+ × R2, dτd
2k
τ sinh(piτ)
)
F (τ) := τ coth(τβ1/2)
P (τ) := τ−1 coth(τβ1/2)
we have
µβ1(Φ1,Φ2) =
〈
U−1f1, F (·)U−1f2
〉
H +
〈
U−1p1, P (·)U−1p2
〉
H ,
where P (·) and F (·) act as multiplication operators on H. Thus, we find
(39)
U−1S =
{
(φf , φp) | 〈φf , F (·)φf〉H + 〈φp, P (·)φp〉H <∞
}
= L2
(
R+ × R2, F (τ) dτd
2k
τ sinh(piτ)
)
× L2
(
R+ × R2, P (τ) dτd
2k
τ sinh(piτ)
)
.
Note that F and P are unbounded functions (cf. Figure 9) and therefore U−1S is a proper
subspace of H×H.
Let us now bring attention to the operator T . T was defined through equation (28) which in
full detail reads
µβ1(Φ1, TΦ2) =
〈
f1, A
1/2
(
coth
(
A1/2β1
2
)
− coth
(
A1/2β2
2
))
f2
〉
L2(R3)
+
〈
p1, A
−1/2
(
coth
(
A1/2β1
2
)
− coth
(
A1/2β2
2
))
p2
〉
L2(R3)
for 0 < β1 < β2. Plugging in the specific form of µβ1 in (37) we can write down T acting as a
matrix on f - and p-components of S
T =
(
sβ1,β2(A
1/2) 0
0 sβ1,β2(A
1/2)
)
,
28Here, we employ that A as a self-adjoint operator is closed.
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Figure 9: F (τ) and P (τ)
where we defined29
sβ1,β2(τ) :=
(
1− coth (β2τ/2)
coth (β1τ/2)
)
.
Applying the unitary transform U−1 to both components, we find that U−1TU acts on U−1S
by multiplying the components with sβ1,β2(τ). In Figure 10 we see a plot of the function sβ1,β2 .
Figure 10: The exponentially decaying function sβ1,β2(τ)
It is a bounded function of τ with
lim
τ→0
sβ1,β2(τ) = 1−
β1
β2
.
Further more it is exponentially decaying with τ →∞. In fact, we have the following asymptotic
behaviour (cf. appendix Lemma A.4):
lim
τ→∞
ln sβ1,β2(τ)
τ
= −β1.
Intuitively, this exponential decay is behind the idea that the original KMS states might be
quasi-equivalent in some restricted region of spacetime. Indeed, one expects that restriction to
29For the case β2 =∞ we have
sβ1,∞ = 1−
1
coth (β1τ/2)
,
correspondingly.
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the subregion B will make the spectrum of A discrete, e.g. with increasing eigenvalues {τn}n∈N,
limn→∞ τn =∞. If the spectrum is not behaving "too wildly", it seems plausible that
tr(T ) = 2
∞∑
n=0
sβ1,β2(τn) <∞.
We have to employ this asymptotic behaviour of sβ1,β2 to show that TB is trace class (respectively
T
1/2
B is Hilbert-Schmidt). Earlier, in section 3.1, we claimed that the full operator T is not trace
class. This is now evident. In fact, we can see that the spectrum of T is the essential range
of the function sβ1,β2 .30 This is a general property of multiplication operators, cf. Reed-Simon
[41], p.229. Thus, T has a continuous spectrum and therefore, cannot be a compact operator.
In particular, this excludes T from being trace class. It is clear that a restriction of the KMS
states to the region B is inevitable.
3.3 The Hilbert-Schmidt Theorem
As discussed in section 3.1, Lemma 3.7, our goal is to show that the operator
Q := χBT
1/2χB : S −→ S
is Hilbert-Schmidt. A brute force attempt to that would calculate and sum eigenvalues of Q. As
this seems analytically difficult, we try to apply a classical characterisation of Hilbert-Schmidt
operators acting on L2 spaces. This is known as the Hilbert-Schmidt theorem.
Theorem 3.12 (cf. Reed-Simon [41], Theorem VI.23). Let (M,µ) be a measure space, H =
L2(M, dµ) and R : H −→ H a bounded linear operator. Then R is Hilbert-Schmidt if and only
if there is a function
K ∈ L2(M ×M, dµ⊗ dµ)
with
(Rf)(x) =
∫
M
K(x, y)f(y)dµ(y).
In this case we have for the Hilbert-Schmidt norm of R
||R||2HS =
∫
|K(x, y)|2dµ(x)dµ(y).
The idea to rewrite an operator as an integral operator and thereby assert its Hilbert-Schmidt
property has been used in similar applications. For instance, Araki has used this method in
unpublished handwritten notes of 1982. He also deals with the restriction of an operator to
functions supported in a subregion B. However, his results only concern bounded regions,
necessitating new methods to deal with the problem at hand.
First of all, we note that the Hilbert-Schmidt theorem is not directly applicable to our situation.
On the one hand, S is not an L2 space. On the other hand, Q is not in the form of an integral
operator. We shall now address, how the theorem can nevertheless be applied, employing the
unitary transform of Theorem 3.11. Firstly, we note that we can decompose the problem and
separate the f -part and p-part. This is justified, as we have no cross terms in (28). Thus, we
may consider the operator
Q˜ := χB
(
I− coth
(
β2A
1/2/2
)
coth (β1A1/2/2)
)1/2
χB = χB
[
sβ1,β2(A
1/2)
]1/2
χB
30y ∈ R is said to be in the essential range of h : R −→ R, whenever |{x ∈ R | y −  < h(x) < y + }| > 0 for
all  > 0. If h is continuous, this coincides with the usual notion of range.
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acting on either Sf , the completion of C∞0 (R3) in the norm
(f1, f2)β1,f :=
〈
f1, A
1/2 coth
(
A1/2β1
2
)
f2
〉
L2(R3)
,
or acting on Sp, the completion of C∞0 (R3) in
(p1, p2)β1,p :=
〈
p1, A
−1/2 coth
(
A1/2β1
2
)
p2
〉
L2(R3)
.
Relating this notation to that of the previous sections we have
S = S
f × Sp,
µβ1(Φ1,Φ2) = (f1, f2)β1,f + (p1, p2)β1,p,
Q =
(
Q˜ 0
0 Q˜
)
.
In (39) we already characterised Sf and Sp using the unitary transformation U as
(40)
Hf := U−1Sf =L2
(
R+ × R2, F (τ) dτd
2k
τ sinh(piτ)
)
,
Hp := U−1Sp =L2
(
R+ × R2, P (τ) dτd
2k
τ sinh(piτ)
)
,
where F and P where defined in (38). These are the appropriate L2 spaces for an application
of the Hilbert-Schmidt theorem. It remains to write U−1Q˜U as an integral operator of the
required form. However, we make one last modification and note that it is sufficient to show that[
sβ1,β2(A
1/2)
]1/2
χB or χB
[
sβ1,β2(A
1/2)
]1/2 is in the Hilbert-Schmidt class. The multiplication
by χB is a bounded operator and the Hilbert-Schmidt operators form a two-sided ideal (cf.
Reed-Simon [41], p. 210) within the set of bounded operators on Kf , respectively Kp. Let us
now focus on the f -part. Later on we will discuss modifications necessary for the p-part. By
the spectral theorem and application of the functional calculus we have for φ ∈ C∞0 (R3) ⊂ Hf
[Rφ] (τ) :=
[
U−1
[
sβ1,β2(A
1/2)
]1/2
χBUφ
]
(τ)
= sβ1,β2(τ)
1/2
[
U−1χBUφ
]
(τ).
Plugging in the formulae for U and U−1 and recalling that B = {(x, ξ) ∈ R × R2 | x > x0 >
0, |ξ| < R} we find
[Rφ] (τ,k) = sβ1,β2(τ)
1/2 τ sinh(piτ)√
2pi4
∫
R2
d2ξ
∫ ∞
−∞
dx
{
eiξ·kKiτ (ωm(k)ex)χB(x, ξ) [Uφ] (x, ξ)
}
= sβ1,β2(τ)
1/2 τ sinh(piτ)√
2pi4
∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
{
eiξ·kKiτ (ωm(k)ex) [Uφ] (x, ξ)
}
= sβ1,β2(τ)
1/2τ sinh(piτ)
1
2pi4
∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
∫
R2
d2k′
∫
R+
dτ ′{
eiξ·kKiτ (ωm(k)ex)e−iξ·k
′
Kiτ ′(ωm(k
′)ex)φ(τ ′,k′)
}
=
∫
R2
d2k′
∫
R+
dτ ′φ(τ ′,k′)
1
2pi4
·{
sβ1,β2(τ)
1/2τ sinh(piτ)
∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
[
eiξ·(k−k
′)Kiτ (ωm(k)e
x)Kiτ ′(ωm(k
′)ex)
]}
.
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This is almost of the correct form to apply the Hilbert-Schmidt theorem. We only need to
introduce the right measure for the Hilbert space Hf , which is by (40)
(41) dµf (τ,k) := F (τ ′)
dτ ′d2k′
τ ′ sinh(piτ ′)
=
coth(β1τ
′/2)
sinh(piτ ′)
dτ ′d2k′.
Then we have
(42) [Rφ] (τ,k) =
∫
R+×R2
φ(τ ′,k′)K(τ,k; τ ′,k′)dµf (τ ′,k′)
for all φ ∈ C∞0 (R3) ⊂ Hf , with the integral kernel
(43)
K(τ,k; τ ′,k′) :=
1
2pi4
sβ1,β2(τ)
1/2
F (τ ′)
τ sinh(piτ)τ ′ sinh(piτ ′)·∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
{
eiξ·(k−k
′)Kiτ (ωm(k)e
x)Kiτ ′(ωm(k
′)ex)
}
.
The fact that φ is compactly supported is used to justify the formulae for U , which otherwise
would have required to take the L2 limits as in Theorem 3.11. Once we have shown that K is an
L2 kernel, formula (42) extends to all of Hf , by continuity. This is exactly the form required for
the Hilbert-Schmidt theorem and we summarise these considerations in the following corollary.
Corollary 3.13. With the notation introduced above, the operator[
sβ1,β2(A
1/2)
]1/2
χB : S
f −→ Sf
is Hilbert-Schmidt if and only if
R = U−1
[
sβ1,β2(A
1/2)
]1/2
χBU : Hf −→ Hf
can be represented as an integral operator of the form (42) with kernel
K ∈ L2 ((R+ × R2)× (R+ × R2) , dµf ⊗ dµf) .
Remark 3.14. a) With equation (43) we already have the candidate for the integral kernel.
What we need to show is that K is indeed square-integrable.
b) The information about the KMS states is entirely contained in the functions sβ1,β2 and
F . The exponential decay of sβ1,β2 (cf. appendix Lemma A.4) for τ → ∞ is one of the
key ingredients to show K ∈ L2. However, in (43) there are many terms that are not at
all related to the original KMS states. The drawback of the approach, using an explicit
formula for U , is that the difficulties arising in our analysis are not primarily related to the
physical problem, but rather originate in the specific form of the integral transform. Indeed,
a deeper understanding of the MacDonald function and related mathematical objects will
now be necessary to proceed.
c) We note that the kernel K is not entirely symmetric under exchange of (τ,k) and (τ ′,k′).
The occurrence of the sβ1,β2-function in the τ -variable will allow us to use estimates on the
remaining terms that are less strict in τ , but feature better estimates for other variables,
e.g. better decay estimates for k.
d) The case β2 =∞ is naturally contained in our considerations, as the function sβ1,∞ satisfies
the same asymptotic properties as for finite β2. Therefore, this will no longer be treated
separately in the following analysis of the kernel.
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3.4 Analysis of the Integral Kernel
In this section we proof that the kernel (43) is L2 (cf. Theorem 3.19). To simplify notation we
introduce the following abbreviation and define for (τ,k) ∈ R+ × R2
φτ,k(x) = Kiτ (ωm(k)e
x),
with ωm(k) =
√
m2 + |k|2, x0 ∈ R. In order to proceed with estimates on the kernel it is
necessary to study the integral expression∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
{
eiξ·(k−k
′)φτ,k(x)φτ ′,k′(x)
}
=
∫
|ξ|2≤R
eiξ·(k−k
′)d2ξ ·
∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx
= 2piR
J1(R|k − k′|)
|k − k′| · I(τ,k; τ
′,k′).
In the last line we have used Lemma A.8 to solve the integration over ξ and defined
I(τ,k; τ ′,k′) :=
∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx.
In the above, J1 denotes the Bessel function of the first kind of order 1. In light of the sinh(piτ)
factors that occur in the kernel, our goal is to find estimates on I that counteract the exponential
growth ∼ epi(τ+τ ′). This necessitates subtle estimates on the occurring MacDonald function as
well as careful integration methods. Parts of these considerations have been relegated to the
appendix, to allow a more focused discussion of the kernel. Let us first assert that the integral
I exists and satisfies promising estimates.
Lemma 3.15. Let δ ∈ [0, pi/2). There is a constant C > 0 such that for all (τ,k), (τ ′,k′) ∈
R+ × R2
|I(τ,k; τ ′,k′)| =
∣∣∣∣∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx
∣∣∣∣ ≤ C exp [−δτ − ωm(k)ex0 cos δ − piτ ′/2] .
Proof. By a simple application of the Cauchy-Schwarz inequality we have∣∣∣∣∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx
∣∣∣∣ ≤ (∫ ∞
x0
|φτ,k(x)|2dx
)1/2
·
(∫ ∞
x0
|φτ ′,k′(x)|2dx
)1/2
.
Thus, applying Lemma A.11 to the first term and Lemma A.13 to the latter one, we see that
the integral remains bounded in all cases with bounds as provided by Lemma A.11 and Lemma
A.13.
Unfortunately, the bounds of the previous lemma are not sufficient to show that the kernel (43)
is L2. The final proof of Theorem 3.19 will reveal that with respect to τ ′ we need estimates of
the form
|I|2 ≤ 1
τ ′1+
e−piτ
′
for some  > 0. A thorough analysis of the asymptotics of Kiτ ′ shows∫ ∞
x0
|φτ ′,k′(x)|2dx ∼ ln τ
′
τ ′
e−piτ
′
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for large τ (cf. Lemma A.12). Thus, estimates that are based on the Cauchy-Schwarz inequality,
as Lemma 3.15, cannot be successful for large values of τ ′. Indeed, in this case we need estimates
that employ the oscillatory character of Kiτ ′ and resulting cancellations in the integral∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx.
Note, for instance, that this integral vanishes whenever φτ,k(x0) = φτ ′,k′(x0) = 0, as the follow-
ing lemma will reveal.
Lemma 3.16. For (τ,k), (τ ′,k′) ∈ R+ × R2 define
L(τ,k; τ ′,k′) := {φτ,k(x)∂xφτ ′,k′(x)− φτ ′,k′(x)∂xφτ,k(x)} |x=x0 .
Then
I(τ,k; τ ′,k′) = L(τ,k; τ ′,k′)
(
τ ′2 − τ 2 + |k + k
′| cos(αk,k′)
|k − k′|
)−1
for some αk,k′ ∈ [0, 2pi),k 6= k′ and any values (τ,k), (τ ′,k′) for which the denominator above
is non-zero. In the special case k = k′ we have
(44) I(τ,k; τ ′,k) =
1
τ ′2 − τ 2L(τ,k; τ
′,k).
Proof. Writing the operator A in polar coordinates (x, ξ) = (x, r cos θ, r sin θ) we have
A = −∂2x + e2x
{
m2 − 1
r
∂r (r∂r)− 1
r2
∂2θ
}
.
Integrating over a cylinder B of radius R
B = [−x0,∞)×BR
and doing several partial integrations, we collect the boundary terms and find for sufficiently
smooth functions f, g with limx→∞ f(x, ξ) = limx→∞ g(x, ξ) = 0 for ξ ∈ BR:∫
B
f(x, ξ)[Ag](x, ξ)dxd2ξ =
∫
B
[Af ](x, ξ)g(x, ξ)dxd2ξ
+R
∫ ∞
x0
dx
∫ 2pi
0
dθ {g∂rf − f∂rg}r=R +
∫
BR
d2ξ {f∂xg − g∂xf}x=x0 .
We employ this identity for the functions f(x, ξ) = φτ,k(x)eiξ·k, g(x, ξ) = φτ ′,k′(x)e−ik
′·ξ and
recall that these are eigenfunctions for the operator A with eigenvalues τ 2, τ ′2. Writing ξ as
ξ(r, θ), this leads to
(45)
(τ ′2 − τ 2)
∫
B
eiξ(k−k
′)φτ,k(x)φτ ′,k′(x)d2ξdx =
R
∫ 2pi
0
{
e−iξ(r,θ)·k
′
∂re
iξ(r,θ)·k − eiξ(r,θ)·k∂re−iξ(r,θ)·k′
}
r=R
dθ ·
∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx
+ {φτ,k(x)∂xφτ ′,k′(x)− φτ ′,k′(x)∂xφτ,k(x)}x=x0 ·
∫
BR
eiξ·(k−k
′)d2ξ.
Note that on the left hand-side we may split the integral as∫
B
eiξ(k−k
′)φτ,k(x)φτ ′,k′(x)d2ξdx =
∫
BR
eiξ·(k−k
′)d2ξ ·
∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx.
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We simplify the expression
R
{
e−iξ(r,θ)·k
′
∂re
iξ(r,θ)·k − eiξ(r,θ)·k∂re−iξ(r,θ)·k′
}
r=R
= ie−ξ(R,θ)·(k−k
′)ξ(R, θ) · (k + k′).
The θ- and ξ-integrals may be solved one by one as in appendix A.3. Specifically, we have for
k 6= k′∫
BR
eiξ·(k−k
′)d2ξ = 2piR
J1(R|k − k′|)
|k − k′| ,∫ 2pi
0
ie−ξ(R,θ)·(k−k
′) (ξ(R, θ) · (k + k′)) d2ξ = −R2pi|k + k′| cos(αk,k′)J1(R|k − k′|),
with some αk,k′ ∈ [0, 2pi). Isolating the expression for I(τ,k; τ ′,k′) in (45) we have
I(τ,k;τ ′,k′) =
∫ ∞
x0
φτ,k(x)φτ ′,k′(x)dx =
{φτ,k(x)∂xφτ ′,k′(x)− φτ ′,k′(x)∂xφτ,k(x)}x=x0 ·
(
τ ′2 − τ 2 + |k + k
′| cos(αk,k′)
|k − k′|
)−1
,
which is precisely the desired equation. For k = k′ we have∫
BR
eiξ·(k−k
′)d2ξ = piR2,∫ 2pi
0
ie−ξ(R,θ)·(k−k
′) (ξ(R, θ) · (k + k′)) d2ξ = 0
and thus find the result (44).
To proceed further, we now give some estimates on the boundary terms arising in Lemma 3.16.
Lemma 3.17. Let δ ∈ [0, pi
2
). There is a constant C > 0, such that
|L(τ,k : τ ′,k′)| ≤ C exp [−δτ − piτ/2− ωm(k)ex0 cos δ] ·
(
max(1, τ ′ · ωm(k))1/2
)
for L(τ,k; τ ′,k′) = {φτ,k(x)∂xφτ ′,k′(x)− φτ ′,k′(x)∂xφτ,k(x)} |x=x0 as in Lemma 3.16.
Proof. We have
∂xφτ,k(x)|x=x0 = y∂yKiτ (y)|y=ωm(k)ex0 .
Applying Lemma A.6 we have
sup
x≥x0
|φτ ′,k′(x)| ≤ Ce−piτ ′/2τ ′−1/3,
sup
x≥x0
|∂xφτ ′,k′(x)| ≤ Ce−piτ ′/2 max(1, τ ′1/2).
Applying Lemma A.7 results in
|φτ,k(x)| ≤ Ce−δτωm(k)−1/2 exp (−ωm(k)ex cos δ)
≤ Ce−δτ exp (−ωm(k)ex cos δ) ,
|∂xφτ,k(x)| ≤ Ce−δτωm(k)1/2 exp (−ωm(k)ex cos δ) .
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All in all we find
|L(τ,k : τ ′,k′)| ≤ {|φτ,k(x)||∂xφτ ′,k′(x)|+ |φτ ′,k′(x)||∂xφτ,k(x)|} |x=x0
≤ C exp [−δτ − piτ/2− ωm(k)ex0 cos δ] ·
(
max(1, τ ′1/2) + ωm(k)1/2
)
.
Employing the simple estimate(
max(1, τ ′1/2) + ωm(k)1/2
) ≤ C max(1, τ ′ · ωm(k))1/2,
we find what is claimed above.
Corollary 3.18. Let δ ∈ [0, pi
2
),M > 0. There is a constant C > 0 such that for all τ ′ ≥
max(M, 2
√|γ(τ,k,k′)|) the inequality
|I(τ,k; τ ′,k′)| ≤ Cωm(k)
1/2
τ ′3/2
exp [−δτ − piτ ′/2− ωm(k)ex0 cos(δ)]
holds. Here γ is defined as
γ(τ,k,k′) =
{
τ 2 , if k = k′
τ 2 − |k+k′| cos(αk,k′ )|k−k′| , if k 6= k′
with αk,k′ as in Lemma 3.16.
Proof. By Lemma 3.16 we can write for τ ′ > τ
I(τ,k; τ ′,k′) =
L(τ,k; τ ′,k′)
τ ′2 − γ(τ,k,k′) .
To estimate L we may use the previous result, Lemma 3.17. For τ ′ ≥M > 0 this simplifies to
|L(τ,k : τ ′,k′)| ≤ Cτ ′1/2ωm(k)1/2 exp [−δτ − piτ/2− ωm(k)ex0 cos δ] .
Case 1: γ ≤ 0: Then
1
τ ′2 − γ(τ,k,k′) ≤
1
τ ′2
,
and our claim is immediate.
Case 2: γ > 0: In this case we have for τ ′ > 2√γ
1
τ ′2 − γ(τ,k,k′) =
1
τ ′ +
√
γ
· 1
τ ′ −√γ ≤ 2
1
τ ′2
.
We remark that we have good control on the expression γ occurring in this corollary. Indeed,
by rough estimates, there is a constant C > 0, such that
(46) |γ(τ,k,k′)|1/2 ≤ C
(
1 + τ +
|k|
|k − k′|
)
.
We have now collected all the necessary estimates to proof the following theorem.
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Theorem 3.19. With the kernel K defined as
K(τ,k; τ ′,k′) :=
1
2pi4
sβ1,β2(τ)
1/2
F (τ ′)
τ sinh(piτ)τ ′ sinh(piτ ′)·∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
{
eiξ·(k−k
′)Kiτ (ωm(k)e
x)Kiτ ′(ωm(k
′)ex)
}
,
F (τ ′) := τ ′ coth(β1τ ′/2), sβ1,β2(τ) :=
(
1− coth (β2τ/2)
coth (β1τ/2)
)
and the measure
dµf (τ,k) :=
coth(τβ1/2)
sinh(piτ)
dτd2k,
we have ∫
R+×R2
∫
R+×R2
|K(τ,k; τ ′,k′)|2dµf (τ,k)dµf (τ ′,k′) <∞.
Proof. To start with, let us write down the full integral expression∫
R+×R2
∫
R+×R2
|K(τ,k; τ ′,k′)|2dµf (τ,k)dµf (τ ′,k′)
=
1
pi6
∫
R+×R2
∫
R+×R2
dτd2kdτ ′d2k′{
sβ1,β2(τ)τ
2 sinh(piτ) sinh(piτ ′)
coth(τβ1/2)
coth(τ ′β1/2)
(
R
J1(R|k − k′|)
|k − k′|
)2
· |I(τ,k; τ ′,k′)|2
}
.
Each of the four integration variables requires a different procedure to estimate the integral.
The function
Φ(|k − k′|) =
(
R
J1(R|k − k′|)
|k − k′|
)2
roughly decreases at order |k − k′|−3 and is bounded for k → k′, which will be sufficient to
resolve the integration over k′, provided we have estimates on I2 which are uniform in k′. Most
difficult to handle is the variable τ ′, as we will need estimates |I|2 ≤ e−piτ ′τ−(1+) for large τ ′
to counteract the factor sinh(piτ ′). Due to the occurrence of sβ1,β2(τ), our estimates in the τ
variable need not be as strict. This eventually allows to extract also some dampening factors in
k, sufficient to resolve the final integral. We estimate the integral by working our way outwards,
starting with τ ′ as innermost integration variable.
Step 1: Integration over τ ′
We collect all τ ′-dependent terms and consider the expression
Ψ(τ,k,k′) :=
∫
R+
sinh(piτ ′)
coth(τ ′β1/2)
|I(τ,k; τ ′,k′)|2dτ ′
understood as the innermost integration to be performed. Corollary 3.18 suggests that it is
useful to split this integration in a region of a) small τ ′, i.e. τ ′ ≤ σ := max(2√|γ|, L) with
some arbitrary constant L > 0 and b) large τ ′ ≥ σ, where L ensures a sufficient distance to 0.
a) For τ ′ ≤ σ we use Lemma 3.15 and have
|I(τ,k; τ ′,k′)|2 ≤ C exp [−2δτ − 2ωm(k)ex0 cos δ − piτ ′]
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for some δ ∈ [0, pi/2). Thus,∫ σ
0
sinh(piτ ′)
coth(τ ′β1/2)
|I(τ,k; τ ′,k′)|2dτ ′
≤ C
∫ σ
0
(
sinh(piτ ′)
coth(τ ′β1/2)
exp [−2δτ − 2ωm(k)ex0 cos δ − piτ ′]
)
dτ ′
≤ C · σ exp [−2δτ − 2ωm(k)ex0 cos δ] sup
0≤τ ′≤σ
∣∣∣∣ sinh(piτ ′)coth(τ ′β1/2)e−piτ ′
∣∣∣∣
≤ C˜σ exp [−2δτ − 2ωm(k)ex0 cos δ] .
We remark that
(47) sup
0≤τ ′≤σ
∣∣∣∣ sinh(piτ ′)coth(τ ′β1/2)e−piτ ′
∣∣∣∣ ≤M
is uniformly bounded for all β1 > 0. Therefore∫ σ
0
sinh(piτ ′)
coth(τ ′β1/2)
|I(τ,k; τ ′,k′)|2dτ ′ ≤ Cσ exp [−2δτ − 2ωm(k)ex0 cos δ] .
b) For τ ′ ≥ σ we use Corollary 3.18 to find
|I(τ,k; τ ′,k′)|2 ≤ Cωm(k)
τ ′3
exp [−2δτ − piτ ′ − 2ωm(k)ex0 cos(δ)] .
Integrating over τ ′ results in∫ ∞
σ
sinh(piτ ′)
coth(τ ′β1/2)
|I(τ,k; τ ′,k′)|2dτ ′
≤ Cωm(k) exp [−2δτ − 2ωm(k)ex0 cos(δ)]
∫ ∞
σ
sinh(piτ ′)
τ ′3 coth(τ ′β1/2)
e−piτ
′
dτ ′
≤ Cωm(k) exp [−2δτ − 2ωm(k)ex0 cos(δ)]
∫ ∞
L
sinh(piτ ′)
τ ′3 coth(τ ′β1/2)
e−piτ
′
dτ ′.
The remaining integral over τ ′ clearly converges uniformly in β1.
Combining the cases a) and b) we assert
Ψ(τ,k,k′) ≤ C(σ + ωm(k)) exp [−2δτ − 2ωm(k)ex0 cos(δ)] .
Note that by very crude estimates we have
σ + ωm(k) ≤ C
(
1 + τ + |k|+ |k||k − k′|
)
.
Step 2: Integration over k′
We now collect all k′ dependent terms of the kernel. Pursuing our efforts of step 1, we have
Θ(τ,k) :=
∫
R2
Φ(|k − k′|)Ψ(τ,k,k′)d2k′
≤ C
∫
R2
Φ(|k − k′|)
(
1 + τ + |k|+ |k||k − k′|
)
· exp [−2δτ − 2ωm(k)ex0 cos(δ)] d2k′
≤ C exp [−2δτ − 2ωm(k)ex0 cos(δ)]
∫
R2
Φ(|k − k′|)
(
1 + τ + |k|+ |k||k − k′|
)
d2k′.
We make a change of variable u := k′ − k and note that the integral can be easily estimated
with Lemma A.10. This leaves us with
Θ(τ,k) ≤ C (1 + τ + |k|) exp [−2δτ − 2ωm(k)ex0 cos(δ)] .
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Step 3: Integration over τ
By steps 1 and 2 we have as an intermediate result∫
R+×R2
∫
R+×R2
|K(τ,k; τ ′,k′)|2dµf (τ,k)dµf (τ ′,k′)
=
1
pi6
∫
R+×R2
dτd2k
{
sβ1,β2(τ)τ
2 sinh(piτ) coth(τβ1/2)Θ(τ,k)
}
≤ C
∫
R+×R2
dτd2k { sβ1,β2(τ)τ 2 sinh(piτ) coth(τβ1/2)·
(1 + τ + |k|) exp [−2δτ − 2ωm(k)ex0 cos(δ)] } .
Now comes the step where we employ the actual relation of the KMS states to one another.
This enters with the function sβ1,β2(τ), which by Lemma A.4 is bounded as
sβ1,β2(τ) ≤ Ce−β1τ .
So far we have not made use of the free parameter δ ∈ [0, pi/2). Choosing δ such that
ν := β1 + 2δ − pi > 0
we have
∫
R+
dτ
exp [−2ωm(k)ex0 cos(δ)] τ 2 coth(τβ1/2) (1 + τ + |k|) sβ1,β2(τ)e−2δτ sinh(piτ)︸ ︷︷ ︸
≤Ce−ντ

≤ C exp [−2ωm(k)ex0 cos(δ)]
∫
R+
τ 2 coth(τβ1/2) (1 + τ + |k|) e−ντdτ
We note that
lim
τ→0
τ 2 coth(τβ1/2) = 0, lim
τ→∞
coth(τβ1/2) = 1.
Therefore, the factor e−ντ is sufficient to suppress all remaining polynomial terms for τ → ∞
and the integral with respect to τ converges.
Step 4: Integration over k
We are left with∫
R+×R2
∫
R+×R2
|K(τ,k; τ ′,k′)|2dµf (τ,k)dµf (τ ′,k′) ≤ C
∫
R2
|k| exp [−2ωm(k)ex0 ] d2k
Choosing polar coordinates k = ρ(cosφ, sinφ) and estimating ωm(k) > |k| we have∫
R2
|k| exp [−2ωm(k)ex0 ] d2k ≤ 2pi
∫ ∞
0
dρ
(
ρ2 exp [−2ρex0 ]) <∞
and our claim is finally proven.
Although everything has been said, at this stage we feel it is appropriate to summarise and
repeat the most important steps of showing that the above kernel is L2. Certainly, the un-
derstanding of the MacDonald function and its various integrals was of some importance. Un-
derlying to all estimates in this section are the point-wise bounds based on Yakubovich (cf.
Lemma A.7) and Booker at al. (cf. Lemma A.6). Vital to the argument was also the insight
that we may resolve the integral over MacDonald functions by partial integration, employing
that these are eigenfunctions of a certain differential operator (cf. Lemma 3.16). This lead to
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the whole realm of estimates featuring best possible results in the variable τ ′, which was the
hardest part in the proof of Theorem 3.19. Similar estimates in the τ -variable would not have
been sufficient, as these discard dependencies in the transversal variables. Here, the function
sβ1,β2(τ), which captures the relation of the KMS stats to one another, allowed for additional
freedom using
|Kiτ (x)| ≤ e−δτ |K0(x cos δ)|
rather than
|Kiτ (x)| ≤ e−piτ/2,
i.e. estimates not as strict in τ that exhibit also a moderate x-dependence.
3.5 Modifications for the Momentum Part
In section 3.3 we derived the expression for the integral kernel K as in (43). However, this was
only after separating the two variables of the space S = Sf × Sp. Thus, we have only shown
that the f part of the operator
Q = χBT
1/2χB : S −→ S
is Hilbert-Schmidt. The part on Sp is proven analogously, and we now comment on the necessary
modifications. First of all we consider the operator
[Rφ] (τ) :=
[
U−1χB
[
sβ1,β2(A
1/2)
]1/2
Uφ
]
(τ)
on Hp rather than U−1 [sβ1,β2(A1/2)]1/2 χBU . This modification switches the function sβ1,β2 to
the other variable resulting in
[Rφ](τ,k) =
∫
R2
d2k′
∫
R+
dτ ′φ(τ ′,k′){
sβ1,β2(τ
′)1/2
1
2pi4
τ sinh(piτ)
∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
[
eiξ·(k−k
′)Kiτ (ωm(k)e
x)Kiτ ′(ωm(k
′)ex)
]}
.
Now we introduce the appropriate integration measure, which in this case is
(48) dµp(τ ′,k′) := P (τ ′)
dτ ′d2k′
τ ′ sinh(piτ ′)
=
coth(β1τ
′/2)
τ ′2 sinh(piτ ′)
dτ ′d2k′.
Our new integration kernel thus reads
(49)
K(τ,k; τ ′,k′) :=
1
2pi4
sβ1,β2(τ
′)1/2
P (τ ′)
τ sinh(piτ)τ ′ sinh(piτ ′)·∫
|ξ|2≤R
d2ξ
∫ ∞
x0
dx
{
eiξ·(k−k
′)Kiτ (ωm(k)e
x)Kiτ ′(ωm(k
′)ex)
}
.
To make the changes visible we write down the full expression for the L2 norm:∫
R+×R2
∫
R+×R2
|K(τ,k; τ ′,k′)|2dµp(τ,k)dµp(τ ′,k′)
=
1
pi6
∫
R+×R2
∫
R+×R2
dτd2kdτ ′d2k′{
sβ1,β2(τ
′)τ ′2 sinh(piτ) sinh(piτ ′)
coth(τβ1/2)
coth(τ ′β1/2)
(
R
J1(R|k − k′|)
|k − k′|
)2
· |I(τ,k; τ ′,k′)|2
}
.
64
Switching labels (τ,k) ↔ (τ ′,k′), we recover almost exactly the same expression as for the
f -case. The only difference arises in the hyperbolic cotangent factors, which occur reciprocal to
the f -case. The only place where this is of relevance is equation (47), where we assert instead
that
sup
0≤τ ′≤σ
∣∣∣sinh(piτ ′) coth(τ ′β1/2)e−piτ ′∣∣∣ ≤M
is uniformly bounded for all σ > 0.31
3.6 Applications
As the main result is now established, we may now discuss some of its applications for the
interpretation of the Unruh effect. These conclusions and insights are drawn parallel to newly
published work of Rainer Verch and Detlev Buchholz [10] about the Unruh effect in the case
of a massless scalar field. The most important conclusion of our quasi-equivalence result is the
following:
Proposition 3.20 (Verch, Buchholz). Let O ⊂ R be a causally complete32 bounded subset,
x(s) = (0, s, 0, 0) ∈ R4, s > 0, a family of 4-vectors pointing in the spatial y1 direction of
Minkowski space. Considering the translates O + x(s) we may associate to every such set the
corresponding local field algebra A(O+ x(s)) of the Klein-Gordon field. Then for all β1, β2 > 0
it holds that
(50) lim
s→∞
∥∥(ωβ1 − ωβ2)|A(O+x(s))∥∥ = 0
where ωβ, for β > 0, denotes the same β-KMS state on Rindler space as in the main result.
Figure 11: Translates of a small region in Rindler space
As this result is not the authors achievement we do not state a full proof. However, the
connection to the quasi-equivalence result of our main theorem is the following. Considering
31Note that limτ→0 sinh(piτ) coth(β1τ/2) = 2piβ1 . Thus, our estimate is no longer uniform in β1, which is,
however, irrelevant for the integration over (τ,k, τ ′,k′).
32With the notation of section 1.3, causally complete means O = D(V ) for some achronal bounded subset of
R.
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the stripe region
G :=
⋃
s>0
(O + x(s))
one may deduce from our result quasi-equivalence of all states ωβ|A(G), β > 0 on the local
subalgebra A(G). The GNS representation of all states ωβ|A(G) are type III factors, implying
that quasi-equivalence is sufficient to assert unitary equivalence. In other words, passing to the
GNS representation (pi,H,Ω) of one particular KMS state (e.g. ω2pi the restricted Minkowski
vacuum), all other KMS states are vector states in this representation. Furthermore, all sub-
algebras A(O + x(s)) are contained in A(G), enabling a discussion of the above result solely
within the representation (pi,H,Ω). In this setting we have the following lemma:
Lemma 3.21 (Verch). Let (A, {A(O)}O⊂M) be the quasi-local algebra of the free massive
Klein-Gordon field on Minkowski space M and let (pi,H,Ω) be a representation with cyclic
vector Ω ∈ H (corresponding to a state ωΩ on A). Furthermore, let x ∈ M be any 4-vector,
and denote by ωψ the vector state induced by some ψ ∈ H. Then
lim
λ→∞
||(ωψ − ωΩ)|A(O+λx)|| = 0
for all relatively bounded causally complete open subsets O ⊂M.
Summarising the preceding arguments, our quasi-equivalence result establishes that in the
direction (0, 1, 0, 0) ∈M one may restrict attention to one particular representation (pi,H,Ω).
Verch’s Lemma asserts that in any representation vector states, far out, look all the same.
We now compare these findings to the analysis of Buchholz and Solveen [9], which was sum-
marised in section 2.7.2. For the Rindler space KMS states ωβ of equation (22), their em-
pirical thermometer observable θx exhibits a temperature gradient in the spatial direction
(0, 1, 0, 0) ∈ M, asymptotically approaching zero at infinity. Proposition 3.20 strengthens
this result, by asserting that all observables, far out, give the same readings in any of the states
{ωβ}β>0. Moreover, plugging in the restricted Minkowski vacuum ω2pi, which is invariant under
translations, we conclude that, far out, all Rindler KMS states look like the vacuum. Thus, for
whatever empirical thermometer in use, it is impossible to establish a one-to-one correspondence
between the corresponding empirical temperature scale and 1/β. This supports the conclusion
of Buchholz and Solveen that the Carnot parameter 1/β has no thermal interpretation. In
particular, one should not attribute any such meaning to the value 1/β = 1/2pi.
A second consequence of our result concerns the particle interpretation of the Unruh effect.
In Minkowski space the vacuum state is uniquely singled out by the property of being invari-
ant under the full symmetry group of Minkowski space (the Poincaré group). Similar to the
standard treatment of introductory quantum mechanics, which essentially takes place on one
Hilbert space, many branches of quantum field theory have adopted the GNS representation
(pi,Fs(H),Ω) of the Minkowski vacuum as a standard setting for calculations, putting aside the
many inequivalent representation of the Weyl algebra that exist. Vectors in Fock space of the
form a∗(ξ1)a∗(ξ2) · · · a∗(ξn)Ω with ξ1, ξ2, . . . , ξn ∈ H, in this standard treatment, are often given
the interpretation of "n-particle excitations" (cf. Peskin-Schroeder [35]). In quantum field the-
ory on curved spacetime the relativity of the particle concept has long since been established (cf.
Wald [48]). Every quasi-free state ω on the Weyl algebra with one-particle structure (kω,Hω)
brings its own particle interpretation through the corresponding GNS representation on the
Fock space Fs(Hω). In general spacetimes, the lack of symmetry prevents a canonical choice
of vacuum state as is possible on Minkowski space. Therefore, there is no canonical particle
interpretation. In the case of the Rindler space, we have at least two competing particle inter-
pretations. One is being induced by the Minkowski vacuum and the other one comes from the
Fulling vacuum (the unique ground state with non-degenerate one-particle structure). If one
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adopts the particle interpretation of the Fulling vacuum, then the appearance of the Minkowski
vacuum as a β-KMS state is often interpreted as follows: An accelerated observer in an am-
bient inertial vacuum state observes a heat bath of virtual "Rindler"-particles. Regardless of
whether such an interpretation is valid or not, our result of quasi-equivalence establishes that
it is unnecessary (at least sufficiently far away from the Rindler horizon). Indeed, one can
still use the "established" Minkowski particle interpretation, as we have also shown that the
Fulling vacuum is quasi-equivalent to the (restricted) Minkowski vacuum. Therefore, one does
not lose information when passing to the Minkowski vacuum GNS representation and its in-
duced particle interpretation can be used for accelerated observers, as well. In particular, an
accelerated observer in an ambient inertial vacuum state has at his disposal the inertial particle
interpretation (sufficiently far away from the Rindler horizon) to measure the particle content
of the Minkowski vacuum, which is (by definition) none.
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Summary and Outlook
We conclude this thesis with a short summary of our results and an outlook on related topics
that could benefit from these findings or could be otherwise interesting to pursue. In three
main lines of content we have reviewed and discussed
a) physical concepts of temperature,
b) the general algebraic setting for quantum field theory on curved spacetime and
c) the application of the general concepts of temperature to the specific situation of a free
massive scalar field on Rindler space.
The result of analysis a) is that there exist two distinct definitions of temperature. One is
based on the zeroth law of thermodynamics and involves the usage of an arbitrary empirical
temperature observable to define an empirical temperature scale. The second definition of
temperature is based on the second law of thermodynamics. It derives from the insight that
the maximum possible efficiency of a heat engine operating between two heat reservoirs is
of a universal nature and can be employed to define an absolute temperature scale (which
we called Carnot parameter). Every empirical temperature scale can be brought into one-to-
one correspondence with this absolute scale. However, this is only true in inertial situations.
External forces may change the efficiency of heat engines and thereby destroy the meaning of
the Carnot parameter as a temperature scale.
In studying b), the algebraic setting of quantum field theory, we reviewed several important
steps to define the quantum theory. For every globally hyperbolic spacetime M there exists a
well-posed initial value problem for the Klein-Gordon equation. The classical space of solutions
S has the structure of a real symplectic vector space (S, σ). This is the starting point and
motivation to study general classical linear dynamical systems, i.e. symplectic vector spaces
with time evolution. Over every symplectic vector space (S, σ) one can canonically construct
the Weyl algebra A[S, σ], a C*-algebra with a set of generators that satisfy the canonical
commutation relations (CCR). The dynamics on the classical linear dynamical system give rise
to a one-parameter group of automorphisms αt on A[S, σ], endowing the Weyl algebra with
time evolution. The pairing (A[S, σ], αt) fits into the general framework of algebraic dynamical
systems and we summarised many standard results and definitions about states on such systems
(stationary-, ground-, and KMS states). Of particular interest are the so called quasi-free states,
as these can be completely characterised by the prescription of their one-particle structure. In
light of our applications, the result of analysis b) is that for the real massive scalar field on
Rindler space there exist unique quasi-free ground and KMS states that satisfy an additional
non-degeneracy condition.
Having properly defined the objects of interest in part b), we were able to phrase in c) the
problems of the Unruh effect in a suitable language and treat our main result, which asserts
that quasi-free KMS states of different parameter β are quasi-equivalent if one restricts to a
local subalgebra that keeps some distance to the Rindler horizon. Essential for the proof of
this main result is a criterion of Araki and Yamagami that provides explicit characterisation of
quasi-equivalence of quasi-free states with respect to the states’ one-particle structures. This
opens the problem of quasi-equivalence for standard techniques of functional analysis, namely
asserting the trace class property of an operator T interrelating the different KMS states. In
giving an explicit spectral representation for a certain partial differential operator A (which
we used to define T ), it was possible to rewrite the operator T as an integral operator. In
succeeding with the non-trivial task of putting estimates on the kernel of this integral operator,
we finally proved the sufficient criterion of Araki and Yamagami. Though our result is of a
very technical nature, we were able to draw direct physical conclusions for the interpretation
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of the Unruh effect in light of the thermodynamic concepts in a). In particular, its thermal
interpretation is now severely questioned in line with the recent analyses of Buchholz, Solveen
and Verch.
There are several topics following up from this thesis’ result that may be interesting for further
discussion. In particular, one might investigate generalisations of our quasi-equivalence result.
We have proven the result in 1+3 spacetime dimensions. One might conjecture that the relevant
physical and mathematical results only take place in the one spatial direction of acceleration,
and thus conceive a generalisation for Rindler spacetimes of higher or lower spatial dimension.
While it is not difficult to prove the result for two-dimensional Rindler space, the proof must
always start with a careful analysis of the asymptotics of the above mentioned integral kernel.
In particular, all spatial directions contribute non-trivially to the kernel’s decay properties.
Another possible generalisation is to other spacetimes with a similar geometric structure. For
instance, the Kruskal spacetime and the Schwarzschild black hole are in a similar geometric
relation as Minkowski space and Rindler space. This is the setup for the Hawking effect and an
analysis of the KMS states in this setting might prove equally fruitful. However, our methods
of proof (in particular the spectral methods) are specifically tailored to the Rindler spacetime
and one has to rethink that strategy entirely, because the partial differential operator A in the
Schwarzschild case is severely more complicated. Remaining in the Rindler spacetime, it is
worth remarking that our spectral methods may be helpful for other calculations regarding the
Klein-Gordon field. Although, our spectral representation of the operator A in Theorem 3.11 is
known to the physics community as a mode expansion to solve the Klein-Gordon equation, the
result has (to the knowledge of the author) not been cast in this form before. In particular, the
characterisation as a unitary integral transform between L2 spaces, with explicit calculation
of the relevant measures, might provide a tool for further study of ground and KMS states
on Rindler space. A final issue, which unfortunately could not be pursued in this thesis, is
a thorough comparison of the thermal concepts related to the Unruh effect with the results
of Ebert and Göbel [15] about Carnot processes in general curved spacetimes. All in all, this
leaves many opportunities for subsequent research with a bright perspective and hope for further
interesting results.
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A Appendix
A.1 Fock space and Self-dual Approach to the CCR
We briefly summarise some details on the construction of Fock space, relevant to derive the GNS
representation of quasi-free states of the Weyl algebra as well as to make contact with Araki’s
self-dual approach to the canonical commutation relations. The Fock space is a mathematical
structure that was initially intended to model the physics of an arbitrary number of identical
quantum mechanical particles. Introduced in 1932 by Fock, among the first to rigorously discuss
the mathematical structure of the Fock space was Cook in [12]. By now, this is standard material
in quantum statistical mechanics and quantum field theory. For its clarity and focus on the
symmetric Fock space, we will closely follow Baer et al. [4], section 4.6. We remark that the
interpretation of this space as modelling physical systems with arbitrary particle number is to
be taken with a pinch of salt, in particular in quantum field theory on curved spacetimes, where
various non-equivalent notions of particles can exist (cf. Wald [48], section 3.3). Nevertheless,
the mathematical structure is very useful as is highlighted by Propositions 2.28 and 2.30 in
section 2.4.
Let (H, 〈·, ·〉H) be a complex Hilbert space. For n ∈ N the algebraic nth symmetric tensor
product
∨n
algH of H is defined as the vector space freely generated by all elements (ξ1, . . . , ξn)
of the n-fold Cartesian product H× · · · × H subject to the relations
(ξ1, . . . , λξi, . . . , ξn) = λ(ξ1, . . . , ξi, . . . , ξn),
(ξ1, . . . , ξi + ξ˜, . . . , ξn) = (ξ1, . . . , ξi, . . . , ξn) + (ξ1, . . . , ξ˜, . . . , ξn),
(ξ1, ξ2, . . . , ξn) = (ξσ(1), ξσ(2), . . . , ξσ(n))
for all i = 1, . . . , n, ξ˜ ∈ H, λ ∈ C and σ ∈ Σn permutations of {1, . . . , n}. We denote the
equivalence class in
∨n
algH of (ξ1, . . . , ξn) ∈ H × · · · × H as ξ1 ∨ . . . ∨ ξn. An inner product on∨n
algH is defined for ξ = ξ1 ∨ . . . ∨ ξn and χ = χ1 ∨ . . . ∨ χn as
〈ξ,χ〉(n) :=
∑
σ
〈ξ1, χσ(1)〉H · . . . · 〈ξn, χσ(n)〉H.
The completion of
∨n
algH in the inner product 〈·, ·〉(n) is called the nth symmetric tensor product
of H and will be denoted by ∨nH. For n = 0 we set ∨0H := ∨0algH := C. If H is modelling
the physics of one quantum mechanical particle, then the interpretation of
∨nH is that of
n indistinguishable particles. Typically, we have a strongly continuous unitary group {Ut}t∈R
with self-adjoint generator H, implementing time evolution on H. The corresponding time
evolution on
∨nH is then given by
U
(n)
t (ξ1 ∨ . . . ∨ ξn) := Utξ1 ∨ . . . ∨ Utξn.
This is again a strongly continuous unitary group and its self-adjoint generator is given as the
self-adjoint extension H(n) of
H˜(n)(ξ1 ∨ . . . ∨ ξn) :=
n∑
i=1
ξ1 ∨ . . . ∨Hξi ∨ . . . ∨ ξn.
If {ξi}ni=1 are eigenstates of H with eigenvalues Ei, then ξ1 ∨ . . . ∨ ξn is an eigenstate of H(n)
with eigenvalue E1 + . . .+En. In physical terms, the energy of an n particle state is the sum of
the individual energies. In models that require a variable particle number, one needs to further
consider direct sums of
∨nH. The algebraic symmetric Fock space Falgs (H) is defined as the
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set of sequences {ξ(n)}∞n=0 with ξ(n) ∈
∨nH, where all but a finite number of elements are
non-zero. The sequence Ω := (1, 0, 0, . . .) ∈ Falgs (H) is called the vacuum vector. On Falgs (H)
an inner product is defined by
〈{ξ(n)}∞n=0, {χ(n)}∞n=0〉 := ∞∑
n=0
〈ξ(n),χ(n)〉(n).
Finally, the symmetric Fock space Fs(H) over H is defined as the completion of Falgs (H) in this
inner product, and consists of sequences {ξ(n)}∞n=0, ξ(n) ∈
∨nH, where
||{ξ(n)}∞n=0||2 :=
∞∑
n=0
||ξ(n)||2(n) <∞.
Given a strongly continuous one-parameter unitary time evolution {Ut}t∈R on H, we may define
time evolution on Fs(H) by action of U (n)t in each n particle subspace
∨nH ⊂ Fs(H). Once
more, this defines a strongly continuous unitary group, denoted by {Γ(Ut)}t∈R and commonly
referred to as second quantisation of {Ut}t∈R. Its self-adjoint generator is given by self-adjoint
extension of the operator dΓ(H), which is densely defined on Falgs (H) by action of H(n) on each
n-particle subspace
∨nH ⊂ Fs(H). We thus have33
(51) Γ(eitH) = eitdΓ(H).
While dΓ(H) and Γ(Ut) do not interrelate the subspaces
∨nH ⊂ Fs(H), n ∈ N, important
operators on Fs(H) which do intertwine different particle levels are creation and annihilation
operators. For ξ ∈ H we define the creation operator a∗(ξ) : ∨nH → ∨n+1H and the annihi-
lation operator a(ξ) :
∨nH → ∨n−1H as
a∗(ξ)ξ1 ∨ . . . ∨ ξn := ξ ∨ ξ1 ∨ . . . ∨ ξn,
a(ξ)ξ1 ∨ . . . ∨ ξn :=
n∑
i=1
〈ξ, ξi〉H ξ1 ∨ . . . ∨ ξ̂i ∨ . . . ξn
for all ξ1 ∨ . . . ∨ ξn ∈
∨nH and linearly extend these definitions to ∨nH. Here . . . ∨ ξ̂i ∨ . . .
abbreviates that ξi is left out in the symmetrisation. These operators are bounded with norm
||a∗(ξ)|| = √n+ 1||ξ||H ||a(ξ)|| =
√
n||ξ||H.
Furthermore, they may be extended to unbounded densely defined operators on Fs(H) with
dense domain Falgs (H). The notation a∗(ξ) is no coincidence. For w, v ∈ Falgs (H) one has
〈a∗(ξ)w, v〉 = 〈w, a(ξ)v〉 ,
implying that Falgs (H) is contained in the domain of the adjoint a(ξ)∗ and, hence, a(ξ)∗|Falgs (H) =
a∗(ξ). We remark that in our convention we choose the first argument of the inner product 〈·, ·〉H
to be anti-linear. As a consequence, the mapping H 3 ξ 7→ a(ξ) is anti-linear, whereas H 3
ξ 7→ a∗(ξ) is complex-linear. Creation and annihilation operators obey the famous commutation
relations34
[a∗(ξ), a∗(χ)] = [a(ξ), a(χ)] = 0,
[a(ξ), a∗(χ)] = 〈ξ, χ〉H · 1Falgs (H)
33denoting the self-adjoint extension of dΓ(H) by the same symbol
34As various others these are referred to as canonical commutation relations (CCR)
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for all ξ, χ ∈ H. Further objects of interest are the so called Segal field operators
(52) BF (ξ) = a(ξ) + a∗(ξ)
for ξ ∈ H, densely defined on Falgs (H). Obviously, these operators are symmetric. It is the
content of Lemma 4.6.8. in [4] that they are essentially self-adjoint. Moreover, it is a trivial
consequence of the above commutation relations that on Falgs (H) we have
[BF (ξ), BF (χ)] = 2i= 〈ξ, χ〉H · 1Falgs (H).
The C-linear span of elements BF (ξ1) · · ·BF (ξN)Ω with ξ1, . . . ξN ∈ H coincides with that of
a∗(ξ1) . . . a∗(ξN)Ω and thus with
⊕N
n=0
∨n
algH for all N ∈ N. Therefore, polynomials in the
Segal field operators, applied to Ω span a dense subspace of Fs(H). Finally, the connection to
the Weyl algebra and Proposition 2.28 is made by considering the exponentiated operators
W F (ξ) := exp(iBF (ξ)),
which give a representation of the Weyl algebra A[H, 2= 〈·, ·〉H]. For a general symplectic space
(S, σ) we have stated in Proposition 2.30, how a one-particle structure (k,H) can be used to
obtain a representation of A[S, σ] on the Fock space Fs(H) by defining
pi(W (Φ)) := W F (kΦ)
for the Weyl generators W (Φ) ∈ A[S, σ],Φ ∈ S.
From a physicists perspective the Weyl algebra is a convenient way to circumvent the difficulties
of dealing with unbounded densely defined operators. However, in quantum field theory the
objects of primary interest are the Segal field operators and their algebra. In particular, per-
turbative quantum field theory requires to leave the C*-algebra framework and to deal with
more general algebras. The commutation relations of the operators BF (ξ) are raised to abstract
principle in Araki’s self-dual algebra of the canonical commutation relations. This formalism
introduces the notion of a phase space (K,Γ, γ), which is a complex vector space K, with an
anti-linear involution Γ : K → K and a hermitean form35 γ : K ×K → C, such that
(53) γ(Γξ,Γχ) = −γ(χ, ξ)
for all ξ, χ ∈ K. Phase spaces (K,Γ, γ) and symplectic spaces (S, σ) are closely related struc-
tures. Indeed, given a phase space (K,Γ, γ) we can define a pre-symplectic space (S, σ) by
S := {ξ ∈ K | Γξ = ξ}, σ(ξ, χ) = =γ(ξ, χ). Here, by pre-symplectic we mean that σ may be
degenerate (depending on γ). Conversely, if (S, σ) is a real symplectic space, we may define K
as the complexification K := SC = S ⊕ iS with involution Γ(ξ ⊕ iχ) := ξ ⊕ −iχ. One may
extend σ to a sesquilinear form σC : K ×K → C by
σC(ξ1 ⊕ iχ1, ξ2 ⊕ iχ2) := σ(ξ1, ξ2) + σ(χ1, χ2) + i (σ(ξ1, χ2)− σ(χ1, ξ2)) ,
and define γ := iσC. One immediately checks that γ so defined is a hermitean form and satisfies
(53). Note that the phase space K in this correspondence contains "twice as many elements" as
the symplectic space S. The so called self-dual algebra of the canonical commutation relations
A[K,Γ, γ] over a phase space (K,Γ, γ) is defined as the complex unital *-algebra with generators
{B(ξ) | ξ ∈ K} subject to the relations
B(αξ + βχ) = αB(ξ) + βB(χ),
B(ξ)∗ = B(Γξ),
[B(ξ)∗, B(χ)] = γ(ξ, χ) · 1
35i.e. a sesquilinear form on K with γ(ξ, χ) = γ(χ, ξ)
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for all ξ, χ ∈ K,α, β ∈ C. Although symplectic spaces (S σ) and phase spaces (K,Γ, γ) are
in a direct correspondence, it is a subtle issue to relate the algebras A[K,Γ, γ] and A[S, σ].
Informally, the Weyl generators {W (ξ) | ξ ∈ S} of A[S, σ] are exponentiated field operators in
the sense
”W (ξ) = exp (iB(ξ)) ”
for those ξ ∈ K = SC with ξ = Γξ. This is made rigorous on the level of representations.
Indeed, the above discussion of Fock space and Propositions 2.28 , 2.30 established that a one-
particle structure (k,H) (resp. a quasi-free state) always gives rise to a representation of A[S, σ]
on the Fock space Fs(H). We can extend k : S → H to a complex-linear map kC : SC → H
and find a representation (pi,Fs(H)) of the self-dual algebra A[SC,Γ, iσC] through
pi(B(Φ⊕ iΨ)) = a∗(kC(Φ⊕ iΨ)) + a(kCΓ(Φ⊕ iΨ)),
densely defined on Falgs (H) for all Φ ⊕ iΨ ∈ SC. For those elements Φ ⊕ iΨ ∈ SC with
Γ(Φ⊕ iΨ) = Φ⊕ iΨ, i.e. Ψ = 0, one recovers the Segal field operators BF (kΦ).
Quasi-equivalence of states is defined through quasi-equivalence of their corresponding GNS
representations. For quasi-free states these are realised on a Fock space in the just described
manner. Araki and Yamagami present a criterion on quasi-equivalence of precisely such repre-
sentations, that arise as GNS representations of quasi-free states on the Weyl algebra. Although
they start out with the algebra A[K,Γ, γ] and have their own definition of quasi-free states on
that algebra, they eventually arrive at a point, where they define quasi-equivalence precisely
through the quasi-equivalence of the corresponding Weyl algebra representations (cf. §3 sub-
section (4) and (5) in [3]). By now, we are well familiar with the fact that quasi-free states
ω1, ω2 of A[S, σ] are fully characterised by either specification of an inner product µj which
dominates σ as in equation (10) (cf. p. 22) or specification of the two-point functions
W2ωj(ξ, χ) := µj(ξ, χ) +
i
2
σ(ξ, χ).
One can sesquilinearly extend these two objects to the complexified space SC and these are
precisely the quantities that Araki and Yamagami work with. The two-point function of a
state ω in their work is called a polarisation Sω and has the defining properties
i) Sω(ξ, ξ) ≥ 0,
ii) Sω(ξ, χ)− Sω(Γχ,Γξ) = γ(ξ, χ)
for all ξ, χ ∈ K. We easily see that these properties are met by our definition of W2,Cω . A mere
matter of convention is that Araki and Yamagami prefer to work with (·, ·)j := 2µCj (·, ·) for the
inner products. Having argued that the approach of Araki and Yamagami deals with the same
quantities as we do, we summarise the correspondence in the following translation chart
K ←→ SC
Γ ←→ ξ ⊕ iχ 7→ ξ ⊕−iχ
γ ←→ iσC
Sj ←→ W2,Cωj
(·, ·)j ←→ 2µCj (·, ·)
and state their result.
Theorem A.1 (Araki and Yamagami [3]). Let (K,Γ, γ) be a phase space with non-degenerate36
hermitean form γ. Let S1, S2 be polarisations that give rise to quasi-free states ω1, ω2 on the
36This assumptions is not made by Araki and Yamagami. We introduce this as a simplification for the present
case at hand, where γ is non-degenerate. Otherwise, we have to take into account that the inner products (·, ·)j
become indefinite.
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self dual algebra A[K,Γ, γ]. Furthermore, denote by
(ξ, χ)j := Sj(ξ, χ)− γ(ξ, χ)
j = 1, 2; ξ, χ ∈ K the associated inner-products, endowing K with the structure of a complex
pre-Hilbert space. Then ω1, ω2 are quasi-equivalent if and only if the following two conditions
hold:
i) (·, ·)1 and (·, ·)1 induce equivalent norms on K, giving rise to the same completion K.
ii) Defining the operators Rj : K → K through the Riesz lemma by
Sj(ξ, χ) = (ξ, Rjχ)1
for j = 1, 2; ξ, χ ∈ K the operator R1/21 −R1/22 is in the Hilbert-Schmidt class on (K, (·, ·)1).
We remark that we have
|Sj(ξ, χ)|2 ≤ C(ξ, ξ)1(χ, χ)1
for some C > 0, which ensures that Sj extends to a bounded sesquilinear form on (K, (·, ·)1).
Hence, application of the Riesz lemma to define Rj is justified. Furthermore, positivity of Sj
ensures that Rj is positive and R
1/2
j is also well-defined. Using the above translation chart
on Theorem A.1, we almost instantly arrive at Proposition 2.36. We only need to convince
ourselves, that R1 − R2 being of trace class is sufficient to ensure that R1/21 − R1/22 is in the
Hilbert-Schmidt class. To that account, we have the following lemma:
Lemma A.2 (Buchholz, [8] Appendix B). Let H be a Hilbert space, X, Y ∈ L(H) bounded
operators, such that Y is of trace class X ≥ 0 and X2 + Y ≥ 0. Then the operator
H :=
√
X2 + Y −X
is Hilbert-Schmidt.
As in Verch [47], this can be used in our situation with X = R1/21 and Y = R1 −R2.
A.2 Special Functions and their Asymptotics
In the proof of Theorem 2.8 we used the following standard argument to show that a certain
function is analytic on the upper half-plane.
Lemma A.3. Let H be a Hilbert space, ξ, ζ ∈ H and H a positive self-adjoint operator. Then
the function F : H+ → C defined by
F (z) = 〈ξ, eizHζ〉H
is a well-defined bounded analytic function. Here H+ denotes the upper half of the complex
plane H+ = {z ∈ C | =z ≥ 0}.
Proof. Let dPλ denote the projection-valued measure of H. By the functional calculus for
self-adjoint operators we have
F (z) =
∫
σ(H)
eizλd〈ξ, Pλζ〉.
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The function R+ 3 λ 7→ eizλ is bounded by 1 for all z ∈ H+. This makes eizH a well-defined
bounded operator for all z ∈ H+. Furthermore, this bound is uniform in z making F (·) a
bounded function on H+. For any closed path γ in H+ we therefore have∮
γ
|F (z)|dz <∞.
Hence, an exchange of integration order in the following computation is justified:∮
γ
F (z)dz =
∫
σ(H)
∮
γ
eizλdzd〈ξ, Pλζ〉 = 0.
The last integral vanishes as z 7→ eizλ is holomorphic on H+ for all λ ∈ σ(H) ⊂ [0,∞). By
Morera’s theorem F must be holomorphic, too.
Lemma A.4. Let sβ1,β2 : R+ −→ R be defined through
sβ1,β2(τ) :=

(
1− coth(β2τ/2)
coth(β1τ/2)
)
, if β2 <∞(
1− 1
coth(β1τ/2)
)
, if β2 =∞
with 0 < β1 < β2. Then we have the following limiting behaviour:
a)
lim
τ→0
sβ1,β2(τ) =
{
1− β1
β2
, if β2 <∞
1, if β2 =∞
b)
lim
τ→∞
eβ1τsβ1,β2(τ) = 2
c) There is a constant C > 0 such that for all τ > 0
|sβ1,β2(τ)| ≤ Ce−β1τ .
Proof. We restrict to the more difficult case of finite β2.
a) A simple application of L’Hospital’s rule brings
lim
τ→0
sβ1,β2(τ) = 1− lim
τ→0
sinh(β1τ/2)
sinh(β2τ/2)
= 1− β1
β2
.
b) We compute:
lim
τ→∞
eβ1τsβ1,β2(τ) = lim
τ→∞
eβ1τ
(
1− (1− e
−β1τ ) · (1 + e−β2τ )
(1 + e−β1τ ) · (1− e−β2τ )
)
= lim
τ→∞
eβ1τ
(1 + e−β1τ ) · (1− e−β2τ )
(
2e−β1τ − 2e−β2τ)
= lim
τ→∞
2− 2e−(β2−β1)τ
(1 + e−β1τ ) · (1− e−β2τ )
β2>β1
= 2.
c) Is concluded immediately with a) and b).
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The following results are concerned with the asymptotic behaviour of the MacDonald function.
For fixed index Kiτ (x) features an asymptotic behaviour roughly as e−x. For fixed argument
the MacDonald function decays as e−piτ/2. To illustrate the latter behaviour, we quote and
extend the following result by Yakubovich.
Lemma A.5 (Yakubovich,[49] Theorem 1.737 ). For any x ∈ (0, X], with X > 0 fixed, the
following asymptotic expansions holds true for τ →∞:
Kiτ (x) =
√
2pi
τ
e−piτ/2 sin
(
τ ln
2τ
x
− τ + pi
4
+
x2
4τ
)
× (1 +O(τ−1)) ,
∂xKiτ (x) =
1
x
√
2τpie−piτ/2 sin
(
τ ln
2τ
x
− τ − pi
4
+
x2
4τ
)
× (1 +O(τ−1)) .
Proof. We will not print the proof in full detail. The key ingredients to this are the series
expansion
Iiτ (x) =
∞∑
n=0
(x/2)2n+iτ
Γ(n+ iτ + 1)
for the modified Bessel function of the first kind Iiτ , which is related to the MacDonald function
by
Kiτ (x) =
pi
2 sin(ipiτ)
(I−iτ (x)− Iiτ (x)).
Under the assumption that x remains in a compact region, the series expansion for Iiτ (x) holds
uniformly in x. One now uses a Stirling type formula to approximate the Γ function for large
values τ →∞
Γ(α + iτ) =
√
2piτα−1/2e−piτ/2 exp
[
i
(
pi(α− 1/2)
2
+ τ ln τ − τ
)
−O(1/τ)
]
.
The complex arguments of both Iiτ and I−iτ add up to give the sine-expression. We refer
to Yakubovich’s book for details. It is not difficult to modify Yakubovich’s argument for the
derivative, employing
∂xKiτ (x) = −1
2
(Kiτ−1(x) +Kiτ+1(x))
pi
4 sin(ipiτ)
(I−iτ−1(x)− Iiτ−1(x) + I−iτ+1(x)− Iiτ+1(x)) .
We note that the terms with index shifted by +1 bring a contribution of leading order ∼
τ−3/2epiτ/2, while the terms with index shifted by −1 contribute with ∼ τ 1/2epiτ/2, dominating
the other parts.
In our analysis, unfortunately, neither x nor τ can be considered as fixed. This is why we
have to capture the above decay properties uniformly or, even more daring, in both variables
simultaneously. The following two lemmas give useful estimates in this respect.
Lemma A.6. Let  > 0. Then for all x ≥  and all τ > 0 there are constants C1, C2 independent
of x and τ , such that
(54) |Kiτ (x)| ≤ C1e−piτ/2τ−1/3
and
(55) |∂xKiτ (x)| ≤ C2 1
x
e−piτ/2 max(1, τ 1/2).
37The expansion for ∂xKiτ is not part of Yakubovich’s result, however similarly derived
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Proof. Booker et al. [5] provide more detailed estimates. For the monotonic case, i.e. the
region x ≥ τ > 0 they have (cf. [5], Proposition 1)
0 < Kiτ (x) ≤ Ce−piτ/2e−
√
x2−τ2+τ arccos( τx) min(
1
4
√
x2 − τ 2 , τ
−1/3),
|∂xKiτ (x)| ≤ Ce−piτ/2e−
√
x2−τ2+τ arccos( τx) 1
x
max(
4
√
x2 − τ 2, τ 1/3).
Noting that for x ≥ τ the equality
−
√
x2 − τ 2 + τ arccos
(τ
x
)
≤ 0
holds, we may discard the corresponding exponential term, which is sufficient for Kiτ . For
∂xKiτ we estimate by elementary methods38
4
√
x2 − τ 2 · e−
√
x2−τ2+τ arccos( τx) ≤ C max(1, τ 1/2)
for all x ≥ τ . In the oscillatory case, i.e.  ≤ x ≤ τ , Booker et al. state (cf. [5], Proposition 2)
|Kiτ (x)| ≤ Ce−piτ/2 min( 14√τ 2 − x2 , τ
−1/3),
|∂xKiτ (x)| ≤ Ce−piτ/2 1
x
max(
4
√
τ 2 − x2, τ 1/3).
Finally, roughly estimating
max(
4
√
τ 2 − x2, τ 1/3) ≤ max(1, τ 1/2),
and combining monotonic and oscillatory case, we find the desired results.
The following estimates feature a typical trade-of between the best possible estimates in either
direction.
Lemma A.7. Let δ ∈ [0, pi
2
). For all x >  > 0 and τ > 0 we have
(56) |Kiτ (x)| ≤ Ce−δτe−x cos δx−1/2
with a constant C depending on δ, however, not on x and τ . Furthermore, with a different
constant C˜ we find for the derivative
(57) |∂xKiτ (x)| ≤ C˜e−δτe−x cos δx−1/2.
Proof. Key ingredient to these estimates is the following result by Yakubovich ([49], formula
2.121) for τ > 0, σ ∈ R
|Kiτ+σ(x)| ≤ e−δτ |Kσ(x cos δ)|.
For fixed real index σ it is well known (cf. Abramowitz-Stegun,[2] formula 9.7.2)
|Kσ(x)| ≤ Ce−xx−1/2
for all x >  > 0. For σ = 0 we find (56), combining these identities. For the derivative, we
first apply the formula ([34],51:10:1)
∂xKiτ (x) = −1
2
(K−1+iτ (x) +K1+iτ (x))
Now one can use the preceding estimates on each term individually and (57) is proven.
For later reference we can do even rougher estimates, absorbing −1/2 into the constants:
|Kiτ (x)| ≤ Ce−δτe−x cos δ(58)
|∂xKiτ (x)| ≤ C˜e−δτe−x cos δ(59)
38 For x τ we have 4√x2 − τ2 · e−
√
x2−τ2+τ arccos( τx ) ≈ 4√x2 − τ2 · e−
√
x2−τ2 ≤ supy≥0 y1/2e−y ≤ C.
Otherwise, for x→ τ the estimate 4√x2 − τ2 · e−
√
x2−τ2+τ arccos( τx ) ≤ 4√x2 − τ2 ≤ Cτ1/2 is sufficient.
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A.3 Special Integrals
Lemma A.8. Let R > 0,k ∈ R2 and BR = {ξ ∈ R2 | |ξ| ≤ R}. Then∫
BR
eiξ·kd2ξ = 2piR
J1(R|k|)
|k| ,
where J1 is the Bessel function of the first kind with index 1.
Proof. By an orthogonal transformation and integrating over BR|k| instead of BR we may
assume w.l.o.g. k = (1, 0). Switching to polar coordinates ξ = (r cos θ, r sin θ) the integral
reads ∫
BR
eiξ·kd2ξ =
∫ R
0
∫ 2pi
0
eir cos θdθrdr.
The inner integral solves to ([2], 9.1.21)∫ 2pi
0
eir cos θdθ = 2piJ0(r),
with the zero index Bessel function of the first kind J0. Using the relation ∂x(xJ1(x)) = xJ0(x)
([2], 9.1.30), we find ∫ R
0
2piJ0(r)rdr = 2piRJ1(R),
which is, restoring the appropriate scale factors |k|, the desired result.
Lemma A.9. Let u, v ∈ R2, θˆ := (cos θ, sin θ). Then the equality
1
i
∫ 2pi
0
eiu·θˆθˆ · vdθ = 2pi|v|J1(|u|) cosαu,v
holds, with the Bessel function of the fist kind J1 of order 1 and αu,v ∈ [0, 2pi).
Proof. By a rotation θˆ′ = Oθˆ, v˜ = Ov, we may assume w.l.o.g. u = |u| ·(1, 0). Thus the integral
reads
1
i
∫ 2pi
0
ei|u| cos θ (v˜1 cos θ − v˜2 sin θ) dθ.
The term proportional v˜2 vanishes, as the integral over ei|u| cos θ sin θ is odd. The remaining
integral solves to
1
i
∫ 2pi
0
ei|u| cos θv˜1 cos θdθ = v˜12piJ1(|u|),
by [2], 9.1.21. Restoring the original coordinates we have v˜1 = |v| cos(αu,v), where αu,v is
precisely the argument of v, after rotating u "w.l.o.g." to |u| · (1, 0).
Lemma A.10. The Bessel function J1 of the first kind with index 1 satisfies the estimate
|J1(r)| ≤ C min(r, r−1/2)
and therefore can be integrated with ∫
R2
|J1(|k|)|2
|k|n d
2k <∞
for n = 2, 3.
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The above estimate on J1 can be found in any compendium of higher transcendal functions,
e.g. Erdélyi et al. [17], which obviously suffices to assert that the intergal is finite.
The following results are concerned with estimates on the L2-norm of Kiτ (ωe·) restricted to a
region [x0,∞) ⊂ R. Again, we have a result that features best exponential decay properties for
τ and one that is less hard on τ , but allows for sufficient decay in ω.
Lemma A.11. Let τ > 0, ω ≥ m > 0 and x0 ∈ R. Choose some δ ∈ [0, pi2 ). Then there exists
a constant C, independent of τ and ω, such that∫ ∞
x0
|Kiτ (ωex)|2dx ≤ Ce−2δτ · exp [−2ωex0 cos δ] .
Proof. This is a simple application of the point-wise estimate (56)∫ ∞
x0
|Kiτ (ωex)|2dx =
∫ ∞
ωex0
|Kiτ (y)|2dy
y
≤ Ce−2δτ
∫ ∞
ωex0
e−2y cos δ
dy
y2
≤ Ce−2δτ · exp [−2ωex0 cos δ]
Lemma A.12. Let 0 < y0 < Y for some fixed value of Y > 0. Then we have the following
asymptotic expansion for τ →∞:∫ ∞
y0
|Kiτ (y)|2dy
y
=
pi
τ
e−piτ ln
(
2τ
y0
){
1 +O(τ−1)} .
Proof. As in Lemma 3.16 we have for τ 6= τ ′∫ ∞
y0
Kiτ (y)Kiτ ′(y)
dy
y
=
1
τ ′2 − τ 2 (yKiτ (y)∂yKiτ ′(y)− yKiτ ′(y)∂yKiτ (y))y=y0
For sufficiently large values of τ, τ ′ we may use the asymptotic expressions of Lemma A.5.
Abbreviating
f(τ) := τ ln
(
2τ
y0
)
− τ + y
2
0
2τ
,
we get
1
τ ′2 − τ 2 (yKiτ (y)∂yKiτ ′(y)− yKiτ ′(y)∂yKiτ (y))y=y0 =
1
τ ′2 − τ 2
2pi√
ττ ′
e−pi(τ+τ
′)/2
·
{
τ ′ sin
(
f(τ) +
pi
4
)
sin
(
f(τ ′)− pi
4
)
− τ sin
(
f(τ ′) +
pi
4
)
sin
(
f(τ)− pi
4
)}
·
[
1 +O
(
1
τ
+
1
τ ′
)]
.
We simplify the sine-expressions to find
=
pi√
ττ ′
e−pi(τ+τ
′)/2 ·
{
sin (f(τ ′)− f(τ))
τ ′ − τ −
cos (f(τ ′) + f(τ))
τ ′ + τ
}
·
[
1 +O
(
1
τ
+
1
τ ′
)]
.
Conducting the limit τ ′ → τ yields39∫ ∞
y0
|Kiτ (y)|2dy
y
=
pi
τ
e−piτ∂τf(τ) ·
[
1 +O(τ−1)]
=
pi
τ
e−piτ ln
(
2τ
y0
)
· [1 +O(τ−1)] .
39We note that the integral expression on the left hand side is continuous in τ, τ ′ and therefore allows taking
the limit τ ′ → τ
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Lemma A.13. Let τ > 0, ω ≥ m > 0 and x0 ∈ R. Then there exists a constant C, independent
of τ and ω, such that ∫ ∞
x0
|Kiτ (ωex)|2dx ≤ Ce−piτ .
Proof. By a change of variable y = ωex we have∫ ∞
x0
|Kiτ (ωex)|2dx =
∫ ∞
ωex0
|Kiτ (y)|2dy
y
≤ 1
ωex0
∫ ∞
ωex0
|Kiτ (y)|2dy.
Enlarging the domain of integration to [0,∞) we may apply [39], p. 385 (2.)∫ ∞
0
Kiτ (y)
2dy =
Γ(1/2)2
4 · Γ(1) Γ
(
1
2
+ iτ
)
Γ
(
1
2
− iτ
)
=
pi2
4
1
cosh(piτ)
.
The desired estimate follows with C = pi2
8mex0
. In the last line we employed a well known identity
for the gamma function (cf. [2], 6.1.30)
Γ
(
1
2
+ iτ
)
Γ
(
1
2
− iτ
)
=
pi
cosh(piτ)
80
Index of Notation
A some C*-algebra with unit
(A, αt) An algebraic dynamical system with C*-algebra A and one-parameter group of *-
isomorphisms {αt}t∈R
A[S, σ] the Weyl algebra over a symplectic vector space (S, σ)
W (Φ) the generators of the Weyl algebra A[S, σ] with Φ ∈ S
S(A) the set of states on a C*-algebra A
ωβ a β-KMS state with parameter β > 0. In chapter 3 this exclusively labels the unique quasi-
free β-KMS state on the Weyl algebra of the Klein-Gordon field in Rindler space that has
a non-degenerate one-particle structure
ω∞ a ground state. In chapter 3 this exclusively labels the unique quasi-free ground state on
the Weyl algebra of the Klein-Gordon field in Rindler space that has a non-degenerate
one-particle structure
µω the inner product that uniquely describes a quasi-free state ω
W2ω the two-point function of a quasi-free state ω
(S, σ) a real symplectic vector space with non-degenerate symplectic form σ
(k,H) a one-particle structure
(S, σ, Tt) a classical linear dynamical system with symplectic space (S, σ) and one-parameter
group of symplectomorphisms {Tt}t∈R
A the partial differential operator A = −∂2x + e2x(m2 −4ξ) (in Rindler coordinates)
C∞0 (M) the space of smooth functions on some manifold M with compact support
C∞(M) the space of smooth functions on some manifold M
Kiτ the MacDonald function with imaginary index iτ
KL the Kontorovich-Lebedev transform KL : L2
(
R+, dττ sinh(piτ)
)
−→ L2
(
R+, dyy
)
M Minkowski space
R the Rindler spacetime (i.e. the right wedge region of Minkowski space)
Λt t ∈ R the family of Lorentz boosts in y1 direction of Minkowski space, which induces the
time translation on R
B the subregion {(0, X, ξ) ∈ {0} × R+ × R2 ⊂ R1,3 | X > ex0 , |ξ| < R} of the time zero Cauchy
surface in R
(M, g) (or simply M) a four dimensional Lorentzian manifold with metric g
Σ a Cauchy surface in a four-dimensional globally hyperbolic manifold
J+(Q) the causal future of the set Q ⊂M
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J−(Q) the causal past of the set Q ⊂M
J(Q) the union of causal past and future J(Q) = J+(Q) ∪ J−(Q)
D+(Q) the future domain of dependence of Q ⊂M
D−(Q) the past domain of dependence of Q
D(Q) the domain of dependence of Q, D+(Q) ∪D−(Q)
♦(Q) the topological interior of D(Q)
Eadv/ret advanced and retarded propagator of the Klein-Gordon field
E the Klein-Gordon propagator E = Eadv − Eret
(piω,Hω,Ωω) the GNS representation of a state ω ∈ S(A) with Hilbert space Hω and cyclic
vector Ωω ∈ Hω
Fs(H) the symmetric (bosonic) Fock space over some Hilbert space H
Falgs (H) the algebraic symmetric Fock space over some Hilbert space H
a(ξ) annihilation operator on Fs(H) for ξ ∈ H
a∗(ξ) creation operator on Fs(H) for ξ ∈ H
W F (ξ) representation of the Weyl generator W (ξ) on Fs(H) for ξ ∈ H
BF (ξ) the densely defnined Segal field operators on Fs(H) for ξ ∈ H
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