The growth of smart city applications is increasingly around the world, many cities invest in the development of these systems intending to improve the management and life of their residents. This increase is mainly due to the emergence of new technologies such as Big Data and Internet of Things (IoT). Some of the biggest challenges in applying these systems, relate to the processing, visualization, and analysis of the generated data, since most systems tend to work connected, thus generating a large mass of data that deviates from the standard of previously used systems. For data visualization, one of the main devices used is the reduction of dimensionality, in an attempt to bring data from one dimension N to two or three dimensions and thus be noticeable to human eyes. There are several algorithms used for dimensionality reduction, the linear ones that as the name implies, solve linearly separable problems and so these are very limited and the nonlinear ones, that solve more complex problems, but usually have an excessive runtime, making them or often inappropriate to apply. This article presents the parallel implementation of the nonlinear dimension reduction algorithm t-Distributed Stochastic Neighbor Embedding (t-SNE), showing better results than its conventional version in terms of runtime, thus showing that parallelism can make the problem of dimensionality reduction treatable, bringing greater scalability and delivering results within an acceptable time frame.
I. INTRODUCTION
The change in computational paradigms from traditional desktop work at office desks and moving to distributed computing with multiple devices spread across an environment, all communicating with each other, increases the computational possibilities of the systems. Smart environments soon began to emerge, such as homes in Khan et. al. [1] and Rehman & Gruhn [2] and doctor's offices in Abatal et al. [3] and Alamri [4] . The expansion of this concept to meet the demands of a city was a natural transition where an investment of 80 billion dollars was expected for 2018 worldwide, with an increase in this investment to about $ 135 billion in 2021 [5] .
A city that uses these systems to aid management, as well as improving the lives of its residents is called the smart city, Caragliu in [6] and [7] conceptualize smart city as a city that invests in social and human capital and also Information The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo . and Communication Technologies (ICT) infrastructure, contributing to sustainable soc ial-economic development and improvement in the population's quality of life, with the rational management of natural resources through participatory actions.
Thinking from the technology side, a smart city contains several computer systems positioned in its physical environment, working on an integrated basis or individually. Communication Infrastructure, Intelligent Sensors, Communication Protocols, and Data Storage Systems are some of the demands for building these systems.
The development of systems that support smart cities requires various technologies ranging from IoT, going through communication technologies, such as wireless sensor networks, Radio Frequency IDentification (RFID), and access to data storage through the concept known as big data, big data being one of the main drivers of the emergence of smart cities, since using correct processes, can transform the mass of data into important information from where you can find the necessary knowledge for the management process.
The use of smart city systems, along with the use of these technologies, enables municipal public managers to direct their decisions, making them more accurate. However, one of the main problems is related to the complexity of data analysis, for the sake of involving very complex data, as well as data with a large dimension, being the dimension of the data represented by the number of attributes involved to represent it.
The process of Data Dimensional Reduction, through its algorithms, tends to decrease the complexity of data analysis, since data dimensionality can be reduced to a dimension visible to the human eye (two or three dimensions), preserving distances from their original dimension. Therefore, these algorithms use mathematical and statistical devices.
There are several dimensionality reduction algorithms in the literature. Such solutions can be divided into two main groups: linear and nonlinear.
Linear algorithms focus on keeping the representations of different data points apart on the low dimensionality representations, However, these algorithms have the problem of being limited to linearly separable problem solving which greatly restricts their use.
Nonlinear algorithms, on the other hand, try to keep highdimensional data structures in the low dimension. Although they are more efficient than linear algorithms because they can solve a wider range of problems, these algorithms have a high complexity, which makes them ineffective concerning their processing time.
This low effectiveness of nonlinear algorithms makes them unviable to apply to a large amount of data, since the processing time for its execution will be very long and the delivery of results will usually happen after the time required for its use.
One of the most commonly used nonlinear algorithms today is the t-distributed Stochastic Neighbor Embedding (t-SNE) [8] , which uses conditional probability to represent the similarity of data in the low and high dimensions.
By using the t-student cost function that is close to Gaussian, but with wider tails, the t-SNE can alleviate some of the problems that exist in some other Dimension Reduction algorithms, presenting more accurate visual results, but the problem of effectiveness continues as its processing time increases exponentially with increasing data presented to it.
The parallelization of the t-SNE algorithm can solve the scalability problem presented by its conventional version, thus parallelization gives the possibility of turning the problem, which until then could be classified as untreatable, into a treatable problem and thus presents satisfactory results within an acceptable time.
The main objective of this paper was to develop a parallel version of the t-SNE algorithm and apply it to a real Smart City environment, achieving an improvement in efficiency and effectiveness in its performance compared to its conventional version.
The rest of the paper is divided as follows: The Sections 2 and 3 present a theoretical framework on the areas of development of this work smart cities and data dimensional reduction, emphasizing the t-SNE algorithm. Section 4 presents the changes made under the t-SNE algorithm to parallelize it. The Section 5 presents the smart cities problem used for the execution of the algorithms, obtained from the database of police occurrences of the city of Natal, RN, Brazil, as well as the results obtained by applying the parallel t-SNE on this problem, and finally, section 6 presents the conclusions and future work.
II. SMART CITIES
The steady increase in urban populations around the world has been compounding the challenges of rulers in managing their cities. The Archdaily [9] estimates that by 2030, 60% of the world's population lives in urban centers. For example, according to IHS Markit [10] , in the United States, large urban centers now have 85.7% of the US population, as well as 87.7% of jobs, 87.9% of total income, 91.3% of wage income and 90.8% of real GDP.
The accelerated urban growth can lead to several interrelated problems, such as the increased urban traffic can lead to air pollution, which expands the cases of lung diseases [10] .
This urban population growth must be accompanied by the development of adequate urban infrastructure, maintaining the city's economic and social balance and the quality of life of its population.
Schaffers et. al. [11] shows that the concept of smart cities has evolved since the early 1990s, and is linked to technology, innovation and globalization.
According to the general directory for internal policies, published by the European Parliament [12] , a smart city, is a city looking to solve public problems through technologies developed and implemented on a multi-stakeholder partnership basis, which is, using technology to benefit both public management and the quality of life of its population.
Chourabi et. al. [13] , defines a framework to analyze how much a city is involved with the concept of smart city, for that eight factors are analyzed: (1) management and organization, (2) Technology, (3) Governance, (4 ) Policies, (5) People and community, (6) The economy, (7) Built infrastructure and (8) The natural environment. The greater the city's involvement with these factors, the more likely it is to turn it into a smart city.
According to Albino [14] , several cities around the world are beginning to invest in this concept of Smart Cities, such as Ottawa (CAN), Quebec (CAN), San Francisco (USA), Barcelona (SPA), Amsterdam (NED) e Shenzhen (CHI).
In Natal-RN through an initiative of the Federal University of Rio Grande do Norte (UFRN) and partnerships with state governments were created SmartMetropolis project, which already has several applications developed to benefit the population in some areas, such as public safety, smart parking and tourism, and applications that use social networks to identify the perception of residents and visitors of a particular city, called e-Participation in smart cities [15] .
Despite working in various areas of smart cities, a large part of Smartmetropolis's projects work with data on police occurrences in Natal city, to this end, there are partnerships with the municipal government and the state government, through the State Secretary of Public Security and Civil Defense (SESED). Being public security one of the main areas of activity of the project.
Several technologies are required for the development of smart city systems such as IoT, big data and communication technologies.
The Systems in a smart city environment tend to generate a huge amount of data, as they are often integrated systems from many different areas. The old decisions that were made by intuitions today are made based on the data themselves. Education, health, economic and urban development are some of the areas that can be cited as an example of using this amount of data for decision-making.
This data generated by the systems has a great diversity of types, is dynamic, unstructured and difficult to process using traditional processing approaches, they are known as big data and are closely intertwined with the concept of smart cities.
According to Zhang & Chen [16] , big data has been a current and future research frontier. The big data can be characterized by 3 or 4 V's. Zhang [17] uses the concept of 3 V's, which means Volume, Velocity, and Variety; by volume is characterized the amount of data that is generated; Velocity is how quickly this data is generated; and variety are the different sources by which data are created, that is, the heterogeneity of that data.
The fourth ''V'', used by some authors, means veracity, where is represented the quality of data and information for use in real models, that is, the value of that data for decision making, how "true" it is.
There are many problems to be studied and developed through the use of big data, but one of the main obstacles to use is related to data visualization, since visualizing data is important to make the study object presented more intuitive and effective.
The main issue surrounding this problem is the high dimensionality of data in a big data, which does not allow proper visualization of this data.
The dimension reduction techniques can be used here for greater effectiveness in the data visualization process, making it possible to observe large data in a dimension visible to human eyes, 2D or 3D, thus facilitating the decision making the process from the data generated by big data.
There is much talk in the bibliography about the importance of applying dimension reduction algorithms to problems involving large data dimensions, but in a few cases these algorithms are applied to real problems, and when they are, only the results of their application are presented, regardless of their effectiveness and scalability.
III. DIMENSIONALITY REDUCTION
The data generated by systems that are in smart city environments typically has a large volume, they are dynamic and unstructured, characteristics absorbed by big data. These characteristics make data too complex to be handled through conventional computational paradigms since these algorithms are often not fast and dynamic enough for that.
Another issue that involves this data is that they usually have a very large dimension, which makes their interpretation difficult, and often makes the decision-making process impossible.
According to Cavique [18] , since there is no possibility of immediately changing the complexity of conventional algorithms, the answer would be to reduce the dimensionality of the data, the reduction of the dimensionality of the data refers to the decrease in the number of variables to be analyzed.
Medeiros [19] adds that reducing dimensionality is a key operation for enabling multidimensional data visualization in knowledge discovery and data mining processes and in Dias's conception [20] the reduction of data dimensionality results in a more efficient representation of the data, and data analysis, but also have theoretical motivations, considering the ''curse of dimensionality'', term created by Bellman [21] to refer to the problem of exponential growth of hypervolume as a function of data dimensionality, that is, if there are more characteristics, greater degradation of the performance of a classifier or regressor.
The main idea is that even if the size of the data is reduced, there will be a preservation of their topological relationships to the maximum. There are several techniques for reducing dimensionality that can be classified as linear and nonlinear.
Linear techniques are principally represented by Principal Component Analysis (PCA) and Multidimensional Scaling (MDS). According to Maaten [8] , these algorithms focus on keeping the representation of distant data points in the representation of low dimensionality.
The main problem pointed out by linear algorithms is related to the small range of problems they can solve, since they are linear they only solve linearly separable problems which make their use unfeasible in most cases.
On the other hand, the nonlinear algorithms try to keep the high dimension data structure at the low dimension. There are several nonlinear algorithms for dimensionality reduction, among them we can mention: Sammon Mapping, Curvilinear Component Analysis (CCA), Stochastic Neighbor Embedding (SNE), Isomap, and the t-Distributed Stochastic Neighbor Embedding (t-SNE), the subject of this paper.
Although they solve nonlinear problems, these algorithms present problems that involve their efficiency, if the data to be processed grows, its runtime grows exponentially, practically making it impossible to use in problems involving big data.
The choice of work by the t-SNE algorithm was first because it is a nonlinear algorithm and thus solves a larger number of problems and second because it is a highly used algorithm as a reference for data dimensionality reduction studies, always presenting good results in the most diverse applications.
Even considering these assertions, preliminary tests were performed using several of these techniques and using manually generated databases, the best visualization results were obtained by t-SNE, corroborating the choice for this algorithm. These tests are available in technical reports developed within the SmartMetropolis project: [22] presents the implementation of PCA, SNE and t-SNE; [23] shows the algorithms LLE and KPCA; [24] presents the algorithms LDA and Sammon Maps; and [25] shows the NCA and Diffusion Maps algorithms.
The following topic presents the theory about the t-SNE algorithm, as well as differentiating it from other Dimension Reduction algorithms.
A. t-SNE
Considering that one of the main objectives of dimension reduction is to preserve as much as possible the information contained in the high dimension, for the low dimension map and dissatisfied with the results presented by other dimension reduction algorithms, Maaten [8] proposed the t-SNE algorithm.
The proposed t-SNE model is based on the SNE algorithm, SNE begins processing by converting Euclidean distances between data points in the high dimension into conditional probabilities, that represents the similarity between these points.
The similarity between point's x i and x j is the conditional probability p j|i , where x i chooses x j as its neighbor; mathematically this conditional probability is given by (1) .
where σ i is the Gaussian variance centered on the point x i . The values for σ i are variables, normally in denser regions, the assigned values are smaller and larger in sparse regions, there is no optimal σ i for the entire data map. For low dimensionality, the SNE algorithm calculates the conditional probability of points y i and y j through (2) .
It is important to know that the point's y i and y j in low dimensionality represent, respectively, point's x i and x j of high dimensionality.
With the purpose of the two conditional probabilities is to point out the similarities between the points, then p i|i = q i|i = 0.
If the high and low dimension data maps have similarities, then the conditional probabilities p and q for points i and j will always be equal.
The fidelity measure used by the SNE algorithm is the Kullback-Leibler divergence, which in this case equals the additive cross-entropy of a constant.
The SNE minimizes the sum of the Kullback-Leibler divergence on each point using the descending gradient method through the cost function (3).
P i represents the conditional probability distribution of all data points over point x i and Q i represents the conditional probability distribution of all points over point y i .
Since there is no symmetry in the Kullback-Leibler divergence, errors in the distances in the small dimension are not similarly weighted, so the SNE cost function focuses on retaining the local structure of the data in its representation. The entropy of the probability distribution increases with increasing σ i .
The SNE performs a binary search for the value of σ i , yielding a P i value with a user-specified perplexity, this perplexity is defined by (4) .
where H(P i ) is Shannon's entropy of P i measured in bits. The minimization of the cost function (3) is performed using the descending gradient method presented in (5) .
Interpretation of the gradient can be made as to the resultant force created by a set of energies between the point y i and all points y j , these energies attract or repel the points, depending on the distance between them.
The gradient is randomly initialized in gaussian, with small variance and centered around the origin. To speed up optimization and avoid local minima a momentum term is added to the gradient.
In early iterations, SNE adds a gaussian noise to the data map after each iteration, tending to find maps with the better overall organization.
Starting from the initial idea of the SNE, Maaten [8] found two main problems in its functioning, the difficulty of optimizing its cost function and the Crowding Problem and developed t-SNE to reduce the intensity of these problems.
The cost function of t-SNE differs from that used in SNE in two main points: The t-SNE uses a symmetrical version of the SNE function, which minimizes the sum of the kullback-Leibler divergence between the conditional probabilities p i|j and q i|j through (6) .
where p ii and q ii are zero. The Symmetrical model ensures that p ij = p ji and q ij = q ji for any i, j.
The similarity of the pairs in the large map, p ij is given by (7) .
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And the similarity of the pairs in the small map q ij is represented by (8) .
The second difference between the SNE cost functions for t-SNE is that t-SNE uses the student-t distribution to calculate the similarity between the points in the small space, the SNE uses the Gaussian.
Although very similar to Gaussian, a student-t distribution has wider tails, being the only parameter to define its shape and the number of degrees of freedom it has. In t-SNE, the student-t distribution alleviates clustering and optimization problems.
The gradient of the Kullback-Leibler divergence between the distribution of the probability P and Q, based on studentt distribution, given by (9) .
Maaten [8] points out two advantages observed in t-SNE, the first concerns the repulsive force between the points of dissimilarity for small distances in the low dimensional representation and the second is that the strong repulsion between dissimilar data points that are modeled over short distances does not go to infinity.
IV. t-SNE PARALLEL
Even considering the effectiveness of the t-SNE algorithm in its function of reducing the data size, both it and the other nonlinear algorithms for the same purpose presented a problem regarding their processing time, which grows exponentially from the data presented to them, making them very slow as data instances increase, making it virtually impossible to use them for problems involving big data and smart cities.
In an attempt to reduce the processing time of the t-SNE algorithm and make it possible to use it in problems involving smart cities and a large mass of data, a technique for parallelization of this algorithm was developed.
The idea of parallelization assumes that several active processing units can work collaboratively to solve the same problem.
Navaux, De Rose and Pilla [26] also cite as advantages of parallelization, in addition to better systems performance, fault tolerance, modeling and the use of available resources.
If we think about big data and smart cities, we have even more motivation to think about parallelization of algorithms, given the large amount of data that involves these areas.
In the bibliography, some parallelizations of the t-SNE algorithm were found, as presented by Chan [27] . However, these parallels happen naturally, in massive processing and applied in GPUs.
In this work, the t-SNE algorithm was divided into some sections and each one of them analyzed, proposing a possibility of parallelization using generic processors, more complex than those used in GPUs and enabling the algorithm to work on more computers.
For the parallelization of the t-SNE algorithm was defined the use of C language and OpenMP library.
The OpenMP is a programming interface based on a memory parallel programming model multi-processor, which can be used with C, C ++ and FORTRAN languages, and can be used in Unix and Windows.
A detailed analysis of the t-SNE algorithm was performed to define how its parallelization would occur. In this analysis, it was observed that the algorithm could be divided into 3 distinct parts: preprocessing, joint probability Calculation and the execution of t-SNE itself. The first two steps prepare and organize the data for the application of the t-SNE algorithm.
In the preprocessing phase, in which the t-SNE uses the linear algorithm PCA, to better organize the data for the dimensionality reduction, two processes that could be parallelized were visualized: The calculation of the eigenvalues and eigenvectors and the calculation of the distance matrix.
It is important to understand that the distance matrix used in the t-SNE algorithm, it is used to ascertain the probability of two points, in the high dimension, being neighbors. Its purpose is not to calculate geographic distances between data points, therefore, the use of categorical variables does not influence the final results of the algorithm.
In the second part of the algorithm analyzed, the calculation of joint probabilities, both the gaussian kernel calculation and the entropy calculation were seen as parallelizable.
Finally, in the third part of the algorithm, which involves the iterations of the t-SNE algorithm, three points of the algorithm were found that could be parallelized: the joint probability calculation when the points are neighboring, the student-t distribution and the calculation of the gradients.
For each of the points defined in the parallelization was created a fork in the data, dividing the processing of this data in two or four processors, at the end of each segment, the data passed through a join so that the processing continued conventionally, that is, not the parallel way.
The join that occurs at the end of each parallelized section allows the t-SNE algorithm to maintain its nature, so that it can use the entire data set to apply the attracting or repulsive forces informing the data neighborhood. Fig. 1 shows, through a graph, how the fork and join operations occurred in the execution of the t-SNE algorithm. For each part of the algorithm that was parallelized the operations presented in Fig. 1 were performed. Finally, the parallel t-SNE algorithm follows the same programming logic as the conventional algorithm, only performing the previously defined operations on several processors, so the results presented between the conventional and parallel algorithms were quite similar, in that regards their visualization, showing that in terms of visual results the two algorithms are equivalent. 
V. EXPERIMENTS AND RESULTS
For the application developed in this work, data provided by the Integrated Center for Public Safety Operations (CIOSP) to the SmartMetropolis project of UFRN were used. These data refer to police occurrences in the city of Natal-RN between 2006 and 2016.
The data of police occurrences, when well analyzed, can optimize the management, organization and governance of cities, contributing to the reduction of violence and improving the quality of life of the population, thus fitting the framework presented by Chourabi et. al. [13] , which defines the involvement of a city with the concept of smart city.
Police occurrences were collected from the records of CIOSP and consist of records of all assistance provided by this agency during this period, ranging from the simplest as the request for a tree pruning, to crimes such as theft, robbery and homicide, since reported to the municipal police authorities.
The data table consists of 693,481 tuples in 10 data columns. These ten columns represent: the occurrence ID, the occurrence name, the occurrence complement, the criminal type (joining the occurrence name with the occurrence complement), an occurrence identification tag, occurrence timestamp, latitude, longitude, the neighborhood of the event and the metropolitan area of the occurrence.
At first, the data went through a cleanup and preprocessing step, since there was corrupt, inconsistent and/or missing data.
Data were adjusted in three steps: Data cleansing, complementation of missing data, and alphanumeric data adjustments for numeric data.
In the data cleanup stage, data tuples that had two types of problems were excluded, the first concerns tuples that had missing data and could not be retrieved, for example, just filling in the occurrence identifier and no more characterization of it.
The other data excluded were tuples that had inconsistent data, where for instance, the coordinates of the occurrence (latitude and longitude) pointed to distant places of Natal-RN, positioned in the middle of the Atlantic Ocean or Antarctica.
Another task at this stage was to exclude data columns that were not relevant to the results, such as the occurrence complement, which in most of the records was unfilled; the ID and type of the incident, as they contained redundant information with the criminal type column; and the occurrence timestamp, which, due to its occurrence date and time, contained an almost unique value for each tuple. Excluding these tuples and columns, the second preprocessing step was passed.
In the step of complementing the missing data, correct values were entered for some blank attributes, but could be identified through other attributes, for example, through the neighborhood of the occurrence it was possible to find the location of the metropolitan area of the event.
At the end of the adjustments, the data had 693,133 tuples in 6 columns of data: Criminal Type, tag (crime identification), event latitude, event longitude, metropolitan area (AISP) and Neighborhood, with the final table having six dimensions.
The third stage of preprocessing was the transformation of alphanumeric data to numeric data.
According to Liu et. al. [28] , one of the ways to expose alphanumeric data is to map them to numeric data, so this procedure was performed given a large amount of existing nominal data. At the end of the data adjustment, 429 different types of crimes, 232 crime tags and 37 neighborhoods identified in Natal were listed. The neighborhoods of the city of Natal are divided into metropolitan areas (AISP), these areas being a total of 17, encompassing the big Natal. Since the data are already numeric, the latitude and longitude columns were kept at their original values.
For a better understanding, the division of the city of Natal-RN into its 17 AISPs and 37 neighborhoods is performed according to Fig. 2 , developed by [29] . After the parallelization of the t-SNE algorithm in the mentioned points and the adjustments of the data to be used, the experiments were performed in the supercomputer of the UFRN High-Performance Processing Core (NPAD).
The t-SNE algorithm was executed in three different ways: the first in its original form, without parallelization process improvements, in the second and third t-SNE parallel algorithm, was executed in two and four processors, respectively.
The execution of the t-SNE algorithm in the three formats occurred with 12,000 (twelve thousand) instances of data, selected from the police occurrences database at random. The amount of 12,000 instances was defined as having a significant amount of data and showing a need for reduction in t-SNE algorithm processing time.
To obtain the presented results, the previously selected data instances were presented to the algorithms a series of times, reducing the data to two and three dimensions, in order to collect three data related to the execution time, which would be used to compare the data results: the maximum algorithm execution time, the minimum algorithm execution time, and the average algorithm execution time.
The data presentation reduced by the t-SNE algorithm in its various executions was very approximate and presented satisfactory results regarding their visualization. Fig. 3 presents the result of one of the executions performed in the reduction to three dimensions. The coloring of Fig. 3 was performed according to the neighborhood column, and each color represents a neighborhood of the city of Natal-RN.
Observing the dimensionality reductions performed by t-SNE, it can be verified that it was able to perform good data visualization, where the foundation of data clusters occurred, according to the neighborhood of the police occurrence.
Besides creating clusters, t-SNE was also able to make a distance between them, facilitating the visual processing of the data, being possible from the simple visualization of the graph, point where most occurrences occur, and thus understand the criminological scenario of the city.
Regarding the execution time of the algorithms, the main contribution of this article, Table 1 presents the execution times in minutes and the standard deviation, for each of the three execution ways applied to the t-SNE algorithm: the conventional algorithm, the parallel algorithm running in two processors and the parallel algorithm running on four processors.
By checking the results presented by the execution of the algorithms, it can be observed that there was an improvement in the processing times of the t-SNE algorithm when the parallelization process was applied to it, and this improvement continued to exist with the increase in the number of processors. two to four, but with a lower significance.
Compared the maximum execution times, the parallel t-SNE algorithm had an improvement over time compared to the conventional t-SNE algorithm of approximately 10%, the parallel algorithm running on both 2 and 4 processors presented approximately the same maximum execution time.
Comparing the minimum execution times of the algorithms, the parallel algorithm running on 2 processors obtained a time there about 8.3% better than the conventional algorithm, while when executed on 4 processors this improvement was 11.8%, reducing the processing time from 85 to 75 minutes.
When comparing the average execution time of the algorithms, it is possible to observe that when running parallel in 2 processors, the parallel t-SNE algorithm had an 8.1% improvement over the conventional algorithm, while when running in 4 processors reduced the average processing time from 99 to 88 minutes, bringing an 11.2% improvement.
Since the algorithms have been executed several times, the average time becomes a good parameter to verify the performance improvement of the parallel t-SNE algorithm compared to the conventional t-SNE algorithm, this parameter showed an efficiency and scalability improvement of more than 10%.
Another observed parameter was the standard deviation of the times in the various executions of the algorithms, in the conventional t-SNE algorithm and in parallel processing with 2 and 4 processors. In all three cases, the standard deviations presented similar values, demonstrating the uniformity of the execution times.
Analyzing hastily, the parallelization process of the t-SNE algorithm performing the dimensionality reduction in problems involving smart cities proved to be more effective than using the same algorithm working in a conventional, nonparallel manner.
This fact shows that the parallelization path can be very important for data visualization and analysis, since the reduction of processing time is an important factor to improve the decision-making process.
VI. CONCLUSION AND FUTURE WORKS
With the results presented by the parallel t-SNE algorithm, it is possible to verify that it managed to improve its performance, thus reducing the processing time by a little over 8% on average when using two processors, and about 11% when four processors were used. This improvement indicates a way to optimize the effectiveness of nonlinear algorithms for reducing data dimensionality.
The best performance of an algorithm, when applied to problems involving smart cities and large masses of data, becomes very important as it can bring other possibilities to the solutions, because besides improving data visualization, it can deal with data in real-time and even work with the possibility of predictive analysis of that data.
Normally, these algorithms present in their codes, excerpts where the data depend on each other to perform their calculations, this is the case of the t-SNE algorithm, wherein its iterative part the calculation of the joint probability and the Student-t distribution need all the data to perform their calculations, and this directly implies in a parallel processing. Therefore, the processes divided by the fork will depend on each other to continue processing, causing the join operation to take place later and the algorithm to return to its working flow.
The improvement in the parallel processing result of the t-SNE algorithm motivates other techniques and methods to further optimize its development to apply it to other problems involving smart cities and big data.
As future work develops a technique called Deep t-SNE is expected, using deep learning techniques, such as autoencoders, both in data preprocessing, as well as in optimizing cost functions and joint probability calculations, in order to optimize the parallel t-SNE and make it possible to use it in real-time systems.
Another future possibility is the development of a C-language library for the use of the t-SNE algorithm on several computers and with other databases. 
