In the last decade, significant research on detection algorithms capable of mitigating the effects of colored Gaussian thermal noise and transition noise in storage systems, has been performed. In this paper, we present a new detection scheme based on a multidimensional detector front end and multidimensional linear prediction, applied to maximum a posteriori probability (MAP) sequence detection. This method improves the bit-error-rate (BER) performance with respect to previous approaches and makes the detector quite insensitive to transition noise. We show that the gain in terms of BER versus signal-to-noise ratio with our detector increases with the user density. The results obtained for a magnetic storage channel are extendable to optical storage systems as well.
I. INTRODUCTION
R ECORDING densities in magnetic storage systems continue to increase at a considerable rate. These high recording densities require sophisticated detection schemes in order to preserve system reliability. High-density longitudinal and perpendicular magnetic recording systems based on thin-film media exhibit severe intersymbol interference, colored Gaussian thermal noise, and signal-dependent transition noise. The last kind of noise, also known as media noise, is due to the magnetic interaction between data transitions in the information sequence stored on the medium: therefore, transition noise is data-dependent and its power increases with the recording density. Transition noise comprises transition jitter and transition width fluctuations: they both occur in the writing process whenever a transition in the writing current polarity take place. Transition jitter is a fluctuation of a transition's position: this effect results in a shift of the pulse position at the output of the reading head. On the other hand, width variation is a fluctuation of the duration of a transition: its effect is that the pulse shape at the output of the channel is distorted in amplitude. Transition noise could account for as much as 90% of the total noise power in recording systems [1] , [2] .
In the literature, a few channel models have been proposed to enable the analysis and design of optimum detectors, among which the microtrack model [3] , the signal-dependent autoregressive channel model [4] , and the position jitter and width variation model [2] , [5] . The latter is used in this paper.
After the definition of a suitable channel model, many authors proposed detection schemes based on signal processing algorithms to reduce the effects of noise in magnetic recording channels. In [6] , a detection scheme based on linear prediction Digital Object Identifier 10.1109/TMAG. 2006 .874096 was applied to the estimation of colored thermal noise and a modified Euclidean-distance branch metric computation in the Viterbi algorithm was proposed in order to incorporate linear prediction and enable maximum a posteriori probability (MAP) sequence detection. The performance improvement comes from an effective whitening of the noise samples, which exhibit correlation at the detector input due to partial response equalization [7] - [9] .
The maximum likelihood sequence detector (MLSD) for a signal-dependent Gaussian noise has been first derived in [10] under the assumption that the noise can be modeled as an autoregressive (AR) process: the resulting structure is a Viterbi algorithm which incorporates signal-dependent noise prediction into the branch metric computation [11] . Finally, in [12] , linear prediction extended to signal-dependent transition noise was applied to near-MLSD and other low-complexity sequence detection structures.
According to the model in [2] and [5] , the observable can be viewed as conditionally Gaussian, given the data, and one is enabled to exploit the principle of linear predictive detectors proposed for fading channels [13] - [16] . As a matter of fact, transition noise, due to its multiplicate nature with respect to the information sequence, has some similarity with a fading process that usually affects wireless links.
In this paper, we extend the results in [12] and [16] to a detector based on a multidimensional front end for longitudinal and perpendicular magnetic recording channels and optical storage systems. In more detail, the presence of transition noise and the need for statistical sufficiency yield a detector front end with a number of filters proportional to the modeling order of the transition noise. Multidimensional linear prediction can be applied to estimate the realization of the transition noise process in order to incorporate its realization into a Viterbi algorithm and enable MAP sequence detection. Moreover, thanks to the proposed multidimensional detector front end, linear prediction can operate over a wider set of samples. Numerical analysis demonstrates good improvements in terms of minimum mean square prediction error (MMSPE) with respect to the MMSPE achievable using a monodimensional front end, yielding an improved estimation of transition noise. Since magnetic recording channels are essentially communication systems characterized by a great amount of intersymbol interference, we used a bank of "whitening" filters matched to the impulse response of the channel in order to reduce the time dispersion of the impulse response of the information bearing signal as well as the length of the position jitter and width variation modeling impulses.
The state-complexity of the Viterbi algorithm used in the proposed multidimensional linear predictive detector was decoupled from the prediction order by means of state reduction techniques [17] - [19] . Specifically, we consider state reduction by memory truncation and apply per-survivor processing [20] (PSP) and tentative (preliminary) decision techniques. Simulations demonstrate good improvements, in terms of signal-to-noise ratio (SNR), of the proposed multidimensional linear predictive detector using a front end based on two or three filters, with respect to conventional detectors.
Finally, since the first-order channel model used to describe the transition noise process can be applied also to optical and magneto-optical recording systems [21] - [24] , such as digital versatile disk (DVD) and compact disk (CD), the proposed multidimensional signal processing technique is extended to these systems, enabling us to outperform monodimensional detectors that previously appeared in the literature. This paper expands upon preliminary work presented in [25] .
II. CHANNEL MODEL
In order to describe the proposed multidimensional front end, we begin by considering a magnetic recording channel modeled by a first-order position jitter and width variation [5] . Our results can be also extended to optical and magneto-optical recording systems affected by transition noise in a straightforward manner. Let denote the response to an isolated transition recorded in magnetic or optical media, where is time and is a parameter characterizing the pulsewidth. Let be the information bits to be stored. Assuming that transition noise can be decomposed into position jitter and width variation, the read back waveform corrupted by additive white Gaussian thermal noise with power spectral density can be expressed as
where denote transition symbols, and , modeled as independent Gaussian random variables with standard deviations and , represent the effect of position jitter and width variation noise, respectively, and is the symbol period. Obviously, when and , the model reduces to a magnetic recording channel without transition noise. For the pulse response , we have adopted the well-known Lorentzian approximation [26] for longitudinal recording, i.e., where is the pulsewidth at half the maximum amplitude. For perpendicular recording systems, we adopt the approximation [27] , [28] ( 2) where we have introduced the error function and defined the parameter as the pulsewidth at half the maximum amplitude of . We define the parameter as the normalized density. According to [2] and [29] , taking an th-order Taylor series expansion of the read back impulse, the signal at the channel output can be approximated as a linear sum of the noise-free response and residual responses due to deviations around the nominal position and width of the pulse. Limiting the series expansion to the first order, the read back impulse associated to this (first-order) channel model can be approximated as (3) Defining the impulse response of the filters modeling the position jitter and width variation noise process as 1 and using this first-order approximation (3) in (1), the continuous waveform at the output of the channel can be approximated as , where we have defined as (4) A block diagram descriptive of the first-order channel model is shown in Fig. 1 .
III. SUFFICIENT STATISTICS
We now derive a set of sufficient statistics for the considered digital storage channel affected by transition noise. The method can be applied to both longitudinal and perpendicular recording systems, as well as optical storage systems. The signal at the output of the channel can be expressed as 2 (5) where is a data information vector, is a random vector collecting the unknown parameters affecting the observable, i.e., the sequences of random variables and , is an additive white Gaussian thermal noise process with monolateral power spectral density and is defined as in (4) . Given a probabilistic model of with realizations in a suitable space and noting that, for any finite number of transmitted bits, an information lossless discretization of signal by expansion over an orthonormal finite-dimensional basis can be achieved, the detection strategy can be formulated as (6) where is the a priori probability of the information sequence and is the conditional probability density function (pdf) of the observation vector , given the information sequence . Under the assumption of statistical independence between and , the conditional probability density function in (6) can be expressed as (7) in which the integral is over the parameter space and is the pdf of vector . Given the sequences of random variables and , i.e., the parameter vector , and the data sequence , the observation vector is conditionally Gaussian. Therefore, it is possible to express the conditional pdf of the observation vector as (8) 2 The used notation highlights the dependence of y(t) on a random vector and an information vector a a a.
where denotes the Euclidean norm, the quantity is irrelevant in the detection process and can be discarded, is a discretization of is the dimensionality of the observation vector and the symbol denotes a monotonic relationship with respect to the variable on interest (i.e., the data sequence ). Using (8) in (7), we obtain
The discrete correlation between the observation vector and the signal vector can be equivalently expressed in the time domain, thanks to the optimal discretization procedure, as a correlation integral (9) Similarly, the square Euclidean norm of is equal to the energy of the signal Using (4), the correlation integral in (9) can be expressed as (10) Finally, defining the following quantities Equation (10) becomes (11) Equation (11) shows that is a vector of sufficient statistics for the detection process in a storage channel with datadependent transition noise, according to the model of Fig. 1 . These sufficient statistics can be obtained from the time-continuous received signal by means of a multidimensional detection front end, as shown in Fig. 2 .
The proposed front end is based on a bank of filters, each followed by a sampler at the symbol rate: the first filter is the usual matched filter, whereas the second and the third filters are matched to the second and third impulse responses modeling the transition noise, respectively. We remark that commonly used front ends are based on the matched filter only, in spite of the fact that in the presence of transition noise the discrete observation sequence is not a sufficient statistic. An intuitive explanation of the fact that is not a sufficient statistic in the presence of transition noise may be based on the multiplicative nature of this noise with respect to the transition sequence . In fact, the transition noise waveform can be viewed as a noisy signal corrupting information bits, but also as another kind of information-bearing signal superimposed on the useful signal. This point of view is confirmed also by recent works in [30] and [31] , where it is shown that for a magnetic recording channel with transition noise, the information rate at the output of a matched filter 3 is increased with respect to a channel model affected by colored thermal noise only. This means that the transition noise process is ultimately a signal carrying useful information. The proposed front end enables the extraction of this residual information from the observation of and its use to improve system reliability, i.e., to improve bit-error-rate (BER) performance.
It is worth highlighting that our derivation of the sufficient statistics can be straightforwardly extended to storage channel models with transition noise of higher order [2] , [29] . The number of filters in the multidimensional front end is controlled by the degree of approximation of the transition noise process, i.e., the order of the Taylor series expansion of the read back impulse. For example, a second-order channel model would result in a detector front end composed of a bank of five matched filters.
Linear prediction can be applied to estimate the realization of the transition noise process in order to incorporate its realization into a Viterbi algorithm and enable MAP sequence or symbol detection. With respect to the algorithms proposed in the literature [6] , [12] , which deal with colored Gaussian thermal noise and transition noise, respectively, and are based on the observation of only, we can now operate on an augmented set of useful observations, allowing the described detector to outperform the previously proposed detection schemes. 3 The first matched filter in the front end in Fig. 2 . We remark that the set of sufficient statistics is independent of the nature of the random variables modeling the transition noise. If we assume correlation between transition noise samples and , the set of sufficient statistics does not change, and linear prediction is still optimal. If we drop the Gaussianity assumption on and , the observation sequences at the output of the proposed multidimensional front end are sufficient statistics for a given approximation order, despite linear prediction is not optimal. As a consequence, under the non-Gaussian assumption, the linear predictive detector described in the following sections is conceptually suboptimal, although it may still offer good performance in practical cases. Finally, note that, at higher transition noise power, the observable is not Gaussian even because higher order terms in the Taylor series expansion may not be neglected. However, we expect that, at high SNR values, where the higher order effects become negligible, the performance of the linear prediction detector shows a limited SNR loss. These issues are the subject of current investigation.
Since the relevant impulse responses are characterized by a large amount of intersymbol interference, in order to reduce the complexity of the detector, instead of adopting a partial response equalizer with the purpose of channel shortening, a bank of thermal noise whitening filters (WF) matched to the impulse responses of the multidimensional front end can be used.
The proposed multidimensional detector front end with a bank of whitening filters is shown in Fig. 3 : note that, from the reversibility theorem [32] , [33] , the set at the output of whitening filters is still a vector of sufficient statistics. The whitening process reduces the dispersion of the impulse response of the information-bearing signal as well as the length of the position jitter and width variation modeling impulses. These whitening filters decorrelate the thermal noise samples in the time domain only, in the sense that the thermal noise samples at the output of the first, second, and third matched filters are independent from past or future samples at the output of the first, second, and third filters, respectively. The output samples, however, are still correlated with each other in "space." This means that a nonvanishing cross correlation still exists between noise samples, at different time indexes, at the output of the three matched filters. However, this is not a limiting factor because a linear predictive detector can cope with this correlation. We remark the fact that we use a bank of WF not for whitening the thermal noise samples (this could be alternatively done using linear prediction) but with the purpose of obtaining an overall discrete time channel model as close as possible to a minimum phase system for which the energy is delayed of a minimum amount among all systems having a given magnitude frequency response [34] .
Having obtained a set of sufficient statistics, we can now investigate how these quantities can be used to perform sequence detection: this issue is addressed in the next section.
IV. DETECTION STRATEGY BASED ON LINEAR PREDICTION
Assuming a first-order channel model, we have shown that the quantities at the output of the whitening filters are sufficient statistics for sequence detection. Collecting these samples into suitable vectors , we can reformulate the detection strategy (6) in equivalent form as (12) Assuming causality and applying the chain factorization rule to the multidimensional conditional pdf, we obtain (13) where is a shorthand notation for the vector collecting signal observations from time epoch to and is the length of the transmission. The three-dimensional conditional pdf in (13) can be further factored as a product of three monodimensional conditional pdfs, i.e., (14) We can observe that the first pdf in (14) is conditioned on the past output samples from the first channel, from time 0 to time , and from the second and the third channel, from time 0 to current time ; the second pdf is conditioned on the past output samples from the first and second channel, from time 0 to time , and from the third channel, from time 0 to current time ; the last pdf is conditioned on the past output samples from all channels, from time 0 to time . Using (14), we can now rewrite (13) as (15) In the last step of (15), in order to limit the detector's memory, we have assumed Markovianity of order in the conditional observation sequences. Moreover, we have defined a state of the system accounting for the "postcursors" and "precursors" of the impulse responses and the order of Markovianity as (16) where , with and denoting the number of precursors and postcursors in the impulse responses. The assumed Markovianity results in an approximation whose quality increases with .
Since the thermal and transition noise processes have Gaussian distribution, the observation is Gaussian, given the data. The application of the chain factorization rule in (15) allows us to factor the multidimensional conditional pdf in (12) as a product of one-dimensional conditionally Gaussian pdfs, completely defined by the conditional means and the conditional variances It should be now clear that and can be interpreted as linear predictive estimates of , and , respectively, and and as the relevant MMSPEs [35] . It is also possible to express explicitly the conditional means as 4 (17) (18) (19) 4 We note that the prediction process is not homogeneous [36] .
in which the linear prediction coefficients at time are the solution of the Wiener-Hopf matrix equation [37] , with index denoting the branch number in the channel model of Fig. 1 (from top to bottom) and denoting the branch number in the detector front end. The observation sequences have nonzero conditional means, given the data, and , defined as where and are the discrete-time impulse responses of the noiseless signal components at the output of the first, second, and third front end filter, respectively.
Note also that, for a given value of , the number of prediction coefficients used in (17)- (19) changes with respect to the number of past samples defined in the conditioning events and that prediction coefficients are state dependent. For instance, from (17) one can see that depends on samples at the output of the first whitening filter, and on samples at the output of the second and third whitening filters. On the other hand, from (18) , it should be noted that depends on samples at the output of the first and second whitening filters and on samples at the output of the third whitening filter, and, from (19) , one can note that depends on samples at the output of all whitening filters. The solution of the Wiener-Hopf matrix equation for multidimensional linear prediction will be presented in Section V.
The detection strategy (12), the factorization (15) , and the linear prediction (17)-(19) allow us to derive the branch metric to be used for sequence detection in a Viterbi detector. Taking the logarithm, we can express these branch metrics as Assuming that the information bits are independent and identically distributed, and discarding irrelevant terms, the resulting branch metrics can be finally expressed as
The state-complexity of a linear predictive detector can be naturally decoupled from the prediction order by means of state-reduction techniques [17] - [20] . Let denote the memory parameter to be taken into account in the definition of a "reduced" trellis state
The branch metric can be obtained by defining a "pseudostate" [38] ( 20) where bits may be chosen by a per-survivor processing technique [20] , and the last bits can be defined as tentative (or preliminary) decisions at the detector output. Note that are the information bits associated with the survivor of . The branch metric in the reduced-state trellis can be defined in terms of this pseudostate (20) according to
V. MULTIDIMENSIONAL LINEAR PREDICTION
In this section, we describe how linear prediction can be applied to a multidimensional observation vector collecting the sufficient statistics and how to obtain an estimate of the transition noise samples at the output of each whitening filter. As in a monodimensional scenario, we start defining a cost function which represents the mean square error between the transition noise samples at the output of the multidimensional detector and a possible set of estimates of the media noise process.
Defining the vectors and collecting the channel and the noiseless signal components at the output of the whitening filters, respectively, it is possible to express the cost function as (21) where is a matrix collecting all prediction coefficients, which must be determined in order to minimize the cost function . The quantity denotes the transition noise samples we want to predict, and the quantities represent the data [35] (i.e., the past samples of transition noise) to be used to perform linear prediction. Note that the sum index in (21) is not explicitly initialized, because it depends on the number of the transition noise samples available at the output of the whitening filters.
The cost function (21) can be expressed explicitly as (22) Since the cost function defined in (22) is a sum of three positive functions of disjoint sets of variables, the minimization can be performed separately on each function. In the following, we show how to obtain the prediction coefficients for the first channel (i.e., and ) only. Defining a prediction vector for the first channel as 5 and a data vector where are transition noise samples at the output of the first whitening filter, and are media noise samples at the output of the second and third whitening filter, we can express the cost function for the first channel as Applying the gradient operator with respect to the prediction vector , we have (23) We are now able to formulate the Wiener-Hopf equation as (24) where the system matrix is defined as in (25) at the bottom of the page, and the vector of known terms is The system matrix is based on the autocorrelation sequence of the transition noise samples at the output of the first whitening filter and the crosscorrelation between these samples and the samples at the output of the other whitening filters. Thanks to the multidimensional front end, we can exploit the crosscorrelation between media noise samples to improve the prediction process. We remark that the noise samples , and are not available at the detector: they must be evaluated through the observation of the output of the multidimensional front end and a reconstruction of noiseless signal components associated with the survivor path leading to state .
The linear system defined in (24) can now be solved using Cholesky factorization [35] , obtaining the prediction coefficient vector
Since the transition noise sample we wish to estimate is data dependent, the system matrix and the vector are also data dependent: it should be clear that the prediction coefficients are also data dependent. The prediction coefficients can be precomputed, given the state and the current information bit , and stored in a lookup table.
Rewriting the cost function as an explicit function of the predictor vector , we obtain where is the variance of the transition noise. Using the definition of , and , we can express the MMSPE as
The same procedure can be used for the computation of the prediction coefficients and the relevant MMSPEs associated with the second and third front end filter.
VI. SIMULATION RESULTS
We start considering magnetic longitudinal storage channels. In Fig. 4 , we show the prediction error obtained both for a monodimensional front end (indicated by 1D), for a bidimensional front end (2D) and for a three-dimensional front end (3D), for a normalized density . In the bidimensional case, the second front end filter was selected to be matched to either the time derivate of the Lorentzian pulse (2D curves) or the width derivate of the Lorentzian pulse (2D curves). Since media noise arises in transitions, a bit pattern characterized by continuous changes of the writing current's polarity, the so-called "all-transition" pattern , was considered. An average MMSPE is also shown, by averaging over all possible bit patterns defining a trellis branch ("averaged" pattern).
The SNR with transition noise [39] is defined at the input of the Viterbi detector for a one-dimensional front end as where is the signal power, is the thermal noise power, is the transition noise power, and denotes the percentage of transition noise with respect to total noise. In order to evaluate the MMSPE, the signal-to-noise ratio was fixed at dB, i.e., assuming a 95% transition noise consisting of 50% position jitter and 50% width variation (in a more compact form, we can write %, where is the fraction of transition noise power due to position jitter [39] ). Fig. 4 shows that, using a bidimensional front end and a prediction order , it is possible to obtain gains between 4.5 and 7.0 dB for the all-transition bit pattern, with respect to the MMSPE obtained by a monodimensional detector front end (1D curves). Finally, the MMSPE obtained for the three-dimensional detector, further improves over the results of the bidimensional front end by at least 1.5 dB. Fig. 5 shows the BER obtained for a monodimensional front end without transition noise (ISI AWGN curve), with transition noise but without linear prediction (ISI Transition Noise curve) and with both transition noise and linear prediction (Linear Prediction curve), for a density and a 95% transition noise with %. All the BER curves are obtained by Monte Carlo simulations with random data sequences: the number of transmitted bits is set to , which guarantees good numerical accuracy. In Fig. 5 we set precursors, postcursors, a prediction order , state-reduction parameters and . Therefore, the Viterbi algorithm searches a trellis diagram with states. The BER curve obtained with linear prediction and a monodimensional front end shows an SNR gain of almost 2.5 dB, with respect to the one obtained without linear prediction. With a bidimensional detector front end (Linear Prediction 2D curves), the BER outperforms the 1D linear prediction curve by approximately 0.6 dB (note that the curve lays upon the one), while with the multidimensional detector the gain, with respect to the ISI Transition Noise curve, is nearly 3.5 dB. Fig. 6 shows the BER curves for a monodimensional front end, applied to a channel affected by transition noise, without linear prediction (ISI Transition Noise curve) and with linear prediction (1D Linear Prediction curve), and the performance of a three-dimensional detector with linear prediction (3D Linear Prediction curve), for a density and a 70% transition noise with %. The simulations have been carried out assuming precursors, a prediction order , state-reduction parameters and . Therefore, the Viterbi algorithm searches a trellis diagram with 32 states. With respect to Fig. 5 , one can observe that: i) the actual "ISI Transition Noise" curve is moved to the left due to a reduced transition noise power; ii) the "1D Linear Prediction curve" is shifted to the right because the quality of the linear prediction is limited by the increased thermal noise; and iii) the "3D Linear Prediction curve" does not substantially change its position. This finding confirms the robustness of the proposed multidimensional detector, i.e., while for relatively low media noise percentage a monodimensional detector has a BER performance limited by a decreased quality in the estimate of the transition noise sample (the prediction coefficients have amplitude that decreases when the power of the white thermal noise increases), the multidimensional detector is able to extract all the information available at the output of the channel and use it for the computation of the prediction coefficients. Fig. 7 also presents the BER obtained using both the monodimensional and the three-dimensional detector with linear prediction, operating with different values of the predictor order . The user density is set to and a 95% transition noise with % is assumed. As already observed, in order to obtain a good quality in the estimation of transition noise, it is possible to operate with a small value of , i.e., . Fig. 8 shows the BER obtained using the proposed multidimensional detector operating at a user density and assuming a 95% transition noise with %. These curves are obtained with precursors, postcursors, a prediction order , state-reduction parameters and . The gain obtained with the multidimensional detector with respect to the ISI Transition Noise curve is about 5 dB, showing that, as the density increases, the proposed detector can cope very well with an increased transition noise power.
We now extend these results to perpendicular magnetic recording systems. Fig. 9 shows the performance of a monodimensional detector without linear prediction (ISI Transition Noise curve) and mono (1D) and bidimensional (2D ) detectors operating at user density , assuming a 95% transition noise consisting of only the position jitter contribution, i.e., %. In order to obtain these curves, we used a Viterbi processor which searches a trellis diagram with 16 states, with precursors, postcursors, a prediction order , state-reduction parameters and . Fig. 10 shows similar results for a user density of . In this case, the used parameters were precursors, postcursors, a prediction order , per-survivor processing with state-reduction parameter and . The SNR gain obtained by the bidimensional detector with respect to the ISI Transition Noise curve is about 5 dB in both cases (Figs. 9 and 10 ). Note that a reduced SNR gain with respect to the 1D curve is now present. However, by increasing the user density (compare Figs. 9 and 10 ), the proposed detector shows a larger improvement.
Finally, we consider optical recording systems affected by transition noise. The origins of the media noise include nonevenness, roughness, and birefringence in the substrate, which are substantially determined by the stamp and the mastering process [40] . As a consequence, although for such kind of systems the nature of transition noise is related to optical phenomena, it is possible to apply the first-order channel model as well. These systems can be modeled by a transition response similar to the transition response used in perpendicular magnetic recording systems [21] - [24] . As a consequence, it is possible to extend the proposed multidimensional detector to these storage systems.
In Fig. 11 , we present curves of prediction error obtained for a monodimensional front end (indicated by 1D) and for a bidimensional front end , for an optical recording system with a normalized density (DVD density). These results are obtained using a transition response defined as in (2): as a consequence, an optical digital system is equivalent to a perpendicular recording system working at higher user density.
In the bidimensional case, the second front end filter was selected to be matched to the time derivate of the pulse (2D curves), since we assumed that the 95% transition noise power is due only to position jitter % . A bit pattern characterized by continuous changes of the writing current's polarity, i.e., the "all-transition" bit pattern, and an "averaged" bit pattern is considered. Fig. 12 shows the gain, in terms of SNR, between a monodimensional detector without linear prediction (ISI Transition Noise curve) and a mono (1D) or a bidimensional (2D ) detector. We used a Viterbi processor searching a trellis diagram with 32 states, with precursors, postcursors, a prediction order , state-reduction parameters and . The gain obtained with the multidimensional detector with respect to the ISI Transition Noise curve is about 6 dB, whereas the gain with respect to the 1D curve is 2.5 dB, confirming that, as the density increases, the proposed detector can cope very well with an increased transition noise power.
VII. CONCLUSION
A set of sufficient statistics for the digital storage channel subject to data-dependent transition noise has been proposed. These sufficient statistics can be obtained through a multidimensional detector front end. Multidimensional linear prediction can be used to modify the branch metrics of a Viterbi detector in order to improve the performance and make it quite insensitive to transition noise. The gain in terms of BER versus SNR achievable using the proposed detector, with multidimensional front end and linear prediction, increases with the user density . The proposed multidimensional signal processing technique was applied to longitudinal and perpendicular magnetic recording systems, as well as optical storage system, such as DVD, demonstrating a good capability of coping with increasing storage density.
