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Abstract 
This paper proposes a new methodology, Sliding Window-based Support Vector Regression (SW-SVR), for micrometeorological 
data prediction. SVR is derived from a statistical learning theory and can be used to predict a quantity forward in time based on 
training that uses past data. Although SVR is superior to traditional learning algorithms such as Artificial Neural Network (ANN), 
it is difficult to choose the suitable amount of training data to build an optimum SVR model for micrometeorological data 
prediction. This paper revealed the periodic characteristics of micrometeorological data and evaluated SW-SVR can adapt the 
appropriate amount of training data to build an optimum SVR model automatically using parallel distributed processing. The 
future prediction experiment was conducted on air temperature of Sapporo, Tokyo, Hamamatsu, and Naha.  As a result, SW-SVR 
has improved prediction accuracy in Sapporo, and Tokyo. In addition, it has reduced calculation time by more than 96 % in all 
regions.  
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1. Introduction 
Some kinds of sensor network-based agricultural support systems that enable users to monitor and control the 
environment in greenhouse horticulture or fields have been studied and developed1-6. It is difficult for farmers to 
decide and set the control parameters properly and control equipment based on priority and symptom diagnosis to 
cultivate high-quality plants and also set the state of these plants in a changing environment. Although model 
 
 
* Corresponding author. Tel.: +81-53-478-1491; fax: +81-53-478-1491. 
E-mail address: yuya@minelab.jp 
© 2014 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of KES International.
1616   Yuya Suzuki et al. /  Procedia Computer Science  35 ( 2014 )  1615 – 1624 
predictive control (MPC) in industry is an effective means to deal with multivariable constrained control problems, a 
key issue for controlling the environment appropriately is how to develop the precise prediction model for 
micrometeorological data, such as air temperature, moisture, amount of CO2, and soil moisture, so as to cultivate 
plants efficiently. 
The classical statistical procedures as well as artificial neural networks (ANNs) have already been applied for 
predicting micrometeorological data7-12. ANNs appear as useful alternatives to traditional statistical modeling in 
many scientific disciplines. They are composed of a large number of possible non-linear functions, or neurons, each 
with several parameters that are fitted to data through a computationally intensive training process. Although ANNs 
have good abilities for non-linear regression, they also have some drawbacks. The algorithms cannot avoid being 
stuck in a local optimum, which can lead to a sub-optimal solution. Besides, it is difficult to obtain the structure of a 
network in advance. Therefore, the network have to be optimized by considering, for example, how many neurons 
and hidden layers would be necessary, what kind of activation functions would be appropriate, and how to connect 
the neurons with each other to form a network. 
Another alternative learning method that has been applied for time series prediction is support vector regression 
(SVR). The SVR algorithm is an extension of the popular classification method, the support vector machine (SVM). 
The basic idea is to adjust the possible hypotheses with linear regression by considering the width of the margin of 
the regression plane. By applying implicit mapping via a kernel function, SVR redefines the dot product in the linear 
regression method. We need to choose a proper kernel function from a small set and maintain some additional 
parameters for the chosen kernel function. Although several papers suggest that SVR performs well in many time 
series prediction problems13-17, it is difficult to choose the most suitable amount of training data to build the 
optimum SVR model for micrometeorological data prediction. 
The aim of this paper is to reveal the periodic characteristics of micrometeorological data and the appropriate 
amount of training data to build the optimum SVR model. Furthermore, this paper shows that it is possible to 
improve both the prediction accuracy and the calculation time by choosing the appropriate training period. 
The remainder of this paper is organized as follows. Section 2 show related work in meteorological data 
prediction. The basic idea of SW-SVR is described in section 3. Experimental environment for evaluating SW-SVR 
is showed in section 4. Section 5 depicts the result of evaluation experiment. Conclusion is finally made in section 6. 
2. Related work 
2.1. Overview 
Researchers have investigated accurate environmental prediction using, for example, ANNs and SVR9-19. The 
ANN is a popular data modelling algorithm that mimics the operation of neurons in the human brain. It is used to 
express complex functions that conduct nonlinear mapping from J  to k , where J and K are the dimensions of 
the input and output space, respectively20. 
The SVR algorithm is an extension of the popular classification algorithm, support vector machine (SVM)21-25. 
The SVM is a machine learning algorithm developed by Vapnik and his co-workers26. In SVM's original form, the 
SVM was designed to be used as a classification tool. On its introduction, researchers applied it to classification 
problems such as optical character recognition and face detection27-30. Subsequently, this algorithm was extended to 
the case of regression or estimation and termed SVR. 
The SVM avoids the local extreme value problem that occurs in the ANN. The SVM replaces traditional 
empirical risk with structure risk minimization and solves the quadratic optimization problem that can theoretically 
obtain the global optimal solution16. 
2.2. Artificial neural network 
ANN models have been used for air prediction9-14. Kadu et al.9 implemented air prediction in a project where they 
used Statistica software to provide the Statistica artificial neural network (SANN) (which was used here for air 
temperature prediction) and heavy weather software (which was used for data gathering). As a result, the ensemble 
networks could be trained effectively without excessively compromising the performance. The ensembles could 
1617 Yuya Suzuki et al. /  Procedia Computer Science  35 ( 2014 )  1615 – 1624 
achieve good learning performance because one of the ensemble's members was able to learn from the correct 
learning pattern even though the patterns were statistically mixed with erroneous learning and Communications, and 
JSPS Grant-in-Aid for Challenging Exploratory Research 26660198patterns. 
The original ANN air temperature models of Jain et al.11 were developed using NeuroShell21. This method was 
limited to 32,000 training patterns due to software constraints. Smith et al.12 overcame this limitation by 
implementing a custom ANN suite in Java. In addition, several enhancements were made to the original approach, 
which included the addition of seasonal variables, extended duration of prior variables, and use of multiple 
instantiations for parameter selection. 
2.3. Support vector regression 
SVR models have also been used for various weather predictions15-18. Liu et al.16 proposed the new wavelet-SVM 
model that can obtain more detailed information contained in the time series process and produce better prediction 
results. Therefore, it is not rigorous to predict a future trend using SVM regression in these processes. Regression on 
wavelet coefficients based on SVM on different scales on a time series that fully considers the impact of regularity 
for the time series on various scales and at various frequencies has been presented. The problem that was caused by 
continuous wavelet transform in the discrete time series has been solved through wavelet transform. This result 
indicates that the prediction accuracy obtained from the SVM method based on wavelet transform is significantly 
higher than that based on SVM and BP models. Chevalier et al.17 built an SVR short-term air temperature prediction 
model and proposed a method for reducing training data. This method offers a quick means of producing reduced 
training data from a large amount of training data. It works by repeatedly and randomly sampling from the complete 
training set. Candidate training sets are quickly evaluated by applying the SVR algorithm with relaxed parameter 
settings, which reduces training time. The more time-consuming SVR experiments are only performed after an 
appropriate reduced set has been indented. Even with computational limitations on the number of training patterns 
that the SVR algorithm was able to handle, it produced results that were comparable and in some cases more 
accurate than those obtained with ANNs. Mori et al.18 predicted daily maximum air temperature. This proposal 
method used SVR and reduced the average prediction error of a one-day-ahead maximum air temperature by 0.8% 
compared to that of the ANN. 
3. SW-SVR (Sliding window-based support vector regression) 
3.1. Overview 
This paper proposes sliding window-based support vector regression (SW-SVR) for air temperature prediction. 
Although there are many meteorological data prediction methods using ANN and SVR that focus on improving 
learning speed, building a general purpose prediction model, and removing unnecessary training data, there is no 
research that has focused on determining the best amount of training data. Since meteorological data has four 
seasons, the characteristics change according to the time elapsed. Thus, it is necessary for the data in chronological 
order to choose the appropriate amount of training data for building a prediction model that has high prediction 
accuracy.  
For example, Figure 1 shows meteorological characteristics of the four regions in Japan. It describes the climatic 
conditions of each region: maximum air temperature, mean air temperature, minimum air temperature, and 
precipitation. Since Japan has four seasons, the characteristics of the climate change depending on the time of year. 
For example there is the difference of mean temperature with January and August approximately 25 °C in Sapporo. 
Therefore in the case of time series prediction, the characteristics of data changes by time course. Accordingly, it is 
necessary to determine the appropriate amount of training data. Because over fitting is caused by building a 
predicting model using training data that have difference characteristics between the time of training data and the 
time of prediction time. To solve this problem, SW-SVR that can automatically choose the best amount of training 
data is proposed.  
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Fig.   1. Meteorological characteristics of four regions 
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Fig.  2. Overview of SW-SVR processing 
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3.2. Proposal method 
Figure 2 depicts the overview of SW-SVR processing. SW-SVR can adapt the appropriate amount of training data to 
build the optimum SVR model using parallel distributed processing. Firstly SW-SVR divided training data into N, 
and builds prediction models using each divided data by parallel distributed processing. Thereafter SW-SVR 
evaluates each prediction models, and adopts a model with the highest prediction accuracy. Finally SW-SVR 
evaluates a selected prediction model used by real-time data.  In time series prediction, it is possible to compare a 
prediction value with a measured value by time course. A prediction value and a measured value are compared 
sequentially, and if a difference between a prediction value and a measured value exceeds a threshold, the SW-SVR 
method rebuilds a prediction model. By above mentioned processing, SW-SVR keeps high-precision predicting 
model constantly. Figure 3 shows the detailed SW-SVR algorithm. The SW-SVR algorithm consists of four phases: 
x (1) Training data input phase 
x (2) Dispersion characteristic evaluation phase 
x (3) Amount of training data selection phase 
x (4) Training data evaluation phase 
3.2.1. Training data input phase 
This phase get training data, and divided it into N. The value of N can be defined by SW-SVR users. SW-SVR 
evaluates each divided data by parallel distributed processing, and determines the appropriate amount of training 
data to build the optimum prediction model. 
3.2.2. Dispersion characteristic evaluation phase 
This phase investigates a dispersion characteristic of air temperature in each divided data. As for time series data 
such as air temperature, the data characteristics change by time course. In addition, air temperature change in Japan 
is the annual change. Since the data after four seasons has almost the same characteristics as the data before the four 
seasons, the dispersion of the air temperature tends to converge. Therefore it is suggested that the prediction 
accuracy of the model based on data that is older than about one year will hardly change even if the prediction 
model is trained with new input data. 
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Fig.  3. SW-SVR algorithm flow chart 
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Hence, to select the amount of training data, it is important to determine it before the variance of air temperature 
converges. This phase detects a convergence of dispersion value in air temperature using change of a differentiation 
value of a dispersion value. Figure 4 shows the example of dispersion characteristic detection. A differentiation 
value of a dispersion value in divided data is compared with a threshold that a user established. In this sample, a 
value of threshold is established |0.5|.  SW-SVR finds a differential value between k months and k + 1 months. 
Thereafter, each differential value is compared with a value of threshold. If a differential value is within a threshold, 
and a differential value that exceeds the threshold does not appear afterword, SW-SVR defines it as convergence of 
a dispersion value. Finally it provides data from start until the detected period for phase (3). 
3.2.3. Amount of training data selection phase 
This phase builds prediction models using data constellation, and evaluate each model’s prediction accuracy. SW-
SVR measures prediction accuracy in terms of root mean square error (RMSE) of ensemble average.  RMSE is 
expressed in formula (1), where N is the number of test data and  ie is the error of the ensemble mean for each test 
data i averaged over the required spatial region. In addition, 
N
e
N
i
¦
 1
2
in the formulation (1) is called mean square error 
(MSE). RMSE is guided by an open test that uses the test data that did not use for building prediction model. The 
open test evaluates the prediction accuracy of the model by using the evaluation data which is different from the 
training data used to build the prediction model. After this phase, appropriate prediction model that has the lowest 
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Fig.   4. Example of dispersion characteristic detection 
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3.2.4. Prediction model evaluation phase 
This phase evaluates a prediction model through the open test used by real-time data.  If the RMSE guided by the 
difference between prediction value and real-time measured value is less than a threshold value, returns to the initial 
processing, and rebuild a prediction model. By above mentioned processing, SW-SVR determines the best amount 
of training data, and keeps a high accuracy prediction model. 
4. Experimental environment 
4.1. Assumed condition 
Since meteorological data has four seasons, the characteristics change according to the time elapsed. Thus, it is 
necessary for the data in chronological order to choose the appropriate amount of training data for building a 
prediction model that has high prediction accuracy. To evaluate SW-SVR, an experiment was conducted for the 
meteorological data in Japan for past three years, and used four regions where climate conditions differ. 
The experiment used open meteorological data of Japan that was provided by the automated meteorological data 
acquisition system (AMeDAS). AMeDAS is an automated meteorological data acquisition system managed by the 
meteorological agency in Japan. This system provides meteorological data: air temperature, relative humidity, 
station pressure, precipitation, mean wind, maximum wind, relative humidity, and sunshine duration. The 
measurement cycle is every ten minutes. 
Meteorological data of four Japanese areas, Sapporo, Tokyo, Hamamatsu, and Naha, were used as evaluation data 
to be evaluated objectively by using the typical weather characteristics of each different area. Meteorological data of 
the northernmost area (Sapporo), southernmost area (Naha), center area (Hamamatsu), and capital of Japan (Tokyo) 
were analyzed. Since the meteorological data was time series data and the changes in annual climate characteristics 
were the same, enough evaluations could be obtained by preparing training data for the past three years. The 
experiments were conducted on the meteorological data up to January 2, 2014, and a deficit period was removed 
from January 1, 2011. A deficit period means the point where a value is lost partially owing to AMeDAS sensor 
trouble. 
4.2. Experiment contents 
To evaluate SW-SVR, this experiment used meteorological data for the past three years. SW-SVR divided it into 
36, and selected the appropriate amount of training data in accordance with the SW-SVR algorithm. The dependent 
variable is air temperature after one hour. The data from January 1, 2011 to January 1, 2014 were used for training 
data. Meanwhile, the data from January 2, 2014 were used for evaluation data. SW-SVR is evaluated by comparing 
it with SVR. An SVR model is built using all training data (36months data), and An SW-SVR model is built using 
selected training data. Evaluation index is prediction accuracy and calculation time that is the time required to build 
a prediction model. 
5. Result and discussion 
This paper evaluated SW-SVR models compared with SVR. Evaluation index is RMSE and calculation time. 
Since the total amount of data for three years was large (more than 158,000 items), a huge calculation time to tune 
SVM parameters was required. Thus, this experiment set each parameter (cost parameter C, tube parameter ε, and 
the hyperparameter of RBF γ) to a constant value and tested without parameter tuning, using, for example, a grid 
search. Table 1 shows the SVR parameters. These parameters were set to the default parameters of e1071. 
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Table 1. SVR conditions 
Setting items Setting contents 
Method Epsilon-SVR 
Kernel Function Radial Basis Function (RBF) 
Cons Parameter (C) 1 
Tube Parameter (Ȝ) 0.1 
Hyperparameter of RBF (Ț) 0.2 
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Fig.   5. SVR vs. SW-SVR: Result of RMSE  
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Fig.   6. SVR vs. SW-SVR: Result of calculation time 
 
 
Figure 5 and Figure 6 describe experimental results. Figure 5 shows the result of RMSE in each area, and Figure 6 
depicts the result of calculation time. In RMSE, SW-SVR improved prediction accuracy in Sapporo, and Tokyo 
(reduce 0.128rC for Sapporo and 0.046rC for Tokyo). In the case of Hamamatsu, RMSE little changed (gain 
0.005 Υ ). On the other hand SW-SVR gained RMSE in Naha 0.094 rC. Meanwhile SW-SVR reduced a 
calculation time more than 96 % in all regions. SW-SVR model of Sapporo chose the past seven months amount of 
training data among past 12 months training data. In addition, SW-SVR model of Tokyo selected the past four 
months, and the model of Hamamatsu determined the past 11 months among past 11 months training data. In the 
case of Naha, three months training data was selected among four months training data. The value of RMSE was 
guided by a model used by SW-SVR choosing training data. On the other hand, the calculation time depended on 
the amount of the consultation period which SW-SVR determined.  
As for the reason why there were the area where predictive precision was improved and the area that were not 
improved is a cause in dispersion value of the temperature. Figure 7 shows RMSE transitions for air temperature, 
and Figure 8 depicts transitions for air temperature dispersion value. Both figures show that the largest value was 
Sapporo, followed in order by Tokyo, Hamamatsu and Naha. The volume of a dispersion value means the size of the 
change of the air temperature of one year. Thus past data work as a noise data. Accordingly the over fitting is caused 
by training past data. Hence Sapporo that has large dispersion value of air temperature has a tendency to increase  
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Fig. 7. RMSE transitions for air temperature 
0
2
4
6
8
10
12
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
va
ri
an
ce
 of
 ai
r t
em
pe
ra
tu
re
[ΥΥ
] 
The amount of training data [months]
SAPPORO_STDEVP
TOKYO_STDEVP
HAMAMATSU_STDEVP
OKINAWA_STDEVP
 
Fig. 8. Dispersion value transitions for air temperature 
 
RMSE by time course. Therefore the concept of SW-SVR was effective in the area that has large dispersion value 
such as Sapporo. 
Consequently this experiment showed that SW-SVR could improve prediction accuracy in the area that has large 
dispersion value of air temperature, and reduce calculation time in all area. If SW-SVR is assumed using an 
application for agriculture, the prediction model must have both high prediction accuracy and calculation speed. 
Since there is a possibility that a sudden environmental change occurs in agricultural environments, farmers should 
work while they predict the change of the environment at all times. Accordingly, SW-SVR can be used for 
implementing an agricultural support application. 
Conclusion and future work 
 In this paper, SW-SVR that is a new methodology for micrometeorological data prediction was proposed. In 
time series air-prediction, since the meteorological data characteristics change according to the time elapsed, past 
data work as a noise data. Thus, it is necessary to determine the suitable amount of training data for building 
prediction model. SW-SVR can determine the appropriate amount of training data to build more optimum SVR 
model automatically using parallel distributed processing. The experiments show that the proposed was successfully 
to determine the suitable amount of training data in the meteorological data of the year to January1, 2014 from 
January1, 2011 in Sapporo, Tokyo, Hamamatsu, and Naha provided by AMeDAS. SW-SVR could improve RMSE 
in Sapporo, and Tokyo. In addition, it could reduce calculation time in all area. The remaining issues are evaluating 
more various situations to show SW-SVR works useful. In this paper, SW-SVR was evaluated using only air 
temperature.   
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