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Abstract 
Wireless sensor networks (WSN) is widely used to monitor remote areas, like battlefield, forest fire 
prone areas, etc. to monitor, collect data and make corrective action based on this information. WSN 
gained wide popularity for its flexibility and ability to collect data without or with minimal human 
interference. WSN consists of sensor nodes and one or multiple sink nodes or base stations (BSs). The 
sensor nodes sense and collect information and relay this data in a multi-hop fashion to the sink nodes. 
The sink nodes aggregated these data and communicate to a remote station, where it’s analyzed and 
appropriate decision made. In WSNs the most common way to collect information is through flooding or 
data aggregation. The sensor nodes transmit the sensed data to the coordinator (BS) in a multi-hop 
fashion. In such scenarios, one of the common problems is interference amongst the sensor nodes while 
relaying the data. For example, collision occurs when more than two sensor nodes try to send their 
information to a third node simultaneously. This, in turn, leads to interference and increased number of 
re-transmission in the network. End-to-end delay or network latency is also increased. In our work, we 
have studied a way to minimize this interference and increase the performance of the network. We 
have considered two important aspects in our work. The first aspect is the physical layer capture effect 
and second is improved channel assignment between the sensor nodes. There has been a lot of work 
done on the capture effect and it is well known that capture effect in the physical layer enhances the 
performance. We study the effects of capture to improve channel assignment. Analyzing our initial 
results, we created a base network with 3 channels and another large WSN with the capture effect and 
assigned probability between each link pair. Once these two networks are selected, we used Qualnet 
simulator to simulate and study the performance of both the networks. We started our problem with 20 
nodes and extended it up to 100 nodes. Variation in the density of the networks gave us very interesting 
results. We introduce an innovative solution that increases the performance in dense WSNs by 
exploiting physical layer capture effect to efficiently assign channels and reduce interference. Algorithms 
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1.1 Dense Wireless Sensor Networks 
When a large number of wireless sensor devices are placed within the proximity of each other, a dense 
wireless sensor network (WSN) is formed. Each node in that network can communicate to other nodes if 
they are within the communication range of each other. The nodes within the communication range are 
termed as neighboring nodes. In such kind of networks, sometimes the distance or transmission ranges 
between the nodes are fixed or have variable distance. This distance depends on the kind of deployment 
of the sensor nodes. In planned deployments, the communication distance is fixed in most cases. In case 
of unplanned deployment, sensors are deployed randomly and hence the distance is not uniform. 
Unplanned deployment is common for areas where it is difficult for humans to access. Such examples 
include under water deployment, unreachable terrain, battle fields, etc. Once the sensor nodes are 
deployed, they exchange beacon signals amongst each other to find their neighbors. Once this 
determination is complete, sensor nodes are ready to transmit sensed data to its neighboring nodes so 
as to forward to BS in a multi-hop fashion. The base station in turn can analyze and study the 
information collected from the sensor nodes and ready to provide feedback to the user. 
 
FIGURE 1-1: WIRELESS SENSOR NETWORK WITH CONNECTIVITY FROM SENSORS TO BASE STATION (BS) IN MULTI-
HOP FASHION 
 In any dense sensor network, every device gets involved as a forwarder node or a vertex to form a path 
or route for end to end communication to the BS. 
1.2 Benefits of Wireless Sensor Networks 
Wireless sensor networks aid in monitoring areas where human intervention is not possible. Examples 
include a sudden outbreak of forest fire, detection of chemical leakage, etc. Due to its low maintenance 
cost and reliable way to gather data from remote areas, sensor networks paved a way to monitor 
several scenarios for different parameters. 
- Real-time monitoring of an event, 
- Emergency deployment in an unreachable terrain, 
- Monitor areas which satellite imaging is not full proof, 
- Dynamic deployment and organization among sensor nodes, and 
- Planned or pre-deployment is not feasible. 
These advantages of sensor networks paved a way to accept it as a common monitoring technology and 
communicate information frequently between unreachable area and a monitoring center. 
1.3 Problems faced in Wireless Sensor Networks 
Though a WSN has been accepted as a technology for monitoring and collecting information, it comes 
with a number of limitations: 
- Battery life of sensor nodes, 
- Link failures, 
- Interference, 
- Packet loss and low throughput, and 
- End to end delay. 
1.3.1 Battery Life of Sensor Nodes 
The individual sensor node forms the backbone for a WSN. When sensor nodes are deployed, they have 
limited battery life and are the sole source of energy in most sensor networks. Lot of research has been 
done in improving battery life and providing additional source of energy. But in most the cases, the 
initial battery is the only energy source in the sensor network. To improve battery life, sleep-awake cycle 
for the nodes has been formulated. In other words, when the sensor nodes are not transmitting data, it 
can go to sleep cycle and it is awakened after certain duration to monitor data. That way, even if some 
sensors run out of energy, the monitoring process can be carried out by active sensors. Still, in the end, 
battery life is crucial and when most sensors run out of energy, monitoring and transmitting data 
become difficult. 
1.3.2 Link Failure 
There are numerous reasons for link failure.  But, the most common type is a dead sensor node which is 
an integral part of relaying traffic from its neighboring nodes to the next node towards the BS. Sensor 
nodes near the BS have a lot of traffic and it causes the battery near that region to drain out faster. 
There are ways to work around this problem, like creating cluster heads (CHs) or hubs which collect 
information from its neighbors and pass it on to the BS instead of all sensor nodes trying to reach the BS. 
This reduces the load at the sensor nodes near the BS. But, at the end, if a link failure occurs somewhere 
in the network, there is a question with the reliability of the data communicated to the CHs. In some 
cases, if a link failure happens in a critical route, there are chances that the BS will not receive any 
information from the monitored region. 
1.3.3 Interference 
In sensor networks, information collected by each node is transmitted to the BS in a relayed fashion 
wherein each node transmits its data to the next node and so on, until it reaches the BS. This process is 
called multi-hop transmission. In this process, there are scenarios where multiple nodes try to transmit 
at the same time. When that happens, collision occurs at the receiving node and all the data packets are 
lost. This, in turn, reduces the effective throughput. Collision occurs mostly when a node receives data 
from more than one node at the same time. So, for a node which has 2 or more neighbors, the collision 
rate is high. Also at the sink node or BS, the collision rate is high as there are many routes through which 
a sink can receive data. 
1.3.4 Packet Loss and Throughput 
In the above section we observed how interference occurs in a WSN. A lot of study has been done to 
reduce interference. Researches have been done to by-pass traffic and reduce collision. But, still there 
will be collision when a number of nodes are deployed randomly and they have to relay data to a 
particular node (BS). Optimizing such a scenario is NP hard and can only be optimized. Packet loss is a 
part of WSN due to a number of relaying node and simultaneous transmitting node. Optimization 
techniques are studied to improve the throughput.  
1.3.5 End to End Delay 
Due to the high volume of simultaneous transmission by the sensors, collision occurs at the receiving 
nodes. The packets received at the received nodes after collision are mostly corrupted and cannot be 
decoded properly. This requires sensor nodes to retransmit so that the packets can be decoded properly 
at the receiver. The re-transmission process takes time and hence leads to increased end to end delay 
and additional energy consumption. 
1.4 Thesis in a Nut-Shell  
The main idea behind this thesis is to reduce the collisions in a WSN and improve the overall 
performance of the network. In this work, we have come up with an algorithm to assign channels in a 
WSN in an efficient way and reduce the collisions. This in turn increases the throughput of the network 
causing lesser number of retransmission and reducing the end to end delay or latency. 
1.5 Motivation 
In a WSN when the density of the network increases manifold, the interference in the network also 
increases. This causes the network to perform poorly, reducing the throughput and increasing the 
average latency of the network. In other words, increasing the number of nodes in the network causes 
collision and loss of packets. But there is a phenomenon called capture effect which says that even 
though two signals travelling at the same frequency reach a receiving node at the same time, it does not 
result in a true collision. There are instances when one signal arrives at the receiver after the other 
signal with a higher transmission power. This signal with the higher transmission power can be decoded 
without any error at the receiver. We considered studying capture effect for a small network and with 
the result obtained we implemented it for a larger network. The interesting result obtained from 
simulating capture effect motivated us to come up with an efficient and optimized channel assignment 
algorithm for dense WSNs. We used the capture probability for each link in the network to assign 
channels between the nodes in the network and studied its throughput. Theoretically, this work very 
well as sensor nodes cannot possess many radios due to their small form factors. Our work considers 
optimal channel assignment problem for the WSNs with limited number of channels and radios.  
1.6 Thesis Document Organization 
The thesis document is organized in the following way:- 
Chapter 2: This chapter gives a detailed outline of the work done previously on capture effect 
and channel assignment and how we built our work and how it is different from the previous 
works. 
Chapter 3: In this chapter we introduce our problem statement and the definitions associated 
with it, including capture effect, channel assignment and graph coloring algorithms that we have 
used for the channel assignment. 
Chapter 4: This chapter elaborates the algorithms and approaches we have worked on to 
improve the network performance.  
Chapter 5: In this chapter we discuss the simulations that have been carried out for the 
networks, one base and the other considering capture probability, and the results obtained from 
the same. We have increased the network density and show their behavior in a graphical form. 
Chapter 6: This chapter covers the concluding remarks and probable future works based on our 
work. 






2 Background and Literature Survey 
In this chapter we discuss various approaches that have been followed to address the channel 
assignment problem and the past works done on the capture effect. 
2.1 Channel Assignment Techniques 
Utilizing multiple radios is a promising approach for improving the performance of wireless networks. 
Assigning different channel to each radio is one technique to increase the network capacity. In this 
technique, minimizing the channel interference between spatially close links is the key objective. Many 
algorithms and approaches are proposed to solve this problem. 
In WSNs, there are several distinctive approaches that have dealt with channel assignment problem 
such as: 
i. Game Based Approach, 
ii. Minimizing Maximum Interference, and 
iii. Residual Energy based Channel Assignment. 
2.1.1 Game Based Approach 
In this work [1], the authors developed a channel assignment method based on the traffic volume per 
node. In their work, they start with the current and future traffic information. Based on available traffic 
information, they attempt to minimize interference occurring in real traffic. Their channel assignment 
scheme is compared with two other existing static channel assignment approaches. A comparison 
showed potential improvement in the channel assignment when node traffic information is taken in to 
consideration.  
 
2.1.2 Minimizing Maximum Interference 
This technique [2] is aimed at minimizing maximum interference experience by the transmission links in 
WSN. The authors call it MinMax channel allocation protocol. It’s an NP-hard channel allocation scheme. 
The key points of this scheme are: 
- Minimizing the number of channels needed to reduce interference in WSN, and 
- Distributed protocol for link-based and receiver based interference. 
2.1.3 Residual Energy Based Channel Assignment 
Since energy and resource is the major constraint in a WSN, the authors in this work [3] came up with a 
channel assignment scheme keeping the energy constraint in mind. They predict an estimation of future 
energy consumption based on existing residual energy and current usage. With this information, they 
examine three different channel assignment approaches. First was the baseline with random pairing and 
the other two are Greedy channel and Optimization-based channel assignment. The latter two 
considered residual energy co-efficient which they term as R-coefficient. The results showed improved 
performance where R-coefficient is considered. In terms of network lifetime, optimization based 
channel assignment outperformed the former two. 
2.2 Channel Assignment in Wireless Mesh Networks 
Channel assignment problem has been extensively studied in the domain of wireless mesh networks. 
Here, the main objective is to minimize the interference. Most of the approach applies some variation of 
graph coloring algorithm, where each color represents a distinct wireless channel [4], [5]. The first work 
converts the network into conflict graph based on the interference between a pair of transmission. To 
reduce the number of conflicts, they assigned different channels to the conflicting links. With this, they 
designed a centralized and distributed algorithm for the channel assignment problem. 
2.3 Capture Effect   
Physical layer capture (PLC) can take place when a stronger signal arrives at the receiver and if PLC is 
considered, there is an improvement in throughput by up to 15% as compared to former PLC model [6].  
In this work [7], capture influences to improve the performance in 802.11 based network. 
Other related works [8], [9] showed that capture can be manipulated to detect collision and eventually 
recover from it. 
2.4 Channel Assignment and Capture Effect  
To sum up, none of the above works considered the effect of capture while optimizing the performance 
with channel assignment. Most of those works assume that a large number of channels and radios are 
available. However, in reality there are only three channels in ISM band which are completely 
interference free. Also, most of today’s wireless devices have less than eight radios per device. Typically 
wireless sensor device cannot have many radios due to their small form factor. Our work considers an 








3 Definitions and Problem Statement 
This chapter gives an introduction to the problem we have addressed followed by a system overview. It 
also elaborates on the terminologies used. A detailed explanation of the problem statement is given 
with adequate illustration.  
3.1 Introduction 
In traditional IEEE 802.11 networks, when two or more transmitted packets reach the receiver at the 
same time, all frames are considered to be lost due to collision. In order to keep the design of IEEE 
802.11 simple and low cost, no attention is paid to the physical layer capture effect. The interference at 
the receiver by two or more coinciding signals leads to frame corruption and all frames are eventually 
dropped at the MAC layer. In other words, the frames received cannot be successfully decoded at the 
receiver. However, in practice it has been observed that in scenarios where simultaneous transmission 
takes place, a stronger frame can be received at the physical layer without any error. This phenomenon 
is termed as physical layer capture effect [6]. This happens when multiple signals arrive at the receiver 
with different transmission power and the one which a relatively higher power level can be decoded 
successfully in spite of having interference at the receiver from other signals. So, it can be said that some 
packets can be obtained without any error given their transmission power level is significantly higher 
than other interfering signals. This is one scenario capture effect can take place among many other 
scenarios as well. Physical layer capture can occur in the following scenarios: 
1. Stronger second signal arrives at the receiver during the preamble time of the first signal, 
2. Stronger second signal arrives after the preamble time of the first signal, and 









           
 
                                              
FIGURE 3-1: 802.11 FRAME FORMAT AND CASES OF CAPTURE EFFECT 
 
In our work, we have mostly considered the first case as the success rate for the other two cases are 
significantly lower. Our simulation result shows that more than 90% of the capture happened due to the 




enhancing the performance of a network. In our work, we demonstrate that with the aid of capture, we 
can effectively reduce the required number of channels by reusing some of the channels while 
maintaining the performance. Based on our observations, we designed a system that explores the 
physical layer capture effect in channel assignment. 
Following are our main contribution: 
1. Formulating optimal channel assignment problem considering capture effect in a form of a 
conflict graph, 
2. This problem is observed to be an equivalent to n-way cut problem, which is NP hard. Use a 
well-known approximation algorithm for n-way cut problem to solve out channel assignment 
problem, and 
3. Compared our network with a network having optimal channel assignment without considering 
the capture effect. 
3.2 Definitions 
In this section, we will give a brief idea of the terms we have used throughout this thesis. 
3.2.1 Capture Effect 
When two frames are transmitted at the same frequency and they reach a common receiver at the 
same time or during the preamble time of the reception of the first frame, the receiver can successfully 
decode the frame with higher transmission power. In other words, instead of resulting in collision and 
causing interference by both the signals and finally getting dropped by the receiver, the receiver 
receives one of them without any error. 
3.2.2 Co-Channel Interference 
Co-channel interference is caused when two or more transmitting nodes use the same frequency band 
to forward their data packets. Using same frequency channel causes concurrently transmitted data 
packets in the same area to cause collision and ultimately leading to interference. 
3.2.3 Neighboring Nodes 
Sensor nodes which are within the communication range of adjacent nodes are called neighboring 
nodes. 
3.2.4 Link Cost 
The cost of collision associated with a pair of links, given they have a common receiver and have the 
same channels between them. The link cost is derived from the capture probability of the associated 
links. If node A is a receiver and node B and node C simultaneous transmit data to A in the same channel 
frequency and the capture probability of B and C are PB and Pc respectively. We can calculate the link 
cost at A as [(1 – PB) * (1 – PC)]. 
3.2.5 Graph Coloring Problem 
It is a way of coloring vertices in a graph with a fixed number of colors in such a way that no two 
adjacent vertices share the same color. 
3.2.6 Channel Assignment Problem 
The problem of optimally assigning channels is in a network among a fixed number of channels. Channel 
assignment problem is an extension to graph coloring problem. Since there are many links in a dense 
wireless network with a limited number of channels, assigning channels in the network optimally such 
that no two adjacent links share the same channel is a challenge. The channel assignment problem is NP 
hard. 
3.2.7 Maximum K-Way Cut Problem 
Given an undirected graph and K the maximum k-cut aims at cutting the graph k-way such that there are 








FIGURE 3-2: CONCEPTUAL REPRESENTATION OF MAX CUT WHERE K = 3 
3.2.8 Network Density 
Network density is measured by the number of sensor nodes present an area. In our simulations, the 
area is square grid of 1000 X 1000 meters. 
3.3 System Overview 
 In our work, we have created a randomly deployed wireless sensor network and then formed a capture 
table with the capture probability information for each pair of adjacent sensor nodes. For each node, we 
considered a pair of senders in the communication range and calculated the probability of capture 
based on their distances from the receiver and transmission power. In other words, when two senders 
are transmitting together and their transmitting power is same, the one with lesser distance from the 
receiver has higher probability of capture as the received signal strength of this sender is higher. Once 
this is done for every sender pair for each receiving node, we formed a capture table with this data 
collected. Next for the same network we assigned channels using Widgerson’s graph coloring algorithm 
[10]. We considered 3 channel frequencies and hence colored the network with 3 colors. No capture 
information is considered for this network. Next, we used flooding in our wireless sensor network to 
study the performance. 
Second, for the same randomly deployed sensor network, we considered the capture table information 
and assigned channels in a way to utilize the effect of capture to reduce collision. We will discuss that in 
detail in the section for algorithm in chapter 4, section 4.1.2. 
3.4 Problem Statement 
To improve throughput and reduce the number of retransmission, several protocols explore channel 
diversity in the WSNs. Different channels are allocated to the link between the sensor nodes, so that the 
links with different channels can transmit concurrently. In other words, this can be terms as a channel 
assignment problem.  The objective is to assign different channels to adjacent links in order to reduce 
the co-channel interference. This problem can be reduced to graph coloring problem where each color 
in the graph represents a specific channel in the WSN. 
 FIGURE 3-3: SMALL 5-NODE WSN 
 
Formally, a graph G = (V, E) represents the connectivity of the network, where a vertex v in V represents 
a sensor node and an edge e in E represents a link between a pair of sensor nodes. We are assuming 
symmetrical links which are represented as bi-directional edges. The maximum number of colors 
available to assign in the graph is fixed to k (for example, k = 16 in sensor node with CC2420 RF trans-
receiver). The challenge is to color each edge in the set of edges E in such a way that the number of 
different colors in the adjacent is maximized.  
 
FIGURE 3-4: SMALL 5 NODE WSN 
 
For example, in Figure 3-2, there are 5 nodes and all the nodes opportunistically forward data to a node 
S. Now we assign same channels to all the edges, in that case whenever more than two nodes transmit 
packets concurrently, it will most likely result in a collision. In order to eliminate collision, different 
channels should be assigned to each edge. Suppose we have four available channels and we can assign 
one of these four channels to each edge. This is one of the ideal scenarios. However, in a dense wireless 
sensor network, there will be multiple nodes with more outgoing links than the available number of 
channels. It often requires a complete interference free routing, including co-channel interference for a 
low duty cycled wireless sensor network. In CC2420, only 4 available channels are completely free of co-
channel interference. These channels are: 
- Channel 1 of 2421 MHz, 
- Channel 6 of 2437 MHz, 
- Channel 11 of 2462 MHz, and 
- Channel 14 of 2484 MHz. 
Out of these four channels, one channel is kept aside for the sink node for the purpose of broadcasting 
information and synchronization between its nodes. So, we are left with three channels now. Suppose 
we keep aside channel 14 for sink node and represent Channel 1, Channel 6 and channel 11 with red, 
green and blue respectively.  
Figure – 3-3 represents an example of three channel assignments. Though this definitely reduces the 
number of collisions and increases the throughput as compared to the case of assigning one single 
channel to every link. However, two links (A, S) and (D, S) having a common channel is not a very good 
scenario because their transmissions will certainly collide and will eventually require retransmissions 
from both node A and node D. There can be four different ways to assign three channels in this small 
network of Figure 3-2. Now the question is, which one is the best channel assignment approach in cases 
where insufficient number of channels is available. We also know that not all concurrent transmission 
result in collision at the receiver due to capture effect. Therefore, assigning channels optimally without 
considering capture effect can lead to sub-optimal solution. So, let’s define a probability for capture as 
follows: 
 A capture probability is defined as Ps(A|B), a conditional probability of a node successfully 
receiving a packet transmitted from node A due to capture given the fact that both node A and node B 
transmits and their packets arrive at the receiver node S at the same time. 
 
FIGURE 3-5: SMALL 5 NODE WSN 
 
For example in Figure 3-4, the capture probabilities at S are: 
- Ps(A|B) = 0.1, 
- Ps(B|A) = 0.01, 
- Ps(A|D) = 0.41, and 
- Ps(D|A) = 0.11. 
In this case, assigning the same channel to link (A, S) and link (D, S) is a better channel assignment than 
assigning the same channel to link (A, S) and (B, S). Although concurrent transmissions on link (A, S) and 
link (D, S) can interfere with each other, the receiving node S will successfully receive a packet from one 
of them with the probability of: 
 1 – [(1 – Ps(A|D)) * (1 – Ps(D|A))] = 0.4749, 
as compared to (A, S) and (B, S) where the probability is: 
1 – [(1 – Ps(A|B)) * (1 – Ps(B|A))] = 0.11. 
Additionally, this will eliminate the possibility of two retransmitted packets to collide again, causing 
reduction in the number of re-transmissions. The above example clearly illustrates the importance of 
considering capture effect in the channel assignment. In our work, we propose an efficient channel 















4 Algorithm for Capture Effect 
In this chapter, we will discuss the heuristic algorithms we introduce and discuss methods that enabled 
us to approach the problem effectively. 
4.1 Capture Aware Channel Assignment 
Capture aware channel assignment is broken down in broadly two phases: 
1. This phase converts our original network graph to a capture graph where every node represents an 
edge in the original network graph. In other words, it's a dual graph. 
2. In this phase, we divide all the nodes in the graph to n groups (n = 3 for our work because we are 
working with only three channels)  
4.1.1 Creating Capture Graph 
In a WSN, channel switching is a feasible technique to improve the performance of the network. Also, 
from our definition of capture effect in Chapter 3, we know that capture effect is a phenomenon 
involving a pair of edges. So, we can say that we are dealing with the edges rather than the vertices in 
the network graph. We first construct an edge graph (a line graph) L(G) of our original network graph G. 
Each node in L(G) corresponds to an edge in the in network graph G and an edge in L(G) corresponds a 
common node between two edges.  
 
 FIGURE 4-1: CONVERTING VERTEX TO EDGE DUAL GRAPH 
 
Figure 4-1a represents an example of constructing the edge graph from a small network graph with 5 
nodes. The vertex AB of L(G) in Figure 4-1b represents the edge A,B in graph G. The edge weight in L(G) 
represents the benefit gained from capture effect. The weight is computed by the probability of 
receiving a packet due to capture effect. For example, in Figure 4-1b, edge weight of edge (AB, AD) is 
0.582, which is calculated by 1 - [(1 - Pc(A|B)) * (1 - Pc(A|D))]. The rest of the edges in L(G) are also 
calculated in the same manner. In our work, we have not considered 3-packet-capture scenario since 
three packet collisions are less in number than two packet collision. The capture probability of three 
packet capture is much less than the two packet capture probability. In fact, previous work has been 
done to compute 3-packet-capture using 2-packet-capture [12]. 
4.1.2 Optimal 3-Channel Assignment using Maximum 3-Way Cut 
It can be said that, channel assignment problem is an extension to edge coloring problem in a graph. 
However, the general graph coloring problems does not consider edge weight. Therefore, our problem 
cannot be directly solved using the general graph coloring algorithms for example, Wigderson's 
Algorithm. 
A clear definition of the objective of our problem is an extension of graph coloring problem. If we assign 
the same channel (color) to two adjacent edges in graph G, those edges will experience collision at the 
common receiver. For example, same channel (red) is assigned to both edge (A, D) and edge (B, D) in the 
graph G in figure x. Then definitely those two edges will experience interference. In the edge graph L(G) 
it is equivalent to assigning red color to both vertices AD and BD. The edge weight of (AD, BD) is 0.297. 
This says that 29.7% percent of time vertex D in the graph G is not receiving packets from either node A 
or B due to capture effect. If we assign a same channel to adjacent edges, it would be best if we can 
assign it in such a way that total packet reception percentage is maximized due to capture. This is 
equivalent to maximizing the sum of weight of edges ending in same vertices in L(G) with same color. 
In Figure 4-1b, the weight of edge (AB, BC) is 0.812 = [(1 – Pc(A|B)) * (1 – (Pc(B|C)))]. This means that 
when A and C are transmitting together using same channel to B in graph G, 81.2% of the time there is 
no packet reception due to capture. So in this case, it is best to assign them separate channel. This is 
equivalent to giving separate colors to vertex AB and BC as this converges back to edge graph finally. The 
Max cut is done to reduce cost in the graph as a whole. When one edge moves from one cut (different 
colors) to the other, we can consider the cost as minimum or zero. So to do that we take one vertex at a 
time and check its edge costs, the edges with higher weights are put in different cuts. For Figure 4-1b, 
we start with node AD, put it in one cut, say red. Next we check the edge weights of DE, BD and AB. 
Since, DE and AB have higher weights we put them in different cuts, green and blue respectively. BD 
having lesser weight we put it in the same cut as that of AD, i.e., red. Representation of the graph after 
assigning colors with max cut algorithm and converting it to the original graph G is shown in Figure 4-2. 
 
 FIGURE 4-2: CONVERTING EDGE TO VERTEX DUAL GRAPH 
 
Once a node is colored or in other words put in a cut, we do not consider those nodes any more. We 
only consider the nodes that are not colored. It is a NP hard problem and can have different solutions 
for the same graph. It depends on which node we pick first. To completely cut the graph, we keep on 
iterating the node coloring step based on weight as long as all the nodes are not colored. 
4.2 System Model and Experimental Approach 
In this section, we discuss the steps carried out to conduct the simulations and associated application. 
We have used Qualnet [13] network simulator for all our simulations. Qualnet 7.1 does not support 
capture effect feature. So, we modified the physical layer source code of the simulator to implement 
capture effect for our experiment. 
4.2.1 Implementation of Capture Effect 
The two most popular network simulators are Qualnet and ns-2. In both these simulators, capture effect 
is not present by default. We chose Qualnet for our work for its accuracy, exactness and easy 
programming over ns-2. 
 FIGURE 4-3: NORMAL FLOW OF PACKET RECEPTION IN QUALNET 
 
In Qualnet, a normal flow works in the following way. When a new frame arrives at the receiver, it is 
considered as a NEW frame. The received signal strength is compared with the receiver’s sensitivity. If 
the received signal strength is less than the receiver’s sensitivity, the NEW frame is not considered and 
the received signal strength is considered as an interference power until the end of the frame’s 
transmission. If the received signal strength is more that the receiver’s sensitivity, the frame is 
considered decodable. Once the preamble of this NEW frame is detected successfully, the frame is 
locked. The receiver then changes state from idle/sensing to receiving state and this frame is referred to 
as received (RCV) frame. When another new frame comes to the receiver in its receiving state during the 
reception of RCV frame, the NEW frame is ignored and its received signal strength is added to the 
interference power of the RCV frame. Qualnet then computes the bit error rate of the received frame 
based on the frame’s bit error rate and the signal to noise ratio. After such a computation, if there is no 
error, the frame is then successfully moved to the MAC layer. 
 
 
FIGURE 4-4: MODIFICATION DONE IN QUALNET FOR CAPTURE EFFECT 
 
We have modified Qualnet to capture NEW frame during the reception time of the previous signal [14]. 
When the receiver is in the receiving mode and a NEW frame comes in during the preamble time of the 
CV frame. We check for the received signal strength of the NEW frame. If the strength is more than that 
of the RCV frame and higher than the capture threshold, we discard the RCV frame and lock the NEW 
frame. The received signal strength of the discarded frame is then added to the interference power. 
Qualnet does not have any provision for the capture threshold as it does not support capture effect. We 
have considered 10dB as the capture threshold for our work. 
 
4.2.2 Channel Assignment and Capture Effect Study 
Our next goal is to study the behavior of capture effect with different channel assignment combination. 
To study this, we created a small 5 node wireless sensor network shown in Figure 4-5.  
 
FIGURE 4-5: SMALL 5-NODE WSN 
 
In the above network, we assigned different channels between the vertices and studied the result 
obtained from using capture effect and without using it. Normally, in such a network, the 4 non-
overlapping channels with no co-channel interference we mentioned in Chapter - 3 can be assigned. 
These channels are – channel 1 (2412 MHz), channel 6 (2437 MHz), channel 11 (2462 MHz) and channel 
14 (2484 MHz). Out of these four channels, one channel is kept aside for the BS for the purpose of 
synchronization and broadcasting between its sensor nodes. So, we are now left with three channels 
and how do we assign the three channels to the four links of Figure 4-5 to maximize its performance. We 
study different combinations of the three channels in the small 5 node network of Figure 4-5. We have 
kept aside channel 14 for the BS. The other three channels are channel 1, 6 and 11 and those are 
assigned color red, green and blue respectively throughout our work. Figure 4-6, illustrates the possible 
combinations of channel assignment that we have studied. 
 
 FIGURE 4-6: CHANNEL ASSIGNMENT COMBINATION 
First, we simulated the network in Figure 4-6, without considering capture effect and with different 
channel combination. Second, we considered capture effect and simulated it using same set of channel 
combinations. The result obtained from these two cases - i) considering capture and ii) no capture with 
same channel combination is illustrated in Figure 4-7. 
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Channel Reuse and Capture
Throughput With Capture Throughput Without Capture
 If we see the result in Figure 4-7, in the first case, we used four independent channels for both cases in 
the simulation. So, we do not see any difference in throughput as there is minimal or no chance of co-
channel interference as four different channels are used. In the second case, we have reused channel 
red and the result shows that when capture was considered, the channel reuse caused interference. But, 
when capture effect is considered, the performance is enhanced. Even though channel reuse creates 
interference, the interfering signal is of lesser power as compared to the signal from the intended 
receiver. This is also because of the distance between the nodes where the channels are being reused. 
The signal strength is inversely proportional to the distance between the nodes. Hence, we can 
successfully capture some more packets. For the third and fifth case, we have similar channel 
combination. The overlapping channel distance is lesser and the throughput difference is not significant 
compared to the second case. In the fourth case, the same channel is reused between adjacent links. 
Hence, the impact of capture of not evident in the result obtained. The reuse of the same channel 
between adjacent links, caused interference and the packets received had similar signal strength. This in 
turn nullified the effect of capture. 
4.2.3 Creating Base WSN with 3-Channels 
In this section we will discuss how we assigned channels to our base wireless sensor network. Since 
channel assignment problem is an extension to graph coloring problem. Since graph coloring is a NP 
hard problem, we have used Wigderson’s graph coloring algorithm to color the edges or in other words 
assign channels in our wireless sensor network. Based, on our discussion earlier, we have used three 
colors which represent the three non-overlapping channels. We implemented the visualization of the 
graphs using igraph module of R [15]. We have converted our WSN into a graph. Where the vertices are 
the sensor nodes and the edges between the vertices are the communication links between the sensor 
nodes. Any sensor node which is in the communication range of its neighboring nodes has an edge 
between them. Since, Wigderson’s algorithm is a node coloring algorithm, we have converted our edge 
graph to a node graph (dual graph). After converting, we colored our graph using the algorithm 
described in Figure 4-8. 
 
FIGURE 4-8: WIGDERSON'S GRAPH COLORING ALGORITHM 
 
We have used varying network sizes in our work. For the sake of simplicity we will show it in step by step 
procedure for a small 5 node WSN. Then illustrate the results of our other networks. We have carried 
out all our experiment for network sizes of 20, 40, 60, 80 and 100 sensor nodes.  
Let’s start with out small 5-node WSN. Figure 4-9 shows our simple 5 node network.
 
Figure 4-9: 5 node WSN 
 
We have seven edges in this network, we convert this edge graph to a node graph have seven nodes. 
Figure 4-10 illustrates the same. 
 
FIGURE 4-10: EDGE TO NODE GRAPH OF SMALL 5 NODE WSN 
 
Next, we assign colors to these seven nodes following Wigderson’s algorithm. Figure 4-11 shows the 
colored graph. 
 FIGURE 4-11: NODE COLORING WITH WIGDERSON'S ALGORITHM 
 
Lastly, we convert the node graph back to the edge graph. Figure 4-12 depicts the same. 
 
FIGURE 4-12: NODE GRAPH TO EDGE GRAPH 
 
We have carried out the procedure for 20 nodes. Figure 4-13 illustrates the steps carried out for a 20 
node graph. 
  
FIGURE 4-13: EDGE COLORING STEPS FOR 20 NODE NETWORK 
 
The following figure represents the steps carried out to color the 40 nodes network. 
 
  
FIGURE 4-14: EDGE COLORING STEPS FOR 40 NODE NETWORK 
 
Once the network size increasing, the coloring complexity increasing as the complexity is dependent on 
the input size. 
The following figure represents the steps carried out to color the 60 node network. 
  
FIGURE 4-15: EDGE COLORING STEPS FOR 60 NODE NETWORK 
 
 
The following figure represents the steps carried out to color the 80 node network. 
  
FIGURE 4-16: EDGE COLORING STEPS FOR 80 NODE NETWORK 
 
Our final step in graph coloring and channel assignment is applied to the 100 node network. The 
following figure illustrates the steps carried out for the 100 node network. 
 
  
FIGURE 4-17: EDGE COLORING STEPS FOR 100 NODE NETWORK 
 
The channels are assigned to the WSN using the igraph module of R. We implemented our work on 
Qualnet and assigned channels based on the results obtained from R. We ran simulations in Qualnet to 
compute the throughput and average end-to-end delay for packet transmission. We considered the 
network with three channel assignment as our base network. We did not consider any capture data for 
the base network. 
4.2.4 Constructing Network Graph with Capture Effect 
In this section, we discuss how we assigned channels considering capture probability. In the previous 
section, we assigned channels based on a graph coloring algorithm. We did not consider any capture 
information while assigning the channels. That is the basis of our work.  
We ran simulations in Qualnet to obtain capture probability. We took one node at a time. The node was 
considered as a receiver and a pair of nodes within the communication range of the receiver was used 
to transmit packets to the receiver. We sent 100 packets to the receiver from both the senders 
simultaneously. At the receiver node, we collected the packets sent by both the senders. Some packets 
are lost in collision. But in spite of collisions, we received several packets from both the senders due to 
the effect of capture. The packets collected due to capture were calculated as capture probability given 
the total number of packets sent. We ran simulation for every node with a combination of sender pairs 
which are within the communication range of the receiver. Once this is done, every edge in the network 
will have a capture probability associated with it. Figure 4-18 represents a small 4 node network with 
 
 
FIGURE 4-18: 4 NODE WSN WITH CAPTURE PROBABILITY 
Capture probability associated with each edge. Our next step is to assign channels in this network in 
such a way that we can exploit the benefit of capture. To do the same, we can calculate the cost for 
collision in these pairs of edges. For example, in Figure 4-18, when sensor nodes 1 and 3 transmit to 2 at 
the same time, the probability of obtaining the packet from either 1 or 3 together at 2 is 0.288 = 1 – [(1- 
P(1|3)) * (1 – P(3|1))]. In other words, the cost of collision at node 2 when both 1 and 3 are transmitting 
together is 0.712 = (1- P(1|3)) * (1 – P(3|1). With the cost data for every pair of edges, we create a node 
graph. Figure 4-19 illustrates the same. 
 
FIGURE 4-19: NODE GRAPH OF 4 NODE WSN WITH COST 
 
The edge graph from Figure 4-18 is converted to a node graph in Figure 4-19. The weight per edge in 
Figure 4-19 is the cost derived from the capture probability of edge pair in Figure 4-18. Edge (1, 2) and 
edge (2, 3) of Figure 4-18 each forms a node in Figure 4-19 and their probabilities 0.11 and 0.2 
respectively gives us the 0.712 = (1- 0.11) * (1 – 0.2). 
4.2.5 Optimal 3-Channel Assignment as Max 3-Way Cut 
Once, we get a node graph with cost associated with every edge, our next step is to color the nodes to 
minimize cost. We have learnt earlier, that different color represents different channels and with 
different channels our collision will be minimal or zero as we are only considering non-overlapping 
channels. In order to minimize cost, we considered to cut our graph in to three islands or cuts, with each 
cut representing a color. We iterate through the graph and put each node in a different colored cut 
based on the edge weight between two nodes. This process is knowns as maximum k-way cut algorithm. 
In our case, k = 3 as we consider only 3 colors (3 channels). The idea is to assign the nodes in each cut 
and when the edge associated with the node passes from one cut to the other, we can consider the 
weight of the edge to be minimal or negligible. In other words, we are minimizing our cost per edge. In 
this way, the cost of collision can be reduced when we are assigned different channels to the network. 
Since maximum K-way cut is a NP-hard problem, we have followed the greedy approach for our 
network. Let’s consider node (1, 2) of the graph from Figure 4-19. We start the coloring process by 
putting our first node in one cut. In our case, we have put in cut color red. Next, the cost on edges going 
out of node (1, 2) is 0.712 and 0.613 ending on node (2, 3) and node (4, 1) respectively. Since, the cost of 
both these edges are high, we will put node (2, 3) in one cut, let’s say blue and node (4, 1) in another cut 
apart from red and blue. So, we put node (4, 1) in green. Now, we have assigned different colors to 
these nodes. Once, this is done, we take the nodes that are just colored and study their associated edge 
weights to assign colors to the nodes of next level which are not colored. We iterate through this whole 
process to color all the nodes of the network. Figure 4-20 represents the fully colored network from 
Figure 4-19. 
 
FIGURE 4-20: COLOR ASSIGNED IN A NETWORK WITH MAX K-WAY CUT 
 After assigning colors, the next step is to convert the graph back to its original form. In other words, 
convert the node graph back to edge graph. In the edge graph, the edges will be assigned with new 
colors which represent the channels. 
 
FIGURE 4-21: NODE GRAPH TO EDGE GRAPH AFTER COLORING WITH MAX K-WAY CUT 
 
We have iterated this procedure to assign channels using maximum k-way cut algorithm for all the 





FIGURE 4-22: CHANNEL ASSIGNMENT FOR 20 NODES WSN WITH MAX K-WAY CUT ALGORITHM 
 
4.3 Simulation of Base WSN and Capture Aware WSN 
We created a base network and assigned channels with graph coloring algorithm. On the same network 
we assigned channels with maximum k-way cut algorithm considering capture information. The next 
step is to run simulations on both the networks to determine the performance. Initially we considered a 
dense WSN with 20 nodes and then we increased the WSN size to 40, 60, 80 and 100 nodes to analyze 
and compare the performance. We used Qualnet simulator for all our experiments. The sensor nodes 
are deployed randomly in Qualnet simulator in a 1000 X 1000 meters grid. Though the area is large we 
have deployed the SNs in a way to concentrate around the center of the grid to maintain higher density. 
Quantitatively the sensor density would vary from 5 nodes per 40000 square meters to 12-13 nodes per 
80000 square meters. Typically, each sensor node is considered to have only one antenna. We used  
 
  
TABLE 4-1: SIMULATION PARAMETERS 
 
channel switching for multichannel communication in our WSN. Any sensor node within 100 meters 
radius of another sensor node is considered as neighbors. The packet size of each transmitted frame is 
set to 200 bytes. The interval between two packet transmissions is set to 100ms. The radio speed for 
communication was considered 2 Mbps all throughout. We have used constant bit rate (CBR) for 
flooding. Details of the simulation parameters are summarized in Table 4-1. The implemented it with 
ALOHA like MAC protocol. 
We ran our simulations for networks of varying sizes starting with 20 nodes and extending it up to 100 
nodes. The performance results of the networks are obtained in terms of throughput, average end-to-
end delay or latency and the number of re-transmission required for the packets to reach the sink node. 
The data points obtained for each result is an average pf five simulation runs. The next chapter discusses 







5 Simulation Results 
In this chapter, simulation results are presented and analyzed for different network density starting 
from a lower density of 20 nodes extending it up to a density of 100 nodes. The parameters represented 
here are network performance based on throughput, average end-to-end delay and number of re-
transmission required. The values obtained from the simulations are given for graphical analysis. For 
each network density, the simulation is repeated for a number of sink nodes. The importance of channel 
assignment problem is studied with a base network of 3-channels and compared with a second network 
where channel assignment is done considering capture information. 
5.1 Important Aspects to Consider 
 Comparison of channel assignment with graph coloring and max 3-way cut, 
 Comparison of considering capture information and no capture, 
 Analysis of throughput, latency and re-transmission, 
 Behavior of sink node based on its position, 
 Minimum network density for capture, and 
 Optimal network density for capture. 
5.2 Analysis of various Networks with varying Density 
In this section, we will proceed with one network density at a time and study its behavior based on 
throughput, latency and re-transmission. We will also show how the behavior of the network changes 
based on the sink node position. We will consider our base network with 3-channels and compare its 
result with the network where channel assignment is done with capture table information.  
5.2.1 Network Density: 20 Sensor Nodes 
In this section, we will study and compare the behavior of 20 nodes WSN in terms of throughput, latency 
and re-transmission and their relation with sink nodes. 
5.2.1.1 Result Analysis for Sink Node: 10 
Our first network is a WSN of 20 nodes shown in Figure 5-1. The sink node is node 10. 
 
FIGURE 5-1: WSN WITH 20 NODES AND SINK NODE - 10 
Throughput: 
 




















Throughput with Capture and No capture
Density - 20, Sink Node - 10
T1 T1
 TABLE 5-1: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-2 
T1 Throughput: No Capture T2 Maximum Value 173 
T2 Throughput: With Capture T2 Minimum Value 176 
T1 Maximum Value 146 T2 Average Value 177.4 


























Latency with Capture and No Capture
Density - 20, Sink Node - 10
L1 L2
TABLE 5-2: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-3 
L1 Latency: No Capture L2 Maximum Value 0.39 
L2 Latency: With Capture L2 Minimum Value 0.34 
L1 Maximum Value 0.74 L2 Average Value 0.36 
L1 Average Value 0.72 Percentage Improvement 50% 
 
Number of Re-transmission: 
 
FIGURE 5-4: NO OF RE-TRANSMISSION FOR 20 NODES WSN WITH SINK NODE 10 
 
TABLE 5-3: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-4 
R1 Re-Transmissions: No Capture R2 Maximum Value 65 
R2 Re-Transmissions: With Capture R2 Minimum Value 64 
R1 Maximum Value 78 R2 Average Value 65 
R1 Average Value 77 Percentage Improvement 15.5% 
5.2.1.2 Result Analysis for Sink Node: 20 






















Re-transmission With Capture and No Capture
Density - 20, Sink Node - 10
R1 R2
 FIGURE 5-5: WSN WITH 20 NODES AND SINK NODE 20 
Throughput: 
 






















Throughput with Capture and No Capture
Density - 20, Sink Node - 20
T1 T2
TABLE 5-4: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-6 
T1 Throughput: No Capture T2 Maximum Value 167 
T2 Throughput: With Capture T2 Minimum Value 164.8 
T1 Maximum Value 142 T2 Average Value 165.45 




FIGURE 5-7: LATENCY FOR 20 NODE WSN WITH SINK NODE 20 
 
TABLE 5-5: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-7 
L1 Latency: No Capture L2 Maximum Value 0.37 
L2 Latency: With Capture L2 Minimum Value 0.34 
L1 Maximum Value 0.89 L2 Average Value 0.36 















Latency with Capture and No Capture
Density - 20, Sink Node - 20
L1 L2
Number of Re-transmissions: 
 
FIGURE 5-8: NO OF RE-TRANSMISSION FOR 20 NODE WSN WITH SINK NODE 20 
 
TABLE 5-6: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-8 
R1 Re-Transmissions: No Capture R2 Maximum Value 79 
R2 Re-Transmissions: With Capture R2 Minimum Value 70 
R1 Maximum Value 87 R2 Average Value 74 
R1 Average Value 84 Percentage Improvement 12% 
 
5.2.1.3 Cumulative Result for WSN with Density – 20 
Throughput: 
To measure the network performance in terms of throughput we can clearly see that when channel 
assignment is done considering the capture effect, the network performance has increased up by 15% 






















Re-transmission with Capture and No Capture
Density - 20, Sink Node - 20
R1 R2
better. This is because of the fact that when the sink node is in the middle, it is surrounded with a 
number of nodes which transmit data in balanced number of hops. In a normal case, most packets are 
lost due to collision. But, when the capture effect is taken in to account, a high number of packets can 
still be received successfully. Figure 5-9 shows a cumulative depiction of throughput for topologies with 
different sink node. Referring to Figure 5-1 for the cumulative result, we can observe that the network 
has performed better with sink nodes in the middle rather than in the corners. So, we can say that, 
multiple simultaneous transmission aids in capture which in turn provides better network performance.  
 
FIGURE 5-9: CUMULATIVE THROUGHPUT FOR WSN WITH 20 NODES 
 
Latency: 
In terms of average end-to-end delay, our network performs tremendously well when capture effect is 
considered. Since we have flooded our network with packets and collision is reduced due to capture 
effect, the time taken by each packet to reach the sink node is minimized. This reflected in the results 
obtained which showed the improvement in time. In some cases, the improvement in average latency is 




















Throughput with Capture and No Capture
WSN Density - 20
T1 (bytes/s) T2 (bytes/s)
 FIGURE 5-10: CUMULATIVE LATENCY FOR WSN WITH 20 NODES 
Re-Transmission: 
Figure 5-11 represents the number of re-transmission required for each packet to reach the sink node. 
Clearly, the network when capture effect is considered performed better. Also, fewer re-transmissions 
are seen when sink node is placed in the middle. This is due to the number of hops required to travel 
and also due to the effect of capture. For a WSN with density of 20 sensor nodes, the re-transmission 
required is on average 15% less as compared to a network with no capture.  
 















Latency with Capture and No Capture
WSN Density - 20




















Re-transmission with Capture and No Capture
WSN Density - 20
R1 R2
5.2.2 Network Density: 40 Sensor Nodes 
In this section, we will study and compare the behavior of 40 nodes WSN in terms of throughput, latency 
and re-transmission and their relation with the location of the sink node. 
5.2.2.1 Result Analysis for Sink Node: 40 
 
FIGURE 5-12: WSN WITH 40 NODES AND SINK NODE – 40 
Throughput: 
 






















Throughput with Capture and No Capture
Density - 40, Sink Node - 40
T1 T1
 TABLE 5-7: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-13 
T1 Throughput: No Capture T2 Maximum Value 210 
T2 Throughput: With Capture T2 Minimum Value 206 
T1 Maximum Value 160.8 T2 Average Value 208.6 




FIGURE 5-14: LATENCY FOR 40 NODES WSN WITH SINK NODE 40 
TABLE 5-8: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-14 
L1 Latency: No Capture L2 Maximum Value 0.64 
L2 Latency: With Capture L2 Minimum Value 0.6 
L1 Maximum Value 0.94 L2 Average Value 0.62 















Latency with Capture and No Capture




FIGURE 5-15: NO OF RE-TRANSMISSION FOR 40 NODES WSN WITH SINK NODE 40 
 
TABLE 5-9: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-15 
R1 Re-Transmissions: No Capture R2 Maximum Value 84 
R2 Re-Transmissions: With Capture R2 Minimum Value 79 
R1 Maximum Value 99 R2 Average Value 81.6 























Re-transmission with Capture and No Capture
Density - 40, Sink Node - 40
R1 R2
5.2.2.2 Result Analysis for Sink Node: 1 
 
FIGURE 5-16: WSN WITH 40 NODES AND SINK NODE – 1 
Throughput: 
 
























Throughput with Capture and No Capture
Density - 40, Sink Node - 1
T1 T2
TABLE 5-10: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-17 
T1 Throughput: No Capture T2 Maximum Value 198 
T2 Throughput: With Capture T2 Minimum Value 195 
T1 Maximum Value 154 T2 Average Value 197.2 




FIGURE 5-18: LATENCY FOR 40 NODES WSN WITH SINK NODE 1 
TABLE 5-11: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-18 
L1 Latency: No Capture L2 Maximum Value 0.61 
L2 Latency: With Capture L2 Minimum Value 0.57 
L1 Maximum Value 1.12 L2 Average Value 0.59 

















Latency with Capture and No Capture




FIGURE 5-19: NO OF RE-TRANSMISSION FOR 40 NODES WSN WITH SINK NODE 1 
 
TABLE 5-12: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-19 
R1 Re-Transmissions: No Capture R2 Maximum Value 87 
R2 Re-Transmissions: With Capture R2 Minimum Value 82 
R1 Maximum Value 108 R2 Average Value 83.6 
R1 Average Value 105 Percentage Improvement 20.3 % 
 
5.2.2.3 Cumulative Result for WSN with Density – 40 
Throughput: 
With a node density of 40 the system performance in terms of throughput has increased by 20% as 
compared to the network configuration with node density 20. Even in this case, the sink node positioned 























Re-transmission with Capture and No Capture
Density - 40, Sink Node - 1
R1 R2
 FIGURE 5-20: CUMULATIVE THROUGHPUT FOR WSN WITH 40 NODES 
Latency: 
In terms of latency, the 40 node WSN showed a stable improvement. Figure 5-21 represents the stable 
curve. In the base network, the latency spiked up for certain sink nodes, this is because, the channel 
assignment was not optimal and advantages of capture benefits could not be explored.  
 
 





















Throughput with Capture and No Capture
WSN Density - 40














Latency with Capture and No Capture
WSN Density - 40
L1 (s) L2 (s)
Re-transmission: 
We can clearly see in Figure 5-22 that the number of re-transmission required for 40 node network has 
improved compared to a 20 nodes network. This also helped in the minimization of latency or average 
end-to-end delay, which is displayed by the previous graph. Here, the sink nodes in the middle 
performed slightly better than sink node at one corner. 
 
 
FIGURE 5-22: CUMULATIVE RE-TRANSMISSION FOR WSN WITH 40 NODES 
 
5.2.3 Network Density: 60 Sensor Nodes 
In this section, we will study and compare the behavior of 60 nodes WSN in terms of throughput, latency 
























Re-Transmission with Capture and No Capture
WSN Density - 40
R1 R2
5.2.3.1 Result Analysis for Sink Node: 35 
 



























Throughput with Capture and No Capture
Density - 60, Sink Node - 35
T1 T2
TABLE 5-13: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-24 
T1 Throughput: No Capture T2 Maximum Value 212 
T2 Throughput: With Capture T2 Minimum Value 208 
T1 Maximum Value 163 T2 Average Value 210.46 




FIGURE 5-25: LATENCY FOR 60 NODE WSN WITH SINK NODE 35 
 
TABLE 5-14: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-25 
L1 Latency: No Capture L2 Maximum Value 0.71 
L2 Latency: With Capture L2 Minimum Value 0.68 
L1 Maximum Value 1.5 L2 Average Value 0.69 














Latency with Capture and No Capture
Density - 60, Sink Node - 35
L1 L2
 Re-Transmission:  
 
FIGURE 5-26: NO OF RE-TRANSMISSION FOR 60 NODE WSN WITH SINK NODE 35 
 
TABLE 5-15: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-26 
R1 Re-Transmissions: No Capture R2 Maximum Value 94 
R2 Re-Transmissions: With Capture R2 Minimum Value 88 
R1 Maximum Value 131 R2 Average Value 91 

























Re-transmission with Capture and No Capture
Density - 60, Sink Node - 35
R1 R2
5.2.3.2 Result Analysis for Sink Node: 1 
 

































Throughput with Capture and No Capture
Density - 60, Sink Node - 1
T1 T1T2 
TABLE 5-16: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-28 
T1 Throughput: No Capture T2 Maximum Value 216 
T2 Throughput: With Capture T2 Minimum Value 210 
T1 Maximum Value 167 T2 Average Value 212.96 




FIGURE 5-29: LATENCY FOR 60 NODES WSN WITH SINK NODE 1 
TABLE 5-17: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-29 
L1 Latency: No Capture L2 Maximum Value 0.69 
L2 Latency: With Capture L2 Minimum Value 0.64 
L1 Maximum Value 1.22 L2 Average Value 0.67 














Latency with Capture and No Capture




FIGURE 5-30: NO OF RE-TRANSMISSION FOR 60 NODE WSN WITH SINK NODE 1 
 
TABLE 5-18: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-30 
R1 Re-Transmissions: No Capture R2 Maximum Value 94 
R2 Re-Transmissions: With Capture R2 Minimum Value 89 
R1 Maximum Value 124 R2 Average Value 91.6 
R1 Average Value 122.6 Percentage Improvement 25.2 % 
 
5.2.3.3 Cumulative Result for WSN with Density – 60 
Throughput: 
In comparison with densities of 20 and 40 nodes, the 60 node network outperformed the 20 node WSN. 
We can also see that there is clear stability with the performance in terms of throughput when the 
























Re-transmission with Capture and No Capture
Density - 60, Sink Node - 1
R1 R2




The delay in the 60 node network showed improvement with sink nodes in the center. The latency also 






















Throughput with Capture and No Capture
WSN Density - 60
T1 (bytes/s) T2 (bytes/s)
 FIGURE 5-32: CUMULATIVE LATENCY FOR WSN WITH 60 NODES  
Re-Transmission: 
In case of the number of re-transmission required, the base network showed an unstable pattern. This is 
due to the fact that in the base network, channel assignment is not optimal. This led to certain pockets 
of local congestion which reflected in the result obtained. In the capture aware network, the re-

















Latency with Capture and No Capture
WSN Density - 60
L1 (s) L2 (s)
 FIGURE 5-33: CUMULATIVE RE-TRANSMISSION FOR WSN WITH 60 NODES 
 
5.2.4 Network Density: 80 Sensor Nodes 
In this section, we study and compare the behavior of 80 nodes WSN in terms of throughput, latency 
























Re-Transmission with Capture and No Capture
WSN Density - 60
R1 R2
5.2.4.1 Result Analysis for Sink Node: 35 
 
































Throughput with Capture and No Capture
Density - 80, Sink Node - 8
T1 T1
T2 
TABLE 5-19: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-35 
T1 Throughput: No Capture T2 Maximum Value 218 
T2 Throughput: With Capture T2 Minimum Value 214 
T1 Maximum Value 179 T2 Average Value 215.8 




FIGURE 5-36: LATENCY FOR 80 NODES WSN WITH SINK NODE 8 
TABLE 5-20: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-36 
L1 Latency: No Capture L2 Maximum Value 0.81 
L2 Latency: With Capture L2 Minimum Value 0.76 
L1 Maximum Value 1.6 L2 Average Value 0.78 















Latency with Capture and No Capture




FIGURE 5-37: NO OF RE-TRANSMISSION FOR 80 NODES WSN WITH SINK NODE 8 
 
TABLE 5-21: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-37 
R1 Re-Transmissions: No Capture R2 Maximum Value 103 
R2 Re-Transmissions: With Capture R2 Minimum Value 98 
R1 Maximum Value 143 R2 Average Value 100.2 






























Re-transmission with Capture and No Capture
Density - 80, Sink Node - 8
R1 R2
5.2.4.2 Result Analysis for Sink Node: 72 
 



























Throughput with Capture and No Capture
Density - 80, Sink Node - 72
T1 T2
TABLE 5-22: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-39 
T1 Throughput: No Capture T2 Maximum Value 219 
T2 Throughput: With Capture T2 Minimum Value 215 
T1 Maximum Value 177 T2 Average Value 216.08 




FIGURE 5-40: LATENCY FOR 80 NODES WSN WITH SINK NODE 72 
TABLE 5-23: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-40 
L1 Latency: No Capture L2 Maximum Value 0.81 
L2 Latency: With Capture L2 Minimum Value 0.76 
L1 Maximum Value 1.5 L2 Average Value 0.79 















Latency with Capture and No Capture




FIGURE 5-41: NO OF RE-TRANSMISSION FOR 80 NODES WSN WITH SINK NODE 72 
TABLE 5-24: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-41 
R1 Re-Transmissions: No Capture R2 Maximum Value 105 
R2 Re-Transmissions: With Capture R2 Minimum Value 103 
R1 Maximum Value 141 R2 Average Value 104.8 
R1 Average Value 140.2 Percentage Improvement 25.2 % 
 
5.2.4.3 Cumulative Result for WSN with Density – 80 
Throughput: 
Now we can say without fear, that the higher the density the more stable the network becomes. Apart 
from this, we can also see there is a slight drop in the throughput when the density increased to 80 


























Re-transmission with Capture and No Capture
Density - 80, Sink Node - 72
R1 R2
 FIGURE 5-42: CUMULATIVE THROUGHPUT FOR WSN WITH 80 NODES 
Latency: 
 
FIGURE 5-43: CUMULATIVE LATENCY FOR WSN WITH 80 NODES 
In case of latency, similar trend of stability and slightly increased percentage compared to 40 and 60 























Throughput with Capture and No Capture
WSN Density - 80














Latency with Capture and No Capture
WSN Density - 80
L1 (s) L2 (s)
Re-Transmission: 
 
FIGURE 5-44: CUMULATIVE RE-TRANSMISSION FOR WSN WITH 80 NODES 
 
The average re-transmission value is also stable but the values declined by an average of 5% compared 
to 40 and 60 nodes. 
 
5.2.5 Network Density: 100 Sensor Nodes 
In this section, we will study and compare the behavior of 100 nodes WSN in terms of throughput, 
latency and re-transmission and their relation with sink nodes. 

























Re-Transmission with Capture and No Capture
WSN Density - 80
R1 R2









FIGURE 5-46: THROUGHPUT FOR 100 NODES WSN WITH SINK NODE – 10 
TABLE 5-25: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-46 
T1 Throughput: No Capture T2 Maximum Value 218 
T2 Throughput: With Capture T2 Minimum Value 215 
T1 Maximum Value 187 T2 Average Value 216.3 




















Throughput with Capture and No Capture




FIGURE 5-47: LATENCY FOR 100 NODES WSN WITH SINK NODE 10 
 
TABLE 5-26: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-47 
L1 Latency: No Capture L2 Maximum Value 1.3 
L2 Latency: With Capture L2 Minimum Value 1.09 
L1 Maximum Value 1.6 L2 Average Value 1.19 




















Latency with Capture and No Capture




FIGURE 5-48: NO OF RE-TRANSMISSION FOR 100 NODES WSN WITH SINK NODE 10 
 
TABLE 5-27: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-48 
R1 Re-Transmissions: No Capture R2 Maximum Value 151 
R2 Re-Transmissions: With Capture R2 Minimum Value 147 
R1 Maximum Value 167 R2 Average Value 149 

























Re-transmission with Capture and No Capture
Density - 100, Sink Node - 10
R1 R2
5.2.5.1 Result Analysis for Sink Node: 55 
 
FIGURE 5-49: WSN WITH 100 NODES AND SINK NODE 55 
Throughput: 
 
























Throughput with Capture and No Capture
Density - 100, Sink Node - 55
T1 T2
TABLE 5-28: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-50 
T1 Throughput: No Capture T2 Maximum Value 214 
T2 Throughput: With Capture T2 Minimum Value 210.9 
T1 Maximum Value 190.2 T2 Average Value 212.5 




FIGURE 5-51: LATENCY FOR 100 NODES WSN WITH SINK NODE 55 
TABLE 5-29: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-51 
L1 Latency: No Capture L2 Maximum Value 1.31 
L2 Latency: With Capture L2 Minimum Value 1.27 
L1 Maximum Value 1.6 L2 Average Value 1.29 















Latency with Capture and No Capture




FIGURE 5-52: NO OF RE-TRANSMISSION FOR 100 NODES WSN WITH SINK NODE 55 
TABLE 5-30: PARAMETERS AND DATA OBTAINED FROM FIGURE 5-52 
R1 Re-Transmissions: No Capture R2 Maximum Value 148 
R2 Re-Transmissions: With Capture R2 Minimum Value 144 
R1 Maximum Value 168 R2 Average Value 145.6 


























Re-transmission with Capture and No Capture
Density - 100, Sink Node - 55
R1 R2
5.2.5.2 Cumulative Result for WSN with Density – 100 
Throughput: 
We can see that the 100 node network is pretty dense in spite of the fact that capture aids in the 
network performance. For sink nodes in the center and corner, we get an average of 13% improvement 
compared to the base network. So, we can conclude that even when the network density is high, 
physical layer capture improves the throughput. 
 
FIGURE 5-53: CUMULATIVE THROUGHPUT FOR WSN WITH 100 NODES 
Latency: 
 





















Throughput with Capture and No Capture
WSN Density - 100














Latency with Capture and No Capture
WSN Density - 100
L1 (s) L2 (s)
In case of average delay, the 100 node network performed well. The average latency improvement 
compared to the base network is around 18%. That’s a very good result given the fact that the network 





FIGURE 5-55: CUMULATIVE RE-TRANSMISSION FOR WSN WITH 100 NODES 
 
The number of re-transmission required also follow a similar trend, with latency for the 100 nodes WSN. 

























Re-Transmission with Capture and No Capture
WSN Density - 100
R1 R2
5.3 Overall Comparative Performance of WSN 
This section discusses the overall performance of the WSNs. The base network has channel assignment 
with graph coloring algorithm. The comparative network is a WSN where channel assignment is done 
after considering capture with max 3-way cut algorithm.  
Throughput: 
 
FIGURE 5-56: OVERALL THROUGHPUT COMPARISON OF WSN 
 
Capture effect has a higher and lower threshold. This means that capture can only take place when 
more than one simultaneous transmission exist in the same frequency. Also, when there are a lot of 
transmissions in the same frequency, collision occurs and the benefit of capture cannot be cashed. If we 
check our graph from Figure 5-56, we can see that the networks with medium densities (40, 60 and 80) 
have performed really well when capture is considered. The performance slowly declined when the 
network size grew to 100. Though we have not increased our network size beyond 100, it can be said 




















Node Densities of WSN
Throughput with Capture and No Capture
All Network Densities
T1-Throughput without Capture T2 - Throughput with Capture
capture. In a WSN, a lot of collisions occur due to localized congestion. This ultimately leads to poor 
WSN performance. When capture effect is considered, a lot of these packets can be revived in spite of 
localized congestion and this ultimately aids in better network performance. 
Latency: 
 
FIGURE 5-57: OVERALL LATENCY COMPARISON OF WSN 
 
Figure 5-57 represents the latency or average end-to-end delay both our networks. When capture is not 
considered, the network latency increased directly with the size of the network. It’s a straight line 
directly proportional to the number of sensor nodes or density. But when the capture effect is 
considered, we can see that the medium sized (40, 60 and 80) networks showed tremendous 
performance enhancement. In certain cases, the latency improvement is as high as 50 %. So, we can say 
that, though there are concurrent transmissions, the useful packets can be sent to the sink node in 
much lesser time. This is due to the fact that capture aided in picking up useful packets and passing 
them in a multi-hop fashion to the receiver. Since flooding is used, the sink node expects packets from a 

















Node Densities of WSN
Latency with Capture and No Capture
All Network Densities
L1 - Latency without Capture L2 - Latency with Capture
sink node still receives a packet without error. Even when the network density increased 5 times (100 
nodes) the latency is still considerably low given the fact that the local collisions are increased and the 
capture could marginally aid in this scenario. 
Re-Transmission: 
 
FIGURE 5-58: OVERALL RE-TRANSMISSION COMPARISON OF WSN 
 
In case of the number of re-transmissions required to send a packet to the sink node, we can again see 
that the small and medium sized networks perform really well. The performance dropped when the 
network size is large (100 nodes). The large network still performs better than the base network. There 
is 10% decrement in the number of re-transmissions required. This is also reflected in the latency as re-
transmission is directly proportional to the time required for a packet to reach the sink node. We can 
easily conclude that efficient channel assignment along with capture can help a lot in maximizing system 
performance. It not only reduces collision but also helps in lowering the localized congestion. Multiple 
channel frequencies can pass data to the sink node faster with fewer re-transmissions. Capture again 
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6 Conclusion and Future Work 
6.1 Conclusion 
An increasing growth in mobile communication paved the way for WSNs which are useful for 
monitoring remote areas as they can provide unattended monitoring and communicate back real time 
information 24/7. Flooding is widely used in WSNs for data collection and sending the data back to 
intended group of users. We have addressed data collision problem in our work and extended it further 
along with channel re-use problem in WSNs.  
The main intension of our work is to show the effects of capture in a WSN. How capture can 
improve the system performance. Though theoretically we say that, when two signals travel together in 
the same frequency concurrently, we lose both signal due to collision and it ultimately leads to 
interference. But, in reality, we can decode a lot of packets without error even though they travel 
concurrently in the same frequency. So, if we consider capture, it provides manifold system 
performance improvement. Along with capture if channels are assigned in an efficient way, so that in 
scenarios where capture is taking place, we assign them similar channels. Assigning different channels to 
nodes which do not benefit from capture, we again see an improvement in the network performance. 
Having said this, we also have to figure out a minimum and maximum threshold value for the capture 
effect. We can only benefit from capture if we have a minimum number of nodes which can aid from 
capture and maximum number of nodes that causes just collision and capture cannot take place. We 
have used varying network densities to study this threshold effect. Capture aids tremendously when the 
network size is not too high or not too low (40 to 80 sensor nodes). Results obtained from our 
simulation results illustrate this fact.  
Though this is a very theoretical aspect, given that most sensor nodes operate on only one 
radio, this work can be taken further to implement multi-radio and multiple channels for performance 
critical WSNs. Since our work showed very impressing result in term of latency, this work can be 
considered very useful in delay critical scenarios. 
6.2 Future Work 
Though we obtained encouraging results and tested for varying densities, there are a lot of other 
open areas where the work can be extended. 
- We simulated our work in Qualnet, to take it one step ahead the same work can be replicated in 
a testbed. 
- Increasing the network size beyond 100 sensor nodes. 
- We have considered 3-channels. Increasing the channel number and implementing the work 
with k>3 will be an interesting aspect. Correlating sensor density to no. of channels could also be 
interesting. 
- Different type of data aggregation methods can lower the traffic at certain nodes or considering 
cluster heads in the WSN could be useful. 
- Battery life is very critical in WSN. The work can be extended in a test bed to optimize power 
usage since channel switching is an expensive transaction. 
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