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Abstract—Our society has never been more dependent on
computer networks. Effective utilization of networks requires
a detailed understanding of the normal background behaviors
of network traffic. Large-scale measurements of networks are
computationally challenging. Building on prior work in interac-
tive supercomputing and GraphBLAS hypersparse hierarchical
traffic matrices, we have developed an efficient method for
computing a wide variety of streaming network quantities on
diverse time scales. Applying these methods to 100,000,000,000
anonymized source-destination pairs collected at a network gate-
way reveals many previously unobserved scaling relationships.
These observations provide new insights into normal network
background traffic that could be used for anomaly detection, AI
feature engineering, and testing theoretical models of streaming
networks.
Index Terms—Internet modeling, packet capture, streaming
graphs, power-law networks, hypersparse matrices
I. INTRODUCTION
Global usage of the Internet is expected to exceed 5 billion
people in 2023 [1]. Accordingly, cyberspace is a frontier
as worthy of scientific study as land, sea, air, and space
were during past eras of exploration [2]–[6]. Deepening our
scientific understanding of cyberspace is expected to yield
correspondingly equivalent societal benefits [7]–[9]. More
pragmatically, effective utilization of cyberspace requires a
detailed understanding of its principal characteristic: network
traffic [10]. Figure 1 illustrates essential quantities found in all
streaming dynamic networks. These quantities are derivable
from the source and destinations in packet headers that are
the foundational transactional unit of the Internet [11].
Precise measurements of these quantities on networks as
vast as the Internet are computationally challenging [12]–[14].
Prior work has developed massively parallel data processing
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Fig. 1. Streaming network traffic quantities. Internet traffic streams of
NV valid packets are divided into a variety of quantities for analysis: source
packets, source fan-out, unique source-destination pair packets (or links),
destination fan-in, and destination packets.
capabilities that can effectively use thousands of processors to
rapidly process billions of packets in a few hours [15]–[20].
Using these capabilities, 50,000,000,000 anonymized packets
from the largest publicly available collections of Internet
packet data were analyzed, demonstrating the ubiquity of the
Zipf-Mandelbrot distribution and the importance of the size
of the packet sampling window NV . These data consisted of
four 1-hour and two 2-day collections from Internet “trunk”
lines, providing a high-level view of their portions of the
Internet spanning years and continents [21]–[26]. These results
underscore the need for processing longer time periods from
additional vantage points.
Network gateways are a common view into the Internet, are
widely monitored, and represent a natural observation point of
network traffic. Using such a gateway we were able to collect
trillions of packet headers over several years. Processing such a
large volume of data requires additional computational innova-
tions. The incorporation of GraphBLAS hypersparse hierarchi-
cal traffic matrices has enabled the processing of hundreds of
billions of packets in minutes [27]–[30]. This paper presents an
initial analysis of one month of anonymized source-destination
pairs derived from approximately 100,000,000,000 packets.
The contiguous nature of these data allows the exploration of
a wide range of packet windows from NV = 217 (seconds) to
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27 (hours), providing a unique view into how network
quantities depend upon time. These observations provide new
insights into normal network background traffic that could be
used for anomaly detection, AI feature engineering, polystore
index learning, and testing theoretical models of streaming
networks [31]–[33].
The outline of the rest of the paper is as follows. First,
the network quantities and their distributions are defined in
terms of traffic matrices. Second, multi-temporal analysis of
hypersparse hierarchical traffic matrices is described in the
context of network gateways. Third, the method for determin-
ing scaling relations as a function of the packet window NV is
presented along with the resulting scaling relations observed in
the gateway traffic data. Fourth, an analysis of simple network
topologies is performed to illustrate that the observed relations
fall between well-defined models. Finally, our conclusions and
directions for further work are presented.
II. NETWORK QUANTITIES AND DISTRIBUTIONS FROM
TRAFFIC MATRICES
The network quantities depicted in Figure 1 are computable
from origin-destination matrices that are widely used to rep-
resent network traffic [34]–[37]. It is common to filter the
packets down to a valid set for any particular analysis. Such
filters may limit particular sources, destinations, protocols, and
time windows. To reduce statistical fluctuations, the streaming
data should be partitioned so that for any chosen time window
all data sets have the same number of valid packets [20]. At
a given time t, NV consecutive valid packets are aggregated
from the traffic into a sparse matrix At, where At(i, j) is the
number of valid packets between the source i and destination
j. The sum of all the entries in At is equal to NV∑
i,j
At(i, j) = NV (1)
All the network quantities depicted in Figure 1 can be readily
computed from At using the formulas listed in Table I.
Each network quantity will produce a distribution of values
whose magnitude is often called the degree d. The correspond-
ing histogram of the network quantity is denoted by nt(d). The
largest observed value in the distribution is denoted dmax. The
normalization factor of the distribution is given by∑
d
nt(d) (2)
with corresponding probability
pt(d) = nt(d)/
∑
d
nt(d) (3)
and cumulative probability
Pt(d) =
∑
i=1,d
pt(d) (4)
Because of the relatively large values of d observed, the mea-
sured probability at large d often exhibits large fluctuations.
However, the cumulative probability lacks sufficient detail to
TABLE I
NETWORK QUANTITIES FROM TRAFFIC MATRICES
Formulas for computing network quantities from traffic matrix At at time t
in both summation and matrix notation. 1 is a column vector of all 1’s, T
is the transpose operation, and | |0 is the zero-norm that sets each nonzero
value of its argument to 1 [38].
Aggregate Summation Matrix
Property Notation Notation
Valid packets NV
∑
i
∑
j At(i, j) 1
TAt1
Unique links
∑
i
∑
j |At(i, j)|0 1T|At|01
Link packets from i to j At(i, j) At
Max link packets (dmax) maxij At(i, j) max(At)
Unique sources
∑
i |
∑
j At(i, j)|0 1T|At1|0
Packets from source i
∑
j At(i, j) At1
Max source packets (dmax) maxi
∑
j At(i, j) max(At1)
Source fan-out from i
∑
j |At(i, j)|0 |At|01
Max source fan-out (dmax) maxi
∑
j |At(i, j)|0 max(|At|01)
Unique destinations
∑
j |
∑
i At(i, j)|0 |1TAt|01
Destination packets to j
∑
i At(i, j) 1
T|At|0
Max destination packets (dmax) maxj
∑
i At(i, j) max(1
T|At|0)
Destination fan-in to j
∑
i |At(i, j)|0 1T At
Max destination fan-in (dmax) maxj
∑
i |At(i, j)|0 max(1T At)
see variations around specific values of d, so it is typical to
pool the differential cumulative probability with logarithmic
bins in d
Dt(di) = Pt(di)− Pt(di−1) (5)
where di = 2i [39]. All computed probability distributions
use the same binary logarithmic binning to allow for con-
sistent statistical comparison across data sets [39], [40]. The
corresponding mean and standard deviation of Dt(di) over
many different consecutive values of t for a given data set
are denoted D(di) and σ(di). Figure 2 provides an example
distribution of external → internal source packets using a
packet window of NV = 217. The means and standard devi-
ations are computed using 1024 consecutive packet windows.
The resulting distribution exhibits the power-law frequently
observed in network data [41]–[47].
III. MULTI-TEMPORAL ANALYSIS
Network traffic is dynamic and exhibits varying behavior
on a wide range of time scales. A given packet window
size NV will be sensitive to phenomena on its corresponding
timescale. Determining how network quantities scale with NV
provides insight into the temporal behavior of network traffic.
Efficient computation of network quantities on multiple time
scales can be achieved by hierarchically aggregating data in
different time windows [20]. Figure 3 illustrates a binary
aggregation of different streaming traffic matrices. Computing
each quantity at each hierarchy level eliminates redundant
computations that would be performed if each packet window
was computed separately. Hierarchy also ensures that most
computations are performed on smaller matrices residing in
faster memory. Correlations among the matrices mean that
adding two matrices each with NV entries results in a matrix
with fewer than 2NV entries, reducing the relative number of
operations as the matrices grow.
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Fig. 2. External → internal source packet degree distribution. Differential
cumulative probability (normalized histogram) of the number (degree) of
source packets from each source using logarithmic bins di = 2i. Circles
represent the averages of 1024 packet windows each with NV = 217. Error
bars represent one standard deviation. Sources sending out a single packet are
denoted “leaf nodes”. The source with the largest number of packets dmax
is referred to as the “supernode”.
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Fig. 3. Multi-temporal streaming traffic matrices. Efficient computation of
network quantities on multiple time scales can be achieved by hierarchically
aggregating data in different time windows.
One of the important capabilities of the SuiteSparse Graph-
BLAS library is support for hypersparse matrices where the
number of nonzero entries is significantly less than either
dimensions of the matrix. If the packet source and destination
identifiers are drawn from a large numeric range, such as those
used in the Internet protocol, then a hypersparse representation
of At eliminates the need to keep track of additional indices
and can significantly accelerate the computations [30].
Network gateways are a common view into the Internet,
are widely monitored, and represent a natural observation
point on network traffic. Using such a gateway we were able
to collect trillions of packets over several years. The traffic
matrix of a gateway can be partitioned into four quadrants (see
Figure 4). These quadrants represent different flows between
nodes internal and external to the gateway. A gateway will
typically see the external → internal and internal → external
traffic.
IV. RESULTS
Several trillion packet headers have been collected at a
gateway over several years. This work focuses on analyzing
one month of anonymized source-destination pairs derived
from approximately 100,000,000,000 packet headers. The
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Fig. 4. Gateway network traffic matrix. The traffic matrix of a gateway can
be divided into quadrants separating internal and external traffic. The gateway
will observe the external → internal traffic (upper left) and the internal →
external traffic (lower right).
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Fig. 5. (top) Unique external → internal source fraction. Average total
number of unique sources in a packet window of width NV measured at
each time over a month. (bottom) Normalized external → internal unique
source fraction. Scaling (top) data by (NV /217)2/5 aligns the different
packet windows, indicating that the number of uniques sources is proportional
to N1−2/5V = N
3/5
V (see Table II).
TABLE II
APPROXIMATE SCALING RELATIONS.
Analysis of network quantities over packet windows NV = 217, . . . , 227 reveals a strong dependence of many of these quantities on NV . Blank entries
indicate that no simple scaling relation was observed.
Internal à External
(Average)
Internal à External
(Standard Deviation)
External à Internal
(Average)
External à Internal
(Standard Deviation)
Unique links 2 x NV1/2 14 x NV1/4 11 x NV1/2
Max link packets (dmax) 0.03 x NV1 0.03 x NV1 0.1 x NV1 0.1 x NV1
Link packets norm (Sdn(d)) 2 x NV1/2 10 x NV1/4 0.01 x NV5/6 11 x NV1/2
Unique sources 5 x NV1/5 8 x NV0 12 x NV3/5 0.2 x NV1/3
Max source packets (dmax) 0.15 x NV1 0.03 x NV1 0.1 x NV1 0.1 x NV1
Source packets norm (Sdn(d)) 6 x NV1/5 8 x NV0 1 x NV3/5 8 x NV1/3
Max source fan-out (dmax) 3 x NV3/7 12 x NV1/6 0.03 x NV5/6 11 x NV1/2
Source fan-out norm (Sdn(d)) 5 x NV1/5 9 x NV0 1 x NV3/5 10 x NV1/3
Unique destinations 2 x NV1/2 7 x NV1/4
Max destination packets (dmax) 0.04 x NV1 0.03 x NV1 0.3 x NV1 2 x NV3/4
Destination packets norm (Sdn(d)) 2 x NV1/2 12 x NV1/5 3 x NV3/5 35 x NV2/5
Max destination fan-in (dmax) 0.03 x NV2/5 0.05 x NV1/3 4 x NV3/7 9 x NV1/5
Destination fan-in norm (Sdn(d)) 2 x NV1/2 12 x NV1/5 3 x NV3/5 35 x NV2/5
contiguous nature of these data allows the exploration of a
wide range of packet windows from NV = 217 (seconds)
to NV = 227 (hours), providing a unique view into how
network quantities depend upon time. Figure 5 (top) shows
the average total number of unique sources in a packet
window of width NV measured at each time over a month
normalized by NV . Figure 5 (bottom) is the result of scaling
the data by (NV /217)2/5 to align the different packet windows,
indicating that the number of uniques sources is proportional to
N
1−2/5
V = N
3/5
V . Performing a similar analysis across many
network quantities produced the scaling relations shown in
Table II. These results reveal a strong dependence on these
quantities as function of the packet window size NV . To our
knowledge, these scaling relations have not been previously
reported and represent a new view on the background behavior
of network traffic.
V. SIMPLE TOPOLOGY ANALYSIS
Power-law network data are a result of complex network
topologies that are an ongoing area of investigation [48], [49].
Bounds on the underlying network topologies can be derived
by analyzing several simple topologies. Figure 6 shows a
schematic of networks and gateway traffic matrices for four
simple topologies whose NV scaling behavior can be readily
computed. Isolated links are source-destination pairs that have
only one packet. Single link implies all traffic flows between
one internal and one external node. An internal supernode has
all traffic occurring between a single internal node and many
external nodes. An external supernode has all traffic occurring
between a single external node and many internal nodes.
The resulting scaling relationships are shown in Table III. In
all cases the simple traffic topologies produce relationships
that scale as N0V (constant) or N
1
V (linear). The observed
relationships in Table II are between these two extremes
consistent with observed power-law topologies. In particular,
the observed maximum link, source, and destination packets
are consistent with the single link model, suggesting that a
fraction of the traffic is on a single link perhaps combining an
internal supernode and an external supernode.
VI. CONCLUSIONS AND FUTURE WORK
We have developed an efficient method for computing
a wide variety of streaming network quantities on diverse
time scales. Applying these methods to 100,000,000,000
anonymized source-destination pairs collected at a network
gateway reveals many previously unobserved scaling relation-
ships as a function of the packet window NV . These observa-
tions provide new insights into normal network background
traffic. While the details of these scaling relationships are
likely to be specific to the gateway, the number and vari-
ety of relationships suggests that scaling relationships could
be observed at other network vantage points. The observed
relationships provide simple, low-dimensional models of the
network traffic that could be used for anomaly detection.
These relationships can also assist with feature engineering
for the development of AI based traffic categorization. Deeper
theoretical models can also be constrained and tested, and
the observed relationships can provide a useful target for
theoreticians. Future work will expand this analysis to the full
several trillion packet data set and other data sets collected
at different vantage points, apply these results to anomaly
detection problems, and test theoretical models of dynamic
streaming networks.
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Fig. 6. Simple network traffic topologies and traffic matrices. Isolated links are source-destination pairs that have only one packet. Single link implies all
traffic flows between one internal and one external node. Internal supernode has all traffic occurring between a single internal node and many external nodes.
External supernode has all traffic occurring between a single external node and many internal nodes.
TABLE III
SIMPLE TOPOLOGY SCALING RELATIONS.
For balanced traffic with equal numbers of packets flowing in each direction, the simple traffic topologies produce relationships that scale as N0V (constant)
or N1V (linear).
Isolated
Links
Internal à
External
Isolated
Links
External à
Internal
Single
Link
Internal à
External
Single
Link
External à
Internal
Internal 
Supernode
Internal à
External
Internal 
Supernode
External à
Internal
Internal 
Supernode
Internal à
External
Internal 
Supernode
External à
Internal
Unique links 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 0.5 x NV1 0.5 x NV1
Max link packets (dmax) 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 1.0 x NV0 1.0 x NV0
Link packets norm (Sdn(d)) 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 0.5 x NV1 0.5 x NV1
Unique sources 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 1.0 x NV0
Max source packets (dmax) 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1
Source packets norm (Sdn(d)) 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 1.0 x NV0
Max source fan-out (dmax) 1.0 x NV0 1.0 x NV0 1.0 x NV0 1.0 x NV0 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1
Source fan-out norm (Sdn(d)) 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 1.0 x NV0
Unique destinations 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1
Max destination packets (dmax) 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 1.0 x NV0 0.5 x NV1 0.5 x NV1 1.0 x NV0
Destination packets norm (Sdn(d)) 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1
Max destination fan-in (dmax) 1.0 x NV0 1.0 x NV0 1.0 x NV0 1.0 x NV0 1.0 x NV0 0.5 x NV1 0.5 x NV1 1.0 x NV0
Destination fan-in norm (Sdn(d)) 0.5 x NV1 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1 1.0 x NV0 1.0 x NV0 0.5 x NV1
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