These assumptions amount to nonnegativity at 0, linear growth for the positive part of R, a local Lipschitz condition and polynomial growth. We will interpret solutions to (1.1) as mild solutions defined below (see Definition 1.3). REMARK 1.1. Kurtz (1971) introduced the stochastic particle Markov chain method of approximating differential equations. Arnold and Theodosopulu (1980) , Kotelenez (1986 Kotelenez ( , 1988 and Blount (1991 Blount ( , 1994 Blount ( , 1996 studied Markov chain approximation for a chemical reaction with diffusion provided that the nonlinear reaction term is a polynomial with a negative leading coefficient. Our assumptions on R are much weaker. We shall use the notation C, C(to), C(N, 1), C(T) and so on, for finite constants (depending on o, resp. N, 1, etc.), which may be different at various steps in the proofs of our results in the paper. (1986, 1988) and Blount (1991 Blount ( , 1994 Blount ( , 1996 , resulting in far more efficient computer implementation of approximate solutions to (1.3) and even a more general allowable class of reaction functions R in (1.3).
Let us define a differential operator
The contents of this paper are organized as follows. In Section 2, we shall construct the Markov chain approximations to our pollution model (1.3) via the stochastic particle method and the random time changes approach. In Section 3, we shall state and prove our main results establishing that there exists a pathwise unique solution to (1.3) as well as a Markov chain approximation that converges in probability to the solution of (1.3) for each fixed path of our Poisson source. This later part is our quenched law of large numbers. As a corollary, we also establish the annealed law of large numbers while considering the Poisson source as a random medium of the Markov chains.
2. Construction of Markov chain via stochastic particle method. The Markov chain approximation discussed in this paper is motivated by the stochastic particle models of chemical reaction with diffusion studied by Arnold and Theodosopulu (1980) , Kotelenez (1986 Kotelenez ( , 1988 and Blount (1991 Blount ( , 1994 Blount ( , 1996 . In their models, the operator A is replaced by the Laplacian and only the internal fluctuation caused by reaction and diffusion was considered. They proved that a sequence of Markov chain approximations converges to the solution of deterministic models weakly (in the distribution convergence sense). In our models, we have two kinds of randomness, which are the external fluctuation coming from the Poisson sources and the internal fluctuation in implementing the reaction and diffusion. We also feature a new method of forming the Markov chain approximations that is more efficient for computer implementation. Before defining the stochastic particle models, we prepare some preliminaries concerning the differential operator A and its discretization. Basic calculations will bear out the following lemma whose proof is omitted. Now we use the aforementioned transition rates to construct our model in the probabilistic setting. However, rather than immersing ourselves immediately in the mathematics of model building we note that the same random numbers would be supplied by the computer for the Markov chain approximation regardless of the values of I and N. Naturally, more numbers would be utilized for large 1, N, but the most salient point is that any realistic modelling scheme should exhibit a dependence between models with different values of 1, N. We provide one such scheme and note that different schemes will yield different implementation algorithms and different precise rate of convergence results such as central limit theorems and laws of the iterated logarithm. We let {Nk}='0 be an increasing sequence in N such that Nk --oo as k -* oo. For any N e {Nk}k=0, there exists a unique n E N such that 2n-1 < N < 2. We recall that the AJ, r/ are defined on (Q2, , IP), note that the Poisson processes in our Markov chain mechanism should be independent of {AJ, r} and let (Q2, X, IP) be another probability space on which is defined independent stan- Appendix for a computer-workable construction). From the two probability spaces (Q, Y7, P) and (Q, ', P), we define the product space (Qo, Fo, Po) = (2 x Q, ! F 0, P x P).
In the sequel, Lrj denotes the greatest integer not more than a real number r. We let n( (0) 
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which is IPw-integrable by Cauchy-Schwarz inequality and Lemma 2.5. Hence, letting v -* oo, and using (3.3), (3.4) and dominated convergence, we have that uN (s)), (pN )2pN) exp{2 p (t-s)} d s  (c) (YD(t), N)2 < A(pN)(t), where A(bpN)(t) 2f YD,p(s-)dZD,p(s 
) YR+(t)= TN(t -s)dZN (s), YR(t)= TN(t -s)dZ(s) and (3.8) YD(t) = TN(t -s)dZ (s),d Y(t)= yN(t) = YR(t) + YD(t).
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Next, we need to estimate the moments of uN(t). Motivated by Lemma 3.2 of
PROOF. Setting k = (V/aN(k))-1 k(.) with acN(k) = fSk p(x) dx, from (2.8) and the fact that f TN(t -s)dZN_(s) -fo TN(t -s)R-(uN(s))ds < O, we obtain that N(t, x) < (N(t)U (0), 1k)
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for x E Ik. Therefore, for 2, > 1 and x E Ik, one has that (uN(s) ) ds, ~k) ) (k) (3.12)
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Using Tonelli's theorem, H1lder's inequality, the linear growth of R+(.) and Minkowski's integral inequality, we find that 
E (i TN(t -s)R+(uN (s))ds, k) a (k)1 < t2' -Ew |(R+(uN (s)), N(t-S)~k)(aN(k))-/212 ds
= VNm(t), O(t) = v(t) in distribution, and ^Nm(t) --v(t) in H a.s. for each t E [0, T]. Let y(t) = fo T(t -s)d)(s). By Lemma 3.7, yNm is deterministic when w is fixed and yNm(t) -+ y(t) in H. Therefore, we have ulNm(t) = Nm (t) + yNm (t) -^ ?(t) = v(t) + y (t) in
