Motivated by molecular data on female premutation carriers of the fragile X mental retardation 1 (FMR1) gene, we present a new method of covariate adjusted correlation analysis to examine the association of messenger RNA (mRNA) and number of CGG repeat expansion in the FMR1 gene. The association between the molecular variables in female carriers needs to adjust for activation ratio (ActRatio), a measure which accounts for the protective effects of one normal X chromosome in females carriers. However, there are inherent uncertainties in the exact effects of ActRatio on the molecular measures of interest. To account for these uncertainties, we develop a flexible adjustment that accommodates both additive and multiplicative effects of ActRatio nonparametrically. The proposed adjusted correlation uses local conditional correlations, which are local method of moments estimators, to estimate the Pearson correlation between two variables adjusted for a third observable covariate. The local method of moments estimators are averaged to arrive at the final covariate adjusted correlation estimator, which is shown to be consistent. We also develop a test to check the nonparametric joint additive and multiplicative adjustment form. Simulation studies illustrate the efficacy of the proposed method. (Application to FMR1 premutation data on 165 female carriers indicates that the association between mRNA and CGG repeat after adjusting for ActRatio is stronger.) Finally, the results provide independent support for a specific jointly additive and multiplicative adjustment form for ActRatio previously proposed in the literature.
Introduction
Fragile X syndrome (FXS) is the most common inherited form of X-linked intellectual disability, with cognitive and behavioral impairments associated with distinct physical features. FXS results from a hyperexpansion of a CGG trinucleotide repeat in the promoter region of the fragile X mental retardation 1 (FMR1) X-linked gene (Oberlé et al., 1991; Verkerk et al., 1991) . When the number of CGG repeats exceeds 200 (full mutation) methylation and transcriptional silencing of the gene occur with consequent absence or deficiency of the FMR1 protein (FMRP; Devys et al., 1993) . Individuals with smaller expansions in the premutation range of 55 to 200 CGG repeats are called premutation carriers. Many premutation carriers have some physical and behavioral characteristics of FXS (Hagerman, 2002) while a subgroup of older adult carriers develop fragile X-associated tremor/ataxia syndrome (FXTAS) later in their lives (Jacquemont et al., 2004) and about 20% develop premature ovarian failure. For a review, see Hagerman and Hagerman (2004) .
However, molecular mechanisms/models for the myriad of clinical involvements associated with premutation carriers, a current area of active research, are distinct from the molecular model that characterizes FXS. More precisely, unlike full mutation, premutation alleles do not lead to transcriptional silencing of FMR1. Indeed, it has been shown that premutation male carriers have significantly elevated levels of FMR1 mRNA compared to normal controls (Tassone, Hagerman, Chamberlain, et al., 2000; Tassone, Hagerman, Taylor, et al., 2000; Kenneson et al., 2001 ) and mRNA levels are positively correlated with the number of CGG repeats.
For female premutation carriers, the underlying association/correlation between CGG repeat size and mRNA level is more complex. The analysis of this correlation needs to take into account (or adjust for) the protective effects from one normal X chromosome. This protective effect is quantified by the activation ratio (ActRatio), which measures the proportion of normal active X chromosomes. Although it is difficult to precisely account for the effect of ActRatio on observed C 2009, The International Biometric Society 781 mRNA level, Tassone, Hagerman, Chamberlain, et al. (2000) proposed to examine the relationship between CGG repeat size and mRNA level, after adjusting for ActRatio, based on the following adjustment
where X is the observed mRNA level, X is the unobserved (adjusted) mRNA level due to the carrier chromosome, U is the ActRatio, and a is the fixed mean level of mRNA in normal alleles. The parametric adjustment in (1) is a simple decomposition of the observed mRNA level into two parts, one from the normal allele and the other from the diseased allele. Although this simple decomposition serves as a simple and biologically sensible adjustment, it does not account for the inherent uncertainties in the precise effect of ActRatio on mRNA expression level (Tassone, Hagerman, Chamberlain, et al., 2000) . Hence, we propose a more general, fully nonparametric adjustment that incorporates both additive and multiplicative effects of U, as in (1). More precisely, we consider the following adjustment, of which the previous adjustment (1) is a special case,
where φ 1 (·) and φ 2 (·) are unknown smooth functions of U. Similarly, the potential effect of U on the variability in CGG repeats is modeled as
where ψ 1 (·) and ψ 2 (·) are also allowed to be general unknown smooth functions to accommodate uncertainties in the effects of U, Y is the observed CGG repeat size, and Y is its Uadjusted form. In (2)-(3), the unobserved variables (X, Y ) are defined to be the parts of ( X, Y ) that are independent of U. Our aim is estimation of the correlation between X and Y, denoted ρ XY , adjusted for the general effects of U based on the observed data { X, Y , U}. The adjustments that we consider in (2)-(3) are flexible to accommodate linear effects of U, as in (1), or nonlinear effects. In addition, the effects of U may be additive, multiplicative, or a combination of both. The trivial case where U has no effect is accommodated with φ 1 (·) = ψ 1 (·) = 1 and φ 2 (·) = ψ 2 (·) = 0. Also, because there are no assumptions made on the unknown functions in (2)-(3), other than smoothness, an important property of the proposed estimator for ρ XY is its invariance under linear transformations, similar to the Pearson correlation. Thus, the proposed covariate adjusted correlation is unaffected by the scale of the measurements.
We note that the adjustments (2)-(3) are partly related to the work of Şentürk and Müller (2005b) . They proposed an estimator for ρ XY (a) under the special case when X = Xφ(U ) and Y = Y ψ(U ) and (b) that requires identifiability conditions of E{φ(U )} = 1 and E{ψ(U )} = 1 and the assumptions that E( Y ) = 0 and E( X) = 0 for estimation. These identifiability conditions and assumptions are difficult to verify in practice generally, and they are not satisfied for the FMR1 data adjustment described above. In the current work, we propose the more general adjustments (2)-(3) that account for the X-linked nature of disease and develop a completely different estimator for ρ XY that does not require the above assumptions and identifiability conditions. A key observation in the development of the proposed estimator is that the (local) conditional correlation Corr( X, Y | U = u) is equal to ρ XY under (2)-(3), when φ 1 (·) and ψ 1 (·) are of the same sign. This condition is satisfied when both φ 1 (·) and ψ 1 (·) are positive. This means the observed measurements are positively correlated with what we want to measure, i.e., the correlation between X and X and between Y and Y are positive. Based on the above observation that Corr( X, Y | U = u) = ρ X Y under (2)-(3), the data are stratified with respect to U, where the levels of U will be approximately constant in each stratum. We then average the local method of moments estimators of ρ XY , obtained in each strata, to arrive at our final covariate adjusted correlation estimator.
Although the proposed adjustment formulation (2)- (3) is motivated from the problem of assessing the association between molecular measures, adjusted for ActRatio in female premutation carrier data, it is sufficiently general for a variety of other applications. Thus, the proposed adjusted estimator and the associated theory should be of broader interest beyond the motivating area of application. For instance, examples of covariate adjustments (2)-(3) include normalization of albumin turnover and protein catabolic rate (Kaysen et al., 2002) , through division by U, body surface area. Such a normalization of the observed variables is common in biomedical studies, and can be viewed as a special case of the adjustments (2)-(3) with φ 2 (·) = ψ 2 (·) = 0 and φ 1 (·) = ψ 1 (·) = U . A similar adjustment in environmental health is described in Schisterman et al. (2005) , where the exposure level of polychlorinated biphenyl (PCB), a lipophilic compound, is adjusted through division by a function of serum lipid levels (U).
We also note that although the additive effects of a covariate can be adjusted for with standard approaches, such as partial correlation or nonparametric partial correlation, these methods cannot adjust for multiplicative (possibly nonlinear) effects. A limitation of the partial correlation is that it adjusts for only additive linear effects of a covariate. More specifically, it can be shown that the standard partial correlation between X and Y adjusted for a covariate U targets ρ XY , when X = X + a 1 U + a 2 and Y = Y + b 1 U + b 2 . These standard methods no longer target ρ XY under the more general adjustments (2)-(3). We elaborate on the special cases of the additive effects of U in Section 2 and the Appendix section.
The remainder of the article is organized as follows. We detail the proposed covariate adjusted estimator of ρ XY in Section 2. The asymptotic result is also given in Section 2, where the proof is deferred to the Appendix section. In Section 3, we propose a bootstrap test to check the proposed dual additive and multiplicative adjustment structure of (2)-(3). The proposed method is further examined with simulation studies and illustrated with an application to the aforementioned data on female FMR1 premutation carriers in Sections 4 and 5, respectively.
Estimation
Estimation of ρ XY is based on the observed data of size n,
and the unobserved variables (X, Y) are defined to be the parts of X and Y that are independent of U. The proposed estimator of ρ XY is constructed from local method of moments estimates of ρ XY . These local estimates utilize the fact that, under the general adjustments (2)-(3), the correlation between X and Y at a fixed U is equal to the correlation ρ XY . To be more precise, denote ρ(u) to be the correlation between X and
Note that by conditioning on U = u, it follows from the definitions of Y and X and the invariance of ρ XY to linear transformations that
if φ 1 (u) and ψ 1 (u) are assumed to be of the same sign. The above relationship implies that within a neighborhood of u, the correlation between the observed variables X and Y , denoted ρ X Y , will target ρ XY of interest. The proposed estimator of ρ XY , based on this relationship, is an average of localized method of moments estimates of ρ (u) .
To obtain the targeted local estimates, we bin the observed data with respect to U. The range of U is divided into m equidistant intervals, referred to as bins and denoted by B 1 , . . . , B m . Let L j denote the number of subjects falling into bin j, 1 ≤ j ≤ m. To track the observations that fall into a given bin, bin-specific observations are marked by a prime. For example, data for subject k in bin j is (
We define the following local method of moments estimator of the correlation between X and Y within bin j,
Guidelines for choosing the total number of bins m will be given in the simulation studies of Section 4. Because r j targets ρ XY for all j = 1, . . . , m, a natural estimator of ρ XY can be based on the average of {r j } m j =1 . Therefore, the proposed covariate adjusted correlation estimator of
which is a weighted average of the bin specific estimators. Note that the weights are proportional to the numbers of points in each bin. The covariate adjusted estimator, r, is consistent for ρ XY , as given by the following result. The proof is deferred to the Appendix section.
Theorem 1: Under the technical conditions given in the Appendix,
We emphasize here that the consistency of the covariate adjusted correlation estimator, r, holds under the general additive and multiplicative adjustments (2)-(3). However, as pointed out in the "Introduction" section and proven in the Appendix section, the special case of additive linear effects of U (i.e., X = X + a 1 U + a 2 and Y = Y + b 1 U + b 2 ) can be handled with standard partial correlation analysis. The partial correlation estimate is obtained by first regressing (1) X on U and (2) Y on U to obtain two sets of residuals. The partial correlation estimate is then obtained as the Pearson correlation between the two sets of residuals. In contrast to the additive linear case, the partial correlation does not target ρ XY under general additive effects of U on X and Y, such as nonlinear effects. More specifically, consider X = X + φ(U ) and Y = Y + ψ(U ), where φ(·) and ψ(·) are unknown smooth functions of U that may be nonlinear. Under these general additive effects, it is also shown in the Appendix section that a simple generalization of the partial correlation, called nonparametric partial correlation, targets ρ XY . The only difference between partial and nonparametric partial correlation is that, for the latter, the two sets of residuals are obtained from nonparametric regressions of X on U and Y on U. Both partial and nonparametric partial regression do not target ρ XY under the more general form of (2)- (3), as shown in the Appendix section.
We note that while r is based on an equidistant binning procedure, alternative binning approaches can be integrated to the estimation procedure proposed above. One alternative approach that we also explored is based on nearest neighbor binning. As pointed out earlier, for the equidistant binning used, B j , j = 1, . . . , m, are fixed and equidistant; however, the number of data points, L j , falling into each bin is random. In nearest neighbor binning, the bin lengths and boundaries are random, but each bin contains the same number of observations, denoted by L. This alternative binning utilizes the nearest neighbor idea by first ordering the observed distortion values U i , i = 1, . . . , n, and then forming the m = n/L number of bins by grouping the sets of L nearest neighbor values among the ordered set starting with the first L to the last. Once the bins are formed, the rest of the procedure is the same as explained for the case of equidistant binning. We compare the performance of the two binning procedures in more detail in Section 4.4 with respect to various distributions for U.
Also, upon the suggestion of the editor, we explored a variation on the proposed estimator in (4) by replacing the r j 's in (4) with their Fisher's z transformed values (i.e., .5{ln (1 + r j ) − ln (1 − r j )}). Comparison of r with this variation is given in Section 4.5.
For inference, we use the bootstrap percentile method to form confidence intervals (CIs) based on the proposed covariate adjusted estimator in the analysis of the female FMR1 premutation data. The estimated nonparametric density of the standardized 1000 bootstrap estimates of ρ XY is given in Figure 1 (bottom panel), along with the standard normal density curve. The fitted density appears close to the standard normal density, indicating that the percentile bootstrap approximation is reasonable. The coverage of the proposed bootstrap percentile CIs are examined through simulations reported in Section 4.3.
An important practical issue with the application of the proposed estimator is the adequacy of the assumed adjustment forms (2)-(3). Although these assumed dual additive and multiplicative adjustment forms are fairly general compared to the additive linear restriction of other methods like partial correlation, it is still of interest to check the adequacy of these forms. We address this issue next by developing a bootstrap test to check this assumption.
Assessing the Adjustment Model Assumption
The dual additive and multiplicative adjustment form of (2)-(3) imply that the local correlation ρ(u) = ρ X Y is free of u. Hence, under the null hypothesis, H 0 : Y = ψ 1 (U )Y + ψ 2 (U ) and X = φ 1 (U )X + φ 2 (U ), the scatterplot of the local correlation estimates should be randomly scattered around the constant ρ XY . Even though this scatterplot, augmented with a scatterplot smoother, can provide an initial graphical check of the above assumption, we also develop a more formal assessment through a hypothesis testing procedure. The proposed test will be based on the local correlation estimates {r j } j =1 is expected to be a constant function under H 0 . We consider a smooth test as they are expected to be more powerful (Hart, 1997, p. 140) . Reasonable test statistics quantify departures of the smooth estimator from a horizontal line at the sample mean of {r j }. Alternatively, one can quantify the departures (from the horizontal line at zero) of the smooth estimator fitted to the centered scatterplot,
Similar to the statistics proposed by Hart (1997) and Şentürk and Müller (2005a) , we adopt as a measure of departure,
is the linear smooth fitted to the centered scatterplot using the bandwidth h T and weights w j (U M , h T ), evaluated at U M . An automatic data-based choice of the bandwidth parameter h T that is fast to implement and that leads to good results, adopted from Rice (1984) , is
where
We approximate the sampling distribution of R n by the wild bootstrap, because the local estimators r j are heteroscedastic with their variance dependent on U. The bootstrap samples have the form {(U 
Simulation Studies
In this section, we summarize the simulation studies conducted to examine (i) the finite-sample performance of the proposed covariate adjusted correlation estimator and its relative performance in comparison to no adjustment, parametric adjustment of Tassone, Hagerman, Chamberlain, et al. (2000) , partial correlation and nonparametric partial correlation, (ii) the sensitivity of the proposed estimator to the choice of the number of bins m, (iii) the power of the proposed bootstrap test for checking the dual additive and multiplicative adjustment forms and the coverage of the proposed bootstrap percentile confidence interval (CI), (iv) the performance of the two binning procedures (equidistant and nearest neighbor) and their robustness to the distribution of U, and (v) the performance of the alternative estimator proposed via Fisher's z transformations.
Finite Sample Performance and Comparison
to Other Adjustments The simulation setup was designed to reflect the observed FMR1 premutation data, where the means and variation of ( X, Y , U) are chosen to be similar to those of ( mRNA, CGG, ActRatio). Also, the correlation ρ X , Y = 0.32 was chosen to approximately match the observed correlation r mRNA, CGG = 0.29. The covariate U is simulated from Uniform The observed data are obtained as X = Xφ 1 (U ) + φ 2 (U ) and Y = Y ψ 1 (U ) + ψ 2 (U ). The simulation studies were carried out for sample sizes of n = 150, 300, and 600. The proposed covariate adjusted correlation estimator is compared to estimators from no adjustment (r X Y ), the parametric adjustment (1) of Tassone, Hagerman, Chamberlain, et al. (2000) , partial correlation and nonparametric partial correlation under three distortion settings: (a) nonparametric additive and multiplicative distortion effects, (b) parametric additive and multiplicative distortion as given in equation (1), and (c) parametric additive distortion. The first distortion considered is (a) the general case of nonparametric additive and multiplicative effects under which only the proposed covariate adjusted estimator targets the underlying correlation coefficient. Table 1 reports the estimated absolute bias, variance, and MSE of the correlation estimators based on 1000 Monte Carlo data sets for each sample size. As evident from the results in Table 1 , only the bias of the proposed covariate adjusted correlation decreases with increasing sample size. As expected, the biases of the other methods remain substantial across the different sample sizes, because they do not target ρ XY .
In the second distortion setup (b) of parametric additive and multiplicative distortion ( Y = Y, X = (1 − U )X + 1.42U ), the parametric adjustment (1) of Tassone et al. and the proposed covariate-adjusted estimator are the two meth- ods that target the underlying correlation. For the third setup (c) of parametric additive distortion ( Y = Y + 5U, X = X + 10U ), partial correlation, nonparametric partial correlation, and the proposed method target the correct correlation. The results for (b) and (c) are reported in Tables 2 and 3 , respectively. As can be seen from Table 2 , both partial and nonparametric partial correlation perform (equally) poorly and their biases do not decrease with increasing sample size, as expected for model (b). For parametric additive distortion, namely case (c), the incorrect form of adjustment (1) due to Tassone et al. and the unadjusted correlation result in biases that do not decrease with increasing sample size ( Table 3) . The biases of parametric, nonparametric partial correlation and the proposed covariate-adjusted correlation decrease with increasing n. The simpler methods of parametric and partial correlation are more efficient than the proposed method under the null models (b), (c) for the small sample size of n = 150, as expected. However, this difference seems to diminish quickly as the sample size increases to n = 300 and 600.
Choice of m
In the simulation studies we also examine the effect of the total number of bins, m, on the proposed estimators. Similar to the results of Şentürk and Müller (2005b) , where the corresponding estimator was also obtained through binning, the estimates are found to be robust to the choice of m. The results indicate that the correlation estimates and MSEs were very similar for m between 15 and 30 for n = 150, m between 20 and 40 for n = 300, and m between 25 and 50 for n = 600. For example, under simulation setup (a) of Section 4.1, for n = 300 with m ∈ {20, 30, 40} the mean of covariate adjusted correlation estimates for ρ XY = 0.467 were (0.449, 0.447, 0.439) and the MSEs were (0.0027, 0.0030, 0.0034), respectively. Although our experience with the proposed estimator indicates that the final estimate is fairly robust to a reasonably wide range of m in practice, for any given application it is prudent to consider an analysis of sensitivity to m, as was done for the FMR1 data application above.
Power of the Proposed Bootstrap Test and Coverage of the Proposed Bootstrap Confidence Interval
Next, to examine the power of the proposed bootstrap test for checking the dual additive and multiplicative form of (2)- (3), we considered two cases of deviations (alternatives) from this assumption (null case). The simulation model (a) of Section 4.1 described above is used for the null case. In the first alternative case, Y and X deviate from the additive and multiplicative forms (2)-(3) through: Given in the lower panel of Figure 2 are the power of the bootstrap test proposed in Section 3 to check the adequacy of the dual additive and multiplicative forms. Displayed are three sets of power curves corresponding to sample sizes n = 150, 300, and 600. Two curves of the same line type are for the test at significance levels 0.05 (bottom curve) and 0.10 (top curve). Power estimates are based on 1000 Monte Carlo runs. The observed type I errors at θ = 0, for the above significance levels are, (0.015, 0.025) for n = 150, and (0.04, 0.08) for n = 600 in the first alternative deviation case. For the second alternative deviation case, the observed levels are (0.01, 0.04) for n = 150 and (0.04, 0.09) for n = 600. As expected, the levels of the bootstrap test move closer to the target values and the power functions increase with increasing deviation away from the null case of θ = 0 and with increasing sample size.
We also examined the estimated coverage levels of the proposed bootstrap percentile CIs under the simulation setting (a) of Section 4.1. Briefly, 1000 data sets were simulated at two sample sizes of n = 165 and n = 300. For each data set, 1000 bootstrap samples were generated and the estimated coverage values of the CIs corresponding to levels of (0.80, 0.90, and 0.95) are (0.75, 0.88, 0.93) for n = 165 and (0.80, 0.89, 0.95) for n = 300.
Alternate Binning Procedure and Robustness
to the Distribution of U We also ran a simulation study to compare the proposed equidistant binning estimator to one obtained via nearest neighbor binning and to evaluate the performance of the two binning procedures under different U distributions. While the bin size is kept constant in equidistant binning, the number of points per bin is kept constant in nearest neighbor binning (see Section 2). We compare the two binning procedures for three different distributions of U. Under model (a) of Section 4.1, where U was sampled from Uniform [0.2, 0.9] uniform distribution, we additionally consider cases where U is sampled from N (0.55, 0.04) and χ 2 (1)/6 + 0.4. The three distributions are chosen such that they have approximately the same first two moments. The results are summarized in Table 4 . The results suggest that the proposed equidistant binning is quite robust to the distribution of U and the nearest neighbor binning do not improve on the proposed equidistant binning. 
Comparison to Estimators via Fisher's z Transformation
We implemented the variation of the proposed estimator by replacing r j by its the Fisher-z values, and compared its performance to that of r under the simulation setup of Section 4.4 in terms of bias, variance, and MSE. We compared their performance under U distributed as uniform, normal, and χ 2 as described earlier. Even though neither estimation approach was superior to the other in all aspects, we believe the simulation results reported in Table 5 are of interest. While the performance of the estimators are quite similar for uniformly distributed U, the estimator averaging Fisher-z values improves on the bias of the proposed estimator for U distributed as normal and χ 2 . However, the original proposed estimator yields smaller variance, especially for small sample sizes (n = 150 and 300); thus original estimator results in smaller MSE for the smaller sample size. Their MSE estimates are similar for larger n (300 and 600) in the simulation study, as expected.
Application to Female FMR1 Premutation Data
The molecular measurements, CGG, mRNA, and activation ratio (ActRatio) U ≡ ActRatio, were obtained from experiments at the University of California at Davis on 165 female premutation carriers. Our main interest here is to target ρ XY ≡ ρ mRNA, CGG , the activation ratio-adjusted correlation between the mRNA level and CGG repeat size. Figure 3 gives the matrix plot for the observed variables [ CGG, mRNA, ActRatio] , where CGG, mRNA, and ActRatio range between (57, 138) repeats, (0.78, 6.3) and (0.19, 0.91) , respectively. Figure 3 suggests a potential ActRatio effect on both CGG and mRNA.
Prior to estimating ρ mRNA, CGG , we assess the adequacy of the assumed dual additive and multiplicative forms (2)- (3) for the data, as described in Section 3. The local correlation estimators from each bin are given in Figure 1 (top panel), along with a local linear smooth using the automatic bandwidth choice of h = 0.1 determined by (5). A p-value of 0.56 was obtained from 1000 bootstrap replications of R n . Thus, the adequacy of the assumed adjustment forms (2)- (3) is not rejected. Graphically, this can also be seen from Figure 1 where the linear smooth fitted to the scatterplot of the local correlations is approximately close to a constant function.
In our analysis, we compare the proposed covariate (ActRatio) adjusted estimate for the correlation, ρ mRNA, CGG , to estimates obtained without adjustment and with adjustment (1) on mRNA, previously proposed by Tassone, Hagerman, Chamberlain, et al. (2000) , partial correlation and nonparametric partial correlation. The estimate without adjustment corresponds to the observed Pearson correlation between mRNA and CGG( X and Y ). The proposed estimate is obtained using a total of 20 bins. We note here that the covariate adjusted correlation estimate was quite robust to the choice of the number of bins. For example, the estimates were very similar for the number of bins from m = 17 to m = 25. The estimates and approximate 95% CIs for ρ XY from these five methods are provided in Table 6 . For the unadjusted Pearson correlation, the assumed adjustment (1), partial correlation, and nonparametric partial correlation approximate CIs can be obtained using Fisher's ztransformation. The CI for the proposed covariate adjusted estimator in (4) was obtained using the percentile bootstrap method with 1000 bootstrap replications. The correlation between the observed mRNA levels and the CGG in female premutation carriers, unadjusted for the effect of ActRatio, is 0.29 (95% CI: 0.15-0.43, Table 6 ). Although still significant, the correlation estimate for female carriers falls substantially below the corresponding estimate for male carriers (correlation ≈ 0.57), which has been established in literature. As described in the "Introduction" section, this weaker association in female carriers is attributed partly to the protective effects from one normal X chromosome in female carriers which is absent in male carriers. Applying the (parametric) adjustment (1) of Tassone, Hagerman, Chamberlain, et al. (2000) , specifically mRNA = (1 − ActRatio)mRNA + aActRatio, to account for ActRatio results in a stronger (adjusted) correlation point estimate of 0.34. We used the constant a = 1.42, which is the empirical mean mRNA level for normal/unaffected individuals from Tassone, Hagerman, Taylor, et al. (2000) . The proposed covariate adjusted correlation under the general adjustment forms (2)-(3), allowing for nonparametric effects of ActRatio on both observed mRNA and CGG, results in an adjusted correlation point estimate of 0.37 (95% CI: 0.25 − 0.51). Although the proposed method suggests that the underlying correlation is slightly higher, this result is quite similar to the result using the parametric additive and multiplicative adjustment (1) proposed by Tassone, Hagerman, Chamberlain, et al. (2000) . Hence, this application provides an independent empirical support for the previously proposed parametric joint )) is close to the proposed adjusted correlation estimate (0.372, 95% CI: (0.252, 0.520)), informally, it is interpreted that the nonlinearity is due to the additive distortion part.
Concluding Remarks
Motivated by an adjustment for ActRatio in fragile X premutation female carriers, we proposed a general dual additive and multiplicative correlation adjustment model for the correlation between mRNA and CGG repeat expansion. A key feature of the methodology is that the uncertainty in the precise effects of ActRatio at the molecular level is modeled nonparametrically, thus accommodating linear or nonlinear effects. We proposed a simple covariate adjusted correlation estimator that is easy to obtain, showed that it is consistent, and examined its numerical properties in simulation studies. Although the adjustment forms are fairly general and, therefore, are automatically adaptive to special cases like linear additive or nonlinear additive effects, we also developed and assessed the performance of a bootstrap test procedure to check the adequacy of the dual additive and multiplicative forms. A test for detecting whether the distortion setting at hand would reduce to parametric or only additive cases would also be of interest, because then a simpler adjustment method can be employed. Nevertheless this remains an open problem requiring further research. Application of the proposed covariate adjusted correlation to n = 165 fragile X premutation female carriers indicates stronger association between FMR1 mRNA level and CGG repeat expansion compared to unadjusted analysis. Our results provide new insights and additional support for a dual additive and multiplicative parametric adjustment previously proposed in the fragile X premutation literature. The proposed adjustment is also applicable to the multiplicative adjustments (normalizations) used in biomedical research, including adjustments of biomarkers of inflammation by body mass index or body surface area and individual levels of PCB exposure by individual serum lipids.
Extension of the proposed algorithm to accommodate multiple covariates poses challenges. While the adjustment for two covariates (U = (U 1 , U 2 )) would be a straightforward extension of the proposed algorithm using a two-dimensional binning procedure, as the dimension of U increases, one would quickly run into the curse of dimensionality. Because the proposed procedure involves localizing with respect to U, when the dimension of U increases, the data needed for the localization (binning) would become highly sparse. In these cases, a dimension reduction approach, such as taking a linear combination of the components of U vector may be of interest. 
