I Introduction
Dynamic stochastic general equilibrium (DSGE) models are relatively new, but increasingly popular, additions to the tool kits of practical macroeconomic modellers. The main motivation for developing DSGE models reflects the appetite for frameworks that place emphasis on sound micro foundations and theoretical consistency. For instance, at the central banks of Canada, Finland, Norway, Sweden and the UK, new Keynesian DSGE models play an important role in support of their forecasts and policy analysis.
Some work has been done on constructing DSGE models for Australia, with examples being Buncic and Melecky (2008) and Nimark (2009) . These are relatively small-scale models. For instance, they do not include a role for physical capital and assume a perfectly competitive labour market with flexible nominal wages and the only friction present is that prices in the goods producing sector are sticky. There are advantages in terms of tractability of using small models, but also obvious disadvantages as a simple model may be silent about important aspects of the macroeconomy.
This article estimates a more richly structured new Keynesian open economy DSGE model with a sizeable number of frictions and rigidities, using Bayesian techniques on Australian data. It can be seen as an extension of the earlier work cited earlier. We use data on output, inflation, employment, consumption, real wages, investment, interest rates, the real exchange rate, exports, imports, commodity exports and prices to estimate structural parameters of the model and identify structural shocks that explain Australian business cycle fluctuations. One feature of the model is the assumption that the economy grows along a stochastic path (as in Altig et al., 2005) , which has an attractive implication for the estimation of the model: there is no need to prefilter the data; instead unprocessed 'raw' data can be used. The Australian studies mentioned above all estimate models on prefiltered data.
The model follows closely that of Adolfson et al. (2007) , although we add features to the model that are potentially important for modelling the Australian economy. The main difference compared with Adolfson et al. is that there JEL classifications: C11, E40, E52 Correspondence: Jarkko P. Jääskelä, 65 Martin Place, Sydney, NSW 2000, Australia. Email: jaaskelaj@rba. gov.au are two productive sectors in the economy: a domestic intermediate tradable sector and a commodity exporting sector. It is assumed that the demand for the exported commodity good is completely exogenous, and its price is determined in the foreign market.
Key model parameters are estimated by applying Bayesian estimation techniques. An advantage of this approach is that even a relatively large model can be estimated as a system. The estimated model can be used to give quantitative answers to several interesting questions. For instance, which shocks are important in driving the Australian business cycle? How important are shocks emanating from outside Australia? We can also use the model to trace out the effects of particular shocks, like a commodity demand shock or a monetary policy shock, on macroeconomic variables like gross domestic product (GDP) growth, inflation and real wages. As a robustness check of the impact of the priors, we also estimate the model with truncated uniform priors.
The estimated model is used to decompose the business cycle fluctuations of the observed variables into the unobserved shocks that drive them. Our results show that foreign shocks are important drivers of the Australian business cycle, but we also find that domestic shocks explain a significant fraction of the variance of the domestic observable variables, such as inflation, real wage growth, employment and the nominal interest rate.
The article is organised as follows. The next section discusses the key features of the model. Section III discusses some measurement issues and estimation strategy. Section IV presents and discusses estimation results. Section V makes some tentative conclusions.
II The Model -Main Features
The benchmark set-up of the model closely follows the open economy extension of Altig et al. (2005) and Christiano et al. (2005) by Adolfson et al. (2007) . For a detailed discussion of the basic model, readers should refer to these sources (and Appendix II) . In what follows we provide a brief sketch of the key features of the model. The model consists of a domestic economy populated with households that consume goods, supply labour and own the firms that produce the goods. Domestic households trade with the rest of the world by exporting and importing differentiated consumption and investment goods.
Consumption and investment goods are also produced domestically for domestic use. There is also a representative firm that produces a commodity good that is exported abroad. The domestic economy is small in the sense that developments in the domestic economy are assumed to have only a negligible impact on the rest of the world.
Almost all the theory of the model can be understood in terms of households and firms responding to changes in relative prices. There are four main types of goods in the domestic economy: domestically produced consumption goods, imported consumption goods, domestically produced investment goods, and imported investment goods. Households will choose to consume and invest more of the type of good that is relatively cheap. The relative price between imported and domestic goods hence determines the import share in domestic consumption and investment. Similarly, the intertemporal decision to invest and consume can be understood in terms of the relative prices of goods today compared with expected future prices, which will depend on expected inflation and nominal interest rates. Households need to work to earn wages, their labour supply decision depends on the real wage offered and the marginal utility associated with the marginal increase in wage income that would come about by supplying an additional increment of labour (which leaves less time for valuable leisure).
The model has a number of frictions that slow down the alignment of relative prices and quantities to their steady-state values. All goods prices and wages are subject to Calvo-type nominal frictions. These prevent the aggregate price level from adjusting immediately to shocks. The same kind of friction is also present in households' wage-setting decisions. In addition, there are also real frictions in the model that imply that even in the absence of nominal frictions, adjustment to shocks is not instantaneous. The real frictions in the model include costs of adjusting investment and employment, and habit formation in consumption.
The structure of the model and the various frictions that determine its dynamics are outlined next in some detail. However, for a more formal description of the model, we refer interested readers to Adolfson et al. (2007) .
(i) Households
Households indexed by j 2 (0,1) consume goods and supply labour services to firms. Household j maximises
by choosing consumption of the CES bundle C j,t containing both domestically produced and imported goods. Households also decide how much labour h j,t to supply and real cash holdings Q j,t .
(ii) Production There is a continuum of firms, indexed by i 2 (0,1), that produce intermediate domestic goods using the decreasing returns to scale production function
where z t is a permanent technology shock shifting the productivity of labour permanently. The permanent technology shock introduces a unit root in firms' output and evolves as an AR(1) process,
where l z,t ¼ z t /(z t)1 ) is the rate of labouraugmenting productivity growth with steady-state value l z . e t is a persistent (but transitory) technology shock. K i,t and H i,t are capital services and labour inputs at firm i, respectively. The last term z t / is a fixed cost of production that ensures zero profits (from monopolistic competition) in steady state. It can be expressed in terms of a mark-up paid over the firm's marginal cost. Intermediate goods are combined into the final good Y t using a constant elasticity of substitution aggregator
Total final goods produced domestically must be used for final domestically produced investment goods I d t , consumption goods C d t or exports X t , thereby satisfying the resource constraint
(iii) Nominal Frictions There are three categories of firms operating in the economy -domestic intermediate goods producers, importing firms and exporting firmswhich face nominal frictions that affect their price setting. Similarly, domestic households face constraints on the frequency with which they can adjust the prices of the labour services they sell.
Monopolistically competitive firms produce intermediate goods using labour and capital for private consumption and investment (used to form the physical capital stock, together with imported investment goods). All types of intermediate goods are sold at a time-varying mark-up over their marginal cost. The intermediate good firms are not able to re-optimise their prices in each period, and when prices are re-optimised, they are set to maximise the discounted expected value of future profits. Since prices are not re-optimised in every period, firms need to take into account future marginal costs and mark-ups when current prices are set. Firms that are unable to re-optimise their prices in a given period index their prices to the previous period's inflation. All firms operating in the intermediate goods market solve symmetric pricing problems, although the frequency of price changes and the time-varying mark-ups are allowed to differ across types of goods.
Both importers and exporters are subject to price frictions stemming from assumptions regarding the currency in which the prices of exported and imported goods are set. Import prices are set in domestic currency and there is local (domestic) currency price stickiness. This captures the idea that nominal frictions are local to the market where output is sold. For instance, foreign price shocks pass-through to domestic prices only gradually. However, in the long run, there is complete pass-through of changes in marginal costs of imported consumption and investment goods to the domestic economy. Export prices are set in the local currency of the export market, and prices are sticky in those currencies. This 'pricing-to-market' assumption, together with the sticky local currency prices, provides a short-term channel allowing for deviations from the law of one price.
Prices
Following much of the literature, price stickiness is introduced by making prices subject to the Calvo (1983) mechanism. The model allows for different degrees of price rigidities and indexation depending on the type of good and sector. 2 We can write a generic Phillips Curve for each type of good denoted by superscript s as follows:
where p s t is the change in the log of the price index of good type s; p c t is the perceived inflation target. Throughout the article, a hat (Á) denotes log-linearised variables. The degree of indexation is governed by the parameter j s : if j s ¼ 0, the Phillips Curve (Eqn 1) is purely forward-looking, and if j s ¼ 1, prices are fully indexed to last period's inflation. b is the discount factor, q p is the persistence of the inflation target (more on this below), n s is the Calvo probability of a firm not re-optimising the price of its good in a given period, c mc s t is the (log deviation of) firm's marginal cost of producing good s and b k s t can be interpreted as the desired mark-up of good type s.
Marginal costs
Marginal costs differ across different types of goods and sectors. The marginal costs of domestic producers of investment and consumption goods are determined by the cost of production, that is, wages and productivity. In addition, a fraction m of wages need to be financed in advance so that marginal cost are also influenced by the interest rate R t)1 . Cost minimisation yields the following expression for the domestic intermediate goods producer's marginal cost
The marginal cost of importers depends on the exchange rate and the world price level so that
The marginal cost of exporters depends on the price of domestic goods they sell to the world market and the exchange rate.
Wages Wages exhibit stickiness and inertia due to nominal frictions built into the model. Each household supplies a differentiated type of labour to firms and therefore has some market power to determine its wage. However, households can only re-optimise their wage with probability (1 ) n w ) in any given period.
Both the stickiness of nominal wages and the labour demand constraint are taken into account by households when they set their optimum wage. The fraction of households that are not able to re-optimise their wage in a given period index their wage. In doing so, they take account of the inflation target, lags of CPI inflation and wages, and the steady-state growth rate of technology.
(iv) Real Frictions
In addition to these nominal frictions, there are several sources of real frictions in the model. These frictions slow down the adjustment of quantities towards long-run steady-state values independently of the nominal frictions, and they are potentially important for the model's ability to match the data.
Capital adjustment costs
Firms rent capital from the households who own all domestic resources. Households can increase the economy's productive capacity by either investing in additional physical capital (which takes one period to come into the production process) or by increasing the utilisation rate of the current capital stock, thereby increasing the effective level of capital entering into production. However, adjusting the capital stock is assumed to be costly. In particular, the standard capital accumulation equation includes an extra term as in Christiano et al. (2005) 
2 Firms are also assumed to face varying degrees of competition in different markets, which implies that they may receive a different profit margin from the sale of their goods in each market.
where ! t is an investment-specific technology shock (it is assumed to follow a first-order autoregressive process);SðÁÞ is a concave function such that marginal productivity of investment (in terms of produced physical capital) is decreasing in the ratio of current investment over past investment, and its minimum is at the steady state of the growth rate of real investment. Changing the rate of capital utilisation is also costly, this is captured by the utilisation cost function a(u), where the utilisation rate is u t ¼ K t = K t (see Appendix II for details).
Habit formation
Household preferences are assumed to display (internal) habit persistence. So, current consumption depends on expected future consumption through the standard intertemporal consumption smoothing argument and it also depends on past consumption. The optimum consumption condition is given by the Euler equation:
where the habits parameter b captures the degree of inertia in consumption.
Employment
Firms face an additional Calvo-like rigidity: they can adjust the level of employment to the preferred level only at random intervals (captured by the Calvo parameter, n e ). This friction creates a deviation between aggregate hours (H -actual work done) and employment (N -number of workers). The employment equation is:
International trade in assets and the UIP condition Households can save and lend in both domestic and world currency assets. However, financial market integration is assumed to be imperfect, as captured by two extra terms that enter the standard uncovered interest rate parity condition
where E t DŜ tþ1 is the expected nominal depreciation of the domestic currency; and ðR t ÀR Ã t Þ is the interest rate differential. There are two risk premia terms,/ aât and/ t . The latter is an exogenous risk premium shock. The former implies that an economy will have higher interest rates if it is a net debtor (i.e. net assets,â t , are negative), everything else equal. This term also ensures that net debt is stationary.
(v) Central Bank
As a consequence of nominal and real frictions, changes in short-term nominal interest rates are not matched one-for-one by changes in expected inflation, leading to movements in real interest rates and creating a role for monetary policy in stabilisation.
The central bank sets the nominal interest ratê R t and we approximate its decision-making process with a flexible Taylor-type rulê
The nominal short rate responds to lagged interest ratesR tÀ1 , deviations of lagged CPI inflation p c tÀ1 from the perceived medium-term inflation target p c t , lagged outputŷ tÀ1 , the lagged real exchange ratex tÀ1 , and changes in inflation Dp c t and output Dŷ t . Finally, e R,t is an uncorrelated monetary policy shock.
(vi) Government
As in Adolfson et al. (2007) , the government is represented by a VAR(2) for taxes on capital income, labour income, consumption and payrolls. These variables are treated as exogenous in the model. After taxes are collected, they are paid back to households as a lump sum transfer. The role of taxes in the economy is therefore confined to influencing marginal costs of production and marginal returns on assets.
(vii) The Foreign Economy
The foreign economy is represented by a simple VAR(4) process for trade-weighted G7 GDP (linearly detrended), inflation and a simple average of US, euro area and Japanese interest rates.
These variables are also exogenous in the model. Both the foreign and fiscal VAR models are estimated separately before estimation of the DSGE model.
(viii) Export Demand, Export Income and the Commodity Sector
A large share of Australian exports are commodities. A recent paper by Chen et al. (2008) documents two facts about commodity exporting countries that are relevant for the current model. First, they argue that commodity markets are largely independent of the developments in the individual exporting countries and can therefore be treated as exogenous when considering individual countries. Secondly, exchange rates of commodity exporting countries may to a large extent reflect developments in the commodity markets.
In the standard new Keynesian open economy set-up, export demand depends on total world output and the relative price of the exported good, where the relative price of the good depends on the marginal cost of production in the relevant country. The peculiarities of the commodity markets highlighted by Chen et al. (2008) and the prominence of commodities in Australian exports suggest that this is not an appropriate specification of export and export income for Australia. The assumption of an exogenous commodity sector has also been used previously in more empirically focused studies of the Australian economy, for example, Dungey and Pagan (2000) and Dungey and Pagan (2009) . In these papers, both exports and termsof-trade are modelled as exogenous to domestic Australian variables.
Based on these considerations, two exogenous shocks are added to the model. The first shock, e com,t , captures variations in exports that are unrelated to the relative cost of the exported goods and the level of world output. Demand for Australian exports are therefore given by:
where the weights 0.3 and 0.7 reflect the shares of the non-commodity and commodity sector in Australian exports. The first term in Equation (13) is the non-commodity component, with price elasticity g x . Without the exogenous shock to export demand, the model would need to explain more of the variation in exports through changes in relative prices. This may in turn affect estimates of the elasticity g x adversely, something that also appear to be borne out in Section IV(iv) where posterior estimates of g x are compared for specifications of the model with and without the additional exogenous commodity shocks. An additional reason to allow for Australian exports to depend on more than relative prices and world output is that because of data availability reasons, China is not included in the data series representing the world. Some of the demand for Australian commodities from China will therefore be absorbed by the exogenous commodity demand shock. So while the exogenous structure does not help us 'understand' the commodity sector, the extra flexibility can arguably help in preventing biases arising in the estimates of other parameters.
In addition to the demand shock, we also want to allow for windfall profits (or losses) because of exogenous variations in the world market price of the commodities that Australia exports. We therefore add a shock e Pcom,t to the export income equation as well. The export income as it appears in the model implied current account is therefore given by:
It is worth emphasising here the different implication of a shock to export demand, as opposed to a shock to export income: the former leads to higher export incomes and higher labour demand, whereas the latter improves the trade balance without any direct effects on the demand for labour by the exporting industry.
(ix) Exogenous Shocks
In addition to these two external shocks just mentioned, there is the set of exogenous 'domestic' shocks in the model: the non-stationary technology (l z,t ) and stationary technology ( t ) shocks; the mark-up shocks for domestic goods (k (p c t ); and the asymmetric productivity shock (z Ã t ). 3 The monetary policy and the domestic mark-up shocks are white noise, all the other follow AR(1) processes.
III Measurement and Estimation Strategy
The model is estimated using Bayesian methods. This section outlines our estimation strategy, including how the priors were chosen and how the variables of the theoretical model are mapped into observable time series.
(i) Measurement
We can write the solved model in state space form:ñ
where the theoretical variables (consistent with the model) are collected in the state vectorñ t and the observable variables are collected in the vectorỸ t . The state transition (Eqn 15) governs the law of motion of the state of the model and the measurement (Eqn 16) maps the state into observable variables. The matrices F n , A X , H¢ and Q are functions of the parameters of the model and, insofar as all the structural parameters have distinct implications for the observable variables, all parameters will be identified. However, no general results exist regarding whether this will be the case, although there are ways to increase the chances of identifying a large number of parameters, for instance by making the rank of H¢ as large as possible.
In our benchmark specification, we use much the same indicators as Adolfson et al. (2007) . The observable variables in the vectorỸ t are (trimmed mean) CPI inflation, the real wage, real consumption, real investment, the real exchange rate, the overnight cash rate, employment, real GDP, real exports, real imports, foreign output, foreign inflation, the foreign interest rate, commodity price inflation and commodity export volumes. That is,
In Equation (15), A X captures the common quarterly trend growth rate of real variables in Equation (17). 4 The covariance matrix R of the vector of measurement errors f t in Equation (16) are set to E t ½Ỹ tỸ 0 t Â 0:1 so that approximately 10 per cent of the variance of the observable time series is assumed to be owing to measurement errors.
(ii) Bayesian Estimation
The parameters of the model are estimated using Bayesian methods that combine prior information and information that can be extracted from the indicators inỸ t . The methodology was introduced to models suitable for policy analysis by Smets and Wouters (2003) . An and Schorfheide (2007) provide an overview of the main elements of Bayesian inference techniques in dynamic stochastic equilibrium models.
Conceptually, the estimation works in the following way. Denote the vector of parameters to be estimated Q and the log of the prior probability of observing a given vector of parameters LðHÞ. The function LðHÞ summarises what is known about the parameters prior to estimation. The log likelihood of observing the datasetỸ t for a given parameter vector Q is denoted LðỸ j HÞ. The posterior estimateĤ of the parameter vector is then found by combining the prior information with the information in the estimation sample. In practice, this is done by numerically maximising the sum of the two over Q, so thatĤ ¼ arg max½LðHÞ þ LðỸ j HÞ.
The priors
Our assumptions for the prior distributions of the estimated parameters closely correspond to 3 The asymmetric productivity shock enters the measurement equation, as explained in footnote 4. Its role is to allow for temporary deviations of real growth rates between Australia and the rest of the world that may be caused by the fact that the VAR(4) for world output, inflation and interest rates is estimated separately from the main model. The interpretation of the asymmetric technology shock should therefore not be literal. those in Adolfson et al. (2007) (see also Smets & Wouters, 2003) with some exceptions: we impose simple uniform priors on the indexation parameters, the elasticities of substitution and standard deviations of the structural shocks. In the benchmark specification, we impose rather tight priors on some of the policy parameters, particularly on r x , which control the adjustment of the short-term interest rate to the real exchange rate. The priors on the parameters governing nominal stickiness, the persistence of the exogenous variables and the parameter governing the importance of habit formation are all assigned relatively dispersed beta distributions. These priors are used to ensure that these parameters are bounded below unity.
The priors for the remaining parameters are truncated uniform, where the truncation ensures that the parameters stay in the domain prescribed by the fact that variances are positive and other bounds implied by economic theory. In Tables A2 and A3 , we also report the estimated distributions of the parameters imposing constant weight priors, and Section IV(iv) reports various robustness checks.
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Computing the likelihood
Given the state space form, Equations (15) and (16), the likelihood for a given set of parameters can be evaluated recursively
where p is the dimension ofỸ t and
is the covariance of the one-step ahead forecast errors u t . These can be computed from the innovation representation
where K is the Kalman gain
IV Empirical Results
This section reports the results of the estimation exercise.
(i) The Benchmark Specification
In the benchmark estimation of the model we use the inflation-targeting sample, that is, data from 1993:Q2 to 2007:Q3. We estimate a total of 56 parameters compared with the 51 parameters estimated by Adolfson et al. (2007) . While Adolfson et al. calibrate the elasticity of consumption goods to changes in the relative price of imported and domestically produced goods (g c ), and the persistence of the medium-run inflation target (q p ) and wage mark-up (k w ), we estimate these parameters. We also estimate the persistence and innovation variance of the commodity demand and price shocks that are absent in Adolfson et al. The calibrated parameters are provided in Table A1 . Tables 1 and 2 report the statistics of the prior and estimated posterior distributions of the structural parameters. The same information is given in Figures A1-A5 , where we plot the estimated posterior distributions of the model's parameters together with their prior distributions as well as their constant weight prior estimates.
The parameters appear to be for the most part tightly estimated given that posterior standard deviations are smaller than the prior standard deviations. It seems, however, that the data are not very informative regarding the degree of price stickiness in the imported consumption, imported investment and export sectors (n m,c , n m,i and n x ), since the posterior distributions do not differ a lot from their prior distributions. The constant weight prior posterior distributions of the n parameters provide further evidence of parameter under-identification: the posterior distributions tend to be rather flat. In a situation like this, the prior plays a crucial role in making inferences. The priors (and estimated parameter values) imply that prices are re-optimised at least around every three quarters.
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Data seem more informative on the indexation parameters (j w , j d , j m,c , j m,i and j x ), which vary significantly across the different sectors of the economy. (As a cross-check, we imposed informative priors on these parameters, centred around 0.5, and obtained similar posterior distributions as shown in Figure A1 , albeit slightly less dispersed.) The indexation parameters on imported investment goods (j m,i ) and exports (j x ) are quite low, suggesting that these Phillips Curves are mostly forward-looking. The indexation parameters for the domestic good (j d ), the imported consumption good (j m,c ) and the wage (j w ) imply more persistence. The habit formation parameter (b) has a posterior mean of 0.76, reflecting a large degree of inertia in consumption. The value of the elasticity of substitution between home and foreign consumption goods (g c ) is only 1.30, much lower than the calibrated value in Adolfson et al. (2007) . This could reflect relatively high estimates of steady-state price mark-ups (k d , k m,c , k m,i ). It is worth noting, however, that when we calibrated the mark-up parameters at the prior modes, this raised the estimate of g c but did not produce drastically lower marginal likelihoods. The parameters of the policy reaction function are well identified. There are some differences between the Bayesian and constant weight prior posteriors, because of the informative priors imposed on the policy parameters. The constant weight prior estimate of the inflation response in the policy rule implies a stronger reaction of interest rates to inflation movements in comparison with the Bayesian estimate.
Although we allow for both temporary and permanent productivity shocks, the estimated persistence of some of the transitory shocks is quite large. The posterior distributions of the AR parameters of the consumption preference (q f c), imported consumption mark-up (q k m,c) and commodity price (q k pcom) shocks all have a lot of mass close to 1.
The standard deviation of the innovations to the temporary productivity shock (r e ) is smaller than that of the permanent productivity shock (r l z ). Shocks for imported investment and export mark-ups, consumption preferences, commodity demand and commodity prices are the most volatile in the estimated model.
The parameter estimates of the reduced form VAR(2) for government controlled variables and VAR(4) for world output, inflation and interest rates are difficult to interpret and have little meaning apart from predicting future values of these same variables. The parameter estimates are therefore left out of the main text, but are available from the authors upon request. Figure 1 shows the one-sided fit of the model. The fit for most of the variables is good; the exceptions are real wage, export and commodity export growth.
7 These variables are quite volatile at a quarterly frequency, and hard to predict, so the failure of fitting these series is not necessarily a weakness of the model as the best predictor for a white noise process is its mean.
(ii) The Dynamics of the Estimated Model Figure 2 illustrates the dynamic response to a 100 basis points monetary policy shock (median, 5th and 95th percentiles). 8 The main variables respond as we might expect. Consumption and investment decrease, which together with the appreciation of the real exchange rate means that the marginal cost of production and the price of imported goods are falling, which leads to falling inflation. The maximum response of CPI inflation to a unit shock to the interest rate is approximately 0.3 percentage points.
The magnitude and persistence of the response of CPI inflation to a monetary policy shock is quite sensitive to the prior chosen for the degree of nominal stickiness for domestic consumption goods (as captured by the Calvo parameter). With a very diffuse prior on this parameter, the estimated responses were found to be much more short-lived (Fig. 2 also shows the mean response with truncated uniform priors). However, the estimated value of n d with uniform priors implied that domestic firms only re-optimise prices every five years, which does not seem realistic. We find it reasonable to impose that firms re-optimise on average every three quarters.
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The impulse response functions can be compared with previous studies. Dungey and Pagan (2009) set up a model that explicitly takes into account the co-integrating relationships implied by a class of popular models when estimating FIGURE 1 One-Sided Fitted Values 7 It is also worth noting that we tried different wage indexation schemes but they did not improve the fit of the real wage series.
8 A 1 SD monetary policy shock equals roughly 70 basis points. This is expressed on an annualised basis and recall that data are quarterly.
9 Del Negro and Schorfheide (2008a) report a similar finding. They study the role of nominal rigidities in a new Keynesian DSGE model and find that post-1982 US data cannot discriminate between low-and high-price rigidity specifications. These two different model specifications, however, imply strikingly different dynamic effects of a monetary policy shock. a structural VECM. They find much weaker responses of inflation and output to a monetary policy shock than we do, on the order of responses that are about one-fourth of ours (at the mean). The same is true for the impulse responses to a monetary policy shock identified by Buncic and Melecky (2008) in a smaller scale new Keynesian model, who find responses of a similar magnitude as Dungey and Pagan (2009) . We also find some differences compared with those of the small-scale new Keynesian model estimated in Nimark (2009) . In Nimark (2009) , the impulse response of inflation to a monetary policy shock is hump-shaped, whereas in the model estimated here, it peaks in the impact period.
Given the size of the model presented here and the fact that the models are not easily nested, it is difficult to speculate about the reasons for these differences. However, these differences should not be over-emphasised: all point estimates reported by these studies lies inside the posterior 95 per cent probability interval reported in Figure 2 . In addition, the SVARs and the DSGEs also agree on the qualitative effect of rasing interest rates, that is, there appear to be no price-puzzle present in the Australian data.
In Figure 3 , we plot the impulse responses to a standard deviation shock to commodity demand. An increase in commodity demand generates an output expansion, an increase in employment, and a fall in inflation (at least initially). This last effect is explained by the real exchange rate appreciation, which reduces imported goods inflation, and makes imported capital goods cheaper. The exchange rate effect is strong enough to initially counteract the pressures on The model can be used to decompose the causes of the unconditional variances of the observable variables into their orthogonal components. The result of this exercise is displayed in Table 3 , where we report the variance decompositions of the 10th, 50th and 90th percentiles of the posterior distribution for selected observable variables. The shocks are grouped into five categories. The first contains technology shocks: the stationary (e e,t ), unit root (e z,t ), investmentspecific (e !,t ) and asymmetric technology (e z *,t) shocks. The second category includes 'supply' shocks: the labour supply shock (e f h,t) and shocks to the mark-ups of the domestic (e k d ,t), imported consumption (e k m,c ,t), imported investment (e k m,i ,t) and export (e k x ,t) goods. The third category includes the domestic 'demand' shock (the consumption preference shock, e f c,t). The fourth category includes shocks associated with external factors: the uncovered interest rate parity (e/), commodity demand (e com,t ), commodity price (e pcom,t ), foreign output (e y *,t), foreign interest rate (e i *,t) and foreign inflation (e p *,t) shocks. Finally, we have the monetary policy shocks (e R,t and e p;t ). The table excludes shocks that have a small impact on all endogenous variables, which explains why the fraction of variances explained by the shocks in Table 3 add up to less than 100 per cent.
It is clear from the table that the world shocks are important drivers of the Australian business cycle: 25 per cent of the variance of non-farm GDP growth; 42 per cent of the variance of investment; and 48 and 73 per cent of export and import growth, respectively, are explained by the external shocks. Of the observed variables, consumption and real wage growth seem to be the domestically most 'isolated' variables, with a significant fraction of their variances explained by productivity and supply shocks (within this category, the labour supply shock is one of the most important drivers of real wage growth, it explains around 42 per cent of the variance of real wage growth). Nimark (2009) finds that foreign shocks account for 27, 21 and 22 per cent of the variance of domestic output, inflation and interest rates, respectively. Medina and Soto (2007) find that foreign shocks explain approximately 45 per cent of the output variance and approximately 30 per cent of the inflation variance in the Chilean economy. Interestingly, Justiniano and Preston (2010) fail to identify significant variance shares for foreign shocks in an estimated small open economy for Canada. All of these models, however, abstract from a shock to the level of trend technology and prefilter data before estimation.
The mark-up on the price of imported consumption goods appears to be an important source of CPI inflation volatility. It is estimated to explain approximately 60 per cent of the variance of CPI inflation.
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Turning to the commodity demand shocks, it is worth first noting that these are orthogonal to world output (which is included as a separate observable variable), and will therefore not capture increases in demand for Australian exports because of high world output.
11 Exogenous commodity demand shocks appear to have the largest impact on the variance of export growth, explaining approximately 25 per cent of this variance.
(iv) Some Robustness Checks Trends in the data and in the model
The model features a single stochastic trend, driven by the permanent technology shock. This implies that real variables (GDP, consumption, investment, imports, exports and the real wage) are non-stationary and grow at the same rate in the long run. The common quarterly trend growth to real variables (including Dln Y Ã t ) is captured by the constant term (which equal to log(l z )) in the measurement Equation (15). We noticed, however, that some of these normalised variables embedded in the state vector n t exhibit a very persistent, trend-like behaviour within the sample.
In short samples, it may be hard to distinguish a protracted cyclical difference in average growth rates (or structural breaks) from a secular trend in the data. For instance, the growth rates of investment, exports and imports are higher than the average output growth in the sample that we use to estimate the model (and the growth rates of real wages and world output have been lower than non-farm output growth).
12 If this is merely a cyclical difference, one would expect the growth rates of these variables to be lower on average than output growth in the future to return the economy to its steady-state growth path. However, if the differences in growth rates reflect a lasting trend, then the model is obviously mis-specified. If we believed that this is indeed the case, the difference in growth rates could be removed before estimating the model so as not to force the model to explain a trend in the data as part of the business cycle. It is, however, hard to think of a good reason why investment, for instance, should grow faster than output in the long run.
In the benchmark specification, we chose not to adjust the mean growth rates of the real variables, but we also estimated an alternative model with the adjusted data. When we adjusted real variables to grow at the same rate as nonfarm output (i.e. the data were reconstructed to co-trend), the estimated shocks became less persistent. The drop in persistence was most notable in the asymmetric technology shock, which captures the degree of asymmetry in the growth rates between the domestic economy and the rest of the world, and in the consumption preference shock (which is a demand shock in the model).
13 '
14
Alternative priors In the baseline model, several parameters (n w , n d , n m,c , n m,i , n x , n e and q r ) are estimated with tight priors. As a robustness check, we re-estimate the model with a set of looser priors on these parameters. For the first six, the standard deviation is increased to 0.1, and for q r it is doubled from 0.05 to 0.10. The results for the re-estimated model are detailed in Table A4 . The results are broadly similar to the baseline 10 One might have expected a more sizeable role for the exchange rate in driving the volatility of import prices. It may be that the mark-up shock is capturing some volatility that cannot be systematically attributable to the exchange rate.
11 Caution should be used when interpreting what we have described as the commodity demand shock since in our set-up it may be hard to distinguish this from a supply shock.
12 See Figure 1 . The model consistently overpredicts, for instance, the growth rate of real wages. 13 The asymmetric technology shock and the consumption preference shock are now estimated to have a (mean) AR(1) coefficient of 0.57 and 0.22, respectively. The estimate of the persistence of the asymmetric technology shock is, however, imprecise: the lower bound of its 90 per cent confidence interval is less than 0.09 and the upper bound is 0.96.
14 We also estimated a closed economy version of the model (which is as presented in Del Negro et al. 2007) to see to what extent some of these issues emerge through the open economy part of the model. It turns out that simplifying the model in this way is not very helpful, which is hardly surprising given that we use the same 'domestic' real variables (consumption, investment, real wage) as observables as before when estimating the model, and any excessive trend in these variables will just be attributed to any remaining shocks in the theoretical model.
ECONOMIC RECORD MARCH
Ó 2011 Reserve Bank of Australia Economic Record Ó 2011 The Economic Society of Australia estimates. One noticeable change, however, with these looser priors is that the estimate of the domestic Calvo parameter (n d ) has risen from 0.69 to 0.87 and the uncertainty in the estimate of this parameter has almost tripled. The uncertainty surrounding the other Calvo parameters has also increased, although the point estimates are broadly in line with the baseline specification. The persistence of the interest rate (q r ) falls very slightly from 0.84 to 0.82. The paths of the impulse response functions are broadly unchanged but the confidence intervals are marginally wider. Comparing the fit with the baseline model using Geweke's (1999) Modified Harmonic Mean Measure of the marginal likelihood suggests that data cannot distinguish between the two set of priors.
In addition, we also re-estimate the model abstracting completely from the commodity sector. The results for this exercise are presented in Table A5 . Fit looks much better. The Calvo parameters are much more precisely estimated, but this could reflect tight prior information imposed; the uncertainty of the indexation parameters has somewhat increased. More importantly, however, as speculated g f is much more precisely estimated when the commodity sector is build in the model.
Measurement errors
Del Negro and Schorfheide (2008b) argue that DSGE models are intrinsically mis-specified, and that incorporating measurement errors is one way to ameliorate this problem. We investigate this hypothesis re-estimating the model assuming that measurement errors explain only 0.1 per cent of the variability of the observable series. A number of findings from this experiment are worth noting. First, the model's in-sample fit does not deteriorate markedly when the measurement errors are lowered. This suggests that model mis-specification is not present along any obvious dimensions. However, several parameters tend to drift towards implausible high levels. The mass of the posterior distributions of j m,i and j d (two of the price indexation parameters) piles up towards one. In addition, mark-up parameters k d and k m,i reach their upper limits (set to 30) suggesting that there may not be enough information to adequately capture the dynamics of the domestic and imported investment prices. This is hardly surprising, given that the only observable price series is CPI inflation, which is measured as a weighted average of domestic inflation (p d ) and imported (consumption good) inflation p c,m .
V Conclusion This article outlines a DSGE model with a sizeable number of frictions and rigidities and estimates it using Australian data. The model appears to fit the data reasonably well. We found that both domestic and foreign shocks are important drivers of the Australian business cycle.
There are questions that remain for future work. First, given the prominent role attributed to the rest of the world, it would be worth analysing the foreign block of the model in structural form instead of an atheoretical vector autoregression. Second, although we have estimated the model only over the inflation-targeting period, more information about the model's deep parameters might be extracted from the data by using a sample that begins at the time that the exchange rate was floated. This could be achieved by allowing for a break in the policy reaction function at the time of the introduction of inflation targeting. 
where n w is the Calvo wage parameter (i.e. the probability that the household is not allowed to reoptimise its wage); k w is the wage mark-up; and r L is the elasticity of labour supply. Note that g 12 and g 13 do not appear in Adolfson et al. (2007) . Households have habit formation in their preferences (captured by the parameter b). Because of this, the marginal utility of consumption depends on current, lagged and expected future levels of consumption. The equilibrium condition for household consumption,ĉ t , is 
