Background Commercial image-guided surgery systems rely on the fundamental assumption that preoperative medical images represent the physical state of the patient in the operating room. The guidance display typically consists of a three-dimensional (3D) model derived from medical images and three orthogonal views of the imaging data. A challenging question in imageguided surgery is: what happens when the images used in the guidance display no longer correspond to the current geometric state of the anatomy and guidance information is still desirable?
Introduction
In the traditional image-guided surgery paradigm, imaging of the patient occurs preoperatively. A patient-specific three-dimensional (3D) model is constructed by isolating structures of interest from surrounding tissues in the imaging data, and this model is used by the surgeon in the operating room for guiding the placement of surgical tools after it is brought into correspondence with the physical state of the patient. In a typical surgical guidance display, the surgeon is presented with orthogonal views of the preoperative medical image volume, a view of the 3D surface model and renderings of the surgical tools with respect to the anatomy. This approach is appropriate for bony structures that do not deform from their preoperative state. However in soft tissue surgery, deformation occurs due to manipulation of the organ, application of pharmaceuticals and gravity, such that the surgeon's guidance display can often no longer correspond to the physical reality of the patient.
In the case of the liver, systemic studies have shown that the liver can non-rigidly deform by up to 2 cm, which compromises the accuracy of systems that rely on assumptions of organ rigidity (1) . In open abdominal liver tumour removal surgeries, significant deformation occurs when the liver is detached from the supporting ligamenture for inspection of the organ. Prior to the hepatectomy, the liver is packed with surgical sponges and mobilized for better access to the tumour area, which results in further deformation (2) .
Intraoperative magnetic resonance imaging (MRI) and computed tomography (CT) methods have been proposed by many authors for the solution to the organ-shift problem (1, 3) . Typically, a high-resolution data-rich image volume is acquired prior to surgery and one or more lower-resolution images are attained during surgery. Correspondence is established from the intraoperative state of the anatomy to the preoperative state, so that surgical plans and other imaging datasets [e.g. from functional MRI, diffusion tensor imaging, positron emission tomography (PET), to name a few] obtained preoperatively can be utilized. The mechanism of deformation correction, in this case, is the non-rigid registration algorithm. Another method of compensating for deformation is to use a low-cost intraoperative data acquisition device such as intraoperative ultrasound (4) (5) (6) or laser-range scanning technology (7) (8) (9) (10) coupled with sophisticated computational models. In this model-updated paradigm, intraoperative data is matched to preoperative data, and deformation is accounted for using a finite-element model of the target anatomy under deformation. There is a need to update the guidance display with any of these deformation schemes. In the case of intraoperative imaging, one could simply update the display with the intraoperative image if the resolution of the image were sufficient.
In this study, a novel method of incorporating deformation correction is introduced and its efficacy is compared to that of the more traditional design, whereby computed deformations are applied directly to the preoperative image volume. Intraoperatively deforming the image volume requires > 1.5 min to complete. Our new method requires virtually no time, since the deformation update is only computed for the current location of the tool, rather than for the entire image volume. We compare surgical performance with these techniques in a user study employing data from image-guided liver interventions. The criteria for comparison are the time it takes to navigate to a subsurface target and the accuracy with which this task is achieved.
Deformation correction framework
The deformation correction framework used in this study requires many distinctive steps, which are illustrated in Figure 1 and briefly described in this section. In this paper, one specific aspect of deformation correction using mathematical models is investigated, and that is the update of the guidance display with the computed deformation field (the final box in the chart). A detailed description of this deformation correction scheme can be found in related work (2) . In summary, the framework consists of the following:
Preoperative phase 1. CT scan. A CT scan of the target anatomy is obtained, the same as in conventional liver surgery. 2. Segmentation and model construction. The liver is segmented from neighbouring structures using a semiautomatic method (11) and a 3D surface model is constructed using marching cubes (12). 3. Mesh generation. The 3D surface model is smoothed and parameterized using FastRBF toolkit (FarField Technology, Christchurch, New Zealand). Using the 3D surface model, a volumetric tetrahedral mesh is generated for use with our finite element methodology (13) .
Intraoperative phase 1. Surface data acquisition. A 3D surface representation of the deformed liver is acquired using a laser range Figure 1 . Typical workflow for the deformation correction framework. This paper addresses updating the guidance system, depicted in the last box of the diagram scanner (LRS; Pathfinder Therapeutics Inc., Nashville, TN, USA). The scanner collects 3D surface data (as a point cloud) and a two-dimensional (2D) texture of the scanned object. 2. Registration. The LRS surface is registered to the preoperative 3D model using landmarks/features identified on the preoperative model and corresponding landmarks/features designated in surgery with an optically-tracked stylus (the falciform ligament, round ligament and inferior ridges are used for this purpose). Initial alignments are achieved with the iterative closest-point algorithm (ICP) (14) and refined using a variant of ICP, which weights salient features from the liver more than the remainder of the LRS surface (15). 3. Correspondence determination. The residual closestpoint distances between the preoperative and intraoperative organ surfaces are computed to assist in further alignment. 4. Boundary condition generation and model update. After establishing an initial alignment and correspondence between the preoperative and intraoperative surfaces using rigid registration and correspondence operator, respectively, the alignment is then improved by accounting for the non-rigid deformation using a computational model. One strategy could be to apply the residual displacements computed in the correspondence step as boundary conditions for the computational model; however, the LRS data are typically incomplete and only exists for areas of the organ in direct line of sight with the device. As a result, the volumetric deformations provided are often only useful in a very local area that may or may not include the entire surgical focus. In this study we used sparse extrapolative techniques that attempt to predict a distribution of correspondence outside the focal LRS region, using a surface Laplacian (2, 16) . Once a complete boundary condition set is known, the computational model can be run and a volumetric prediction of organ deformation is generated. 5. Guidance display update. Once a deformation field is computed, the guidance display requires updating with the information. In this paper, two methods towards the incorporation of non-rigid deformation fields have been implemented and compared: the application of the deformation field from the computational model to (a) the image volume and (b) the tip of the surgeon's tool.
Time is a key factor in the clinical realization of our framework. The time required in the intraoperative phase of the framework is of particular importance, since this is the amount of time that the surgical staff will be waiting for an update of the guidance display. Our software implementation of the intraoperative phase was developed with full parallelization in mind, using PETSc and MPICH2 (Argonne National Laboratories, USA). All computations were performed on a parallel cluster of eight 2. 
Related work
Miga et al. (10, 17, 24) proposed a method of updating preoperative image volumes with intraoperative updates provided by finite-element models. Once the model update was performed, calculating the displacement for each voxel using the finite-element basis functions deformed the preoperative images. The voxel intensities were assigned based on backcasting the model to the undeformed state. Miga et al. (17, 24 ) demonstrated a complete image update, including deformation due to organ sag, retraction, partial resection and complete resection. These methods address the development of modelling techniques as well as quantitative aspects of deformation correction, but only tangentially address the problem of integrating deformation into operating room (OR) workflow and, specifically, the systemic investigation of the effect of displaying deformed preoperative images on surgical efficacy. In this paper, we provide two distinct contributions. First, we describe a new method of conveying deformation to the surgeon, by applying the correction to the tip of the surgeon's tool rather than to the image volume. Second, we compare the proposed technique with the image volume deformation technique and study the effect of these schemes on surgical performance. To our knowledge, this is the first experiment of its kind whereby surgical navigation is directly tested within the context of using deformationcorrected image-guided display techniques.
Materials and methods
In this section, we describe the source of the patient data used as stimuli for each task in this navigation study, the methods used to integrate the calculated deformation field into the guidance display, and the design of the navigation study. It is important to note that the computational details and accuracy assessment of the biomechanical model have been described in other work [see e.g. Dumpuri et al.
(2)]; we are simply using the data and models for computing the guidance environment stimuli employed in the user study.
Hepatectomy data source
The datasets for three patients undergoing partial hepatectomy were selected from a 75 patient clinical trial of imageguided liver surgery conducted by our industrial partner, Pathfinder Therapeutics Inc. (Nashville, TN, USA), and our academic partners, Memorial Sloan Kettering Cancer Center, Pittsburgh Medical Center, and the University of Florida, Gainsville Medical Center. All data were obtained with written patient consent and under the auspices of the institutional review boards of the respective institutions. For the navigation study described herein, we used the data acquired preoperatively and intraoperatively in the clinical trial and applied our biomechanical models retrospectively, using the methods outlined in the previous section and illustrated in Figure 1 .
Guidance display updating methods
In the study, subjects were presented with a guidance display with either a) corrected preoperative images or b) our new method in which the deformation field is applied to the tool tip.
Deformation field applied to preoperative image volumes We applied the volumetric deformation field to the preoperative images to generate a deformed image volume for use in navigation tasks. Due to the nature of the framework depicted in Figure 1 , the liver is the only object for which a volumetric deformation field is calculated; therefore, the position and orientation of the other, non-liver, objects within the deformed CT image volume remain unchanged, as compared to the rigidly registered undeformed CT image volume. To create a deformed image volume, initially the voxels within the liver extents are assigned the background intensity. Using the mesh (step 3 of the preoperative phase, above) and the calculated deformation field resulting from intraoperative data acquisition (steps 1-4 in the intraoperative phase), a deformed mesh is generated. Once complete, all the voxels within the deformed elements are identified and the linear tetrahedral basis functions can be used to interpolate the appropriate reverse deformation field. Once the reverse displacement for each voxel in the deformed geometry is known, it can be used to determine the appropriate intensity for each voxel, using a trilinear interpolation of the eight nearest neighbour voxels in the original undeformed reference image volume.
Two sample image volumes before and after deformation correction are shown in Figure 2 . The first image volume (Figure 2a, b) has moderate deformation, while the deformation in the second volume (Figure 2c, d ) is more severe. Note that the background anatomy is simply overlaid on the deformed liver domain and therefore does not take into account any deformation. The bright white spot represents the simulated tumour.
Deformation field applied to instrument tip Our novel method of introducing deformation into the guidance display is to apply the appropriate displacement value from the volumetric deformation field to the tip of the surgical tool, while leaving the preoperative images intact. In a traditional guidance system framework, a global rigid transformation is applied to the position and orientation of the surgical instrument, so that the instruments are superimposed on image volumes. With our method, the global rigid registration transformation is applied, followed by a local non-rigid refinement of the transformed tool tip.
The rigid registration transforms the surgical instruments from physical space in the operating room to the preoperative image space. The non-rigid refinement step corrects the position of the tool on the images, using the volumetric deformation field computed by the finiteelement model. Since the volumetric deformation field does not exist for every voxel in the preoperative image volume (i.e. deformation is only computed at the nodes of the finite element mesh and can only be interpolated internally), an interpolation (if the transformed tool position is within the extents of the liver) or an extrapolation (if the transformed tool position lies outside of the extent of the liver) is required. Similar to image deforming, the finite element basis functions can be used to estimate the displacement vectors at any point within the domain of the organ.
For applying the non-rigid correction outside of the liver, an envelope around the organ is defined whereby the nearest displacement on the liver mesh is assigned to the voxel envelope but with a linearly decreasing magnitude as a function of the distance to the mesh. The equation that expresses this weighting scheme, D i , is:
where d i is the unsigned closest-point distance to the surface of the volume mesh in millimeters, V is the respective non-rigid displacement vector associated with that position in the computational model and voxels env are the voxels inside of the envelope. The effect of equation 1 is that as a tracked stylus approaches the physical organ, a smooth non-rigid adjustment to the stylus (based on the equation 1 extrapolation) is performed until the user touches the organ where model-based interpolations exist. If the extrapolative envelope did not exist, the surgeon might experience a flickering effect if the stylus lost any contact with the organ surface while swabbing/interrogating for surgery, because the areas outside of the organ would be undefined. We should also note that the voxels outside the extrapolative envelope have no added correction and are subject only to the initial rigid alignment.
An example rendering of the magnitude of the displacements including the envelope is illustrated in Figure 3 .
Dark blue indicates no displacement; lighter blue represents the envelope surrounding the organ. The envelope serves to gradually increase the magnitude of the displacements from the outside of the organ (where there is no displacement) to the inside of the organ (where there is displacement). Without the envelope, the tool could move in a disjointed manner when moving from the inside of the organ to the outside.
A comparison of a surgical guidance display with no correction, correction applied by deforming the images and correction applied to the tip of the tool is depicted in Figure 4 . The same patient dataset is used with the surgical tool positioned on the (bright white) tumour target for all figures. In Figure 4a no correction is applied; hence, the cross-hairs are not centred on the tumour. In Figure 4b , c, correction is applied and the cross-hairs are centred on the tumour. The navigation study used only conditions (b) and (c); the uncorrected volume is shown for comparison only. A fourth view in the guidance display (not depicted in the figure) , consisting of the 3D model with a rendering surgical instrument, was also displayed.
User study
This study mimics the localization of small tumours in image-guided liver surgery. In this task, the surgeon must find a subsurface target (tumour). We quantify the success of this task by measuring the time it takes to complete the task and the accuracy of the position of the tool on the virtual display, as recorded by the optical tracking system. 
Subjects
Eleven subjects performed the experiment. Two senior residents from Vanderbilt University Medical Center, our affiliated research hospital, both with experience with commercial surgical systems, participated in the study. Nine subjects from the university community with no experience in surgical navigation also completed the study.
Apparatus
A Polaris Spectra optical tracking system (Northern Digital Inc., Waterloo, ON, Canada) tracked the position and orientation of a passive target attached to the apparatus and the surgical stylus. Eight metal targets, each 6.5 mm in diameter, were mounted to an optical bench in an irregular arrangement. Modelling clay obscured the targets from view. An 18 inch computer monitor placed in the line of sight of the subject (approximately 1 m in front) displayed guidance information to the subject during the experiment (see Figure 5 ).
Stimuli
We placed two virtual tumours (spheres with diameter 6.5 mm) in each of the three hepatectomy patient datasets, for a total of six virtual tumours for use in the study. The virtual tumour was rendered in bright white in the CT volume within the orthogonal views, and as a 3D model in the model view of the guidance display. The array of targets in the apparatus were aligned with the virtual tumours by touching the physical targets with the calibrated optically tracked stylus and registering this with the known position of the tumour in the volume. When the subject touched the physical target, the virtual tool in the guidance display touched the virtual tumour. Figure 4 . Axial, coronal and sagittal views from the surgical navigation system using: (a) no correction; (b) correction applied to the deformed image; and (c) correction applied to the tool tip. The cross-hairs represent the current location of the tool. The surgical instrument was fixated such that these images were captured with respect to the same physical location. The bright white spot is the tumour
The size of the physical targets corresponded to the size of the simulated tumours in the CT.
Subjects were presented with the guidance display. Their task was to use the display to navigate to the physical tumour obscured by modelling clay.
Experiment
Each subject was trained using two preliminary trials in order to reduce the effects of learning. Each subject was presented with six trials with the deformed image volume (see Figure 4b ) and six trials with the deformed tip (see Figure 4c ). Within each group of six, the order in which tasks were presented to subjects was randomized. To further address the effects of learning and fatigue, half of the subjects performed trials with the deformed image volume prior to trials with the deformed tip.
The results of the study were analysed using hypothesis testing wherein a null hypothesis states no effect (or no difference) between groups and the alternative hypothesis indicates the presence of an effect or a difference in groups. A research hypothesis typically predicts an effect or difference; generally a researcher expects the alternative hypothesis to be supported (21) .
Equivalence testing is a recent development in statistical methodology used for testing proof of similarity between groups within a small amount, Δ; measures that differ by at most Δ are considered to be equivalent (22) . Δ is chosen according to the application. In the equivalence testing in this study, Δ = 2 mm was chosen as a clinically meaningful difference in accuracy due to inaccuracies in optical tracking and instrument calibration. Δ = 60 s was chosen as a clinically meaningful time differential in performing a guidance task. We chose this value because, in the USA, operating room time is billed by the minute.
Results
We measured the accuracy with which subjects localized the virtual target with the tool and the time required to place the tool. Mean localization error and time for trials in which the image volume was deformed was 4.7 AE 2.1 mm and 73 AE 57 s, respectively. Mean localization error and time for trials in which the tool tip was deformed was 3.7 AE 1.6 mm and 77 AE 65 s. These results are summarized in Table 1 .
A one-way analysis of variance (ANOVA) tested for significant differences in performance (accuracy and time) across all conditions. The test found significant differences in accuracy (F = 10.850, p < 0.001) but not time (F = 0.085, p = 0.771). The results for mean accuracy and time by condition for each trial are plotted in Figure 6 and for each subject in Figure 7 .
A two-sided t-test tested for similarity in performance (accuracy and time required for localizing structures of interest in the task) across all conditions. The test indicated that the theoretical difference is within a clinically unimportant interval for accuracy (Δ = 2 mm, p ≤ 0.05) and time (Δ = 60 s, p ≤ 0.05).
We also tested whether the magnitude of the deformation had any effect on performance. We did this by measuring the 3D distance between each tumour in the deformed and undeformed states. A one-way ANOVA tested for significant differences in performance (accuracy and time) with respect to the magnitude of deformation. The test found no significant differences in accuracy (F = 0.666, p = 0.650) or time (F = 0.737, p = 0.597).
Discussion
We studied two simple methods of updating a surgical navigation system with a deformation field computed using a biomechanical finite-element model. Our proposed method of applying the deformation to the tip of the surgical tool requires virtually no computational overhead, since the deformation is only computed for the current location of the tool rather than for the entire image volume. For the datasets in this study, the process of deforming the image volume required > 1.5 min to complete on an eight processor 3.2 GHz Intel i7 CPU with 12 GB of RAM. Removing this step is important because after an update has been computed in the operating room the surgeon must wait for the result before resuming surgery. Time expense is one of the fundamental challenges of using computational models in surgery. We were very encouraged that our new method of applying the deformations to the tip of the surgeon's tool resulted in a statistically significant improvement in the localization accuracy over conducting the same test with its image-deformed counterpart for guidance (p < 0.001).
The difference in means between the deformed image volume trials and the deformed tip trials is on the order of 1 mm (see Table 1 ) with the deformation of the tool tip performing better. Indeed, equivalence testing demonstrated that the accuracy of both methods were statistically similar to within 2 mm. Our argument is not one of accuracy improvement; we simply show that our method is just as good (in terms of surgical performance) as the established method of conveying a computational model solution. The premise is that, since our method requires no computational overhead and has no negative performance repercussions, it may be a better methodological direction for the incorporation of non-rigid changes to guidance displays.
One might expect that our new method could potentially reduce localization accuracy, since small movements in physical space could translate to non-linear scale movements in the virtual display, resulting in a target-chasing effect. For example, moving from large to small displacements could cause the tool to 'jump' on the display. In practice, since we are applying smoothed boundary deformation onto a homogeneous material, the linear elastic constitutive equations used in the mechanical model would dictate that the displacements should be smooth, without discontinuities or large jumps. If the mesh were too coarse, accurately capturing the smooth displacement distribution would be problematic, but since there is a sufficient level of mesh refinement in the model, the displacement field should be smooth. This was supported in our results. Specifically, we tested the effect of the magnitude of the deformation on performance and found no significant differences.
With respect to time for task completion, equivalence testing results indicated that the two approaches are indistinguishable from each other and that any difference is of no practical consequence. The primary advantage of applying the deformation to the tool tip, rather than to the image volume, is that the preoperative image volume(s) remains pristine, i.e. the high resolution preoperative diagnostic scan as well as any additional data that has been registered to that scan (e.g. functional MRI, PET scans, etc.). By demonstrating that our technique does not affect surgical performance, the stylus can be instantly rendered on every tomographic image set simultaneously.
At this time, we chose not to test the effect of navigation without deformation correction. With the same apparatus, we could have simply shown subjects a third condition in which the undeformed volume is shown with no means of correction. If we give subjects imperfect intraoperative information, we are no longer studying the effect of navigation methods but rather the effect of performing with poor data. It would be relatively straightforward to set up a study in which surgeons always perform better with the corrected displays; this would have more to do with the accuracy of the deformation correction scheme rather than the navigation method, which is what we were concerned with in this study. Here, we chose to isolate the effect of the type of deformation correction display on performance. Nevertheless, these preliminary results are exciting and speak to new studies in spatial cognition that have not been attempted within the deformation correction community.
As another note of interest, the two experts who took part in our study correspond to subjects 4 and 5 in Figure 7 . While we do not have enough expert subjects for a statistical comparison based on experience, it is interesting to note their performance in Figure 7 . With respect to accuracy, both experts found that the deformation correction applied to the tip produced more accurate localization than the guidance based on the deformed image; however, with respect to the time to execute, the results were mixed, with one favouring the transformed tip and the other favouring the deformed image. While these observations are anecdotal, they do provide a glimpse into some fascinating questions remaining that are concerned with surgical cognition within the context of image guidance.
The primary criticism of our study is that we chose nonexpert subjects for participation. The purpose of this study was to show that, within a very specific guidance task, performance (time and accuracy) could be affected by navigation method. This study is a preliminary study; further investigation with surgeons in the operating theatre is needed before final conclusions can be drawn. However, we needed to first show the potential of the method. A prospective study is under way in collaboration with our neurosurgical colleagues at Vanderbilt University Medical Center. In this investigation, the surgeon is presented with three conditions in succession, a guidance display with: (a) no correction; (b) deformation correction by deformed images; and (c) deformation correction by deformed tool tip. The surgeon's task is to interrogate the surface and (when possible) subsurface extents of the brain and resection cavity with the tracked surgical tools and to report which display best represents physical reality better.
Not many studies have been devoted to an assessment of how surgical performance is affected by the visualization methods adopted for CT and MR images; as such this area deserves further investigation. The lack of studies could be because it is challenging to define a task representative of a typical use of a guidance display that can be statistically analysed. In addition, an in-depth study of such factors would require extensive clinical integration and collaboration, with the potential of increasing OR time.
Finally, we believe that this study addresses a new paradigm in surgical navigation. Galloway and Peters posit that: 'one of the fundamental concepts of [image-guided surgery], which is that images represent the present state of the physiology, is only the first approximation' (23). Indeed, increased processing power and memory mean that sophisticated mathematical models can be solved within the OR environment. A crucial step in this development is the integration of these models into surgical displays.
Conclusion
We have presented an approach for updating the guidance display with deformation fields calculated from finiteelement models. In a preliminary study of surgical task performance, using our novel method of applying the deformation to the tip of the tool rather than the traditional method of applying deformation to the image volume, accuracy was shown to be statistically equivalent to within 2 mm (p < 0.05), while the time to navigate was shown to be equivalent (p < 0.05). When one considers the wealth of preoperative data available, application of the model correction to the tool tip approach is an enabling technique for efficient decision making within the changing intraoperative environment.
