In this paper we show existence and uniqueness of the solution in viscosity sense for a system of nonlinear m variational integral-partial differential equations with interconnected obstacles whose coefficients (fi)i=1,··· ,m depend on (uj)j=1,··· ,m. From the probabilistic point of view, this system is related to optimal stochastic switching problem when the noise is driven by a Lévy process. The switching costs depend on (t, x). As a by-product of the main result we obtain that the value function of the switching problem is continuous and unique solution of its associated Hamilton-Jacobi-Bellman system of equations. The main tool we used is the notion of systems of reflected BSDEs with oblique reflection driven by a Lévy process.
Introduction
In this paper, we study the existence and uniqueness of a solution to the system of integro-partial differential equations (IPDEs in short) of the following form: ∀i = 1, · · · , m,
(u i (t, x) − g ij (t, x)); −∂ t u i (t, x) − Lu i (t, x) − f i (t, x, (u 1 , u 2 , · · · , u m )(t, x))} = 0, (t, x) ∈ [0, T ) × R,
where L is a generator associated with a stochastic differential equation whose noise is driven by a Lévy process L := (L t ) t≤T defined on a filtered probability space (Ω, F , (F ) t≤T , P) and then L is a non local operator.
This system is related to a stochastic optimal switching problem since a particular case is actually its associated Hamilton-Jacobi-Bellman system. Let us describe briefly the stochastic optimal switching problem. Let (t, x) ∈ [0, T ] × R and (X where {θ j } j≥0 is an increasing sequence of stopping times with values in [0, T ] and (α j ) j≥0 are random variable with values in A := {1, . . . , m} (the set of modes to which the controller can switch) such for any j ≥ 0, α j is F θj −measurable. The pair Υ = ((θ j ) j≥0 , (α j ) j≥0 ) is called a strategy of switching and when it satisfies P[θ n < T, ∀n ≥ 0] = 0 it is said admissible. Finally we denote by A i t the set of admissible strategies such that α 0 = i and θ 0 = t.
Assume next that for any i = 1, . . . , m, f i (t, x, (y i ) i=1,...,m ) = f i (t, x), i.e., f i does not depend on (y i ) i=1,m .
Let Υ be an admissible strategy of A i t with which one associates a payoff given by: ) is the instantaneous (resp. terminal) payoff when the strategy a (or Υ) is implemented while g iℓ is the switching cost function when moving from mode i to mode ℓ (i, ℓ ∈ A, i = ℓ). Next let us define the optimal payoff when starting from mode i ∈ A at time t by u i (t, x) := inf
As a by-product of our general result we obtain that the value functions (u i ) i∈A (or optimal payoffs) of this switching problem is continuous and of polynomial growth and is the unique solution in viscosity sense of system (1.1). A similar problem has been already considered by Biswas et al. [7] , however one should emphazise that in that work, the switching costs are constant and do not depend on (t, x). This latter feature makes the problem easier to handle since one can directly work with the functions u i defined in (1.2).
Optimal switching problems are well documented in the literature (see e.g. [7, 9, 3, 8, 18, 21, 13, 22, 24, 28, 33, 12] etc. and the references therein), especially in connection with mathematical finance, energy market, etc.
The main objective and novelty of this paper is to study system (1.1) in the general case, i.e., to allow for f i to depend on (u i ) i=1,m and the switching costs g ij to depend on (t, x) and to show that (1.1) has a unique solution.
Our method is based on the link of (1. and we show that (u j (t, x)) j∈A is the unique solution of (1.1).
In the Brownian framework of noise, the link between systems of PDEs with interconected obstacles and systems of reflected BSDEs with oblique reflection has been already stated in several papers (see e.g. [19, 22] , etc.). Therefore in this work we extend this link to the setting where the noise is driven by a Lévy process.
This article is organized as follows. In Section 2 we collect the main results on Teugels martingales. Section 3 is devoted to reflected BSDEs driven by a Lévy process (existence and uniqueness of a solution and comparison)
and their connection with IPDEs with obstacle. We finally consider the system of reflected BSDEs with interconnected obstacles (1.3) and we show existence and uniqueness of a solution of this system when, mainly, the functions (f i ) i∈A are Lipschitz in ((y i ) i∈A , v) and the swicthing costs verify the so-called non-free loop property.
We construct a mapping which is a contraction in an appropriate Banach space and which has a fixed point which provides the solution of system (1.3). Section 4 is devoted to the study of system of IPDEs (1.1). Contrarily to system of reflected BSDEs (1.3), we only consider the case when the functions f i , i ∈ A, do not depend on u. We first show that this system has a solution in viscosity sense when for any i ∈ A, the function f i is non-decreasing w.r.t. to y k (k = i) when the other components are fixed. We then give a comparison result of subsolutions and supersolutions of system (1.1) based on Barles-Imbert's result on PDEs with non-local term [6] . As usual this comparison result insures continuity and uniqueness of the solution of system (1.1). Finally we provide another existence and uniqueness result of a solution for system (1.1) in the case when for any i ∈ A, f i is decreasing w.r.t. y k for any k = i when the other components are fixed. This result is deeply based on the first existence and uniqueness of the solution of system (1.1) and, on the other hand, the exitence and uniqueness result of a solution of system of reflected BSDEs (1.3). According to our knowledge it cannot be obtained by using PDE techniques only. At the end of this paper we give an Appendix where two results are collected. The first one is related to the representation of the Y j s of the solution of system (1.3) as a value function of a switching problem. As for the second one, it provides an equivalent definition of the viscosity solution of system (1.1) which is somehow of local type.
Preliminaries
A Lévy process is an R-valued RCLL (for right continuous with left limits) stochastic process L = {L t , t ≥ 0} defined on a probability space (Ω, F , P) with stationary and independent increments (L 0 = 0) and stochastically continuous.
For t ≤ T let us set F t = G t ∨N where G t := σ{L s , 0 ≤ s ≤ t} and N is the P-null sets of F , therefore {F t } t≤T is complete and right continuous. Next by P we denote the σ-algebra of predictable processes on [0, T ] × Ω and finally for any RCLL process (Γ t ) t≤ we denote by Γ t− := lim sրt Γ s and ∆Γ t := Γ t − Γ t− its jump at t, t ∈ (0, T ].
We now introduce the following spaces: (a) S 2 := {ϕ := {ϕ t , 0 ≤ t ≤ T } is an R-valued, F t -adapted RCLL process s.t. E( sup 0≤t≤T |ϕ t | 2 ) < ∞} ; A 2 is the subspace of S 2 of non-decreasing continuous processes null at t = 0 ;
n is a P-measurable process and
(e) Π g is the space of deterministic functions u(t, x) from [0, T ] × R into R of polynomial growth, i.e., such that for some nonnegative constants p and C one has,
Let us now recall the Lévy-Khintchine formula of a Lévy process (L t ) t≤T whose characteristic exponent is Ψ,
i.e., ∀t ≤ T and θ ∈ R, E(e iθLt ) = e tΨ(θ)
where a ∈ R, ̟ ≥ 0 and Π is a σ-finite measure on R * := R − {0} (we Π({0}) = 0 and then the domain of integration is the whole space), called the Lévy measure of L, satisfying
and
Conditions (2.1)-(2.2) imply that for any i ≥ 2,
and then the process (L t ) t≤T have moments of any order.
Next following Nualart-Schoutens [27] we define, for every i ≥ 1, the so-called power-jump processes L (i) and their compensated version Y (i) , also called Teugels martingales, as follows: ∀t ≤ T ,
Note that for any
An orthonormalization procedure can be applied to the martingales Y (i) in order to obtain a set of pairwise strongly orthonormal martingales (H (i) ) i≥1 such that each H (i) is a linear combination of (Y (j) ) j=1,i , i.e.,
It has been shown in [27] that the coefficients c i,k correspond to the orthonormalization of the polynomials 1, x, x 2 , ... with respect to the measure ν(dx) = x 2 Π(dx) + ̟ 2 δ 0 (dx) (δ 0 is the Dirac measure at 0). Specifically the polynomials (q i ) i≥0 defined by
Then for any i ≥ 1 and t ≤ T we have:
As a consequence, for any t ≤ T and i ≥ 1, ∆H
In the particular case of i = 1, we obtain
Finally note that for any i, j ≥ 1 the predictable quadratic variation process of H (i) and H (j) is
Remark 2.1. If Π = 0, we are in the classical Brownian case and all non-zero degree polynomials q i (x) will vanish, giving
On the other hand, if Π only has mass at 1, we are in the Poisson case and once more H (i) = 0, i ≥ 2. Both cases are degenerate ones in this Lévy process framework.
The main result in the paper by Nualart-Schoutens [26] is the following representation property which allows for developping the BSDE theory in this Lévy framework. 
s . As a consequence of Theorem 2.1, and as in the framework of Brownian noise only, one can study standard BSDEs or reflected ones. The result below related to existence and uniqueness of a solution for a reflected BSDE driven by a Lévy process, is proved in [31] . Indeed let us introduce a triplet (f, ξ, S) that satisfies:
Assumptions (A1):
(i) ξ a random variable of L 2 which stands for the terminal value ;
is a function such that the process (f (t, 0, 0)) t≤T belongs to H 2 and there exists a constant κ > 0 verifying
, for every t, y, y ′ , z and z ′ .
(iii) S := (S t ) 0≤t≤T is a process of S 2 such that S T ≤ ξ, P − a.s., and whose jump times are inaccessible stopping times. This in particular implies that for any t ≤ T , S p t = S t− , where S p is the predictable projection of S (see e.g. [10] , pp.58 ) for more details on those notions.
In [31] , the authors have proved the following result related to existence and uniqueness of the solution of one barrier reflected BSDEs whose noise is driven by a Lévy process.
Theorem 3.1. Assume that the triple (f, ξ, S) satisfies Assumptions (A1). Then there exists a unique triplet of
The triple (Y, U, K) is called the solution of the reflected BSDE associated with (f, ξ, S).
To proceed we need to compare solutions of reflected BSDEs of types (3.1). So let us consider a stochastic
and let M := (M t ) t≤T be the stochastic integral defined by:
We next denote by ε(M ) := (ε(M ) t ) t≤T the process that satisfies: ∀t ≤ T ,
By Doléans-Dade's formula we have (see e.g. [30] ):
Let us now introduce the following assumption on the process V .
and there exists a constant C such that:
We then have:
Proposition 3.1. Assume that Assumption (A2) is fulfilled. Then, P-a.s., for any t ∈ [0, T ], ε(M ) t > 0 and
Proof. First note that for any t ≤ T ,
therefore for any t ≤ T , ε(M t ) > 0. Next by using Doléans-Dade's formula and since
where for t ≤ T ,
is a local martingale. On the other hand, the quantity
ds is bounded and ε(N ) ≥ 0, then for any 
s≤T a uniformly bounded process, and finally let
be the solution of the following BSDE:
be the process defined as follows:
Then for any t ≤ T , Y t satisfies:
is the solution of the BSDE:
where
then for any t ≤ T , 
Note that since X t is uniformly square integrable, Y ∈ S 2 , U ∈ H 2 (ℓ 2 ) and finally taking into account Assumption (A2) on V , we get that N is a uniformly integrable martingale on [t, T ]. Therefore taking conditional expectation to obtain:
which is the desired result.
We now focus on the second part of the claim. By Itô's formula we have:
Next since X t ≥ 0 and taking into account the inequality satified by f to obtain:
But once more N ′ is a uniformly integrable martingale then by taking the conditional expectation we obtain:
which completes the proof.
We are now ready to give a comparison result of solutions of two BSDEs of type (3.1).
be the solution of the following BSDE: ∀t ≤ T ,
We finally provide a comparison result of solutions of reflected BSDEs of type (3.1) which will be useful in the sequel. 
Proof. For i = 1, 2, let us consider the following sequence of processes (
satisfy:
s , ∀t ≤ T and let us denote by
For any n ≥ 0, f n 1 satisfies (3.8) and f
. Therefore using the comparison result of Proposition 3.3, we deduce that: ∀n ≥ 0,
(3.12) 
We are now going to make a connection between reflected BSDEs and their associated IPDEs with obstacle.
So let (t, x) ∈ [0, T ] × R and let (X t,x s ) s≤T be the solution of the following standard SDE driven by the Lévy process L, i.e., where we assume that the functions b and σ are jointly continuous, Lipschitz continuous w.r.t. x uniformly in t,
i.e., there exists a constant C ≥ 0 such that for any
As a consequence, the functions b(t, x) and σ(t, x) are of linear growth. We additionally assume that σ is bounded, i.e., there exists a constant C σ such that
Under the above conditions on b and σ, the process X t,x exists and is unique (see e.g. [30] , pp.249), and satisfies:
Next let us consider the following functions:
which we assume satisfying:
(i) h, Ψ and f (t, x, 0, 0) are jointly continuous and belong to Π g ;
(ii) the mapping (y, z) → f (t, x, y, z) is Lipschitz continuous uniformly in (t, x) ;
(iv) The generator f has the following form,
where the mapping η ∈ R −→ h(t, x, y, η) is non decreasing, and there exists a constant C > 0, such that
Next let (t, x) ∈ [0, T ] × R be fixed and let us consider the following reflected BSDE:
Under assumptions (A3)-(i), (ii), (iii), the reflected BSDE (3.17) is well-posed and has a unique solution
, thanks to Theorem 3.1. Moreover the following estimate holds true:
On the other hand, the quantity
is deterministic, continuous and satisfies
Fore more details, one can see e.g. [32] . Finally note that under Assumptions (A3) and by (3.18) the function u belongs also to Π g .
Next let us introduce the following IPDE with obstacle:
where L is the generator associated with the process X t,x of (3.13) and which has the following expression:
where c 1,1 is defined in (2.3).
We are going to consider solutions of (3.20) in viscosity sense whose definition is as follows:
attains its global minimum (resp. maximum) at (t,x),
The function u is said to be a viscosity solution of (3.20) if it is both its viscosity subsolution and supersolution.
In 
Systems of reflected BSDEs with inter-connected obstacles driven
by a Lévy process and multi-modes switching problem.
We now introduce the following functions f i , h i and g ij , i, j ∈ A:
) is measurable and of polynomial growth w.r.t. (t, x).
(iv) For any
, which may depend on U 1 and U 2 , that satisfies (A2) and such that :
nondecreasing whenever the other components (t, x, y 1 , · · · , y k−1 , y k+1 , · · · , y m , u) are fixed.
(II) ∀i, j ∈ A, g ii ≡ 0 and for k = j, g jk (t, x) is non-negative, continuous with polynomial growth and satisfy the following non-free loop property:
For any (t, x) ∈ [0, T ] × R and for any sequence of indices
(III) ∀i ∈ A, h i is continuous with polynomial growth and satisfies the following coherence condition:
We now describe precisely the switching problem. Let Υ = ((θ j ) j≥0 , (α j ) j≥0 ) be an admissible strategy and let a = (a s ) s∈[0,T ] be the process defined by
where {θ j } j≥0 is an increasing sequence of F t -stopping times with values in [0,T] and for j ≥ 0, α j is a random variable F θj -measurable with values in A = {1, ..., m}. If P[lim n θ n < T ] = 0, then the pair {θ j , α j } j≥0 (or the process a) is called an admissible strategy of switching. Next we denote by (A a s ) s≤T the switching cost process associated with an admissible strategy a, which is defined as following:
where X t,x is the process given in (3.13). Next, for η ≤ T and i ∈ A, we denote by
Assume momentarily that for i ∈ A, the function f i introduced previously does not depend on − → y and u. For t ≤ T and a given admissible strategy a ∈ A i t , we define the payoff J a i (t, x) by:
Finally let us define
As a by-product of our main result which is given in Theorem 4.3 below, we get that the functions (
is the unique continuous viscosity solution of the Hamilton-Jacobi-Bellman system associated with this switching problem.
Let (t, x) ∈ [0, T ] × R and let us consider the following system of reflected BSDEs with oblique reflection:
s )} and
Note that the solution of this BSDE depends actually on (t, x) which we will omit for sake of simplicity, as far as there is no confusion. We then have the following result related to existence and uniqueness of the solution of (3.24). Proof. The proof follows the same lines as in [8] and [19] . It will be given in two steps.
Step 1: We will first assume that the functions f i , i ∈ A, verify (A4)(I)(ii)-(v). The other assumptions remain fixed.
Let us introduce the following standard BSDEs : ∀s ≤ T ,
(3.26)
Note that thanks to Theorem 1 in [27] , each one of the above BSDEs has a unique solutions. Next for j = 1, · · · , m and n ≥ 1, let us define (Y j,n , U j,n , K j,n ) by:
By induction we can show that system (3.27) has a unique solution for any fixed n ≥ 1 since when n is fixed, (3.27) reduces to m decoupled reflected BSDEs. On the other hand it is easily seen that (Ȳ ,Ū , 0) is also a solution of :
Next since for any i ∈ A, f i verifies Assumption A4(I), by Proposition 3.4 and an induction argument, we get that P-a.s. for any j, n and
, has a limit which we denote by Y j , for any j ∈ A. By the monotonic limit theorem in [16] , Y j ∈ S 2 and there exist
where for any j ∈ A, U j is the weak limit of (U j,n ) n≥1 in H 2 (ℓ 2 ) and for any stopping time τ , K j τ is the weak
. Finally note that K j is predictable since the processes K n,j are so, for any n ≥ 1.
Let us now consider the following RBSE:
According to Theorem 3.3 in [1] , this equation has a unique solution. By Tanaka-Meyer's formula (see e.g. [30] , Theorem 68, pp. 216), for all j ∈ A:
where the process (L 
First note that by (3.29),
, we obtain:
Then using Girsanov's Theorem ( [30] , pp.136), under the probability measure dP := ε(M ) T dP, we obtain that the process
is a martingale and then
Thus for any s ≤ T ,
and finally by Gronwall's Lemma, ∀j ∈ A, ∀s ≤ T , (Ŷ j s − Y j s ) + = 0P − a.s. and then also P − a.s. since those probabilities are equivalent. It implies that P-a.s.,Ŷ j ≤ Y j for any j ∈ A. On the other hand, since ∀n ≥ 1,
Therefore by comparison, we obtain Y j,n ≤Ŷ j , and then
Next by Itô's formula applied to (
As Y j =Ŷ j and taking expectation in both-hand sides of the previous equality to obtain
Next we will show that the predictable process K j does not have jumps. So assume there exists j 1 ∈ A and a predictable stopping time τ such that △Y
Then by the second equality in (3.29) we have
Now let j 2 ∈ A j1 be the optimal index in (3.30), i.e.,
τ ) since the stopping time τ is predictable, and the process (X t,x s ) t≤s≤T does not have predictable jump times. Thus △Y j2 τ < 0 and once more we have,
We can now repeat the same argument as many times as necessary, to deduce the existence of a loop ℓ 1 , ..., ℓ p−1 , ℓ p = ℓ 1 (p ≥ 2) and l 2 = l 1 such that
which implies that
which is contradictory with Assumption (A4)(II). It implies that ∆K j1 τ = 0 and then K j1 is continuous since it is predictable. As j is arbitrary in A, then the processes K j are continuous and taking into account (3.29), we deduce that the triples (Y j , U j , K j ) j∈A , is a solution for system (3.24).
Step 2: We now deal with the general case i.e. we assume that f i , i ∈ A, do no longer satisfy the monotonicity assumption (A4)(I)(v) but (A4)(I)(ii)-(iv) solely.
Let i ∈ A and t 0 ∈ [0, T ] be fixed. For a ∈ A i t0 and Γ :
we introduce the unique solution of the switched BSDE which is defined by: ∀s ∈ [t 0 , T ],
where 
for some a * ∈ A i t0 .
Next let us introduce the following mapping Θ defined on [
where (Y j , U j , K j ) j∈A is the unique solution of the following system of RBSDEs:
By the result proved in Step 1, Θ is well defined. Next for η ∈ H 2 let us define · 2,β by 
Next let us define (Ŷ j ) j∈A through the following system of reflected BSDEs with oblique reflection: ∀s ≤ T ,
Now let t 0 ∈ [0, T ] and a an admissible strategy such that θ 0 = t 0 and
By Proposition 5.1 in Appendix, we have:
where for any s ∈ [t 0 , T ],
On the other hand, on
Thus the process V 
(3.37)
Next we first estimate the quantity |V 
By the Lipschitz property of f j , j ∈ A, and then of f a * and the fact that for any x, y ∈ R, |x ∨ y − y| ≤ |x − y|
The inequality 2xy ≤ 1 β x 2 + βy 2 (β > 0 and x, y ∈ R) and (3.38) yield: ∀s ∈ [t 0 , T ],
for β ≥ 2L 2 . We deduce, in taking expectation,
Similarly, we get also ∀s ∈ [t 0 , T ],
Therefore by (3.37) we obtain:
As t 0 is arbitrary in [0, T ] then by integration w.r.t. t 0 we get
It follows that for β large enough, Θ is contraction on the Banach space ([H 2 ] m , . 2,β ), then it has a fixed point (Y j ) j∈A which has a version which is the unique solution of system of RBSDE (3.24).
Remark 3.4. As a consequence of (3.39), there exists a constant C > 0, such that ∀j ∈ A, s ≤ T ,
This estimate will be useful later.
Corollary 3.1. Under Assumptions (A4)(I)(ii)-(iv), (A4)(II) and (A4)(III), there exist deterministic lower
semi-continuous functions (u j (t, x)) j∈A of polynomial growth such that
Proof. This is a direct consequence of the construction by induction of the solution (Y j , U j , K j ) j∈A given in
Step 1. Actually by Ren et al.'s result [31] there exist deterministic continuous functions of polynomial growth u(t, x), u(t, x) and u j,n (t, x), n ≥ 0 and j ∈ A, such that
This yields for any n ≥ 0 and (t,
Thus u j (t, x) := lim n→∞ u j,n (t, x), j ∈ A, verify the required properties since (Y j,n ) n converges to Y j , j ∈ A, in
We now give a comparison result for solutions of systems (3.24). The induction argument allows to compare the solution of the approximating schemes, by Proposition 3.3, and then to deduce the same property for the limiting processes.
Remark 3.5. Let (Ȳ j ,Ū j ,K j ) j∈A be a solution of the system of RBSDEs (3.24) associated with
. If for any j, k ∈ A, f j ≤f j , h j ≤h j , g jk ≥ḡ jk then for any j ∈ A, Y j ≤Ȳ j .
Existence and uniqueness of the solution for the system of IPDEs with inter-connected obstacles
This section focuses on the main result of this paper which is the proof of existence and uniqueness of a solution for the system of IPDEs introduced in the begining of this paper (1.1). For this objective we use its link with the system of RBSDEs (3.24). However we are led to make, hereafter, the following additional assumption.
Assumption (A5):
For any i ∈ A, f i does not depend on the variable u ∈ ℓ 2 .
So we are going to consider the following system of IPDEs: ∀i ∈ A,
and I(t, x, u) :
x)σ(t, x)y]Π(dy).
Note that for any φ ∈ C 1,2 ([0, T ] × R) ∩ Π g and (t, x) ∈ [0, T ] × R, the non-local term
is well-defined. Actually let δ > 0 and let us define, for any q ∈ R,
By application of Taylor's expansion we have
But there exists a constant C tx such that for any |r| ≤ δ, |D 2 xx φ(t, x + σ(t, x)r)| ≤ C tx since φ belongs to C 1,2 .
Therefore
which implies that I 1,δ (t, x, φ) ∈ R. Next for any (t, x), I 2,δ (t, x, D x φ(t, x), φ) ∈ R since Π integrates any power function outside [−ǫ, ǫ]. Therefore I(t, x, φ) is well defined.
We are now going to give the definition of a viscosity solution of (4.1). First for a locally bounded function u: (t, x) ∈ [0, T ] × R → u(t, x) ∈ R, we define its lower semi-continuous (lsc for short) envelope u * and upper semi-continuous (usc for short) envelope u * as following:
m which belongs to Π g such that for any i ∈ A, u i is lsc (resp. usc), is said to be a viscosity subsolution (resp. supersolution) of (4.1) if for any i ∈ A,
) are respectively viscosity supersolution and subsolution of (4.1).
The following result is needed later.
be a supersolution of (4.1) which belongs to Π g , i.e. for some γ > 0 and C > 0,
Then there exists λ 0 > 0 such that for any λ ≥ λ 0 and θ > 0,
is supersolution of (4.1).
Proof. We use Definition 4.1. Let i ∈ A be fixed and
) has a global maximum in (t, x) ∈ (0, T ) × R and ϕ i (t, x) = u i (t, x) + θe −λt (1 + |x| 2γ+2 ). We then have:
where C k,i t,x,θ,λ is bounded by the Lipschiz constant of f i with respect to (y i ) i=1,··· ,m which is independent of θ. But, since φ(y) = |y| 2γ+2 ∈ C 1,2 ∩ Π g , then the non-local term is well defined. Now let us set ψ(ρ) := φ(x + ρσ(t, x)y), for ρ, x, y ∈ R. First note that for any t, x, y we have
since the measure Π integrates any power function away from 0. Therefore there exists a constant λ 0 ∈ R + which does not depend on θ such that if λ ≥ λ 0 then the right-hand side of (4.6) is non-negative. Thus v is a viscosity supersolution of (4.1), which is the desired result.
Remark 4.1. In the same way one can show that if
is a viscosity subsolution of (4.1) which belongs to Π g , i.e. for some γ > 0 and C > 0,
Then there exists λ 0 > 0 such that for any λ ≥ λ 0 and
is subsolution of (4.1).
Existence of the viscosity solution
In this section we deal with the issue of existence of the viscosity solution of (4.1). Recall that (
is the unique solution of (3.24) and let (u j (t, x)) j∈A be the functions defined in Corollary 3.1. (t, x) ) j∈A is a viscosity solution of (4.1).
Proof. The proof will be divided into two steps.
Step 1: We first show that (u j ) m j=1 is a supersolution of (4.1). Note that for all j ∈ A, as u j is lsc, we then have
, where (Y j,n,t,x ; U j,n,t,x , K j,n,t,x ) j∈A is the unique solution of (3.27).
As pointed out in Corollary 3.1, for any n ≥ 0, (t,
Additionally by induction, (u n j ) j∈A , n ≥ 0, are continuous, belong to Π g and by Ren et al.'s result (Theorem 3.2) verify in viscosity sense the following system (n ≥ 1): ∀j ∈ A,
(4.7)
First note that for any j ∈ A, u j verifies
Next let (t, x) ∈ (0, T ) × R and let j ∈ A be fixed. Let φ be a function which belongs to
such that u j − φ has a strict global minimum in (t, x) on [0, T ] × R and wlog we assume that u j (t, x) = φ(t, x).
Actually let us consider a convergent subsequence of (t n , x n ), which we still denote by (t n , x n ), and let set (t * , x * ) its limit. Then
Taking the limit wrt n and since u j * = u j is lsc to obtain
As the minimum (t, x) of u j − φ on [0, T ]× R is strict then (t * , x * ) = (t, x). It follows that the sequence ((t n , x n )) n converges to (t, x). Going back now to (4.8) and in sending n to infinite we obtain
which implies that u n j (t n , x n ) → u j (t, x) as n → ∞. Now for n large enough (t n , x n ) ∈ (0, T )×B(x, C σ δ) and it is the global minimum of u n j −φ in [0, T ]×B(x, C σ δ). As u n j is a supersolution of (4.7), then by Definition 5.1 (see Appendix 5.2) we have
But there exists a subsequence of {n} such that:
(i) for any k ∈ A j , (u n−1 k (t n , x n )) n is convergent and then lim n u n−1 k
(ii) (I 1,δ (t n , x n , φ)) n → I 1,δ (t, x, φ) as n → ∞ ;
Sending now n to infinite (through the previous subsequence) in (4.9) , using the fact that f j is continuous and verifies (A4)(I)(v) and finally by Fatou's Lemma to obtain:
. Plugging now this inequality in the previous one to obtain
Therefore u j is a viscosity supersolution of
As j is arbitrary then (u j ) j∈A is a viscosity supersolution of (4.1).
Step 2: We will now show that (u * j ) j∈A is a subsolution of (4.1). As a first step we are going to show that
By definition of u * j and since u n j ր u j , we have
Next suppose that for some x 0 ∈ R, ∃j > 0, s.t.
We will show that leads to a contradiction.
On some neighborhood B n of (T, x 0 ) we have, 
On the other hand, by Itô's formula we have
∈ C 2 ∩ Π g and v n ∈ C 1,2 and of compact support, then the two non-local terms are bounded and
we can choose t k large enough in front of δ k and the derivatives of v n to ensure that
Consider now the stopping time θ
By the mean value theorem we have
whereX is a stochastic processes which is valued in (0, 1). As v n is of compact support and σ is bounded then
It follows that
Next going back to (4.13) and taking expectation to obtain
On the other hand, (u j ) j∈A ∈ Π g and then taking into account (3.16) and Assumption (A4)(1)(iii), we deduce that
Taking the limit in the previous inequalities yields:
As v n → u * j pointwisely, then we get a contradiction, when taking the limit in the previous inequalities, and the result follows, i.e., ∀x ∈ R, ∀j ∈ A,
Finally the proof of
is obtained in the same way as in ( [19] , pp.180) since the function g ij , i, j ∈ A verify the non-free loop property (A4)(II). Now let us show (u * j ) j∈A is a subsolution of (4.1). First note that since u n j ր u j and u n j is continuous, we have
Besides ∀j ∈ A and n ≥ 0 we deduce from the construction of u
and by taking the limit in n we obtain: ∀j ∈ A, ∀x ∈ R,
On the other hand there exist subsequences {n k } and ((t
Let now (t n k , x n k ) be the global maximum of u
Actually let us consider a convergent subsequent of (t n k , x n k ), which we still denote by (t n k , x n k ), and let (t,x) be its limit. Then for some k 0 and for k ≥ k 0 we have
(4.15)
Taking the limit wrt k to obtain
. As the maximum (t, x) of u j −φ on [0, T ]×R is strict then (t,x) = (t, x). It follows that the sequence ((t n k , x n k )) k converges to (t, x). Going back now to (4.15) and in sending k to infinite we obtain
and is the global maximum of u
As u n k j is a subsolution of (4.7), then by Definition 5.1 (see Appendix 5.2) we have
But there exists a subsequence of {n k } (which we still denote by {n k }) such that:
Sending now k to infinite (through the previous subsequence) in (4.16) , using the fact that f j is continuous and verifies (A4)(I)(v) and finally by Lebesgue's Theorem to obtain
Therefore u j is a viscosity subsolution of
As j is arbitrary then (u j ) j∈A is a viscosity subsolution of (4.1).
Uniqueness of the viscosity solution
We now give a comparison result of subsolution and supersolution of system (4.1), from which we get the continuity and uniqueness of its solution.
Proposition 4.1. Assume Assumptions (A4) fulfilled. Let (u j ) j∈A (resp. (w j ) j∈A ) be a subsolution (resp. supersolution) of (4.1) which belongs to Π g . Then for any j ∈ A,
Proof. Let γ be a real constant such that for any j ∈ A and (t, x) ∈ [0, T ] × R,
To begin with we additionally assume the existence of a constant l such that λ < −m. max j∈A {C j } (C j is the Lipschitz constant of f j w.r.t − → y ) and ∀j ∈ A, ∀t,
Thanks to Lemma 4.1 and Remark 4.1, we know there exists ν large enough such that for any θ > 0, w j,θ,ν (t, x) =
So it is enough to show that
then taking limits as θ → 0, the result follows. On the other hand by the growth condition there exists a constant
Now for the sake of simplicity we merely denote u j,θ,ν (resp. w j,θ,ν ) by u j (resp. w j ).
To get the comparison result, we proceed by contradiction assuming that
Taking into account the values of the subsolution and the supersolution at T , there exist (t,x) ∈ [0, T [×B(0, C) (wlog we assume thatt > 0), such that :
We now defineÃ as follows:
By the assumption (A4)(2), using the same argument as in ( [19] , pp. 171), we can prove that for some j ∈Ã,
Let us now take such a j ∈Ã. For ε > 0 and ρ > 0, let us define
For any ε > 0 and ρ > 0, let (t 0 , x 0 , y 0 ) be such that
Note that the maximum exists since Φ j ε,ρ is usc andB(0, C) 2 is the closure of B(0, C) 2 and by (4.18) the maximum on [0, T ] × R 2 can only be reached inB(0, C) 2 . Finally let us point out that (t 0 , x 0 , y 0 ) depends actually on ε and ρ which we omit for sake of simplicity. We then have,
The growth condition of u j and w j implies that Next by (4.21), for any subsequence (t 0 l , x 0 l , y 0 l ) l which converges to (t,x,x),
since u j is usc and w j is lsc. By the definition of (t,x) this last inequality is an equality. Using both the definiton of Φ Finally classically (see e.g. [19] , pp. 173) we have also
Next as the functions (u k ) k∈A are usc and (g ij ) i,j∈A are continuous, and since the index j satisfies (4.19), there exists r > 0 such that for (t, x) ∈ B((t,x), r) we have u j (t, x) > max k∈Aj (u k (t, x) − g jk (t, x)). But by (4.24), (4.22) and once more since u j is usc then there exists ε 0 such that for any 0 < ε < ε 0 , we have:
Now for ε small enough, we are able to apply Jensen-Ishii's Lemma for non local operators established by Barles and Imbert ([6] , pp.583) (one can see also [7] , Lemma 4.1, pp.64) with u j , w j and φ(t, x, y) := |x−y| 
(4.28)
We are now going to provide estimates for the non-local terms. First let us define ψ ρ (t, x) := ρ|x −x|
By definition of (t 0 , x 0 , y 0 ), for any
Therefore for z ∈ R, in taking d ′ = σ(t 0 , x 0 )z and d = σ(t 0 , y 0 )z, we obtain
It implies that for any δ > 0,
since σ(t, x) is uniformly Lipschitz w.r.t. x. But it easy to check that
On the other hand, since φ ∈ C
Therefore we have
Making now the difference between (4.27) and (4.28) yields
Taking now into account (4.29) and (4.30) we get
Next by using the properties satisfied by p 
where Υ j,k ε,ρ stands for the increment rate of f j with respect to y k (k = j), which, by monotonicity condition (A4)(1)(v) on f j , is non-negative and bounded by C j . Thus
Taking the limit superior in both hand-sides as ε → 0, once again u k (resp. w k ) is usc (resp. lsc) and j ∈Ã, we
finally take ρ → 0 to obtain,
But this is contradictory since u j (t,x) − w j (t,x) > 0 and −λ > (m − 1)C j . Henceforth for any j ∈ A, u j ≤ w j .
We now consider the general case. Let (u j ) j∈A (resp. (w j ) j∈A ) be a subsolution (resp. supersolution) of (4.1).
Denoteũ j (t, x) = e λt u j (t, x) andw j (t, x) = e λt w j (t, x). Then it is easy to show that (ũ j ) j∈A (resp. (w j ) j∈A ) is a subsolution (resp. supersolution) of the following system of variational inequalities which is similar to (3.20) :
(4.32)
Next let us set
with λ is chosen such that λ = m(1 + max k∈A C k ) where C k is the Lipschitz constant of f k w.r.t. to (y l ) l∈A . Then the functions F k , k ∈ A, verify condition (4.17). It follows, from Step 1, that ∀j ∈ A,ũ j ≤w j and then u j ≤ w j .
The proof is now complete.
As a by-product we have:
, and (3.14), (3.15) as well, the system of variational inequalities with inter-connected obstacles (4.1) has a unique continuous viscosity solution with polynomial growth.
In the case when f j , j ∈ A, do not depend on y, by the characterization (3.32)-(3.33) (see also [A4]( †): For any j ∈ A, for any k = j, the mapping
whenever the other components (t, x, y 1 , · · · , y k−1 , y k+1 , · · · , y m ) are fixed.
The other assumptions on (−f j ) j∈A remain the same. Proof. : We first focus on the issue of existence.
For any j ∈ A and λ ∈ R let us define F j by:
Since f j is uniformly Lipschitz w.r.t. (y k ) k=1,m then F j is so and for λ large enough, F j satisfies:
For any k = 1, m, the mapping y k → F j (t, x, y 1 , · · · , y k−1 , y k , y k+1 , · · · , y m ) is nonincreasing whenever the other components (t, x, y 1 , · · · , y k−1 , y k+1 , · · · , y m ) are fixed.
Let us now consider the following iterative Picard sequence : ∀j ∈ A, Y j,0 = 0 and for n ≥ 1, define: 
So using an induction argument on n and Theorem 4.2, there exist deterministic continuous functions with polynomial growth (u n j ) j∈A such that:
By (3.41), take s = t we obtain ∀j, n, q, t ≤ T, x ∈ R, |u
Thus for any j ∈ A, (u n j ) n≥0 is of Cauchy type and converges pointwisely to a deterministic function u j . But (Y j ) j∈A = Θ((Y j ) j∈A ), then once more by (3.41), we also have:
By (4.33) we then obtain
Next as Θ is a contraction then, by induction on n we have
where C Θ ∈]0, 1[ is the constant of contraction of Θ. Since the norms . and . 2,β are equivalent, then there exists a constan C 1 such that :
Take now the limit as q goes to +∞ and in the view of (4.34) and (4.35), if we take s = t we deduce that :
But it is easy to check that (Y j,1 ) j∈A 2,β (t, x) is of polynomial growth (by (3.18) and since
is of polynomial growth for any γ ≥ 0) and since for any fixed n ≥ 0, u n j is so. Therefore for any j ∈ A, u j is of polynomial growth, i.e., belongs to Π g .
We will now show the continuity of u j . For any j ∈ A, let us set
where C and p are related to polynomial growth of (u j ) j∈A , i.e.,
Next for any n ≥ 1 and j ∈ A let us set
As Θ is a contraction then once more the sequence ((
unique solution of the system of RBSDEs associated with
By the definition ofȲ j,0 , we have
and taking into account of [A4]( †) we obtain
Next by the comparison result of Remark 3.5 and since (
we get
Now by an induction argument we obtain, for any n ≥ 0 and j ∈ A,
In the same way as previously there exist deterministic continuous functionsū Moreover for any j ∈ A, the sequence (ū n j ) n converges pointwisely to u and by (4.36) we have ∀j ∈ A, ∀(t, x), u j (t, x) = lim As (ū j ) j∈A is also a solution of (4.37), then by uniqueness of Theorem 4.3 we obtainũ j =ū j , for any j ∈ A. Next by Girsanov's Theorem ( [30] , pp.136), under the probability measure dP := ε( On the other hand I(t 0 , x 0 , ϕ ǫ ) = I 
