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Abstract
We use the techniques in [BF11, Mej13b, FFMM] to construct models, by three-
dimensional arrays of ccc posets, where many classical cardinal characteristics of
the continuum are pairwise different.
1 Introduction
For quite some time, researchers in set theory have been working on producing models of
ZFC where more than two cardinal characteristics of the continuum are pairwise different.
The first techniques in this direction are the preservation properties for cardinal charac-
teristics in the context of FS (finite support) iterations by Judah and Shelah [JS90], later
refined by Brendle [Bre91] to produce models for all the possible consistent constellations
of Cichon´’s diagram in two pieces (excluding ℵ1) under the conditions ℵ1 < add(N ) and
non(M) ≤ cov(M) (this last restriction is unavoidable in the context of FS iterations).
Other earlier example is produced by Blass and Shelah [BS89] where they force ℵ1 < u < d
by a FS iteration constructed by a two-dimensional array of ccc posets, technique usually
referred to as matrix iterations.
The first time the term matrix iterations appeared was in [BF11] where Brendle and V.
Fischer used that technique to prove the consistency of b = a < s by assigning arbitrary
regular values, and likewise the consistency of b = s < a but using a measurable cardinal
in the ground model. Later on, the author [Mej13a] induced Judah-Shelah-Brendle preser-
vation theory into matrix iterations to produce models where several cardinal invariants
in Cichon´’s diagram are pairwise different. For instance, a model where those cardinal
invariants are separated into 6 different values (including ℵ1). Quite simultaneously, the
author collected related techniques in [Mej13b] to produce models where other classical
cardinal characteristics of the continuum are separated into several values, like p, s, r and
u.
There are other techniques outside the context of FS iterations of ccc posets to produce
models where several cardinal invariants are pairwise different. A very remarkable one is
large product constructions by creature forcing. Goldstern and Shelah [GS93] produced a
model where ℵ1-many definable cardinal invariants are pairwise different, while Kellner
[Kel08] improved their construction to obtain a model with c-many pairwise different
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invariants. Later on, this technique was solidified in [RS99, KS09, KS12] and, quite
recently, A. Fischer, Goldstern, Kellner and Shelah [FGKS] used it to construct a model
where the cardinal invariants in Cichon´’s diagram are separated into 5 different values.
This model is quite special because it succeeds to separate 5 cardinals only on the right
half of the diagram, while so far it has been possible to separate this half into three
values with FS iteration techniques. On the other hand, these creature constructions are
typically ωω-bounding, so they do not work to separate many values on the left side of the
diagram, which can be done by FS iterations. For instance, Goldstern, Shelah and the
author [GMS16] produced a model by a FS iteration where all the cardinals on the left
side of the diagram are pairwise different (another example of 6 values). It is also possible,
with FS iterations, to produce models where infinitely many cardinal characteristics are
pairwise different, see e.g. [KO14].
In the last year V. Fischer, Friedman, Montoya and the author [FFMM] constructed
the first example of a 3D array of ccc posets, called a 3D-coherent system, to force a model
where the cardinals in Cichon´’s diagram are separated into 7 different values. In addition,
the techniques of [BF11] to preserve a mad family can be applied in this context, so
b = a can also be forced, even more, this equality can be forced in many of the precedent
instances of models separating Cichon´’s diagram with FS iterations.
In the same spirit as [Mej13b], we use 3D-coherent systems as in [FFMM] to con-
struct models where several classical cardinal invariants (others than those in Cichon´’s
diagram) are pairwise different. These examples follow directly from the theory presented
in [FFMM, Mej13b] and are just very simple modifications of the models constructed in
[FFMM].
This paper is structured as follows. Section 2 is devoted to the preliminaries, that is,
the notion of coherent systems and the preservation theory are reviewed from [FFMM]
plus some additional examples taken from [Mej13b]. In Section 3 the applications of the
preceding theory are presented.
2 Preliminaries
2.1 Coherent systems of FS iterations
For posets P and Q the relation P⋖Q means that P is a complete subposet of Q. If M
is a transitive model of ZFC and P ∈ M , P⋖M Q means that P is a subposet of Q and
that every maximal antichain of P in M is a maximal antichain of Q.
Definition 2.1 (Coherent system of FS iterations [FFMM, Def. 3.2]). A coherent system
(of FS iterations) s is composed by the following objects:
(I) a partially ordered set Is and an ordinal pis,
(II) a system of posets 〈Psi,ξ : i ∈ I
s, ξ ≤ pis〉 such that
(i) Psi,0 ⋖ P
s
j,0 whenever i ≤ j in I
s, and
(ii) Psi,η is the direct limit of 〈P
s
i,ξ : ξ < η〉 for each limit η ≤ pi
s,
(III) a sequence 〈Q˙si,ξ : i ∈ I
s, ξ < pis〉 where each Q˙si,ξ is a P
s
i,ξ-name for a poset,
Psi,ξ+1 = P
s
i,ξ∗Q˙
s
i,ξ and P
s
j,ξ forces Q˙
s
i,ξ⋖V P
s
i,ξ
Q˙sj,ξ whenever i ≤ j in I
s and Psi,ξ⋖P
s
j,ξ.
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Note that, for a fixed i ∈ Is, the posets 〈Psi,ξ : ξ ≤ pi
s〉 are generated by an FS iteration
〈P′i,ξ, Q˙
′
i,ξ : ξ < 1 + pi
s〉 where Q˙′i,0 = P
s
i,0 and Q˙
′
i,1+ξ = Q˙
s
i,ξ for all ξ < pi
s. Therefore (by
induction) P′i,1+ξ = Pi,ξ for all ξ ≤ pi
s and, thus, Psi,ξ ⋖ P
s
i,η whenever ξ ≤ η ≤ pi
s.
On the other hand, by Lemma 2.11, Psi,ξ ⋖ P
s
j,ξ whenever i ≤ j in I
s and ξ ≤ pis.
For j ∈ Is and η ≤ pis we write V sj,η for the P
s
j,η-generic extensions. Concretely, if G
is Psj,η-generic over V , V
s
j,η := V [G] and V
s
i,ξ := V [P
s
i,ξ ∩ G] for all i ≤ j in I
s and ξ ≤ η.
Note that V si,ξ ⊆ V
s
j,η.
We say that the coherent system s has the ccc if, additionally, Psi,0 has the ccc and
Psi,ξ forces that Q˙
s
i,ξ has the ccc for each i ∈ I
s and ξ < pis. This implies that Psi,ξ has the
ccc for all i ∈ Is and ξ ≤ pis.
We consider the following particular cases.
(1) When Is is a well-ordered set, we say that s is a 2D-coherent system (of FS iterations).
(2) If Is is of the form {i0, i1} ordered as i0 < i1, we say that s is a coherent pair (of FS
iterations).
(3) If Is = γs × δs where γs and δs are ordinals and the order of Is is defined as (α, β) ≤
(α′, β ′) iff α ≤ α′ and β ≤ β ′, we say that s is a 3D-coherent system (of FS iterations).
For a coherent system s and a set J ⊆ Is, s|J denotes the coherent system with
Is|J = J , pis|J = pis and the posets and names corresponding to (II) and (III) defined as
for s. And if η ≤ pis, s↾η denotes the coherent system with Is↾η = Is, pis↾η = η and the
posets for (II) and (III) defined as for s. Note that, if i0 < i1 in I
s, then s|{i0, i1} is a
coherent pair and s|{i0} corresponds just to the FS iteration 〈P′i0,ξ, Q˙
′
i0,ξ
: ξ < 1+pis〉 (see
the comment after (III)).
If t is a 3D-coherent system, for α < γt, tα := t|{(α, β) : β < δt} is a 2D-coherent
system where Itα has order type δt. For β < δt, tβ := t|{(α, β) : α < δt} is a 2D-coherent
system where It
β
has order type γt.
In particular, the upper indices s are omitted when there is no risk of ambiguity.
Lemma 2.2. Let m be a ccc 2D-coherent system with Im = γ+1 an ordinal and pim = pi.
Assume that
(i) γ has uncountable cofinality,
(ii) Pγ,0 is the direct limit of 〈Pα,0 : α < γ〉, and
(iii) for any ξ < pi, Pγ,ξ forces “Q˙γ,ξ =
⋃
α<γ Q˙α,ξ” whenever Pγ,ξ is the direct limit of
〈Pα,ξ : α < γ〉.
Then, for any ξ ≤ pi, Pγ,ξ is the direct limit of 〈Pα,ξ : α < γ〉. In particular, Pγ,ξ forces
that R ∩ Vγ,ξ =
⋃
α<γ R ∩ Vα,ξ.
2.2 Preservation theory
Definition 2.3. R := 〈X, Y,⊏〉 is a Polish relational system (Prs) if the following is
satisfied:
(i) X is a perfect Polish space,
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(ii) Y is a non-empty analytic subspace of some Polish space Z and
(iii) ⊏=
⋃
n<ω ⊏n for some increasing sequence 〈⊏n〉n<ω of closed subsets of X ×Z such
that (⊏n)
y = {x ∈ X : x ⊏n y} is nwd (nowhere dense) for all y ∈ Y .
For x ∈ X and y ∈ Y , x ⊏ y is often read y ⊏-dominates x. A family F ⊆ X is
R-unbounded if there is no real in Y that ⊏-dominates every member of F . Dually,
D ⊆ Y is a R-dominating family if every member of X is ⊏-dominated by some member
of D. b(R) denotes the least size of a R-unbounded family and d(R) is the least size of
a R-dominating family.
Say that x ∈ X is R-unbounded over a set A if x 6⊏ y for all y ∈ Y ∩ A. Given
a cardinal λ say that F ⊆ X is λ-R-unbounded if, for any A ⊆ Y of size < λ, there
is an x ∈ F which is R-unbounded over A. On the other hand, say that F is strongly
λ-R-unbounded if |F | ≥ λ and |{x ∈ F : x ⊏ y}| < λ for all y ∈ Y .
When λ is regular, any strongly λ-R-unbounded family is λ-R-unbounded.
By (iii), 〈X,M(X),∈〉 is Tukey-Galois below R where M(X) denotes the σ-ideal of
meager subsets of X . Therefore, b(R) ≤ non(M) and cov(M) ≤ d(R). Fix, for this
subsection, a Prs R = 〈X, Y,⊏〉.
Definition 2.4 (Judah and Shelah [JS90]). Let θ be a cardinal. A poset P is θ-R-good
if, for any P-name h˙ for a real in Y , there is a non-empty H ⊆ Y of size < θ such that
 x 6⊏ h˙ for any x ∈ X that is R-unbounded over H .
Say that P is R-good when it is ℵ1-R-good.
Definition 2.4 describes a property, respected by FS iterations, to preserve specific
types of R-unbounded families. Concretely, when θ is an uncountable regular cardinal,
(a) any θ-cc θ-R-good poset preserves every λ-R-unbounded family from the ground
model when λ ≥ θ, it preserves strongly λ-R-unbounded families when cf(λ) ≥ θ,
and
(b) FS iterations of θ-cc θ-R-good posets produce θ-R-good posets.
Posets that are θ-R-good work to preserve b(R) small and d(R) large since, whenever F
is a λ-R-unbounded family with λ ≥ 2, b(R) ≤ |F | and λ ≤ d(R).
Clearly, θ-R-good implies θ′-R-good whenever θ ≤ θ′ and any poset completely em-
bedded into a θ-R-good poset is also θ-R-good.
Lemma 2.5 ([Mej13a, Lemma 4]). If θ is regular, any poset of size < θ is θ-R-good. In
particular, Cohen forcing is R-good.
Lemma 2.6. If θ is an uncountable regular cardinal, ν ≥ θ is a cardinal with cf(ν) ≥ θ
and Pν = 〈Pα, Q˙α〉α<ν is a FS iteration where each Q˙α is forced (by Pα) to be θ-cc and
non-trivial, then Pν adds a strongly ν-R-unbounded family of size ν.
Proof. The Cohen reals (in X) added at the limit steps of the iteration forms a strongly
ν-R-unbounded family of size ν.
Theorem 2.7. Let θ be an uncountable regular cardinal, δ ≥ θ an ordinal, and let Pδ =
〈Pα, Q˙α〉α<δ be a FS iteration such that, for each α < δ, Q˙α is a Pα-name of a non-trivial
θ-R-good θ-cc poset. Then:
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(a) For any cardinal ν ∈ [θ, δ] with cf(ν) ≥ θ, Pν adds a strongly ν-R-unbounded family
of size ν which is still strongly ν-R-unbounded in the Pδ-extension.
(b) For any cardinal λ ∈ [θ, δ], Pλ adds a λ-R-unbounded family of size λ which is still
λ-θ-unbounded in the Pδ-extension.
(c) Pδ forces that b(R) ≤ θ and |δ| ≤ d(R).
Proof. See e.g. [CM, Thm. 4.15].
Throughout this subsection, fix M ⊆ N transitive models of ZFC and a Prs R =
〈X, Y,⊏〉 coded in M . Recall that S is a Suslin ccc poset if it is a Σ11 subset of some
Polish space and both its order and incompatibility relations are Σ11. Note that if S is
coded in M then SM ⋖M SN .
Lemma 2.8 ([Mej13a, Thm. 7]). Let S be a Suslin ccc poset coded in M . If M |= “S is
R-good” then, in N , SN forces that every real in XN which is R-unbounded over M is
R-unbounded over MS
M
.
Given a non-empty set Γ, denote the random algebra BΓ := B(2Γ×ω)/N (2Γ×ω) where
B(2Γ×ω) is the σ-algebra generated by sets of the form [s] := {x ∈ 2Γ×ω : s ⊆ x} for
s ∈ CΓ, the class of finite partial functions from Γ× ω into 2, and N (2Γ×ω) is the σ-ideal
generated by the measure zero sets in B(2Γ×ω) (with respect to the standard product
measure). Note that BΓ can be seen as the direct limit of posets of the form BΩ for Ω ⊆ Γ
countable. Put B := Bω and C := Cω.
Corollary 2.9. Let Γ ∈M be a non-empty set. If M |= “BΓ is R-good” then BNΓ , in N ,
forces that every real in XN which is R-unbounded over M is R-unbounded over MB
M
Γ .
Lemma 2.10 ([BF11, Lemma 11], see also [Mej15, Lemma 5.13]). Assume P ∈ M is
a poset. Then, in N , P forces that every real in XN which is R-unbounded over M is
R-unbounded over MP.
Lemma 2.11 (Blass and Shelah [BS89], [BF11, Lemmas 10, 12 and 13]). Let s be a
coherent pair of FS iterations as in Definition 2.1(2). Then, Pi0,ξ ⋖ Pi1,ξ for all ξ ≤ pi.
Moreover, if c˙ is a Pi1,0-name of a real in X, pi is limit and Pi1,ξ forces that c˙ is
R-unbounded over Vi0,ξ for all ξ < pi, then Pi1,pi forces that c˙ is R-unbounded over Vi0,pi.
2.3 Examples of preservation properties
Example 2.12. Consider the Prs Ed := 〈ωω, ωω, 6=∗〉 where x 6=∗ y iff x and y are
eventually different, that is, x(i) 6= y(i) for all but finitely many i < ω. By [BJ95, Thm.
2.4.1 and 2.4.7], b(Ed) = non(M) and d(Ed) = cov(M).
Example 2.13. Let D := 〈ωω, ωω,≤∗〉 be the Prs where x ≤∗ y iff x(i) ≤ y(i) for all but
finitely many i < ω. Clearly, b(D) = b and d(D) = d.
Miller [Mil81] proved that E, the standard σ-centered poset that adds an eventually
different real in ωω, isD-good. Furthermore, ωω-bounding posets, like the random algebra,
are D-good.
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Example 2.14. Let b : ω → ω r {0} such that b 6≤∗ 1 and let Edb := 〈
∏
b,
∏
b, 6=∗〉
be the Prs where
∏
b :=
∏
i<ω b(i). If
∑
i<ω
1
b(i)
< +∞ then Edb is Tukey-Galois below
〈N (
∏
b),
∏
b, 6∋〉 (for x ∈
∏
b the set {y ∈
∏
b : ¬(x 6=∗ y)} has measure zero with respect
to the standard Lebesgue measure on
∏
b), so cov(N ) ≤ b(Edb) and d(Edb) ≤ non(N ).
By a similar argument as in [Bre91, Lemma 1∗], any ν-centered poset is θ-Edb-good
for any regular θ and ν < θ infinite. In particular, σ-centered posets are Edb-good.
Example 2.15. For each k < ω let idk : ω → ω such that idk(i) = ik for all i < ω and
put H := {idk+1 : k < ω}. Let Lc := 〈ωω,S(ω,H),∈∗〉 be the Prs where
S(ω,H) := {ϕ : ω → [ω]<ℵ0 : ∃h ∈ H∀i < ω(|ϕ(i)| ≤ h(i))},
and x ∈∗ ϕ iff ∃n < ω∀i ≥ n(x(i) ∈ ϕ(i)), which is read x is localized by ϕ. As a
consequence of Bartoszyn´ski’s characterization of measure (see [BJ95, Thm. 2.3.9]),
b(Lc) = add(N ) and d(Lc) = cof(N ).
Any ν-centered poset is θ-Lc-good for any regular θ and ν < θ infinite (see [JS90])
so, in particular, σ-centered posets are Lc-good. Moreover, subalgebras (not necessarily
complete) of random forcing are Lc-good as a consequence of a result of Kamburelis
[Kam89].
Example 2.16. For a, b ∈ [ω]ℵ0 define a ∝ b iff either b ⊆∗ a or b ⊆∗ ω r a. It is clear
that Sp := 〈[ω]ℵ0, [ω]ℵ0,∝〉 is a Prs. Note that a 6∝ b iff a splits b, that is, a∩ b and br a
are infinite, so the splitting number s = b(Sp) and the reaping number r = d(Sp).
Baumgartner and Dordal [BD85] (see also [Bre09, Main Lemma 3.8]) proved that
Hechler forcing D (for adding a dominating real) is Sp-good. On the other hand, any
poset that adds random reals is not Sp-good (see [Mej13b, Subsect. 2.2]).
Example 2.17 ([Mej13b, Example 2.19]). Let IP be the class of interval partitions on ω.
For a ∈ [ω]ℵ0 and J¯ ∈ IP define a⊲ J¯ iff either ∀∞k < ω(Ik * a) or ∀∞k < ω(Ik * ωra)).
The relation a ⋫ J¯ is often read a splits J¯ . Clearly, Fp := 〈[ω]ℵ0, IP,⊲〉 is a Prs,
b(Fp) = max{b, s} and d(Fp) = min{d, r} (see [KW96]). The author proved in [Mej13b,
Lemma 2.20] that every D-good poset is Fp-good. In particular, the random algebras
and E are Fp-good.
Now, we review Brendle’s and Fischer’s [BF11] technique for preserving mad families.
Fix transitive models M ⊆ N of ZFC.
Definition 2.18 ([BF11, Def. 2]). Let A = 〈az : z ∈ Ω〉 ∈ M be a family of infinite
subsets of ω and a∗ ∈ [ω]ℵ0 (not necessarily in M). Say that a∗ diagonalizes M outside A
if, for all h ∈M , h : ω × [Ω]<ℵ0 → ω and for any m < ω, there are i ≥ m and F ∈ [Ω]<ℵ0
such that [i, h(i, F ))r
⋃
z∈F az ⊆ a
∗.
For A ⊆ P(ω), denote by I(A) the ideal generated by A ∪ Fin.
Lemma 2.19 ([BF11, Lemma 3]). If A ∈ M and a∗ diagonalizes M outside A then
|a∗ ∩ x| = ℵ0 for any x ∈M r I(A).
Lemma 2.20 ([BF11, Lemma 12]). Let s be a coherent pair of FS iterations, A˙ a Pi0,0-
name of a family of infinite subsets of ω and a˙∗ a Pi1,0-name for an infinite subset of ω
such that
Pi1,ξ “a˙
∗ diagonalizes Vi0,ξ outside A˙”
for all ξ < pi. Then, Pi0,pi ⋖ Pi1,pi and Pi1,pi “a˙
∗ diagonalizes Vi0,pi outside A˙”.
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Lemma 2.21. Let P ∈M and Q ∈ N be posets, A ∈M . For each of the following cases,
N satisfies that Q forces that any real in [ω]ℵ0 ∩ N that diagonalizes M outside A also
diagonalizes MP outside A.
(i) ([BF11, Lemma 11]) P = Q.
(ii) ([FFMM, Lemmas 4.8, 4.10, Cor. 4.11]) P = SM and Q = SN if S ∈ {E} ∪ {BΓ :
Γ ∈M}.
For a filter base F on ω that contains {ω r n : n < ω}, denote by LF Laver forcing
with F and by MF Mathias forcing with F .
Lemma 2.22 ([BF11, Crucial Lemma 7]). In M , let U be a non-principal ultrafilter on
ω and A ⊆ [ω]ℵ0. If a∗ ∈ [ω]ℵ0 ∩ N diagonalizes M outside A then, in N , there is an
ultrafilter U ′ containing U such that MU ⋖M MU ′ and MU ′ forces that a∗ diagonalizes
MMU outside A.
Hechler [Hec72] defined an ω1-precaliber poset HΓ for a set Γ that adds an a.d. family
A∗(Γ) = {a∗i : i ∈ Γ}. When Γ is uncountable, A
∗(Γ) is forced to be a mad family. If
Ω ⊆ Ω′ then HΩ ⋖HΩ′ .
Lemma 2.23 ([BF11, Lemma 4]). Let Ω be a set, z∗ ∈ Ω and A := {az : z ∈ Ω} the a.d.
family added by HΩ. Then, HΩ forces that az∗ diagonalizes V
HΩr{z∗} outside A↾(Ωr{z∗})
We finish this section with a result related to the groupwise-density number g.
Lemma 2.24 (Blass [Bla89, Thm. 2], see also [Bre10, Lemma 1.17]). Let θ be an un-
countable regular cardinal and 〈Vα〉α≤θ an increasing sequence of transitive models of ZFC
such that
(i) [ω]ℵ0 ∩ (Vα+1 r Vα) 6= ∅,
(ii) 〈[ω]ℵ0 ∩ Vα〉α<θ ∈ Vθ and
(iii) [ω]ℵ0 ∩ Vθ =
⋃
α<θ[ω]
ℵ0 ∩ Vα.
Then, in Vθ, g ≤ θ.
3 Applications
For ordinals γ and δ, fix the following ccc 2D-coherent systems.
(1) The system m(γ, δ) where
(i) Im(γ,δ) = γ + 1, pim(γ,δ) = δ,
(ii) P
m(γ,δ)
α,0 = Cα for each α ≤ γ, and
(iii) Q˙
m(γ,δ)
α,β = C˙ for all β < δ.
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Note that P
m(γ,δ)
α,β ≃ Cα×β for all α ≤ γ and β ≤ δ. For a perfect Polish space X , fix
c˙X,α a P
m(γ,δ)
α+1,0 -name of a Cohen real in X over Vα,0, and c˙
β
X a P
m(γ,δ)
0,β+1 -name of a Cohen
real in X over V0,β (recall that, for each α ≤ γ, P
m(γ,δ)
α,β+1 forces that c˙
β
X is Cohen over
Vα,β). Thus, for any Prs R = 〈X, Y,⊏〉, P
m(γ,δ)
α+1,0 forces that c˙X,α is R-unbounded over
Vα,0 and, by the results of Subsection 2.2, P
m(γ,δ)
α+1,δ forces that c˙X,α is R-unbounded
over Vα,δ. Therefore, if γ is a cardinal of uncountable cofinality then P
m(γ,δ)
γ,δ forces
that {c˙X,α : α < γ} is strongly γ-R-unbounded.
(2) The system m∗(γ, δ) where
(i) Im
∗(γ,δ) = γ + 1, pim(γ,δ) = δ,
(ii) P
m
∗(γ,δ)
α,0 = Hα for each α ≤ γ, and
(iii) Q˙
m(γ,δ)
α,β = C˙ for all β < δ.
Note that P
m
∗(γ,δ)
α,β ≃ Hα × Cβ for all α ≤ γ and β ≤ δ. Let A˙
∗(γ) = {a˙∗α : α < γ}
be the generic a.d. family added by Hγ . For any α < γ, P
m
∗(γ,δ)
α+1,0 forces that a˙
∗
α
diagonalizes Vα,0 outside A˙
∗(α) := {a˙∗ι : ι < α} and, by the results of the last part
of Subsection 2.3, P
m
∗(γ,δ)
α+1,δ forces that a˙
∗
α diagonalizes Vα,δ outside A˙
∗(α). Therefore,
when γ is an ordinal of uncountable cofinality, P
m
∗(γ,δ)
α,δ forces that A˙
∗(γ) is a mad
family. Fix c˙βX as in (1).
Fix uncountable regular cardinals θ0 ≤ θ1 ≤ κ ≤ µ ≤ ν, a cardinal λ ≥ ν such that
λ<κ = λ, and a bijection g = (g0, g1, g2) : λ → κ × ν × λ. Denote pi = λνµ (ordinal
product).
Theorem 3.1. For any of the statements below there is a ccc poset forcing it.
(a) MA<θ0, add(N ) = θ0, p = a = s = g = κ, cov(I) = non(I) = µ for I ∈ {M,N},
d = r = ν, and cof(N ) = c = λ.
(b) MA<θ0, add(N ) = θ0, p = a = cov(N ) = non(M) = g = κ, cov(M) = d = r =
non(N ) = ν, and cof(N ) = c = λ.
(c) MA<θ0, add(N ) = θ0, p = a = s = cov(N ) = g = κ, cov(M) = non(M) = µ,
d = r = non(N ) = ν, and cof(N ) = c = λ.
(d) MA<θ0, add(N ) = θ0, p = s = g = cov(N ) = κ, add(M) = cof(M) = a = µ,
non(N ) = r = ν, and cof(N ) = c = λ.
(e) MA<θ0, add(N ) = θ0, p = a = cov(N ) = g = κ, s = non(M) = cov(M) = d = u =
non(N ) = µ and cof(N ) = c = λ.
Proof. (a) Fix ∆ = (∆0,∆1) : νµ→ κ× ν such that
(i) for any ζ < νµ, ∆0(ξ) and ∆1(ξ) are successor ordinals,
(ii) for each (α, β) ∈ κ× ν the set {ζ < νµ : ∆(ζ) = (α+ 1, β + 1)} is cofinal in νµ.
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We construct a 3D-coherent system t with It = (κ+ 1)× (ν + 1) and pit = pi = λνµ
(ordinal product) by recursion on ξ < pi. Pα,β,0 = P
m
∗(κ,ν)
α,β for all α ≤ κ and β ≤ ν.
Assume we have constructed the 3D system up to λζ for ζ < νµ. Enumerate {Q˙ζα,β,ρ :
ρ < λ} all the (nice) Pα,β,λζ-names for ccc posets of size < θ0 with underlying set a
subset of θ0 and {R˙
ζ
α,β,ρ : ρ < λ} all the (nice) Pα,β,λζ-names for σ-centered posets of
size < κ with underlying set a subset of κ. As in limit steps we just take the direct
limit, we only need to take care of the successor stages for ξ ∈ [λζ, λ(ζ + 1)).
(1) if ξ = λζ fix U˙ζ is a P∆(ζ),ξ-name for a no-principal ultrafilter on ω and put
Q˙α,β,ξ = LU˙ζ when α ∈ [∆0(ζ), κ] and β ∈ [∆1(ζ), ν], otherwise Q˙α,β,ξ is the
trivial poset;
(2) if ξ = λζ + 1, Q˙α,β,ξ is a Pα,β,ξ-name for B
Vα,β,ξ ;
(3) if ξ = λζ+2+2ρ for some ρ < λ, Q˙α,β,ξ = Q˙
ζ
g(ρ) when α ∈ (g0(ρ), κ], β ∈ (g1(ρ), ν]
and Pκ,ν,ξ forces Q˙
ζ
g(ρ) to be ccc, otherwise Q˙α,β,ξ is the trivial poset;
(4) if ξ = λζ + 2 + 2ρ + 1 for some ρ < λ, Q˙α,β,ξ = R˙
ζ
g(ρ) when α ∈ (g0(ρ), κ],
β ∈ (g1(ρ), ν] and Pκ,ν,ξ forces R˙
ζ
g(ρ) to be σ-centered, otherwise Q˙α,β,ξ is the
trivial poset.
Indeed, Pα,β,ξ+1 = Pα,β,ξ ∗ Q˙α,β,ξ. To fix some terminology, we say that in a stage ξ
as in (1) we add a restricted Laver (with ultrafilter) generic real. For (2) we say that
we add a full random generic, for (3) we say that we perform a counting argument of
ccc posets of size < θ0, and for (4) we say that we perform a counting argument of
σ-centered posets of size < κ.1 Those counting arguments yield MA<θ0 and p ≥ κ in
the final extension. In particular, Pκ,ν,pi forces add(N ) ≥ θ0.
Note that this construction produces a FS iteration of length pi of θ0-Lc-good posets.
Therefore, by Theorem 2.7, Pκ,ν,pi forces add(N ) ≤ θ0 and cof(N ) = c = λ.
Recall that the base of this construction is the 2D-coherent system m∗(κ, ν). Note
that {c˙[ω]ℵ0 ,α : α < κ} is preserved to be a strongly κ-Fp-unbounded family in Vκ,ν,pi,
so s ≤ b(Fp) ≤ κ. Also, A∗(κ) is preserved to be a mad family in Vκ,ν,pi, so a ≤ κ.
On the other hand, {c˙β
[ω]ℵ0
: β < ν} is preserved to be strongly ν-Fp-unbounded in
Vκ,ν,pi, so min{d, r} = d(Fp) ≥ ν. Besides, g ≤ κ holds in Vκ,ν,pi by Lemma 2.24.
For each ζ < νµ let dζ be the dominating real added by LUζ and lζ be the unsplitting
real added by it. It is clear that {dζ : ζ < νµ} is a dominating family and {lζ : ζ < νµ}
is a reaping family, so both d and r are below ν.
Finally, note that cov(I) = non(I) = µ for I ∈ {M,N} holds in Vκ,ν,pi because of
the cofinally µ-many Cohen and random reals added along the iteration.
(b) The construction can be performed in two ways. The first one is a 3D-coherent system
t constructed with basem∗(κ, ν) and pit = λν where, at stages between λζ and λ(ζ+1)
for ζ < ν, we add a restricted random generic, a restricted Laver (with ultrafilter)
generic and use counting arguments of ccc posets of size < θ0 and σ-centered posets
1This terminology will be used in further proofs to describe briefly similar forcing constructions.
9
of size < κ. Here the function ∆ (that indicates where the restricted generic reals are
added) is defined as in (a) but with domain ν.
The second construction is a 2D-coherent system m with Im = ν + 1, pim = λνκ
where Pα,0 = Cα for α ≤ ν and, at stages between λζ and λ(ζ + 1) for ζ < νκ, we
add restricted generic reals and perform counting arguments as in t but, in addition,
we use the steps of the form λνη to add a mad family of size κ. Assume that we have
added a P0,λνη-name A˙(η) = {a˙ε : ε < η} for an a.d. family. Let F˙η be a P0,λνη-name
for the filter base generated by the complements of the members of A˙(η) and the
co-finite subsets of ω and let Q˙α,λνη =MF˙η for all α ≤ ν. They add an infinite subset
a˙η ∈ V0,λνκ+1 of ω (which does not depend on α) that is a.d. with A˙(η) and that
diagonalizes Vν,λνκ outside A˙(η). Therefore, {a˙η : η < κ} is forced to be a mad family
in the final model.
(c) Construct a 3D-coherent system based in m∗(κ, ν) with pit = pi where, at stages
between λζ and λ(ζ + 1), a full E-generic real, restricted random and Laver (with
ultrafilter) generic reals are added and counting arguments of ccc posets of size < θ0
and σ-centered posets of size < κ are performed.
(d) Construct a 3D-coherent system based in m(κ, ν) with pit = pi where, at stages
between λζ and λ(ζ + 1), a full Hechler generic real, restricted random and Laver
(with ultrafilter) generic reals are added and counting arguments of ccc posets of size
< θ0 and σ-centered posets of size < κ are performed. In addition, the stages of the
form λνη for η < µ are used to add a mad family of size µ with an argument as in
(b).
(e) Construct a 2D-coherent system m with Im = κ + 1, pim = λµ, Pα,0 = Hα and, at
stages between λζ and λζ + 1, add restricted Hechler and random generic reals and
perform counting arguments of ccc posets of size < θ0 and σ-centered posets of size
< κ. In addition, we do the following in stages of the form λζ for ζ < µ. Assume we
have constructed P0,λζ-names {m˙ε : ε < ζ} for a ⊆∗-decreasing sequence of infinite
subsets of ω. As in [BF11], by recursion on α ≤ κ, we use Lemma 2.22 to construct
a Pα,λζ-name U˙α,ζ of an ultrafilter that contains {m˙ε : ε < ζ} and U˙ι,ζ for all ι < α.
Put Q˙α,λζ = MU˙α,ζ and denote by m˙ζ the Mathias generic real it adds. In the final
model, {m˙ζ : ζ < µ} is a base of an ultrafilter.
Theorem 3.2. For any of the statements below there is a ccc poset forcing it.
(a) MA<κ, add(N ) = p = s = g = cov(N ) = κ, add(M) = cof(M) = a = µ, non(N ) =
cof(N ) = r = ν and c = λ.
(b) MA<κ, add(N ) = p = s = g = a = κ, cov(I) = non(I) = µ for I ∈ {M,N},
d = cof(N ) = r = ν and and c = λ.
(c) MA<κ, add(N ) = p = g = κ, cov(N ) = add(M) = cof(M) = a = non(N ) = µ,
cof(N ) = ν and c = λ.
(d) MA<κ, add(N ) = p = a = g = non(M) = κ, cov(M) = cof(N ) = r = ν and c = λ.
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(e) MA<κ, add(N ) = p = g = cov(N ) = a = κ, s = non(M) = cov(M) = cof(N ) = u =
µ and c = λ.
Proof. (a) Construct a 3D-coherent system t with base m(κ, ν), pit = λνµ such that, at
stages between λζ and λ(ζ+1), a full Hechler real and restricted amoeba generic and
Laver (with ultrafilter) generic reals are added and a counting argument of ccc posets
of size < κ is included. In addition, stages of the form λνη are used to add a mad
family of size µ.
(b) Construct a 3D-coherent system t with base m∗(κ, ν), pit = λνµ such that, at stages
between λζ and λ(ζ + 1), a full random real, a restricted Laver (with ultrafilter)
generic and a restricted amoeba generic are added and a counting argument of ccc
posets of size < κ is included.
(c) Construct a 3D-coherent system t with base m(κ, ν), pit = λνµ such that, at stages
between λζ and λ(ζ+1), a full random real, a full Hechler real and a restricted amoeba
generic are added, and a counting argument of ccc posets of size < κ is included. In
addition, stages of the form λνη are used to add a mad family of size µ.
(d) Construct a 3D-coherent system t with base m∗(κ, ν), pit = λν such that, at stages
between λζ and λ(ζ + 1), a restricted amoeba generic and a restricted Laver generic
real are added and a counting argument of ccc posets of size < κ is included. Like in
Theorem 3.1(b), the same model can be obtained by a 2D-coherent system.
(e) Construct a 2D-coherent system m with Im = κ + 1, pim = λµ, Pα,0 = Hα and,
at stages between λζ and λζ + 1, a restricted amoeba generic is added, a counting
argument of ccc posets of size < κ is included, and stages of the form λζ are used to
add an ultrafilter base of size µ as in Theorem 3.1(e).
Theorem 3.3. For any of the statements below there is a ccc poset forcing it.
(a) MA<θ0, add(N ) = θ0, cov(N ) = θ1, p = s = g = a = κ, non(M) = cov(M) = µ,
d = r = ν and non(N ) = c = λ.
(b) MA<θ0, add(N ) = θ0, cov(N ) = θ1, p = g = a = non(M) = κ, cov(M) = d = r = ν
and non(N ) = c = λ.
(c) MA<θ0, add(N ) = θ0, cov(N ) = θ1, p = g = a = κ, s = non(M) = cov(M) = d =
u = µ and non(N ) = c = λ.
Proof. (a) Construct a 3D-coherent system t with base m∗(κ, ν), pit = λνµ such that,
at stages between λζ and λ(ζ + 1), a full E-generic and a restricted Laver (with
ultrafilter) generic real are added, and counting arguments of ccc posets of size < θ0,
subalgebras of random forcing of size < θ1 and σ-centered posets of size < κ are
included.
(b) Construct a 3D-coherent system t with base m∗(κ, ν), pit = λν such that, at stages
between λζ and λ(ζ + 1), a restricted Laver (with ultrafilter) generic real is added,
and counting arguments of ccc posets of size < θ0, subalgebras of random forcing of
size < θ1 and σ-centered posets of size < κ are included. As in Theorem 3.1(b), the
model can also be obtained by a 2D-coherent system.
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(c) Construct a 2D-coherent system m with Im = κ + 1, pim = λµ, Pα,0 = Hα and, at
stages between λζ and λζ +1, a restricted Hechler real is added, counting arguments
of ccc posets of size < θ0, subalgebras of random forcing of size < θ1 and σ-centered
posets of size < κ are included, and stages of the form λζ are used to add an ultrafilter
base of size µ.
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