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A space-time crystal has recently been observed in a superfluid Bose gas. Here we construct a
variational model that allows us to describe from first principles the coupling between the radial
breathing mode and the higher-order axial modes that underlies the observation of the space-time
crystal. By comparing with numerical simulations we verify the validity of our variational Ansatz.
From the model we determine the requirements for the observation of the space-time crystal and
the Ising-like nature of the symmetry breaking involved. Also, we find the onset and growth rate of
the space-time crystal, which can be compared to experiments.
I. INTRODUCTION
The idea of time crystals was proposed by Wilczek in
2012 [1, 2], where for a system in its ground state the
continuous time-translation symmetry is spontaneously
broken. The proposal stimulated vigorous debates about
the properties of a time crystal [3, 4]. Time crystals
based on the time-dependent correlation functions are
proposed by Watanabe et al. [5], and they showed that
spontaneously breaking of the continuous time symmetry
into a discrete symmetry in the quantum ground state is
impossible. However, the possibility of breaking of a dis-
crete time translation symmetry is not ruled out [6–12].
Yao et al. [13] proposed a model of a one-dimensional
discrete time crystal occurring in periodically driven spin
systems, which is followed by experimental observations
of a discrete time crystal in an interacting spin chain
of trapped atomic ions [14], and in disordered [15] and
ordered magnetic systems [16–18]. Although the experi-
ments clearly showed the breaking of discrete time sym-
metry, the experiments do not allow for a full theoretical
description, since the underlying physics of those spin
systems is far too complex. In contrast, Smits et al. [19]
reported the observation of a space-time crystal in a su-
perfluid gas, where excitations can be described nearly
from first principles. Recently, time crystals have been
reviewed in Ref. [20].
In this paper we describe a variational model, that
fully describes the experimental findings of Ref. [19].
The model is based on the interaction between the ra-
dial breathing mode and higher-order axial modes, which
have been observed before and were dubbed a “Fara-
day” wave [21]. Both excitations are fully determined by
their density and phase and this quantum hydrodynam-
ical description allows for a complete characterization of
the different orders of the coupling. The results of the
model are compared to numerical simulations based on
the Gross-Pitaevskii (GP) equation, which accurately de-
scribes the dynamics in the superfluid. The agreement
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between the model and numerical simulations shows that
our model captures all the relevant dynamics in the su-
perfluid needed to understand the formation and growth
of the space-time crystal.
Since our variational model is constructed from first
principles, we can extract properties of the space-time
crystal, which can be compared to the theoretical pro-
posals for space-time crystals [22–26]. In our model
we identify a prethermal state for the space-time crys-
tal, that is only weakly coupled to the ground state of
the system and thus allows for its observation in the ex-
periment. We show that the Hamiltonian describing the
system has a hidden Z2 symmetry, which is broken in the
crystalline phase.
The paper is organized as follows. In Sec. II we shortly
describe the experimental sequence that leads to the
space-time crystal. In Sec. III we introduce the vari-
ational model and define the higher-order axial modes,
which are given in terms of Legendre polynomials. The
model allows for the description of the coupling be-
tween the radial and axial excitations and the second-
and third-order interactions are taken into account. In
Sec. IV we test our variational Ansatz and find satisfac-
tory agreement between the model and simulations for
the atomic line density and the atomic flux. In Sec. V
we derive the evolution equations for the amplitudes of
the higher-order axial modes and determine the frequen-
cies of the modes, which are compared to the frequency of
their oscillations in the numerical simulations. In Sec. VI
we show how the higher-order axial modes lead to a back
action on the breathing mode. In Sec. VII we present
a quantized version of our Hamiltonian and derive the
quantum properties of the space-time crystal, that has
been observed recently [19]. Finally we derive in Sec. VIII
the onset of the higher-order axial modes and their gain,
and argue that the modes can only be excited in a narrow
window of the driving amplitude.
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2FIG. 1. Phase contrast image of a higher-order axial exci-
tation. The acquired phase due to the condensate is small
with respect to 2pi, such that for a phase delay of pi/3 of the
phase spot the minimum of the intensity is given by I0 and
the maximum by 4I0, where I0 is the intensity on the camera
without the atoms (see Ref. [28]).
II. THE EXPERIMENT
In the experiment [27] we cool 23Na atoms using laser
and evaporative cooling techniques to a temperature of
300 nK, which is far below the BEC transition temper-
ature of about 1 µK. In this way the cloud is nearly
fully condensed, although there always remains a small
fraction of thermal atoms. The atoms are trapped in a
cylindrical symmetric harmonic trap with the potential
V (ρ, z) given by
V (ρ, z) =
1
2
mωρ
2
(
ρ2 + λ2z2
)
, (1)
with m the mass of the atoms, ωρ the trap frequency in
the radial direction ρ and ωz = λωρ the trap frequency
in the axial direction z. In the experiment with trap fre-
quencies (ωρ, ωz) = 2pi × (52.7, 1.43) Hz the aspect ratio
λ is small (λ ' 0.027), which causes the cloud of atoms to
be cigar-shaped. We condense about N ' 5× 107 atoms
and the condensate fraction is N0/N ' 90%. After the
preparation the radial trap frequency is modulated with
three pulses and the radial breathing mode of the Bose-
Einstein condensate is excited. The pulse duration is 50
ms and the modulation depth is 0.125. Due to the su-
perfluid character of the cloud the breathing oscillation
is only weakly damped and acts as a drive for higher-
order axial excitations. Since the trap frequency in the
radial direction greatly exceeds the trap frequency in the
axial direction, an excitation in the radial direction can
couple through the non-linear interaction to high-order
excitations in the axial direction.
In Fig. 1 a typical experimental result is shown 500
ms after the trap modulation with the three pulses using
phase contrast imaging [28]. Although the intensity in
a phase contrast image is not linearly dependent on the
density, it is clear that the higher-order excitation as indi-
cated by the fast oscillations in the intensity is mainly in
the z-direction and that the excitation is almost constant
in the radial direction. This is essential for the theoreti-
cal model that we construct in this article and allows us
to variationally obtain the model from first principles.
III. EFFECTIVE ACTION
In the model we describe only the condensed part of
the cloud and neglect the influence of the thermal cloud,
whose main effect is to introduce a small damping in
the condensate dynamics. The state of the condensate is
fully described by the wavefunction Ψ(r, t) and its evolu-
tion is given by the GP equation with a non-linear inter-
action due to the atom-atom interaction characterized
by a single parameter as, the s-wave scattering length.
Equivalently we can use instead an alternative descrip-
tion, where we treat the condensate as a superfluid and
use the techniques of quantum hydrodynamics for its de-
scription. The condensate is then fully described by the
density n(r, t) and its phase φ(r, t), for which an effective
action can be constructed. Note that both descriptions
are identical [29], but for our purposes it is more appro-
priate to use the density and the phase. For our bosonic
system the effective action is given by
S =
∫
dt
∫
dr L, (2)
with the Lagrangian density L defined by [30]
L = −~n∂φ
∂t
− nV (r) (3)
−T
2B
2
n2 − ~
2
2m
[
(∇n)2
4n
+ n(∇φ)2
]
,
where the quantum pressure is given by the first term
within the square brackets. The non-linear interac-
tion is determined by the two-body interaction T 2B =
4pi~2as/m. It is straightforward to check that minimizing
the action with respect to the phase φ, i.e., δS/δφ = 0,
corresponds to the continuity equation for the density
∂n
∂t
+∇ · j = 0. (4)
Minimizing the action with respect to the density, i.e.,
δS/δn = 0, corresponds to the Josephson equation
~
∂φ
∂t
+
(
1
2
mv2 + V + T 2Bn− ~
2
2m
√
n
∇2√n
)
= 0. (5)
Here we introduced the current density j(r, t) =
n(r, t)v(r, t) and the velocity of the flow v(r, t) =
~∇φ(r, t)/m. The characteristic length of the trap is
the harmonic oscillator length aho, which is defined as
aho =
√
~/mω¯ with the geometric trap frequency ω¯ =
(ωxωyωz)
1/3. Note that for the experimental parameters
N0as/aho ' 10.000 and thus much larger than 1, such
that the quantum pressure term can be neglected, or in
the language of the GP equation, that the atoms are in
the Thomas-Fermi (TF) limit [29].
In our model we assume that the density modulation
of the excitations are small and thus that we can expand
the total density n and phase φ as the sum of a conden-
sate part determined by nD and φD containing the radial
3dynamics, and the part containing the higher-order axial
excitations described by nA and φA:
n = nD + nA, φ = φD + φA. (6)
Substituting Eq. (6) into the Lagrangian density of
Eq. (3), and considering only the second-order and the
third-order terms of nA or φA, the Lagrangian density
becomes
LA = −~nA ∂φA
∂t
− T
2B
2
nA
2 (7)
− ~
2
2m
(
nD(∇φA)2 + 2nA∇φD ·∇φA + nA(∇φA)2
)
.
Here the quantum pressure term is neglected, as dis-
cussed after Eq. (5). Terms depending solely on the
properties of the radial excitations nD and φD have been
eliminated, but they are reintroduced later on in Sec. VI.
Since radial excitations have a large energy ~ωD '
2~ωρ with respect to the splitting of the excitations in
the axial direction of about 2~ωz, we expect that ra-
dial excitations can in principle be coupled to many dif-
ferent modes j in the axial direction. Thus we expand
the higher-order axial mode density nA and phase φA in
modes j as
nA =
∑
j
nj , φA =
∑
j
φj , (8)
where the mode functions associated with the quantum
number j are still to be determined.
There has been some theoretical analysis using a time-
dependent non-polynomial, non-linear Schro¨dinger equa-
tion applied to model cigar-shaped condensates [31, 32].
However, there are exact solutions using Legendre poly-
nomials Pj(z˜) with z˜ = z/Rz for an one-dimensional
Bose-Einstein condensate in a harmonic trap in the TF
regime [30, 33]. Here Rz is the Thomas-Fermi size of
the condensate in the axial direction. Under our experi-
mental conditions it is clear that the cloud is not in the
one-dimensional regime, since the chemical potential µ
(µ/h ' 2 kHz) is much larger than the excitation en-
ergy ~ωρ. However, as can be seen from the excitation
profile in Fig. 1, there is nearly no radial dependence
of the higher-order axial profile, so the Legendre poly-
nomials seem to be the most suitable basis functions for
the expansion of the excitation profile. Furthermore, due
to parity conservation the mode number j of Pj(z˜) is re-
quired to be even, i.e., the radial breathing mode can only
couple to axial modes with an even parity. The higher-
order Legendre polynomials have simple sinusoidal be-
havior around z˜ ' 0, but for |z˜| → 1 their amplitude
strongly increases. In the experiment, the density of
the condensate goes to zero near the edge with |z˜| ' 1,
but also the excitation profile diminishes strongly. Thus
a single Legendre polynomial does not satisfy the right
boundary condition. However, if we subtract two Leg-
endre functions, where the mode numbers differ by two,
the linear combination remains a solution for the one-
dimensional case and decreases to zero near the edges.
Thus we choose the high-order axial mode function Lj(z˜)
as
Lj(z˜) = P4j+2(z˜)− P4j(z˜), (9)
where j is chosen in such a way that the mode functions
are countable and j = 0, 1, 2, 3, . . .. Note that these mode
functions are independent of the time t if the length Rz
of the condensate is constant. However, in our experi-
ment, where the radial breathing mode is excited, there
is coupling with the axial modes [19], as Rz and thus also
Lj(z˜) are functions of time.
For the density and the phase of the higher-order axial
mode functions we can now use the variational Ansatz
nj(z, t) ≡ −κ˙j(t)Lj(z˜), (10)
φj(z, t) ≡ T
2B
~
κj(t)Lj(z˜), (11)
with κj the mode amplitude. The relation between the
density and phase are taken such that the mode functions
obey the Josephson equation of Eq. (5) if the length of
the condensate Rz is constant. In Eq. (10) and in the
remainder of the article the dot indicates the derivative
with respect to time. Note that the excitation profile is
now fully determined by the time-dependent amplitudes
κj(t).
For the radial excitation, the density and the phase are
determined in the TF approximation by [34–37]
nD(r, t) =
n0
bxbybz
(
1− x˜(t)2 − y˜(t)2 − z˜(t)2) , (12)
and
∇φD(r, t) = mRρ(0)~
(
b˙xx˜(t)ex + b˙y y˜(t)ey +
b˙z z˜(t)
λ
ez
)
,
(13)
in which the density in the center of the condensate is
given by n0 ≡ mωρ2Rρ(0)2/2T 2B with Rρ(0) ≡ Rx(0) =
Ry(0). The dimensionless time-dependent variables are
given by
x˜(t) =
x
bx(t)Rx(0)
, y˜(t) =
y
by(t)Ry(0)
, (14)
z˜(t) =
z
bz(t)Rz(0)
,
where the parameters bi(t) with i = x, y, z determine the
explicit time-dependence of the size of the condensate
and Ri(0) are the equilibrium values. The evolution of
the parameters bi is discussed in Sec. VI.
To find the evolution of the amplitudes κj we can sub-
stitute Eqs. (8-11) in the Lagrangian density of Eq. (7)
and obtain for the Lagrangian LA defined by LA =
4∫
dr LA the result
LA = η
∑
ij
(
Qij
2
bxbybz (κ˙iκ˙j − Γij(t)κiκj)
+
T 2Bλ2
2mRρ(0)2
bxby
bz
∑
k
Mijkκ˙iκjκk
)
, (15)
where we have integrated out the dependence on r in
Eq. (7), since both the radial and axial modes are fully
specified in the ρ and z-direction. The Lagrangian is
given in terms of the following integrals
Tij =
∫ 1
−1
dz˜(1− z˜2)2L′i(z˜)L′j(z˜), (16)
Qij =
∫ 1
−1
dz˜(1− z˜2)Li(z˜)Lj(z˜), (17)
Mijk =
∫ 1
−1
dz˜(1− z˜2)Li(z˜)L′j(z˜)L′k(z˜), (18)
combined with the effective mass parameter η,
η = piT 2BRρ(0)
2Rz(0), (19)
and the square of the effective frequency Γij(t) given by
Γij(t) =
ωz
2
4
Tij
Qij
1
bxbybz3
. (20)
In Eqs. (16-18) the prime indicates the derivative with
respect to z˜. Note that the first two terms of the La-
grangian of Eq. (15) have the form of a harmonic oscilla-
tor, where the first term in the brackets is proportional
to the kinetic energy and the second part to the potential
energy. From the Lagrangian we can derive the evolution
equation of the amplitudes κi in Sec. V, but before pro-
ceeding we need to test the validity of the mode functions
Li(z˜) in our variational Ansatz.
IV. COMPARISON TO NUMERICAL
SIMULATIONS
In order to test our mode functions Lj(z˜), we can com-
pare their density profile with the experimental density
profiles, as seen for instance in Fig. 1. However, in the
experiment we have to excite the axial excitation suffi-
ciently to be able to detect the density modulations, al-
though in our model we assume that the excitations are
small compared to the condensate density. Strong ex-
citations also have the drawback that multiple modes j
can be excited simultaneously and that the experimental
excitations have to be compared to a linear superposi-
tion of modes. This adds a large number of adjustable
parameters in the comparison and thus makes the out-
come less certain. Finally, as discussed in Ref. [19], due
to small imperfections in the magnetic trap, radial exci-
tations couple to the scissor mode, which adds even more
uncertainty in the comparison.
As stated in Sec. III we incorporate only the conden-
sate in our model and its evolution is described by the GP
equation. There are very efficient schemes, which allow
for the numerical integration of the GP equation using
time-splitting methods. In our case with the cylindrical
symmetric trap, we can reduce the number of dimension
from three to two, which drastically reduces the com-
putation time. Since in the simulation we simulate the
(complex) wavefunction, we have not only access to the
density, but can also extract the phase of the conden-
sate. This allows for the determination of the flux in the
condensate, which on the one hand only depends on the
excitations and not on the bulk of the condensate, and
on the other hand is a quantity that cannot be obtained
experimentally. Therefore in this section we describe the
numerical simulations of the GP equation, and the com-
parison of the outcomes with the theoretical model.
For simulations, the GP equation is rewritten in cylin-
drical coordinates (ρ, z) with the condensate wavefunc-
tion equal to Ψ(r, t) = f(ρ, z, t)/
√
ρ using the axial sym-
metry. The equation to solve becomes
(i− αˆ)~∂f(ρ, z, t)
∂t
=
(
− ~
2
2m
[
∂2
∂ρ2
+
∂2
∂z2
− 1
4ρ2
]
+
V (ρ, z) +
T 2B
2piρ
|f(ρ, z, t)|2 − µ
)
f(ρ, z, t), (21)
where αˆ is a phenomenological damping constant [38].
This equation is solved by employing a splitting spectral
method [39]. Time steps are chosen to be 0.001τp with
τp = 2pi/ωρ the oscillation period in the radial direc-
tion. The grid size is 1024 × 256 with a physical size of
[−2Rz, 2Rz] × [−2Rρ, 2Rρ]. The simulation is initiated
with a profile in the TF limit and the ground state is
found by imaginary time evolution. After reaching the
ground state, the system can be excited in two ways.
First, we can employ the excitation scheme of the ex-
periment by modulating the radial trap frequency. This
allows for a full comparison with the outcome of the ex-
periments, although in that case the system is excited
strongly. Alternatively, we can artificially imprint the
proper phase profile corresponding to one mode function
j on the condensate, such that the condensate starts to
oscillate in the right mode. From these simulations an
accurate frequency for each of the eigenmodes can be ex-
tracted. The last method is employed in this section.
In Fig. 2 we plot the line density profile of the high-
order axial mode `(z˜) = pi(1 − z˜2)nA(z˜) as a function
of z˜ by subtracting the ground state of the condensate
from the profile after the phase imprinting. The figure
shows that our theoretical prediction agrees well with the
simulation data and that there are only relative small
deviations near the edge of the condensate at |z˜| → 1.
Note that due to the quantum pressure term in the sim-
ulation the density exponentially decays to zero at the
edge, whereas in the model the density has a disconti-
nuity near the edge, which is not physical. This may
explain the deviations near the edge of the condensate.
5FIG. 2. (Color online) The high-order line density profile
`(z˜) as a function of z˜ with j = 19. The black curve is the
theoretical prediction of the mode density profile, whereas the
red curve corresponds to the numerical simulation.
It is also useful to investigate the axial component of
the current density Jz(z˜), which is given by
Jz(ρ˜, z˜, t) ≡ n(ρ˜, z˜, t) ~
m
∂φ(ρ˜, z˜, t)
∂z
. (22)
Using the expansion of Eq. (6), the expressions for nD,
φD in Eqs. (12-14), and nA, φA in Eqs. (8-11), we ulti-
mately obtain
Jz(ρ˜, z˜, t) =
(
n0
bxbybz
(1− ρ˜2 − z˜2)− κ˙jLj(z˜)
)
(23)
×
(
Rz(0)b˙z z˜ +
T 2Bκj
mRz(0)bz
(8j + 3)P4j+1(z˜)
)
.
Here the following property of the Legendre polynomials
∂
∂z
(P4j+2(z)− P4j(z)) = (8j + 3)P4j+1(z) (24)
is used.
In Fig. 3 the comparison for the flux between the the-
oretical model and the simulation is shown. The agree-
ment between theory and simulation is excellent apart
from a small deviation near the edge of the condensate.
It is also clear that the numerical simulations show only
small variations of the flux in the radial direction, prov-
ing our basic assumption that the restriction of the mode
function to only allow for axial variation is justified. The
agreement for both the density and the flux between sim-
ulation and model shows that our choice for the mode
functions is very accurate. Thus we can now address the
dynamics of the high-order axial modes using these mode
functions.
V. NO MODE COUPLING BETWEEN AXIAL
MODES
If we exclude the coupling of different higher-order
modes, we need to consider only the diagonal terms in
FIG. 3. (Color online) The density plot of the axial particle
flux ρ˜Jz(ρ˜, z˜, t) as a function of the scaled radial and axial
position for j = 19 for (a) the numerical simulation and (b)
our theoretical model.
the Lagrangian LA in Eq. (15) and we obtain
LA = η
∑
j
(
Qjj
2
bxbybz
[
κ˙j
2 − Γjj(t)κj2
]
+
T 2Bλ2
2mRρ(0)2
bxby
bz
Mjjjκj
2κ˙j
)
. (25)
Because the Lagrangian contains only the first-order time
derivative κ˙j , the equations of motions follow from the
Euler-Lagrange equation
∂L
∂κj
− d
dt
∂L
∂κ˙j
= 0. (26)
Using Eq. (26) for the Lagrangian of Eq. (25) the equa-
tion of motion for the amplitudes of the higher-order axial
mode becomes
κ¨j + Γjj(t)κj +
(
b˙x
bx
+
b˙y
by
+
b˙z
bz
)
κ˙j (27)
+
T 2Bλ2Mjjj
2mRρ(0)2Qjj
(
b˙x
bx
+
b˙y
by
− b˙z
bz
)
κj
2
bz2
= 0.
When the radial excitations are small and the terms b˙i/bi
can be neglected in Eq. (27), the solution of Eq. (27) is
simply sinusoidal with a frequency Ωj given by
Ωj =
√
Γjj =
ωz
2
√
Tjj
Qjj
, (28)
with bx = by = bz = 1. The integrals Tjj and Qjj can
easily be evaluated and for large j this leads to Ωj '
(2j + 3/4)ωz. So in particular the splitting of the modes
is equal to 2ωz.
In Fig. 4 we show the comparison between the theoreti-
cal results of the high-order axial-mode frequency Ωj and
6FIG. 4. (Color online) High-order axial mode frequency Ωj in
units of ωρ as a function of mode number j. The black dashed
line is the theoretical prediction of Eq. (28), the red dots are
the frequencies for the simulation data by phase-imprinting
and the blue dots are the frequencies obtained by the integra-
tion of the mode function found from the simulation data (as
discussed in the text).
the numerical simulation through the phase-imprinting
method, where the mode frequency is extracted by fit-
ting the oscillatory pattern after the imprinting. The
deviations are of the order of 5% in the interesting re-
gion near j = 19, or alternatively, the mode number j is
off by 1. This is acceptable considering the fact that the
variational model uses a very small number of param-
eters to describe the dynamics of the whole superfluid.
One possible explanation for the deviations is the axial
dependence of the mode profile. To investigate, whether
this deviation derives from the difference between the
theoretical mode function and mode function in the sim-
ulation, we used the mode profile from the simulation to
calculate Tjj from Eq. (16) and Qjj from Eq. (17) to cal-
culate an estimate of Ωj using Eq. (20). Although these
values of Ωj are closer to values of our theoretical mode
function, they still do not fully agree with the theoretical
values, presumably due to our assumption of neglecting
the radial dependence in the mode profile.
Finally, the Lagrangian LA of Eq. (15) contains non-
diagonal elements, which we have neglected until now. In
principle, these non-diagonal elements Qij and Γij(t) can
be included in the analysis. Applying the Euler-Lagrange
equation including these non-diagonal terms leads to cou-
pling of the form Qj±1,j and Γj±1,j(t). By diagonalizing
the resulting equations we find new eigenvectors with al-
most equal eigenvalues, where the nearest neighbor con-
tribution is less than 5% for our experimental parame-
ters. Therefore, we ignore the non-diagonal effects in the
remainder of this article.
VI. BACK-ACTION
In Sec. III we have concentrated on the part of the
Lagrangian density that involves only the higher-order
axial modes. However, there is also dynamics in the con-
densate in the radial direction, and this can be obtained
by considering the full Lagrangian density L of Eq. (3),
substituting Eq. (8) and only retaining terms that are
second- or third-order in the density nA or phase φA.
We obtain for the Lagrangian
L = LD + LA, (29)
where LA is given by Eq. (15) and the Lagrangian LD of
the condensate is given by
LD =
1
14
mRρ(0)
2N0
(
b˙x
2 + b˙y
2 +
1
λ2
b˙z
2
−ωρ2
(
bx
2 + by
2 + bz
2
)− 2ωρ2
bxbybz
)
, (30)
where we applied Eqs. (12-14). Applying the Euler-
Lagrange formalism of Eq. (26) with respect to the scal-
ing factors bi for L of Eq. (29), the equation of motion
for bi with back action of the higher-order axial modes
become
b¨i + ωi
2bi − ωi
2
bxbybzbi
+ χ
∑
j
Iij(t) = 0, (31)
with i = ρ, z and the back-action parameter χ =
−7piT 2BRz(0)/(2mN0) and
Iρj(t) = Qjjbρbzκ˙j
2 +
T 2BMjjj
mωz2
bρ
bz
κj
2κ˙j , (32)
Izj(t) = λ
2
(
Qjjbρ
2κ˙j
2 − T
2BMjjj
mωz2
bρ
2
bz2
κj
2κ˙j
+
ωz
2Tjj
2bz3
κj
2
)
.
In absence of back action of the axial dynamics, Eq. (31)
reduces to the ordinary equations for shape oscillations
in a condensate that have already been discussed in
Refs. [34–37].
VII. THE SPACE-TIME CRYSTAL
HAMILTONIAN
Although theoretical proposals for time crystals have
been discussed in the literature for some time now [22–
26], the connection with the present experimental
schemes in spin systems have not been established firmly,
mainly because the underlying physical description is
not known. In the experimental scheme using superfluid
bosons [19], this mechanism can be described in detail, as
we have shown in Sec. III. One of the open questions in
time crystals is their long-term stability. In the spin sys-
tems there is a lot of discussion, whether the many-body
interactions in the system lead to the stability of the crys-
tal. However, there are also suggestions that time crys-
tals can be stabilized in a so-called prethermal state [11].
7In this section we show that our effective Lagrangian pre-
dicts a prethermal state, where the Hamiltonian in a ro-
tating frame becomes time independent. We also identify
in this Hamiltonian a symmetry, which is broken in the
phase transition to the space-time crystal.
In the Lagrangian of Eq. (25) we substitute for the
amplitude κj in the rotating frame of the drive
κj = κ˜je
−iωDt/2 + κ˜j∗e+iωDt/2, (33)
where we have neglected the third-order term propor-
tional to Mjjj . We assume that the breathing mode
is weakly excited, such that bz = 1 and bx = by =
1 + AD cos(ωDt) and only retain terms up to first or-
der in AD. Since the amplitudes κ˜j are slowly varying
(| ˙˜κj/κ˜j |  ωD), we neglect terms proportional to ˙˜κj2.
By substituting Eq. (33) in Eq. (25) and applying the
rotating-wave approximation, we obtain
LA= η
∑
j
Qjj
(
δjωDκ˜j κ˜
∗
j −
ADωD
2
8
[κ˜j κ˜j + κ˜j
∗κ˜j∗]
− iωD
2
[
κ˜j ˙˜κj
∗ − κ˜j∗ ˙˜κj +AD
(
κ˜j ˙˜κj − κ˜j∗ ˙˜κj∗
)])
,
(34)
where we used the approximation (ωD/2)
2−Ωj2 ' δjωD,
with δj = ωD/2 − Ωj . Using the relation between the
Hamiltonian and the Lagrangian
H ≡
∑
j
(
˙˜κj
∂L
∂ ˙˜κj
+ ˙˜κ∗j
∂L
∂ ˙˜κj∗
)
− L (35)
the Hamiltonian in the rotating frame becomes
H = η
∑
j
Qjj
(
−δjωDκ˜j κ˜j∗ + ωD
2AD
8
[κ˜j κ˜j + κ˜j
∗κ˜j∗]
)
.
(36)
In the rotating frame the Hamiltonian thus becomes
time-independent leading to the stability of the space-
time crystal.
In the space-time crystal the time- and space-
translation symmetry of the Hamiltonian are broken. To
explore the symmetry breaking, it is most convenient to
work in second quantization. Note that the condensed
state contains phase fluctuations, but the number of con-
densed atoms is large (of O(107)) and the model so far
is a mean-field description. However, in this section we
quantize the Hamiltonian by replacing the amplitudes κ˜j
and κ˜j
∗ by the annihilation aˆj and creation aˆj† operator,
respectively.
For the quantized Hamiltonian the commutation re-
lation between the creation and annihilation operator[
aˆj , aˆj
†] = 1 needs to be fulfilled, such that the oper-
ator aˆj
†aˆj determines the number of excitations. For the
quantization we replace in Eq. (36) κ˜j and κ˜j
∗ by
κ˜j → qj aˆj , κ˜j∗ → qj aˆj†, (37)
where qj is a j-dependent normalization parameter,
which is determined from the Lagrangian in Eq. (34) by
calculating the canonical momentum pˆij = ∂L/∂ ˙ˆaj and
requiring [aˆj , pˆij ] = i~. As a result we find
qj =
√
~
ηQjjωD
, (38)
which we substitute in the Hamiltonian in Eq. (36) to
find the quantized Hamiltonian
H =
∑
j
(
−~δj aˆj†aˆj + ~ωDAD
8
[
aˆj aˆj + aˆj
†aˆj†
])
,
(39)
where the factor in front of the square brackets acts as a
driving parameter.
In Eq. (39) the U(1) symmetry aˆj → aˆjeiϑ is bro-
ken. As a result, when diagonalizing and solving the
system using a Bogoliubov transformation, we find that
〈aˆj aˆj〉 is non-zero. Physically this describes the squeez-
ing of the probability distributions of the conjugate vari-
ables nˆj and φˆj due to the driving process even when
〈nˆj〉 = 〈φˆj〉 = 0. The Hamiltonian in Eq. (39) does
have the Z2 symmetry aˆj → −aˆj . This discrete sym-
metry is spontaneously broken when the mode j has a
large occupation, indicating that a phase transition has
occurred to a phase with 〈nˆj〉 6= 0 and 〈φˆj〉 6= 0, which
we identify as the space-time crystalline phase. In the
rotating frame this phase can exist for arbitrarily long
time, which implies that it is a prethermal phase. Note
that the symmetry of the Hamiltonian reflects the fact
that the (temporal) phase factor of the space-time crystal
is determined by the drive only up to a sign. Choosing
one particular sign breaks this Ising symmetry and leads
to the formation of the space-time crystal.
VIII. ONSET OF THE SPACE-TIME CRYSTAL
One of the outcomes of the experiment is that the
higher-axial modes appear a long time after the excita-
tion [40]. As already discussed is Sec. III, many modes
can be excited, but in the experiment only one or a few
modes are observed. In this section we exploit the equa-
tion of motion of Eq. (27) to find the frequencies, growth
rates and threshold for the higher-order axial modes.
In the experiment, there are certain dissipative pro-
cesses involved, which have not been included in the
model so far. One of the most important dissipation
mechanisms occurs through the thermal cloud, although
its density is small compared to the condensate. As
shown in Ref. [41], by moving through the thermal cloud,
excitation in the condensate can be induced, which lead
to damping of its motion. We include the damping in
Eq. (27) by adding a phenomenological damping param-
8eter α,
κ¨j + Γjj(t)κj +
(
b˙x
bx
+
b˙y
by
+
b˙z
bz
+ α
)
κ˙j = 0, (40)
which assumes that the damping is proportional to the
velocity of the condensate. Here we have again neglected
the third-order term proportional to Mjjj in Eq. (27) for
simplicity.
Since the higher-order axial mode is driven at the ra-
dial breathing mode frequency ωD, and the higher-order
axial mode oscillates at nearly one half of this frequency,
we substitute Eq. (33) in Eq. (40) and only retain non-
oscillating terms, which corresponds to the rotating-wave
approximation of Sec. VII. Since the mode amplitude is
nearly constant during one oscillation of the drive, the
second-order derivative of ¨˜κj(t) can safely be ignored and
we obtain (
−δj − iα
2
)
κ˜j +AD
ωD
4
κ˜j
∗ = i ˙˜κj . (41)
Here we have neglected the back action of the higher-
order axial modes on the breathing mode as discussed
in Sec. VI and thus assumed AD to be constant. The
solutions are given by κ˜j ∝ exp(−i∆Ωjt) with
∆Ωj = −iα/2±
√
δj2 − (ADωD/4)2. (42)
In case that the expression under the square-root is pos-
itive, the solutions (apart from the term proportional to
α) are oscillatory and the frequencies are shifted up and
down with respect to ωD/2. However, if this expression
is negative, the frequencies becomes complex and thus
lead to gain of the amplitude. There is only gain, when
the detuning is not too large with respect to ωD:
|δj | < ωDAD
4
. (43)
Here we assumed that α is much smaller than δj . In
general, there is gain if the growth due to the driving
exceeds the damping and the driving amplitude must be
larger than the threshold value AThD , which is given by
AThD =
4
√
δ2 + (α/2)2
ωD
. (44)
In Fig. 5 we show the results for α = 0 and non-zero
detuning δ. Below the threshold there are two mode
frequencies and their splitting decreases if the driving
amplitude increases. Above threshold, where the two
frequencies coincide, the mode amplitude increases expo-
nentially and the gain coefficient increases nearly linearly
with driving amplitude AD. Note that above threshold
the oscillation frequency becomes ωD/2, which implies
that the periodicity of the space-time crystal is twice the
periodicity of the drive and the discrete time symmetry
is broken.
FIG. 5. (Color online) (a) The frequency Ω = ωD/2 + ∆Ωj
and (b) the growth rate γ in units of ωρ for j = 19 as a
function of AD for Ωj = 1.03ωρ and ωD ' 2ωρ. There is no
damping (α = 0).
In Fig. 6a we have plotted the threshold as a function
of the driving frequency ωD. In the absence of damping
the threshold is zero at resonance and the higher-order
axial mode can always be excited. However, for non-zero
damping, which coincides with any realistic experiment,
there is a minimum requirement of the driving ampli-
tude, which depends also on the detuning of the mode
frequency Ωj with half the driving frequency ωD/2. Note
that the detuning is not easily adjustable in the exper-
iment, since it depends on Ωj , which through Eq. (28)
depends in a complicated way on various parameters of
the experiment. Increasing the driving amplitude too
much causes heating of the condensate and thus leads to a
strong reduction of the number of condensed atoms. This
makes the observation of the space-time crystal in the
laboratory non-trivial, since there is a small window for
the driving amplitude for the observation of the higher-
order mode. In Fig. 6a we have indicated the conditions
for the simulations of Sec. IV and from Fig. 6a it can be
seen that the theoretical model predicts the excitation of
predominantly the mode with j = 18.
In Fig. 6b we have plotted the threshold as a function
of the axial trap frequency, where the radial trap fre-
quency and thus the driving frequency is kept constant.
We have run the simulations using phase imprinting un-
der the same trapping conditions and analyzed the axial
flux of the higher-order axial mode using different mode
numbers j. We find the dominant mode from a fit to the
simulations by determining the mode j, for which the
amplitude in the fit is the largest and simultaneously the
reduced chi-squared of the fit is minimal. As can be seen
9FIG. 6. (Color online). Linear-response analysis of (a) the
threshold of the breathing mode amplitude AThD as a function
of the radial mode frequency ωD and (b) as a function of the
axial trap frequency ωz. The results are without damping
(solid line) and with damping (dashed line). The red star in
(a) indicates the breathing mode amplitude of the simulations
of Sec. IV. The symbols in (b) indicate the dominant high-
order axial mode of the fit for the simulation.
from the fit, the dominant mode is close to the theoreti-
cal prediction, although the quantum number j seems to
off by 1. This presumably has the same cause as the shift
in j in the frequency of the mode (see Sec. IV).
On resonance (Ωj = ωD/2), the detuning δj = 0 and
the growth rate can easily be determined from Eq. (42):
γ =
ADωD
4
− α
2
. (45)
Hence, for sufficiently small damping the growth rate be-
comes γ ' ADωD/4. From the simulations we have de-
termined the growth rate and we typically find values,
which are a factor 3 larger. However, in the simulation
the excitation is rather strong and presumably no longer
in the linear regime, where our model applies.
IX. CONCLUSION AND OUTLOOK
In conclusion, we have constructed a variational model
that describes the coupling between the radial breathing
mode and the higher-order axial modes in a superfluid
Bose gas. We have compared the mode profile and the
flux of the higher-order modes with numerical simula-
tions and found good agreement. The coupling between
these modes leads to the space-time crystal that has re-
cently been observed. Since our model has been con-
structed from first principles, it allows to investigate the
necessary requirements to observe the space-time crystal.
In particular, we have identified an Ising-type symmetry
breaking, where the symmetry in the sign of the higher-
order mode amplitude is broken. The model is used to
predict the onset and growth rate of the space-time crys-
tal and we will compare the outcome of the model with
the results of experiments in the near future [40].
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