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Abstract 
We have investigated path query algorithms which can provide efficient retrieval of 
paths in graph views of relational data.  One advantage of supporting such a graph 
view is that it has the potential to support queries of the form “what is the relationship 
between object A and object B?”. Such path queries are not possible with a 
conventional relational design, but if supported would enable knowledge extraction 
from the data. We describe the path query algorithm we have implemented, and report 
the results of testing the algorithm on a graph of biological data of over 700000 nodes 
and 800000 edges. 
Introduction 
The Protein Family Database (PFDB) integrates protein family-related data with 
relevant functional and genomic data [1]. The database is implemented as an Oracle 
relational database, but incorporates tables which support a graph view of biological 
objects and their relationships. This graph view has over 1 million nodes and 1 
million edges currently. One advantage of supporting a graph view is that it has the 
potential to support queries of the form “what is the relationship between object A and 
object B?”. Such path queries are not possible with a conventional relational design, 
but if supported would enable knowledge extraction from the data. 
 
We describe the path query algorithm we have implemented as a prototype and report 
the results of testing it with a graph of over 700000 nodes and 800000 edges. Our aim 
was to implement a system enabling us to find a path between any two nodes in this 
graph with acceptable response time.  This made the option of computing the path on 
the fly out of the question.  On the other hand, pre-computing and storing all paths 
would require unacceptably high levels of storage.  We found a compromise in Jing et 
al.'s Hierarchical Encoded Path View approach adopted in the context of 
transportation applications for graphs of up to 14,400 nodes [2], [3].  This works by 
partitioning the graph into smaller subgraphs and pre-computing the transitive closure 
of each of those subgraphs.  We chose Karypis and Kumar's multilevel k-way 
partitioning scheme as the method that would create the initial partitioning of the 
graph [4], [5].  Partitioning information is stored within the database as BLOB data. 
 
The results of testing the prototype with biological graph data are encouraging, paths 
being returned within seconds of the query.  Also evaluated is the performance of an 
n-connected operator, which given a node and a number n, returns all nodes that can 
be reached within n edges of the start node. We conclude with a summary of on-going 
work. 
  
Background 
Hierarchical Graph Model 
One approach to the problem of efficient path query processing is the Hierarchical 
Graph Model adopted by Jing et al. [2], [3].  The original graph (known as the flat 
graph) is split into fragments in such a way that nodes may belong to one or more 
fragments but all edges must belong to one and only one fragment (see Figure 1).  
Border nodes are those nodes that appear in more than one fragment.  A supergraph is 
constructed consisting of all the border nodes of the flat graph.  There is an edge 
between two supergraph nodes if both nodes are in the same fragment and one is 
reachable from the other within that fragment.  The weight of that edge is the 
minimum path weight amongst all fragments that contain both border nodes.  The 
identifier of the fragment in which this minimum path can be found is stored with the 
supergraph edge. 
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Figure 1: A Flat Graph, its Fragments and Supergraph 
 
Path information is encoded within each fragment and at the supergraph level.  This is 
achieved by associating with each node in a fragment a list of those nodes reachable 
from it within that fragment.  For each reachable node, the direct successor node on 
the shortest path to it and the weight of that path is stored.  This allows a procedure to 
retrieve the complete path by recursively treating the direct successor node as the source node until the direct successor node corresponds to the destination node.     
Figure 2 illustrates the path encoding of a fragment. 
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Figure 2: Path Encoding of a Fragment 
 
The same path information is stored at the supergraph level for all nodes in the 
supergraph.  This structure makes it possible to find the optimal path between any two 
nodes in one of four possible cases. 
 
1.  Both source and destination nodes are border nodes.  The supergraph's path 
encoding is used to determine the shortest path.  Taking the graph illustrated in 
Figure 3 as an example, to find the path between nodes b and d, the algorithm 
first determines from the supergraph path encoding that there is a path of 
weight 9 with next hop e.  It then finds the full path between b and e using the 
path encoding of Fragment 2 and the path between e and d using the path 
encoding of Fragment 3. 
2.  The source node is a border node but the destination node is not.  For example, 
the shortest path from b to f is the minimum of all possible paths between b 
and a border node of the destination node's fragment (nodes d  and  e  of 
Fragment 3) and from a border node of Fragment 3 to f. 3.  The destination node is a border node but the source node is not.  For example, 
the shortest path from c to d is the minimum of all possible paths from c to a 
border node of Fragment 2 and from a border node of Fragment 2 to d. 
4.  Neither source nor destination nodes are border nodes.  For example, the 
shortest path from c to a is the minimum of all possible paths from a to a 
border node of Fragment 2, a border node of Fragment 2 to a border node of 
Fragment 1, and a border node of Fragment 1 to a. 
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(a) The flat graph shown with fragments.  (b) The Supergraph 
Figure 3: Flat Graph with Supergraph 
 
Graph Partitioning 
Karypis and Kumar addressed the problem of partitioning the nodes of a graph into 
subgraphs of roughly equal size in such a way that the number of edges connecting 
nodes in different subgraphs is minimized [4], [5].  The method they present involves 
successively coarsening the graph by collapsing edges and vertices together until the 
graph becomes small enough to be partitioned efficiently.  The partition found is then 
refined while the graph is uncoarsened.  At each coarsening stage, each node is 
matched with at most one other adjacent node.  Any pair of matched nodes is then 
treated as one at the next stage of coarsening.  A number of partitioning algorithms 
are discussed, including recursive bisection and graph growing partitioning.   
Refinement algorithms involve swapping nodes among partitions in an attempt to find 
a new partitioning where fewer edges connect nodes in different partitions. Implementation 
Partitioning the Graph 
The biological graph data was stored in the database in a binary relation.  Figure 4 
shows a simplified version of the relation and the corresponding graph. 
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Figure 4: Database relation and corresponding graph 
We chose to represent the data as an undirected graph as relationships between nodes 
are symmetrical.  The nature of the biological data and the requirements of the 
Hierarchical Graph model forced us to adapt the partitioning algorithm described 
above.  A coarsening algorithm in which a node could be matched to at most one 
other node at each stage of coarsening proved to be too slow due to the uneven 
distribution of edges among nodes as illustrated in Figure 5.  Allowing nodes to be 
matched to more than one other node at each coarsening stage significantly reduced 
the time required to coarsen the graph.   
 
Figure 5: Pictorial representation of a sample of the graph data  
The Hierarchical Graph model demanded that we curtail the size of each fragment so 
that we could efficiently find the transitive closure of each.  Thus coarsening finished 
when no further nodes could be collapsed together without creating a node of a size 
greater than a given maximum.  This made partitioning of the coarsest graph 
unnecessary, as each node in the coarsest graph became a fragment of the original 
graph.  We added the further constraint that each fragment should be fully connected 
in order to keep the path-finding algorithm as simple as possible.   
 
Hierarchical Graph Model 
All pairs shortest path information was computed for each fragment by finding the 
transitive closure of an adjacency matrix representation of the fragment.  For every 
node in a fragment, the weight of the paths to all other nodes in that fragment was 
recorded as well as the identifier of one of the intermediate nodes in each of those 
paths (Figure 6(b)).  To keep the storage requirements to a minimum the path 
information for each fragment was compressed and stored in BLOB form in a 
database relation as described in Figure 6(c).   
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(a) The Fragment 
 
  a b c d e 
  Next  Hop Wght Next  Hop Wght Next  Hop Wght Next  Hop Wght Next  Hop Wght 
a  a 0 a  1  a  1  c  2  b  2 
b  b 1 b 0 b  1  e 2 b 1 
c  c 1 c 1 c 0 c 1 d 2 
d  c 2 e 2 d 1 d 0 d 1 
e  b 2 e 1 d 2 e 1 e 0 
 
(b) The transitive closure of (a) with path information. 
 
BLOB 
 
 
No. of  
nodes in 
fragment 
a b c d e Number  of 
edge bytes. 
Inter- 
partition 
edge data 
0  1  0  1  2  2  1  2  1  1  ... 
Expla- 
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Edge information.  The shaded section 
corresponds to the shaded section in (b).  
Instead of labels, offsets are stored.  
For example, a is at offset 0, b at 1 etc.  The 
maximum fragment size was set to 1024. 
Therefore, only 10 bits were required to 
store each Next Hop and weight value in 
the BLOB. 
 
(c) The BLOB representation of the Fragment. 
Figure 6: A Fragment, its transitive closure and BLOB representation.  
Our prototype did not fully implement the hierarchical aspect of the Jing et al. model 
in that it did not calculate and store the weights of the full paths between all nodes at 
the supergraph level.  Our fragments were connected by edges instead of nodes and 
the shortest path stored by our prototype between two nodes in the supergraph was the 
path that traversed the fewest edges, regardless of the weights of those edges.  This 
meant that any path could be found more quickly but was not guaranteed to be 
optimal.  As the fragments were fully connected, if an edge connected Fragment A 
and Fragment B and another connected Fragment B and Fragment C, a path could be 
found between every node in B and every node in C.   
Performance Evaluation 
The original test graph consisted of 723,355 nodes and 810,102 edges.  This was 
coarsened into 75,791 fragments with 80,501 inter-partition edges.  The maximum 
size of each partition had been set to 1,024.  However, just over 93% of the 75,791 
partitions had a weight of 2 and those partitions with weight 5 or less accounted for 
just under 97% of the total.  We could not, however, coarsen the graph any further 
without creating fragments that exceeded the maximum weight of 1,024, or join any 
two small fragments into one larger one without creating disconnected fragments.  
Figure 7 illustrates the nature of the coarse graph. 
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Figure 7: Part of the coarse graph with weights of fragments shown. 
 
Another feature of the coarse graph was that around 99% of the fragments had a 
degree of 0 or 1, that is, either one or no edges connect that fragment to another 
fragment.  We used this to resolve the problem of storing the transitive closure of the 
75,791 fragments.  Only those fragments with degree greater than 1 were included in 
the transitive closure (971 in total).  In this way, either a fragment was in the transitive 
closure or was just one edge away from it.   
 To implement the scheme we had to store in the database a mapping of nodes to 
fragments, information on inter-partition edges and BLOBs containing the path 
information.  This required about 563Mb in total. This compares with a figure of 
301Mb for conventional B-tree index data for the test database. 
 
Path Retrieval 
The length of time required to retrieve a path depended on the number of BLOBs that 
had to be accessed in the path from source node to destination as well as the size of 
those BLOBs as illustrated in Figure 8. 
 
No. of BLOBS accessed  Path retrieval time (secs)  No. of edges in path 
1 (size 1024)  4.40  6 
1 (size 75)  0.02  14 
3 17.58  28 
7 23.34  51 
Figure 8: Path retrieval times. 
 
N-connected operator 
Given a node and a number n, the n-connected operator returns all nodes within n 
edges of the start node.  The time taken before all nodes are retrieved depends on the 
number and size of BLOBs that have to be accessed. 
 
n  No. of BLOBs 
accessed 
Size of start node's 
BLOB 
Retrieval time 
(secs) 
No. of nodes 
retrieved. 
3 2  513  1.89  33 
6 6  513  11.97  295 
10 61 513  105.55  2465 
3 2  18  6.41  5788 
6 4844  18  304.44  19337 
3 1  1024  2.99  4 
6 1  1024  2.99  7 
10 4 1024  11.22  277 
Figure 9: N-connected retrieval times. 
 
Future Work 
The results of our experiment show that a simplified version of Jing et al.'s scheme 
scales up to cope with a graph of   hundreds of thousands of nodes.  The next stage is 
to determine whether the full hierarchical structure can be applied to this data set so 
that optimal paths can be retrieved without incurring unacceptable run-time costs.  
Jing et al. estimate in [1] that graphs of over 10,000 nodes require at least a hierarchy 
of 4 levels.  The PFDB database currently holds in excess of 1 million nodes with 
further growth planned and it may be that the number of levels required to 
accommodate graphs of millions of nodes would increase retrieval times to 
unacceptably high levels. If that is the case, we will investigate methods that enable 
the retrieval of paths, which while not optimal, nonetheless have bounds on their 
length. 
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