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Abstract
We consider a continuous time random walk on the rooted binary tree of depth n with
all transition rates equal to one and study its cover time, namely the time until all vertices
of the tree have been visited. We prove that, normalized by 2n+1n and then centered by
(log 2)n− logn, the cover time admits a weak limit as the depth of the tree tends to infinity.
The limiting distribution is identified as that of a Gumbel random variable with rate one,
shifted randomly by the logarithm of the sum of the limits of the derivative martingales
associated with two negatively correlated discrete Gaussian free fields on the infinite version
of the tree. The existence of the limit and its overall form were conjectured in the literature.
Our approach is quite different from those taken in earlier works on this subject and relies
in great part on a comparison with the extremal landscape of the discrete Gaussian free field
on the tree.
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1 Introduction and Results
Let Tn be the rooted binary tree of depth n ≥ 1, of which the root we denote by 0 and its set
of leaves by Ln. Suppose that Xn = (Xn,t : t ≥ 0) is a continuous time random walk (RW) on
Tn starting from 0 with all transition rates equal to one. Equivalently, starting from the root,
upon reaching a vertex x ∈ Tn the process Xn first holds for an exponentially distributed time
with mean 1/deg(x) and then jumps to one of the neighbors of x in Tn, uniformly at random.
Given x ∈ Tn and t ≥ 0, the local time at x up to time t is defined as
Ln,t(x) :=
∫ t
0
1x
(
Xn,s
)
ds . (1.1)
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The cover time of Tn is the first time when all vertices in Tn have been visited, namely
TCn := inf
{
t ≥ 0 : min
x∈Tn
Ln,t(x) > 0
}
. (1.2)
The goal of the present work is to study the large n asymptotics of TCn . As in many of the
earlier works on this subject, it is easier to first consider the cover time measured in terms of
the local time at the root. Formally, we let L−1n,t(x) be the generalized inverse of t 7→ Ln,t(x),
namely
L−1n,t(x) := inf
{
s ≥ 0 : Ln,s(x) > t
}
. (1.3)
Then, the local time at x ∈ Tn measured in terms of the local time at the root is given by
Ln,t(x) := Ln,L−1n,t(0)
(x) . (1.4)
That is, Ln,t(x) is the local time at x up to the moment that the local time at the root is t. The
corresponding version of the cover time is then defined as
TCn := inf
{
t ≥ 0 : min
x∈Tn
Ln,t(x) > 0
}
. (1.5)
Our first theorem shows that
√
TCn admits a distributional limit as n → ∞ after centering
by
√
tCn , where t
C
n is defined via√
tCn :=
√
log 2n− 1
2
√
log 2
log n . (1.6)
The limiting law is described in terms of the limit of the derivative martingale associated with
the discrete Gaussian free field (DGFF) on the infinite rooted binary tree T with zero imposed at
the root as boundary conditions. To be more explicit, let us now properly define these objects.
Suppose that each of the edges of the tree T is assigned a random value, chosen independently
according to the Gaussian distribution with mean 0 and variance 1/2. Then, for each x ∈ T, let
h(x) be the sum of the values assigned to the edges on the path going from the root of T to x.
The field h = (h(x) : x ∈ T) is then (a multiple of) the DGFF on T. Alternatively, h(x) can be
seen as recording the position of particle x in a branching random walk (BRW) process, with
deterministic binary branching and centered Gaussian steps with variance 1/2.
The derivative martingale associated with h is the process (Zn : n ≥ 0) defined as
Zn := 2
−2n ∑
x∈Ln
(√
log 2n− h(x))e2√log 2h(x) . (1.7)
It is well known [3, Proposition A.3] that the sequence (Zn : n ≥ 0) converges almost-surely to
a positive and finite limit, and accordingly we set
Z := lim
n→∞Zn a.s. (1.8)
We can now formulate our first theorem.
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Theorem A. For all s ∈ R,
lim
n→∞P
(√
TCn −
√
tCn ≤ s
)
= E exp
(− C⋆Ze−2√log 2 s) , (1.9)
where C⋆ ∈ (0,∞) and Z is as in (1.8).
In order to deduce the weak convergence of the real cover time TCn from the the convergence
of TCn , we prove the following theorem which relates the two.
Theorem B. For all s ∈ R,
lim
n→∞
∣∣∣P(√2−(n+1)TCn −√tCn + ξ ≤ s)− P(√TCn −√tCn ≤ s)∣∣∣ = 0 , (1.10)
where ξ is a centered Gaussian random variable with variance 1/2, which is independent of Xn.
Using Theorem A and Theorem B, deriving a scaling limit for TCn is not a difficult task.
To state the result, however, we first need to define a surrogate for Z in the description of the
limiting law. To this end, we define a new centered Gaussian field h = (h(x) : x ∈ T1 ∪ T2),
where T1, T2 are two disjoint isomorphic copies of T. The law of h is completely determined by
insisting that (
h(x1) : x1 ∈ T1) d= (h(x2) : x2 ∈ T2) d= (h(x) : x ∈ T) , (1.11)
with h being the DGFF from before and that
Eh(x1)h(x2) = −12
(
1− 2−|x1|∧|x2|) : x1 ∈ T1, x2 ∈ T2 , (1.12)
where |x1| and |x2| denote the depths of x1 and x2 in T1 and T2, respectively. The existence of
such a field will be shown in Proposition 2.4 of Section 2. In the meantime, we observe that for
all n ≥ 1 and x1 ∈ L1n, x2 ∈ L2n,
Eh(x1)h(x2) = −12(1− 2−n) −→ −12 as n→∞ , (1.13)
where L1n and L
2
n denote the set of leaves at depth n of T
1 and T2, respectively.
In light of (1.11), we can define Z1 and Z2 to be the almost-sure limits of the derivative
martingales with respect to
(
h(x1) : x1 ∈ T1) and (h(x2) : x2 ∈ T2), defined exactly as in (1.7)
and (1.8) only with h replaced by h restricted to T1 and T2, respectively. We then set
Z := Z1 + Z2 . (1.14)
The weak convergence of the scaled real cover time is then given by,
Theorem C. For all s ∈ R,
lim
n→∞P
(√
2−(n+1)TCn −
√
tCn ≤ s
)
= E exp
(−C⋆Ze−2√log 2 s) , (1.15)
where C⋆ ∈ (0,∞) and Z is as in (1.14) and is positive and finite almost surely. Furthermore,
C⋆ and Z are related to C⋆ and Z from Theorem A via,
C⋆ = C⋆/4 , ZΛ
d
= Z , (1.16)
where Λ ∼ Log-normal(−2 log 2, 2 log 2) is assumed to be independent of Z.
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Since
∣∣∣(2−(n+1)n−1TCn − ((log 2)n− log n))− (2√log 2(√2−(n+1)TCn −√tCn))∣∣∣ is
O
(((√
2−(n+1)TCn −
√
tCn
)2
+ 1
)
n−1 log2 n
)
, (1.17)
as a straightforward corollary of Theorem C we get,
Corollary D. For all s ∈ R,
lim
n→∞P
(
TCn
2n+1n
− ((log 2)n − log n) ≤ s) = E exp (−C⋆Ze−s) , (1.18)
where C⋆ and Z are as in Theorem C.
Remarks.
1. In many other works on this subject, the mean holding time at a vertex x is assumed to be
one, but the local time at x is then scaled by 1/deg(x). We chose instead (purely for aesthetic
reasons) to define the mean holding time as 1/deg(x) and not to scale the local time. This makes
no difference when one considers TCn , but results in a difference by an overall multiplicative factor
of 2 in the asymptotics of TCn (that is, T
C
n in the case of mean one is asymptotically twice what
it is here). This is rather evident from the proof of Theorem C.
2. The asymptotics for the real cover time in the case of mean one holding times remain the
same, if one then replaces the continuous time random walk with its discrete-time analog (in
which case TCn measures the number of steps taken before all vertices have been visited). This
is because the fluctuations in the number of steps which Xn makes during t ≥ 0 time is of order√
t. Consequently, at times of the order of the real cover time 2nn2, these fluctuations are of
order 2n/2n, which is far smaller than 2n+1n – the order of fluctuations of TCn , as shown by
Corollary D.
1.1 Discussion and related works
The asymptotics of the cover time on the tree have been studied considerably in the past. The
leading order term (log 2)2n+1n2 was found by Aldous in [4]. The second order term −2n+1n log n
was then derived by Ding and Zeitouni in [20]. (Both expressions are scaled by 2 for the sake of
comparison, as the authors considered the mean one holding time case.) Tightness of the scaled
cover time after centering by the median was shown by Bramson and Zeitouni [12], without an
explicit expression for its asymptotics. Very recently, Belius, Rosen and Zeitouni [7] showed that
the remaining terms in the asymptotic expansion are O(1) and consequently proved tightness
of the scaled cover time.
What prevented the authors in [7] from obtaining the convergence in law of TCn was the lack
of precise asymptotics for the right tail of
√
TCn −
√
tCn . The authors do obtain the right order
of the tail ([7, Theorm 1.3]) using careful barrier estimates, but with non-matching constants
for the upper and lower bounds. We remark that the approach taken in this work is quite
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different and, instead of using barrier estimates, relies almost entirely on comparison with the
extremal landscape of the DGFF. As such, we avoid the need of deriving asymptotics for the
right tail altogether and, as a side effect, essentially reproduce all the results mentioned above
using different arguments (see Subsection 1.2 for more details).
The limiting law in Corollary D (as well as those in Theorem A and Theorem C) can be
interpreted as the distribution of G+ logZ, where G is a Gumbel distributed random variable
satisfying P(G ≤ s) = exp(−C⋆e−s) for all s ∈ R, and Z is as in (1.14) and independent of G.
As such, the limiting law of the cover time bears strong resemblance to the weak limit of the
centered minimum/maximum of the DGFF on T. Indeed, it was shown by Aı¨de´kon [3] that for
all s ∈ R,
lim
n→∞P
(
max
x∈Ln
h(x) −mn ≤ s
)
= E exp
(
C⋄Ze−2
√
log 2s
)
; mn :=
√
log 2n− 3
4
√
log 2
log n ,
(1.19)
where Z is precisely as in (1.8) and C⋄ ∈ (0,∞).
In view of Theorem A, we see that when the cover time is measured in terms of the local
time at the root, its square root admits exactly the same limiting law (up to an arbitrary shift)
as that of the maximum of the DGFF, although the centering sequence in both cases differ by√
tCn −mn = (4
√
log 2)−1 log n. In particular, from the known asymptotics for the right tail of
the limit of the centered maximum ([3, Proposition 1.3]), it readily follows that
lim
n→∞P
(√
TCn −
√
tCn > s
)
∼ C◦se−2
√
log 2s as s→∞ , (1.20)
for some C◦ ∈ (0,∞). This was the missing stronger form of [7, Theorem 1.3] mentioned above.
The overall form of the limiting law of the cover time as a randomly shifted Gumbel and
its resemblance to the limiting law of the centered maximum of the DGFF were expected in
the literature (see below). In fact, a randomly shifted Gumbel distribution is conjectured to be
the universal limiting law of the maximum/minimum of fields with logarithmic or approximate
logarithmic (e.g. hierarchical) correlations. This has been verified, for example, in the case of
branching Brownian motion [10] and the discrete Gaussian free field in two dimensions [11].
Somehow less expected, as far as we know, is the appearance of Z in the definition of the
random shift which governs the limiting law of the real cover time. The random variable Z, as
defined in (1.14), is the sum of two copies of the limit Z of the derivative martingale, defined
with respect to two DGFFs on T which are coupled together such that the covariances between
their values on Ln all tend to −1/2 as n → ∞. Alternatively, Z can be viewed as the limit of
a derivative-martingale-like process, defined similarly to (1.7) only with respect to a centered
Gaussian field h satisfying (1.11) and (1.12) (one can also take (1.16) for a definition of Z).
The appearance of negative correlations in the definition of Z is due to the negative dependency
between T cn and L
−1
n,t (see Subsection 1.2).
The connection between the cover time of the tree and the maximum/minimum of the DGFF
is well known. A general theory relating the two on general graphs was developed by Ding, Lee
and Peres in [19] and extended by Ding [18]. Further evidence for the connection between the
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extreme values of the local time field and those of the DGFF was demonstrated by Abe in [2],
who showed that the thinned extremal process of local times converges in law to a Cox process,
driven by the limit of the derivative martingale (in its random-measure form) of the DGFF.
The reason why these two seemingly very different objects exhibit very similar extreme value
statistics becomes apparent thanks to the second Ray-Knight Theorem (also sometimes referred
to as a version of Dynkin’s Isomorphism Theorem). The theorem, which in this context is due
to Eisenbaum, Kaspi, Marcus and Rosen [21] relates the law of the local time field to the law
of the DGFF on the same graph. Specializing to the tree, this relation can be expressed in
terms of a coupling between Ln,t and two copies h, h
′ of the DGFF, under which Ln,t and h are
independent of each other and the following identity holds almost-surely:
Ln,t(x) + h
2(x) =
(
h′(x) +
√
t)2 : x ∈ Tn . (1.21)
To illustrate that the above relation readily yields a strong connection between the extreme
values of the local time field and those of the DGFF, consider the case when
√
t is much larger
than mn - the order of extreme values of h and h
′ on Ln. In this case, under the coupling
we have
√
Ln,t(x) −
√
t ≈ h′(x), which shows that extreme values of √Ln,t − √t on Ln are
approximately the same as those of the DGFF on Ln. Unfortunately, in the study of the cover
time
√
t is taken to be
√
tCn +O(1) ∼ mn and thus the use of the isomorphism is far less trivial.
Lastly, let us mention that in a parallel development thread, considerable effort has been
devoted to studying the cover time of a random walk on the two-dimensional torus or the cover
time of a Brownian motion (BM) on a two-dimensional compact manifold (see, e.g. [16] for the
definition in this case). Results here include, in chronological order, the derivation of the leading
order term for RW and BM [16], a bound on the second order term for RW [17], a derivation of
the second order term for BM [6], a derivation of the second order term for RW [1] and most
recently tightness in the case of BM [8]. Despite the very different natures of the underlying
graphs, and as in the case of the DGFF, many of the results and techniques in the case of
the tree, carry over to the two-dimensional setup, albeit with notable and difficult technical
complications involved.
1.2 Proof outline
In this subsection we give a short overview of the proofs of Theorem A and Theorem B. In the
case of Theorem C, the argument is rather straightforward and can be easily understood from
the top-level proof of the theorem in Section 2.
1.2.1 Theorem A
The proof of Theorem A takes up the largest part of the paper. The first key idea is to split the
running time of the walk into two consecutive phases: A and B. In phase A the random walk
is run for time tAn and in phase B for time t
B
n + sn, where s ∈ R and√
tAn := mn =
√
log 2n− 3
4
√
log 2
log n , tBn :=
1
2
n log n , (1.22)
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Above mn is as in (1.19) and both running times are measured in terms of the local time at the
root. Observe that for fixed s as n→∞,√
tAn + t
B
n + sn =
√
tCn + (2
√
log 2)−1s+ o(1) . (1.23)
The motivation for this split comes from the isomorphism with the DGFF and the relation
Ln,t(x) + h
2(x) =
(
h′(x) +
√
t)2 : x ∈ Tn , (1.24)
under the coupling employed in (1.21). Since the min-extreme (near minima) values of the
DGFF on Ln are typically at a height −mn + O(1), at time
√
t =
√
tAn the right hand side
in (1.24) for such min-extreme leaves will be O(1). On the other hand, to get an O(1) value on
the left hand side in (1.24), we must have both Ln,t(x) = O(1) and hn(x) = O(1). It follows
that, under the isomorphism, min-extreme leaves of h′ on Ln correspond to low-local-time leaves
(namely, leaves with O(1) local time under Ln,t), which “survived the isomorphism” because
their corresponding value under h is also O(1). Since h(x) for x ∈ Ln has a Gaussian law with
mean 0 and variance n/2, a low-local-time leaf survives with probability of order 1/
√
n.
Now, as it turns out, at time tAn , except for a negligible subset, with high probability most
of the low-local-time leaves agglomerate in an order of
√
n clusters, each having diameter O(1)
and at distance n− o(n) apart (both measured in graph distance). Moreover, the restrictions of
the local time field to each of these low-local-time clusters follow jointly an asymptotic i.i.d. law.
Since the law of the DGFF h restricted to such a clustered collection of leaves in Ln follows a
similar i.i.d. structure, the number of low-local-time clusters in which at least one leaf survives
has asymptotically a Binomial distribution with order
√
n trials and success probability of order
1/
√
n.
It follows from the Poisson approximation to the Binomial distribution that the number
of “surviving” clusters (namely, low-local-time clusters in which at least one leaf survives) is
asymptotically Poisson with rate proportional to 1/
√
n times the total (random) number of low-
local-time clusters. Since surviving clusters correspond exactly to min-extreme clusters of h′
(namely, clusters of leaves whose value under h′ is −mn +O(1)), we can equate their respective
laws. Thanks to earlier work on the extreme values of the DGFF, the asymptotic joint law of
the min-extreme values of h′ is well known. In the limit, these values have the same distribution
as that of the atoms of a clustered Poisson point process with (random) intensity given by
Ze2
√
log 2udu, where Z is as in (1.8). In particular, the number of min-extreme clusters has a
Poissonian law with (random) rate proportional to Z.
Equating the law of surviving clusters with the law of the min-extreme clusters, we find that
the number of low-local-time clusters at the end of phase A has asymptotically the same law
as C ′
√
nZ for some C > 0 (which explicitly depends on all O(1) terms above). Using the i.i.d.
nature of the clusters, the same asymptotics in law can be shown to hold (with the constant C⋆
from Theorem A replacing C) for the number of zero-local-time clusters, namely clusters with
leaves which were not visited at all by time tAn .
Turning to phase B, when the random walk leaves the root for an excursion in the direction
of x ∈ Ln, a simple Gambler’s Ruin estimate shows that the probability that x will be visited
8
before the walk returns to the root is 1/n. It is not difficult to show that, whenever the random
walk reaches x, it will also visit a cluster of diameter O(1) around it in the same excursion,
with overwhelming probability. Since the number of excursions in the direction of x within
time tBn + sn is essentially t
B
n + sn, the probability that a cluster of diameter O(1) will not be
visited within such time is (1 − 1/n)tBn+sn = e−s/√n. We now see that estimating the number
of zero-local-time clusters after phase A which are then not entirely visited in phase B becomes
a Coupon Collector Problem.
Because the clusters are n − o(n) apart, the “not-entirely-visited” events are essentially
independent for different clusters. Since asymptotically there are C⋆
√
nZ clusters after phase A,
each not entirely visited in phase B with probability e−s/
√
n, we are again in the Poisson regime
of the Binomial distribution. It follows that the number of zero-local-time clusters not entirely
visited after phase B is again Poisson in the limit with (random) rate C⋆e
−sZ. Observing that
leaves which are not visited after both phases are precisely those contained in such clusters, the
probability that the tree Tn is not entirely visited within time t
A
n + t
B
n + sn is the same as the
probability that a Poisson with rate C⋆e
−sZ is equal to zero. In view of (1.23), this is precisely
the statement of Theorem A.
Evidently, a crucial ingredient in the argument presented above is the sharp description of
the clustering structure of the set of low-local-time leaves after phase A. One way of obtaining
such a description is via truncated first moment bounds, by imposing a barrier on the local time
trajectory of such leaves. This barrier method has been used, e.g. in [7], to derive the tightness
of the cover time. Our approach, which can be viewed as another key idea in the argument, is
rather different. We instead rely almost entirely on comparison with the DGFF via (1.24).
More precisely, instead of just comparing their values, we compare the full trajectory of low-
local-time leaves under Ln,tAn with the full trajectory of min-extreme leaves under h
′. In a rather
delicate analysis, we are then able to deduce from the known repulsion of trajectories of min-
extreme leaves under h′ a similar repulsion for the local time trajectories of the low-local-time
leaves. More explicitly, if Ln,tAn (x) = O(1) for x ∈ Ln, then we show that typically√
Ln,tAn ([x]k)−
n− k
n
√
tAn >
(
k ∧ (n− k))1/2−ǫ : k ∈ [n1/2−ǫ′ , n] , (1.25)
where [x]k denotes the ancestor of x at depth k and ǫ, ǫ
′ > 0 can be chosen arbitrarily small.
This sharp repulsion statement (which would have been also a necessary step had we employed
the barrier method) in turn yields the needed sharp clustering description.
We remark that not all low-local-time leaves obey the above clustering structure. Indeed,
there are low-local-time leaves whose distance from other such leaves is o(n) but not O(1).
Unfortunately, in order to show that they form a negligible set (which will be visited entirely in
phase B with high probability, and therefore can be ignored), we were forced to rely on the usual
barrier method, as we did not find a suitable comparison argument with the DGFF. Luckily, a
coarse barrier is sufficient for this purpose, and consequently the application of this method is
considerably simpler when compared to, say, its use in [7]. See the proof of the second part of
Theorem 2.1 and Subsection A.2 of the appendix.
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1.2.2 Theorem B
Turning to the proof of Theorem B, it requires a simple computation to show that the total
running time Rn,t of the walk on Tn when the local time at the root is t ≥ 0, has mean (2n+1−1)t
and variance 22n+3t(1 + o(1)). In particular, the fluctuations of this quantity are uniformly of
the same order as its mean. This implies that tightness of
√
TCn /2
n+1 around
√
tCn will follow
from the tightness of
√
TCn around the same centering value. On the other hand, it also shows
that there will be an additional randomness in the conversion between the two cover times which
will not disappear in the limit. Moreover, there is no reason why (Rn,t − ERn,t)/
√
VarRn,t at
t = TCn should be independent of T
C
n . In fact, it is not difficult to guess that they should be
negatively correlated.
To control this additional randomness, we first reduce the problem to that of a finite order,
regardless of n, by considering the tree up to level k ≤ n. To this end, we define the normalized
running time by R̂n,t := 2
−nRn,t. Then, conditioning on (Ln,t(x) : x ∈ Tk) and neglecting the
local time at the first k − 1 levels of the tree, the distribution of R̂n,t is the same as that of
2−k
∑
x∈Lk
2−(n−k)R(x)
n−k,Ln,t(x) , (1.26)
where (R
(x)
n−k,t : t ≥ 0) are independent for different x-s and have the same law as (Rn−k,t : t ≥ 0).
This is a simple consequence of the spatial Markov property of Ln,t. Furthermore, setting also
Sk,t :=
∑
x∈Lk Ln,t(x) and Ŝk,t := 2
−kSk,t, under the conditioning above, the quantity in (1.26)
has mean 2Ŝk,t(1 + o(1)) and variance O(2
−kŜk,t). Therefore 2Ŝk,t is a good approximation for
R̂n,t with high probability as k →∞.
This implies that, instead of running Xn until (real) time 2
n+1s, we can consider the walk
up to the stopping time τk,2k+1s, where τk,s := inf{t ≥ 0 : 2Sk,t > s}. Using a version of the
central limit theorem for a sum with a random number of terms, it can be shown that the joint
law of
(
Ln,τ
k,2k+1s
(x) : x ∈ Lk
)
is then, asymptotically as s → ∞, Gaussian with means s and
covariances (
2s(|x ∧ y| − 1) + o(1))
x,y∈Lk , (1.27)
with the o(1) term tending to 0 as k →∞.
On the other hand, in view of the isomorphism relation (1.24), for fixed k and s→∞, with
high probability we have that
Ln,s(x) = s+ 2
√
sh′(x) + (h′)2(x)− h2(x) = s+ 2√s(h′(x) + o(1)) : x ∈ Lk . (1.28)
This shows that
(
Ln,s(x) : x ∈ Lk
)
is, asymptotically as s → ∞, also Gaussian with means s,
but with covariances given by(
4sEh′(x)h′(y)
)
x,y∈Lk =
(
2s|x ∧ y|)
x,y∈Lk . (1.29)
Comparing (1.27) with (1.29), we see that on Lk the local time field up to real time 2
n+1s has
asymptotically (as s→∞ followed by k →∞) the same law as that of the local time field when
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the local time at the root is s, up to a negative −2s term added to all covariances. This negative
term is an artifact of the negative correlation mentioned above.
To compensate for this negative covariance term, we consider instead of the stopping time
τk,2k+1s the stopping time νk,s := τk,2k+1θs where θs := s + 2
√
sξ and ξ ∼ N (0, 1/2) drawn
independently of the walk. This essentially amounts to running the random walk until real time
2n+1(s + 2
√
sξ), or equivalently until the square root of the running time scaled by 2−(n+1) is√
s+ ξ. It can then be easily shown that the law of
(
Ln,νk,s(x) : x ∈ Lk
)
is asymptotically the
same as that of
(
Ln,s(x) : x ∈ Lk
)
. Thanks to the spatial Markov property again, the last two
assertions now imply the asymptotic equivalence in law of
√
TCn and
√
2−(n+1)TCn + ξ around
the centering value
√
tCn , which is precisely the statement in Theorem B.
1.3 Organization of the paper
Section 2 includes the top-level proofs of all of our main theorems. These proofs capture the
outline of the arguments leading to each of the main theorems and as such rely on key statements
which are proved later in the manuscript. All the necessary preliminaries are stated in Section 3
with all lengthy but standard proofs deferred to Appendix A. Section 4 includes upper bounds
which are direct consequences of the isomorphism. They are used in Section 5 to obtain the sharp
clustering description as discussed in Subsection 1.2. Section 6 deals with the i.i.d. nature of low-
local-time clusters, as well as the i.i.d. nature of the DGFF on clustered sets. Section 7 includes
the proof of the main theorem for phase A. Section 8 includes the proof of the main theorem for
phase B. Both are building blocks in the proof of Theorem A. Section 9 and Section 10 include
the main results needed for the proofs of Theorem B and Theorem C, respectively. Finally, the
appendix includes the proofs which were left out from Section 3.
2 Top-level proofs
In this section we provide top-level proofs for Theorems A, B and C. These proofs build on key
statements whose proofs, in turn, constitute the main effort in this work. To obtain a top-down
exposition, we shall present these key statements here and first show how to use them in order
to prove the main results of the paper. Then, in the remainder of the paper, we will provide the
necessary proofs of these key results.
2.1 General notation
We start by introducing some further notation which will be used throughout the sequel. First
and foremost, we will often consider the tree Tn in place of Tn. The former is defined exactly
as Tn, except that the root 0 has only one child, so that its degree is now one instead of two.
Observe that the size of the leaf set Ln of Tn is 2
n−1 instead of 2n (as it is for Ln). Furthermore,
we will think of Tn for all n ≥ 1 as embedded in one single infinite rooted tree T where all vertices
have degree 3, except for the root which has degree one. The slight advantage of working with
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this unconventional tree is that for any x ∈ T, each of the subtrees Tr(x), Tl(x) – consisting of
x, one of its children and all of their descendants – is isomorphic to T. This will be somewhat
handy in the sequel. We note that the union T(x) := T
l
(x) ∪ Tr(x) forms an infinite regular
rooted binary tree which is isomorphic to T.
Given x ∈ T, we write |x| for the depth or generation of x, namely the (graph) distance
between x and 0. For 0 ≤ k ≤ |x|, we write [x]k for the ancestor of x at depth k. The deepest
common ancestor of x, y ∈ T will be denoted by x ∧ y. These last two definitions extend to an
arbitrary collection of vertices V ⊂ T via ∧V for the deepest common ancestor of all x ∈ V and
[V]k for the set {[x]k : x ∈ V}. All of the above notation extends to the regular binary tree T
with the obvious necessary changes. Furthermore, we will also use this notation for subtrees of
T or T. For instance, if x ∈ T then Lk(x) is the set of vertices in T(x) at distance k from x, or
equivalently the set of leaves in Tk(x).
When the underlying tree is Tn, the process Xn = {Xn,t : t ≥ 0} still denotes a continuous
time random walk with all transition rates equal to one, and the local times Ln,t(x) and Ln,t(x)
are defined exactly as in the case of Tn. The precise underlying graph will always be made
explicit, so that there should be no confusion. For both graphs and any 1 ≤ k ≤ n, n′, since the
law of (Ln,t(x) : |x| ≤ k , t ≥ 0) is the same as that of (Ln′,t(x) : |x| ≤ k , t ≥ 0), we shall often
omit n from the notation and just write Lt(x).
Finally, for some general conventions, if f is a function on some domain D then we denote
by f(D) the collection of all of its values on D. We denote the cardinality of a set D by |D|, not
to be confused with the depth |x| of the vertex x. As usual, constants whose value is immaterial
and may change from one use to another are denoted by C,C ′, C ′′, etc. These are always positive
and finite and are independent of any parameter, unless stated explicitly otherwise.
2.2 Proof of Theorem A
In order to prove Theorem A, we first consider the tree Tn in place of Tn and, as explained in
Subsection 1.2, split the running time of the walk on Tn into two consecutive phases: A and B.
In phase A the random walk is run for time tAn and in phase B for time t
B
n + sn, where s ∈ R
and √
tAn :=
√
log 2n− 3
4
√
log 2
log n , tBn :=
1
2
n log n . (2.1)
Both running times are measured in terms of the local time at the root. As before, we observe
that for fixed s as n→∞,√
tAn + t
B
n + sn =
√
tCn + (2
√
log 2)−1s+ o(1) . (2.2)
We will show that after phase A, aside from a negligible subset of size o(
√
n), the collection of
non-visited leaves agglomerate in clusters whose diameter (in graph distance) is o(n1/2) (in fact,
as the proof shows, most of these clusters are essentially of diameter O(1)). Moreover, scaled
by 1/
√
n, the number of such clusters converge weakly to a constant multiple of Z¯, defined as Z
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in (1.8) only with respect to the tree T, in place of T. To handle phase B, we will then show that
for such a clustered collection of leaves, the number of clusters not entirely visited by the random
walk after tBn + sn time is asymptotically Poisson with rate proportional to e
−s/
√
n times the
original number of clusters in the set. This will show that, after phase B, the number of clusters
of non-visited leaves is asymptotically Poisson with rate CZ¯e−s, from which the convergence in
law of the cover time TCn will follow immediately.
To make this argument precise, for n ≥ 1 and t ≥ 0, we start by thinking of Lt = Lt(Ln) as
a (random) function on Ln, and for u ≥ 0 define the sub-level set of Lt at height u as
Fn,t(u) :=
{
x ∈ Ln : Lt(x) ≤ u
}
. (2.3)
For η ∈ (0, 1/2), whose precise value is immaterial for the argument, we also henceforth set
rn = r
η
n := ⌊n1/2−η⌋ . (2.4)
Then, for any y ∈ [Fn,t(u)]rn , we shall call the set Fn,t(u) ∩ T(y) an rn-cluster of Fn,t(u).
For each k ∈ [rn, n], the subset of leaves in Fn,t(u) belonging to k-rooted rn-clusters is defined
as
Wkn,t(u) :=
{
x ∈ Fn,t(u) :
∣∣∣∧(Fn,t(u) ∩ T([x]rn))∣∣∣ = k} . (2.5)
This is the set of all leaves that belong to some rn-cluster of Fn,t(u) of which the deepest common
ancestor is found at depth k. We will call z ∈ [Wkn,t(u)]k the root of the cluster Wkn,t(u) ∩ T(z).
Notice that any k-rooted rn-cluster of Wkn,t(u) has diameter 2(n − k) (in graph distance). Let
us also set, for K ⊆ [rn, n],
WKn,t(u) :=
⋃
k∈K
Wkn,t(u) , (2.6)
and observe that this is always a union of disjoint sets and is equal to Fn,t(u) when K = [rn, n].
In analog to Z from (1.8), we define Z¯ as the almost-sure limit of the derivative martingale
associated with the DGFF on T:
Z¯ := lim
n→∞ Z¯n a.s. , Z¯n := 2
−2n+1 ∑
x∈Ln
(√
log 2n− h(x))e2√log 2hn(x) , (2.7)
where (h(x) : x ∈ T) is defined exactly as in (1.7) above, except that now the underlying tree is
T instead of T. Since (2Zn : n ≥ 0) has the same law as the sum of two independent copies of
(Z¯n : n ≥ 0), the existence, positivity and finiteness almost-surely of Z¯ follows from the validity
of this claim for Z and, moreover,
2Z
d
= Z¯ l + Z¯r , (2.8)
where Z¯ l, Z¯r are two independent copies of Z¯.
We can now state the key theorem for phase A, which includes both a sharp description of
the clustered structure of non-visited leaves and asymptotics for the number of their rn-clusters.
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Theorem 2.1 (Phase A). There exists CA ∈ (0,∞) such that as n→∞,
1√
n
∣∣[Fn,tAn (0)]rn∣∣ =⇒ CAZ¯ , (2.9)
where Z¯ is as in (2.7). In addition, the following holds in probability as n→∞:
1√
n
∣∣∣W [rn,n−rn]n,tAn (0)∣∣∣ −→ 0 . (2.10)
Turning to phase B, for any 0 ≤ r ≤ R ≤ n we will say that a set of leaves Ln ⊂ Ln is
(r,R)-clustered if for all x, y ∈ L, we have either |x ∧ y| ≥ R or |x ∧ y| < r. The next theorem
shows that the number of rn-clusters in an (rn, n− rn)-clustered subset Ln of Ln which are not
entirely visited by the walk after time tBn +sn is asymptotically Poisson with rate Ce
−s|Ln|/
√
n.
Moreover, any subset Ln of Ln which is of size o(
√
n) will be entirely visited with high probability.
Theorem 2.2 (Phase B). There exists CB ∈ (0,∞) such that for all s ∈ R, λ ≥ 0,
lim
n→∞ supLn
∣∣∣E exp(− λ∣∣∣[Fn,tBn+sn(0) ∩ Ln]rn∣∣∣)− exp(− CB e−s√n ∣∣[Ln]rn∣∣(1− e−λ))∣∣∣ = 0 , (2.11)
where the supremum is over all (rn, n− rn)-clustered subsets Ln of Ln. Moreover, for all n ≥ 1,
s ∈ R, any set Ln ⊆ Ln (not necessarily clustered) and v > 0,
P
(∣∣Fn,tBn+sn(0) ∩ Ln∣∣ > CB ve−s√n |Ln|) ≤ v−1 . (2.12)
Combining Theorem 2.1 and Theorem 2.2, the proof of Theorem A is not difficult.
Proof of Theorem A. Run the random walk for time tAn first. Since Fn,tAn (0) is the disjoint union
of W [rn,n−rn)
n,tAn
(0) and W [n−rn,n]
n,tAn
(0), both parts of Theorem 2.1 together yield
1√
n
∣∣[W [n−rn,n]
n,tAn
(0)]rn
∣∣ =⇒ CAZ¯ as n→∞ , (2.13)
where Z¯ is as in (2.7). Now run the random walk for additional tBn + sn time and denote the set
of unvisited leaves during this time by FB
n,tBn+sn
(0). Since W [n−rn,n]
n,tAn
(0) is (rn, n − rn)-clustered
by definition, we can apply the first part of Theorem 2.2 to conclude that for all λ ≥ 0,
lim
n→∞E exp
(
− λ
∣∣∣[FBn,tBn+sn(0) ∩W [n−rn,n]n,tAn (0)]rn∣∣∣) = exp(− CACBe−sZ¯(1− e−λ)) . (2.14)
Above we first condition on W [n−rn,n]
n,tAn
(0) and then take expectation, using the uniformity of the
limit in the statement of Theorem 2.2.
Writing,
Fn,tAn+tBn+sn(0) = Fn,tAn (0) ∩ FBn,tBn+sn(0)
=
(
W [n−rn,n]
n,tAn
(0) ∩ FBn,tBn+sn(0)
)
∪
(
W [rn,n−rn)
n,tAn
(0) ∩ FBn,tBn+sn(0)
)
,
(2.15)
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the probability that the second set in the union is not empty is bounded above for any δ > 0 by
P
(∣∣W [rn,n−rn)
n,tAn
(0)
∣∣ > δ√n)+ P(∣∣FBn,tBn+sn(0) ∩W [rn,n−rn)n,tAn (0)∣∣ > CB v(δ)e−s√n ∣∣W [rn,n−rn)n,tAn (0)∣∣) ,
(2.16)
where v(δ) := C−1B e
sδ−1/2. Thanks to the second parts of Theorem 2.1 and Theorem 2.2, both
probabilities above tend to 0 when n→∞ followed by δ → 0. This shows that∣∣[Fn,tAn+tBn+sn(0)]rn∣∣− ∣∣[FBn,tBn+sn(0) ∩W [n−rn,n]n,tAn (0)]rn∣∣ −→ 0 , (2.17)
as n→∞ in probability. Combined with (2.14), this gives∣∣[Fn,tAn+tBn+sn(0)]rn∣∣ =⇒ Poisson(CACBe−sZ¯) , (2.18)
where the right hand side of (2.18) is the law of a random variable defined, conditionally on Z¯,
to have a Poissonian law with rate CACBe
−sZ¯.
Finally, observe that for 0 ∈ Tn the local time fields Lt(Tln(0)) and Lt(Trn(0)) are independent,
and each has the same law as Lt(Tn). In view of (2.2), this implies that with s
′ = (2
√
log 2)−1s
as n→∞,
P
(√
TCn −
√
tCn ≤ s′+o(1)
)
= P
(∣∣[Fn,tAn+tBn+sn(0)]rn∣∣ = 0)2 −→ E exp(−CACBe−s(Z¯ l+ Z¯r)) ,
(2.19)
where Z¯ l and Z¯r are independent copies of Z¯ from (2.7). In view of (2.8), this gives the desired
statement with C⋆ := 2CACB ∈ (0,∞).
2.3 Proof of Theorem B
Next, we present the top-level proof of Theorem B. In order to compare the cover time measured
in terms of the local time at the root and the real cover time, we show that for any 1 ≤ k ≤ n
and s ≥ 0 one can define a random time νk,s which is measurable with respect to the walk Xn
and an additional independent random variable ξ ∼ N (0, 1/2) such that two statements hold.
First, the laws of the local time field on Lk at time s and at time νk,s, both measured in terms
of the local time at the root, are close to each other. Second, when the local time at the root is
νk,s, the total running time of the walk is with high probability close to an explicit expression
involving s and ξ. This is formalized in the following theorem.
Theorem 2.3. Given n ≥ 1 and a random variable ξ ∼ N (0, 1/2) independent of the walk Xn,
for each 1 ≤ k ≤ n and any s ≥ 0 there exists a σ(Xn, ξ)-measurable random time νk,s such that
for any ǫ > 0,
lim
k→∞
lim sup
s→∞
sup
n≥√s
P
(∣∣∣√2−(n+1)L−1n,νk,s(0) + ξ −√s∣∣∣ > ǫ) = 0. (2.20)
Moreover, there exists a coupling (L′νk,s(Lk), L
′′
s(Lk)) of the local time fields Lνk,s(Lk) and Ls(Lk)
such that for any ǫ > 0,
lim
k→∞
lim sup
s→∞
P
(∥∥∥√L′νk,s(Lk)−√L′′s(Lk)∥∥∥∞ > ǫ) = 0 . (2.21)
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Using Theorem 2.3 we can now prove Theorem B.
Proof of Theorem B. Fix s0 ∈ R and for n ≥ 1, ǫ ∈ R, let s and sǫ be defined via the relations,
√
s :=
√
tCn + s0 ,
√
sǫ =
√
s+ ǫ =
√
tCn + s0 + ǫ , (2.22)
whenever such s and sǫ exist. For u ∈ R, let us also set
pn(u) := P
(√
TCn ≤ u
)
, p̂n(u) := pn
(√
tCn+u
)
= P
(√
TCn −
√
tCn ≤ u
)
, p̂∞(u) := lim
n→∞ p̂n(u) ,
where the last limit exists in light of Theorem A. Clearly all of the quantities in the last display
increase with u. Moreover, thanks to the explicit form of p̂∞, as given by Theorem A, and a
straightforward application of the dominated convergence theorem, the function u 7→ p̂∞(u) is
continuous.
Now, we first claim that for any ǫ > 0 and k ∈ N,
lim
n→∞P
(∥∥∥√Ls±ǫ(Lk)− (√Ls(Lk)± ǫ)∥∥∥∞ > ǫ/2) = 0 . (2.23)
Indeed, by the mean value theorem for each x ∈ Lk, we have
√
Lsǫ(x)−
√
Ls(x) ≥ Ls
ǫ(x)− Ls(x)
2
√
Lsǫ(x)
=
ǫ
√
s+ ǫ2/2√
s+ ǫ
×
Lsǫ(x)−Ls(x)
2ǫ
√
s+ǫ2√
Lsǫ(x)/sǫ
. (2.24)
Since Lsǫ(x) − Ls(x) d= L2ǫ√s+ǫ2(x), using that Lt(x)/t tends to 1 in probability, as t → ∞
for any fixed x ∈ T, as implied by (1.21), the right hand side above tends to ǫ in probability,
as n → ∞. Bounding √Lsǫ(x) − √Ls(x) from above by (Lsǫ(x) − Ls(x))/(2√Ls(x)) and
proceeding in a similar way then gives the opposite inequality, and the case s−ǫ is handled in
exactly the same way.
Next, we make use of the coupling from the second part of Theorem 2.3, the Markov property
of the local time field and monotonicity of pn to write,
P
(
TCn ≤ νk,s
)
= E
∏
x∈Lk
pn−k
(√
Lνk,s(x)
)
≤ E
∏
x∈Lk
pn−k
(√
Ls(x) + ǫ/2
)
+ P
(∥∥∥√L′νk,s(Lk)−√L′′s(Lk)∥∥∥∞ > ǫ/2)
≤ E
∏
x∈Lk
pn−k
(√
Lsǫ(x)
)
+ P
(∥∥∥√L′νk,s(Lk)−√L′′s(Lk)∥∥∥∞ > ǫ/2)
+ P
(∥∥∥√Lsǫ(Lk)− (√Ls(Lk) + ǫ)∥∥∥∞ > ǫ/2) .
(2.25)
Thanks to the second part of Theorem 2.3 and (2.23), the last two probabilities tend to 0
when n → ∞ followed by k → ∞. At the same time, by the Markov property again, the last
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expectation is equal to P
(
TCn ≤ sǫ
)
= p̂n(s0 + ǫ), which tends to p̂∞(s0) when n→ ∞ followed
by ǫ → 0, in light of Theorem A and the continuity of p̂∞. Consequently, if we take n → ∞
followed by k →∞ and finally ǫ→ 0 in (2.25), we obtain
lim sup
k→∞
lim sup
n→∞
P
(
TCn ≤ νk,s
) ≤ p̂∞(s0) . (2.26)
Repeating the derivation in (2.25) with
√
Ls(x)−ǫ/2 and
√
Ls−ǫ(x) in place of
√
Ls(x)+ǫ/2
and
√
Lsǫ(x) respectively, and with the inequalities reversed, gives
lim inf
k→∞
lim inf
n→∞ P
(
TCn ≤ νk,s
) ≥ p̂∞(s0) . (2.27)
This together with (2.26) then shows that
lim
k→∞
lim sup
n→∞
∣∣∣P(TCn ≤ νk,s)− p̂∞(s0)∣∣∣ = 0 . (2.28)
Now, let ξ be the random variable from the statement of Theorem 2.3 and use the union
bound to write,
P
(√
2−(n+1)TCn + ξ ≤
√
s
)
≤ P
(√
2−(n+1)L−1n,νk,sǫ(0) + ξ <
√
s
)
+ P
(
TCn ≤ νk,sǫ
)
(2.29)
and
P
(
TCn ≤ νk,s−ǫ
)
≤ P
(√
2−(n+1)L−1n,νk,s−ǫ (0) + ξ >
√
s
)
+ P
(√
2−(n+1)TCn + ξ ≤
√
s
)
. (2.30)
Letting n→∞ followed by k →∞, it then follows from (2.20) and (2.28) (with s0 ± ǫ in place
of s0), that
p̂∞(s0−ǫ) ≤ lim
n→∞
P
(√
2−(n+1)TCn +ξ ≤
√
s
)
≤ lim
n→∞P
(√
2−(n+1)TCn +ξ ≤
√
s
)
≤ p̂∞(s0+ǫ) .
(2.31)
Since this is true for all ǫ, the continuity of p̂∞ again completes the proof.
2.4 Proof of Theorem C
In order to prove Theorem C, we first need to address the existence of the field h and derive
a distributional relation between Z and Z. Both are stated in the following proposition, whose
rather elementary proof is given in Section 10.
Proposition 2.4. There exists a centered Gaussian random field h =
(
h(x) : x ∈ T1 ∪ T2)
satisfying (1.11) and (1.12). Moreover, if Z is defined as in (1.14) and Z is defined as in (1.8)
then
ZΛ
d
= Z , (2.32)
for Λ ∼ Log-normal(−2 log 2, 2 log 2) taken to be independent of Z. In particular, Z is almost-
surely finite and positive.
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Let us now prove Theorem C.
Proof of Theorem C. Set τn :=
√
2−(n+1)TCn −
√
tCn and let ζ be the weak limit as n → ∞ of√
TCn −
√
tCn , the existence of which is guaranteed by Theorem A. It follows from Theorem B that
τn + ξ converges weakly to ζ as n→∞, where ξ ∼ N (0, 1/2) and independent of τn. Denoting
by τ̂n, ξ̂ and ζ̂ the characteristic functions of τn, ξ and ζ respectively, the latter implies that τ̂nξ̂
tends pointwise to ζ̂ under the same limit. Since ξ̂ is never zero, we can divide by it and assert
the convergence of τ̂n to ζ̂/ξ̂. Since ζ̂ and ξ̂ are continuous at 0, so must be ζ̂/ξ̂. But then, by
standard theory of weak convergence τn must converge weakly to some random variable τ whose
characteristic function τ̂ is ζ̂/ξ̂. Multiplying by ξ̂ we see that τ must satisfy
τ + ξ
d
= ζ , (2.33)
where the random variables on the left hand side are taken to be independent. We remark that τ
is uniquely defined via the above relation (since this claim holds for its characteristic function).
In view of the right hand side in the statement of Theorem A, we can further write
ζ
d
=
1
2
√
log 2
logZ +G , (2.34)
where G is chosen according to the Gumbel distribution with rate 2
√
log 2 (and a proper shift
determined by C⋆) and is independent of Z. Now, let Z be as in (1.14), whose existence, relation
to Z via (2.32) and almost-sure finiteness and positivity are all verified in Proposition 2.4. Taking
the logarithm in (2.32) and dividing by 2
√
log 2, we see that Z must satisfy
1
2
√
log 2
logZ+ ξ −
√
log 2
d
=
1
2
√
log 2
logZ , (2.35)
for ξ with the same law as before and independent of Z. This in turn implies that if we replace
τ in (2.33) by G+(2
√
log 2)−1 logZ−√log 2 with both random variables in this sum taken inde-
pendent, then the equality in law there will still hold. But since τ is uniquely defined by (2.33),
we must have τ
d
= G+ (2
√
log 2)−1 logZ−√log 2, which in explicit form is exactly (1.15).
3 Preliminaries
In this section we collect some results and tools which will be used in the sequel. Most statements
here are taken from existing literature, while a few require proofs which are either straightforward
or standard in the subject. Therefore, in order not to divert attention from the main argument,
proofs which are not elementary will be relegated to Appendix A. Throughout the entire section
the underlying graph is assumed to be the tree T.
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3.1 The DGFF and its relation to the local time field
3.1.1 The Isomorphism Theorem
Let us recall that (h(x) : x ∈ T), as defined below (2.7), is the DGFF on T with zero imposed
at the root as boundary conditions (for more information on the DGFF, see for example [9]).
We shall often consider the restriction of h to Tn which we denote by hn = (hn(x) : x ∈ Tn).
As mentioned in the introduction, a crucial tool which we use frequently in the proof is (a
version of) the Second Ray-Knight Theorem (or Dynkin’s Isomorphism Theorem) due to [21].
For convenience of use, we present this theorem as an almost-sure equivalence under a coupling
of the processes involved.
Theorem 3.1 (Second Ray-Knight Theorem). For all t ≥ 0 and n ≥ 0, there exists a coupling
of Ln,t = (Ln,t(x) : x ∈ Tn) and two copies of the DGFF, hn = (hn(x) : x ∈ Tn) and
h′n = (h′n(x) : x ∈ Tn), such that Ln,t and hn are independent of each other and almost-surely,
Ln,t(x) + h
2
n(x) =
(
h′n(x) +
√
t)2 : x ∈ Tn . (3.1)
Henceforth, whenever we use (3.1) we implicitly assume that the process Ln,t, hn and h
′
n are
all defined in our probability space and that they are coupled as in Theorem 3.1. Furthermore,
the coupling above will mostly be used with t = tAn from (2.1), in which case we write the right
hand side of (3.1) as ĥ2n(x), where
ĥn(x) := h
′
n(x) +mn , mn =
√
tAn . (3.2)
For u ≥ 0, the sub-level set of ĥ2n as a function on Ln at height u is defined as
Gn(u) :=
{
x ∈ Ln : ĥ2n(x) ≤ u
}
. (3.3)
Observe that under the coupling in Theorem 3.1, we always have
Gn(u) ⊆ Fn,tAn (u) , (3.4)
since the second term on the left hand side of (3.1) is always positive. Accordingly, we shall
sometimes say that a leaf x ∈ Fn,tAn (u) survives the isomorphism to mean that it is also in Gn(u).
3.1.2 Extreme value theory for the DGFF on the tree
The main reason for considering the local time field at time
√
t =
√
tAn = mn is that the min-
extreme (near minimum) values of hn are typically at height −mn + O(1). This means that
sub-level sets near 0 of ĥn coincide with the min-extreme level sets of hn (both as functions on
Ln). Thanks to the isomorphism and the observation in (3.4), the structure of leaves with low
local time at t = tAn can then be inferred from the structure of min-extreme values of hn. Since
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the theory of extreme values for the DGFF on the tree is fully developed, this offers a way of
studying Fn,tAn and in turn to analyze phase A.
In this subsection, we shall therefore survey the results we need from the theory of extreme
values for the DGFF on T. In the literature, such theory is mostly focused on the BRW. This
would have posed no problems if one had been interested in the extreme values of the DGFF on
T, as the latter is a particular instance of the BRW, where branching is deterministically binary
and steps are centered Gaussians. Since we have chosen to use the unconventional tree T, a bit
of work is required to convert off-the-shelf statements to our setup.
This can be done by modifying the proofs of these results to handle an initial generation
with branching by one. Alternatively, one can simply observe (as we have done before) that a
BRW on T has the same law as two independent copies of a BRW on T, or that a BRW on T
has the same law as a BRW on T with the positions of all particles in all generations shifted by
a common centered Gaussian. All of these approaches are straightforward and have been used
substantially in the past. We shall therefore just cite the needed results from the literature,
converted to the case when the underlying tree is T and leave the task of verifying the validity
of the conversion to the reader.
We start with the following result showing exponential tightness of the minimum/maximum
around ±mn respectively. This follows, e.g., from Proposition 1.3 in [3], where it shown also
that, centered by ±mn, the minimum/maximum of hn converges in law.
Proposition 3.2. There exists C,C ′ > 0, such that for all u ≥ 0,
lim sup
n→∞
P
(
max
x∈Ln
|hn(x)| > mn + u
) ≤ Ce−C′u . (3.5)
Other (min-)extreme values of hn can be recorded via the so-called structured min-extremal
process of hn. To this end, for 1 ≤ r ≤ n and y ∈ Ln−r, we set:
ĥ∗n,r(y) := min
x∈Lr(y)
ĥn(x) ; Cn,r(y) :=
∑
x∈Lr(y)
δ
(ĥn(x)−ĥ∗n,r(y)) . (3.6)
The random variable ĥ∗n,r(y) is the minimum of ĥn on the set of leaves in Ln whose common
ancestor at generation n−r is y. The point process Cn,r(y) records the heights of all such leaves,
relative to the minimum. Cn,r(y) is sometimes referred to as the cluster around the minimum
in Lr(y). The structured min-extremal process of hn is then the aggregation of all such pairs of
minima and clusters in the form of (yet another) point process:
χn,r :=
∑
y∈Ln−r
δ
(ĥ∗n,r(y), Cn,r(y)) . (3.7)
For the topological setup, we view the cluster Cn,r(y) as taking values in the space M0(R+)
of finitely bounded measures on [0,∞), and the process χn,r as taking values in the space of
finitely bounded measures on R ×M0(R+). Both spaces are equipped with the Vague Metric.
The next proposition shows that χn,r converges weakly to an explicit point process. It can be
deduced from Theorem 1.1 and Corollary 1.2 in [23].
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Theorem 3.3. As n→∞ followed by r →∞,
χn,r =⇒ PPP
(
C⋄Z¯e2
√
log 2udu⊗ ν(ω)) , (3.8)
where C⋄ a positive and finite constant, Z¯ is as in (2.7) and ν is a distribution on M0(R+)
supported on infinite point measures with an atom at 0.
The notation PPP(µ), as in the right hand side of (3.8), stands for a Cox process with random
intensity measure µ, namely a point process defined conditionally on µ as a Poisson point process
with µ as its intensity measure.
We shall not use Theorem 3.3 directly, but rather two propositions which follow from it and
concern the set Gn(u) from (3.3). The first concerns the tightness and asymptotic non-triviality
of the size of Gn(u). This follows rather immediately from the above theorem together with the
almost-sure finiteness and positivity of Z¯, and can also be found essentially in [23].
Proposition 3.4. For all u > 0, the sequence (|Gn(u)| : n ≥ 1) is tight and, moreover,
lim
u→∞ lim supn→∞
P
(Gn(u) = ∅) = 0 . (3.9)
The second proposition requires a short proof which is rather standard. It is therefore
relegated to Appendix A.1.
Proposition 3.5. For all u > 0, there exists Cu > 0, such that as n→∞ followed by r →∞,∣∣[Gn(u)]n−r∣∣ =⇒ Poisson(CuZ¯) , (3.10)
where Z¯ is as in (2.7).
As in Theorem 3.3, the right hand side stands for the distribution of a random variable which
is defined, conditionally on Z¯, to have a Poissonian law with intensity CuZ¯.
An important fact that we shall use is that, for leaves x ∈ Ln having an O(1) value under ĥn,
their trajectory under ĥn, namely the sequence
(
(k, ĥn([x]k)) : k = 0, . . . , n
)
, is typically much
higher than the linear interpolation of its endpoints. This behavior, which goes by the name of
entropic repulsion, is well known in the theory of extreme values of genealogically/logarithmically
correlated fields, and is a key factor in both its phenomenology and the methods used to study
it.
To formulate a quantitative statement, we first introduce the following notation, which will
be used frequently in the sequel:
∧n (k) := k ∧ (n− k) . (3.11)
For η ∈ (0, 1/2) we also set
Rk = R
η
k :=
[
k1/2−η , k1/2+η
]
, (3.12)
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and for u ≥ 0, define
Hkn(u) = Hk,ηn (u) :=
{
x ∈ Gn(u) : ĥn([x]k)−
√
log 2 (n− k) /∈ Rη∧n(k)
]}
, (3.13)
which is extended to all K ⊆ [0, n] via
HKn (u) = HK,ηn (u) :=
⋃
k∈K
Hk,ηn (u) . (3.14)
This entropic repulsion of trajectories of min-extreme leaves of the field ĥn is then given by
the following proposition. We recall that rn was defined in (2.4).
Proposition 3.6. Let η ∈ (0, 1/2). For all u ≥ 0,
lim
r→∞ lim supn→∞
P
(H[rn,n−r],ηn (u) 6= ∅) = 0 . (3.15)
Statements such as these appear in various places in the literature (c.f. Theorems 2.2 and 2.3
in [5] in the case of the related model of branching Brownian motion). However, they are usually
either implicitly contained in a proof of a different statement or slightly weaker than what we
need here. We therefore provide a proof for this proposition in the appendix. We remark that
the exponent 1/2 − η (with arbitrarily small η) in the lower boundary of Rk is much stronger
than what we actually require. The proofs of all of the main theorems go through without
change for any η < 1/4 and with mild changes also for C log∧n(k) for sufficiently large C > 0
in place of (∧n(k))1/2−η .
3.2 Local time preliminaries
Next we collect some results concerning the local time of a continuous time simple random walk.
3.2.1 Some simple estimates for the local time on the tree
The following is an easy bound on the local time whenever
√
t≫ n2, which follows easily from
the isomorphism theorem.
Lemma 3.7. Given η > 0, there exist constants C,C ′ > 0 such that, for all n ≥ 0 and t ≥ 0
satisfying
√
t ≥ n2+η, we have
lim sup
n→∞
P
(
max
x∈Ln
∣∣√Lt(x)−√t∣∣ > mn + u) ≤ Ce−C′u . (3.16)
Proof. In light of the isomorphism, for t as in the statement of the lemma, on the event that
|hn(x)| ∨ |h′n(x)| ≤ mn + u− 1 we have, by Taylor expansion, that√
Lt(x) =
√(
h′n(x) +
√
t
)2 − h2n(x) = h′n(x) +√t+O(h2n(x)√
t
)
(3.17)
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which is in [
√
t−mn−u,
√
t+mn+u] for all n large enough. Hence, the event in (3.16) requires
that there exists x ∈ Ln such that |hn(x)| ∨ |h′n(x)| > mn + u− 1. But the probability of this is
exponentially decaying in u thanks to Proposition 3.2.
Next, we give a (coarse) upper bound on the size of |Fn,t(u)|.
Lemma 3.8. For any u ≥ 0, t ≥ 0 and n ≥ 1,
E
∣∣Fn,t(u)∣∣ ≤ e−t/n+2tu/n2+n log 2+1 . (3.18)
In particular, for each u ≥ 0 there exists Cu > 0 such that if
√
t =
√
log 2n+ s for some s ∈ R
and n ≥ 4u,
E
∣∣Fn,t(u)∣∣ ≤ Cue−√log 2 s (3.19)
and also
P
(Fn,t(u) 6= ∅) ≤ Cue−√log 2 s . (3.20)
Proof. If t ≤ n then the bound (3.18) trivially holds, so henceforth we will assume otherwise.
For any x ∈ Ln, the number of visits to x until time L−1n,t(0) is Poisson with parameter t/n. Once
at x, the total time spent there before returning to the root is exponentially distributed with
rate 1/n. Since the accumulated times at different excursions from the root are independent, if
we let X, Y be independent Poissons with rates t/n and u/n respectively, we have
P
(
x ∈ Fn,t(u)
)
= P
(
X ≤ Y ) (3.21)
Since t/n ≥ 1, by conditioning on Y we can upper bound this probability by
E
( Y∑
x=0
P(X = x)
)
≤ e−t/nE(Y + 1)( tn)Y = e−t/n(1 + tu/n2)etu/n2−u/n , (3.22)
which is at most e−t/n+2tu/n
2
. Then (3.18) follows by summation.
Plugging
√
t =
√
log 2n+ s, the right hand side of (3.18) is equal to
exp
(
− 2(1− 2un )√log 2 s+ (2 log 2)u− (1− 2un ) s2n + 1) (3.23)
which is bounded by the right hand side of (3.19) for Cu := e
(2 log 2)u+1, whenever n ≥ 4u.
Finally, (3.20) follows by Markov’s inequality.
3.2.2 Local time on a branch of the tree
The local time of a one-dimensional continuous time random walk forms a zero-dimensional
squared Bessel process (see, for example Lemma 7.7 in [6]), as shown in the next lemma.
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Lemma 3.9. Let t ≥ 0, n ≥ 1 and x ∈ Ln. Then
P
((
Ln,t([x]k) : k = 0, . . . , n) ∈ ·
)
= P
((
Yk : k = 0, . . . , n) ∈ ·
)
, (3.24)
where Y = (Ys : s ∈ [0, n]) is one half times a zero-dimensional squared Bessel process starting
from 2t.
The next two lemmas are useful in studying the process Y . They can be found, e.g., in [2].
Lemma 3.10. Let Y be the process from Lemma 3.9 for some t ≥ 0 and n ≥ 1. Then for every
measurable function ϕ : Rn+1 → R, we have
E
(
ϕ
(
Y0, . . . , Yn) ; Yn 6= 0
)
= E
(
ϕ
(
B20 , . . . , B
2
n)
√
t1/2
Bn
exp
(
− 316
∫ n
0
B−2s ds
)
; min
s∈[0,n]
Bs > 0
)
,
(3.25)
where (Bs : s ∈ [0, n]) is a Brownian motion starting from
√
t with variance 1/2.
Lemma 3.11. For each s ≥ 0, the law Qs of Ys is given by
Qs(A) = exp
(
− t
s
)
1A(0) +
∫
A
fs(y)dy , (3.26)
for any Borel set A ⊆ R+, where fs(y) satisfies
fs(y) ≤ Cs−1
√
t
y
exp
(
−(
√
t−√y)2
s
)
, (3.27)
for all y ≥ 0 and some absolute constant C > 0.
3.2.3 Soft entropic repulsion of local time trajectories
As the last preliminary result, we need a statement concerning the entropic repulsion of the
local time trajectory of non-visited leaves. To this end, for η′ > 0 and K ⊂ [1, n], define
OKn = OK,η
′
n :=
{
x ∈ Fn,tAn (0) : ∀k ∈ K ,
√
LtAn ([x]k) ≥
√
log 2(n− k) + nη′
}
. (3.28)
Then,
Proposition 3.12. There exists η′ > 0 such that for any δ > 0,
lim
n→∞P
(
|Fn,tAn (0) \ O[rn,n−rn],η
′
n | > δ
√
n
)
= 0 . (3.29)
Similar repulsion statements, usually in a stronger form, exist in the literature (c.f. [7]),
albeit not for the local time at t = tAn . Our proof follows the usual “barrier” approach and
introduces no new ideas. In fact, since we only need to exhibit repulsion far from the root and
the leaves, the proof is much simpler compared to that of similar results in other works. It can
be found in the appendix.
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4 Upper bounds as consequences of the isomorphism
In this section we provide upper bounds on the number of rn-clusters of Fn,tAn (u) for u ≥ 0, with
and without additional constraints (for the definition of rn and rn-clusters, see (2.4)). These
will be used both in Section 5 to study the fine clustering structure of the set Fn,tAn (u) and in
Section 7, where we prove the key theorem for phase A. To economize on notation, henceforth
we shall write Fn(u) as a short for Fn,tAn (u) and note that whenever we need to consider the set
Fn,t(u) at a time other than t = tAn , we will use the original explicit notation.
4.1 The number of rn-clusters
From the isomorphism theorem we get the following upper bound for the number of rn-clusters:
Lemma 4.1. For each u ≥ 0, we have
lim
δ→0
lim sup
n→∞
P
(∣∣[Fn(u)]rn∣∣ > δ−1√n) = 0 . (4.1)
Proof. Fix u ≥ 0 and for any n ≥ 1, define the random set F∗n(u) from Fn(u) by keeping one
and only one vertex among those sharing the same ancestor at generation rn according to some
predefined but arbitrary rule. Observe that by definition [F∗n(u)]rn = [Fn(u)]rn .
Now, employing the coupling from (3.1), the event{∣∣Gn(u+ 1)∣∣ > δ−1} (4.2)
is implied by the intersection:{∣∣[Fn(u)]rn∣∣ > δ−1√n} ∩ { max
x∈Lrn
|hn(x)| < rn log rn
}
∩
{∣∣{x ∈ F∗n(u) : |hn(x)| ≤ 1}∣∣ > δ−1} .
(4.3)
By the Markov property for hn, conditional on hn(Lrn) the law of hn(x) for x ∈ Ln is
Gaussian with mean hn([x]rn) and variance (n − rn)/2. Moreover, under this conditioning
hn(x) and hn(y) are independent whenever x, y ∈ Ln and [x]rn 6= [y]rn . Using this together
with the independence of LtAn and hn, conditional on the first two events in (4.3), the law of∣∣{x ∈ F∗n(u) : |hn(x)| ≤ 1}∣∣ stochastically dominates a Binomial distribution with ⌈δ−1√n⌉
trials and success probability given by
2√
π(n− rn)
exp
(
− (rn log rn+1)2n−rn
)
=
2√
πn
(1 + o(1)) . (4.4)
It therefore follows by Chebyshev’s inequality that the probability of the last event in (4.3)
conditional on the first two tends to 1 as n→∞ followed by δ → 0. Thanks to Proposition 3.2,
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the probability of the middle event also tends to 1 under the same limit. Using the product rule
and the independence between LtAn and hn, it follows that for all n large enough, we have
P
(∣∣[Fn(u)]rn∣∣ > δ−1√n) ≤ 2P(∣∣Gn(u+ 1)∣∣ > δ−1) . (4.5)
But then, the tightness of the min-extreme level sets, as given by Proposition 3.4, completes the
proof.
4.2 The number of clusters without proper entropic repulsion
The same line of argument can also yield an upper bound on the number of rn-clusters with leaves
whose local time trajectory is not properly repelled. For η ∈ (0, 1/2) recalling the definition of
R
η
k from (3.12), for t ≥ 0 and k ∈ [rn, n] we define
Rkn,t(u) = Rk,ηn,t (u) :=
{
x ∈ Fn,t(u) :
√
Lt([x]k) /∈
√
log 2(n− k) +Rη∧n(k)
}
. (4.6)
As usual, we also set for K ⊂ [rn, n],
RKn,t(u) = RK,ηn,t (u) :=
⋃
k∈K
Rk,ηn,t (u) , (4.7)
and omit t from the subscript if it is equal to tAn . We then have:
Lemma 4.2. Let η ∈ (0, 1/2). For all u ≥ 0 and δ > 0,
lim
r→∞ lim supn→∞
P
(∣∣[R[rn,n−r],ηn (u)]rn∣∣ > δ√n) = 0 . (4.8)
Proof. We fix u and η as in the conditions of the lemma, and omit the dependence on u from the
notation henceforth. By definition, for each x ∈ R[rn,n−r]n , there exists a largest k(x) ∈ [rn, n−r]
such that √
LtAn ([x]k(x)) /∈
√
log 2
(
n− k(x)) +Rη∧n(k(x)) . (4.9)
Now, for all such x if
∣∣hn([x]k(x))∣∣ ≤ ∧n(k(x))1/2+η′ for η′ ∈ (0, 1/2) then by Taylor expansion,
ĥn([x]k(x)) =
√
LtAn ([x]k(x)) + hn([x]k(x))
2 =
√
LtAn ([x]k(x)) +O
(∧n(k(x))2η′) , (4.10)
whenever
√
LtAn ([x]k(x)) >
1
2
√
log 2(n − k(x)). Therefore as soon as 2η′ < 1/2 − η and k(x) is
large enough we will have
ĥn([x]k(x)) /∈
√
log 2
(
n− k(x)) +Rη′′∧n(k(x)) , (4.11)
for any η′′ ∈ (0, η). The same conclusion also holds when
√
LtAn ([x]k(x)) ≤ 12
√
log 2(n − k(x)),
since then ĥn([x]k(x)) ≤ 34
√
log 2(n− k(x)).
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We now argue as in the proof of Lemma 4.1. Let R∗n be a (random) subset of R[rn,n−r]n ob-
tained by choosing one vertex among all ones inR[rn,n−r]n sharing the same ancestor in generation
rn, so that [R∗n]rn = [R[rn,n−r]n ]rn . Then for any v ≥ 0 and δ > 0, on the event{∣∣[R[rn,n−r],ηn ]rn∣∣ > δ√n} ∩ { max
x∈Lrn
|hn(x)| < rn log rn
}
∩
{∣∣∣{x ∈ R∗n : ∣∣hn(x)∣∣ ≤ √v , ∣∣hn([x]k(x))∣∣ ≤ ∧n(k(x))1/2+η′}∣∣∣ > δv1/4} , (4.12)
we must have {∣∣H[rn,n−r],η′′n (u+ v)∣∣ > δv1/4} . (4.13)
To estimate the probability of the third event in (4.12), we observe that for any x ∈ Ln,
w ∈ (−rn log rn, rn log rn) and k ∈ [rn, n] we can write
P
(∣∣hn(x)∣∣ ≤ √v , ∣∣hn([x]k)∣∣ ≤ ∧n(k(x))1/2+η′ ∣∣∣ hn([x]rn) = w) =∫ √v
−√v
P
(
hn(x) ∈ dv′
∣∣∣ hn([x]rn) = w)P(∣∣hn([x]k)∣∣ ≤ ∧n(k)1/2+η′ ∣∣∣ hn([x]rn) = w, hn(x) = v′) .
(4.14)
Now, conditional on hn([x]rn) = w, the sequence (hn([x]l : l = rn, . . . , n) is random walk with
Gaussian steps having mean zero and variance 1/2, starting from w. Therefore, the first term
in the integrand can be bounded from below by
1√
π(n− rn)
exp
(
− (
√
v+rn log rn)2
n−rn
)
≥ C√
n
, (4.15)
for some C > 0 and all n large enough, depending on v.
At the same time, since under the second conditional probability in the integral, hn([x]k) is
a Gaussian with mean µ and variance σ2 satisfying:
|µ| =
∣∣∣∣w(n − k) + v′(k − rn)n− rn
∣∣∣∣ ≤ √v+rn log rn1{n−k>√n}+1, σ2 = (k − rn)(n− k)2(n − rn) ≤ 12∧n(k) .
(4.16)
It follows by the Gaussian tail formula, that the second term in the integrand is at least
1− 2 exp
(
−
( ∧n(k)1/2+η′ − (√v + rn log rn1{n−k>√n} + 1))2
∧n(k)
)
> C ′ > 0 , (4.17)
whenever ∧n(k) is large enough, depending on v. Together this shows that the probability on
the left hand side of (4.14) is at least C ′′
√
v/
√
n for some C ′′ > 0 whenever ∧n(k) is large enough
(depending on v).
Using this in (4.12) we see that for any v ≥ 0, whenever r is large enough, when we condition
on the first two events in (4.12), the probability of the third is larger or equal than the probability
27
that a Binomial with ⌈δ√n⌉ trials each with probability C ′′√v/√n is at least δv1/4. It follows
by standard arguments that this probability tends to 1 when n→∞ followed by v →∞. Since
the middle event in (4.12) has probability tending to 1 with n as well, using the independence
in the coupling and the product rule this shows that for any δ > 0, we may choose v then r and
finally n (all large enough) such that
P
(∣∣[R[rn,n−r],ηn ]rn∣∣ > δ√n) ≤ 2P(∣∣H[rn,n−r],η′′n (u+ v)∣∣ > δv1/4) . (4.18)
It remains to observe that when v is such that δ
√
v ≥ 1, the right hand side goes to 0 when
n→∞ followed by r →∞, in light of Proposition 3.6.
We shall also need a stronger upper bound on the number of rn-clusters of leaves whose local
time trajectory is unusually low. To this end, for any η′ ∈ (0, 1/2) and for k ∈ [rn, n] we define
the set of vertices in Lk whose local time is unusually low.
Dkn = Dk,η
′
n :=
{
y ∈ Lk :
√
LtAn (y) ≤
√
log 2(n− k)− ∧n(k)1/2−η′
}
. (4.19)
Then,
Lemma 4.3. Let 0 < η′ < η′′ < 1/2. Then,
lim
r→∞ lim supn→∞
P
(
∃k ∈ [rn, n− r] :
∣∣[Dk,η′n ]rn∣∣ > e−∧n(k)1/2−η′′√n) = 0 . (4.20)
Proof. The argument is similar to that in the proof of Lemma 4.1. We fix η′ and η′′ as in
the statement of the lemma and in the remaining of the proof omit the dependence on these
parameters from the notation. Let k ∈ [rn, n − r] and set Dk∗n to be the random set obtained
from Dkn by choosing (in a fixed but arbitrary manner) one member from each subset of vertices
of Dkn sharing the same ancestor at depth rn. By definition we have |[Dkn]rn | = |Dk∗n |. Now, for
all y ∈ Dk∗n if |hn(y)| ≤ 1 then by Taylor expansion,
ĥn(y) =
√
LtAn (y) + hn(y)
2 ≤
√
log 2(n− k)− ∧n(k)1/2−η′ +O
(
(n− k)−1) , (4.21)
which is at most mn −mk − 12∧n(k)1/2−η
′
for all k in the range considered whenever r is large
enough. Consequently for such y we have ĥk(y) ≤ −12∧n(k)1/2−η
′
.
Therefore, the intersection of{∣∣Dk∗n ∣∣ > e−∧n(k)1/2−η′′√n} ∩ {∃y ∈ Dk∗n : |hn(y)| ≤ 1} , (4.22)
implies that {
min
y∈Lk
ĥk(y) ≤ −12∧n(k)1/2−η
′}
. (4.23)
Now if e−∧n(k)
1/2−η′′√
n < 1, then conditional on the first event in (4.22), the probability of
the second is at least the probability that one y ∈ Dkn∗ satisfies |hn(y)| ≤ 1. Thanks to the
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independence between Lt and hn and since hn is Gaussian with mean zero and variance k/2,
this conditional probability is at least C/
√
n ≥ Ce−∧n(k)1/2−η′′ . This gives
P
(∣∣Dk∗n ∣∣ > e−∧n(k)1/2−η′′√n) ≤ Ce∧n(k)1/2−η′′P(min
y∈Lk
ĥk(y) ≤ −12∧n(k)1/2−η
′)
. (4.24)
On the other hand, if e−∧n(k)1/2−η
′′√
n ≥ 1, then for n large enough, we must have k ≥ n/2.
In this case, we replace the intersection in (4.22) with{∣∣Dk∗n ∣∣ > e−∧n(k)1/2−η′′√n} ∩ { max
x∈Lrn
|hn(x)| < rn log rn
}
∩
{
∃y ∈ Dk∗n : |hn(y)| ≤ 1
}
. (4.25)
Then, conditional on second event in (4.25) for any y ∈ Lk, the probability that |hn(y)| ≤ 1 is
at least
2√
π(k − rn)
exp
(
− (rn log rn+1)2k−rn
)
≥ C
′
√
n
, (4.26)
It follows that conditional on the first two events in (4.25), the probability of the third is
larger or equal than the probability of at least one success in a sequence of ⌈√ne−∧n(k)1/2−η′′ ⌉
independent trials each succeeding with probability at least C/
√
n. Since the product of the
last two quantities tends to 0 with n, standard arguments imply that this probability is at least
C ′e−∧n(k)
1/2−η′′
. Since the probability of the middle term in (4.25) tends to 1 with n, as shown
by Proposition 3.2, by the product rule, we again have (4.24).
Since η′ < η′′, invoking Proposition 3.2 again, we get
P
(∣∣Dk∗n ∣∣ > e−∧n(k)1/2−η′′√n) ≤ Ce−14∧n(k)1/2−η′ (4.27)
Summing the left hand side over k ∈ [rn, ⌈n/2⌉] gives a quantity which tends to 0 with n, while
the same sum over k ∈ [⌈n/2⌉, n − r] is at most Ce−C′r1/2−η′ . Since |[Dkn]rn | = |Dk∗n |, combining
the sums and using the union bound, we recover (4.20).
5 Sharp clustering of leaves with low local time
We continue to the use the notional convention from the previous section, whereby we write
Fn(u) as a short for Fn,tAn (u). This is further extended to the set Wn,tAn (u) from (2.5), as well
as to other subsets of Fn,tAn (u) which appear in the sequel. A key ingredient in the proof of
Theorem 2.1 is a sharp description of the clustering structure of Fn(u). Recall thatW [rn,n−r]n (u)
is the set of leaves belonging to rn-clusters whose root is at depth at most n− r. The following
theorem shows that with high probability, for large r such leaves do not survive the isomorphism
and moreover that the number of clusters containing such leaves is o(1)
√
n with the o(1) term
tending to 0 in probability as r →∞.
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Theorem 5.1. For any u ≥ 0,
lim
r→∞ lim supn→∞
P
(
W [rn,n−r]n (u) ∩ Gn(u) 6= ∅
)
= 0 . (5.1)
Moreover, for all such u ≥ 0 and δ > 0,
lim
r→∞ lim supn→∞
P
(∣∣[W [rn,n−r]n (u)]rn∣∣ > δ√n) = 0 . (5.2)
In order to prove Theorem 5.1 we cover the set W [rn,n−r]n (u) by three subsets and show that
each satisfies (5.1) for a different reason. The first subset includes leaves whose ancestor at
depth k has a large local time. To this end, let η ∈ (0, 1/2) and for any rn ≤ k ≤ n and u ≥ 0,
define
Ukn(u) = Uk,ηn (u) :=
{
x ∈ Wkn(u) :
√
LtAn ([x]k) >
√
log 2(n− k) + ∧n(k)1/2−η
}
. (5.3)
For x ∈ Ukn(u) the rn-cluster containing x, namely Fn(u)∩T([x]rn), will be called a k-up-repelled
rn-cluster.
The second subset is that of leaves belonging to clusters which are large:
Bkn(u) = Bk,ηn (u) :=
{
x ∈ Wkn(u) :
∣∣Wkn(u) ∩ T([x]rn)∣∣ > e∧n(k)1/2−η} , (5.4)
where η, k and u are as in the previous definition. We will call the clusters of such leaves k-big.
The third subset will simply be Wkn(u) \
(Ukn(u) ∪ Bkn(u)).
Setting as usual for K ⊆ [rn, n],
UKn (u) = UK,ηn (u) :=
⋃
k∈K
Ukn(u) , BKn (u) = BK,ηn (u) :=
⋃
k∈K
Bkn(u) , (5.5)
we have the following two propositions:
Proposition 5.2. Let η ∈ (0, 1/2). For any u ≥ 0,
lim
r→∞ lim supn→∞
P
((U [rn,n−r],ηn (u) ∪ B[rn,n−r],ηn (u)) ∩ Gn(u) 6= ∅) = 0 . (5.6)
Proposition 5.3. Let η ∈ (0, 1/2). For any u ≥ 0,
lim
r→∞ lim supn→∞
P
((
W [rn,n−r]n (u) \
(U [rn,n−r],ηn (u) ∪ B[rn,n−r],ηn (u))) ∩ Gn(u) 6= ∅) = 0 . (5.7)
These clearly imply Theorem 5.1. Indeed,
Proof of Theorem 5.1. (5.1) follows immediately from Propositions 5.2 and 5.3 by an application
of the union bound. As for the proof of (5.2), we will only sketch it as it is very similar to the
upper bound arguments already found in Section 4.
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Fix u ≥ 0 and, for any r ≥ 1 and n ≥ r, let W∗n(u) be the random subset of W [rn,n−r]n (u)
obtained by picking exactly one vertex from each and every group of vertices in W [rn,n−r]n (u)
which share the same ancestor in generation rn, according to some predefined but arbitrary rule,
so that [W∗n(u)]rn = [W [rn,n−r]n (u)]rn .
By the isomorphism (3.1), we see that, for any δ > 0, the event{
W [rn,n−r]n (u+ 1) ∩ Gn(u+ 1) 6= ∅
}
(5.8)
is implied by the intersection{∣∣[W [rn,n−r]n (u)]rn ∣∣ > δ√n}∩{ max
x∈Lrn
|hn(x)| < rn log rn
}
∩
{∣∣{x ∈ W∗n(u) : |hn(x)| ≤ 1}∣∣ > δ} .
(5.9)
As in the proof of Lemma 4.1, the probability of the third event in (5.9) given the first two is
at least the probability of a Binomial random variable with ⌈δ√n⌉ trials and success probability
2√
πn
(1+o(1)) being larger than δ, and is therefore bounded from below by some constant C > 0
for all n large enough. Furthermore, again as in Lemma 4.1, the probability of the second event
in (5.9) given the first tends to 1 under the same limit. It then follows from the product rule
that for all r ≥ 1 and n large enough,
P
(∣∣[W [rn,n−r]n (u)]rn ∣∣ > δ√n) ≤ 2CP(W [rn,n−r]n (u+ 1) ∩ Gn(u+ 1) 6= ∅) , (5.10)
so that (5.2) now follows from (5.1).
In the remainder of this section we prove the above propositions.
5.1 Proof of Proposition 5.2
In order to prove Proposition 5.2 we shall show that
Lemma 5.4. Let 0 < η < η′ < 1/2. Then for all u ≥ 0,
lim
r→∞ lim supn→∞
P
(
∃k ∈ [rn, n− r] :
∣∣[Uk,ηn (u)]k∣∣ > e−∧n(k)1/2−η′√n) = 0 . (5.11)
and
Lemma 5.5. Let 0 < η < η′ < 1/2. Then for all u ≥ 0,
lim
r→∞ lim supn→∞
P
(
∃k ∈ [rn, n− r] :
∣∣[Bk,ηn (u)]k∣∣ > e−∧n(k)1/2−η′√n) = 0 . (5.12)
Let us first see why this proves Proposition 5.2.
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Proof of Proposition 5.2. We fix u and take r large enough. Writing Ukn , Bkn and Gkn as shorts
for Uk,ηn (u), Bk,ηn (u) and Gkn(u), for any rn ≤ k ≤ n− r, by the union bound we have,
P
((Ukn ∪ Bkn) ∩ Gn 6= ∅ ∣∣∣LtAn (Tn)) ≤ ∑
y∈[Ukn∪Bkn]k
P
(∃x ∈ Ln−k(y) : |hn(x)| ≤ √u) . (5.13)
The probability in the sum can be bounded from above by
P
(|hn(y)| ≤ (n− k)2)+ P(∃x ∈ Ln−k : |hn−k(x)| ≥ (n− k)2 −√u)
≤ C
(
(n−k)2√
k
+ e−C
′(n−k)2
)
≤ C ′′ (n−k)2√
k
, (5.14)
where we have used the fact that hn(y) is a centered Gaussian with variance
k
2 for the first term
and Proposition 3.2 for the second.
Plugging this in (5.13) we get for such k,
P
((Ukn ∪ Bkn) ∩ Gn 6= ∅ ∣∣∣LtAn (Tn)) ≤ C ′′(∣∣[Ukn ]k∣∣+ ∣∣[Bkn]k∣∣) (n−k)2√k . (5.15)
Therefore, whenever the events in Lemmas 5.4 and 5.5 do not occur, by the union bound
the probability that there exists k ∈ [rn, n− r] such that (Ukn ∪ Bkn) ∩ Gn 6= ∅ is at most
C ′′
n−r∑
k=rn
(n−k)2
√
n
k
e−∧n(k)
1/2−η′ ≤ C ′′
⌈n/2⌉∑
k=rn
e−
1
2k
1/2−η′
+C ′′
n−r∑
k=⌈n/2⌉+1
(n−k)2e−(n−k)1/2−η
′
, (5.16)
which goes to 0 when n → ∞ followed by r → ∞. Using the union bound together with
Lemmas 5.4 and 5.5 then completes the proof.
5.1.1 Up-Repelled Clusters
We now turn to the proof of Lemma 5.4.
Proof of Lemma 5.4. We fix u, η and η′ as in the statement of the lemma and henceforth omit
the dependence on these quantities from the notation. Letting k ∈ [rn, n, in analog to (5.3) we
first define
Vkn :=
{
x ∈ Fn :
√
LtAn ([x]k) >
√
log 2(n− k) + ∧n(k)1/2−η
}
. (5.17)
Since Ukn = Vkn ∩Wkn, if y ∈ [Ukn ]k we must have both Fn ∩ Tl(y) 6= ∅ and Fn ∩ Tr(y) 6= ∅. We
can then use the Markov property to write:
E
(∣∣[Ukn ]k∣∣ ∣∣∣ [Fn]k , LtAn (Tk)) =∑
y
P
(
y ∈ [Wkn]k
∣∣LtAn (y))
P
(
y ∈ [Fn]k
∣∣∣LtAn (y))
=
∑
y
P
(
Fn ∩ Tl(y) 6= ∅ and Fn ∩ Tr(y) 6= ∅
∣∣∣LtAn (y))
P
(
Fn ∩ Tl(y) 6= ∅ or Fn ∩ Tr(y) 6= ∅
∣∣∣LtAn (y))
(5.18)
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where the sums are over the set [Vkn ∩W [k,n]n ]k. Observe that this set is measurable with respect
to the random variables under the conditioning on the left hand side.
Abbreviating t(y) ≡ LtAn (y) and setting for any n ≥ 1 and t ≥ 0,
pn,t := P
(Fn,t 6= ∅) , (5.19)
the ratio in the sum is equal to
(pn−k,t(y))2
2pn−k,t(y) − (pn−k,t(y))2
≤ pn−k,t(y) , (5.20)
whenever ∧n(k) is large enough. By definition, for any y in the sum
√
t(y) ≥ √log 2(n − k) +
∧n(k)1/2−η and hence by Lemma 3.8 and monotonicity of Lt in t,
pn−k,t(y) ≤ Ce−C
′∧n(k)1/2−η . (5.21)
Using the above bounds and since
∣∣[Vkn ∩ W [k,n]n ]k∣∣ ≤ ∣∣[Fn]rn∣∣, the conditional expectation
in (5.18) can be bounded by Ce−C′∧n(k)1/2−η
∣∣[Fn]rn∣∣. Applying Markov’s inequality and then
taking expectation, for any δ > 0 we then have
P
(∣∣[Ukn ]k∣∣ > δe−∧n(k)1/2−η′ ∣∣[Fn]rn∣∣) ≤ Cδ−1e−12C′∧n(k)1/2−η , (5.22)
where we use that η′ > η. The sum of the right hand side over k ∈ [rn, ⌈n/2⌉] gives a quantity
which tends to 0 with n, while the same sum over k ∈ [⌈n/2⌉, n − r] is at most Cδ−1e−C′r1/2−η .
Altogether, by the union bound we therefore get for all δ > 0,
lim
r→∞ lim supn→∞
P
(
∃k ∈ [rn, n− r] :
∣∣[Ukn(u)]k∣∣ > δe−∧n(k)1/2−η′ ∣∣[Fn]rn∣∣) = 0 . (5.23)
It remains to use Lemma 4.1 and the union bound one more time to complete the proof.
5.1.2 Big Clusters
To prove that the number of k-big clusters decay with ∧n(k), we first show that the root of
most of these clusters must have an unusually low local time. Recalling the definition of Dk,η′n
from (4.19), we then have
Lemma 5.6. Let 0 < η < η′ < 1/2. For all u ≥ 0,
lim
r→∞ lim supn→∞
P
(
∃k ∈ [rn, n − r] :
∣∣[Bk,ηn (u)]k \ Dk,η′n ∣∣ > e−∧n(k)1/2−η′√n) = 0 . (5.24)
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Proof. We fix u, η and η′ as in the statement of the lemma and henceforth omit the dependence
on these parameters from the notation. Proceeding as in the proof of Lemma 5.4, for k ∈ [rn, n],
we write
E
(∣∣[Bkn]k \ Dkn∣∣ ∣∣∣ [Fn]k , LtAn (Tk)) =∑
y
P
(
y ∈ [Bkn]k
∣∣LtAn (y))
P
(
y ∈ [Fn]k
∣∣∣LtAn (y))
=
∑
y
P
(
Fn ∩ Tl(y) 6= ∅ , Fn ∩ Tr(y) 6= ∅ ,
∣∣Fn ∩ T(y)∣∣ > e∧n(k)1/2−η ∣∣∣LtAn (y))
P
(
Fn ∩ Tl(y) 6= ∅ or Fn ∩ Tr(y) 6= ∅
∣∣∣LtAn (y)) , (5.25)
where the sums run over y ∈ [W [k,n]n ]k \ Dkn.
Abbreviating t(y) ≡ LtAn (y), using pn,t from (5.19) and setting for 1 ≤ k ≤ n and t ≥ 0,
qn,t,v := P
(|Fn,t| > v) , v(n, k) := 12e∧n(k)1/2−η , (5.26)
the ratio in (5.25) is at most
2pn−k, t(y) qn−k, t(y),v(n,k)
2pn−k, t(y) − (pn−k, t(y))2
≤ 2qn−k, t(y),v(n,k) , (5.27)
Since for y in the sum in (5.25) we have t(y) >
√
log 2(n − k)− ∧n(k)1/2−η′ , it follows from
Lemma 3.8, monotonicity of the local time in t and Markov’s inequality, that
qn−k, t(y),v(n,k) ≤ Ce−
1
2∧n(k)1/2−η (5.28)
whenever ∧n(k) is large enough. Plugging this back in (5.25) and using Markov’s inequality
again, for any δ > 0 we have
P
(∣∣[Bkn]k \ Dkn∣∣ ≥ δe−∧n(k)1/2−η′ ∣∣[W [k,n]n ]k \ Dkn∣∣ ∣∣∣ [Fn]k , LtAn (Tk)) ≤ Cδ−1e−14∧n(k)1/2−η , (5.29)
as long as ∧n(k) is large enough. Since |[W [k,n]n ]k \ Dkn| ≤ |[Fn]rn |, taking expectation and
summing from k = rn to k = n− r, we get
P
(
∃k ∈ [rn, n− r] :
∣∣[Bkn]k \ Dkn∣∣ > δe−∧n(k)1/2−η′ ∣∣[Fn]rn∣∣) ≤ Cδ−1e−C′r1/2−η + o(1) , (5.30)
where the o(1) term tends to 0 with n. Together with Lemma 4.1 and the union bound, this
shows (5.24).
The proof of Lemma 5.5 is now straightforward.
Proof of Lemma 5.5. Let u ≥ 0 and 0 < η < η′′′ < 1/2. Choose any η′, η′′ ∈ (η, η′′′) and write∣∣∣[Bk,ηn (u)]k∣∣∣ = ∣∣∣[Bk,ηn (u)]k\Dk,η′n ∣∣∣+∣∣∣[Bk,ηn (u)]k∩Dk,η′n ∣∣∣ ≤ ∣∣∣[Bk,ηn (u)]k\Dk,η′n ∣∣∣+∣∣∣[Dk,η′n ]rn∣∣∣ . (5.31)
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Then for all k and n large enough, the event{∣∣∣[Bk,ηn (u)]k∣∣∣ > e−∧n(k)1/2−η′′′√n} (5.32)
is included in{∣∣∣[Bk,ηn (u)]k \ Dk,η′n ∣∣∣ > e−∧n(k)1/2−η′√n} ∪ {∣∣∣[Dk,η′n ]rn∣∣∣ > e−∧n(k)1/2−η′′√n} (5.33)
Now using Lemma 5.6 for the first event, Lemma 4.3 for the second and the union bound, we
obtain (5.12) with η′′′ in place of η′.
5.2 Proof of Proposition 5.3
Proof of Proposition 5.3. Let η ∈ (0, 1/2) and choose η′ and η′′ such that 0 < η′ < η′′ < η. We
let also u ≥ 0 and as usual omit the dependence on this parameter from the notation. Thanks
to Proposition 3.6 and the union bound, it suffices to show
lim
r→∞ lim supn→∞
P
((
W [rn,n−r]n \
(U [rn,n−r],ηn ∪ B[rn,n−r],ηn )) ∩ (Gn \ H[rn,n−r],η′n ) 6= ∅) = 0 . (5.34)
For all k ∈ [rn, n], we first claim that if y ∈
[
(Wkn\Uk,ηn ∩(Gn\Hk,η
′
n )
]
k
then we must have |hn(y)| ≥
∧n(k)3/4−η′′/2. Otherwise, since y ∈ [Wkn \Uk,ηn ]k, we have
√
LtAn (y) ≤
√
log 2(n−k)+∧n(k)1/2−η
and therefore by Taylor expansion, since η′′ < η,√
LtAn (y) + h
2
n(y) ≤
√
log 2(n− k) +O(∧n(k)1/2−η′′) , (5.35)
which is a contradiction to y ∈ [Gn \ Hk,η
′
n ]k whenever ∧n(k) is large enough, since η′ < η′′.
Therefore, conditional on LtAn (Tn), the probability in (5.34) is at most
n−r∑
k=rn
∑
y∈[Wkn\Bkn]k
∑
x∈Fn∩T(y)
P
(∣∣hn([x]k)∣∣ ≥ ∧n(k)3/4−η′′/2 , |hn(x)| ≤ √u) . (5.36)
As in (4.14), conditional on hn(x), the law of hn([x]k) is that of a Gaussian with mean hn(x)k/n
and variance k(n− k)/(2n) ≤ ∧n(k)/2. Therefore, the probability in the last display is at most
C
√
u√
n
exp
(− 12 ∧n (k)1/2−η′′) (5.37)
whenever ∧n(k) is large enough. At the same time the number of summands in the inner sum
is at most e∧n(k)
1/2−η
since y ∈ [Wkn \ Bk,ηn ]k. Since η′ < η and using that |[Wkn]k| ≤ |[Fn]rn |, it
follows that the last sum is at most
C
√
u√
n
∣∣[Fn]rn∣∣ n−r∑
k=rn
e−
1
4∧n(k)1/2−η
′′
≤ C
√
u√
n
∣∣[Fn]rn∣∣(e−18 r1/2−η′′ + o(1)) , (5.38)
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as long as r is large enough and with o(1) term tending to 0 with n.
Consequently, on {|[Fn]rn | ≤ δ−1
√
n} for δ > 0 the entire sum in (5.36) tends to 0 as n→∞
followed by r →∞. Since Lemma 4.1 implies that P(|[Fn]rn | > δ−1
√
n) can be made arbitrarily
small by choosing δ small enough and taking n large, the result follows from the union bound.
6 The IID nature of clusters
In this section we study the i.i.d. structure of the law of the local time field restricted to clusters
containing leaves with O(1) local time, as well as the i.i.d. nature of the law of the DGFF
restricted to such clustered sets.
6.1 Local time clusters
Our first task is to show that clusters containing leaves with low local time, follow an i.i.d. law,
which is, most importantly, independent of n. To this end, we will show that if x ∈ Ln−r is a
common ancestor of all leaves in an rn-cluster of Fn, then the law of its local time is insensitive
to the local time of its ancestor [x]k whenever k ≪ n − r. For a precise formulation, we define
for η ∈ (0, 1/2), t ≥ 0, K ⊆ [0, n] and u ≥ 0, the set
QKn,t(u) = QK,ηn,t (u) :=
{
x ∈ Fn,t(u) : ∀k ∈ K,
√
Lt([x]k) ∈
√
log 2(n− k) +Rηn−k
}
, (6.1)
where Rηn−k is as in (3.12). (Notice the slight difference between QK,ηn,t (u) and Fn,t(u)\RK,ηn,t (u),
where the latter was defined in (4.7).)
Now, given η ∈ (0, 1/2), t ≥ 0, k ∈ [0, n] and x ∈ Ln, define the probability measure Pkn(t ; ·)
on R via,
Pkn(t ; ·) :=
(
Lt([x]k) ∈ ·
∣∣∣ x ∈ Q[0,k],ηn,t (u) , [Fn,t(u)]k+1 = [x]k+1) . (6.2)
We remark that, although the above quantity depends on u and η, we do not express this in
the notation of Pkn(t ; ·) to avoid clutter. Observe that by definition Pkn(t; ·) is supported on
{v ≥ 0 : √v ∈ √log 2(n− k) +Rηn−k}.
We then have,
Lemma 6.1. If η > 0 is chosen small enough, then for all u ≥ 0, any n ≥ 1 and k ∈ [rn, n],
there exists a probability measure µkn on R+ (which depends on u and η), such that for all r ≥ 1,
lim
n→∞ sup√
t∈√log 2n+Rn
sup
‖ϕ‖∞≤1
∣∣∣∣ ∫ ϕ(v)Pn−rn (t ; dv)− ∫ ϕ(v)µn−rn (dv)∣∣∣∣ = 0 . (6.3)
Proof. Fix u ≥ 0 and r ≥ 1. As usual we omit the dependency on u for brevity. The statement
of the lemma will follow if we show that
lim
n→∞ supt,t′
sup
‖ϕ‖∞≤1
∣∣∣∣ ∫ ϕ(v)Pn−rn (t ; dv)− ∫ ϕ(v)Pn−rn (t′ ; dv)∣∣∣∣ = 0 , (6.4)
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with the outer supremum taken over all t, t′ such that
√
t,
√
t′ ∈ √log 2n+Rn. Indeed, we may
then set µkn(dv) := P
k
n
(
t′ ; dv
)
for
√
t′ =
√
log 2n+ n1/2 and claim (6.3).
The first integral in (6.4) is
E
(
ϕ
(
Lt([x]n−r)
)
; x ∈ Q[0,n−r]n,t , [Fn,t]n−r+1 = [x]n−r+1
)
P
(
x ∈ Q[0,n−r]n,t , [Fn,t]n−r+1 = [x]n−r+1
) . (6.5)
Abbreviating n′ ≡ n− n3/4 and setting
pn(t; dw) := P
(
Lt([x]n′) ∈ dw , x ∈ Q[0,n
′]
n,t , Fn,t \ T([x]n′+1) = ∅
)
, (6.6)
we now condition on Lt
(
T \ T([x]n′+1)
)
and use the Markov property to write (6.5) as∫
E
(
ϕ
(
Lw([x]n3/4−r)
)
; x ∈ Q[0,n3/4−r]
n3/4,w
,
[Fn3/4,w]n3/4−r+1 = [x]n3/4−r+1)pn(t ; dw)∫
P
(
x ∈ Q[0,n3/4−r]
n3/4,w
,
[Fn3/4,w]n3/4−r+1 = [x]n3/4−r+1)pn(t ; dw) , (6.7)
where both integrals are over w such that
√
w ∈ √log 2n3/4+Rn3/4 . It will therefore be sufficient
to show that pn(t; dw) depends on t via a multiplicative factor.
To this end, we further write pn(t; dw) as
P
(
Lt([x]n′) ∈ dw , x ∈ Q[0,n
′]
n,t
)
P
(
Fn,t \ T([x]n′+1) = ∅
∣∣∣Lt([x]n′) = w , x ∈ Q[0,n′]n,t ) . (6.8)
We first claim that the conditional probability above tends to 1 as n → ∞, uniformly in √t ∈√
log 2n+Rn. This is because under the conditioning we have
√
Lt([x]k) >
√
log 2(n−k)+(n−
k)1/2−η for all k = 1, . . . , n′ and consequently, the probability in question is at least 1 minus
n′∑
k=1
P
(Fn−k,(√log 2(n−k)+(n−k)1/2−η)2 6= ∅) ≤ n′∑
k=1
Ce−C
′(n−k)1/2−η ≤ e−n1/4 . (6.9)
Above we have used Lemma 3.8 to bound the terms in the first sum.
Turning to the first term in (6.8), by Lemma 3.9 and Lemma 3.10 it can be written as
P(B2n′ ∈ dw , Bn′ > 0 |B0 =
√
t) times
( √t√
w
)1/2
E
(
exp
(
− 316
∫ n′
0
B−2s ds
)
; Bk ∈
√
log 2(n − k) +Rn−k ,∀k ∈ [1, n′] ,
Bs > 0 ,∀s ∈ [0, n′]
∣∣∣B0 = √t, Bn′ = √w) , (6.10)
where (Bs : s ∈ [0, n′]) is a Brownian motion with variance 1/2 starting from
√
t at time 0
(which we write formally as conditioning).
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Since
√
t ∧ √w > 12n3/4, it follows by standard arguments (e.g. the Reflection Principle for
Brownian motion) that
P
(
min
s∈[0,n′]
Bs <
1
4n
3/4
∣∣∣B0 = √t, Bn′ = √ω) ≤ Ce−C′√n , (6.11)
uniformly in t and w. As on the complement of this event, the integral in (6.10) is bounded by
C/
√
n, display (6.10) is equal to
n1/8P
(
Bk ∈
√
log 2(n − k) +Rn−k ,∀k ∈ [1, n′]
∣∣∣B0 = √t , Bn′ = √w)(1 + o(1)) +O(e−C√n) .
(6.12)
Tilting by s 7→ −√log 2(n− s), the last probability is further equal to
P
(
Bk ∈ Rn−k ,∀k ∈ [1, . . . , n′]
∣∣∣B0 =√tˆ, Bn′ = √wˆ) , (6.13)
where
√
tˆ :=
√
t − √log 2n ∈ Rn and
√
wˆ :=
√
w − √log 2n3/4 ∈ Rn3/4 . Standard Brownian
motion estimates (c.f. [15]) then show that the last probability has the same asymptotics as that
of the probability for the same Brownian motion to stay positive on [1, n′], namely
2
√
tˆ
√
wˆ
n′
(
1 + o(1)
)
=
2
√
tˆwˆ
n
(
1 + o(1)
)
, (6.14)
uniformly in the ranges of t and w, so that (6.12) is then equal to 2n−
7
8
√
tˆwˆ(1 + o(1)), also
uniformly in t and w.
At the same time, if η is chosen small enough,
P(B2n′ ∈ dw , Bn′ > 0 |B0 =
√
t) =
1√
2πn′w
e−
(
√
t−√w)2
n′
=
1√
2πwn
2−n
′
exp
(
− 2
√
log 2
(√
tˆ−
√
wˆ
)− tˆ
n′
)
(1 + o(1)) .
(6.15)
Combining all of the above we get
pn(t; dw) =
√
2
π
2−n
′
n−
11
8
√
wˆ√
w
e2
√
log 2
√
wˆ
√
tˆe−2
√
log 2
√
tˆ− tˆ
n′
(
1 + o(1)
)
. (6.16)
where the o(1) goes to 0 as n → ∞, uniformly in the ranges of t and w. Plugging this in (6.7)
shows that the ratio there is asymptotically equivalent as n→∞ to a quantity which does not
depend on t. Since the ratio is always bounded by one, this implies that the difference in (6.4)
goes to 0 as n→∞ uniformly in t, t′ and any ϕ with ‖ϕ‖∞ ≤ 1 and completes the proof.
38
6.2 DGFF clusters
Next, we address the i.i.d. structure of the DGFF clusters. In order to simplify the notation,
for any y ∈ T and k ≥ 1 we shall identify Lk(y) with Lk, so that for any ϕ : RLk → R we may
write ϕ
(
hn(Lk(y)
)
to denote its value on hn(Lk(y)
)
as an element of RLk . With this in mind,
we now prove,
Lemma 6.2. For each r ≥ 1 there exists a measure νr on RLr with Radon marginals such that,
for all λ ≥ 0 and M ∈ (0,∞),
lim
n→∞ supLn−r
sup
(ϕn,y)y∈Ln−r
∣∣∣∣E exp(− λ ∑
y∈Ln−r
ϕn,y
(
hn(Lr(y))
))
− exp
(
− 1√
n
∑
y∈Ln−r
∫
RLr
(
1− e−λϕn,y(ω))νr(dω))∣∣∣∣ = 0 , (6.17)
where the first supremum is taken over all sets Ln−r ⊆ Ln−r such that |y ∧ y′| < rn for y 6= y′ ∈
Ln−r, and the second is over all families (ϕn,y : y ∈ Ln−r) of measurable functions ϕn,y : RLr →
R+ satisfying
‖ϕn,y‖∞ ≤M ; supp
(
ϕn,y
) ⊆ {ω ∈ RLr : min
x∈Lr
|ω(x)| ≤M} . (6.18)
Proof. Conditional on hn(Lrn), the first expectation in the statement of the lemma is equal to∏
y∈Ln−r
(
1−
∫ (
1− e−λϕn,y(ω))νn,r(hn([y]rn) ; dω)) , (6.19)
where the probability measure νn,r(v ; dω) above is given by
νn,r(v ; dω) = P
(
Wv + hr(Lr) ∈ dω
)
, (6.20)
where hr is a DGFF on Tr and Wv is scalar Gaussian with mean v and variance (n− rn− r)/2,
independent of hr.
Now for any ψ which obeys the same bounds as ϕn,y, we have∣∣∣ ∫ ψ(ω)νn,r(v ; dω)− ∫
|u|≤rn log rn
∫
ψ(u+ ω)P(Wv ∈ du)P(hr(Lr) ∈ dω)
∣∣∣
≤M
∑
x∈Lr
P(|hr(x)| > rn log rn −M
)
, (6.21)
Since hr(x) is Gaussian with mean 0 and variance r/2, the right hand side above is at most
Ce−C
′(rn log rn)2 = o(n−1/2) for all n large enough, for some C,C ′ > 0 depending on r and M .
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Similarly, we have that P(Wv ∈ du)/du = π−1/2n−1/2(1 + o(1)) uniformly in |u|, |v| ≤ rn log rn.
Since also∣∣∣∣∣
∫
|u|>rn log rn
∫
ψ(u+ ω)P(hr(Lr) ∈ dω)du
∣∣∣∣∣
≤M
∑
x∈Lr
∫
|u|>rn log rn
P(|hr(x)| > |u| −M
)
du = o(n−1/2) , (6.22)
if we set,
νr(dω) :=
1√
π
∫
P
(
hr(Lr) + u ∈ dω
)
du , (6.23)
then ∫
ψ(ω)νn,r(v ; dω) =
(
1 + o(1)
)
1√
n
∫
ψ(ω)νr(dω) as n→∞ , (6.24)
uniformly in |v| < rn log rn and all measurable functions ψ satisfying the same bounds as
ϕn,y. Moreover, since hr(x) is Gaussian with mean 0 and variance r/2 for each x ∈ Lr, it
is easy to check that all marginals of νr are a constant multiple of the Lebesgue measure
and therefore Radon as desired. In particular, the second integral in (6.24) is bounded by
M
∑
x∈Lr ν
(x)
r ([−M,M ]) := C(M, r) < ∞ for all such functions ψ, where ν(x)r denotes the x-th
marginal of νr.
Since 1− e−λϕn,y has the same support as ϕn,y and ‖1− e−λϕn,y‖∞ ≤ λM , it follows that on
the event {
max
y∈Ln−r
|hn([y]rn)| ≤ rn log rn
}
, (6.25)
the product in (6.19) is equal to
exp
( ∑
y∈Ln−r
log
(
1− 1+o(1)√
n
∫ (
1− e−λϕn,y(ω))νr(dω)))
= exp
(
− 1√
n
∑
y∈Ln−r
∫ (
1− e−λϕn,y(ω))νr(dω)))+ o(1) . (6.26)
Above we have used Taylor expansion for the log together with the fact that the first integral is
uniformly bounded by C(λM, r), as well as the inequality |e−α− e−(1+ǫ)α| ≤ 2e−1|ǫ| valid for all
α ≥ 0 and |ǫ| ≤ 12 . Since the probability of (6.25) goes to 1 as n→∞, thanks to Proposition 3.2,
the lemma now follows by taking expectation.
7 Phase A: Proof of Theorem 2.1
In this section we prove Theorem 2.1, which is the key result for phaseA. Thanks to Theorem 5.1,
we can restrict our attention to W [n−r,n]n instead of Fn(u), namely to those leaves which belong
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to rn-clusters whose root is essentially at a finite distance from the leaves. This is because the
remaining leaves do not survive the isomorphism. For the sake of proving Theorem 2.1, it will be
useful to take into consideration only such clusters where, in addition, the local time trajectory
of their root is properly repelled.
To this end, recall the definition of QK,ηn,t (u) from (6.1) and for r ∈ [0, n/2] let us set,
Er,ηn,t (u) :=W [n−r,n]n,t (u) ∩ Q[n/2,n−r],ηn,t (u) . (7.1)
As usual, whenever t is omitted from the notation, its value is assumed to be tAn . Our first task
is therefore to extend Theorem 5.1 to the set Er,ηn (u).
Proposition 7.1. Let η ∈ (0, 1/2). For any u ≥ 0,
lim
r→∞ lim supn→∞
P
(
Gn(u) \ Er,ηn (u) 6= ∅
)
= 0 . (7.2)
and, in addition, for any δ > 0,
lim
r→∞ lim supn→∞
P
(∣∣[Fn(u) \ Er,ηn (u)]rn∣∣ > δ√n) = 0 . (7.3)
Next, we will need the following result to assert the non-triviality of the limit in Theorem 2.1.
This result will also be used in the proofs of Propositions 7.3 and Proposition 7.4 below.
Proposition 7.2. Let η ∈ (0, 1/2). For any u ≥ 0,
lim
r→∞ limδ→0
lim sup
n→∞
P
(∣∣[Er,ηn (u) ∩ Fn(0)]n−r∣∣ ≤ δ√n) = 0 . (7.4)
The main two ingredients in the proof of Theorem 2.1 are the following two propositions:
Proposition 7.3. Fix η > 0 to be small enough and let u ≥ 0. For all r ≥ 1, there exists
CrA1 = C
r
A1
(u) ∈ [0,∞) such that for any δ > 0,
lim
r→∞ lim supn→∞
P
(∣∣∣∣∣
∣∣[Er,ηn (u) ∩ Fn(0)]n−r∣∣∣∣[Er,ηn (u)]n−r∣∣ − CrA1
∣∣∣∣∣ > δ
)
= 0 . (7.5)
Proposition 7.4. Fix η > 0 to be small enough and let u ≥ 0. For all r ≥ 1, there exists
CrA2 = C
r
A2
(u) ∈ [0,∞) such that for all λ ≥ 0
lim
r→∞ lim supn→∞
∣∣∣E exp(−λ∣∣[Er,ηn (u)∩Gn(u)]n−r∣∣)−E exp(−CrA2 1√n ∣∣[Er,ηn (u)]n−r∣∣(1−e−λ))∣∣∣ = 0 .
(7.6)
Let us first prove the theorem.
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Proof of Theorem 2.1. We fix η > 0 small enough and an arbitrary u > 0, omitting as usual the
dependency on these parameters in the sequel. Thanks to the first part of Proposition 7.1,∣∣[Gn]n−r∣∣− ∣∣[Ern ∩ Gn]n−r∣∣ −→ 0 (7.7)
in probability as n→∞ followed by r →∞. Using that |e−α − e−β| ≤ |α− β| for α, β ≥ 0 and
the bounded convergence theorem, it then follows that for any λ ≥ 0, under the same limits we
have,
E exp
(
− λ∣∣[Ern ∩ Gn]n−r∣∣)− E exp(− λ∣∣[Gn]n−r∣∣) −→ 0 . (7.8)
On the other hand, thanks to the second part of Proposition 7.1 and the fact that Ern is (rn, n−r)-
clustered by definition, under the same limits we have
1√
n
(∣∣[Fn]rn∣∣− ∣∣[Ern]n−r∣∣) −→ 0 , (7.9)
in probability, which implies as before that for any λ ≥ 0, and CrA2 ≥ 0,
E exp
(
− CrA2 1√n
∣∣[Ern]n−r∣∣(1− e−λ))− E exp(− CrA2 1√n ∣∣[Fn]rn∣∣(1− e−λ)) −→ 0 , (7.10)
under the same limits.
Using now Proposition 7.4 and Proposition 3.5 for the first, resp. second expectation in (7.8)
and combining with (7.10), we get
lim
r→∞ lim supn→∞
∣∣∣E exp(− CrA2 1√n ∣∣[Fn]rn∣∣(1− e−λ))− E exp (− CuZ¯(1− e−λ))∣∣∣ = 0 . (7.11)
Thanks to Lemma 4.1, we know that the sequence ( 1√
n
∣∣[Fn]rn∣∣ : n ∈ N) is tight and hence admits
a subsequential weak limit, which we can denote temporarily by |F̂ |. Taking a limit along this
subsequence, for any r ≥ 0, the first expectation therefore converges to E exp (−CrA2 |F̂ |(1−e−λ)).
Plugging this back in (7.11), we obtain
lim
r→∞E exp
(
− CrA2 |F̂ |
(
1− e−λ)) = E exp (− CuZ¯(1− e−λ)) . (7.12)
Since this holds for all λ ≥ 0, it follows that CrA2 |F̂ | =⇒ CuZ¯ as r →∞. Since Z¯ is positive and
finite with positive probability and Cu > 0, we must have that C
r
A2
→ CA2 as r →∞ for some
CA2 ∈ (0,∞) and that |F̂ | = CuC−1A2 Z¯ in law. Since this holds for any choice of a sub-sequence,
we get that as n→∞,
1√
n
∣∣[Fn]rn∣∣ =⇒ CuC−1A2 Z¯ . (7.13)
Since Z¯ is positive almost surely the above convergence together with (7.9) yields∣∣[Fn]rn∣∣∣∣[Ern]n−r∣∣ −→ 1 ,
∣∣[Fn(0)]rn∣∣− ∣∣[Ern ∩ Fn(0)]n−r∣∣∣∣[Ern]n−r∣∣ −→ 0 , (7.14)
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both in probability as n→∞ followed by r →∞, where we have also used that the numerator
in the second ratio is bounded by |[Fn]rn | − |[Ern]n−r|. Using this together with Proposition 7.3
then gives
1√
n
∣∣[Fn(0)]rn∣∣
1√
n
∣∣[Fn]rn∣∣ − CrA1 −→ 0 , (7.15)
in probability under the same limits. In particular, the sequence r 7→ CrA1 is Cauchy and hence
must converge to a limit, which we denote by CA1 ∈ [0,∞).
Taking this into consideration, using (7.15) together with (7.13) then gives that, as n→∞,
1√
n
∣∣[Fn(0)]rn∣∣ =⇒ CA1C−1A2CuZ¯ . (7.16)
Setting CA to be the product of the constants on the right hand side, noting that thanks to
Proposition 7.2 it cannot be zero, this completes the proof of the first part of the theorem.
Turning to the second part of the theorem, we need to prove that for any δ > 0,
lim
n→∞P
(
|W [rn,n−rn]
n,tAn
(0)| > δ√n
)
= 0 . (7.17)
To this end, we use the soft entropic repulsion of local time trajectories of non-visited leaves,
as stated in Proposition 3.12. Accordingly, we fix η′ > 0 small enough for the condition in the
proposition to hold, and notice that by the union bound and Markov’s inequality, we can bound
the probability in (7.17) from above by
P
(
|Fn \ O[rn,n−rn],η′n | >
δ
2
√
n
)
+
2
δ
√
n
E
∣∣∣W [rn,n−rn]n,tAn (0) ∩ O[rn,n−rn],η′n ∣∣∣ . (7.18)
Since the first term in (7.18) tends to zero as n→∞ by Proposition 3.12, in order to obtain (7.17)
it will suffice to show that the second one does as well.
To this end, observe that any x ∈ W [rn,n−rn]
n,tAn
(0) belongs to some rn-cluster with root [x]k(x)
having depth k(x) ∈ [rn, n− rn]. Furthermore, that the root has depth exactly k(x) means that,
if T
x
([x]k) denotes the sub-tree rooted at [x]k(x) not containing x, the intersection Fn∩Tx([x]k(x))
cannot be empty. Finally, if x also belongs to O[rn,n−rn],η′n then we must have√
LtAn ([x]k(x)) ≥
√
log 2(n− k(x)) + nη′ . (7.19)
Therefore, if we set
√
sn(k) :=
√
log 2(n − k) + nη′ , by gathering all these facts we can bound
the expectation in (7.18) from above by
∑
x∈Ln
n−rn∑
k=rn
P(x ∈ Fn)P
(
Fn ∩ Tx([x]k) 6= ∅
∣∣∣LtAn ([x]k) ≥ sn(k) , x ∈ Fn) . (7.20)
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Furthermore, since the local time fields LtAn (T
l
n−k([x]k)) and LtAn (T
r
n−k([x]k)) are independent
given LtAn ([x]k), one can further bound (7.20) by∑
x∈Ln
n−rn∑
k=rn
P(x ∈ Fn)P
(Fn−k,sn(k) 6= ∅) . (7.21)
A straightforward computation using Lemma 3.8 then shows that, for all n sufficiently large,
(7.21) is at most
Cne−
√
log 2nη
′
E|Fn| ≤ C2n
7
4 e−
√
log 2nη
′
(7.22)
for some constant C > 0, which implies that the second term in (7.18) also tends to 0 as n→∞,
thus yielding (7.17).
7.1 Proof of Proposition 7.1 and Proposition 7.2
Proof of Proposition 7.1. Fixing u, η as in the statement of the proposition, we henceforth omit
them from the notation as usual. Since Fn \ Ern ⊆ R[rn,n−r]n ∪W [rn,n−r)n , thanks to Lemma 4.2,
the second part of Theorem 5.1 and the union bound, we readily have the second claim in the
proposition.
Turning to the first, for any n/2 > r > r′ ≥ 1, we can write,
Gn \ Ern ⊆
(Gn ∩W [rn,n−r′)n ) ∪ (Gn ∩R[rn,n−r]n ∩W [n−r′,n]n ) . (7.23)
For the second set on the right hand side, conditioning on LtAn (Tn), we can write
E
(∣∣[Gn ∩R[rn,n−r]n ∩W [n−r′,n]n ]rn∣∣ ∣∣∣LtAn (Tn)) ≤∑
y
∑
x∈T(y)∩Fn
P
(|hn(x)| ≤ √u) , (7.24)
where y ∈ [R[rn,n−r]n ∩W [n−r
′,n]
n ]n−r′ in the outer sum.
By definition, there are at most 2r
′
terms in the inner sum and since hn(x) is Gaussian with
variance n/2, each of the terms is at most C
√
u/
√
n. It follows that the right hand side above
is bounded by Cr′,u|[R[rn,n−r]n ]rn |/
√
n for some Cr′,u > 0. Therefore, for any δ > 0, on the event
that |[R[rn,n−r]n ]rn | ≤ δ
√
n, by Markov’s inequality we shall have
P
([Gn ∩R[rn,n−r]n ∩W [n−r′,n]n ]rn 6= ∅ ∣∣∣LtAn (Tn)) ≤ Cr′,uδ . (7.25)
Taking expectation and using the union bound, the probability that the second set on the right
hand side of (7.23) is not empty is at most
Cr′,uδ + P
(∣∣[R[rn,n−r]n ]rn∣∣ > δ√n) . (7.26)
But then, thanks to Lemma 4.2, for any r′ the above will go to zero as n → ∞ followed by
r →∞ and then δ → 0.
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At the same time, by Theorem 5.1 the probability that the first set on the right hand side
of (7.23) is not empty tends to 0 when n → ∞ followed by r′ → ∞. Combining the two and
using the union bound, the result follows.
Proof of Proposition 7.2. Fixing η as in the statement of the proposition, we suppress the de-
pendency on this parameter in the sequel. For any u > 0, r ∈ [0, n/2] the event {Gn(u) 6= ∅} is
always included in {Gn(u) \ Ern(u) 6= ∅} ∪ {[Gn(u) ∩ Ern(u)]n−r 6= ∅} . (7.27)
As in the proof of Proposition 7.1 (display (7.26)), the probability of the second event is at most
Cr,uδ + P
(∣∣[Ern(u)]n−r∣∣ > δ√n) , (7.28)
for some Cr,u > 0 and any δ > 0.
At the same time, by Proposition 7.1, the probability of the first event in (7.27) can be made
arbitrarily small by choosing r large enough and then n large enough. It follows that
lim sup
r→∞
lim
δ→0
lim sup
n→∞
(
P
(Gn(u) 6= ∅)− P(∣∣[Ern(u)]n−r∣∣ > δ√n)) ≤ 0 . (7.29)
Thanks to the second part of Proposition 3.4 the first probability aboves tends to 1 as n →∞
followed by u→∞. Combined with the above statement, this gives
lim
u→∞ lim supr→∞
lim
δ→0
lim sup
n→∞
P
(∣∣[Ern(u)]n−r∣∣ ≤ δ√n) = 0 , (7.30)
but then also,
lim
u→∞ limδ→0
lim sup
n→∞
P
(∣∣[Fn(u)]rn∣∣ ≤ δ√n) = 0 , (7.31)
Now, by the Markov property of local time, for any u > 0 and conditional on LtAn−1
(Tn−1),
the distribution of |[Fn,tAn−1(0)]rn | dominates a Binomial distribution with |[Fn−1,tAn−1(u)]rn−1 |
trials, each having success probability 2e−u − e−2u. Therefore, by Chebyshev’s inequality, on
{|[Fn−1,tAn−1(u)]rn−1 | > δe
u
√
n− 1} the conditional probability,
P
([∣∣Fn,tAn−1(0)]rn∣∣ ≤ δ√n, ∣∣∣LtAn (Tn−1)) (7.32)
goes to 0 as n→∞ uniformly in LtAn−1(Tn−1). Taking expectation and using the union bound,
in light of (7.31) we get
lim
δ→0
lim sup
n→∞
P
(∣∣[Fn,tAn−1(0)]rn∣∣ ≤ δ√n) = 0 . (7.33)
To replace tAn−1 by t
A
n in (7.33), we observe that ∆n = t
A
n − tAn−1 ≤ 2n for all n large enough.
Consequently it is enough to argue that within such additional local time, a uniformly positive
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fraction of the clusters of [Fn,tAn−1(0)]rn will not be entirely visited with probability tending to 1
with n. To this end, we first observe that the probability that x ∈ Ln is not visited within ∆n
time is equal to the probability that a Poisson random variable with rate ∆n/n ≤ 2 is equal to
zero. This probability is at least e−2. To see how this computation implies that at least a e−6
fraction of the clusters in [Fn,tAn−1(0)]rn are not entirely visited with high probability, we proceed
as in many of the proofs in Section 4. We pick one leaf from each of the clusters, condition on
the local time field (for a random walk run up to time ∆n) on Trn and exclude the event that
maxx∈Lrn L∆n(x) > 2∆n as in Lemma 3.7. Then the events of no-visit become (conditionally)
independent and occur with probability at least e−2∆n/(n−rn) ≥ e−5 (this bound can be obtained
using the same argument leading to the bound e−2 from before). Chebyshev’s inequality then
completes the argument. We omit the details as this argument was used many times in the past.
Turning to the statement of the proposition, for any u ≥ 0 and δ > 0, the probability in (7.4)
is bounded above by
P
(∣∣[Fn,tAn (0)]rn∣∣ ≤ 2δ√n)+ P(∣∣[Fn,tAn (u) \ Ern(u)]rn∣∣ > δ√n) . (7.34)
Using (7.33) for the first term (with tAn instead of t
A
n−1) and Proposition 7.1 for the second one
then completes the proof.
7.2 Proof of Proposition 7.3 and Proposition 7.4
Using the results in the previous subsection, we can now give proofs for Proposition 7.3 and
Proposition 7.4.
Proof of Proposition 7.3. We fix u ≥ 0 and let η > 0 to be as small as needed for Lemma 6.1 to
hold, omitting the dependence on both parameters from the notation henceforth. We let also
r ≥ 1 and for any l ∈ (r, n/2), observe that conditional on LtAn (Tn−l) and
[Ern]n−r, the clusters{
Lt(T(y)) : y ∈ [Ern
]
n−r−1
}
(7.35)
are independent, with the law of LtAn (y) given by P
l−r−1
l (LtAn ([y]n−l); ·) from (6.2). In particular,
the events {Fn(0)∩T(y) 6= ∅} for y as above are conditionally independent and each occur with
probability ∫
P
(Fr+1,v(0) 6= ∅ ∣∣Fr+1,v(u) 6= ∅)Pl−r−1l (LtAn ([y]n−l) ; dv) . (7.36)
Since [y]n−l ∈ [Q[n/2,n−r]n
]
n−l, we must have
√
LtAn ([y]n−l) ∈
√
log 2 l +Rl. Then, thanks to
Lemma 6.1, the difference between the integral in (7.36) and
Cr,lA1 :=
∫
P
(Fr+1,v(0) 6= ∅ ∣∣Fr+1,v(u) 6= ∅)µl−r−1l (dv) . (7.37)
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can be made smaller than δ/2, for any δ > 0, uniformly in n by choosing l large enough.
It follows that under the conditioning, the law of
∣∣[Ern ∩ Fn(0)]n−r is stochastically smaller,
resp. larger than that of a Binomial with |[Ern
]
n−r| trials and probability (C
r,l
A1
+ δ/2) ∧ 1, resp.
(Cr,lA1−δ/2)∨0 for success. It follows by standard arguments (e.g. Chebyshev’s inequality), that
for any arbitrary fixed δ′ > 0, on {∣∣[Ern]n−r∣∣ > δ′√n} , (7.38)
the conditional probability of{∣∣∣∣∣
∣∣[Ern(u) ∩ Fn(0)]n−r∣∣∣∣[Ern(u)]n−r∣∣ − Cr,lA1
∣∣∣∣∣ > δ
}
, (7.39)
will go to 0 as n→∞, uniformly in the random variables on which we condition.
Taking expectation to get rid of the conditioning, using Proposition 7.2 to bound the prob-
ability of the complement of the event in (7.38) this shows that by choosing r large enough and
then δ′ small enough, for any δ > 0 there exists l0 > 0 such that whenever l > l0 and n is chosen
large enough, the (unconditional) probability of (7.39) is less than 1/2. Fixing any such r and
using the union bound, this shows that for all δ > 0, there exists l0 such that if l∧ l′ > l0 and n
is large enough, the ratio above is δ-close to both Cr,lA1 and C
r,l′
A1
with positive probability. This
can only happen if
∣∣Cr,lA1 − Cr,l′A1 ∣∣ < 2δ. Therefore the sequence l 7→ Cr,lA1 is Cauchy and hence
must converge to a finite limit, which we denote by CrA1 .
Going back to (7.39), we can now assert that for any δ > 0, if l is chosen large enough,
then on (7.38), the probability of (7.39) with Cr,lA1 replaced by C
r
A1
will also go to 0 as n → ∞
uniformly as before. Rerunning the previous argument, this shows
lim
r→∞ lim supn→∞
P
(∣∣∣∣∣
∣∣[Ern(u) ∩ Fn(0)]n−r∣∣∣∣[Ern(u)]n−r∣∣ − CrA1
∣∣∣∣∣ > δ
)
= 0 , (7.40)
which is what we wanted to prove.
Proof of Proposition 7.4. Let u ≥ 0 and λ ≥ 0. Omitting the dependence on u as usual, for any
1 ≤ r ≤ n, we write the first exponent in (7.6) as
− λ
∑
y∈[Ern]n−r
1A
r,tAn
(y)
(
hn(Lr(y))
)
, (7.41)
with
Ar,t(y) :=
{
ω ∈ RLr(y) : ∃x ∈ Lr(y) : Lt(x) + ω(x)2 ∈ [0, u]
}
. (7.42)
Identifying Lr(y) with Lr as in Subsection 6.2, we note that 1A
r,tAn
(y), which is a random function,
is supported on {ω ∈ RLr : minx∈Lr |ω(x)| ≤
√
u} for any n, y and any realization of LtAn (Tn).
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Thanks to Lemma 6.2, conditional on [Ern]n−r and LtAn (Lr(y)) for all y ∈ [Ern]n−r, the first
expectation in (7.6) is then equal to
exp
(
− 1√
n
(1− e−λ)
∑
y∈[Ern]n−r
νr
(
Ar,tAn (y))
)
+ o(1) , (7.43)
with the o(1) tending to 0 as n→∞ uniformly in LtAn (Tn). Moreover since the marginals of νr
are Radon, in view of the support of 1Ar,t(y), we have
νr
(
Ar,tAn (y)
) ≤ ∑
x∈Lr
νr
(
ω ∈ RLr : ω(x) ∈ [−√u,√u]
)
=: C(r, u) <∞ , (7.44)
for all n and y and any realization of LtAn (Tn).
As in the proof of Proposition 7.3, for any l ∈ (r, n/2), if we now just condition on LtAn (Tn−l)
and [Ern]n−r, then the clusters {
LtAn (T(y)) : y ∈ [Ern
]
n−r−1
}
(7.45)
are independent, with the law of LtAn (y) given by P
l−r−1
l (LtAn ([y]n−l); ·). In particular, under
this conditioning, the random variables νr(Ar,tAn (y)) for y ∈ [Ern]n−r are independent and have
mean ∫
E
(
νr
(
Ar,v(1)
) ∣∣∣Fr+1,v 6= ∅)Pl−r−1l (LtAn ([y]n−l) ; dv) , (7.46)
where we write ’1’ to denote the (single) child of the root of Tr+1.
Therefore, if we set
Cr,lA2 :=
∫
E
(
νr
(
Ar,v(0)
) ∣∣∣Fr+1,v 6= ∅)µl−r−1l (dv) (7.47)
then, since the expectation above is bounded uniformly in v in view of (7.44) and also√
LtAn ([y]n−l) ∈
√
log 2l + Rl because [y]n−l ∈
[Q[n/2,n−r]n ]n−l, we can use Lemma 6.1 to claim
that the integrals in (7.46) and (7.47) can be made arbitrarily close to each other, uniformly in
n and LtAn (Tn−l), by choosing l large enough.
Using again that the νr(Ar,tAn (y)) are bounded uniformly, it then follows from Chebyshev’s
inequality that for any δ, δ′ > 0 on {∣∣[Ern]n−r∣∣ > δ′√n} , (7.48)
the conditional probability of{∣∣∣∣
∑
y∈[Ern]n−r νr
(
Ar,tAn (y)
)∣∣[Ern]n−r∣∣ − Cr,lA2
∣∣∣∣ > δ
}
, (7.49)
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goes to 0 when n→∞, as long as l is chosen large enough. Proceeding exactly as in the proof
of Proposition 7.3, we assert that for any r large enough, the limit as l→∞ of Cr,lA2 must exist,
and that if we denote it by CrA2 ∈ [0,∞) then
lim
r→∞ lim supn→∞
P
(∣∣∣∣∣
∑
y∈[Ern]n−r νr
(
Ar,tAn (y)
)∣∣[Ern]n−r∣∣ −CrA2
∣∣∣∣∣ > δ
)
= 0 , (7.50)
Using that |e−α − e−β| ≤ |α − β| for all α, β ≥ 0, on the complement of the event in (7.50)
we have that the difference between the first term in (7.43) and
exp
(
− 1√
n
(1− e−λ)CrA2
∣∣[Ern]n−r∣∣) (7.51)
is less or equal than
δ(1 − e−λ)
∣∣[Ern]n−r∣∣√
n
≤ δ(1 − e−λ)
∣∣[Fn]rn∣∣√
n
. (7.52)
In particular, by the tightness of the sequence ( 1√
n
∣∣[Fn]rn∣∣ : n ≥ 1) as given by Lemma 4.1,
we see that this difference tends to 0 in probability as n → ∞ followed by r → ∞. Since this
difference is also always bounded by 2, taking expectation and using the bounded convergence
theorem then yields the desired claim.
8 Phase B: Proof of Theorem 2.2
The goal in this section is to prove Theorem 2.2, which is the key result for phase B.
Proof of Theorem 2.2. Let y ∈ [Ln]n−rn and set Ln(y) := Lrn(y) ∩Ln. Writing tn(s) as a short
for tBn + sn, we first claim that
qn,tn(s)(y) := P
(
Fn,tn(s)(0) ∩ Ln(y) 6= ∅
)
=
1√
n
e−s(1 + o(1)) , (8.1)
where the o(1) tends to 0 as n→∞ uniformly in Ln(y).
Indeed, for a lower bound, observe that a random walk starting at [y]1, has probability
1/(n − rn) of hitting y before hitting the root. Therefore, since the number of visits from 0 to
[y]1 until time L
−1
tn(s)
(0) is Poisson with rate tn(s), the probability that {Ltn(s)(y) = 0} is the
same as the probability that a Poisson with rate tn(s)/(n − rn) = (log n)/2 + s + o(1) is zero.
This gives
P
(
Fn,tn(s)(0) ∩ Ln(y) 6= ∅
)
≥ P(Lt(s)(y) = 0) = e−s√n (1 + o(1)) . (8.2)
For a matching upper bound, let pn be the probability that a random walk starting at [y]1
visits all sites in Lrn(y) before returning to the root. Such an event occurs for example if, given
some fixed η′ ∈ (0, 1), the random walk spends at least n1−η′ time at y before returning to the
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root and while accumulating this time also visits all sites in Lrn(y). We have already seen that
the probability of reaching y before returning to the root is 1/(n− rn). By the same reasoning,
upon reaching y the local time accumulated at y before returning to the root is Exponential
with rate 1/(n − rn) < 2/n for all n large enough. Consequently the time accumulated will be
at least n1−η′ with probability at least 1 − 2n−η′ . Then, recalling that Trn(y) is the union of
two trees isomorphic to Trn , by Lemma 3.8 the probability of not visiting all of Lrn(y) is, for all
n large enough, bounded from above by
2P
(Frn,n1−η′ (0) 6= ∅) ≤ Ce−C′n1/2−η′/2 , (8.3)
whenever η
′
2 < η, with η as in (2.4). Combining all of the above, we get
pn ≥ 1
n− rn
(
1− 2n−η′)(1− Ce−C′n1/2−η′/2) ≥ 1
n
(
1−O(n−η′)) . (8.4)
Arguing as for the lower bound, the probability that {Lrn(y) ∩ Fn,tn(s)(0) 6= ∅} is therefore at
most the probability that a Poisson with rate tn(s)pn ≥ (log n)/2 + s + o(1) is equal to zero.
This gives
P
(
Fn,tn(s)(0) ∩ Ln(y) 6= ∅
)
≤ P(Lrn(y) ∩ Fn,tn(s)(0) 6= ∅) ≤ e−tn(s)pn = e−s√n(1 + o(1)) , (8.5)
and proves the claim in (8.1).
Now, conditional on Ltn(s)(Trn), by the Markov property and the fact that Ln is (rn, n−rn)-
clustered, for any λ ≥ 0, the expectation in (2.11) is equal to
exp
( ∑
y∈[Ln]n−rn
log
(
1− (qn−rn,Ltn(s)([y]rn )(y))(1− e−λ))) (8.6)
Therefore, for any given η′′ ∈ (0, η), on the event{
max
z∈Lrn
|Ltn(s)(z)− tn(s)| < n1−η
′′}
(8.7)
we have Ltn(s)([y]rn) = tn−rn(s+O(n
−η′′)), so that by (8.1)
qn−rn,Ltn(s)([y]rn) =
1√
n− rn e
−(s+O(n−η′′ ))(1 + o(1)) =
e−s√
n
(1 + o(1)), (8.8)
where the o(1)-term tends to 0 as n→∞ uniformly in Ln(y). Plugging this in (8.6) and using
Taylor expansion for the log shows that, on the event in (8.7), (8.6) is equal to
exp
(
− e−s√
n
|[Ln]rn |
(
1− e−λ)(1 + o(1))) , (8.9)
where we have also used that |[Ln]n−rn | = |[Ln]rn | since Ln is (rn, n− rn)-clustered. Moreover,
since |e−α − e−α(1+ǫ)| ≤ 2e−1|ǫ| for all α ≥ 0 and |ǫ| < 12 , we have that (8.9) is in fact
exp
(
− e−s√
n
|[Ln]rn |
(
1− e−λ))+ o(1) . (8.10)
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Lastly, we note that the probability of (8.7) tends to 1 as n→∞. Indeed, by the isomorphism
we have that for all z ∈ Lrn
|Ltn(s)(z)− tn(s)| ≤ 2
√
tn(s)|h′rn(z)| + |h′rn(z)|2 + |hrn(z)|2, (8.11)
so that, for n large enough, (8.7) is implied by the intersection
{max
z∈Lrn
|hrn(z)| ≤ rn log rn} ∩ {max
z∈Lrn
|h′rn(z)| ≤ rn log rn} , (8.12)
whose probability goes to 1 as n→∞ thanks to Proposition 3.2. Hence, by taking expectation
in (8.6), combining all of the above we arrive at (2.11) with CB := 1.
The proof of (2.12) is even easier. As we have argued above, for any x ∈ Ln, the probability
that {Ltn(s)(x) = 0} is the probability that a Poisson with rate tn(s)/n = (log n)/2 + s is 0.
This probability is equal to e−tn(s)/n = e−s/
√
n. Consequently,
E
∣∣Ln ∩ Fn,ts(n)(0)∣∣ = |Ln| e−s√n , (8.13)
and (2.12) now follows by Markov’s Inequality.
9 From local time at the root to real time: Proof of Theorem 2.3
In this section we prove Theorem 2.3, which is the key statement needed for the proof of
Theorem B. To this end, we shall need several preparatory results and a few new definitions.
Recall that the over-lined tree notations, such as Lk or Tk, concern the “normal” binary tree T.
For any n ≥ 1 and t ≥ 0, we set
Sn,t :=
∑
x∈Ln
Lt(x) , Ŝn,t := 2
−nSn,t ; Rn,t :=
n∑
k=0
Sk,t , R̂n,t := 2
−nRn,t . (9.1)
Observe that, with these definitions, the total real time spent by the walk when the local time
at the root is t is therefore,
Rn,t = L
−1
n,t(0) . (9.2)
In the next lemma we compute the mean and covariance structure of the above quantities.
These are easy computations whose result will be needed in the near sequel.
Lemma 9.1. For all t ≥ 0, n ≥ 1 and x, y ∈ Ln,
ESn,t = 2
nt VarSn,t = 2
2n+1t(1 + o(1)) , (9.3)
ERn,t = (2
n+1 − 1)t VarRn,t = 22n+3t(1 + o(1)) (9.4)
and
Cov
(
Lt(x)− Ŝn,t, Lt(y)− Ŝn,t
)
= 2
(|x ∧ y| − 1 + o(1))t , (9.5)
where all the o(1)-terms depend only on n and tend to 0 as n→∞.
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Proof. For each n ≥ 1 and x ∈ Ln we have that
Lt(x)
d
=
N∑
i=1
Ei , (9.6)
where the Ei are i.i.d. Exponentials with rate 1/n and N is an independent Poisson of rate t/n.
It then follows that ELt(x) = (t/n)n = t and VarLt(x) = 2(t/n)n
2 = 2nt. Now, set z := x ∧ y.
Then, conditional on Lt(z) = u, Lt(x) and Lt(y) are independent and equal in law to Lu(x
′) and
Lu(y
′) respectively, where x′, y′ are any vertices in T satisfying |x′| = |x|−|z| and |y′| = |y|−|z|.
From this it follows that E(Lt(x)Lt(y)) = ELt(z)
2 = 2t|z|+t2 which, by subtracting the product
of the means ELt(x)ELt(y) = t
2, yields that
Cov
(
Lt(x), Lt(y)
)
= 2|x ∧ y|t , (9.7)
for any x, y ∈ T.
Summing the means of Lt(x) over all x ∈ Ln gives ESn,t = 2nt. For the variance of Sn,t,
by grouping all pairs of vertices according to the depth of their common ancestor, we can write
VarSn,t as
∑
x,y∈Ln
Cov
(
Lt(x), Lt(y)
)
=
n∑
k=0
2k2(2(n−k)−1)∨02tk = 22nt
n∑
k=0
2−k+1{k=n}k = 22n+1t(1 + o(1)) ,
(9.8)
in accordance with (9.3).
Now, to check (9.4), by summing the means of Sk,t over k = 0, . . . , n, we immediately obtain
ERn,t = (2
n+1 − 1)t. To compute the variance of Rn,t, we again sum all covariances as in (9.8),
only that the term 2(2(n−k)−1)∨0 is now replaced by 2(2n−k − 1)2 + 1{k=n}, to account for leaves
at different depths. This gives an additional factor of 4 in the asymptotic expression for VarRn,t
and completes the proof of (9.4).
Finally, to show (9.5) we first observe that for all n ≥ 1 and x ∈ Ln,
Cov
(
Lt(x)− Ŝn,t, Ŝn,t
)
= 0 . (9.9)
Indeed, summing Lt(x)−Ŝn,t over all x ∈ Ln gives 0, which implies that the sum of the covariance
in (9.9) over all such x-s is 0 as well. Then, by symmetry, this must also be the case for each x
individually. Writing Cov
(
Lt(x)− Ŝn,t, Lt(y)− Ŝn,t
)
as
Cov
(
Lt(x), Lt(y)
)− Cov(Lt(x)− Ŝn,t, Ŝn,t)− Cov(Ŝn,t, Lt(y)− Ŝn,t)−Var Ŝn,t , (9.10)
we can use (9.7), (9.8) and (9.9) to evaluate the terms in the last display and thus obtain (9.5).
The next step is to derive analogous formulas for ESn,τ and ERn,τ when τ is a stopping time
of the local time field (Lt(Ln) : t ≥ 0).
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Lemma 9.2. For k ≥ 1, let (Fk,t : t ≥ 0) be the filtration given by Fk,t := σ(Ls(Tk) : 0 ≤ s ≤ t).
Then, for any (not necessarily integrable) stopping time τ with respect to (Fk,t : t ≥ 0) which is
finite almost-surely,
ESk,τ = 2
k
Eτ and ERk,τ = (2
k+1 − 1)Eτ . (9.11)
Proof. Since by the Markov property ofXn and Lemma 9.1 we have that the processes (Sk,t−2kt :
t ≥ 0) and (Rk,t − (2k+1 − 1)t : t ≥ 0) are martingales with respect to (Fk,t : t ≥ 0), it then
follows from the optional stopping theorem that for any M > 0
ESk,τ∧M = 2kE(τ ∧M) and ERk,τ∧M = (2k+1 − 1)E(τ ∧M). (9.12)
Thus, since τ ∧M ր τ almost surely as M →∞ and the trajectory u 7→ Lu(x) is nonnegative
and increasing for all x ∈ T, by taking M → ∞ in (9.12) the monotone convergence theorem
then yields (9.11).
Next, we claim that, for all n ≥ 1, R̂n,t can be well approximated by 2Ŝk,t if k is large
enough.
Lemma 9.3. There exists C > 0 such that for all 1 ≤ k ≤ n, ǫ > 0 and any stopping time τ
with respect to (Fk,t : t ≥ 0) (where Fk,t is as in Lemma 9.2), which is finite almost-surely,
P
(∣∣R̂n,τ − 2Ŝk,τ | > ǫ) ≤ C(ǫ−22−k + ǫ−12−(n−k))EŜk,τ . (9.13)
Proof. Conditional on Lt(Tk), the law of R̂n,t is the same as that of
2−n
(
Rk−1,t +
∑
x∈Lk
R
(x)
n−k,Lt(x)
)
, (9.14)
where (R
(x)
n−k,Lt(x) : x ∈ Lk) are independent and satisfy R
(x)
n−k,Lt(x)
d
= Rn−k,Lt(x) for each x ∈ Lk.
It then follows from Lemma 9.1 that the conditional mean and variance of R̂n,t are respectively
2−nRk−1,t + 2Ŝk,t
(
1− 2−(n−k+1)) , 2−k+3Ŝk,t(1 + o(1)) , (9.15)
with the o(1)-term tending to 0 as n−k →∞. Therefore. for any ǫ > 0, whenever 2−nRk,t ≤ ǫ/2
we can use Chebyshev’s inequality to conclude that
P
(∣∣R̂n,t − 2Ŝk,t| > ǫ ∣∣∣Lt(Tk)) ≤ C ′ǫ−22−kŜk,t (9.16)
for some properly chosen C ′ > 0. Now, by the Markov property of local times, (9.16) also holds
if t is replaced by any stopping time as in the statement of the lemma. By taking expectation
and then using the union bound together with Markov’s inequality, we obtain that
P
(∣∣R̂n,τ − 2Ŝk,τ | > ǫ) ≤ C ′ǫ−22−kEŜk,τ + 2ǫ−12−nERk,τ , (9.17)
which, by Lemma 9.2, is at most the right hand side of (9.13) if C is chosen correctly.
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When n, n− k are large, the previous lemma shows that 2Sk,t acts as a good approximation
of Rn,t = L
−1
n,t(0). Consequently, instead of running the walk until real time s ≥ 0 we can run it
until the local time at the root is τk,s, where τk,s is the stopping time
τk,s := inf
{
t ≥ 0 : 2Sk,t > s
}
. (9.18)
The advantage of this is that τk,s depends only the random walk restricted to Tk and, moreover,
that the asymptotic law of Lτk,s(Lk) can be easily derived. In order to do this, we first need to
obtain a suitable control on the mean of Ŝk,τk,s .
Lemma 9.4. For any k ≥ 1 and s ≥ 0, we have Ŝk,τ
k,2k+1s
≥ s and
EŜk,τ
k,2k+1s
≤ s+ 1 . (9.19)
In particular, for any fixed k ≥ 1, as s→∞, in probability,
Ŝk,τ
k,2k+1s
− s
√
s
−→ 0 . (9.20)
Proof. First, notice that, since t 7→ Lt(x) is right-continuous for any x ∈ T by definition of
Lt, one has that t 7→ Sk,t is right-continuous as well. In particular, by definition of τk,2k+1s it
follows that Sk,τ
k,2k+1s
≥ 2ks and consequently that Ŝk,τ
k,2k+1s
≥ s. Moreover, Sk,τ
k,2k+1s
− 2ks
is precisely the additional local time collected at the leaves in Lk from the moment the sum of
their local times reached 2ks and until the walk returns to the root for the first time after. That
is, if we set
T 1k,s := inf
{
t ≥ 0 :
∑
x∈Lk
Lk,t(x) ≥ 2ks
}
and T 2k,s := inf
{
t ≥ T 1k,s : Xk,t = 0
}
,
(9.21)
then
Sk,τ
k,2k+1s
− 2ks =
∑
x∈Lk
(
Lk,T 2k,s(x)− Lk,T 1k,s(x)
)
. (9.22)
Now, by the strong Markov property of the random walk on Tk, the right hand side of (9.22)
is equal in law to the total local time accumulated at Lk for a random walk starting at one of
these leaves, and run until reaching the root. Since the depth of such a walk forms a standard
Gambler’s ruin problem on {0, . . . , k} with probability 2/3 of winning a game, it follows by
standard computations that the mean number of returns to the leaves before getting to the
root is 2k − 1. Since at each visit to the leaves, the sum of their local times increases by an
Exponential with mean 1, it follows that
E(Sk,τ
k,2k+1s
− 2ks) = 2k − 1 , (9.23)
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from where (9.19) readily follows. To conclude the proof we observe that, since Ŝk,τ
k,2k+1s
≥ s,
Markov’s inequality and (9.19) together yield that for any ǫ > 0
P(|Ŝk,τ
k,2k+1s
− s| > √sǫ) ≤
E(Ŝk,τ
k,2k+1s
− s)
√
sǫ
≤ 1√
sǫ
−→ 0 (9.24)
as s→∞, from where (9.20) now follows.
In order to derive the asymptotic law of Lτk,s(Lk) we shall need a generalization of the
central limit theorem for a ca`dla`g martingale stopped at a random (not necessarily stopping)
time. Such a statement can be found, e.g. in [13, Theorem 7.3.2], however in a discrete time
setting. In order to obtain a version of this result in continuous time, it is enough to replace a
key step in the proof there with the following lemma.
Lemma 9.5. Let (Ws : s ≥ 0) be a ca`dla`g martingale with respect to some filtration (Fs : s ≥ 0),
satisfying EW 2s = Cs for some fixed C > 0 and all s ≥ 0. Then, for any collection (τs : s ≥ 0)
of finite random times such that
τs
s
−→ 1 (9.25)
in probability as s→∞, we have that
Wτs −Ws√
s
−→ 0 (9.26)
in probability as s→∞.
Proof. To prove this result we can essentially mimic the proof of [13, Theorem 7.3.2], sub-
stituting the use of Kolmogorov’s inequality there by Doob’s maximal inequality for ca`dla`g
martingales. The straightforward details are left to the reader.
We are now ready to derive the asymptotic law of Lτk,s(Lk).
Proposition 9.6. Let k ≥ 1. Then as s→∞,(Lτ
k,2k+1s
(x)− s
√
s
: x ∈ Lk
)
=⇒N
(
0,
(
2(|x ∧ y| − 1) + o(1))
x,y∈Lk
)
, (9.27)
where the o(1)-term tends to 0 as k →∞.
Proof. Abbreviating s′ := 2k+1s, by (9.20) in Lemma 9.4 it will suffice to show that as s→∞(
Lτk,s′ (x)− Ŝk,τk,s′√
s
: x ∈ Lk
)
=⇒N
(
0,
(
2(|x ∧ y| − 1) + o(1))
x,y∈Lk
)
. (9.28)
To this end, we notice that, by definition of τk,s, for all ǫ > 0 we have
P
(
τk,s′ > s(1 + ǫ)
)
= P
(
Ŝk,s(1+ǫ) < s
)
= P
(
Ŝk,s(1+ǫ) < s(1 + ǫ)− ǫs
)
. (9.29)
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By Lemma 9.1, the mean and variance of Ŝk,s(1+ǫ) are s(1+ǫ) and 2s(1+ǫ)(1+o(1)), respectively.
It then follows from Chebyshev’s inequality that the probabilities in (9.29) go to 0 as s → ∞.
Since the same holds for P
(
τk,s′ < s(1 − ǫ)
)
via a similar argument, it follows that τk,s′/s → 1
in probability as s→∞.
Now, for each x ∈ Lk the process (Ws(x) : s ≥ 0) given by Ws(x) := Ls(x) − Ŝk,s is a
ca`dla`g martingale which, by Lemma 9.1, satisfies E(Ws(x))
2 = 2(k − 1 + o(1))s. We may then
use Lemma 9.4 (applied to each x separately) to conclude that showing (9.28) is equivalent to
proving that
Ls(Lk)− Ŝk,s√
s
:=
(
Ls(x)− Ŝk,s√
s
: x ∈ Lk
)
=⇒N
(
0,
(
2(|x ∧ y| − 1) + o(1))
x,y∈Lk
)
, (9.30)
as s → ∞. But this is now a straightforward consequence of the multivariate central limit
theorem. Indeed, by splitting time into intervals of length 1 we can write
Ls(Lk)− Ŝk,s√
s
=
√
⌊s⌋
s
(
1√⌊s⌋
⌊s⌋∑
u=1
W
(u)
1 (Lk)
)
+
W
(⌈s⌉)
⌈s⌉−s(Lk)√
s
, (9.31)
where, for each u ≥ 1 and any δ ∈ [0, 1], we define W (u)δ (Lk) := (Wu(x) −Wu−δ(x) : x ∈ Lk).
Since ‖W (⌈s⌉)⌈s⌉−s(Lk)‖∞ is stochastically dominated by Sk,1, the second term in the right hand side
of (9.31) tends to zero in probability as s→∞. Therefore, upon noticing that (W (u)1 (Lk) : u ≥ 1)
are i.i.d. centered random vectors with covariance matrix equal to that on the right hand side
of (9.30), the limit in (9.30) now follows from (9.31) by the multivariate central limit theorem.
With all the results above, we can now show Theorem 2.3.
Proof of Theorem 2.3. Given any k ≥ 1 and s ≥ 0, from (3.1) applied to Lt, we have∥∥∥∥Ls(Lk)− s√s − 2h′k(Lk)
∥∥∥∥
∞
≤
∥∥h′2k (Lk)∥∥∞ + ∥∥h2k(Lk)∥∥∞√
s
. (9.32)
By letting s→∞ on the right hand side, we see that the left hand side tends to 0 in probability
as s→∞, and therefore that under the same limit,
Ls(Lk)− s√
s
=⇒ 2h′k(Lk) . (9.33)
Since h′k is the DGFF on Tk, the right hand side of (9.33) has a Gaussian law with mean 0 and
covariance matrix (2|x ∧ y|)x,y∈Lk .
On the other hand, consider a random variable ξ ∼ N (0, 1/2) independent of the walk Xn
(without loss of generality, we may assume that our current probability space is large enough to
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support such a ξ), as in the statement of the theorem, and for s ≥ 0 set θs := s−2
√
sξ ∼ N (s, 2s).
If we write νk,s := τk,2k+1θs then, conditional on ξ, by Proposition 9.6 we have as s→∞,
Lνk,s
(
Lk
)− s√
s
=
Lνk,s
(
Lk
)− θs√
θs
√
θs
s
− 2ξ =⇒ N
(
− 2ξ, (2(|x ∧ y| − 1) + o(1))
x,y∈Lk
)
. (9.34)
It then follows from the bounded convergence theorem that unconditionally,
Lνk,s
(
Lk
)− s√
s
=⇒N
(
0,
(
2(|x ∧ y|) + o(1))
x,y∈Lk
)
. (9.35)
Since the distribution on the right hand side above tends, as k →∞, to the limiting law in (9.33),
for any 1 ≤ k ≤ n and s ≥ 0 we can find a coupling (L′νk,s(Lk), L′′s(Lk)) of Lνk,s(Lk) and Ls(Lk)
such that ∥∥∥∥L′νk,s(Lk)− s√s − L′′s(Lk)− s√s
∥∥∥∥
∞
−→ 0 , (9.36)
in probability as s →∞ followed by k →∞. But then, by doing a Taylor expansion around s,
under the same limits we have∥∥∥√L′νk,s(Lk)−√L′′s(Lk)∥∥∥∞ −→ 0 , (9.37)
in probability, so that (2.21) holds.
At the same time, for νk,s chosen in this way we have, in light of Lemma 9.3 and (9.2), that
for any ǫ ∈ (0, 1) and s large,
P
(∣∣∣√2−(n+1)L−1n,νk,s(0)−√θs∣∣∣ > ǫ) = P(∣∣∣√R̂n,νk,s −√2θs∣∣∣ > √2ǫ)
≤ P(θs ≤ s/2) + P
(∣∣R̂n,νk,s − 2θs∣∣ > √sǫ) . (9.38)
By the standard Gaussian tail estimate, we have that P(θs ≤ s/2) ≤ e−C′s for some C ′ > 0 and
all sufficiently large s. On the other hand, by the union bound and Lemmas 9.3 and 9.4 we have
for all large enough s,
P
(∣∣R̂n,νk,s − 2θs∣∣ > √sǫ) ≤ P(∣∣R̂n,νk,s − 2Ŝk,νk,s∣∣ > √sǫ2 )+ P(∣∣Ŝk,νk,s − θs∣∣ >
√
sǫ
4
)
≤ Cǫ−2
((2−k
s
+
2−(n−k)√
s
)
EŜk,νk,s +
1√
s
E(Ŝk,νk,s − θs)
)
≤ Cǫ−2
((2−k
s
+
2−(n−k)√
s
)
(s+ 1) +
1√
s
) (9.39)
which goes to 0 as s→∞ followed by k →∞ uniformly in n ≥ √s, so that the same limit holds
for the probability on the left hand side of (9.38). Notice that to obtain the upper bound on
EŜk,νk,s in (9.39) we first conditioned on the value of ξ and then used the bound in Lemma 9.4.
Finally, observe that since
√
θs −
√
s+ ξ −→ 0 almost surely as s→∞, we can replace √θs
in the left hand side of (9.38) by
√
s − ξ, with the limit still holding. This shows (2.20) and
completes the proof.
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10 Construction of the negatively correlated DGFFs: Proof of
Proposition 2.4
This section includes the proof of Proposition 2.4, which is the main ingredient in the proof of
Theorem C.
Proof of Proposition 2.4. We will show that h exists by constructing it “by hand”. To describe
the construction, let E be the set of edges in T and for n ≥ 1, let also En be the subset of
E , which includes all edges leading from a vertex in Ln−1 to a vertex in Ln. Adapting this
notation to T1 and T2 in the obvious way, suppose that we can construct a centered Gaussian
field ω = (ω(e) : e ∈ E1 ∪ E2) whose covariances satisfy
Eω(e)ω(f) =

1
2 if e = f ,
−2−(n+1) if e ∈ E1n, f ∈ E2n , n ≥ 1
0 otherwise.
(10.1)
We can then define h(x1) on x1 ∈ T1 to be the sum of the values under ω of the edges leading
from the root of T1 to x1 and similarly for x2 ∈ T2. Then, it is not difficult to see that h as
constructed satisfies both (1.11) and (1.12).
This leaves the task of showing that ω exists. To do this, we define yet another centered
Gaussian field σ = (σ(e) : e ∈ E). We set the variance of σ(e) for e ∈ Ek and k ≥ 1 to be
2(k−2)∨0. Furthermore, if e, e′ ∈ Ek are attached to the same vertex, then σ(e) = −σ(e′), so
that Eσ(e)σ(e′) = −2(k−2)∨0. For all other pairs of edges e, e′ we assume that σ(e) and σ(e′)
are independent of each other. Now, for x, y ∈ Ln with n ≥ 1, the reader can easily verify that
the covariance between the sum of σ along the edges on the path from the root to x with the
corresponding sum along the edges on the path from the root to y is equal to
2n−1 if |x ∧ y| = n ,
0 if 0 < |x ∧ y| < n ,
−1 if |x ∧ y| = 0 .
(10.2)
Now letting z1, z2 be the two children of the root of T, we identify T(z1) and T(z2) with
T
1 and T2 respectively, so that for all n ≥ 2, we have En = E1n−1 ∪ E2n−1. We also take an i.i.d.
sequence of fields (σn : n ≥ 1) all having the same law as σ. Then we define ω(e) for e ∈ En with
n ≥ 2, as 2−n/2 times the sum under σn of the path leading from the root of T to the vertex
in Ln to which e leads. It is not difficult to verify using (10.2) that such ω satisfies (10.1) as
required.
To show (2.32) we let Z1n and Z
2
n be the derivative martingales at depth n ≥ 0 for the
restrictions of h to T1n and T
2
n respectively. We also let ξ, ξ
1, ξ2 ∼ N (0, 1/2) be independent of
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each other and of h and set ξ1n :=
√
1− 2−nξ +
√
2−nξ1 and ξ2n :=
√
1− 2−nξ +
√
2−nξ2. Now,
2−2n
∑
x∈L1n
(√
log 2n− (h(x) + ξ1n))e2√log 2 (h(x)+ξ1n)
= e2
√
log 2ξ1n
(
2−2n
∑
x∈L1n
(√
log 2n− h(x))e2√log 2h(x) − ξ1n2−2n ∑
x∈L1n
e2
√
log 2h(x)
)
. (10.3)
Since h restricted to T1 has the same law as that of h on T, it follows from (1.7) and (1.8), that
the first term in the parenthesis above converges almost surely to a random variable Z1, which
has the same law as Z.
At the same time, it is well known that the critical exponential martingale (without the
“derivative term”) vanishes in the limit (c.f. [22]), namely
lim
n→∞ 2
−2n ∑
x∈Ln
e2
√
log 2h(x) = 0 a.s. (10.4)
It follows that the second term in the parenthesis of (10.3) tends to 0 almost surely. Lastly, since
ξ1n → ξ as n→∞, we obtain altogether that the left hand side of (10.3) tends almost-surely to
e2
√
log 2ξZ1. Replacing L1n and ξ
1
n with L
2
n and ξ
2
n in (10.3), we may apply the same reasoning to
obtain the almost convergence to e2
√
log 2ξZ2, where Z2 is the limit of the derivative martingale
with respect to h restricted to T2. Combining both claims we get
2−2n
( ∑
x∈L1n
(√
log 2 (n + 1)− (h(x) + ξ1n))e2√log 2 (h(x)+ξ1n)+
∑
x∈L2n
(√
log 2 (n+ 1)− (h(x) + ξ2n))e2√log 2 (h(x)+ξ2n)) −→ e2√log 2ξZ , (10.5)
almost surely as n→∞, where Z = Z1 + Z2 as in (1.14).
Next, in view of (1.11) and (1.12), we observe that(
h(x) + ξ1n1L1n(x) + ξ
2
n1L2n(x) : x ∈ L1n ∪ L2n
)
(10.6)
is a centered Gaussian vector with the covariance between its values at x and y given by
Eh(x1)h(y1) + E(ξ1n)
2 = 12
(|x1 ∧ y1|+ 1) if x = x1 ∈ L1n, y = y1 ∈ L1n ,
Eh(x2)h(y2) + E(ξ2n)
2 = 12
(|x2 ∧ y2|+ 1) if x = x2 ∈ L2n, y = y2 ∈ L2n ,
Eh(x1)h(y2) + Eξ1nξ
2
n = 0 if x = x
1 ∈ L1n, y = y2 ∈ L2n ,
(10.7)
where |x1∧y1| is the depth of the common ancestor of x1 and y1 in T1 and similarly for |x2∧y2|.
We now identify as before Ln(z
1) and Ln(z
2) in T with L1n in T
1 and L2n in T
2 respectively,
so that Ln(z
1)∪Ln(z2) = Ln+1. Then, the covariances above are equal in all cases to |x∧ y|/2,
where |x ∧ y| is the depth of the common ancestor of x, y ∈ Ln+1 in T. This shows that the
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Gaussian vector in (10.6) has exactly the same law as that of (h(x) : x ∈ Ln+1). In view of (1.7)
and (1.8), we see that the left hand side in (10.5) tends in law to 4Z. But then in conjunction
with the full statement in (10.5) this gives
e−2 log 2+2
√
log 2ξ Z
d
= Z . (10.8)
Since the law of Λ := e−2 log 2+2
√
log 2ξ is Log-normal(−2 log 2, 2 log 2) and ξ is independent of Z,
this shows (2.32). Then, positivity and almost-sure finiteness of Z follows immediately, since
the same applies to Λ and Z.
A Appendix: Proofs of preliminary statements
This appendix includes proofs for various preliminary statements from Section 3. As these proofs
are rather standard in the subject, we allow ourselves to be brief.
A.1 DGFF preliminaries
Proof of Proposition 3.6. Fix u ≥ 0 and η ∈ (0, 1/2) and set ĥ∗n := min ĥn(Ln). For any v >
√
u,
we can write
E
(∣∣Gn(u)∣∣ : ĥ∗n ≥ −v)
=
∑
x∈Ln
∫ √u
−√u
P
(
ĥn(x) ∈ dw
)
P
(
min
k∈(0,n)
(
ĥn([x]k) + ĥ
(n−k)∗
n−k −mn−k
) ≥ −v ∣∣∣ ĥn(x) = w) , (A.1)
where ĥ
(k)
k are independent copies of the DGFF on Tk for k ∈ (0, n).
Recall that ĥn(x) = hn(x) + mn and that
(
hn([x]k) : k ∈ [0, n]
)
is a random walk with
centered Gaussian steps. Tilting by k 7→ −mn(k/n) and setting mn,k := mn(k/n) − mk, the
second probability above is therefore equal to
P
(
min
k∈(0,n)
(
hn([x]k) + ĥ
(n−k)∗
n−k +mn,n−k
) ≥ −v ∣∣∣hn(x) = w) . (A.2)
Now ĥ
(k)∗
k are exponentially tight for all k ≥ 1 [25, Lemma 2.1] and mn,k ≤ 1 + log∧n(k) [14,
Lemma 3.3]. It then follows from considerations similar to that in the proof of Lemma 2.7 in [15]
and Proposition 1.5 in [14] that
lim
r→∞ lim supn→∞
P
(
min
k∈[r,n−r]
hn([x]k) ≤ 0
∣∣∣ hn(x) = w, min
k∈(0,n)
(
hn([x]k)+ĥ
(n−k)∗
n−k +mn,n−k
) ≥ −v) = 0
(A.3)
uniformly in |w| ≤ √u.
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At the same time, it follows from Theorem 2 in [24] and stochastic monotonicity w.r.t.
boundary conditions of a random walk conditioned to stay positive [10] that
lim
r′→∞
lim sup
n→∞
P
(
min
k∈[r′,n/2]
(
hn([x]k)− k1/2−η
) ≤ 0 ∣∣∣ min
k∈[r,n/2]
hn([x]k) > 0
)
= 0 . (A.4)
To convert this into a bridge estimate, for any ǫ > 0, we can use stochastic monotonicity again
to lower bound the last probability by
P
(
min
k∈[r′,n/2]
(
hn([x]k)− k1/2−η
) ≤ 0 ∣∣∣ hn([x]n/2) = ǫ√n, min
k∈[r,n/2]
hn([x]k) > 0
)
× P
(
hn([x]n/2) ≤ ǫ
√
n
∣∣∣ min
k∈[r,n/2]
hn([x]k) > 0
)
. (A.5)
Since standard random walk estimates show that the second probability stays uniformly bounded
away from 0 for all n ≥ 1, it follow from (A.4) that the first probability in the last display must
also go to zero in the limit when n→∞ followed by r′ →∞ for any fixed ǫ > 0.
But then by monotonicity again,
P
(
min
k∈[r′,n−r′]
(
hn([x]k)− ∧n(k)1/2−η
) ≤ 0 ∣∣∣ hn(x) = w , min
k∈[r,n−r]
hn([x]k) > 0
)
≤(
P
(
min
k∈[r′,n]
(
hn([x]k)− k1/2−η
) ≤ 0 ∣∣∣ hn([x]n/2) = ǫ√n, min
k∈[r,n/2]
hn([x]k) > 0
))2
+ P
(
hn([x]n/2) ≤ ǫ
√
n
∣∣∣hn(x) = w , min
k∈[r,n−r]
hn([x]k) > 0
)
. (A.6)
Now, similar random walk estimates show the the second probability on the right hand side tend
to 0 as n → ∞ followed by ǫ → 0. Consequently, if we take n → ∞ followed by r′ → ∞ and
finally ǫ→ 0, the right hand side will vanish, yielding that
lim
r′→∞
lim sup
n→∞
P
(
min
k∈[r′,n−r′]
(
hn([x]k)− ∧n(k)1/2−η
) ≤ 0 ∣∣∣hn(x) = w , min
k∈[r,n−r]
hn([x]k) > 0
)
= 0 ,
(A.7)
uniformly in |w| ≤ √u.
To handle deviations above ∧n(k)1/2+η , we observe that conditional on hn(x) = w, the law
of hn([x]l) is Gaussian with mean wl/n and variance l(n − l)/(2n) ≤ ∧n(l)/2. Therefore for
l ∈ [r, n/2],
P
(
hn([x]l) > l
1/2+η, min
k∈[r,n−r]
hn([x]k) > 0
∣∣∣ hn(x) = w)
≤ P
(
hn([x]l) > l
1/2+η
∣∣hn(x) = w)P( min
k∈[l,n−r]
hn([x]k) > 0
∣∣∣ hn([x]l) = l1/2+η, hn(x) = w)
(A.8)
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which is at most Ce−l
2η
l1/2+ηn−1 for C > 0 depending on u and r. Above we have used
monotonicity, the Gaussian tail formula and standard estimates for a random walk conditioned
to stay positive. Since
P
(
min
k∈[r,n−r]
hn([x]k) > 0
∣∣∣ hn(x) = w) > C ′n−1 , (A.9)
for some C ′ > 0, we get for all l large,
P
(
hn([x]l) > l
1/2+η
∣∣∣ min
k∈[r,n−r]
hn([x]k) > 0, hn(x) = w
)
≤ e−lη . (A.10)
A symmetric argument gives the same bound for the conditional probability of {hn([x]n−l) >
l1/2+η}. Invoking the union bound, we then get
P
(
max
k∈[r′,n−r′]
(
hn([x]k)− ∧n(k)1/2+η
) ≥ 0 ∣∣∣ min
k∈[r,n−r]
hn([x]k) > 0, hn(x) = w
)
≤
n−r′∑
l=r′
e−∧n(l)
η
,
(A.11)
which is at most Ce−r′η/2 and therefore the probability on the left hand side goes to 0 as n→∞
followed by r′ →∞ uniformly in |w| ≤ √u as well.
Combining this with (A.7) and (A.3) and using monotonicity and the union bound, the
conditional probability
P
(
∃k ∈ [r, n− r] : hn([x])k /∈ Rη∧n(k)
) ∣∣∣hn(x) = w , min
k∈(0,n)
(
hn([x]k) + ĥ
(n−k)∗
n−k +mn,n−k
) ≥ −v) ,
(A.12)
must go to 0 in the limit when n → ∞ followed by r → ∞. Tilting back by k 7→ mnk/n =√
log 2k +O(log k), the last probability is at least
P
(
∃k ∈ [r, n − r] : ĥn([x])k /∈
√
log 2(n− k) +R2η∧n(k)
)∣∣∣ ĥn(x) = w , min
k∈(0,n)
(
ĥn([x]k) + ĥ
(n−k)∗
n−k −mn−k
) ≥ −v) . (A.13)
Assuming that we started with η/2 in the first place, we can then plug this back in (A.1) and
get
E
(H[r,n−r],ηn (u) : ĥ∗n ≥ −v) = E(Gn(u) : ĥ∗n ≥ −v)o(1) , (A.14)
with the o(1) term tending to 0 when n→∞ followed by r →∞.
Finally, we use Proposition 1.1 in [15], to bound the probability in (A.2) by Cv(
√
u)/n.
Plugging this in (A.1) and using that ĥn(x) is a Gaussian with mean mn and variance n/2, we
get
E
(Gn(u) : ĥ∗n ≥ −v) ≤ C ′2nv2n−3/2e−m2n/n ≤ C ′′v2 , (A.15)
with all constants depending on u. We then use Markov’s inequality and the union bound to
write
P
(
H[r,n−r],ηn (u) 6= ∅
)
≤ P(ĥ∗n < −v)+ E(H[r,n−r],ηn (u) : ĥ∗n ≥ −v) ≤ P(ĥ∗n < −v)+ C ′′v2o(1) ,
(A.16)
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with the o(1) term as in (A.14). In view of Proposition 3.2, the right hand side vanishes as
n→∞ followed by r →∞ and finally v →∞. This implies the same for the left hand side.
Proof of Proposition 3.5. Let M0(R) denote the space of all boundedly finite measures on R
and for u > 0, define
Au :=
{
(x, ω) ∈ R×M0(R) : ω
(− x+ [−√u,√u]) > 0} (A.17)
Then |[Gn(u)]n−r| = χn,r(Au). Denoting by χ∞ the limiting process in (3.8), conditional on Z¯
the intensity measure of Au is given by
C⋄Z¯
∫ √u
−∞
dxe2
√
log 2x
∫
1{ω(−x+[−√u,√u])>0}ν(dω) . (A.18)
Setting Cu to be the integral above, which is finite as the inner integral is bounded by 1, it
follows that χ∞(Au) has a law as in the right hand side of (3.10). It is therefore sufficient to
show the convergence in law of χn,r(Au) to χ∞(Au) under the stated limits.
To this end, it is not difficult to see that
∂Au :=
{
(x, ω) ∈ R×M0(R) : ω
(− x+ {√u,√u}) ≥ 1} . (A.19)
An expression for the conditional intensity measure of ∂Au can be written as in (A.18). Using
Fubini to exchange the order of integrals and observing that ω charges countably many points,
ν-almost surely, we get that the double integral must be zero and hence that ∂Au is a stochastic
continuity set of χ∞.
The trouble is that Au is not a bounded set. To remedy this, for any δ > 0, we consider
the processes χδn,r and χ
δ∞, obtained from χn,r and χ∞ respectively, by restricting the first
coordinate to [−δ−1, δ−1] and the second to finite measures on [0, 2δ−1]. For ǫ > 0 we then
define also
Bδǫ :=
{
(x, ω) : |x| ≤ δ−1, ω([0, 2δ−1]) ≤ ǫ−1} (A.20)
Then Au∩Bδǫ is a bounded stochastic continuity set under χδ∞ and therefore the law of its mass
under χδn,r converges to that under χ
δ∞. It therefore remains to verify that the random variables
χn,r(Au \Bδǫ ) , χ∞(Au \Bδǫ ) (A.21)
tend to 0 in probability as ǫ→ 0 followed by δ → 0, and in the case of χn,r(Au \Bδǫ ), that this
limit is uniform in n ∈ [1,∞) and r ≥ 1.
Indeed, the probability that the first quantity in (A.21) is not zero is bounded from above
by
P
(
max
x∈Ln
|ĥn(x)| > δ−1
)
+ P
(∣∣Gn(2δ−1/2)∣∣ > ǫ−1) . (A.22)
But then by Proposition 3.2 and Proposition 3.4, both terms must go to 0 uniformly in n and
r, when ǫ → 0 followed by δ → 0. Since a similar argument shows that the same holds for the
second quantity in (A.21), the proof is complete.
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A.2 Soft entropic repulsion of local time trajectories
In this subsection we prove Proposition 3.12. The first step is to show that, with high probability,
every vertex in Ln has a local time trajectory which is not too low. To make this more precise,
for each n ≥ 1 and k = 1, . . . , n, let us define with η′ as in the proposition,
αn(k) :=
√
log 2(n− k)− r′n ; r′n := ⌈nη
′⌉ . (A.23)
The statement we wish to prove first is contained in the following lemma.
Lemma A.1. For any η′ > 0,
lim
n→∞P
(
∃x ∈ Ln : ∃k ∈ [1, n − 2r′n] ,
√
LtAn ([x]k) ≤ αn(k)
)
= 0. (A.24)
Proof. By using the union bound first over k ∈ [1, n− 2r′n] and then over all the vertices in Lk,
given any fixed x ∈ Ln we can bound the probability in (A.24) from above by
n−2r′n∑
k=1
2kP
(√
LtAn ([x]k) ≤ αn(k)
)
. (A.25)
To give an upper bound for the probability in (A.25), we can use Lemma 3.11 to write, for
any k = 1, . . . , n − 2r′n,
P
(√
LtAn ([x]k) ≤ αn(k)
)
= P(Yk ≤ α2n(k)) = exp
(
− t
A
n
k
)
+
∫ α2n(k)
0
fk(y)dy , (A.26)
where fk is as in the lemma. Since t
A
n ≥ (log 2)n2 − 32n log n, we have that
exp
(
− t
A
n
k
)
≤ exp
(
−(log 2)n + 3
2
log n
)
= n
3
2 2−n. (A.27)
For the second term in (A.26), since
√
tAn ≤ n and k ≥ 1, we can use (3.27) to upper bound it
by
Cn
∫ α2n(k)
0
1
2
√
πky
exp
(
−(
√
y −
√
tAn )
2
k
)
dy, (A.28)
for some C > 0. Now, let Φ(· ;µ , σ2) denote the cumulative distribution function associated with
a Gaussian random variable of mean µ and variance σ2. Since the function y 7→ Φ(√y ;
√
tAn , k/2)
defined for y ≥ 0 is the anti-derivative of the integrand in (A.28), the integral is at most
Φ
(
αn(k) ;
√
tAn , k/2
)
≤ Φ
(
−
√
2
(√
(log 2)k +
r′n
2
√
k
)
; 0 , 1
)
, (A.29)
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for all n sufficiently large. Then, by the standard Gaussian tail estimate Φ(−y ; 0 , 1) ≤ e− y
2
2 ,
the latter is at most 2−(k+r
′
n), for all large enough n. Combining this with (A.28) and (A.27)
gives the estimate
P
(√
LtAn ([x]k) ≤ αn(k)
)
≤ n 32 2−n + Cn2−(k+r′n) . (A.30)
Using this bound, a straightforward computation shows that (A.25) is bounded by C ′n22−2r′n
for some C ′ > 0 and all sufficiently large n, from where the lemma now immediately follows.
We now complete the proof of Proposition 3.12.
Proof of Proposition 3.12. For each n ≥ 1 and x ∈ Ln, take η′ < η in (A.23), with η from (2.4)
and for αn(k) as in (A.23) define the event
An(x) :=
{
∀k ∈ [1, n − 2r′n] ,
√
LtAn ([x]k) > αn(k)
}
. (A.31)
Observe that An := ∩x∈LnAn(x) is the complement of the event in Lemma A.1.
Now, by the union bound and Markov’s inequality, for any δ > 0 we have that the probability
in (3.29) is bounded from above by
P(Acn) +
1
δ
√
n
E
(∣∣∣Fn \ O[rn,n−rn],η′∣∣∣ ; An) . (A.32)
Thus, by Lemma A.1, in order to obtain (3.29) it will suffice to show that the second term
in (A.32) tends to zero as n → ∞. To this end, we first bound the expectation in (A.32) from
above by
∑
x∈Ln
n−rn∑
k=rn
P
(
{LtAn (x) = 0} ∩
{√
LtAn ([x]k) <
√
log 2(n− k) + r′n
}
∩An(x)
)
. (A.33)
Now, fix any x ∈ Ln and for each k′ ∈ [1, n] let us abbreviate L(k′) := LtAn ([x]k′) for simplicity.
Then, by conditioning on L(k), the k-th term of the second sum can be expressed as∫ (√log 2(n−k)+r′n)2
(
√
log 2(n−k)−r′n)2
ϕ1(w)ϕ2(w)P (L(k) ∈ dw) , (A.34)
where
ϕ1(w) := P
(
L(n) = 0 , min
k′=k+1,...,n−2r′n
(
√
L(k′)− αn(k′)) > 0
∣∣∣L(k) = w) (A.35)
and
ϕ2(w) := P
(
min
k′=1,...,k−1
(
√
L(k′)− αn(k′)) > 0
∣∣∣L(k) = w). (A.36)
(Note that 2r′n < rn for all n large, so that the minimum in (A.35) is over a nonempty set of k′.)
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By Lemma 3.10, we can bound ϕ2(w)P(L(k) ∈ dw) from above by
(
tAn
w
)1
4
P
(
Bk′ > αn(k
′)∀ k′ = 1, . . . , k − 1
∣∣∣B0 =√tAn , Bk = √w)
× P
(
B2k ∈ dw , Bk > 0
∣∣∣B0 =√tAn) , (A.37)
where (Bs : s ∈ [0, k]) is a Brownian motion with variance 12 starting from
√
tAn at time 0
(which we write formally as conditioning). Now, we can rewrite the first conditional probability
in (A.37) as
P
(
Bk′ > (x− x′)
(
1− k′k
)
+ (y − y′)(k′k ) ,∀ k′ = 1, . . . , k − 1 ∣∣∣B0 = 0 , Bk = 0) , (A.38)
with {
x :=
√
log 2n− r′n
x′ :=
√
tAn
and
{
y :=
√
log 2(n− k)− r′n
y′ :=
√
w.
(A.39)
Since (x− x′)(1− k′/k) + (y− y′)(k′/k) ≥ −2r′n for all n large enough and any w in the domain
of the integral in (A.34), it follows from standard Brownian motion estimates (c.f. [15]), that
this conditional probability is at most
C
(r′n)2
k
(A.40)
for some constant C > 0 and all n sufficiently large, uniformly in k.
On the other hand, we have that
P
(
B2k ∈ dw , Bk > 0
∣∣∣B0 =√tAn) = 1√
4πkw
exp
(
− (
√
w −
√
tAn )
2
k
)
dw ≤ n
3
22−k√
kw
e2
√
log 2wˆ dw ,
(A.41)
where wˆ :=
√
w−√log 2(n−k) ∈ (−r′n, r′n). In particular, for the range of
√
w we have in (A.34),
we can bound ϕ2(w)P(L(k) ∈ dw) from above by
C(r′n)
2√n
(
n
(n− k)k
)3
2
2−ke2
√
log 2wˆ dw ≤ C ′√n(r′n)2
( ∧n (k))−3/22−ke2√log 2wˆ dw (A.42)
for some constants C,C ′ > 0 and all n sufficiently large, uniformly in k.
We proceed in a similar fashion to treat ϕ1(w). Indeed, by first conditioning on L(n− 2r′n)
and then using the Markov property, we can write ϕ1(w) as∫ ∞
α2n(n−2r′n)
φ1(s)φ2(s)P(L(n − 2r′n) ∈ ds |L(k) = w) , (A.43)
where
φ1(s) := P
(
L(n) = 0
∣∣L(n− 2r′n) = s) (A.44)
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and
φ2(s) := P
(
min
k′=k+1,...,n−2r′n
(
√
L(k′)− αn(k′)) > 0
∣∣∣L(k) = w , L(n− 2r′n) = s) . (A.45)
If we write sˆ :=
√
s− 2√log 2 r′n > −r′n then, by Lemma 3.11, we have that
φ1(s) = exp
(
− s
2r′n
)
= 2−2r
′
n exp
(
−2
√
log 2sˆ− sˆ
2
2r′n
)
. (A.46)
On the other hand, by proceeding exactly as we did for the term ϕ2(w) (which we can do because
on the first event in (A.45) we have L(n−2r′n) > αn(n−2r′n) > 0 and hence Lemma 3.10 applies),
we see that, for the range of
√
w under consideration in (A.34) and all large enough n, we can
bound the term φ2(s)P
(
L(n− 2r′n) ∈ ds
∣∣L(k) = √w) from above (uniformly in k) by
C
(√
w√
s
)1
2 (wˆ + r′n)(sˆ + r′n)
(n− 2r′n − k)
1√
(n− 2r′n − k)s
exp
(
−(
√
w −√s)2
n− 2r′n − k
)
ds
≤ C ′ r
′
n2
−(n−2r′n−k)
n− k (sˆ+ r
′
n)(
√
s)−
3
2 e−2
√
log 2(wˆ−sˆ) ds
(A.47)
for some C,C ′ > 0. In particular, upon performing the change of variables s 7→ sˆ in the integral
in (A.43), we obtain that ϕ1(w) is at most
C ′′
r′n2−(n−k)
n− k e
−2√log 2wˆ
∫ ∞
−r′n
(sˆ+ r′n)√
sˆ+ 2
√
log 2 r′n
e
− sˆ2
2r′n dsˆ (A.48)
for some C ′′ > 0 and all n large enough, uniformly in k. Moreover, since it is straightforward to
check that there exists C > 0 such that∫ ∞
−r′n
(sˆ+ r′n)√
sˆ+ 2
√
log 2 r′n
e
− sˆ2
2r′n dsˆ ≤ Cr′n , (A.49)
for all n sufficiently large, we conclude that ϕ1(w)ϕ2(w)P(L(k) ∈ dw) is at most
C ′
√
n2−n
(r′n)4
n− k (∧n(k))
−32 (A.50)
for some C ′ > 0 and all w in the domain of the integral in (A.34), so that (A.34) is then bounded
from above by
C
√
n2−n(r′n)
5(∧n(k))−
3
2 (A.51)
for some C > 0 and all n sufficiently large. Recalling (A.33) and (A.34), we see that
1
δ
√
n
E
(∣∣∣Fn \ O[rn,n−rn],η′∣∣∣ ; An) ≤ C
δ
(r′n)
5
n−rn∑
k=rn
(∧n(k))−
3
2 ≤ 3C
δ
(r′n)
5(rn)
−12 (A.52)
for all n large enough. Therefore, by choosing η′ small enough (depending on η in the definition
of rn), the rightmost term in (A.52) tends to zero as n→∞, from which the result follows.
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