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Exact solution to an extremal problem on graphic
sequences with a realization containing every 2-tree
on k vertices ∗
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Abstract. A simple graph G is an 2-tree if G = K3, or G has a vertex v of degree 2,
whose neighbors are adjacent, and G − v is an 2-tree. Clearly, if G is an 2-tree on n vertices,
then |E(G)| = 2n − 3. A non-increasing sequence pi = (d1, . . . , dn) of nonnegative integers
is a graphic sequence if it is realizable by a simple graph G on n vertices. Yin and Li (Acta
Mathematica Sinica, English Series, 25(2009)795–802) proved that if k ≥ 2, n ≥ 9
2
k2 + 19
2
k
and pi = (d1, . . . , dn) is a graphic sequence with
n∑
i=1
di > (k − 2)n, then pi has a realization
containing every 1-tree (the usual tree) on k vertices. Moreover, the lower bound (k − 2)n is
the best possible. This is a variation of a conjecture due to Erdo˝s and So´s. In this paper,
we investigate an analogue problem for 2-trees and prove that if k ≥ 3 is an integer with
k ≡ i(mod 3), n ≥ 20⌊k
3
⌋2 + 31⌊k
3
⌋ + 12 and pi = (d1, . . . , dn) is a graphic sequence with
n∑
i=1
di > max{(k− 1)(n− 1), 2⌊
2k
3
⌋n− 2n− ⌊ 2k
3
⌋2+ ⌊ 2k
3
⌋+1− (−1)i}, then pi has a realization
containing every 2-tree on k vertices. Moreover, the lower bound max{(k− 1)(n− 1), 2⌊ 2k
3
⌋n−
2n − ⌊ 2k
3
⌋2 + ⌊ 2k
3
⌋ + 1 − (−1)i} is the best possible. This result implies a conjecture due to
Zeng and Yin (Discrete Math. Theor. Comput. Sci., 17(3)(2016), 315–326).
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1. Introduction
Let Km, Km,n and Pk denote the complete graph onm vertices, them×n complete bipartite
graph and the path on k vertices, respectively. Terms and notation not defined here are from
[1]. A simple graph G is an 2-tree if G = K3, or G has a vertex v of degree 2, whose neighbors
are adjacent, and G − v is an 2-tree. It is easy to see that if G is an 2-tree on n vertices, then
|E(G)| = 2n− 3. An ear in an 2-tree is a vertex of degree 2 whose neighbors are adjacent.
The set of all non-increasing sequences pi = (d1, . . . , dn) of nonnegative integers with d1 ≤
n− 1 is denoted by NSn. A sequence pi ∈ NSn is said to be graphic if it is the degree sequence
of a simple graph G on n vertices, and such a graph G is called a realization of pi. The set of
all graphic sequences in NSn is denoted by GSn. For a sequence pi = (d1, . . . , dn), we denote
σ(pi) = d1 + · · · + dn. Yin and Li [14] investigated a variation of a conjecture due to Erdo˝s and
So´s (see [1], Problem 12 in page 247), that is, an extremal problem for a sequence pi ∈ GSn to
have a realization containing every 1-tree (the usual tree) on k vertices as a subgraph. They
proved the following Theorem 1.1.
Theorem 1.1 [14] If k ≥ 2, n ≥ 92k
2+ 192 k and pi = (d1, . . . , dn) ∈ GSn with σ(pi) > (k−2)n,
then pi has a realization containing every 1-tree on k vertices. Moreover, the lower bound (k−2)n
is the best possible.
This kind of extremal problem was firstly introduced by Erdo˝s et al. (see [5–6]). Zeng
and Yin [15] investigated an analogous extremal problem for a sequence pi ∈ GSn to have a
realization containing every 2-tree on k vertices as a subgraph. They established the following
Theorem 1.2–1.3.
Theorem 1.2 [15] If k ≥ 3, n ≥ 2k2−k and pi = (d1, . . . , dn) ∈ GSn with σ(pi) >
4kn
3 −
5n
3 ,
then pi has a realization containing every 2-tree on k vertices as a subgraph.
Theorem 1.3 [15] For k ≥ 3 with k ≡ i(mod 3), there exists a sequence pi ∈ GSn with
σ(pi) = 2⌊2k3 ⌋n− 2n− ⌊
2k
3 ⌋
2 + ⌊2k3 ⌋+ 1− (−1)
i such that pi has no realization containing every
2-tree on k vertices.
For k ≥ 3 with k ≡ i(mod 3), Zeng and Yin [15] felt that 2⌊2k3 ⌋n− 2n− ⌊
2k
3 ⌋
2 + ⌊2k3 ⌋+ 1−
(−1)i is the best possible lower bound for sufficiently large n, thus they proposed the following
conjecture 1.1.
Conjecture 1.1 [15] If k ≥ 3 with k ≡ i(mod 3), n is sufficiently large, and pi ∈ GSn with
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σ(pi) > 2⌊2k3 ⌋n− 2n− ⌊
2k
3 ⌋
2 + ⌊2k3 ⌋+1− (−1)
i, then pi has a realization containing every 2-tree
on k vertices. Moreover, the lower bound 2⌊2k3 ⌋n − 2n − ⌊
2k
3 ⌋
2 + ⌊2k3 ⌋ + 1 − (−1)
i is the best
possible.
In this paper, we further obtain the following Theorem 1.4–1.5. For convenience, we denote
N(3) = 6, N(4) = 7, N(5) = 24, N(7) = 93 and for k = 6 or k ≥ 8,
N(k) =


20⌊k3 ⌋
2 − ⌊k3⌋, if k ≡ 0(mod 3),
20⌊k3 ⌋
2 + 23⌊k3 ⌋+ 5, if k ≡ 1(mod 3),
20⌊k3 ⌋
2 + 31⌊k3 ⌋+ 12, if k ≡ 2(mod 3).
Theorem 1.4 If k ∈ {3, 4, 5, 7}, n ≥ N(k) and pi = (d1, . . . , dn) ∈ GSn with σ(pi) >
(k − 1)(n − 1), then pi has a realization containing every 2-tree on k vertices. Moreover, the
lower bound (k − 1)(n − 1) is the best possible.
Theorem 1.5 If k = 6 or k ≥ 8 with k ≡ i(mod 3), n ≥ N(k) and pi = (d1, . . . , dn) ∈ GSn
with σ(pi) > 2⌊2k3 ⌋n − 2n − ⌊
2k
3 ⌋
2 + ⌊2k3 ⌋+ 1 − (−1)
i, then pi has a realization containing every
2-tree on k vertices. Moreover, the lower bound 2⌊2k3 ⌋n − 2n − ⌊
2k
3 ⌋
2 + ⌊2k3 ⌋ + 1 − (−1)
i is the
best possible.
Theorem 1.5 implies that Conjecture 1.1 is true for k = 6 or k ≥ 8.
2. Useful Known Results
In order to prove Theorem 1.4–1.5, we need some known results. Let pi = (d1, . . . , dn) ∈ NSn
and k be an integer with 1 ≤ k ≤ n. Let
pi′′k =

 (d1 − 1, . . . , dk−1 − 1, dk+1 − 1, . . . , ddk+1 − 1, ddk+2, . . . , dn), if dk ≥ k,(d1 − 1, . . . , ddk − 1, ddk+1, . . . , dk−1, dk+1, . . . , dn), if dk < k.
Let pi′k = (d
′
1, . . . , d
′
n−1), where d
′
1 ≥ · · · ≥ d
′
n−1 is a rearrangement in non-increasing order of
the n − 1 terms of pi′′k . We say that pi
′
k is the residual sequence obtained from pi by laying off
dk. It is easy to see that if pi
′
k is graphic then so is pi, since a realization G of pi can be obtained
from a realization G′ of pi′k by adding a new vertex of degree dk and joining it to the vertices
whose degrees are reduced by one in going from pi to pi′k. In fact, more is true:
Theorem 2.1 [7] pi ∈ GSn if and only if pi
′
k ∈ GSn−1.
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Theorem 2.2 [4] Let pi = (d1, . . . , dn) ∈ NSn, where σ(pi) is even. Then pi ∈ GSn if and
only if
t∑
i=1
di ≤ t(t− 1) +
n∑
i=t+1
min{t, di} for each t with 1 ≤ t ≤ n− 1.
Theorem 2.3 [13] Let pi = (d1, . . . , dn) ∈ NSn, where d1 = m and σ(pi) is even. If there
exist n1 ≤ n and h ≥ 1 such that dn1 ≥ h and n1 ≥
1
h
⌊ (m+h+1)
2
4 ⌋, then pi ∈ GSn.
Theorem 2.4 [6] If pi = (d1, . . . , dn) ∈ NSn has a realization G containing H as a subgraph,
then there exists a realization G′ of pi containing H on those vertices with degrees d1, . . . , d|V (H)|.
Theorem 2.5 [12] Let n ≥ r and pi = (d1, . . . , dn) ∈ GSn with dr ≥ r−1. If di ≥ 2r−2− i
for i = 1, . . . , r − 2, then pi has a realization containing Kr.
Theorem 2.6 [11] If r ≥ 3, n ≥ 2r−1 and pi = (d1, . . . , dn) ∈ GSn with σ(pi) ≥ 2n(r−2)+2,
then pi has a realization containing Kr.
Theorem 2.7 Let pi = (d1, . . . , dn) ∈ GSn.
(1) [5] If n ≥ 6 and σ(pi) > 2n− 2, then pi has a realization containing K3.
(2) [8] If n ≥ 7 and σ(pi) > 3n−3, then pi has a realization containing K4−e, where K4−e
is the graph obtained from K4 by removing an edge.
(3) [9] If n ≥ 24 and σ(pi) > 4n− 4, then pi has a realization containing K5−E(P3), where
K5 − E(P3) is the graph obtained from K5 by removing all edges of a path P3 in K5.
(4) [10] If n ≥ 5 and σ(pi) > 4n− 6, then pi has a realization containing K5−E(P4), where
K5 − E(P4) is the graph obtained from K5 by removing all edges of a path P4 in K5.
We note that an 2-tree can be constructed from an edge by repeatedly adding a new vertex
and making it adjacent to the two ends of an edge in the graph formed so far. We refer to the
initial edge in constructing such an 2-tree as a base of the 2-tree. Some properties of 2-trees can
be summarized as follows.
Theorem 2.8 [2,3] Let G be any 2-tree with n ≥ 3 vertices. Then
(1) G has at least two ears;
(2) Every vertex of degree 2 in G is an ear;
(3) No two ears in G are adjacent unless G = K3;
(4) G does not contain any chordless cycle of length at least 4;
(5) G is 2-connected;
(6) Every edge of G can be a base.
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3. Proof of Theorem 1.4
We know that G is an 2-tree if either G = K3, or G has an ear u such that G
′ = G − u is
an 2-tree. In order words, every 2-tree G 6= K3 can be obtained from some 2-tree G
′ by adding
a new vertex u adjacent to two vertices, v and w, where vw ∈ E(G′). We call this process
attaching u to vw and denote vw = e(u). Hence the all 2-trees on 7 vertices can be gotten in
Figure 1.
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Figure 1 (The all 2-trees on 7 vertices)
Let T (k) = K2∨Kk−2, whereKk−2 is the complement of Kk−2 and ∨ denotes join operation.
Clearly, T (k) is an 2-tree on k vertices and has k− 2 ears, and every ear attaches to the unique
edge of K2. We recursively define a new graph F (k) as follows. Let F (3) = K3, and let
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V (F (k − 1)) = {x1, . . . , xk−1} for k ≥ 4. Define F (k) to be the graph obtained from F (k − 1)
by adding a new vertex xk and joining xk to xk−2 and xk−1. Clearly, F (k) is an 2-tree on k
vertices.
Lemma 3.1 Let G ∈ {T1, . . . , T12}. Then
(1) there exist x, y ∈ V (G) so that G− {x, y} is a subgraph of P5;
(2) there exist u, v ∈ V (G) so that G− {u, v} is a subgraph of K3 ∪K2;
(3) if G 6= T1 (that is T (7)), then there exists w ∈ V (G) so that G − w is a subgraph of
F (6).
Proof. By Figure 1, it is easy to check that Ti − {x, y} is a subgraph of P5 for 1 ≤ i ≤ 12
and Ti−{u, v} is a subgraph of K3 ∪K2 for 1 ≤ i ≤ 12. Moreover, Ti−w is a subgraph of F (6)
for 2 ≤ i ≤ 12. ✷
Lemma 3.2 Let n ≥ 30 and pi = (d1, . . . , dn) ∈ GSn with σ(pi) > 6n − 10. Then d1 ≥ 6,
d3 ≥ 5, d6 ≥ 4 and d7 ≥ 3.
Proof. If d1 ≤ 5, then σ(pi) ≤ 5n < 6n−10, a contradiction. Hence d1 ≥ 6. If d3 ≤ 4, then
σ(pi) ≤ 2(n − 1) + 4(n − 2) = 6n − 10, a contradiction. Hence d3 ≥ 5. If d6 ≤ 3, by Theorem
2.2, then
σ(pi) =
n∑
i=1
di =
5∑
i=1
di +
n∑
i=6
di ≤ (5× 4 +
n∑
i=6
min{5, di}) +
n∑
i=6
di
= 20 + 2
n∑
i=6
di ≤ 20 + 6(n− 5)
= 6n− 10,
a contradiction. Hence d6 ≥ 4. If d7 ≤ 2, by Theorem 2.2, then
σ(pi) =
n∑
i=1
di =
6∑
i=1
di +
n∑
i=7
di ≤ (6× 5 +
n∑
i=7
min{6, di}) +
n∑
i=7
di
= 30 + 2
n∑
i=7
di ≤ 30 + 4(n− 6)
< 6n− 10,
a contradiction. Hence d7 ≥ 3. ✷
We now define a new graph G(7) as follows: Let V (K4) = {v1, v2, v3, v4} and G(7) be the
graph obtained from K4 by adding new vertices x1, x2, x3, joining xi to v1, . . . , vi+1 for 1 ≤ i ≤ 3
and joining x1 to x2.
Lemma 3.3 If G is any 2-tree on 7 vertices, then G(7) contains G as a subgraph.
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Proof. Clearly, T (7) is a subgraph of G(7) and F (6) is a subgraph of G(7) − v1. Assume
G 6= T (7). By Lemma 3.1(3), there exists w ∈ V (G) so that G−w is a subgraph of F (6). Hence
G− w is a subgraph of G(7) − v1. We can see that G(7) contains G by putting w on v1. ✷
Let k = 7, n ≥ 30 and pi = (d1, . . . , dn) ∈ GSn satisfy d2 ≥ 6, d3 ≥ 5, d6 ≥ 4 and dn ≥ 3. We
now define sequence pi0, pi1, . . . , pi7 as follows. Let pi0 = (d1, . . . , d5, d6− 1, d7− 1, d8, . . . , dn). We
define the sequence
pi1 = (d
(1)
2 , . . . , d
(1)
7 , d
(1)
8 , . . . , d
(1)
n )
from pi0 by deleting d1, decreasing the first d1 remaining nonzero terms each by one unity, and
then reordering the last n− 7 terms to be non-increasing.
For 2 ≤ i ≤ 7 and i 6= 6, we define the sequence
pii = (d
(i)
i+1, . . . , d
(i)
7 , d
(i)
8 , . . . , d
(i)
n )
from
pii−1 = (d
(i−1)
i , . . . , d
(i−1)
7 , d
(i−1)
8 , . . . , d
(i−1)
n )
by deleting d
(i−1)
i , decreasing the first d
(i−1)
i remaining nonzero terms each by one unity, and
then reordering the last n− 7 terms to be non-increasing.
For i = 6 , we define the sequence
pi6 = (d
(6)
7 , d
(6)
8 , . . . , d
(6)
n )
from
pi5 = (d
(5)
6 , d
(5)
7 , d
(5)
8 , . . . , d
(5)
n )
by deleting d
(5)
6 , decreasing the first d
(5)
6 remaining nonzero terms each by one unity except for
the term d
(5)
7 , and then reordering the last n− 7 terms to be non-increasing.
By the definition of pi7, the following Proposition 3.1 is obvious.
Proposition 3.1 Let k = 7, n ≥ 30 and pi = (d1, . . . , dn) ∈ GSn satisfy d2 ≥ 6, d3 ≥ 5, d6 ≥
4 and dn ≥ 3. If pi7 is graphic, then pi has a realization containing G(7).
Lemma 3.4 Let k = 7, n ≥ 30 and pi = (d1, . . . , d7, d8, . . . , dn) ∈ GSn satisfy d2 ≥ 6, d3 ≥
5, d6 ≥ 4 and dn ≥ 3. Let pi
′
1 = (d
′
1, . . . , d
′
n−1) be the residual sequence obtained from pi by laying
off d1, and let ρ = (ρ1, . . . , ρn−2) be the residual sequence obtained from pi
′
1 by laying off the term
d2 − 1. If pi satisfies one of (a)–(c), where
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(a) d1 = d2 = n− 1,
(b) d1 = n− 1, d2 ≤ n− 2 and d7 > dd2+2,
(c) d1 ≤ n− 2, d7 > dd2+2 and d7 − dd1+2 ≥ 2,
then ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ5 = d7 − 2.
Proof. If pi satisfies (a), then ρ = (d3−2, . . . , dn−2), and so ρ1 = d3−2, ρ2 = d4−2, . . . , ρ5 =
d7 − 2.
If pi satisfies (b), then pi′1 = (d2 − 1, d3 − 1, . . . , dn − 1). By d7 − 2 ≥ dd2+2 − 1, we have
ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ5 = d7 − 2.
Assume that pi satisfies (c). If dd2+2 > dd1+2, then dd2+2 − 1 ≥ dd1+2, and hence d
′
1 =
d2 − 1, . . . , d
′
d2+1
= dd2+2 − 1. By d7 > dd2+2, we have d7 − 2 ≥ dd2+2 − 1, implying that
ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ5 = d7 − 2. If dd2+2 = · · · = dd1+2, then dd2+2 − 1 < dd1+2.
By d7 − dd1+2 ≥ 2, we have d
′
1 = d2 − 1, . . . , d
′
6 = d7 − 1 and d
′
d2+1
≤ dd1+2, implying that
ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ5 = d7 − 2. ✷
Lemma 3.5 Let k = 7, n ≥ 30 and pi = (d1, . . . , dn) ∈ GSn satisfy d2 ≥ 6, d3 ≥ 5, d6 ≥ 4
and dn ≥ 3. For each pii = (d
(i)
i+1, . . . , d
(i)
7 , d
(i)
8 , . . . , d
(i)
n ), let si = max{j|d
(i)
8 − d
(i)
7+j ≤ 1}.
(1) If pi satisfies (d) or (e), where (d) d1 ≤ n − 2, d7 > dd2+2 and d7 − dd1+2 ≤ 1 and (e)
d1 ≤ n− 2, d7 = dd2+2 and dd2+2 = dd1+2, then d
(7)
7+r = d7+r for r > s7.
(2) If pi satisfies (f) or (g), where (f) d1 = n − 1, d2 ≤ n − 2 and d7 = dd2+2 and (g)
d1 ≤ n− 2, d7 = dd2+2 and dd2+2 > dd1+2, then d
(7)
7+r = d
(1)
7+r for r > s7.
Proof. (1) If pi satisfies (d) or (e), then 7+ s0 ≥ d1+2. Since d
(i−1)
8 − d
(i−1)
3t+si−1
≤ 1 implies
that d
(i)
8 − d
(i)
7+si−1
≤ 1 for 1 ≤ i ≤ 7, we have that s7 ≥ s6 ≥ · · · ≥ s0 ≥ d1 + 2 − 7. By
min{d
(i−1)
8 − 1, . . . , d
(i−1)
di+1
− 1, d
(i−1)
di+2
, . . . , d
(i−1)
7+si−1
} ≥ d
(i−1)
8 − 2 ≥ d
(i−1)
7+si−1+1
≥ · · · ≥ d
(i−1)
n , we
have that d
(i)
7+si−1+m
= d
(i−1)
7+si−1+m
for m ≥ 1. Thus, d
(i)
7+r = d
(i−1)
7+r for r > si. This implies that
d
(7)
7+r = d7+r for r > s7.
(2) If pi satisfies (f) or (g), then s7 ≥ s6 ≥ · · · ≥ s1 ≥ s0 ≥ d2 + 2 − 7. Since min{d
(i−1)
8 −
1, . . . , d
(i−1)
di+1
− 1, d
(i−1)
di+2
, . . . , d
(i−1)
7+si−1
} ≥ d
(i−1)
7+1 − 2 ≥ d
(i−1)
7+si−1+1
≥ · · · ≥ d
(i−1)
n for i ≥ 2, we have
that d
(i)
7+si−1+m
= d
(i−1)
7+si−1+m
for i ≥ 2 and m ≥ 1. Thus, d
(i)
7+r = d
(i−1)
7+r for i ≥ 2 and r > si.
This implies that d
(7)
7+r = d
(1)
7+r for r > s7. ✷
Lemma 3.6 Let n ≥ 6 and pi = (d1, . . . , dn) ∈ GSn with dn ≥ 1 and σ(pi) > 2n. Then pi
has a realization containing K3 ∪K2 or P5.
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Proof. To the contrary, we assume that pi has no realization containing K3 ∪ K2 or P5.
By n ≥ 6, σ(pi) > 2n and Theorem 2.7(1), pi has a realization G containing K3. Let V (G) =
{v1, . . . , vn} so that the subgraph induced by {v1, v2, v3} is K3. Then E(G−{v1, v2, v3}) = ∅ as
G contains no K3 ∪K2. If there are i, j ∈ {4, . . . , n} so that vi has two neighbors in {v1, v2, v3}
and vj has one neighbor in {v1, v2, v3}, then G contains P5, a contradiction. Hence vi has only
one neighbor in {v1, v2, v3} for each i ∈ {4, . . . , n}. Thus |E(G)| = n − 3 + 3 = n, implying
σ(pi) = 2n, a contradiction. ✷
If pi = (d1, . . . , dn) ∈ GSn has a realization containing every 2-tree on k vertices, then pi is
potentially A′(k)-graphic. If pi has a realization in which the subgraph induced by the k vertices
of highest degree contains every 2-tree on k vertices, then pi is potentially A′′(k)-graphic. Clearly,
if pi is potentially A′′(k)-graphic, then pi is potentially A′(k)-graphic.
Lemma 3.7 Let n ≥ 30 and pi = (d1, . . . , dn) ∈ GSn with d2 ≥ 6 and dn ≥ 3. If
σ(pi) > 6n− 10, then pi is potentially A′′(7)-graphic.
Proof. Let pi′1 = (d
′
1, . . . , d
′
n−1) be the residual sequence obtained from pi by laying off d1,
and let ρ = (ρ1, . . . , ρn−2) be the residual sequence obtained from pi
′
1 by laying off the term d2−1.
Then n−2 > 6, ρn−2 ≥ 3−2 = 1 and σ(ρ) = σ(pi)−2d1−2d2+2 > 6n−10−4(n−1)+2 = 2(n−2).
By Lemma 3.6 and Theorem 2.4, ρ has a realization G1 in which the subgraph induced by the
vertices with degrees ρ1, . . . , ρ5 contains K3 ∪K2 or P5. Denote F to be the subgraph induced
by the vertices with degrees ρ1, . . . , ρ5 in G1, and let F
′ be the graph obtained from F by adding
two vertices x, y such that x, y are adjacent to each vertex of F . Since F contains K3 ∪K2 or
P5, by Lemma 3.1 (1) and (2), we can see that F
′ contains every 2-tree on 7 vertices.
If pi satisfies one of (a)–(c), by Lemma 3.4, then we have ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ5 =
d7 − 2. Now by the definitions of ρ and pi
′
1, it is easy to get that pi has a realization G
′ in which
the subgraph induced by the vertices with degrees d1, . . . , d7 contains F
′. In other words, pi is
potentially A′′(7)-graphic.
We assume that pi satisfies one of (d)–(g). If d7 ≥ 11, then by Theorem 2.5, pi has a
realization containing K7, and hence pi is potentially A
′′(7)-graphic by Theorem 2.4. Assume
that d7 ≤ 10. By Lemma 3.2, we have d3 ≥ 5 and d6 ≥ 4. It is enough to prove that pi7 is
graphic by Theorem 2.4, Lemma 3.3 and Proposition 3.1. If pi satisfies (d) or (e), by Lemma
3.5(1), then
pi7 = (d
(7)
8 , . . . , d
(7)
7+s7
, d7+s7+1, . . . , dn).
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If pi satisfies (f) or (g), by Lemma 3.5(2), then
pi7 = (d
(7)
8 , . . . , d
(7)
7+s7
, d
(1)
7+s7+1
, . . . , d(1)n ).
If s7 < n− 7, by d
(7)
8 ≤ d7 ≤ 10 and dn ≥ d
(1)
n ≥ dn − 1 ≥ 2, then we have that
1
2
⌊
(10 + 2 + 1)2
4
⌋
≤
132
8
< 22 < n− 7.
By Theorem 2.3, pi7 is graphic. If s7 = n− 7, then d
(7)
8 − d
(7)
n ≤ 1. Denote d
(7)
n = m. If m = 0,
then by d
(7)
8 ≤ 1 and σ(pi7) being even, pi7 is clearly graphic. If m ≥ 1, then d
(7)
8 ≤ m+ 1, and
hence
1
m
⌊
(m+ 1 +m+ 1)2
4
⌋
=
(m+ 1)2
m
≤ m+ 3 ≤ 10 + 3 < n− 7.
By Theorem 2.3, pi7 is also graphic. ✷
Lemma 3.8 Let n = 30 + s with 0 ≤ s ≤ 63, and let pi = (d1, . . . , dn) ∈ GSn with
σ(pi) > 6n− 6 + 126− 2s. Then pi is potentially A′(7)-graphic.
Proof. We use induction on s. If s = 0, then n = 30 and σ(pi) ≥ 6× 30− 6+126− 0+2 =
300+ 2 = 2× 30× (7− 2) + 2. By Theorem 2.6, pi has a realization containing K7, and hence pi
is potentially A′(7)-graphic. Suppose now that 1 ≤ s ≤ 63. Then σ(pi) > 6n− 6. If d2 ≤ 5, then
σ(pi) ≤ (n−1)+5(n−1) = 6n−6, a contradiction. Hence d2 ≥ 6. If dn ≥ 3, then pi is potentially
A′(7)-graphic by Lemma 3.7. If dn ≤ 2, then the residual sequence pi
′
n = (d
′
1, . . . , d
′
n−1) obtained
by laying off dn from pi satisfies σ(pi
′
n) = σ(pi) − 2dn > 6n − 6 + 126 − 2s − 4 = 6(n − 1) − 6 +
126− 2(s− 1). By the induction hypothesis, pi′n is potentially A
′(7)-graphic, and hence so is pi.
✷
Proof of Theorem 1.4. Let k ∈ {3, 4, 5, 7}, n ≥ N(k) and pi = (d1, . . . , dn) ∈ GSn with
σ(pi) > (k − 1)(n − 1). We first prove that pi is potentially A′(k)-graphic. If k = 3, by σ(pi) >
(k − 1)(n− 1) = 2n− 2, n ≥ N(3) = 6 and Theorem 2.7(1), then pi has a realization containing
K3, and hence pi is potentially A
′(3)-graphic. If k = 4, by σ(pi) > (k − 1)(n − 1) = 3n − 3,
n ≥ N(4) = 7 and Theorem 2.7(2), then pi has a realization containing K4 − e. This implies
that pi is potentially A′(4)-graphic. If k = 5, by σ(pi) > (k − 1)(n− 1) = 4n− 4, n ≥ N(5) = 24
and Theorem 2.7(3), then pi has a realization containing K5−E(P3). Since K5−E(P3) contains
every 2-tree on 5 vertices (F (5) and T (5) are the only two 2-trees on 5 vertices), we have that
pi is potentially A′(5)-graphic. Assume that k = 7. Then σ(pi) > 6n − 6 and d2 ≥ 6. We use
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induction on n ≥ N(7) = 93. If n = 93, by Lemma 3.8 (s = 63), then pi is potentially A′(7)-
graphic. Assume that n ≥ 94. If dn ≥ 3, then pi is potentially A
′′(7)-graphic by Lemma 3.7. If
dn ≤ 2, then the residual sequence pi
′
n satisfies σ(pi
′
n) = σ(pi)− 2dn > 6n− 6− 4 > 6(n− 1)− 6.
By the induction hypothesis, pi′n is potentially A
′(7)-graphic, and hence so is pi.
We now show that (k − 1)(n − 1) is the best possible lower bound in Theorem 1.4. For
k ∈ {3, 4, 5, 7}, let pi = (n− 1, (k − 2)n−1), where the symbol xy stands for y consecutive terms
x. Clearly, pi is graphic and σ(pi) = (k−1)(n−1). Since T (k) has two vertices with degree k−1
and d2 = k − 2 in pi, we have that every realization of pi contains no T (k) as a subgraph. Thus,
we must require that σ(pi) > (k − 1)(n − 1) in Theorem 1.4. ✷
4. Proof of Theorem 1.5
In order to prove Theorem 1.5, we also need the following lemmas.
Lemma 4.1 Let G be any 2-tree on k ≥ 6 vertices and G 6= T (k). Let B(G) be the set of
all ears in G and C(G) = {e(u)|u ∈ B(G)}. Then |C(G)| ≥ 2.
Proof. If |C(G)| = 1, let C(G) = {xy}, then u attaches to xy for each u ∈ B(G). Let
G′ = G− B(G). Since G 6= F (k), we have that |V (G′)| ≥ 3, G′ is an 2-tree and each vertex of
V (G′)− {x, y} has degree at least 3 in G′. This implies that G′ 6= K3, and x and y are exactly
two ears in G′ by Theorem 2.8(1). This is impossible by Theorem 2.8(3). ✷
Lemma 4.2 Let G be any 2-tree on k ≥ 6 vertices. Let xy ∈ C(G) so that xy is attached by
s ears z, z1, . . . , zs−1. Then G−{x, y, z} is a spanning subgraph of some 2-tree on k−3 vertices.
Proof. Assume that G 6= T (k). Let G′ = G − {z, z1, . . . , zs−1}. Then G
′ is an 2-tree on
k − s vertices. By |C(G)| ≥ 2 (Lemma 4.1), we have that k − s ≥ 4. By Theorem 2.8(6), G′
can be constructed from xy by repeatedly adding a new vertex and making it adjacent to the
two ends of an edge in the graph formed so far. In the process of constructing G′ from xy, we
let y′ be the first vertex that is attached to xy. Since xy can not be attached by an ear in G′,
we have that dG′(y
′) ≥ 3. This implies that xy′ or yy′ must be attached by a new vertex. Let
x′ be the first vertex that is attached to xy′ or yy′. Without loss of generality, we assume that
x′ is attached to xy′. Let {x1, . . . , xt} be the subset of V (G
′) so that xi is attached to xx
′ for
i = 1, . . . , t and {y1, . . . , yt′} be the subset of V (G
′) so that yj is attached to yy
′ for j = 1, . . . , t′.
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Denote
G′′ = G′ − {xx1, . . . , xxt} − {yy1, . . . , yyt′}+ {y
′x1, . . . , y
′xt}+ {x
′y1, . . . , x
′yt′} − {xy, xy
′}.
In G′′, we identify the vertex x to the vertex x′ and the vertex y to the vertex y′, and attach
zr to x
′y′ for r = 1, . . . , s − 1, the resulting graph is denoted by G′′′. Then G′′′ is an 2-tree on
k − 3 vertices. Clearly, G− {x, y, z} is a spanning subgraph of G′′′.
If G = T (k), then G−{x, y, z} is an independent set on k−3 vertices, and hence G−{x, y, z}
is a spanning subgraph of some 2-tree on k − 3 vertices. ✷
The following Lemma 4.3 is a further result of Lemma 4.2 for k ≥ 8. For X ⊆ V (G) and
v ∈ V (G), the neighborhood of v in X is denoted by NX(v).
Lemma 4.3 Let G be any 2-tree on k ≥ 8 vertices. Let xy ∈ C(G) so that xy is attached
by s ears z, z1, . . . , zs−1. Then G − {x, y, z} is a spanning subgraph of some 2-tree T on k − 3
vertices and T 6= T (k − 3).
Proof. Denote H = G−{x, y, z}. If s ≥ 2, then G−z1 is an 2-tree on k−1 vertices, and by
Lemma 4.2, (G− z1)− {x, y, z} is a spanning subgraph of some 2-tree T
′ on k − 4 vertices. We
can get a new 2-tree T by attaching a new vertex z1 to a suitable edge of T
′ so that T 6= T (k−3).
Clearly, H is a spanning subgraph of T .
Assume that xy is attached by only an ear for each xy ∈ C(G). To the contrary, we assume
that the 2-tree on k − 3 vertices that contains H as a spanning subgraph is the only T (k − 3).
Let V (T (k − 3)) = {u, v, w1, . . . , wk−5} so that uv ∈ C(T (k − 3)) and uv is attached by k − 5
ears w1, . . . , wk−5. If wpu /∈ E(H), where 1 ≤ p ≤ k − 5, then H is a spanning subgraph of
an 2-tree T = T (k − 3) − wpu + wpwq, where 1 ≤ q ≤ k − 5 and q 6= p. This is impossible as
T 6= T (k − 3). Hence wpu ∈ E(H) for 1 ≤ p ≤ k − 5. Similarly, wpv ∈ E(H) for 1 ≤ p ≤ k − 5.
Thus H = T (k − 3) if uv ∈ E(H) or H = K2,k−5 if uv /∈ E(H).
If H = T (k−3), by |E(G)| = 2k−3 and |E(H)| = 2(k−3)−3 = 2k−9, the number of edges
in G joining {x, y} to V (H) is eG({x, y}, V (H)) = (2k− 3)− (2k− 9)− 3 = 3. If |NH(x)| = 3 or
|NH(y)| = 3, then G is not 2-connected, a contradiction by Theorem 2.8(5). Hence |NH(x)| ≤ 2
and |NH(y)| ≤ 2. Denote W = {w1, . . . , wk−5}. If |NW (x)| = 2 or |NW (y)| = 2, without
loss of generality, we assume that |NW (x)| = 2 and let wix,wjx ∈ E(G). Then xwiuwjx is a
chordless cycle of length 4 in G, a contradiction by Theorem 2.8(4). If |NW (x)| = |NW (y)| = 1,
let wrx,wty ∈ E(G), then xwruwtyx is a cycle of length 5 in G with at most one chord by
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eG({x, y}, V (H)) = 3. This implies that G contains a chordless cycle of length at least 4, a
contradiction. If |NW (x)| + |NW (y)| ≤ 1, then uv ∈ C(G) and uv is attached by at least
k − 5 − 1 ≥ 2 ears, a contradiction. If H = K2,k−5, then H contains a chorless cycle of length
4, and hence so is G, a contradiction. ✷
For pi = (d1, . . . , dn) ∈ GSn, we always assume that pi
′
1 = (d
′
1, . . . , d
′
n−1) is the residual
sequence obtained from pi by laying off d1 and ρ = (ρ1, . . . , ρn−2) is the residual sequence
obtained from pi′1 by laying off the term d2− 1. The proof of the following Lemma 4.4 is similar
to that of Lemma 3.4, we omit it here.
Lemma 4.4 Let k ≥ 6, n ≥ 6k and pi = (d1, . . . , dn) ∈ GSn. If pi satisfies one of (a)–(c),
where
(a) d1 = d2 = n− 1,
(b) d1 = n− 1, d2 ≤ n− 2 and dk > dd2+2,
(c) d1 ≤ n− 2, dk > dd2+2 and dk − dd1+2 ≥ 2,
then ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρk−2 = dk − 2.
Theorem 1.3 implies that the lower bound 2⌊2k3 ⌋n−2n−⌊
2k
3 ⌋
2+⌊2k3 ⌋+1−(−1)
i in Theorem
1.5 is the best possible. Thus, the proof of Theorem 1.5 can be divided into the proofs of the
following three theorems in terms of the value of k = 3t, 3t+ 1 and 3t+ 2.
Theorem 4.1 If t ≥ 2, n ≥ 20t2 − t and pi = (d1, . . . , dn) ∈ GSn with σ(pi) > 4tn− 2n −
4t2 + 2t, then pi has a realization containing every 2-tree on 3t vertices.
Theorem 4.2 If t ≥ 3, n ≥ 20t2 + 23t + 5 and pi = (d1, . . . , dn) ∈ GSn with σ(pi) >
4tn− 2n− 4t2 + 2t+ 2, then pi has a realization containing every 2-tree on 3t+ 1 vertices.
Theorem 4.3 If t ≥ 2, n ≥ 20t2 + 31t + 12 and pi = (d1, . . . , dn) ∈ GSn with σ(pi) >
4tn− 4t2 − 2t, then pi has a realization containing every 2-tree on 3t+ 2 vertices.
4.1. Proof of Theorem 4.1
Lemma 4.1.1 Let t ≥ 2, n ≥ 18t and pi = (d1, . . . , dn) ∈ GSn with σ(pi) > 4tn−2n−4t
2+2t.
Then
(1) di ≥ 3t− ⌈
i
2⌉ for i = 1, . . . , 2t;
(2) di ≥ 2(3t+ 1− i) for i = 2t+ 1, . . . , 3t.
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Proof. (1) If there is an even s with 2 ≤ s ≤ 2t such that ds ≤ 3t− ⌈
s
2⌉ − 1 = 3t−
s
2 − 1,
then
σ(pi) ≤ (s− 1)(n − 1) + (3t− s2 − 1)(n − s+ 1)
= s
2
2 − s(3t−
n
2 +
1
2) + 3tn− 2n+ 3t.
Denote f(s) = s
2
2 − s(3t−
n
2 +
1
2) + 3tn− 2n+ 3t. Since 2 ≤ s ≤ 2t, we have that
σ(pi) ≤ f(s) ≤ max{f(2), f(2t)}
= max{3tn − n− 3t+ 1, 4tn − 2n − 4t2 + 2t}
= max{4tn − 2n− 4t2 + 2t− (n− 4t+ 1)(t − 1), 4tn − 2n− 4t2 + 2t}
= 4tn− 2n− 4t2 + 2t,
a contradiction.
If there is an odd s with 1 ≤ s ≤ 2t− 1 such that ds ≤ 3t− ⌈
s
2⌉ − 1 = k −
s+1
2 − 1, then
σ(pi) ≤ (s− 1)(n − 1) + (3t− s+12 − 1)(n − s+ 1)
= s
2
2 − s(3t−
n
2 ) + 3tn+ 3t−
5n
2 −
1
2 .
Denote g(s) = s
2
2 − s(3t−
n
2 ) + 3tn+ 3t−
5n
2 −
1
2 . Since 1 ≤ s ≤ 2t− 1, we have that
σ(pi) ≤ g(s) ≤ max{g(1), g(2t − 1)}
= max{3tn − 2n− 9t2 + 9t− 2, 4tn − 3n− 4t2 + 4t}
= max{4tn − 2n− 4t2 + 2t− [t(n− 2) + 5t(t− 1) + 2], 4tn − 2n− 4t2 + 2t− (n− 2t)}
≤ 4tn− 2n− 4t2 + 2t,
a contradiction.
(2) If there is s with 2t+ 1 ≤ s ≤ 3t such that ds ≤ 6t− 2s+ 1, by Theorem 2.2, then
σ(pi) =
n∑
i=1
di =
s−1∑
i=1
di +
n∑
i=s
di ≤ ((s − 2)(s − 1) +
n∑
i=s
min{s− 1, di}) +
n∑
i=s
di
= (s− 2)(s − 1) + 2
n∑
i=s
di ≤ (s− 2)(s − 1) + 2(6t− 2s+ 1)(n − s+ 1)
= 5s2 − (12t+ 4n+ 9)s + 12tn+ 12t+ 2n+ 4.
Denote h(s) = 5s2 − (12t+ 4n+ 9)s+ 12tn+ 12t+ 2n+ 4. Since 2t+ 1 ≤ s ≤ 3t, we have that
σ(pi) ≤ h(s) ≤ max{h(2t+ 1), h(3t)}
= max{4tn− 2n− 4t2 + 2t, 2n + 9t2 − 15t+ 4}
= max{4tn− 2n− 4t2 + 2t, 4tn − 2n− 4t2 + 2t− [(n − 4t)(4t − 4) + 3t2 + t− 4]}
= 4tn− 2n− 4t2 + 2t,
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a contradiction. ✷
We now define a new graph G(3t) as follows: Let V (K2t) = {v1, v2, . . . , v2t} and G(3t) be
the graph obtained from K2t by adding new vertices x1, x2, . . . , xt and joining xi to v1, v2, . . . , v2i
for 1 ≤ i ≤ t.
Lemma 4.1.2 If G is any 2-tree on 3t vertices, then G(3t) contains G.
Proof. We use induction on t. It is obvious for t = 1. Assume t ≥ 2. Let xy ∈ C(G) so
that xy is attached by the ear z. Denote H = G − {x, y, z}. By Lemma 4.2, H is a spanning
subgraph of some 2-tree G′ on 3(t− 1) vertices. Let
M = G(3t) − {v1, v2} − {x1}.
Then M = G(3(t− 1)). By the induction hypothesis, G(3(t− 1)) contains G′. This implies that
G(3(t− 1)) contains H. Putting x, y and z on v1, v2 and x1 respectively, we can see that G(3t)
contains G. ✷
Let t ≥ 2, n ≥ 18t and pi = (d1, . . . , dn) ∈ GSn satisfy
(i) di ≥ 3t− ⌈
i
2⌉ for i = 1, . . . , 2t,
(ii) d2t+1 ≥ 2t, and
(iii) dn ≥ 2t− 1.
We now define sequence pi0, pi1, . . . , pi3t as follows. Let pi0 = pi. We define the sequence
pi1 = (d
(1)
2 , . . . , d
(1)
3t , d
(1)
3t+1, . . . , d
(1)
n )
from pi0 by deleting d1, decreasing the first d1 remaining nonzero terms each by one unity, and
then reordering the last n− 3t terms to be non-increasing.
For 2 ≤ i ≤ 3t, we define the sequence
pii = (d
(i)
i+1, . . . , d
(i)
3t , d
(i)
3t+1, . . . , d
(i)
n )
from
pii−1 = (d
(i−1)
i , . . . , d
(i−1)
3t , d
(i−1)
3t+1 , . . . , d
(i−1)
n )
by deleting d
(i−1)
i , decreasing the first d
(i−1)
i remaining nonzero terms each by one unity, and
then reordering the last n− 3t terms to be non-increasing.
By the definition of pi3t, the following Proposition 4.1.1 is obvious.
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Proposition 4.1.1 Let t ≥ 2, n ≥ 18t and pi = (d1, . . . , dn) ∈ GSn satisfy (i)–(iii). If pi3t
is graphic, then pi has a realization containing G(3t).
Lemma 4.1.3 Let t ≥ 2, n ≥ 18t and pi = (d1, . . . , dn) ∈ GSn satisfy (i)–(iii). For each
pii = (d
(i)
i+1, . . . , d
(i)
3t , d
(i)
3t+1, . . . , d
(i)
n ), let si = max{j|d
(i)
3t+1 − d
(i)
3t+j ≤ 1}.
(1) If pi satisfies (d) or (e), where (d) d1 ≤ n− 2, d3t > dd2+2 and d3t − dd1+2 ≤ 1 and (e)
d1 ≤ n− 2, d3t = dd2+2 and dd2+2 = dd1+2, then d
(3t)
3t+r = d3t+r for r > s3t.
(2) If pi satisfies (f) or (g), where (f) d1 = n − 1, d2 ≤ n − 2 and d3t = dd2+2 and (g)
d1 ≤ n− 2, d3t = dd2+2 and dd2+2 > dd1+2, then d
(3t)
3t+r = d
(1)
3t+r for r > s3t.
Proof. The proof of Lemma 4.1.3 is similar to that of Lemma 3.5. ✷
Lemma 4.1.4 Let t ≥ 1, n ≥ 18t and pi = (d1, . . . , dn) ∈ GSn with dn ≥ 2t − 1 and
σ(pi) > 4tn− 2n− 4t2 + 2t. Then pi is potentially A′′(3t)-graphic.
Proof. We use induction on t. If t = 1, then σ(pi) > 2n−2. By n ≥ 18 and Theorem 2.7(1),
pi has a realization containing K3, implying that pi is potentially A
′′(3)-graphic by Theorem 2.4.
Assume t ≥ 2. By the definition of ρ = (ρ1, . . . , ρn−2), we can see that n − 2 ≥ 18(t − 1),
ρn−2 ≥ (2t−1)−2 = 2(t−1)−1 and σ(ρ) = σ(pi)−2d1−2d2+2 > 4tn−2n−4t
2+2t−4(n−1)+2 =
4(t− 1)(n− 2)− 2(n− 2)− 4(t− 1)2+2(t− 1). By the induction hypothesis, ρ has a realization
G1 in which the subgraph F induced by the vertices with degrees ρ1, . . . , ρ3(t−1) contains every
2-tree on 3(t − 1) vertices. Denote F ′ to be the graph obtained from F by adding three new
vertices x, y, u such that x, y are adjacent to each vertex of F and xy, xu, yu ∈ E(F ′).
Claim F ′ contains every 2-tree on 3t vertices.
Proof of Claim. Let G be any 2-tree on 3t vertices. Take xy ∈ C(G) and u ∈ B(xy), and
denote H = G − {x, y, u}. By Lemma 4.2, it is easy to get that H is a spanning subgraph of
some 2-tree on 3(t− 1) vertices. Since F contains every 2-tree on 3(t− 1) vertices, we have that
F contains H. By the definition of F ′, we can see that F ′ contains G. By the arbitrary of G,
F ′ contains every 2-tree on 3t vertices. This proves Claim. ✷
If pi satisfies one of (a)–(c), by Lemma 4.4 (the case of k = 3t), then ρ1 = d3 − 2, ρ2 =
d4 − 2, . . . , ρ3t−2 = d3t − 2. This is implies that pi has a realization G
′ in which the subgraph
induced by the vertices with degrees d1, . . . , d3t contains F
′. Thus by Claim, pi is potentially
A′′(3t)-graphic.
We now assume that pi satisfies one of (d)–(g). If d3t ≥ 6t−3, by Theorem 2.5, then pi has a
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realization containing K3t, and hence pi is potentially A
′′(3t)-graphic by Theorem 2.4. Assume
that d3t ≤ 6t− 4. By Lemma 4.1.1, we have di ≥ 3t− ⌈
i
2⌉ for i = 1, . . . , 2t and d2t+1 ≥ 2t. It is
enough to prove that pi3t is graphic by Theorem 2.4, Lemma 4.1.2 and Proposition 4.1.1. If pi
satisfies (d) or (e), by Lemma 4.1.3(1), then
pi3t = (d
(3t)
3t+1, . . . , d
(3t)
3t+s3t , d3t+s3t+1, . . . , dn).
If pi satisfies (f) or (g), by Lemma 4.1.3(2), then
pi3t = (d
(3t)
3t+1, . . . , d
(3t)
3t+s3t
, d
(1)
3t+s3t+1
, . . . , d(1)n ).
If s3t < n− 3t, by d
(3t)
3t+1 ≤ d3t ≤ 6t− 4 and dn ≥ d
(1)
n ≥ dn − 1 ≥ 2t− 2 ≥ 2, then we have that
1
2t−2
⌊
(6t−4+2t−2+1)2
4
⌋
≤ (8t−5)
2
8(t−1)
= 64t
2−80t+25
8(t−1)
= 64t(t−1)−16(t−1)+98(t−1)
≤ 8t ≤ n− 3t.
By Theorem 2.3, pi3t is graphic. If s3t = n − 3t, then d
(3t)
3t+1 − d
(3t)
n ≤ 1. Denote d
(3t)
n = m.
If m = 0, by d
(3t)
3t+1 ≤ 1 and σ(pi3t) being even, then pi3t is clearly graphic. If m ≥ 1, then
d
(3t)
3t+1 ≤ m+ 1, and hence
1
m
⌊
(m+ 1 +m+ 1)2
4
⌋
=
(m+ 1)2
m
≤ m+ 3 ≤ 6t− 4 + 3 ≤ n− 3t.
By Theorem 2.3, pi3t is also graphic. ✷
Lemma 4.1.5 Let t ≥ 2, n = 18t+s with 0 ≤ s ≤ 20t2−19t and let pi = (d1, . . . , dn) ∈ GSn
with σ(pi) > 4tn− 2n+ 36t2 − 36t− 2s. Then pi is potentially A′(3t)-graphic.
Proof. We use induction on s. If s = 0, then n = 18t and σ(pi) ≥ 4tn−2n+36t2−36t+2 =
2n(3t− 2) + 2. By Theorem 2.6, pi has a realization containing K3t, and hence pi is potentially
A′(3t)-graphic. Suppose now that 1 ≤ s ≤ 20t2 − 19t. Then σ(pi) > 4tn − 2n − 4t2 + 2t.
If dn ≥ 2t − 1, then pi is potentially A
′(3t)-graphic by Lemma 4.1.4. If dn ≤ 2t − 2, then
pi′n = (d
′
1, . . . , d
′
n−1) satisfies σ(pi
′
n) = σ(pi) − 2dn > 4tn − 2n + 36t
2 − 36t − 2s − 2(2t − 2) =
4t(n − 1) − 2(n − 1) + 36t2 − 36t − 2(s − 1). By the induction hypothesis, pi′n is potentially
A′(3t)-graphic, and hence so is pi. ✷
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Proof of Theorem 4.1. Let t ≥ 2, n ≥ 20t2 − t and pi = (d1, . . . , dn) ∈ GSn with
σ(pi) > 4tn− 2n− 4t2 + 2t. We only need to prove that pi is potentially A′(3t)-graphic. We use
induction on n. If n = 20t2 − t, by Lemma 4.1.5 (s = 20t2 − 19t), then pi is potentially A′(3t)-
graphic. Assume that n ≥ 20t2−t+1. If dn ≥ 2t−1, by Lemma 4.1.4, then pi is potentially A
′(3t)-
graphic. If dn ≤ 2t− 2, then pi
′
n satisfies σ(pi
′
n) = σ(pi)− 2dn ≥ 4tn− 2n− 4t
2+2t− 2(2t− 2) >
4t(n − 1) − 2(n − 1) − 4t2 + 2t. By the induction hypothesis, pi′n is potentially A
′(3t)-graphic,
and hence so is pi. ✷
4.2. Proof of Theorem 4.2
Lemma 4.2.1 Let t ≥ 3, n ≥ 18t+ 6 and pi = (d1, . . . , dn) ∈ GSn with σ(pi) > 4tn − 2n −
4t2 + 2t+ 2. Then
(1) di ≥ 3t+ 1− ⌈
i
2⌉ for i = 1, . . . , 2t− 3 and d2t−1 ≥ 2t+ 1;
(2) di ≥ 2(3t+ 2− i) for i = 2t+ 2, . . . , 3t+ 1.
Proof. (1) If there is an even s with 2 ≤ s ≤ 2t−4 such that ds ≤ (3t+1)−⌈
s
2⌉−1 = 3t−
s
2 ,
then
σ(pi) ≤ (s− 1)(n − 1) + (3t− s2)(n− s+ 1)
= s
2
2 − s(3t−
n
2 +
3
2) + 3tn− n+ 3t+ 1.
Denote f(s) = s
2
2 − s(3t−
n
2 +
3
2) + 3tn− n+ 3t+ 1. Since 2 ≤ s ≤ 2t− 4, we have that
σ(pi) ≤ f(s) ≤ max{f(2), f(2t − 4)}
= max{3tn − 3t, 4tn − 3n− 4t2 + 4t+ 15}
= max{4tn − 2n− 4t2 + 2t+ 2− [(n− 4t)(t− 3) + n− 7t+ 2],
4tn− 2n− 4t2 + 2t+ 2− (n− 2t− 13)}
≤ 4tn− 2n− 4t2 + 2t+ 2,
a contradiction. Hence di ≥ 3t+ 1− ⌈
i
2⌉ for even s with 2 ≤ s ≤ 2t− 4.
If there is an odd s with 1 ≤ s ≤ 2t− 1 such that ds ≤ (3t+ 1)− ⌈
s
2⌉ − 1 = 3t−
s+1
2 , then
σ(pi) ≤ (s − 1)(n− 1) + (3t− s+12 )(n− s+ 1)
= s
2
2 − s(3t−
n
2 + 1) + 3tn+ 3t−
3n
2 +
1
2 .
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Denote g(s) = s
2
2 − s(3t−
n
2 + 1) + 3tn+ 3t−
3n
2 +
1
2 . Since 1 ≤ s ≤ 2t− 1, we have that
σ(pi) ≤ g(s) ≤ max{g(1), g(2t − 1)}
= max{3tn− n, 4tn− 2n− 4t2 + 2t+ 2}
= max{4tn− 2n− 4t2 + 2t+ 2− (n− 4t− 2)(t − 1), 4tn − 2n− 4t2 + 2t+ 2}
= 4tn− 2n − 4t2 + 2t+ 2,
a contradiction. Hence di ≥ 3t+1−⌈
i
2⌉ for odd s with 1 ≤ s ≤ 2t− 1, that is, di ≥ 3t+1−⌈
i
2⌉
for odd s with 1 ≤ s ≤ 2t− 3 and d2t−1 ≥ 3t+ 1− ⌈
2t−1
2 ⌉ = 2t+ 1.
(2) If there is an s with 2t+2 ≤ s ≤ 3t+1 such that ds ≤ 6t− 2s+3, by Theorem 2.2, then
σ(pi) =
n∑
i=1
di =
s−1∑
i=1
di +
n∑
i=s
di ≤ ((s − 2)(s − 1) +
n∑
i=s
min{s− 1, di}) +
n∑
i=s
di
= (s− 2)(s − 1) + 2
n∑
i=s
di ≤ (s− 2)(s − 1) + 2(6t− 2s+ 3)(n − s+ 1)
= 5s2 − (12t+ 4n+ 13)s + 12tn + 12t+ 6n + 8.
Denote h(s) = 5s2 − (12t+ 4n+ 13)s+ 12tn+ 12t+ 6n+ 8. Since 2t+ 2 ≤ s ≤ 3t+ 1, we have
that
σ(pi) ≤ h(s) ≤ max{h(2t + 2), h(3t + 1)}
= max{4tn − 2n − 4t2 + 2t+ 2, 2n + 9t2 − 9t}
= max{4tn − 2n − 4t2 + 2t+ 2, 4tn − 2n− 4t2 + 2t− [4(n − 4t)(t− 1) + 3t2 − 5t]}
= 4tn− 2n− 4t2 + 2t+ 2,
a contradiction. ✷
We now define a new graph G(3t + 1) for t ≥ 3 as follows. Let V (K2t+1) = {v1, . . . , v2t+1}
and G(3t + 1) be the graph obtained from the graph K2t+1 − v2t−2v2t by adding new vertices
x1, . . . , xt and joining xi to v1, . . . , v2i for 1 ≤ i ≤ t.
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Figure 2 (The graph M)
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Lemma 4.2.2 If t ≥ 3 and G is any 2-tree on 3t+ 1 vertices, then G(3t+ 1) contains G.
Proof. We use induction on t. Let xy ∈ C(G) so that xy is attached by the ear z. Denote
H = G − {x, y, z}. By Lemma 4.3, H is a spanning subgraph of some 2-tree T on 3(t − 1) + 1
vertices and T 6= T (3(t − 1) + 1). Assume t = 3. By Figure 1–2, we can see that the graph M
in Figure 2 contains any 2-tree T on 7 vertices, where T 6= T (7). Since G(10) − {v1, v2, x1} is
isomorphic to M , we have that H is a spanning subgraph of G(10) − {v1, v2, x1}. Putting x, y
and z on v1, v2 and x1 respectively, we can see that G(10) contains G as a subgraph. If t ≥ 4,
then G(3t+ 1)− {v1, v2, x1} = G(3(t − 1) + 1) contains T , and hence contains H. Putting x, y
and z on v1, v2 and x1 respectively, we can see that G(3t+ 1) contains G. ✷
Let t ≥ 3, n ≥ 18t+ 6 and pi = (d1, . . . , dn) ∈ GSn satisfy
(i) di ≥ 3t+ 1− ⌈
i
2⌉ for i = 1, . . . , 2t− 3 and d2t−1 ≥ 2t+ 1,
(ii) d2t+2 ≥ 2t, and
(iii) dn ≥ 2t− 1.
We now define sequence pi0, pi1, . . . , pi3t+1 as follows. Let pi0 = pi. We define the sequence
pi1 = (d
(1)
2 , . . . , d
(1)
3t+1, d
(1)
3t+2, . . . , d
(1)
n )
from pi0 by deleting d1, decreasing the first d1 remaining nonzero terms each by one unity, and
then reordering the last n− (3t+ 1) terms to be non-increasing.
For 2 ≤ i ≤ 3t+ 1 and i 6= 2t− 2, we define the sequence
pii = (d
(i)
i+1, . . . , d
(i)
3t+1, d
(i)
3t+2, . . . , d
(i)
n )
from
pii−1 = (d
(i−1)
i , . . . , d
(i−1)
3t+1 , d
(i−1)
3t+2 , . . . , d
(i−1)
n )
by deleting d
(i−1)
i , decreasing the first d
(i−1)
i remaining nonzero terms each by one unity, and
then reordering the last n− (3t+ 1) terms to be non-increasing.
For i = 2t − 2 and d2t−2 ≥ 2t + 2, the definition of pi2t−2 is as above. For i = 2t − 2 and
d2t−2 = 2t+ 1, we define the sequence
pi2t−2 = (d
(2t−2)
2t−1 , . . . , d
(2t−2)
3t+1 , d
(2t−2)
3t+2 , . . . , d
(2t−2)
n )
from
pi2t−3 = (d
(2t−3)
2t−2 , . . . , d
(2t−3)
3t+1 , d
(2t−3)
3t+2 , . . . , d
(2t−3)
n )
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by deleting d
(2t−3)
2t−2 , decreasing the first d
(2t−3)
2t−2 remaining nonzero terms each by one unity except
for the term d
(2t−3)
2t , and then reordering the last n− (3t+ 1) terms to be non-increasing.
By the definition of pi3t+1, the following Proposition 4.2.1 is obvious.
Proposition 4.2.1 Let t ≥ 3, n ≥ 18t + 6 and pi = (d1, . . . , dn) ∈ GSn satisfy (i)–(iii).
If pi3t+1 is graphic, then pi has a realization containing G(3t + 1) on those vertices with degrees
d1, . . . , d3t+1.
Lemma 4.2.3 Let t ≥ 2, n ≥ 18t + 6 and pi = (d1, . . . , dn) ∈ GSn satisfy (i)–(iii). For
each pii = (d
(i)
i+1, . . . , d
(i)
3t+1, d
(i)
3t+2, . . . , d
(i)
n ), let si = max{j|d
(i)
3t+2 − d
(i)
3t+1+j ≤ 1}.
(1) If pi satisfies (d) or (e), where (d) d1 ≤ n− 2, d3t+1 > dd2+2 and d3t+1− dd1+2 ≤ 1 and
(e) d1 ≤ n− 2, d3t+1 = dd2+2 and dd2+2 = dd1+2, then d
(3t+1)
3t+1+r = d3t+1+r for r > s3t+1.
(2) If pi satisfies (f) or (g), where (f) d1 = n − 1, d2 ≤ n − 2 and d3t+1 = dd2+2 and (g)
d1 ≤ n− 2, d3t+1 = dd2+2 and dd2+2 > dd1+2, then d
(3t+1)
3t+1+r = d
(1)
3t+1+r for r > s3t+1.
Proof. The proof of Lemma 4.2.3 is similar to that of Lemma 3.5. ✷
Lemma 4.2.4 Let n ≥ 30 and pi = (d1, . . . , dn) ∈ GSn with dn ≥ 3 and σ(pi) > 6n − 10.
Then pi has a realization G′ in which the subgraph induced by the vertices with degrees d1, . . . , d7
contains every 2-tree on 7 vertices except for T (7).
Proof. If d2 ≥ 6, by Lemma 3.7, then pi is potentially A
′′(7)-graphic, implying that pi
has a realization containing every 2-tree on 7 vertices on those vertices with degrees d1, . . . , d7.
Assume that d2 ≤ 5. It follows from σ(pi) > 6n− 10 and σ(pi) being even that pi = (n− 1, 5
n−1)
or (n − 2, 5n−2, 4) or (n − 1, 5n−3, 42) or (n − 1, 5n−2, 3) or (n − 3, 5n−1). Let G be any 2-tree
on 7 vertices with G 6= T (7). By Lemma 3.1(3), there exists w ∈ V (G) such that G − w
is a subgraph of F (6). By the definition of F (n), we have that dF (n)(x1) = dF (n)(xn) = 2,
dF (n)(x2) = dF (n)(xn−1) = 3 and dF (n)(x3) = · · · = dF (n)(xn−2) = 4, that is, the degree
sequence of F (n) is (4n−4, 32, 22).
If pi = (n−1, 5n−1), then pi′1 = (4
n−1). Clearly, G1 = F (n−1)+{x1xn−2, x1xn−1, x2xn−1} is a
realization of pi′1, and G1 contains F (6) on vertices x1, . . . , x6. Let G
′ be the graph obtained from
G1 by adding a new vertex x that is adjacent to each vertex of G1. Clearly, G
′ is a realization
of pi, and G′ contains every 2-tree on 7 vertices except for T (7) on vertices x, x1, . . . , x6 with
degrees n− 1, 5, . . . , 5.
If pi = (n−2, 5n−2, 4), then pi′1 = (4
n−1). Clearly, G1 = F (n−1)+{x1xn−2, x1xn−1, x2xn−1}
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is a realization of pi′1, and G1 contains F (6) on vertices x1, . . . , x6. Let G
′ be the graph obtained
from G1 by adding a new vertex x that is adjacent to x1, . . . , xn−2. Clearly, G
′ is a realization
of pi, and G′ contains every 2-tree on 7 vertices except for T (7) on vertices x, x1, . . . , x6 with
degrees n− 2, 5, . . . , 5.
If pi = (n−1, 5n−3, 42), then pi′1 = (4
n−3, 32). Clearly, G1 = F (n−1)+{x1xn−2, x2xn−1} is a
realization of pi′1, and G1 contains F (6) on vertices x2, . . . , x7. Let G
′ be the graph obtained from
G1 by adding a new vertex x that is adjacent to each vertex of G1. Clearly, G
′ is a realization
of pi, and G′ contains every 2-tree on 7 vertices except for T (7) on vertices x, x2, . . . , x7 with
degrees n− 1, 5, . . . , 5.
If pi = (n− 1, 5n−2, 3), then pi′1 = (4
n−2, 2). Clearly,
G1 = F (n− 1) + {x1xn−2, x1xn−3, x2xn−2} − xn−2xn−3
is a realization of pi′1, and G1 contains F (6) on vertices x1, . . . , x6. Let G
′ be the graph obtained
fromG1 by adding a new vertex x that is adjacent to each vertex ofG1. Clearly, G
′ is a realization
of pi, and G′ contains every 2-tree on 7 vertices except for T (7) on vertices x, x1, . . . , x6 with
degrees n− 1, 5, . . . , 5.
If pi = (n− 3, 5n−1), then pi′1 = (5
2, 4n−3). Clearly,
G1 = F (n− 1) + {x1xn−2, x1xn−1, x2xn−2, x2xn−1}
is a realization of pi′1, and G1 contains F (6) on vertices x3, . . . , x8. Let G
′ be the graph obtained
from G1 by adding a new vertex x that is adjacent to x1, x3, x4, . . . , xn−3, xn−1. Clearly, G
′
is a realization of pi, and G′ contains every 2-tree on 7 vertices except for T (7) on vertices
x, x3, . . . , x8 with degrees n− 3, 5, . . . , 5. ✷
Lemma 4.2.5 Let t ≥ 3, n ≥ 18t + 6 and pi = (d1, . . . , dn) ∈ GSn with dn ≥ 2t − 1 and
σ(pi) > 4tn− 2n− 4t2 + 2t+ 2. Then pi is potentially A′′(3t+ 1)-graphic.
Proof. We only need to prove the following two claims.
Claim 1 If pi satisfies one of (d)–(g), then pi is potentially A′′(3t+ 1)-graphic.
Proof of Claim 1. If d3t+1 ≥ 6t − 1, by Theorem 2.5, then pi has a realization containing
K3t+1, and hence pi is potentially A
′′(3t+1)-graphic by Theorem 2.4. Assume that d3t+1 ≤ 6t−2.
By Lemma 4.2.1, we have di ≥ 3t+ 1− ⌈
i
2⌉ for i = 1, . . . , 2t− 3, d2t−1 ≥ 2t+ 1 and d2t+2 ≥ 2t.
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It is enough to prove that pi3t+1 is graphic by Lemma 4.2.2 and Proposition 4.2.1. If pi satisfies
(d) or (e), by Lemma 4.2.3(1), then
pi3t+1 = (d
(3t+1)
3t+2 , . . . , d
(3t+1)
3t+1+s3t+1
, d3t+1+s3t+1+1, . . . , dn).
If pi satisfies (f) or (g), by Lemma 4.2.3(2), then
pi3t+1 = (d
(3t+1)
3t+2 , . . . , d
(3t+1)
3t+1+s3t+1
, d
(1)
3t+1+s3t+1+1
, . . . , d(1)n ).
If s3t+1 < n− (3t+1), by d
(3t+1)
3t+2 ≤ d3t+1 ≤ 6t− 2 and dn ≥ d
(1)
n ≥ dn − 1 ≥ 2t− 2 ≥ 2, then we
have that
1
2t−2
⌊
(6t−2+2t−2+1)2
4
⌋
≤ (6t−2+2t−2+1)
2
4(2t−2)
= (8t−3)
2
8(t−1)
= 64t
2−48t+9
8(t−1)
= 64t(t−1)+16(t−1)+258(t−1)
≤ 8t+ 2 + 2 ≤ n− (3t+ 1).
By Theorem 2.3, pi3t+1 is graphic. If s3t+1 = n − (3t + 1), then d
(3t+1)
3t+2 − d
(3t+1)
n ≤ 1. Denote
d
(3t+1)
n = m. If m = 0, then by d
(3t+1)
3t+2 ≤ 1 and σ(pi3t+1) being even, pi3t+1 is clearly graphic. If
m ≥ 1, then d
(3t+1)
3t+2 ≤ m+ 1, and hence
1
m
⌊
(m+ 1 +m+ 1)2
4
⌋
=
(m+ 1)2
m
≤ m+ 3 ≤ 6t− 2 + 3 ≤ n− (3t+ 1).
By Theorem 2.3, pi3t+1 is also graphic. This proves Claim 1. ✷
Claim 2 If pi satisfies one of (a)–(c), then pi is potentially A′′(3t+ 1)-graphic.
Proof of Claim 2. We use induction on t. Let G be any 2-tree on 3t + 1 vertices, and let
x, y, z ∈ V (G) so that xy ∈ C(G) and xy is attached by the ear z. Denote H = G − {x, y, z}.
By Lemma 4.3, H is a spanning subgraph of some 2-tree T on 3(t − 1) + 1 vertices and T 6=
T (3(t− 1) + 1).
If t = 3, by the definition of ρ, we can see that n − 2 ≥ 58, ρn−2 ≥ 5 − 2 = 3 and
σ(ρ) = σ(pi)− 2d1− 2d2+2 > 10n− 28− 4(n− 1)+ 2 = 6(n− 2)− 10. By Lemma 4.2.4, ρ has a
realization G1 in which the subgraph F induced by the vertices with degrees ρ1, . . . , ρ7 contains
every 2-tree on 7 vertices except for T (7). Denote F ′ to be the graph obtained from F by adding
three new vertices x, y, z such that x, y are adjacent to each vertex of F and xy, xz, yz ∈ E(F ′).
Since F contains T (and hence H), we have that F ′ contains G. By the arbitrary of G, F ′
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contains every 2-tree on 10 vertices. Moreover, by Lemma 4.4 (the case of k = 10), we have
ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ8 = d10 − 2. This is implies that pi has a realization G
′ in which
the subgraph induced by the vertices with degrees d1, . . . , d10 contains F
′. In other words, pi is
potentially A′′(10)-graphic.
If t ≥ 4, by the definition of ρ, then we have that n− 2 ≥ 18(t− 1) + 6, ρn−2 ≥ 2t− 1− 2 =
2(t − 1) − 1 and σ(ρ) = σ(pi) − 2d1 − 2d2 + 2 > 4tn − 2n − 4t
2 + 2t + 2 − 4(n − 1) + 2 =
4(t−1)(n−2)−2(n−2)−4(t−1)2 +2(t−1)+2. If ρ satisfies one of (d)–(g), by Claim 1, then ρ
is potentially A′′(3(t− 1) + 1)-graphic. If ρ satisfies one of (a)–(c), by the induction hypothesis,
then ρ is also potentially A′′(3(t − 1) + 1)-graphic. This implies that ρ has a realization G1
in which the subgraph F induced by the vertices with degrees ρ1, . . . , ρ3(t−1)+1 contains every
2-tree on 3(t− 1) + 1 vertices. Denote F ′ to be the graph obtained from F by adding three new
vertices x, y, z such that x, y are adjacent to each vertex of F and xy, xz, yz ∈ E(F ′). Since
F contains T (and hence H), we have that F ′ contains G. By the arbitrary of G, F ′ contains
every 2-tree on 3t + 1 vertices. Moreover, by Lemma 4.4 (the case of k = 3t + 1), we have
ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ3t−1 = d3t+1 − 2. This is implies that pi has a realization G
′
in which the subgraph induced by the vertices with degrees d1, . . . , d3t+1 contains F
′. In other
words, pi is potentially A′′(3t+ 1)-graphic. This proves Claim 2. ✷
Lemma 4.2.6 Let t ≥ 3, n = 18t+6+ s with 0 ≤ s ≤ 20t2+5t− 1 and pi = (d1, . . . , dn) ∈
GSn with σ(pi) > 4tn− 2n + 36t
2 + 12t− 2s. Then pi is potentially A′(3t+ 1)-graphic.
Proof. We use induction on s. If s = 0, then n = 18t + 6 and σ(pi) ≥ 4tn − 2n + 36t2 +
12t + 2 = 2n(3t + 1 − 2) + 2. By Theorem 2.6, pi has a realization containing K3t+1, and
hence pi is potentially A′(3t + 1)-graphic. Suppose now that 1 ≤ s ≤ 20t2 + 5t − 1. Then
σ(pi) > 4tn − 2n − 4t2 + 2t + 2. If dn ≥ 2t − 1, then pi is potentially A
′(3t + 1)-graphic
by Lemma 4.2.5. If dn ≤ 2t − 2, then pi
′
n = (d
′
1, . . . , d
′
n−1) satisfies σ(pi
′
n) = σ(pi) − 2dn >
4tn − 2n + 36t2 + 12t − 2s − 2(2t − 2) = 4t(n − 1) − 2(n − 1) + 36t2 + 12t − 2(s − 1). By the
induction hypothesis, pi′n is potentially A
′(3t+ 1)-graphic, and hence so is pi. ✷
Proof of Theorem 4.2. Let t ≥ 3, n ≥ 20t2 + 23t + 5 and pi = (d1, . . . , dn) ∈ GSn
with σ(pi) > 4tn − 2n − 4t2 + 2t + 2. We only need to prove that pi is potentially A′(3t + 1)-
graphic. We use induction on n. If n = 20t2 + 23t + 5, by Lemma 4.2.6 (s = 20t2 + 5t − 1),
then pi is potentially A′(3t + 1)-graphic. Assume that n ≥ 20t2 + 23t + 6. If dn ≥ 2t − 1,
by Lemma 4.2.5, then pi is potentially A′(3t + 1)-graphic. If dn ≤ 2t − 2, then pi
′
n satisfies
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σ(pi′n) = σ(pi)− 2dn > 4tn− 2n− 4t
2 + 2t+ 2− 2(2t− 2) > 4t(n− 1)− 2(n− 1)− 4t2 + 2t+ 2.
By the induction hypothesis, pi′n is potentially A
′(3t+ 1)-graphic, and hence so is pi. ✷
4.3. Proof of Theorem 4.3
Lemma 4.3.1 Let t ≥ 2, n ≥ 18t+12 and pi = (d1, . . . , dn) ∈ GSn with σ(pi) > 4tn−4t
2−2t.
Then
(1) di ≥ 3t+ 2− ⌈
i
2⌉ for i = 1, . . . , 2t− 1 and d2t+1 ≥ 2t+ 1;
(2) di ≥ 2(3t+ 3− i) for i = 2t+ 3, . . . , 3t+ 2.
Proof. (1) If there is an even s with 2 ≤ s ≤ 2t−2 such that ds ≤ 3t+2−⌈
s
2⌉−1 = 3t+1−
s
2 ,
then
σ(pi) ≤ (s− 1)(n − 1) + (3t+ 1− s2)(n− s+ 1)
= s
2
2 − s(3t−
n
2 +
5
2) + 3tn+ 3t+ 2.
Denote f(s) = s
2
2 − s(3t−
n
2 +
5
2) + 3tn+ 3t+ 2. Since 2 ≤ s ≤ 2t− 2, we have that
σ(pi) ≤ f(s) ≤ max{f(2), f(2t − 2)}
= max{3tn+ n− 3t− 1, 4tn − 4t2 − n+ 9}
= max{4tn− 4t2 − 2t− [(t− 1)n+ 4t2 + t+ 1], 4tn − 4t2 − 2t− (n− 2t− 9)}
≤ 4tn− 4t2 − 2t,
a contradiction. Hence di ≥ 3t+ 2− ⌈
i
2⌉ for even s with 2 ≤ s ≤ 2t− 2.
If there is an odd s with 1 ≤ s ≤ 2t+1 such that ds ≤ 3t+2−⌈
s
2⌉− 1 = 3t+1−
s+1
2 , then
σ(pi) ≤ (s− 1)(n − 1) + (3t+ 1− s+12 )(n− s+ 1)
= s
2
2 − s(3t−
n
2 + 2) + 3tn+ 3t−
n
2 +
3
2 .
Denote g(s) = s
2
2 − s(3t−
n
2 + 2) + 3tn+ 3t−
n
2 +
3
2 . Since 1 ≤ s ≤ 2t+ 1, we have that
σ(pi) ≤ g(s) ≤ max{g(1), g(2t + 1)}
= max{3tn, 4tn − 4t2 − 2t}
= max{4tn − 4t2 − 2t− [(n− 4t)(t− 1) + (n− 6t)], 4tn − 4t2 − 2t}
= 4tn− 4t2 − 2t,
a contradiction. Hence di ≥ 3t+2−⌈
i
2⌉ for odd s with 1 ≤ s ≤ 2t+1, that is, di ≥ 3t+2−⌈
i
2⌉
for odd s with 1 ≤ s ≤ 2t− 1 and d2t+1 ≥ 3t+ 2− ⌈
2t+1
2 ⌉ = 2t+ 1.
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(2) If there is an s with 2t+3 ≤ s ≤ 3t+2 such that ds ≤ 6t− 2s+5, by Theorem 2.2, then
σ(pi) =
n∑
i=1
di =
s−1∑
i=1
di +
n∑
i=s
di ≤ ((s − 2)(s − 1) +
n∑
i=s
min{s− 1, di}) +
n∑
i=s
di
= (s− 2)(s − 1) + 2
n∑
i=s
di ≤ (s− 2)(s − 1) + 2(6t− 2s+ 5)(n − s+ 1)
= 5s2 − (12t+ 4n+ 17)s + 12tn + 12t+ 10n + 12.
Denote h(s) = 5s2 − (12t + 4n + 17)s + 12tn + 12t + 10n + 12. Since 2t + 3 ≤ s ≤ 3t + 2, we
have that
σ(pi) ≤ h(s) ≤ max{h(2t+ 3), h(3t + 2)}
= max{4tn− 2n − 4t2 + 2t+ 6, 2n + 9t2 − 3t− 2}
= max{4tn− 4t2 − 2t− (2n− 4t− 6),
4tn− 4t2 − 2t− [(n− 4t)(4t − 2) + (3t2 − 7t+ 2)]}
≤ 4tn− 4t2 − 2t,
a contradiction. ✷
We now define a new graph G(3t + 2) for t ≥ 2 as follows. Let V (K2t+2) = {v1, . . . , v2t+2}
and G(3t + 2) be the graph obtained from the graph K2t+2 − v2tv2t+2 by adding new vertices
x1, . . . , xt and joining xi to v1, . . . , v2i for 1 ≤ i ≤ t.
Lemma 4.3.2 If t ≥ 2 and G is any 2-tree on 3t+ 2 vertices, then G(3t+ 2) contains G.
Proof. We use induction on t. Let xy ∈ C(G) so that xy is attached by the ear z. Denote
H = G − {x, y, z}. By Lemma 4.3, H is a spanning subgraph of some 2-tree T on 3(t − 1) + 2
vertices and T 6= T (3(t−1)+2). Assume that t = 2. ThenG(8)−{v1, v2, x1} = K5−E(P4). Since
K5 − E(P4) and T (5) are the only two 2-trees on 5 vertices, we have that G(8) − {v1, v2, x1}
contains any 2-tree T on 5 vertices, where T 6= T (5). Hence H is a spanning subgraph of
G(8) − {v1, v2, x1}. Putting x, y and z on v1, v2 and x1 respectively, we can see that G(8)
contains G. If t ≥ 3, then G(3t + 2) − {v1, v2, x1} = G(3(t − 1) + 2) contains T , and hence
contains H. Putting x, y and z on v1, v2 and x1 respectively, we can see that G(3t+2) contains
G. ✷
Let t ≥ 2, n ≥ 18t+ 12 and pi = (d1, . . . , dn) ∈ GSn satisfy
(i) di ≥ 3t+ 2− ⌈
i
2⌉ for i = 1, . . . , 2t− 1 and d2t+1 ≥ 2t+ 1, and
(ii) dn ≥ 2t.
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We now define sequence pi0, pi1, . . . , pi3t+2 as follows. Let pi0 = pi. We define the sequence
pi1 = (d
(1)
2 , . . . , d
(1)
3t+2, d
(1)
3t+3, . . . , d
(1)
n )
from pi0 by deleting d1, decreasing the first d1 remaining nonzero terms each by one unity, and
then reordering the last n− (3t+ 2) terms to be non-increasing.
For 2 ≤ i ≤ 3t+ 2 and i 6= 2t, we define the sequence
pii = (d
(i)
i+1, . . . , d
(i)
3t+2, d
(i)
3t+3, . . . , d
(i)
n )
from
pii−1 = (d
(i−1)
i , . . . , d
(i−1)
3t+2 , d
(i−1)
3t+3 , . . . , d
(i−1)
n )
by deleting d
(i−1)
i , decreasing the first d
(i−1)
i remaining nonzero terms each by one unity, and
then reordering the last n− (3t+ 2) terms to be non-increasing.
For i = 2t and d2t ≥ 2t+2, the definition of pi2t is as above. For i = 2t and d2t = 2t+1, we
define the sequence
pi2t = (d
(2t)
2t+1, . . . , d
(2t)
3t+2, d
(2t)
3t+3, . . . , d
(2t)
n )
from
pi2t−1 = (d
(2t−1)
2t , . . . , d
(2t−1)
3t+2 , d
(2t−1)
3t+3 , . . . , d
(2t−1)
n )
by deleting d
(2t−1)
2t , decreasing the first d
(2t−1)
2t remaining nonzero terms each by one unity except
for the term d
(2t−1)
2t+2 , and then reordering the last n− (3t+ 2) terms to be non-increasing.
By the definition of pi3t+2, the following Proposition 4.3.1 is obvious.
Proposition 4.3.1 Let t ≥ 2, n ≥ 18t + 12 and pi = (d1, . . . , dn) ∈ GSn satisfy (i)–(ii).
If pi3t+2 is graphic, then pi has a realization containing G(3t + 2) on those vertices with degrees
d1, . . . , d3t+2.
Lemma 4.3.3 Let t ≥ 2, n ≥ 18t+12 and pi = (d1, . . . , . . . , dn) ∈ GSn satisfy (i)–(ii). For
each pii = (d
(i)
i+1, . . . , d
(i)
3t+2, d
(i)
3t+3, . . . , d
(i)
n ), let si = max{j|d
(i)
3t+3 − d
(i)
3t+2+j ≤ 1}.
(1) If pi satisfies (d) or (e), where (d) d1 ≤ n− 2, d3t+2 > dd2+2 and d3t+2− dd1+2 ≤ 1 and
(e) d1 ≤ n− 2, d3t+2 = dd2+2 and dd2+2 = dd1+2, then d
(3t+2)
3t+2+r = d3t+2+r for r > s3t+2.
(2) If pi satisfies (f) or (g), where (f) d1 = n − 1, d2 ≤ n − 2 and d3t+2 = dd2+2 and (g)
d1 ≤ n− 2, d3t+2 = dd2+2 and dd2+2 > dd1+2, then d
(3t+2)
3t+2+r = d
(1)
3t+2+r for r > s3t+2.
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Proof. The proof of Lemma 4.3.3 is similar to that of Lemma 3.5. ✷
Lemma 4.3.4 Let t ≥ 2, n ≥ 18t + 12 and pi = (d1, . . . , dn) ∈ GSn with dn ≥ 2t and
σ(pi) > 4tn− 4t2 − 2t. Then pi is potentially A′′(3t+ 2)-graphic.
Proof. We only need to prove the following two claims.
Claim 1 If pi satisfies one of (d)–(g), then pi is potentially A′′(3t+ 2)-graphic.
Proof of Claim 1. If d3t+2 ≥ 6t + 1, by Theorem 2.5, then pi has a realization containing
K3t+2, implying that pi is potentially A
′′(3t+2)-graphic by Theorem 2.4. Assume that d3t+2 ≤ 6t.
By Lemma 4.3.1, we have di ≥ 3t+2−⌈
i
2⌉ for i = 1, . . . , 2t− 1 and d2t+1 ≥ 2t+1. It is enough
to prove that pi3t+2 is graphic by Lemma 4.3.2 and Proposition 4.3.1. If pi satisfies (d) or (e), by
Lemma 4.3.3(1), then
pi3t+2 = (d
(3t+2)
3t+3 , . . . , d
(3t+2)
3t+2+s3t+2 , d3t+2+s3t+2+1, . . . , dn).
If pi satisfies (f) or (g), by Lemma 4.3.3(2), then
pi3t+2 = (d
(3t+2)
3t+3 , . . . , d
(3t+2)
3t+2+s3t+2
, d
(1)
3t+2+s3t+2+1
, . . . , d(1)n ).
If s3t+2 < n − (3t + 2), by d
(3t+2)
3t+3 ≤ d3t+2 ≤ 6t and dn ≥ d
(1)
n ≥ dn − 1 ≥ 2t − 1 ≥ 3, then we
have that
1
2t−1
⌊
(6t+2t−1+1)2
4
⌋
≤ (6t+2t−1+1)
2
4(2t−1)
= 64t
2
8t−4
= 8t(8t−4)+4(8t−4)+168t−4
≤ 8t+ 4 + 2 ≤ n− (3t+ 2).
By Theorem 2.3, pi3t+2 is graphic. If s3t+2 = n − (3t + 2), then d
(3t+2)
3t+3 − d
(3t+2)
n ≤ 1. Denote
d
(3t+2)
n = m. If m = 0, by d
(3t+2)
3t+3 ≤ 1 and σ(pi3t+2) being even, then pi3t+2 is clearly graphic. If
m ≥ 1, then d
(3t+2)
3t+3 ≤ m+ 1, and hence
1
m
⌊
(m+ 1 +m+ 1)2
4
⌋
=
(m+ 1)2
m
≤ m+ 3 ≤ 6t+ 3 ≤ n− (3t+ 2).
By Theorem 2.3, pi3t+2 is also graphic. This proves Claim 1. ✷
Claim 2 If pi satisfies one of (a)–(c), then pi is potentially A′′(3t+ 2)-graphic.
Proof of Claim 2. We use induction on t. Let G be any 2-tree on 3t + 2 vertices, and let
x, y, z ∈ V (G) so that xy ∈ C(G) and xy is attached by the ear z. Denote H = G − {x, y, z}.
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By Lemma 4.3, H is a spanning subgraph of some 2-tree T on 3(t − 1) + 2 vertices and T 6=
T (3(t− 1) + 2).
If t = 2, by the definition of ρ, we can see that n−2 ≥ 46 and σ(ρ) = σ(pi)−2d1−2d2+2 >
8n−20−4(n−1)+2 = 4(n−2)−6. By Theorem 2.7(4) and Theorem 2.4, ρ has a realization G1
in which the subgraph F induced by the vertices with degrees ρ1, . . . , ρ5 contains K5 − E(P4).
Note that K5−E(P4) and T (5) are the only two 2-trees on 5 vertices. Denote F
′ to be the graph
obtained from F by adding three new vertices x, y, z such that x, y are adjacent to each vertex
of F and xy, xz, yz ∈ E(F ′). Since F contains T (and hence H), we have that F ′ contains G.
By the arbitrary of G, F ′ contains every 2-trees on 8 vertices. Moreover, by Lemma 4.4 (the
case of k = 8), we have ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ6 = d8 − 2. This implies that pi has a
realization G′ in which the subgraph induced by the vertices with degrees d1, . . . , d8 contains
F ′. In order words, pi is potentially A′′(8)-graphic.
If t ≥ 3, by the definition of ρ, then n − 2 ≥ 18(t − 1) + 12, ρn−2 ≥ 2t − 2 = 2(t − 1) and
σ(ρ) = σ(pi)−2d1−2d2+2 > 4tn−4t
2−2t−4(n−1)+2 = 4(t−1)(n−2)−4(t−1)2−2(t−1). If
ρ satisfies one of (d)–(g), by Claim 1, then ρ is potentially A′′(3(t−1)+2)-graphic. If ρ satisfies
one of (a)–(c), by the induction hypothesis, then ρ is also potentially A′′(3(t− 1) + 2)-graphic.
This implies that ρ has a realization G1 in which the subgraph F induced by the vertices with
degrees ρ1, . . . , ρ3(t−1)+2 contains every 2-tree on 3(t−1)+2 vertices. Denote F
′ to be the graph
obtained from F by adding three new vertices x, y, z such that x, y are adjacent to each vertex
of F and xy, xz, yz ∈ E(F ′). Since F contains T (and hence H), we have that F ′ contains G.
By the arbitrary of G, F ′ contains every 2-trees on 3t + 2 vertices. Moreover, by Lemma 4.4
(the case of k = 3t+2), we have ρ1 = d3 − 2, ρ2 = d4 − 2, . . . , ρ3t = d3t+2 − 2. This implies that
pi has a realization G′ in which the subgraph induced by the vertices with degrees d1, . . . , d3t
contains F ′. In order words, pi is potentially A′′(3t)-graphic. This proves Claim 2. ✷
Lemma 4.3.5 Let t ≥ 2, n = 18t+12+s with 0 ≤ s ≤ 20t2+13t and pi = (d1, . . . , dn) ∈ GSn
with σ(pi) > 4tn+ 36t2 + 24t− 2s. Then pi is potentially A′(3t+ 2)-graphic.
Proof. We use induction on s. If s = 0, then n = 18t+12 and σ(pi) ≥ 4tn+36t2+24t+2 =
2n(3t+2−2)+2. By Theorem 2.6, pi has a realization containingK3t+2. and hence pi is potentially
A′(3t+2)-graphic. Suppose now that 1 ≤ s ≤ 20t2+13t. Then σ(pi) > 4tn−4t2−2t. If dn ≥ 2t,
then pi is potentially A′(3t+2)-graphic by Lemma 4.3.4. If dn ≤ 2t−1, then pi
′
n = (d
′
1, . . . , d
′
n−1)
satisfies σ(pi′n) = σ(pi)−2dn > 4tn+36t
2+24t−2s−2(2t−1) = 4t(n−1)+36t2+24t−2(s−1).
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By the induction hypothesis, pi′n is potentially A
′(3t+ 2)-graphic, and hence so is pi. ✷
Proof of Theorem 4.3. Let t ≥ 2, n ≥ 20t2 + 31t + 12 and pi = (d1, . . . , dn) ∈ GSn
with σ(pi) > 4tn − 4t2 − 2t. We only need to prove that pi is potentially A′(3t + 2)-graphic.
We use induction on n. If n = 20t2 + 31t + 12, by Lemma 4.3.5 (s = 20t2 + 13t), then pi is
potentially A′(3t + 2)-graphic. Assume that n ≥ 20t2 + 31t + 13. If dn ≥ 2t, by Lemma 4.3.4,
then pi is potentially A′(3t+ 2)-graphic. If dn ≤ 2t− 1, then pi
′
n satisfies σ(pi
′
n) = σ(pi) − 2dn >
4tn− 4t2 − 2t− 2(2t− 1) > 4t(n− 1)− 4t2 − 2t. By the induction hypothesis, pi′n is potentially
A′(3t+ 2)-graphic, and hence so is pi. ✷
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