Abstract. We prove a formula for the multiplier ideals of stratified locally conical divisors, generalizing a formula of Mustata for a hyperplane arrangement with a reduced equation. We also give a partial converse to a result of Ein, Lazarsfeld, Smith, and Varolin on the relation between the jumping coefficients and the roots of the Bernstein-Sato polynomial.
Introduction
Let X be a complex manifold, and D be an effective divisor on it. For a positive rational number α, the multiplier ideal J(αD) is a coherent ideal of the structure sheaf O X , and is defined by using an embedded resolution of (X, D) (see [4] , [5] , etc.) or the local integrability of |g| 2 /|f | 2α for g ∈ O X , where f is a local defining equation of D (see [2] , [13] , etc.) This gives a decreasing filtration on O X , and it coincides essentially with the V -filtration constructed by M. Kashiwara [8] and B. Malgrange [11] , see [1] . The numbers α at which J(αD) jump are called the jumping coefficients. It was shown in [5] that these numbers which are less than or equal to 1 are roots of the b-function (i.e. the Bernstein-Sato polynomial) up to sign, see (3.1) below for a partial converse.
In general it is not easy to calculate J(αD) explicitly except for some special cases, see [6] , [7] , [12] , etc. In this paper, we give an explicit formula if D is a stratified locally conical divisor, i.e. if D is locally defined by a weighted homogeneous polynomial with nonnegative weights, and the zero weight part, which is the limit of the (local) C * -action, is given by the stratum passing the point, see (1.2) for the details. We have a (shifted) decreasing filtration G x on O X,x associated to the weights for each x ∈ D. Let D nnc denote the set of points of D with non normal crossing singularities. 0.1. Theorem. Let X be a complex manifold, and D be a stratified locally conical divisor. Then a section g of O X belongs to J(αD) if and only if g x ∈ O X,x belongs to G >α x for any
This generalizes a formula of Mustata [12] for a hyperplane arrangement (with a reduced equation). The formula becomes especially simple in the following case. 0.2. Corollary. Assume D is the affine cone of a reduced divisor with normal crossings on a projective space. Let d be the degree of a defining equation of D, and n = dim X. Then for α < 1, J(αD) is generated by the monomials whose degree is at least [αd] − n + 1, where [αd] is the integer part of αd.
We have a similar formula for isolated singularities with nondegenerate Newton boundary, see (2.5) . The assumption of Corollary (0.2) is satisfied in the case of a general central arrangement (with a reduced equation), see also [12] . In this case, the b-function is determined by Walther [16] . His formula can be reduced to the assertion that the roots of the b-function is strictly greater than −2, using [3] , [11] , see (3.3) below.
The proof of Theorem (0.1) uses the above analytic definition of the multiplier ideals together with some commutative algebra, see (2.1-2). It may be simpler than the argument in [12] . In the isolated singularity case, it is related to [10] . 
and id × φ λ : Y × C r → Y × C r will be denoted also by φ λ . Then φ * λ f = λf . 1.2. Stratified locally conical divisors. We say that a divisor D on a complex manifold X is a locally conical divisor along a smooth submanifold Z if for each z ∈ Z, there exist a point y of a complex manifold Y and a conical divisor D ′ with positive weights on
as complex manifolds with two subvarieties. Note that the weights are not necessarily unique in general.
Let D be an effective divisor on a complex manifold X. Let D nnc be the largest closed subset of D such that D \ D nnc is a divisor with normal crossings on X \ D nnc . We say that D with a stratification {S i } of D nnc is a stratified locally conical divisor, if D is a locally conical divisor along S i for each i.
Shifted filtrations along strata.
With the notation of (1.1), let X = Y × C r . For x = (y, 0) and g ∈ O X,x , we have the expansion
We define a decreasing filtration G of ideals of O X,x such that G α is generated by x
with i w i (ν i + 1) ≥ α (i.e. g ∈ G α if and only if g β vanishes for β < α). This is called the associated shifted filtration.
If D is a locally conical divisor along Z or a stratified locally conical divisor for a stratification {S i } as in (1.2-3), this gives an associated shifted filtration G x on O X,x for each x ∈ Z or D nnc . (This is not necessarily unique in general.) For x ∈ D\Sing D red , let h be a local defining equation of D red , and m be the multiplicity of D at x. Then for α > 0, we define
where i is the minimal integer such that i ≥ mα.
In general we define
Proof of Main Theorem
The following is the key to the proof of Theorem (0.1).
Proposition.
With the notation and the assumption of (
Proof. Since J(αD ′ ) is extended to a coherent sheaf on X, j * J(αD
and M , N be their completions by the filtration G x (which will be denoted by G in this subsection to simplify the notation). They coincide with the I-adic completion for the ideal I of Y × {0}. Since G α M is stable by the action of φ λ , the filtration G on M splits canonically. Thus, for g ∈ G α M , we have g = g α + g ′ with g ′ ∈ G >α M ∩ N , because g α ∈ N . So the assertion is reduced to
because it implies g α ∈ M . But (2.1.1) follows from the commutative diagram
where the bottom row is the I-adic completion of the top row. (Note that G >α M = (G >α M ) ∧ , and the vertical morphisms are injective by Krull's theorem.) This completes the proof of Proposition (2.1).
Proof of Theorem (0.1).
The assertion is well-known outside D nnc . We proceed by induction on strata. Since the assertion is local, we may assume X = Y × C r with Y = S i and D is defined by a homogeneous function f with positive weights (w 1 , · · · , w r ) as in (1.1). Let X ′ = X \ S i We first show that g ∈ J(αD) if g| X ′ ∈ J(α(D ∩ X ′ )) and g ∈ G >α x . We have the expansion g = β g β as in (1.3.1). By (2.1) we may assume g = g β , because (j * J(αD ′ ) ∩ O X )/J(αD) is annihilated by a sufficiently high power of the ideal of Y × {0} in the notation of (2.1) so that the assertion is clear if g ∈ G β x for β sufficiently large. We have a relatively compact open subset U of X ′ together with λ ∈ (0, 1) such that ∪ j≥0 φ λ j U contains U x \ S i where U x is a sufficiently small open neighborhood of x in X. (For example, use a function defined by ρ(x) = i≤r |x i | 1/w i so that ρ(φ λ x) = λρ(x).) Let ω = dx 1 ∧ · · · ∧ dx r ∧ dy 1 ∧ · · · ∧ dy n−r , where (y 1 , · · · , y n−r ) is a local coordinate system of Y . Then φ * λ j (g β ω) = λ jβ g β ω, and
So the assertion follows. Similarly, we see that
Here we may assume g ∈ G α x by replacing α with a smaller number if necessary. Then we may assume further that g = g α using the above argument. So the assertion follows by considering a sufficiently small open subset U of X ′ such that the φ λ j U (j ∈ N) are disjoint. This completes the proof of Theorem (0.1).
2.3.
Relation with the V -filtration. By [1] we have J(αD) = V α O X if α is not a jumping coefficients, where the filtration V on O X is induced by the V -filtration on
constructed by M. Malgrange [11] and M. Kashiwara [8] , see [1] for the notation. If α is a jumping coefficient, we have V α = V α−ε and J(αD) = J((α + ε)D) for ε > 0 sufficiently small.
Isolated singularities with nondegenerate Newton boundary.
Assume f has an isolated singularity with a nondegenerate Newton boundary [9] . Then we have a formula similar to Theorem (0.1) for α < 1. Here we assume that the expansion of f contains a monomial x m i i for each i. (This is allowed by the finite determinacy of isolated hypersurface singularities.) It induces a shifted Newton filtration G on O X,0 such that G α O X,0 is generated over O X,0 by the monomials x
for any (n − 1)-dimensional compact faces σ of the Newton boundary, where the w σ,i are positive rational numbers such that σ is contained in the hyperplane defined by i w σ,i ν i = 1.
Proposition. With the above notation and assumption, we have
Proof. By (2.3) it is enough to show the first assertion. The filtration V on B f induces the filtration V on the Gauss-Manin system, and the latter is also induced by the Newton filtration G on O X,0 , see [15] . So we see at least that V α O X,0 ⊂ G α O X,0 for α ≤ 1 considering their images in the Brieskorn lattice, because the Jacobian ideal (∂f ) is contained in V >1 . Then we get the equality by calculating the dimension of their graded pieces, which both give the multiplicity of the exponents. So the assertion follows.
Relation with the b-Function
The following gives a partial converse to a theorem of Ein, Lazarsfeld, Smith, and Varolin [5] that the jumping coefficients which are less than or equal to 1 are roots of the b-function (i.e. the Bernstein-Sato polynomial) up to sign.
3.1. Theorem. Let f be a germ of holomorphic function on a complex manifold (X, x). Assume there is a holomorphic vector field ξ such that ξf = f , and either the graded pieces of {J(αD)} α are supported on x for α < 1, or the Milnor monodromy of f at y = x is unipotent. Then the jumping coefficients which are less than or equal to 1 coincide up to sign with the roots of the b-function (i.e. the Bernstein-Sato polynomial ) which are greater than or equal to −1.
Proof. We may restrict to the jumping coefficients which are strictly smaller than 1, because it is well-known (and easy to prove) that 1 is a jumping coefficients and −1 is a roof of the b-function (considering at the smooth points of D red ). By (2.3) we can essentially replace J(αD) with V α O X . The b-function is the minimal polynomial of the action of s = −∂ t t on M/tM , where
s is identified with the D X [s]-submodule of B f generated by 1 ⊗ 1 which is identified with f s , see [11] . By ξf = f , we have
By the second condition, M/V 1 M ⊂ B f /V 1 B f is supported on {x}, and is generated by
(using the graded pieces of the filtration V ), because the dimension of the characteristic variety is n. Thus there is no α < 1 such that Gr (ii) The assertion of Theorem (3.1) trivially follows from [11] , if any rational number α in (α f , 1) such that exp(−2πiα) is an eigenvalue of the Milnor monodromy is a jumping coefficient, where α f is the minimal root of b f (−s)/(−s + 1) (which is equal to the the minimal jumping number). This condition is satisfied in the case of a general central arrangement. [16] (for a reduced equation f ). The roots of b f (−s) are j/d for n ≤ j ≤ 2d − 2 where n = dim X and d is the degree of the equation f , which is assumed to be larger than n. The multiplicity is n for α = 1, and 1 otherwise.
This assertion is actually equivalent to that the roots of b f (−s) is strictly smaller than 2, using [3] , [11] . Indeed, the unipotent monodromy part of the cohomology of the Milnor fiber H j (F 0 , Q) 1 is calculated by the cohomology of the complement of the corresponding divisor on the projective space, and the weight 2n−2 part of H n−1 (F 0 , Q) 1 does not vanish. This shows that the weight 2n−2 part of the nearby cycle sheaf does not vanish, because the weight does not increase by the restriction to a point. For the non unipotent monodromy part, the nearby cycle sheaf is identified with the cohomology of the Milnor fiber on which the action of the monodromy is semisimple. So the assertion on the multiplicity follows from [11] . We see that 2 − 1/d is not a root of b f (−s) because the dimension of the graded piece of the multiplier ideals at α = 1−1/d is d−2 n−1 , which coincides with dim H n−1 (F 0 , Q) λ for λ = exp(2πi/d) by [14] .
