ABSTRACT In this paper, we present a novel predictive model based on the kernel extreme learning machine (KELM) to predict the somatization disorder. Since the classification performance of KELM is largely affected by its two parameters, it is necessary to set two optimal parameters for it to ensure high prediction accuracy. In order to improve the accuracy of the prediction model, a new optimization strategy is used to optimize the parameters of KELM. The new optimization strategy adopted grey wolf optimization algorithm to generate high-quality initial populations for moth-flame optimization algorithm, called GWOMFO. The effectiveness of GWOMFO was first verified on the ten classic benchmark functions. The results show that the GWOMFO has provided consistently better results than other competitive algorithms. This reveals that high-quality initial populations can significantly improve the global search ability and convergence speed of search agents. Furthermore, the proposed GWOMFO-based KELM model was compared with other models, including a model based on GWO (GWO-KELM), a model based on MFO (MFO-KELM), a model based on genetic algorithm (GA-KELM), a model based on grid search method (Grid-KELM), a random forest, and the support vector machines, on the somatization disorder dataset. The simulation results show that the developed framework cannot only achieve higher prediction accuracy than other models but also has better robustness.
I. INTRODUCTION
Kernel extreme learning machine (KELM) [1] is a multiclass classifier developed based on extreme learning machine (ELM) [2] , [3] , which introduces kernel functions into ELM to improve its generalization ability on classification problems. KELM is essentially a single-layer forward neural network, which input layer weights are randomly generated and the output weights are directly calculated using the Moore-Penrose generalized inverse. It is different from other neural network algorithms such as SC2Net [4] and
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CNN [5] . This is the main reason why the training speed of KELM is faster than the traditional neural network algorithm based on the gradient descent method. Due to the excellent classification performance, KELM has been widely used in a wide variety of areas including activity recognition [6] , identification of foreign fibers in cotton [7] , 2-D profiles reconstruction [8] , bankruptcy prediction [9] , fault diagnosis [10] and disease diagnosis [11] , [12] .
However, the classification performance of KELM is mainly affected by its two parameters: penalty parameter C and kernel bandwidth γ . Parameter C controls the trade-off between the model complexity and the fitting error minimization and γ refers to the non-linear mapping from the input space to a high-dimensional feature space. Many studies [13] - [15] have shown that setting the appropriate parameters for KELM can maximize its classification performance. Traditionally, grid-search algorithm is most commonly used to set the optimal parameters of KELM, but the efficiency of this method is low, and it is not easy to identify the suitable parameters. In order to set the parameters of KELM more efficiently, many works have used meta-heuristic algorithms to search for the optimal parameters of KELM. These algorithms include particle swarm optimization (PSO) [16] , [17] , grasshopper optimization algorithm (GOA) [18] , fruit fly optimization algorithm (FOA) [12] , Bacterial foraging optimization (BFO) [19] , moth-flame optimization (MFO) [11] , and grey wolf optimization (GWO) [9] among others.
In the previous work, our team proposed using a chaotic MFO algorithm to optimize the two parameters in KELM [11] , then the optimal model is verified on the medical diagnosis problems, and positive results are obtained. In this study, an attempt was made to further improve the performance of KELM by using an enhanced MFO algorithm. MFO algorithm was developed by Mirjalili [20] and it simulates the behavior of moths, which seek out flames in the night through a navigation mechanism called transverse orientation. Due to its strong search ability, MFO has been applied to various fields. Allam et al. [21] applied MFO to the parameter extraction process of tested models. Li et al. [22] proposed the MFO to optimize the parameters in LSSVM and applied it to forecast the hybrid annual power load model. Zhao et al. [23] developed a hybrid electricity consumption forecasting method by using MFO to tune the parameters in the grey model with rolling mechanism. Aziz et al. [24] proposed using MFO to find the optimal threshold values. Mei et al. [25] proposed using MFO to solve the optimal reactive power dispatch problem. Li et al. [26] developed an artificial intelligence based diagnostic model based on support vector machine (SVM), where MFO was used to tune the two key parameters of SVM. For practical optimization problems, the limited searching capacity and slow convergence of basic MFO make it easily trap into local minimum. Therefore, many scholars proposed variety kinds of improved versions of MFO. Li et al. [27] presented an improved MFO via Lévy-flight strategy. Khalilpourazari and Khalilpourazary [28] presented a hybrid algorithm for solving constrained engineering optimization problems. In the proposed method, the spiral movement of moths in MFO was introduced to the Water Cycle Algorithm to enhance its searching ability. Reddy and Babu [29] presented a hybrid model with both MFO and Ant Lion Optimization to maximize the performance of cluster head selection in the network. Wang et al. [11] proposed a novel MFO via chaotic strategy to perform parameter optimization and feature selection for KELM.
In this research work, we studied the improvement of MFO from the perspective of population initialization. Many researchers have studied various population initialization techniques to improve the performance of evolutionary algorithms [30] . For example, some studies had claimed that advanced initialization techniques can increase the probability of finding global optima [31] , reduce the variation of final searching results [32] , decrease the computational costs [31] and improve the solution quality [33] . An improved MFO algorithm based on a new population initialization technique is proposed in this paper. The new population initialization technique uses the GWO algorithm to improve the initial population quality, so the improved MFO algorithm is called GWOMFO. The GWO algorithm has the characteristics of fast convergence and strong global search capability because of the diversity of population. We took the advantage of GWO to improve the initial population of the MFO algorithm. The effectiveness of GWOMFO was first verified on ten classic benchmark functions including unimodal and multimodal functions. The results show that GWOMFO has provided consistently better results than other competitive algorithms including traditional methods like PSO and DE, and recently introduced methods like GWO, MFO, GOA [34] , sine cosine algorithm (SCA) [35] and dragon fly algorithm (DA) [36] . Moreover, the resultant GWOMFO strategy was adopted to search the optimal parameters for KELM. The resultant GWOMFO-KELM model is used to predict the severity of somatization disorder. The proposed GWOMFO-KELM model was compared with other models, including model based on GWO (GWO-KELM), model based on MFO (MFO-KELM), model based on genetic algorithm (GA-KELM), model based on grid search method (Grid-KELM), random forest (RF) and support vector machines (SVM), on the somatization disorder dataset. In the experiment to verify the performance of the proposed predictive model, we compared it with the other six competitors. As the simulation results show, the GWOMFO-KELM model not only provides higher prediction accuracy but also is more stable than other models.
The main contributions of this study can be summarized as follows: a) A GWO-based population initialization technique is used to improve the performance of MFO algorithm and the improved MFO algorithm has been rigorously evaluated on 10 well-known benchmark functions. b) The improved MFO algorithm was used to optimize the parameters of the KELM and successfully constructed a somatization disorder predictive model GWOMFO-KELM. c) The proposed GWOMFO-KELM model not only provides higher prediction accuracy but also is more stable than other models. The structure of the paper can be given as follows: Section 2 includes description of the KELM, MFO and GWO. The proposed GWOMFO-KELM model is explained in detail in Section 3. Section 4 includes description of experimental setup. Section 5 consists of competitive results analysis of benchmark function and specific applications. Finally, Section 6 summarizes the conclusion and future work. VOLUME 7, 2019 II. BACKGROUND INFORMATION A. KERNEL EXTREME LEARNING MACHINE (KELM) KELM was first proposed by Huang et al. [1] . It is a multiclass classifier developed based on the ELM. KELM is essentially a single-layer forward neural network, which input layer weights are randomly generated and the output weights are directly calculated using the Moore-Penrose generalized inverse. KELM is much faster than traditional artificial neural network algorithms because it does not require time-consuming processes based on gradient descent. It also achieves the minimum training error and the minimum output weight norm.
In KELM, kernel functions are used for feature mapping. Kernel matrix can be described as follows:
Due to the output weights are directly calculated using the Moore-Penrose generalized inverse, the output function of KELM can be represented as the following equation:
where K (u, v) is the kernel function and γ is the width of the sample Gaussian distribution.
B. MOTH-FLAME OPTIMIZATION (MFO)
MFO is a recently developed swarm intelligence optimization algorithm [20] , which mimics the way moths fly at night for solving optimization problems. According to the mathematical model proposed for this algorithm, the MFO algorithm can be represented by a three tuple that is described as:
The I is a function that generates a random population of moths (M ) and their corresponding fitness values (OM). The P is the most important component of the MFO algorithm and its role is to update the position of M . The T function returns an answer of either true or false depending on whether the stop criterion is met or not. If the termination criterion is met, the function will return true. If the termination criterion is not met, the function will return false. In MFO, the position of each moth (M i ) is updated according to the corresponding flame (F j ), which can be described as:
where M i is i-th moth and F j refers to the j-th flame. The b is a constant and t is random value between −1 and 1. Function S is the mathematical model that simulates the spiral-flying path of moths and it allows the moth to move closer to the flame in a spiral motion rather than directly to the flame, which is a good balance between exploration and exploitation of the search space. It should be noted that an adaptive mechanism is employed for the number of flames to prevent the exploitation degradation of best promising solutions, which can be represented as the following equation.
where N represents the maximum number of flames, l means the current number of iteration and T indicates the maximum number of iterations.
C. GREY-WOLF OPTIMIZATION (GWO)
GWO was first proposed by Mirjalili et al. [37] that mimics the leadership hierarchy and hunting mechanism of grey wolves in nature. As like other swarm intelligence algorithms [38] - [43] , GWO has its own characteristics. In GWO, the grey wolves in leadership can be divided into three levels: Alpha (α), Beta (β), Delta (δ), and other grey wolves are subordinate, named Omega (ω), following these leading grey wolves. The hunting process is described into three stages: firstly, Alpha, Beta, and Delta estimate the position of the prey, and other wolves updates their positions randomly around the prey. Then the group of grey wolf tracks, surrounds and harasses the prey until it stops moving. Finally, grey wolves attack towards the prey. The hunting behavior of grey wolf can be represented by the following mathematical model:
where t is the current iteration, A and C are coefficient vectors, T is the position vector for the prey, and X shows the position vector of a grey wolf. a is linearly decreasing from 2 to 0 over the iteration process and r 1 , r 2 are random vectors in [0, 1] . In GWO, it is unknown whether the actual location of the prey in the search space. Alpha, Beta and Delta are used to guide other gray wolves because they are closer to the prey. Therefore, gray wolves can update position according to the following equation:
where X 1 , X 2 and X 3 represent the influence of Alpha, Beta, Delta on the grey wolf X , X 2 and X 3 are calculated in the same way as X 1 .
III. PROPOSED METHOD A. ENHANCED MOTH-FLAME OPTIMIZATION STRATEGY (GWOMFO)
Although MFO can effectively solve the optimization problem, it also has the shortcoming of slow convergence and easy to fall into local optimum. In order to improve the convergence speed and enhance the global search ability of MFO, GWO algorithm is adopted to initialize the initial population of MFO. This is because GWO has a strong global search capability and can provide a high quality initial population for MFO, thereby increasing the convergence speed of MFO. The flowchart of the GWOMFO strategy is shown in Fig.1 . The computational complexity of the proposed algorithm GWOMFO depends on the size of population (n), the dimension of the search space (d) and the maximum number of iterations (t). Therefore, the overall computational complexity is the position of all agents is O(n * d). The final computational complexity of the proposed method is O(GWOMFO)
B. PROPOSED GWOMFO-KELM MODEL
In this section, the proposed GWOMFO-KELM model is explained in detail. In GWOMFO-KELM, a novel GWOMFO strategy was employed to search the optimal parameters for KELM. As shown in Fig.1 , the proposed GWOMFO-KELM framework was comprised of two main procedures: generating initial population using the GWO algorithm and using the improved MFO algorithm to optimize the parameters of KELM.
It should be noted that 5-fold cross-validation (CV) is used to calculate the fitness of the search agent during the optimization process. These parameters are used to set the KELM model after GWOMFO has obtained the optimal parameters. 10-fold cross-validation method was employed to validate the performance of the developed method. The classification accuracy can be calculated using the following equation:
where ACC i is the accuracy value achieved by the KELM classifier on the i-th fold and k is the number of fold.
The main steps of GWOMFO-KELM are described in detail as follows:
• Step 1: Initialize the setting parameters of GWOMFO, including maximum number of iterations, population size, upper and lower bound of the variables.
• Step 2: Generating random population for GWO within the upper and lower bounds.
• Step 3: Generate initial population for MFO using GWO algorithm. Frist, randomly generated population is used as the initial population of GWO and evaluate the fitness VOLUME 7, 2019 of all search agents by KELM with agent as parameters. Then, the population is updated until the maximum number of iterations is reached. Finally use the last population as the initial population of MFO.
•
Step 4: Update the number of flames by the Eq.(11) and evaluate the fitness of all moths in population by KELM with moth as parameters.
Step 5: Update the flames according to the sorted moths.
• Step 6: Update the position of each moth with respect to its corresponding flame.
• Step 7: Check if any search agent goes beyond the search space and amend it.
• Step 8: Update iteration t, t = t + 1. If t is larger than maximum number of iterations, go to step 4.
• Step 10: Return the last flame as the optimal KELM parameter pair (C, γ ).
IV. EXPERIMENTAL DESIGN A. DATA DESCRIPTION
The dataset used in this study was obtained from the jurisdiction of Wenzhou Municipal Bureau of Justice. The dataset included the results of the Symptom Checklist 90 (SCL-90) of 419 inmates. Most of these inmates were sentenced to public surveillance, temporary execution outside prison, been suspended and ruling on parole personnel for mild offences. The SCL-90 is one of the world's most famous mental health test scales and is currently the most widely used outpatient checklist for mental disorders and mental illnesses. The somatization is mainly characterized by 12 subjective body discomforts which is presented in 15 ] respectively. The parameter settings for algorithms are presented in Table 2 .
V. EXPERIMENTAL RESULTS AND DISCUSSION

A. BENCHMARK FUNCTION VALIDATION
The proposed GWOMFO strategy was tested on 10 classic benchmark functions to validate its effectiveness. The ten multidimensional benchmark functions are shown in Table 3 . It consists of six unimodal (f 1 -f 6 ) and four multimodal (f 7 -f 10 ) benchmark functions. The GWOMFO is compared with other seven optimization algorithms including basic GWO, basic MFO, DA, GOA, SCA, PSO and DE. In order to ensure the reliability of the experimental results, all algorithms were executed independently on the benchmark function 30 times and then compared using average results. All algorithms are set to the same population size and number of iterations, 500 and 50, respectively. Table 4 presents the detailed results obtained by GWOMFO and other seven competitive algorithms on the ten multidimensional benchmark functions. The average (Ave), standard deviation (std) and the ranking of each algorithm for each benchmark problem are recorded in the table. As shown, GWOMFO has provided consistently better results than. According to the statistical result of f 1 -f 10 , it reveals that GWOMFO achieved best result on all benchmark functions, which reveals that GWOMFO has better searching ability and performs more stable. The GWO algorithm obtains the second-best solution on the nine test functions except for the sixth place on f 7 . According to the overall rank, GOA took the third place, followed by GA, DE, PSO, DA and SCA. Basic MFO algorithm took the last place. This indicates that GWO initial population has significantly improved MFO performance.
The convergence trends are also compared in Fig.2 and Fig.3. Fig.2 shows the convergence trends of GWOMFO on the six unimodal benchmark functions. It can be seen from the figure that the GWOMFO algorithm takes a leading position at the beginning of iteration on function f 1 . After 500 iterations, GWOMFO achieved the best solution. GWO converges very fast in the early stage but may lose search capability in the latter stage because of being trapped in local optima. DE has maintained a slow convergence speed, and finally made the third place. MFO, DA, GOA, SCA, and PSO all trapped in local optima due to the weaker search capability. For f 2 , GWOMFO still achieved the best solution. All other competitors have a very fast convergence speed in the early stages but the GWO takes the second place. For f 3 and f 4 , GWOMFO obtained the best solution. The GWO has a fast convergence speed and achieved second place. The PSO is prematurely trapped in local optima and finally made the third place. For f 5 , GWOMFO algorithm takes a leading position at the beginning of iteration. After 500 iterations, the GWO and DE obtained the same result, but DE still has search capability. For f 6 , the developed GWOMFO can reveal a fast convergence behavior and finally achieved the best solution. Fig.3 shows the convergence trends of GWOMFO on the four multimodal benchmark functions. From the figure we can find that GWOMFO algorithm has significant advantages compared with other algorithms on these multimodal benchmark functions. For f 7 and f 8 , GWOMFO has an excellent solution at the beginning of the iteration because of the highquality initial population. For f 9 and f 10 , it can be seen that the GWOMFO algorithm takes a leading position at the beginning of iteration and finally achieved the best solution. The GWO has a very fast convergence speed in the early stage but failed to jump out of the local optimum in the later stage. Based on the convergence trends, it is seen that the basic MFO has a poor global search capability and hard to find the global optimal solution. However, GWOMFO has a strong global search capability.
The ANOVA test of GWOMFO is depicted in Fig.4 and Fig.5 . From Fig.4 , it can be detected that GWOMFO has a smaller standard deviation than all other algorithms, which indicates that the GWOMFO has a stronger stability. Although GWO has a small standard deviation in these unimodal benchmark functions, it is not as stable as GWOMFO. The performance of MFO is unstable and its standard deviation on f 1 and f 5 is the largest. From Fig.5 , it can be seen that the performance of GWOMFO on multimodal benchmark function is also very stable. The standard deviation of GWO and MFO is smaller than that of GWOMFO, which reveals that the results obtained by GWOMFO are not only better than the basic GWO and basic MFO but also more stable.
B. RESULTS ON THE SOMATIZATION DISORDER DIAGNOSIS
In this experiment, we evaluated the effectiveness of the GWOMFO-KELM model using four commonly used metrics: classification accuracy (ACC), Matthews correlation coefficients (MCC), sensitivity and specificity. The detail results are shown in Table 5 . On average, GWOMFO-KELM obtained results of 95.46% classification accuracy, 89.91% Matthews correlation coefficient, 97.86% sensitivity and 90.71% specificity. In addition, we can observe in the experiments that KELM of two parameters can be obtained by dynamic GWOMFO algorithm, which can be attributed to these two parameters can be optimized by opposite bacteria algorithm adaptively according to the distribution of training data.
The proposed GWOMFO-KELM model is also compared with other six machine learning algorithms including MFO-KELM, Grid-KELM, GWO-KELM, GA-KELM, RF and SVM. As shown in Fig.6 , it is revealed that the GWOMFO-KELM model is better than the original MFO-KELM model in four evaluation indexes, and its variance is also smaller than that of original MFO-KELM model. It means that GWOMFO-KELM model has better The trend of prediction accuracy of all models during training is recorded and presented in Fig.7 . It can be seen that the GWOMFO-KELM model can rapidly converge to the optimal value. It suggests that GWOMFO algorithm has strong global search ability. The main reason is that the VOLUME 7, 2019 FIGURE 5. ANOVA test of GWOMFO on four multimodal benchmark functions. new population initialization technique based on the GWO algorithm provides MFO with a high-quality initial population. Inspecting the curves in Fig.7 , The GWO-KELM model needs more iterations to converge and the obtained solution is less than that of GWOMFO-KELM model. The GA algorithm has a weak global search capability, takes a long time to jump out of the local optimum, and the final result is not satisfactory.
VI. CONCLUSIONS AND FUTURE WORK
This study presents an enhanced KELM framework, called GWOMFO-KELM, for somatization disorder diagnosis. In GWOMFO-KELM model, the proposed GWOMFO strategy was adopted to optimize the parameters of KELM to make it have higher prediction accuracy. The GWOMFO is an improved MFO algorithm, which uses GWO to provide high quality initial populations for MFO. The effectiveness of GWOMFO was first verified on ten classic benchmark functions including unimodal and multimodal functions. The results show that GWOMFO has provided consistently better results than other seven competitive algorithms. The main reason may be that high-quality initial populations can speed VOLUME 7, 2019 up the MFO's convergence and strengthen its global exploration capabilities. Furthermore, in order to evaluate the performance of the GWOMFO-KELM model in diagnosing somatization disorder for community correction personnel, the proposed model was compared with six methods, the experimental results show that the GWOMFO-KELM model not only provides higher prediction accuracy but also is more stable than other models.
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