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Abstract—Inter-datacenter networks connect dozens of geo-
graphically dispersed datacenters and carry traffic flows with
highly variable sizes and different classes. Adaptive flow routing
can improve efficiency and performance by assigning paths to
new flows according to network status and flow properties. A
popular approach widely used for traffic engineering is based on
current bandwidth utilization of links. We propose an alternative
that reduces bandwidth usage by up to at least 50% and flow
completion times by up to at least 40% across various scheduling
policies and flow size distributions.
Index Terms—Traffic Engineering; Flow Completion Times;
Wide Area Networks; Adaptive Flow Routing; Inter-Datacenter;
I. INTRODUCTION
Inter-datacenter networks that are managed by one organi-
zation connect dozens of geographically dispersed datacenters
offering dedicated bandwidth and high visibility into network
status. Traffic over these networks can generally be classi-
fied as interactive user flows which are highly sensitive to
latency and internal flows generated due to internal business
operations. Internal flows are less sensitive to initial routing
latency, can be significantly larger than user flows, can vary
by several orders of magnitude in demand (size) [1], and
constitute the majority of total traffic volume [2]. Using
rate-limiting and bandwidth allocation over inter-datacenter
networks, theoretically zero and practically minimal packet
loss due to congestion can be achieved [3].
We focus on single path routing while aiming at minimizing
completion times and bandwidth usage of internal flows.
Adaptive flow routing can be used to improve performance
and efficiency by assigning paths to new flows according to
network status and flow properties. Although path selection
can be formulated as an online optimization problem, such
problems cannot be solved optimally due to limited knowledge
about future flow arrivals. Alternatively, heuristic schemes can
be used by considering a cost (distance) metric and selecting
the minimum cost (shortest) path.
A cost metric which has been extensively used by prior work
is bandwidth utilization [3]–[5]. We argue that while assigning
paths to new flows, instead of focusing on current bandwidth
utilization, one should consider utilization temporally and into
the future, i.e., by counting total outstanding bytes to be
sent per link according to paths assigned to flows and total
outstanding bytes per flow. We refer to this total number of
remaining bytes per link as its load and propose using it as
the cost metric. Compared to utilization, load offers more
information about future usage of a link’s bandwidth which
can help us perform more effective load balancing. Every time
a flow is assigned to a path, load variables associated with all
edges of that path increase by its demand. Also, a link’s load
variable decreases continuously as flows on that link make
progress.
In addition, we evaluate two heuristics of selecting the path
with minimum value of maximum link cost and minimum
value of sum of link costs which we refer to as MINMAX() and
MINSUM(), respectively. Although the former is frequently
used in the literature [3]–[5], we find that the latter offers
considerably better performance for the majority of traffic
patterns and scheduling policies.
II. EVALUATION OF DIFFERENT COST METRICS
We considered a large WAN called Cogent [6] with 197
nodes and 243 links, four flow demand distributions of light-
tailed (Exponential distribution), heavy-tailed (Pareto distribu-
tion), Cache-Follower [1] and Hadoop [1] (the last two happen
across Facebook datacenters), and a uniform capacity of 1.0
for all links. A Poisson distribution with rate λ was used for
flow arrivals. For all flow demand distributions, we assumed an
average of 20 units and a maximum of 500 units. For heavy-
tailed, we used a minimum demand of 2 units. We considered
scheduling policies of First Come First Serve (FCFS), Shortest
Remaining Processing Time (SRPT) and Fair Sharing using
Max-Min Fairness (MMF). We considered three different cost
metrics of “utilization”, “load”, and “load+demand” per link
where demand represents the new flow’s size in bytes. To
measure a path’s cost, we considered two cost functions of
maximum which assigns any path the cost of its highest cost
link (used by MINMAX() heuristic), and sum which computes
a path’s cost by summing up costs of its links (used by
MINSUM() heuristic). Combining these path cost functions
with the three link cost metrics mentioned above, we obtain
six different path selection schemes that select the path with
minimum cost for a newly arriving flow. We also considered
MinHop which selects a path with minimum hops per flow
to compute lower bound of bandwidth usage. For minimum
cost path selection, we used Dijkstra’s algorithm in JGraphT
library. We measured Mean and Tail Flow Completion Times
(MFCT/TFCT) and total bandwidth as shown in Figure 1.
Flow Completion Times (FCT): MINSUM(load) and
MINSUM(load+demand) perform almost identically in
completion times. The rest of schemes offer highly varying
performance dictated by scheduling policy or traffic pattern.
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Fig. 1. Performance of various cost metrics for path selection over Cogent WAN [6], with uniform capacity of 1 and λ = 1.0 (F , S and M represent the
FCFS, SRPT and MMF scheduling policies, respectively), simulation was repeated many times and average was computed
Schemes based on utilization are at least 40% above the mini-
mum for the majority of scenarios. Also, MINMAX(load)
and MINMAX(load+demand) are more than 50% above
the minimum in mean completion times for multiple scenar-
ios. Overall, it can be seen that schemes based on “load”
as link cost offer much better tail completion times (less
than 10% away from minimum for majority of cases). Also,
MINSUM(load+demand) offers the best mean completion
times considering all scenarios.
Total Bandwidth Usage: MINSUM(load+demand) of-
fers the minimum extra bandwidth usage compared to
MinHop which is below 20% at all times. Schemes
based on MINMAX() consume at least 40% extra band-
width. MINSUM(load) and MINSUM(utilization) use
at least 10% more bandwidth at all times compared to
MINSUM(load+demand) and at least 20% more bandwidth
for the majority of scenarios.
III. CONCLUSIONS AND FUTURE WORK
We see that MINSUM(load+demand) stays within 20%
of minimum for all completion times and within 10% of
minimum in the majority of cases. It offers the minimum
bandwidth usage across all adaptive approaches (MinHop is
static). With this cost metric, larger flows are most likely
assigned shorter paths which allows for higher bandwidth
savings (due to presence of “demand” as part of link cost)
while shorter flows are assigned to paths with smaller total
load which reduces completion times via load balancing. We
believe MINSUM(load+demand) performs better than tech-
niques based on MINMAX() since it considers total number of
bytes that will eventually be scheduled on a path taking into
account all edges and not just the highest loaded/utilized link.
Our experiments have shown that MINSUM(load+demand)
is also an effective metric for selection of multicast forwarding
trees that reduce completion times via load balancing [7], [8].
It is also interesting to note that MINMAX(utilization),
which is frequently used in traffic engineering research, is far
from the best solution for the majority of evaluated scenarios.
Centralized frameworks, such as SDN [9], are good candi-
dates for realization of this scheme since they offer access to
global view of network status and flow demands. To properly
update load variables associated with links, one needs knowl-
edge of flow demands. In case exact flow size is unknown,
an estimate can be used. Further research is needed on how
flow demand estimation accuracy can affect quality of selected
paths. In addition, we plan to extend and evaluate our proposed
adaptive approach for multipath traffic engineering.
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