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a b s t r a c t
We present some new results about oscillation and asymptotic behavior of solutions of
third order nonlinear differential equations of the form
r2 (t)

r1 (t) y′
′′ + p (t) y′ + q (t) f (y (g (t))) = 0.
Our work is significantly different from the previous works and the results of this paper
improve, extend, and complement a number of existing results in the literature. Several
examples are also given to illustrate the importance of our results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider third order nonlinear differential equations of the form
r2 (t)

r1 (t) y′
′′ + p (t) y′ + q (t) f (y (g (t))) = 0, t ∈ I := [T0,∞), (1.1)
where T0 > 0 is a fixed real number, r1, r2, p, q ∈ C[T0,∞) such that r1(t) > 0, r2(t) > 0, p(t) ≥ 0, q (t) ≥ 0, and
supt∈I {q (s) , s > t} > 0, g ∈ C1 (I,R) satisfies 0 < g (t) ≤ t, g ′ (t) ≥ 0 and g (t)→∞ as t →∞ and f ∈ C (R,R) such
that f (y) /y ≥ K > 0 for y ≠ 0.
We restrict our attention to those solutions of Eq. (1.1) which exist on I and satisfy the condition
sup {|y (t)| : T ≤ t <∞} > 0 for any T ∈ I.
Such a solution is called oscillatory if it has arbitrarily large zeros, otherwise it is called nonoscillatory. Eq. (1.1) is said to be
oscillatory if it has an oscillatory solution.
Note that if y is a solution of Eq. (1.1), then−y is a solution of
r2 (t)

r1 (t) y′
′′ + p (t) y′ + q (t) f ∗ (y(g (t))) = 0,
where f ∗ (y) = −f (−y) and yf ∗ (y) > 0 for all y ≠ 0. Since f ∗ and f are of the same class functions, we may restrict our
attention only to a positive solution of Eq. (1.1) whenever a nonoscillatory solution of Eq. (1.1) is concerned.
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We know that, compared to second order differential equations, the study of oscillation and asymptotic behavior of
third order differential equations has received considerably less attention in the literature. In this paper, we give some new
results about oscillation and asymptotic behavior of solutions of third order differential equations of the form (1.1). In fact, a
method applied to the oscillation of second order differential equations is applied to a certain class of third order differential
equations. To the best of our knowledge, this method has not been applied to third order equations of the form (1.1) before.
Our aim is to obtain new results providing some information about qualitative behaviors of solutions of a class of the form
(1.1), by choosing appropriate functions. The results of this paper improve, extend, and complement a number of existing
results in the literature. We also give several examples to illustrate the importance of our results.
For third order nonlinear differential equations of the form (1.1), Aktaş and Tiryaki [1] and Aktaş et al. [2] have given some
oscillation and asymptotic behavior results by using a Riccati transformation and an integral averaging technique under the
following conditions:
(i) R1 (t, T )→∞ as t →∞,
(ii) R2 (t, T )→∞ as t →∞,
(iii) g∗ ∈ C(I) satisfy g∗ (t) < t and g∗ (t)→∞ as t →∞,
(iv)

r2(t)z ′
′ + p(t)r1(t) z = 0 is nonoscillatory.
For the sake of brevity, we denote
L0y = y, Liy = ri (t) (Li−1y)′ ; i = 1, 2, L3y = (L2y)′ for t ∈ I.
Then Eq. (1.1) can be written as
L3y+ p (t) y′ + q (t) f (y (g (t))) = 0.
Define
Ri (t, s) =
∫ t
s
du
ri (u)
for i = 1, 2 and T0 ≤ s ≤ t <∞.
Theorem A ([2, Theorem 3.1]). Let (ii) and (iii) hold. Suppose that
(v) r2/r1 ∈ C1(I) such that [r2 (t) /r1 (t)]′ ≥ 0 for t ∈ I,
(vi) 2Kq (t)− p′ (t) ≥ 0, 2Kq (t)− p′ (t) ≢ 0 eventually,
(vii) Let y be a solution of Eq. (1.1) with g (t) = t and assume further that there exists T1 ≥ T0 such that F [y] (T1) ≤ 0, where
F [y] (t) = 2y (t) L2y(t)− r2(t)r1(t) (L1y (t))2 + p (t) y2 (t) .
If there exists an eventually positive function ρ ∈ C1[T0,∞) such that
lim sup
t→∞
∫ t
T

Kρ (s) q (s)−

ρ ′ (s) r1 (s)− ρ (s) p (s) R2 (s, g∗ (s))
2
4ρ (s) R2 (s, g∗ (s)) r1 (s)

ds = ∞, (1.2)
then Eq. (1.1) with g (t) = t is oscillatory. In fact, any solution y satisfying F [y] (t1) ≤ 0 for some t1 ≥ T0 is oscillatory.
Theorem B ([2, Theorem 3.4]). Let (i)–(iv) hold. If there exists an eventually positive function ρ ∈ C1[T0,∞) such that (1.2),
then Eq. (1.1) with g (t) = t is oscillatory. In fact, any nonzero solution y of Eq. (1.1) with g (t) = t having a zero is oscillatory.
Theorem C ([1, Theorem 3.1]). Let (i), (ii) and (iv) hold. Suppose that
(viii) g∗ ∈ C(I) satisfy g∗ (t) < g (t) and g∗ (t)→∞ as t →∞,
(ix) Let ρ0 be a sufficiently smooth positive function defined on [T0,∞) and set φ (t) = r1 (t)

r2 (t) ρ ′0 (t)
′ + ρ0 (t) p (t).
Suppose that there exists a T1 ≥ T0 such that ρ ′0 (t) ≥ 0, φ (t) ≥ 0, and∫ ∞
T1

Kρ0 (s) q (s)− φ′ (s)

ds = ∞,
where Kρ0 (t) q (t)− φ′ (t) ≥ 0 for all t ∈ [T1,∞) and not identically zero in any subinterval of [T1,∞).
If there exists an eventually positive function ρ ∈ C1[T0,∞) such that
lim sup
t→∞
∫ t
T

Kρ (s) q (s)− r1 (g (s))

ρ ′ (s) r1 (s)− ρ (s) p (s) R2 (g (s) , g∗ (s))
2
4ρ (s) R2 (g (s) , g∗ (s)) g ′ (s) r21 (s)

ds = ∞, (1.3)
then every solution y (t) of Eq. (1.1) is either oscillatory or satisfies y (t)→ 0 as t →∞.
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We see that Aktaş and Tiryaki [1] and Aktaş et al. [2] give the qualitative behaviors of solutions of Eq. (1.1) under
conditions (1.2) and (1.3). An interesting problem arises when conditions (1.2) and (1.3) fail. For example, we consider
the third order differential equation
y′′′ + 6
t3
y = 0 for t > 1. (1.4)
Its solutions are y1 (t) = 1/t , y2 (t) = t2 cos
√
2 ln t

, and y3 (t) = t2 sin
√
2 ln t

. If we take ρ (t) = t2 ln t and
g∗ (t) = t − t24
 1+2 ln t
ln t
2
, then it is easy to check that the conditions of (1.2) and (1.3) are not satisfied. Thus, Theorems A–C
are not applicable to Eq. (1.4).
In this paper, the inspiration for the results we present comes from the papers by Abdullah [3], Çakmak [4], and Zheng
and Liu [5] for second order differential equations. We give some new results about oscillation and asymptotic behavior of
solutions of third order nonlinear differential equations of the form (1.1). We obtain sufficient conditions weaker than (1.2)
and (1.3) that extend, improve, and complement previous ones stated in [1,2], in particular Theorems A–C quoted above.
We also present some examples to illustrate the importance of our results. The results presented in this paper are applicable
to Eq. (1.4) (please see Example 4.1). In addition, contributions to the qualitative behaviors of solutions are given, which are
related with some results contained in the books [6,7]. Recently, Baculikova and Dzurina [8] also compared a special case
of Eq. (1.1) with the first order equation to obtain oscillatory solutions by using different methods. In the ordinary case,
for some recent results on third order equations the reader can refer to Bartusek [9], Cecchi and Marini [10,11], Parhi and
Das [12–16], Skerlik [17,18], and Tiryaki and Yaman [19].
2. Some preliminary lemmas
In this section, we state some lemmas which we will use in the proof of our main results.
Lemma 2.1 ([20, Lemma 2]). Let the assumption
R2 (t, T0)→∞ as t →∞ (2.1)
hold. If y is a nonoscillatory solution of Eq. (1.1) which satisfies y (t) L1y (t) ≥ 0 for all large t, then there exists a T1 ≥ T0 such
that
L0y (t) Lky (t) > 0, k = 0, 1, 2; L0y (t) L3y (t) ≤ 0 (2.2)
for all t ≥ T1.
Definition 2.1. A nonoscillatory solution y of Eq. (1.1) is said to have property V2 if it satisfies the inequalities (2.2).
Lemma 2.2 ([21, Lemma 2]). Let (2.1) hold. Suppose that r2/r1 ∈ C1(I) such that
[r2 (t) /r1 (t)]′ ≥ 0 for t ∈ I (2.3)
and 2Kq (t)−p′ (t) ≥ 0 and not identically zero in any subinterval of I. Let y be a solution of Eq. (1.1)with g (t) = t and assume
further that there exists T1 ≥ T0 such that F [y] (T1) ≤ 0, where
F [y] (t) = 2y (t) L2y(t)− r2 (t)r1 (t) (L1y (t))
2 + p (t) y2 (t) .
Then either y is oscillatory or has property V2.
Lemma 2.3 ([1, Lemma 2.3]). Let g∗ ∈ C(I) satisfy
g∗ (t) < g (t) and g∗ (t)→∞ as t →∞. (2.4)
If y is a solution of Eq. (1.1) with property V2, then there exists a T1 ≥ T0 such that
L1y (g (t)) ≥ R2 (g (t) , g∗ (t)) L2y (t)
for all t ≥ T1.
Lemma 2.4 ([1, Lemma 2.4]). Let ρ0 be a sufficiently smooth positive function defined on [T0,∞) and set φ (t) = r1 (t)
r2 (t) ρ ′0 (t)
′ + ρ0 (t) p (t). Suppose that there exists a T1 ≥ T0 such that
ρ ′0 (t) ≥ 0, φ (t) ≥ 0, (2.5)∫ ∞
T1

Kρ0 (s) q (s)− φ′ (s)

ds = ∞, (2.6)
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where Kρ0 (t) q (t)− φ′ (t) ≥ 0 for all t ∈ [T1,∞) and not identically zero in any subinterval of [T1,∞). If
R1 (t, T0)→∞ as t →∞ (2.7)
holds and y be a nonoscillatory solution of Eq. (1.1) which satisfies y (t) L1y (t) ≤ 0 for all t ≥ T1, then limt→∞ y (t) = 0.
Lemma 2.5 ([20, Lemma 1]). Suppose that
r2(t)z ′
′ + p (t)
r1 (t)
z = 0 (2.8)
is nonoscillatory. If y is a nonoscillatory solution of (1.1) on I, then there exists a T1 ≥ T0 such that y (t) L1y (t) > 0 or
y (t) L1y (t) < 0 for t ≥ T1.
Lemma 2.6 ([2, Lemma 2.5]). If (2.1) is valid and (2.8) is disconjugate on [T0,∞), and v (t) is any function of class C1 on [b, c],
such that v (b) = 0 and v (t) ≢ 0 on (b, c), then∫ c
b
[
r2 (s)

v′ (s)
2 − p (s)
r1 (s)
v2 (s)
]
ds > 0,
where T0 ≤ b < c.
3. Main results
We establish the following three theorems which guarantee that any solution y of Eq. (1.1) with g (t) = t is oscillatory.
Theorem 3.1. Let the hypotheses of Lemma 2.2 hold. If there exist two functions g∗ ∈ C(I) andρ ∈ C1(I, (0,∞)) such that (2.4),∫ ∞
T
R2 (s, g∗ (s))
ρ (s) r1 (s)
ds = ∞ (3.1)
and
lim
t→∞ supΨ (t) = ∞, (3.2)
where
Ψ (t) =
∫ t
T

Kρ (s) q (s)−

ρ ′ (s) r1 (s)− ρ (s) p (s) R2 (s, g∗ (s))
2
4ρ (s) R2 (s, g∗ (s)) r1 (s)

ds
+ ρ
′ (t) r1 (t)− ρ (t) p (t) R2 (t, g∗ (t))
2R2 (t, g∗ (t))
,
then Eq. (1.1) with g (t) = t is oscillatory. In fact, any solution y satisfying F [y] (t1) ≤ 0 for some t1 ≥ T0 is oscillatory.
Proof. Let y be a solution of Eq. (1.1) with g (t) = t which satisfies F [y] (T1) ≤ 0 for some T1 ≥ T0. By Lemma 2.2 either y
is oscillatory or nonoscillatory with property V2 for all large t . Let y has property V2 for t ≥ t1 ≥ T1. We define
ω (t) = −ρ (t) L2y (t)
y (t)
for t ≥ t1.
By (1.1) with g (t) = t , we have
ω′ (t) ≥ Kρ (t) q (t)+
[
ω2 (t)

R2 (t, g∗ (t))
r1 (t) ρ (t)

+ ω (t)

ρ ′ (t)
ρ (t)
− p (t) R2 (t, g∗ (t))
r1 (t)
]
and hence
ω′ (t) ≥ Kρ (t) q (t)+ R2 (t, g∗ (t))
r1 (t) ρ (t)

ω (t)+ A (t)
2
2
−

A (t)
2
2
, (3.3)
where A (t) = ρ(t)r1(t)R2(t,g∗(t))

ρ′(t)
ρ(t) − p (t) R2(t,g∗(t))r1(t)

.
Define H(t) = ω (t)+ A(t)2 , rewrite (3.3), and integrate from t1 to t ≥ t1, we have
H(t) ≥ ω(t1)+
∫ t
t1
R2 (s, g∗ (s))
r1 (s) ρ (s)
H2(s)ds+ Ψ (t). (3.4)
Now, using (3.2), we can choose t2 sufficiently large so that
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H(t) ≥
∫ t
t1
R2 (s, g∗ (s))
r1 (s) ρ (s)
H2(s)ds
holds for t ≥ t2. Define a function R(t) for t ≥ t2 by
R(t) =
∫ t
t1
R2 (s, g∗ (s))
r1 (s) ρ (s)
H2(s)ds. (3.5)
Thus H(t) > R(t) > 0. Differentiating (3.5), we have
R′(t) = R2 (t, g∗ (t))
r1 (t) ρ (t)
H2(t) >
R2 (t, g∗ (t))
r1 (t) ρ (t)
R2(t). (3.6)
Dividing (3.6) through by R2(t) and integrating from t2 to t , we obtain∫ t
t2
R2 (s, g∗ (s))
r1 (s) ρ (s)
ds <
1
R(t2)
− 1
R(t)
,
since R(t) > 0, therefore for t ≥ t2∫ t
t2
R2 (s, g∗ (s))
r1 (s) ρ (s)
ds <
1
R(t2)
which contradicts (3.1). This completes the proof of theorem. 
Theorem 3.2. Let the hypotheses of Lemma 2.2 hold. If there exist two functions g∗ ∈ C(I) andρ ∈ C1(I, (0,∞)) such that (2.4),∫ ∞
T
∫ s
T
ρ (u) r1 (u)
R2 (u, g∗ (u))
du
−1
ds = ∞ (3.7)
and
lim
t→∞ sup
1
t
∫ t
T
Ψ (s)ds = ∞, (3.8)
where Ψ (t) is given in Theorem 3.1, then Eq. (1.1)with g (t) = t is oscillatory. In fact, any solution y satisfying F [y] (t1) ≤ 0 for
some t1 ≥ T0 is oscillatory.
Proof. Let y be a nonoscillatory solution of (1.1) with g (t) = t on [T ,∞), T ≥ a. Without loss of generality, wemay assume
that y (t) > 0 for t ≥ t0 ≥ T . Proceeding as in the proof of Theorem 3.1, we obtain (3.4). Integrate (3.4) from t1 to t and
divide through by t to obtain
1
t
∫ t
t1
H(s)ds ≥ w(t1) t − t1t +
1
t
∫ t
t1
R(s)ds+ 1
t
∫ t
t1
Ψ (s)ds.
By (3.8), we can choose t2 sufficiently large so that t ≥ t2∫ t
t1
H(s)ds−
∫ t
t1
R(s)ds ≥ 0.
Denote B(t) =  tt1 R(s)ds. Using the Hölder inequality, we have
B2(t) ≤
∫ t
t1
H(s)ds
2
=
∫ t
t1

ρ (s) r1 (s)
R2 (s, g∗ (s))

R2 (s, g∗ (s))
ρ (s) r1 (s)
H(s)ds
2
≤
∫ t
t1
ρ (s) r1 (s)
R2 (s, g∗ (s))
ds
∫ t
t1
R2 (s, g∗ (s))
ρ (s) r1 (s)
H2(s)ds

= R(t)
∫ t
t1
ρ (s) r1 (s)
R2 (s, g∗ (s))
ds

= B′(t)
∫ t
t1
ρ (s) r1 (s)
R2 (s, g∗ (s))
ds

. (3.9)
Dividing (3.9) through by B2(t)
 t
t1
ρ(s)r1(s)
R2(s,g∗(s))ds

and integrating from t2 to t , we obtain
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t2
∫ s
t1
ρ (u) r1 (u)
R2 (u, g∗ (u))
du
−1
ds ≤ 1
B(t2)
− 1
B(t)
≤ 1
B(t2)
. (3.10)
But (3.10) is incompatible with (3.7). This completes the proof of theorem. 
Theorem 3.3. Let the hypotheses of Lemma 2.2 hold. If there exist a constant α > 1, and two functions g∗ ∈ C(I) and
ρ ∈ C1(I, (0,∞)) such that (2.4),
lim sup
t→∞
1
tα
∫ t
T

(t − s)α−1 Ψ (s)− (t − s)
α−2 αr1 (s) ρ (s)
4R2 (s, g∗ (s))

ds = ∞, (3.11)
where Ψ (t) is given in Theorem 3.1, then Eq. (1.1)with g (t) = t is oscillatory. In fact, any solution y satisfying F [y] (t1) ≤ 0 for
some t1 ≥ T0 is oscillatory.
Proof. Following the proof of Theorem 3.1, we obtain (3.4). Multiplying (3.4) through by (t − s)α−1 integrating from t1 to t
and dividing through by tα , we obtain
1
tα
∫ t
t1
[
(t − s)α
α
R2 (s, g∗ (s))
r1 (s) ρ (s)
H2 (s)− (t − s)α−1 H (s)+ (t − s)α−1 Ψ (s)
]
ds ≤ −α−1ω(t1)
and hence
1
tα
∫ t
t1

(t − s)α−1 Ψ (s)− (t − s)
α−2 αr1 (s) ρ (s)
4R2 (s, g∗ (s))

ds ≤ −α−1ω(t1).
Taking the upper limit as t →∞, we obtain a contradiction with (3.11). This completes the proof of Theorem 3.3. 
Remark 3.1. Any solution y of Eq. (1.1)with g (t) = twhichhas a zero, i.e. y (t∗) = 0 for some t∗ ≥ T , satisfies F [y (t∗)] ≤ 0.
Therefore, any nonzero solution which has a zero of Eq. (1.1) with g (t) = t is oscillatory from Theorems 3.1–3.3.
Now, we give a theorem which guarantees that every solution of Eq. (1.1) with at least one zero must be oscillatory.
Theorem 3.4. Suppose that (2.1) and (2.7) hold, and Eq. (2.8) is nonoscillatory. If there exist two functions g∗ ∈ C(I) and
ρ ∈ C1(I, (0,∞)) such that (2.4),∫ ∞
T
R2 (g (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
ds = ∞ (3.12)
and
lim
t→∞ supΨg(t) = ∞, (3.13)
where
Ψg(t) =
∫ t
T

Kρ (s) q (s)− r1 (g (s))

ρ ′ (s) r1 (s)− ρ (s) p (s) R2 (g (s) , g∗ (s))
2
4ρ (s) R2 (g (s) , g∗ (s)) g ′ (s) r21 (s)

ds
+ r1 (g (t))

ρ ′ (t) r1 (t)− ρ (t) p (t) R2 (g (t) , g∗ (t))

2R2 (g (t) , g∗ (t)) g ′ (t) r1 (t)
,
then Eq. (1.1) is oscillatory. In fact, any nonzero solution y of Eq. (1.1) having a zero is oscillatory.
Proof. Suppose that y is a solution of Eq. (1.1) on I , with y (t1) = 0 for some t1 ≥ T0. Suppose also that y is nonoscillatory.
Without loss of generality, we may take y (t) > 0 and y (g (t)) > 0 for t > t2, where t2 ≥ t1 is the last zero of y (t). From
Lemma 2.5, it follows that L1y (t) < 0 or L1y (t) > 0 for t ≥ t0 > t2. Let L1y (t) < 0 for t ≥ t0. Since y (t2) = 0 and y (t) > 0
for t > t2, L1y (t) > 0 for t ∈ (t2, t2 + δ) , δ > 0, there exists a t3 ∈ (t2, t0) such that L1y (t3) = 0 and L1y (t) < 0 for t > t3.
The case L2y (t) < 0 cannot hold for large t , say t ≥ t4 ≥ t3, since by integration of inequality y′ (t) ≤ L1y (t4) /r1 (t) , t ≥ t4
we obtain from (2.7) y (t) < 0 for large t, a contradiction. So there exists a t5 > t3 such that L2y (t) ≥ 0 for t ≥ t5. Now
multiplying Eq. (1.1) through by L1y (t) and integrating the resulting identity from t3 to t5, we obtain from Lemma 2.6
0 ≥ L1y (t5) L2y (t5)
=
∫ t5
t3

1
r2 (s)
(L2y (s))2 − p (s)r1 (s) (L1y (s))
2 − L1y (s) q (s) f (y (g (s)))

ds
>
∫ t5
t3

r2 (s)

L′1y (s)
2 − p (s)
r1 (s)
(L1y (s))2

ds > 0,
a contradiction.
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If L1y (t) > 0 for t ≥ t0, setting ω (t) = −ρ (t) L2y(t)y(g(t)) > 0 for t ≥ t0, then proceeding as in the proof of Theorem 3.1, the
proof is completed. 
Remark 3.2. It is interesting that if we take g (t) = t in Eq. (1.1), then conditions (1.3), (3.12) and (3.13) are equal to
conditions (1.2), (3.1) and (3.2), respectively.
Remark 3.3. If we choose ρ (t) ∈ C1 ([T0,∞), (0,∞)) such that ρ ′ (t) r1 (t) − ρ (t) p (t) R2 (g (t) , g∗ (t)) > 0 in (3.13),
then (3.13) is weaker than (1.3).
Finally, we give a theoremwhich guarantees that every solution y (t) of Eq. (1.1) is either oscillatory or satisfies y (t)→ 0
as t →∞.
Theorem 3.5. Assume that (2.1) and (2.5)–(2.7) hold, and Eq. (2.8) is nonoscillatory. If there exist two functions g∗ ∈ C(I) and
ρ ∈ C1(I, (0,∞)) such that (2.4), (3.12) and (3.13), then every solution y (t) of Eq. (1.1) is either oscillatory or satisfies y (t)→ 0
as t →∞.
Proof. Let y be a nonoscillatory solution of (1.1) on [T ,∞), T ≥ a. Without loss of generality, wemay assume that y (t) > 0
and y (g (t)) > 0 for t ≥ t0 ≥ T . From Lemma 2.5 it follows that L1y (t) > 0 or L1y (t) < 0 for t ≥ t1 ≥ t0. If L1y (t) > 0 for
t ≥ t1, then y has property V2 for large t from Lemma 2.1. We define
ω (t) = −ρ (t) L2y (t)
y (g (t))
for t ≥ t1. Proceeding as in the proof of Theorem 3.1, we obtain a contraction.
Let y (t) > 0, L1y (t) < 0, t ≥ t1. By Lemma 2.4 we have limt→∞ y (t) = 0. The proof is complete. 
4. Examples
In this section, we give several examples to illustrate the importance of our main results.
Example 4.1. Consider the third order differential equation
y′′′ + 6
t3
y = 0, t > 1. (4.1)
Let ρ (t) = t2 ln t and g∗ (t) = t − t24
 1+2 ln t
ln t
2
. Since
lim
t→∞ sup
[∫ t
T

6 ln s
s
− 6 ln s
s

ds+ 12 ln
2 t
1+ 2 ln t
]
= ∞,
condition (3.2) is satisfied. Hence by Theorem 3.1 and Remark 3.1, any solution y of (4.1) satisfying F [y] (t1) ≤ 0 for some
t1 ≥ T is oscillatory. y1 (t) = t−1, y2 (t) = t2 cos
√
2 ln t

, and y3 (t) = t2 sin
√
2 ln t

are solutions of Eq. (4.1). Note that
since condition (1.2) fails, Theorems A–C are not applicable to Eq. (4.1). It is easy to check that Theorems 3.2 and 3.3, with
α = 2, 3.4 and 3.5 with ρ0 (t) = t2 are applicable to Eq. (4.1) as we choose ρ (t) = t2 ln t and g∗ (t) = t − t24
 1+2 ln t
ln t
2
.
Example 4.2. Consider the third order differential equation
y′′′ + tf (y) = 0, t ≥ 0, (4.2)
where f (y) is any function which satisfies f (y) /y ≥ K > 0 for y ≠ 0, K is a constant. It is easy to see that if we choose
ρ (t) = 1 and g∗ (t) = t − e−t , then Theorems 3.1, 3.4 and 3.5 cannot be applied to the oscillation of Eq. (4.2) because
condition (3.1) is not satisfied. But, we can prove the oscillatory character of Eq. (4.2) by using Theorem 3.2. Condition (3.7)
is satisfied as follows:∫ ∞
T
∫ s
T
ρ (u) r1 (u)
R2 (u, g∗ (u))
du
−1
ds =
∫ ∞
0
∫ s
0
eudu
−1
ds =
∫ ∞
0
ds
es − 1 = ∞.
And, condition (3.8) is also satisfied as follows:
lim
t→∞ sup
1
t
∫ t
T
Ψ (s)ds = lim
t→∞ sup
1
t
∫ t
T
Ksds = ∞.
Hence, Eq. (4.2) with F [y] (t1) ≤ 0 is oscillatory by virtue of Theorem 3.2. Note that Theorem 3.3 cannot be applied to Eq.
(4.2) as condition (3.11) with α = 2 is not satisfied. In addition, if we take ρ (t) = 1 and g∗ (t) = t − e−t , Theorems A–C,
with ρ0 (t) = 1 are applicable to Eq. (4.2).
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Example 4.3. Consider the third order differential equation
(ln t) y′
′′ + ln t
4t2
y′ + 225 ln t
128t3
y = 0, t > 1. (4.3)
Let ρ (t) = t2 and g∗ (t) = t/2. All the conditions of Theorem 3.4 are satisfied and so, any nonzero solution y of (4.3) having
a zero is oscillatory. Note that since condition (1.2) fails, Theorems A–C are not applicable to Eq. (4.3). Theorems 3.1–3.3 and
A are not applicable to Eq. (4.3) because condition (2.3) fails. In addition, if we take ρ0 (t) = ρ (t) = t2 and g∗ (t) = t/2,
Theorem 3.5 is applicable to Eq. (4.3). However, if we take ρ0 (t) = 1, then Theorem 3.5 is not applicable to Eq. (4.3) since
condition (2.6) fails.
Example 4.4. Consider the third order delay differential equation
e−t

ty′
′′ + te2−t
18 (e− 1)y
′ + 289 (t − 1) e
2−t
1296 (e− 1) y (t − 1) = 0, t > 2. (4.4)
All the conditions of Theorem 3.4 are satisfied for ρ (t) = et and g∗ (t) = t−2. Hence by Theorem 3.4, any nonzero solution
of (4.4) having a zero is oscillatory. Note that since condition (1.3) fails, Theorem C is not applicable to Eq. (4.4). If we take
ρ0 (t) = ρ (t) = et and g∗ (t) = t − 2, Theorem 3.5 is applicable to Eq. (4.4).
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