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1. INTRODUCTION 
In this paper we examine the delay-differential equation 
XC”) +f(t, x( g(t))) = 0, (1) 
where f is a continuous real valued function for f > 0 and x E R such that 
f(t, x) is nondecreasing in x for fixed t, and xf(t, x) > 0 if x # 0. The delay 
function g(t) is continuous and satisfies g(t) < t for all t and g(t) + 00 as 
I+ co. 
In an earlier paper 161, we considered the case where (1) is an ordinary 
differential equation, i.e., g(t) = t, and gave conditions for the existence of 
nonoscillatory solutions of this equation having a certain rate of growth. To 
be more specific, we were interested in the rate of growth represented by a 
solution x(t) said to be of degree I, 0 < I < n, for t > to in that it satisfies for 
r>, t, 
x(t)x”‘(t) > 0 for i = 0, l,..., I, 
and 
(-1)“’ ‘x(t)x”‘(t) < 0, i = 1 + 1, I + 2 ,..., n. 
It is well known that a nonoscillatory solution of (1) must be of this type for 
some 1 and some to, and that I must be odd if n is even, and 1 must be even if 
n is odd [lo, 111. 
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Earlier results on the existence of solutions of degree I may be found in 
Lovelady [ 12, 131 as well as in [6]. To establish such existence results, we 
employed a technique involving the use of differential inequalities. This 
technique was developed for nonlinear equations by Atkinson [ 1 ] for the 
second order case, then by Kartsatos [8] for the even order case, and 
extended to the odd order case by the authors [6] and by Kusano and Onose 
191. Some of the basic results in this paper on the existence of solutions of 
degree 1 for the delay equation (1) are straightforward generalizations of 
results in [ 6 1. However, an interesting eiception occurs in the application of 
the existence theorems to the equation, with p(t) > 0, 
X@) + p(t)x”( g(t)) = 0. 
It turns out that when y > 1 (the superlinear case), if the delay g(f) is too 
slow in that t/g”(t) is bounded below by a positive constant for all large t, 
then the solutions of this “superlinear” equation behave in some sense as the 
solutions of a “sublinear” equation would behave. This result manifests that 
the behavior of the solutions of (1) may be altered by a change in g(t). 
The main purpose of this paper in fact is to examine the effect that a 
change in the delay g(t) has on the solutions of (1). In particular, we are able 
to obtain information about the nonoscillatory solutions of 
P) +f(t, x(g,(O>> =0 (2) 
from information about the nonoscillatory solutions of 
XC”) +f(t, x( g2W)) = 0 (3) 
provided we know that g,(t) < g*(t), or that 1 g,(t) - g,(t)1 is bounded, or that 
g,(t)/gz(t) is bounded above and below by positive constants. Comparison 
results of this type for second order case (n = 2) were given by Brands [2] 
where he established that if Ig,(t) - g2(f)l is bounded, then all solutions of 
(2) are oscillatory if and only if all solutions of (3) are oscillatory. We show 
that this result is valid for even order equations. In addition we show that for 
any n > 2 and I > 1, (2) has a solution of degree 1 if and only if (3) has a 
solution of degree 1. Similar results are obtained if gl(t)/gz(t) is bounded 
above and below by positive constants for all large t. However, the 
oscillation of (2) is not, in general, equivalent to the oscillation of (3). As an 
application of these results, the oscillation of the ordinary differential 
equation is compared to that of the delay-differential equation. 
In several instances, the proofs of results in the sequel concerning the 
delay case are very similar to those given for the ordinary differential 
equation case in [6]. Consequently, such proofs are not given in complete 
detail and usually we provide only an outline of the proof or just comments 
pointing out the differences between the two cases. 
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Some of our comparison results are similar in spirit to results obtained by 
Mahfoud [ 141 where it was assumed that g(t) is differentiable with 
nonnegative derivative, whereas no such assumption is made in this paper. 
Also, the techniques used here are different and are related to earlier work by 
Foster 14,5 ] and Grimmer [ 7 ] in that one often considers lower order 
equations along with differential inequalites. 
2. PRELIMINARY RESULTS 
Throughout this paper we shall assume that f: [O, a) x R + R is 
continuous with xf(t, x) > 0 for x # 0 and that f(t, x) is nondecreasing in x 
for fixed t. The delay function g: [O, co) + R is continuous, satisfies g(t) < t 
for all t and g(t) -+ 00. For any T > 0, define E(T) = {s < T: s = g(t) for 
some t > T}. From the properties of g it follows that E(T) is an interval of 
the form [a, T]. As is well known, data for the initial value problem must 
include the value of x(t) on E(T). 
We shall often be concerned with the relationship between the 
nonoscillatory solutions of the differential equation (4) and the differential 
inequality (5), 
XC”) +f(t, x( g(t))> = 0, (4) 
z(“) +f(t, z( g(O)> < 0. (5) 
If y(t) is a solution of either (4) or (5) which is positive for all large t we see 
immediately that y’“‘(t)y(t) < 0 for all large t and, further, that all 
derivatives ytk’(t) k = 1 ,..., n - 1, have fixed sign for all large t. To 
understand the basic properties of such solutions we state a number of 
results of Kiguradze [ 10, 11 J. 
LEMMA (Kiguradze). Let y(t) be a function such that it and each of its 
derivatives up to order (n - 1) is absolutely continuous and of constant sign 
in an interval (t,, co). Zf n is even (odd) and y’“‘(t)y(t) < 0 for t > t,, then 
there is an odd (even) integer 1, 0 < 1 < n - 1, such that for t > t, 
(i) y’“‘(t)y(t) > 0 for k = 0 1. 
(ii) (-l)“‘“f’“<t)p(r) < 0 fiiZ I= I+ 1, I+ 2,..., n; 
(iii) (t - to) 1 ~(‘~~‘(t)( < (1 + k) 1 ~(‘-~~“(t)j for k = O,..., I- 1. 
The next lemma gives the important relationship between (4) and (5) 
which we shall be using throughout this paper. 
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LEMMA 1. Let z(t) be a solution of (5) that is positive for all large t. 
Then for some t,, z(t) has degree 1 for t > t, where I is an integer with 
0 < I< n - 1, and 1 is odd (even) if n is even (odd). 
Let T, be such that T0 > t,, and t > T, implies g(t) > t,. 
(i) If 1 < l< n - 1 and x0 is such that 0 < x0 < z(T,), then there 
exists a solution x(t) of (4) with x(T,,) = x0, and for t >, T, , 
0 < x(k)(t) < Zyt) for k = 0, l,..., I, 
0 > (-l)n+kx’k’(t) > (-l)n+W)(t), k = 1 + l,..., n. 
(ii) Zf 1= 0 when n is odd and x, is such that 0 < x, <Z(W) where 
z(a) = lim z(t) as t + co then there exists a solution x(t) of (1) with 
xx = lim x(t) as t + 00 and satisfying, for t > T,,, 
0 < (-l)“x’“‘(t) < (-l)“z’“‘(t) for k = 0, l,..., n. 
Outline of ProoJ If 12 1, one proceeds as in [6], integrating to obtain for 
t> To, 
z”‘(t) > [” [(s - t)‘-‘- ‘f (s, z( g(s)))/(n - I- l)!] ds 
-I 
= @,(C z(g( ))). 
Integrating this inequality 1 times, for t 2 T,, we now get 
z(t) > z(T,,) +f [<u - To)‘-‘@,(v, z d )))/(I - l>! I dv i-0 
= Go) + V/r@; To, z(d >)I. 
Now for any x,, with 0 < x0 < z(T,) define a sequence of functions {x,,(t)} 
for t E E(T,,)U [T,,, 0~)) by 
x0(t) = z(t), 
x,+ ,(t> = min{x,, z(t)}, t E W’,), 
= xo + v,(t; To> x,(d I>>, t> To. 
One can now show as in [6] that the sequence {x,(t)) converges to a 
solution x(t) of (4) and that x(t) has the desired properties as x satisfies 
x(t) = x0 + v,(t; To, x( g( 1)) for t > To. 
If 1= 0, integration yields 
z(t) > 400) + @,(t; z( g(,))), 
154 FOSTER AND GRIMMER 
and if x, is chosen so that 0 < x, 6 z(a) we define the sequence (x,(r)} on 
Wdu ITot ~0) by 
Proceeding as before, {x,,(r)} is a nonincreasing sequence which converges to 
a function x(t) which satisfies x(t) = x, f Qo(t, x( g(.))). 
The next lemma follows from a general result given by Philos 116 1. 
LEMMA 2. (i) Let n be even. For each T, suflciently large, Ea. (5) has 
a positive nondecreasing solution which is bounded above by a constant for 
all t > T,, tf and only 13 for some a > 0 and some c > 0 
I 
00 
t”-‘f(t,c)dt < 00. (11) 
a 
(ii) Let n be odd. For each T, sujjkiently large, (5) has a positive 
nonincreasing solution bounded below by a positive constant and defined for 
t > T, , if and only if, condition (I ,) holds for some a > 0 and c > 0. 
Proof Philos has established [16, Corollary 5’1 that (I,) is necessary 
and sufficient for the existence of a positive solution x(t) of (4) (and thus 
(5)) so that lim x(t) as t -+ co exists in R - (0). This solution must have 
degree 1 if n is even and degree 0 if n is odd. If (5) has such a solution it 
follows from Lemma 1 that (4) also does and so may apply Philos’ result. 
3. MAIN RESULTS 
THEOREM 1. If there exists a positive solution of (4) (or (5)) defined 
and having degree 1 for t > t,, where I > 1, then there exists a T, with 
T, > t, and for t > T,, 
Y tn-‘+ “(f) + f (t, (g(t) - t,)‘-‘y( g(t))/l!) = 0 ml 
has a positive solution of degree 1 for t > T,. 
Conversely, tf there is a positive solution of (E;) having degree 1 for t > t,, 
then there is a T, > t, so that (4) (or (5)) has a positive solution of degree 1 
for t > T,,. 
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ProoJ If x(c) is a positive solution of (4) (or (5)) with degree 1 for c > t,,, 
l> 1, then by Kiguradze’s Lemma 
4 g(O) 2 (g(t) - to)‘- ‘x(‘- ‘Y s(O>ll! 
and letting Z(C) = x(‘- “(t) we see that z satisfies an inequality like (E;). 
From Lemma 1 it is seen that (E;) must have the desired solution. The 
converse follows exactly as in [6]. 
THEOREM 2. Let n be even (odd) and 1 be odd (even) with 1 < I< n - 1. 
There exists a positive solution x(t) of (4) such chat for t > C, for some t, 
sufficiently large, x(t) has degree 1 and x(‘~“(c) is bounded above by a 
constant, if and only if, for some a’ > 0, c’ > 0, 
1 cc (c - c,J-‘f(c, c’( g(c) - co)‘- ‘) dc < co, (19 -a’ 
or equivalently, for some a > 0, c > 0, 
!’ m c”-‘f(c. c(g(c))‘-‘) dc < co. c1 (4) 
The proof of this result is the same as the corresponding proof of 
Theorem 2 in [6] using, of course, Theorem 1 and Lemma 2 of this paper 
rather than the corresponding results in [6]. 
THEOREM 3. If n is even (odd) and 1 is odd (even), where 0 < 1 < n - 1, 
then there exists a positive solution x(t) of (4) such that for t > t, where t, is 
sufJciently large, x(t) has degree 1 and x”‘(t) is bounded below by a positive 
constant, if and only if, for some a > 0, c > 0, 
-a 
1 c”-‘-‘f(c, c(g(c))‘) dc < co. (I,+ I> 
‘a 
The proof of this result is basically the same as the proof of Theorem 3 in 
[ 6 ] except that in showing that (I, + ,) implies the existence of a solution of 
(4) with the desired properties we define a sequence (x,(t)} by choosing 
T, > c, so that g(t) > c, for c > T,, and defining {x,(c)} on E(T,) U [To, a~) 
by 
x,(c) = c(c - c,)‘, t E W’-,)U [To, 001, 
x, + I(0 = c(t - t,)‘, t E Wo), 
= c(t - c,,)’ + W& T,, , x,(g(. I)>, t> To, 
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where 
‘Y,(c TO?X(LT(.))) 
i 
’ 0 - 4- ’ = 
To (I- l)! 1 
O” (s - v-‘- ’ f(s x(g(s))) ds dv 
,, (n-l- l)! ’ 
As in 16 ] this sequence converges to a positive function x(t) which satisfies 
x(t) = c(t - T,,)’ + y/,(t; 7’,, x( g(.))) for t > T,, from which it follows that 
x(tj is a solution of (4) with the desired properties. 
From Theorems 2 and 3 we are now able to conclude the following result 
concerning Eqs. (2) and (3). 
COROLLARY 1. Assume that g,(t) and gz(t) satisfy the hypotheses stated 
for g(t) and, in addition, assume there is a t, sufficiently large so that 
g,(t)/g,(t) is bounded above and below by positive constants for t > t,. Let II 
be even (odd) and I be odd (even). 
(i) If 1 < I < n - 1 there exists a positive solution x,(t) of (2) with 
degree I with xi’-” (t) bounded above by a constant if and only if there is a 
solution x*(t) of (3) with the same properties. 
(ii) If 0 < I< n - 1 there exists a positive solution x,(t) of (2) with 
degree 1 so that x”‘(t) is bounded below by a positive constant if and only if 
there is a solution x*(t) of (3) with the same properties. 
Remark 1. The most important case covered by this corollary is of 
course the case when gl(t) = t so that we are considering the delay equation 
(3) when there is a positive constant A4 so that Mt < gz(t) < t. 
Remark 2. It would be pleasant to be able to conclude that if g?(t)/g,(t) 
is bounded above and below by positive constants that (2) is oscillatory if 
and only if (3) is oscillatory. This is unfortunately not true. This is seen by 
noting that the equation 
x”(t) + t - ‘x(t) = 0 
is oscillatory on [ 1, co) but that the delay equation 
x”(t) + t-‘x(t/16) = 0 
has x(t) = t”’ as a solution. Note that x(t) = t”* is a solution of degree 1 but 
that x(t) is not bounded above by a positive constant nor is x’(t) bounded 
below by a positive constant. 
We now consider the previous results as applied to the equation 
XC”) + p(t)x’ = 0, (6) 
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where p(l) is a positive, continuous function for t > 0, and for simplicity, y is 
assumed to be a quotient of odd integers. In the case of (6), the integral 
conditions (I,) and (I,+ ,) become the following, respectively; 
irn t”-‘[ g(t)]““- ‘b(t) dt < 00, 
c 
x 
fnp”[ g(f)J”‘p(t) dt < co. 
- 0 
(6,) 
Two cases are distinguished at this point: the superlinear equation where 
1’ > 1 and the sublinear equation where 0 < y < 1. To include the linear case 
we consider the cases 0 < y < 1 and 1 < y. 
In the sublinear case where 0 < y < 1, since we may choose f > f, where f, 
is sufficiently large so that f, > 1 and g(f) > 1 for f > f,, the hypotheses that 
t > g(f) for all f implies that f > [g(f)]“, and so, ifj > I then 
w ml ~(1-1) = f-j[ g(f)]Y”~l)(f/[g(f)]YY’~I 
> t”-j[ g(t)]““-? 
Therefore, in the sublinear case, the integral condition (6,) implies the 
integral condition (6,) for any j 2 1. 
In the superlinear case where y > 1, there are two possibilities depending 
on the values ofj and y and the growth of g(f) relative to t. To see this, note 
that 
f”-‘[gWl td- 1) = f-j[ g(f)]vU- l),j-I([ g(f)]v)‘-j. 
Thus to determine conditions under which (6,) implies (6,), consider 
conditions that imply that 
f’-‘( [ g(f)]‘)‘-] >, K > 0 
for some constant K for all large f. This occurs when 
(i) lim inf f/g”(f) > 0 and j>l 
I+* 
or 
(ii) lim infg’(f)/f > 0 and j < 1. 
I-a: 
We note at this point, that if g(f) = f since y > 1 only case (ii) is possible and 
this was the case covered in (61. Our analysis leads to the next result. 
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THEOREM 4. Consider for some integer I, 0 < 1< n - 1, where 1 is odd 
(even) when n is euen (odd), the condition 
(‘-L t”-‘[ g(t)lY”- “p(t) dt < co. (6,) 
(i) If y > 1 and lim inf,,, (g”(t)/t) > 0, then (6,) is necessary and 
sufficient for (6) to have positive solutions xi(t) of degree j with x?-“(t) 
bounded above by a constant for all large t, where j = 1,3,5,..., 1, if 1 is odd 
and n is even and j = 2,4, 6 ,..., 1 tf 1 is even when n is odd. In the case when 
n is odd and I= 0, there exists a solution of degree zero that is bounded 
below by a positive constant for all large t. 
(ii) If either 0 < y < 1 or y > 1 and lim inf,,, (t/g”(t)) > 0, then (6,) 
is necessary and sufficient for (6) to have positive solutions x.j(t) of degree j 
and such that x?-“(t) is bounded above for all large t where j = 1, I+ 2,..., 
n - 1 (whether 1 is odd or even) while, in addition, tf 1 = 0 then x,(t) will be 
a solution of degree zero that is bounded below by a positive constant. 
Corresponding to Theorem 3 we obtain our next result. 
THEOREM 5. Consider for some integer 1, 0 < I< n - 1, where is odd 
(even) ~fn is even (odd), 
i 
cc 
t”-‘-I[ g(t)]$(t) dt < co. (6,+,) 
(i) Zf y > 1 and lim inf,,, (g”(t)/t) > 0, then (6,+,) is necessary and 
sufficient for (6) to have positive solutions xj(t) of degree j and such that 
x:‘(t) is bounded below by a positive constant for all large t, where j has 
each of the nonnegative values of the form j = 1, l- 2,..., 1 - 2k. 
(ii) If either 0 < y < 1, or y > 1 and lim infi,, (t/g”(t)) > 0, then 
(6,+ ,) is necessary and sufficient for (6) to have positive solutions xi(t) of 
degree j such that x. (t) is bounded below by a positive constant for all large 
t, wherej=l, 1+2,?, n- 1. 
These two results provide interesting extensions of the analogous theorems 
in the case of ordinary differential equations. In that case it was shown that 
for the superlinear equation, the low degree nonoscillatory solutions are the 
“first” to appear while for the sublinear equation, it is the high degree 
nonoscillatory solutions that appear first. However, in the case of the delay 
equation the above theorems show that, in the superlinear case, it is possible 
that the higher degree solutions appear first, as in the sublinear equation, 
when g”(t) does not grow as fast as t. Thus, at least in this sense, the 
superlinear delay equation may behave as a sublinear equation. 
HIGHERORDER DELAY EQUATIONS 159 
Another point of interest is the effect the delay has on linear equations. It 
is always the case that lim inf,,, (t/g(t)) > 0 but g(t) may have lim inf,,, 
(g(t)/t) = 0 and have sufficiently slow growth so that (6,) is valid for some 1, 
1 < I < n - 1, but (6/) is not valid for 0 <j < 1. Thus the linear equation may 
also behave as a sublinear equation. 
From the previous two theorems we obtain: 
COROLLARY 2. Suppose n is even (odd) and I is odd (even) with 
O<l<n-1. 
(i) If y > 1 and lim inf,,, (g”(t)/t) > 0, then (6) has positive 
solutions xi(t) of degree j = I, 1 - 2,..., and j > 0, and positive solutions yk(t) 
of degree k = 1, I- 2,..., and k > 0, such that xjO’-“(0 is bounded above by a 
constant, and yLk’(t) is bounded below by a positive constant, if and only if, 
(6,) is valid. 
(ii) Zf either 0 < y < 1 or y > 1 and lim inf,,, (t/g”(t)) > 0 then (6) 
has positive solutions xi(t) of degree j. j = 1, 1 + 2,..., n - I and solutions yk(t) 
of degree k = 1, 1 + 2,..., n - 1 such that a$-“(0 is bounded above by a 
constant, and yik’(t) is bounded below by a positive constant, tf and only tx 
(6,) is valid. 
A similar corollary concerning condition (6,+,) is also valid. For the sake 
of brevity we leave it to the interested reader and refer to Corollary 5 of [6]. 
Also we are able to obain a result concerning the existence of 
nonoscillatory solutions with highest or lowest degree. 
THEOREM 6. Suppose n is even (odd) and 1 is odd (even) with 
O<l<n-1. 
(i) Zf y > 1 and lim infi,, (g’(t)/t) > 0 then (6) has a positive 
solution x(t) oj’highest degree 1 with x(‘-‘) (t) bounded above by a constant, if 
and only if, 
! 
00 cc 
t” - ‘gv(‘- “(t)p(t) dt < co and I t”P’P’gY’(t)p(t) dt = 00, 
while (6) has a positive solution of highest degree I such that x”‘(t) is 
bounded below by a positive constant, if and only if 
r 
t”P’P’g”(t)p(t) dt < 00 
m 
and t”-‘-2g”“+1)p(f) dt = 00, 
(ii) If either 0 < ?J < 1, or Y > 1 anll lim inf, -cc (t/g”(t)) > 0, then (6) 
409/77! I I I 
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has a positive solution x(t) with lowest degree 1 such that x(‘-“(t) is bounded 
above by a constant, tf and only if, 
c K’ tn-‘gv(‘P’)(t)p(t) dt < 00 and a tn-‘+ ‘g”(‘-*)(t)p(t) dt = 00, .’ .I 
while (6) has a solution of lowest degree 1 with x(“(t) bounded below by a 
positive constant, if and only tx 
 ^7. 
j 
3c 
t n -‘- ‘g”‘(t)p(t) dt < 03 and 
i 
t+‘g”(‘- “p(t) dt = co. 
The proofs of the preceding results regarding (6) and conditions (6,) and 
(6,+ ,) follow in the same way as the proofs of the analogous results for the 
ordinary differential equation, [6], given the previously proven results in this 
paper. 
The remainder of this paper will be concerned with comparing the 
behavior of the solutions of (2) and (3). 
THEOREM 7. Assume that g,(t) and gz(t) satisfy the hypotheses statedfor 
g(t), and in addition satisfy for t > 0, 
g,(t) G s*(t)* 
(i) Let I<l<n-1. Iffor some t,, there exists a positive solution 
x2(t) of (3) having degree 1 for t > t, then for some T,, > t, there is a solution 
x,(t) having degree 1 for t > T,, of (2) such that for t > T,, 
0 < x,(t) <x*(t) 
and in fact 
0 < x(k)(t) < x(k)(t) I 12 3 k = 0, 1 ,..., 1, 
0 > (- l)kxjk’(t) > (- 1 )kX:k’(t), k = I + l,..., n. 
(ii) Let I= 0. Iffor some t,, (2) has a solution x,(t) with degree 0 for 
t > t, which is bounded below by a positive constant, then for some T,, > t,, 
(3) has a solution x,(t) of degree 0 for t > T,, and satisfying 
0 < (-l)“xy’(t) < (- l)“xl”‘(t) for k = 0, l,..., n 
and 0 < lim,,, x2(t) < lim,,, x,(t). 
Proof: (i) Suppose x1(t) is a solution of (3) and x,(t) has degree I > 1 
for tat,. Since I > 1, xi(t) > 0 for t 2 t, and so x2( g,(t)) < x2( g*(t)) for 
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t > T, where T,, is chosen so that t > To implies g,(t) > t,. Therefore, x,(t) 
satisfies 
-cYt) +f(L x2( g, (0)) < x:“‘(t) +f(t, x2( g>(o)> =0, 
and applying Lemma l(i), we obtain our result. 
(ii) If I = 0, n is odd. Suppose x,(t) is a solution of (2) such that x,(t) 
has degree 0 for t > t, which is bounded below by a positive constant. Then 
I= 0 implies x’,(t) < 0 for t > t,, and SO for t > To where T,, is chosen as 
above, since g,(t) <g,(t), 
Therefore x,(t) satisfies 
4”‘(t) +fk x1(g*(t>>> < 0, (2 T,,, 
and so by Lemma l(ii), for x, chosen so that 0 < x, <x,(a) we may 
conclude that (3) has a solution x2(t) such that for t > T,,, x*(t) has degree 0, 
lim,,, x*(t) = xcc and 0 < (-l)kx$“’ < (-l)k~$k’(t), k = 0, l,..., n. This 
completes the proof of the theorem. 
COROLLARY 3. (i) If n is even and (2) is oscillatory then (3) is 
oscillatory. (ii) If M is odd and tfall solutions of (2) are oscillatory or tend to 
zero as t goes to infinity then all solutions of (3) oscillate or tend to zero as t 
goes to infinity. 
Proof. If (3) has a solution of degree I> 1 then so does (2). Also, the 
existence of solutions of degree 0 which do not go to zero depends only on f, 
Lemma 2. 
Using a technique of [ 71 it is also possible to compare (3) with a different 
equation. 
THEOREM 8. Assume that g,(t) and gz(t) satisfy the hypotheses stated for 
g(t), and in addition satisfy for t > 0 
g, (0 G g*(t). 
Let 1 < I < n - 1. If for some a, 1 > a > 0, the equation 
2”) +f (4 a(g,(t)lg,(O)“-‘x(g,(O)) = 0 (7) 
has a solution of degree 1 then (3) has a solution of degree 1. 
Proof: Suppose (7) has a solution x(t) of degree 1. As gr(t) <g*(t) and 
x(t) has degree I > 1 it follows from the Taylor expansion of x(t) and the 
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fact that x(‘+“(t) < 0 that g:-‘(t)x(g,(t)) < ag!:-‘(t)x(g,(t)) as in Lemma 4 
of [ 7 I. It thus follows that x satisfies 
XC”) +f(c x(g&))) < 0 
and the result follows from Lemma l(i). 
In a similar manner we may obtain a comparison result cerning 
oscillation. This result is similar in spirit to some of Mahfoud’s work [ 14, 
Theorem 11. Mahfoud assumes, however, that the delay g(t) is differentiable 
with nonnegative derivative and he derives a different equation. 
THEOREM 9. Assume n is even and that g,(t) and g>(t) satisfy the 
hypotheses tated for g(t), and in addition satisfy for t > 0 
g,(t) <g&>* 
lffor each t, > 0 the equation 
P) +f (t, (( g1(t) - tlJl(g,(t) - to))“- ‘4 gz(t))) = 0 (8) 
is oscillatory then so is (2). 
Proof Suppose x(t) is a nonoscillatory solution of (2). Then x(t) has 
degree I > 1 for t 2 t, for some 1. It follows from Kiguradze’s Lemma (iii) 
that x(t)/(t - t,)’ has a nonpositive derivative for t > t, and so 
x(g,(t))l(g,O) - to)’ 2 x(g,W>l(g*(t> - to)’ 
if g,(t) > t,. Thus x satisfies 
xcn) +fk ((g,(t) - 4Mg*(t) - trJ)“- ‘x(&(t))) < 0 
as n - 1 > 1. This implies that (8) has a nonoscillatory solution of degree I, 
however, which is a contradiction. 
As an immediate corollary we have 
COROLLARY 4. If n is even and iffor each t, > 0 the equation 
P) +f (t, (( g1(t) - to)/(t - t,))” - ‘x(t)) = 0 
is oscillatory then so is (2). 
We now consider the case where Is,(t) -g,(t)1 is a bounded function. As 
the criterion for a positive solution of degree 0 which is bounded below by a 
positive constant is independent of the function g we consider only the case 
where I > 1. 
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THEOREM 10. Suppose that the delay functions g, and g, satisfy the 
hypotheses stated for g(t) and, in addition suppose that ]g,(t) -g,(t)] is a 
bounded function. Then (2) has a positive solution of degree 1 > 1 if and only 
tf (3) has a positive solution of degree I> 1. 
Proof: Suppose x,(t) is a positive nonoscillatory solution of (1) which 
has degree I> 1 for t > t, and suppose M > 0 is a constant so that 
]g,(t) -g,(t)] <M for t > t,. It follows from Theorem 1 that the equation 
u’“-‘+‘)(t) +f (t, (g,(t) - t,)‘-‘u(g,(t))/l!) = 0 
has a positive solution u(t) of degree 1 for t > T,, for some TO > t,. As u has 
degree 1, u”(t) < 0 and u’(t) is bounded for t > T,,. Hence, there exists 
constant N so that 0 < u(g*(t)) -N< u(g,(t)) and 0 < (g*(t) -M- t,) < 
(g,(r) - to) for all sufficiently large t. Thus v(t) = u(t) - N satisfies 
v’“-‘+ ‘) +f(t, (g*(t) - M - t,)‘- ‘v( g>(t))/!) 
=u’“-‘+“+f(t,(gz(t)-M-tt,)‘-’ [u(g*(t))-N]/l!) 
< lP-‘+ ‘) + f (t, (g,(t) - t,)‘%( g,(t))/l!) = 0. 
As v(t) is of degree 1. it follows that the equation 
v(“-‘+ I) + f (t, (g*(t) - (M + tJ)‘%( g,(t))/!) = 0 
has a solution of degree 1 by Lemma l(i) and so from Theorem 1 we see 
that (3) must have a solution of degree 1. As the roles of (2) and (3) are 
interchangeable the proof is complete. 
COROLLARY 5. Suppose the delay functions g,(t) and g2(t) satisfy the 
hypotheses stated for g(t) and, also, suppose ]g,(t) - g,(t)] is a bounded 
function. (i) If n is even (2) is oscillatory, tf and only tx (3) is oscillatory. 
(ii) If n is odd, every solution of (2) is oscillatory or tends to zero as t -+ 00, 
tf and only if, every solution of (3) is oscillatory or tends to zero as t--t CO. 
We remark that these results are related to the very interesting work of 
Brands [2] where he considered second order equations and to the work of 
Mahfoud [ 14, Theorem 41. 
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