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Resumen 
Microestructura y respuesta mecánica de aceros bainíticos nanoestructurados 
Existe una nueva generación de aceros avanzados, la bainita nanoestructurada, con propiedades 
muy prometedoras de resistencia vs. tenacidad o ductilidad. Estas microestructuras, al contrario 
de lo que ocurre con la bainita convencional, contienen austenita retenida. Dicha característica 
junto con el hecho de que la estructura está refinada hasta la escala nanométrica son 
responsables de las excelentes propiedades mecánicas que presentan estos aceros.  
La microestructura se forma tras una austenización completa seguida de un tratamiento 
isotérmico que da lugar a la transformación bainítica, a temperaturas entre 200 y 300C. El 
resultado es una microestructura que consiste básicamente en dos fases: una matriz dura de 
ferrita bainítica y una segunda fase dispersa, austenita retenida enriquecida en carbono. Su 
complejo comportamiento de tipo composite (material compuesto), determina la respuesta 
tensión-deformación. Se cree que la transformación martensítica inducida mecánicamente tiene 
un papel fundamental en el modo de endurecimiento por deformación, como ocurre en los 
aceros TRIP, que presentan plasticidad inducida por transformación. 
Mientras que se ha llevado a cabo una extensa investigación previa que ha permitido 
comprender los mecanismos y los parámetros microestructurales que controlan la resistencia 
de estos aceros, no existen resultados concluyentes para el caso de la ductilidad. El objetivo de 
este trabajo es la determinación de los factores que afectan a la ductilidad, la deformación y la 
fractura. Con este propósito, se han realizado ensayos de tracción en diferentes muestras, así 
como una exhaustiva caracterización microestructural tanto en material no deformado como en 
secciones transversales de material deformado a tracción.  
En primer lugar, se ha abordado la caracterización de la microestructura y su relación con los 
parámetros del tratamiento térmico, temperatura de transformación y tiempo, poniendo 
especial énfasis en las características cristalográficas de la bainita nanoestructurada, estudiadas 
mediante análisis por difracción de electrones retrodispersados, difracción de rayos X y 
microscopía electrónica de transmisión. Los resultados muestran, en general, un refinamiento 
de la microestructura con la disminución de la temperatura de transformación. Se aprecia, 
además, una relajación de la ferrita bainítica y la tendencia de la austenita retenida a 
enriquecerse en carbono a medida que la temperatura de transformación aumenta, a expensas 
del carbono situado tanto en solución sólida libre de defectos en la ferrita bainítica como en 
clusters, fronteras o dislocaciones. Tiene especial relevancia un estudio novedoso enfocado a 
caracterizar la estructura cristalina de la ferrita bainítica, que resulta ser tetragonal en vez de 
cúbica.  
La comprensión completa del comportamiento de tipo composite requiere, en una primera 
etapa, la caracterización local de las propiedades mecánicas, que se espera que varíen de una 
fase, ferrita bainítica, a la otra, austenita. Con tal fin se ha procedido al uso combinado de 
técnicas basadas en la microscopía de fuerza atómica, como la nanoindentación y las medidas 
nanomecánicas cuantitativas de peak force. Se ha hecho un análisis crítico de estas técnicas, 
estableciendo sus límites y sus ventajas, y se han obtenido algunos parámetros elastoplásticos 
en ambas fases. Se han comparado los resultados de peak force con los obtenidos a partir del 
análisis de las curvas de carga en nanoindentaciones discretas y se ha discutido en términos de 
la escala y la naturaleza de las microestructuras. Los resultados apuntan a que, por un lado, 
dentro de la región elástica, las diferencias en módulo de Young entre las fases están dentro de 
los límites de resolución de la técnica. Por otro lado, para altas temperaturas de tratamiento, el 
comportamiento plástico de la ferrita bainítica y de la austenita retenida tiende a asemejarse.  
Comprender los mecanismos de deformación es clave a la hora de confirmar la importancia de 
la microestructura y su comportamiento de tipo composite en el control de la ductilidad. Estos 
pueden ponerse de manifiesto mediante el seguimiento de la evolución de la fracción de 
austenita y también de la evolución de la textura de ambas fases durante el ensayo de tracción. 
La transformación martensítica parece contribuir como un mecanismo de ablandamiento más 
que de endurecimiento. Si se asume transformación martensítica asistida por tensión, el reparto 
de tensión entre las diferentes fases parece decrecer a medida que la temperatura de 
tratamiento y el enriquecimiento de la austenita en carbono aumentan. En ese caso, la 
transformación martensítica tiene lugar más progresivamente en función de la deformación o 
puede incluso quedar inhibida. La evolución de la textura aparece no sólo como consecuencia 
de que la transformación martensítica está más o menos favorecida dependiendo de la 
orientación cristalina de la austenita madre, sino también como resultado de la rotación 
cristalina plástica coordinada de la ferrita y la austenita. Finalmente, defectos planares como las 
faltas de apilamiento e incluso las nanomaclas pueden llegar a desarrollarse durante la 
deformación, promovidos por una fuerte componente de cizalla de la tensión. 
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1 Abstract 
Nanostructured bainite is a promising new steel concept presenting excellent values of rivalling 
mechanical properties, strength vs. toughness or ductility. These microstructures, as opposed 
to conventional bainite, contain retained austenite. This, together with the fact that the 
structure is refined down to the nanoscale, are responsible for the good mechanical properties.  
The microstructure is formed by a complete austenitization and a subsequent isothermal 
holding for the bainitic transformation, at temperatures about 200-350C. The microstructure 
consists basically of two phases: a hard matrix of bainitic ferrite and a carbon-enriched retained 
austenite, the second dispersed phase. The complex composite character of the microstructure 
determines its stress-strain response. Mechanically-induced martensitic transformation is 
thought to play an important role in the work-hardening behaviour, as in transformation-
induced plasticity aided steels.  
Whereas extensive previous research has been carried out to understand the mechanisms and 
microstructural parameters that control the strength of these steels, no conclusive results exist 
for the ductility. It is the objective of this work to determine the factors that affect the ductility, 
deformation and fracture. For that purpose, tensile tests have been performed on different 
samples, and microstructural examinations have been carried out on both undeformed and 
cross-sections of the tensile deformed samples.  
First of all, the characterization of the microstructure and its relation with heat treatment 
parameters, transformation temperature and time, have been addressed. Special emphasis has 
been put on the crystallographic characteristics of nanostructured bainite, studied by means of 
electron backscatter diffraction, X-ray diffraction analysis and also transmission electron 
microscopy. Results show, in general, a refinement of the microstructure as the treatment 
temperature decreases. There is also a structural relaxation of bainitic ferrite and a favored 
carbon enrichment of austenite as the treatment temperature increases, which is now known 
to occur at the expenses of the carbon placed at defect-free solid solution in bainitic ferrite and 
at clusters, boundaries or dislocations. Noteworthy on their own it is the new advance on the 
characterization of bainitic ferrite crystal structure, which turns out to be tetragonal rather than 
cubic.  
The full understanding of the composite behavior of nanostructured bainite requires, at a first 
stage, the local characterization of its mechanical properties, which are expected to change from 
one phase, bainitic ferrite, to another, austenite. The combined use of atomic force microscopy-
based techniques, such as nanoindentation and peak force quantitative nanomechanical 
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measurements is devoted to that purpose. Limits and advantages of these challenging 
techniques have been critically addressed and some elastic-plastic parameters of both phases 
have been measured. Peak force quantitative nanomechanical results have been compared to 
those obtained from the analysis of the loading force curve of single indentation and have been 
discussed in terms of the nature and scale of the microstructures. Results point out that, on one 
hand, within the elastic region, differences in mechanical properties between phases are within 
the error bars. On the other hand, for high treatment temperatures, plastic behavior of retained 
austenite and bainitic ferrite might be quite similar. 
Understanding the deformation mechanisms is key to confirm the importance of the 
microstructure and its composite behavior in the control of ductility. They can be revealed by 
tracking the austenite fraction evolution and also the texture evolution of both austenite and 
ferrite while tensile testing. Martensitic transformation is found to contribute as a softening 
mechanism rather than as a strengthening one. Assuming stress-assisted martensitic 
transformation, stress partitioning between the different phases seems to decrease as both the 
heat treatment temperature and the carbon enrichment of austenite increase. In that case, 
martensitic transformation takes place more progressively as a function of the plastic strain or 
can even be inhibited. The texture evolution arises not only from the preferential martensitic 
transformation depending on the austenite crystal orientation, but also from the coordinated 
plastic crystal rotation of austenite and ferrite, which contributes to a positive latter work-
hardening rise phenomenon. Finally, planar defects such as stacking faults and even nanotwins 
may develop during straining promoted by a strong stress shear component. 
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2 Preface 
This manuscript is the result of work developed at the National Center for Metallurgical Research 
(CENIM-CSIC), Madrid, Spain, during four years, within the frame of the following projects in 
collaboration with other institutions and companies: 
 “Study of the mechanical stability of retained austenite in high C nanostructured bainitic 
steels. Design of new NANOBAIN steels with improved ductility” (Ref. MAT2010-15330), 
sponsored by the Spanish Ministry of Science and Innovation and by the Spanish 
Ministry of Economy and Competitiveness, associated to a FPI grant (Ref. BES-2011-
044186). 
 “Understanding basic mechanism to optimize and predict in service properties of 
nanobainitic steels (MECBAIN)” (Ref. RFSR-CT-2012-00017), sponsored by the RFCS 
Programme, with the participation of Ascometal-CREAS, Sidenor, Kaiserslautern 
University / AWP, Centre for Advanced Materials Simulation (ICAMS), GPM Rouen and 
Robert Bosch GmbH. 
 “Development of Materials and Material Conditions for High Loaded Components. 
Frame Development Program (I and II)” (Ref. 0402011115), with Robert Bosch GmbH. 
Part of the electron backscatter diffraction analyses and the electron channeling contrast 
imaging have been performed at the Max-Planck Institut für Eisenforschung, Germany, during a 
three-month stay partly funded by the Spanish Ministry of Economy and Competitiveness, 
through the program “Estancias Breves”(Ref. EEBB-I-14-08919) and at the invitation of Prof. Dr. 
Dierk Raabe.  
Transmission electron microscopy analyses have been performed at the Department of 
Materials Science and Engineering of the National Taiwan University, Taiwan, during a two-
month stay partly funded by the National Science Council of Taiwan and at the invitation of Prof. 
Dr. Jer-Ren Yang. 
Atom probe tomography analysis has been performed at Oak Ridge National Laboratory, which 
is a DOE Office of Science User Facility, USA, within the frame of the project “Rationalization of 
mechanical stability of retained austenite in nanostructured steels using atom probe 
tomography” (ref. 2012_Caballero_191), sponsored by Shared Research Equipment (SHaRE) 
User Program. Office of Basic Energy Sciences, U.S. Department of Energy. 
Neutron diffraction analysis has been performed at HIPPO instrument, Los Alamos National 
Laboratory (LANSCE-LC), USA, within the frame of the project “Rationalization of Anomalous 
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Mechanical Properties with Nanostructure Bainitic Steels” (ref. HIPPO_SV100330). 
Atomic force microscopy-based techniques have been performed at the Materials Science 
Institute (ICMM-CSIC), Madrid, Spain, and at the Department of Physics-Chemistry, Chemistry 
Faculty, of the Universidad de La Laguna, Spain, supported by the Spanish Ministry of Economy 
and Competitiveness under the contract IPT-2012-0320-420000, and the grants FIS2012-38866-
C05-05 and CTQ2011-24784. 
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3 Introduction 
There is an increasing interest in nanocrystalline steels because of their unique mechanical 
properties. These steels achieve an ultra-high strength while keeping good values of ductility, as 
shown in Figure 3.0.1 [1, 2]. However, the manufacture of nanocrystalline steels is frequently 
very cost-consuming, involving the addition of expensive alloying elements, severe plastic 
deformation or complex thermomechanical routes in order to obtain the desired refinement of 
the microstructure during the material processing. A new generation of steels, nanostructured 
bainitic steels, is one promising steel solution because of its simplicity in terms of alloy design 
and processing. On one hand, they are low-alloyed steels, having a chemical composition based 
on the use of C, Si, Mn and Cr principally (more details on the alloying content can be found in 
the section 5.1). The heat treatment consists on austenitization followed by isothermal holding 
at temperatures T as low as T/Tm<0.25, where Tm is the absolute melting temperature. The 
transformation itself leads to the nanocrystalline structure without further technological efforts, 
what have received much attention in recent years [3-6]. 
The high ability of nanostructured bainite to deform plastically is also in part responsible for the 
achievement of the highest strength-toughness combinations ever recorded in bainitic steels 
(2.2GPa-30MPa·m1/2) [7-10]. There is, however, certain unawareness on the parameters that 
control the ductility values, i.e., transformation settings and thus, microstructural features of 
the nanostructured bainite, whose study is the purpose of this work. 
 
Figure 3.0.1. Typical values of total elongation until fracture vs. ultimate tensile strength for different steels. 
Adapted from ref. [2]. 
The bainitic transformation temperature and time have been tailored in order to assess their 
influence on the ductility. Two factors responsible for the elongation values have been analyzed: 
the work-hardening behavior and fracture mechanisms. As a first approach, an effort has been 
done for obtaining possible trends between ductility values and macroscopic mechanical 
nanocrystalline steels
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properties and different microstructural parameters, such as volume fraction of austenite and 
its carbon content, which are expected to have influence on the former. For a deeper 
understanding, deformation mechanisms have been examined by different local and non-local 
diffraction and microscopy techniques. 
3.1 Bainitic steels 
The temperature-time-transformation (TTT) diagram of most steels presents a wide 
intermediate-temperature range in which austenite does not transform into either pearlite or 
martensite. Instead, another microconstituent is formed, a microstructure composed of ferrite 
plates or laths and a second phase that can be either cementite or austenite/martensite 
depending on the chemical composition of the steel and the treatment temperature. This 
constituent is commonly known as bainite, and can also form from intermediate-rate coolings: 
rapid enough to avoid pearlite formation and too slow to produce martensite [11]. Davenport 
and Bain [12] discovered this microstructure while studying the thermal decomposition of 
austenite. There is a high variety of morphologies and microstructural characteristics, all 
belonging to the definition of bainite. The terminology found in literature is not consistent, many 
terms and descriptions are found, which has led to certain confusion. For conventional bainitic 
steels, the classification proposed by Zajac et al. [13] is widely spread. He identified different 
kind of bainitic microstructures based on the transformation temperature and the nature of the 
second phase. For isothermal transformations, two types of conventional bainitic 
microstructures are distinguished: Upper-bainite and lower-bainite. When bainitic ferrite plates 
contain carbide precipitates, the microstructure is named lower-bainite. On the contrary, if 
cementite precipitates between plates of ferrite and the inside is carbide-free, the 
microstructure is named upper-bainite. Upper-bainite forms at higher temperatures than lower 
bainite, but both involve similar transformation mechanisms. Nanostructured bainite, however, 
is an advanced lower bainite, also obtained after isothermal treatment, in which the formation 
of cementite from austenite is inhibited and the second phase is retained austenite instead.  
The bainitic reaction starts with the nucleation of ferrite at the austenite interfaces. Bainite 
grows in the form of sheaves, i.e., clusters of subunits with a plate-like or lath-like morphology. 
It is already accepted that the growth of bainitic ferrite has a diffusionless and displacive nature, 
in which Fe and substitutional atoms move a distance lower than an interatomic spacing, and 
the growth of each subunit is accompanied by an invariant-plane strain shape change with a 
large shear component. This kind of transformation is very similar to the martensitic one. For 
this reason, lath martensite and bainitic ferrite are comparable in terms of crystallography. More 
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details on the crystallography are given in the section 6.1.2. The complete thermodynamics of 
bainitic transformation is as follows [11]: 
Nucleation occurs under paraequilibrium conditions, where only the C diffuses; eq. 3.1.1 must 
be fulfilled: 
∆𝐺𝑚 < 𝐺𝑁 eq. 3.1.1 
where ∆𝐺𝑚 is the maximum molar Gibbs free energy change accompanying the nucleation of 
bainitic ferrite; and 𝐺𝑁 is the universal nucleation function based on a dislocation mechanism 
associated to martensite, which defines the minimum free energy change necessary in any steel 
for the nucleation of bainitic ferrite.  
As already mentioned, growth is not only displacive, but also diffusionless [14], and, thus, its 
criterion is: 
∆𝐺𝛾→𝛼 < −𝐺𝑆𝐵 eq. 3.1.2 
where ∆𝐺𝛾→𝛼stands for the free energy change accompanying the transformation of austenite 
into ferrite without any change in the chemical composition, and 𝐺𝑆𝐵 (~400J·mol
-1) is the stored 
energy of bainite due to the displacive mechanism of the bainitic transformation. 
The maximum temperature at which both eq. 3.1.1 and eq. 3.1.2, conditions for nucleation and 
growth, respectively, are fulfilled, is the bainite start temperature, Bs.  
The enrichment of austenite in C during the bainitic transformation takes place as follows. C 
partitions from bainitic ferrite into the surrounding austenite during the whole bainitic 
transformation. Since austenite gets enriched in C, the driving force for the bainitic 
transformation decreases. The transformation process continues by successive nucleation of 
subunits until the C concentration of the residual austenite reaches the value of T0’, at which 
the free energy of bainite is equal to this of austenite with the same chemical composition, 
taking into account the stored energy 𝐺𝑆𝐵. The transformation stops at that point because it is 
thermodynamically impossible for austenite with such chemical composition to transform into 
bainite by the aforementioned mechanism. This trend is known as the ‘incomplete reaction 
phenomenon’ because the transformation ends before the C concentration of austenite reaches 
the equilibrium value [15, 16]. Figure 3.1.1 shows the T0’ line.  
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Figure 3.1.1. The free energy curves of austenite () and ferrite, taking into account the stored energy of it due to 
the displacive mechanism of bainitic transformation (α+strain) or not (α), at a temperature T1. Below it, the To’ 
curve, where T1 has been explicitly indicated. Adapted from ref. [11]. 
3.2 Nanostructured bainite 
Even though the growth of bainitic ferrite is not controlled by any diffusive process, 
temperatures at which bainitic transformation typically takes place are high enough to allow C 
atoms to diffuse. Soon after the diffusionless growth of a bainitic ferrite subunit is completed, 
C, which is in excess in solid solution, is expelled to the retained austenite. This phenomenon, in 
conventional bainitic steels, results in the precipitation of cementite inside bainitic ferrite plates 
(lower-bainite) or between them (upper-bainite). Since the mechanical properties of these 
microstructures can be highly improved, a new generation of bainitic steels was developed in 
order to avoid the cementite precipitation from austenite [17]: carbide-free bainitic steels. This 
new concept is based in the addition of Si contents near 1.5wt.%, because this element has a 
very low solubility in cementite [11]. Hence, after nucleation and growth of each bainitic ferrite 
plate, according to eq. 3.1.1 and eq. 3.1.2, C partitions from bainitic ferrite into the surrounding 
austenite, where it is kept in solid solution. 
Nanostructured bainite is characterized by the lack of coarse precipitates of cementite, due to 
the addition of Si, and by the absence of martensitic islands in the initial microstructure, both 
detrimental to the mechanical properties. The typically high C bulk content in nanostructured 
bainitic steels, risen up to even 1wt.%, has the following consequences: 
On one hand, the high C content leads to a significant reduction of the bainitic transformation 
temperatures, which is the main reason of the refinement of these structures down to the 
nanoscale [18, 19]. In addition, low transformation temperatures are also responsible for the 
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high dislocation densities observed in these microstructures, about 5.1±2.71014m-2, measured 
by transmission electron microscopy (TEM), which means the same order of magnitud of 
martensitic structures, and two orders of magnitud higher than polygonal ferrite [20]. As it is 
well known, in displacive transformations such as martensite, the shape and volume change 
must be elastic and/or plastically accommodated. Therefore the lower the transformation 
temperature is, the higher the density of dislocations which are generated at the product/parent 
austenite interface [21, 22].  
On the other hand, C contents of austenite after bainitic transformation range from 0.5 to 
1.5wt.% depending on the chemical composition. This huge amount of C, remaining in solid 
solution, reduces the martensitic start temperature, Ms, below room temperature. Therefore, 
in nanostructured bainite, austenite is retained at room temperature as a dispersed second 
phase [23, 24].  
To summarize, nanostructured bainite consists, mainly, of two phases, a matrix of bainitic ferrite 
() plus C-enriched retained austenite (). While plates of bainitic ferrite are some tens of 
nanometers thick, austenite has two very distinguishable morphologies, thin films between the 
plates of ferrite, also in the nanoscale, and larger austenite blocks, between sheaves (see the 
TEM image in Figure 3.2.1 showing a sheave of bainite). Due to the geometrical  
 
 
Figure 3.2.1. Bright field TEM image of a sheave of nanostructured bainite. 
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constrictions of austenitic features, they have different C contents, i.e., thin films, trapped 
between bainitic ferrite plates, have a higher C content than coarser blocks of austenite [25]. 
The size, morphology and crystallography of the microstructure, as well as the location of C are 
key in the control of mechanical properties, and will be extensively discussed in further sections 
of this manuscript. 
3.3 Tensile mechanical properties 
The yield strength of ferrite alone, 𝑌𝑆𝛼, is function of several parameters, summarized in the 
following expression [11, 21, 26]: 
𝑌𝑆𝛼 = 𝜎𝐹𝑒 + ∑ 𝜎𝑠𝑠
𝑖
𝑖
+ 𝜎𝑐 + 115𝐿𝛼
−1 + 𝑘𝑝𝛺
−1 + 7.341 ∙ 10−6𝜌𝑑
0.5 eq. 3.3.1 
where 𝜎𝐹𝑒 is the strength of pure annealed Fe; 𝜎𝑠𝑠
𝑖  is the solid solution strengthening due to the 
alloying element 𝑖; 𝜎𝑐 is the solid solution strengthening due to the C; 𝐿𝛼 [μm] is the mean 
intercept line of the ferrite plate measured in a direction normal to the plate length; 𝑘𝑝 is a 
constant; 𝛺 the distance between a carbide particle and the nearest two or three neighbours; 
and 𝜌𝑑 the dislocation density. 
In the case of bainitic ferrite, the main parameter influencing its strength, directly and indirectly, 
is the C content. The direct effect is accounted by the term 𝜎𝑐 in eq. 3.3.1, i.e., the strengthening 
of the phase by C in solid solution. The indirect effect is the refinement of the microstructure 
thanks to the decrease of treatment temperatures leading to nanostructured bainite. As said, 
the low temperatures of bainitic trasformation for nanostructured bainite are mainly 
consequence of the high C contents of these steels. The term 115𝐿𝛼
−1 measures the strengthning 
due to this refinement of the bainitic ferrite plates. This is not the traditional Hall –Petch relation, 
but the Langford and Cohen one, due to the nanoscale of the bainitic plates. Another important 
strengthening parameter is the dislocation density.  
On the other hand, the yield strength of austenite alone, 𝑌𝑆, can be described as a function of 
the alloying content in solid solution and the temperature as [18, 19, 21]: 
𝑌𝑆 = (1 − 0.26 ∙ 10
−2(𝑇 − 248) + 0.47 ∙ 10−5(𝑇 − 248)2 − 0.326
∙ 10−8(𝑇 − 248)3)
∙ 15.4(4.4 + 23𝑤𝐶

+ 1.3𝑤𝑆𝑖

+ 0.24𝑤𝐶𝑟

+ 0.94𝑤𝑀𝑜

+ 32𝑤𝑁

) 
eq. 3.3.2 
where 𝑇 [K] is the temperature and 𝑤𝑖

, the content in wt.% of the element 𝑖 in solid solution in 
austenite. 
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Considering the whole microstructure, the yield strength has been found to be mainly controlled 
by the amount and scale of the bainitic ferrite [9, 27]. In this sense, the yield strength correlates 
well with the ratio Vα/tα (see Figure 3.3.1) where Vα is the volume fraction of ferrite and tα the 
mean bainitic plate thickness (tα is 𝐿𝛼 after stereological correction [28, 29]). The higher the 
fraction of thinner bainitic ferrite plates, the higher the yield strength (YS), which suggests that 
bainitic ferrite is the hardest phase, while the retained austenite is the softest one. Lan et al. 
[30] also showed by means of nanoindentation that the nanohardness of thin bainitic ferrite 
plates in the nanostructured steel exceeds that of the retained austenite. 
 
Figure 3.3.1. Ultimate tensile strength (UTS) and yield strength (YS) of different samples as a function of the ratio 
Vα/tα. Adapted from ref. [27]. 
The ultimate tensile strength (UTS) seems quite insensitive to the same parameter, Vα/tα, as 
opposed to YS. According to Figure 3.3.1, low YS values allow the material to work-harden when 
plastically deformed, increasing the UTS/YS ratio. What other microstructural parameters may 
control the UTS remains unclear.  
As opposed to the yield strength, the mechanisms underlying the enhancement of ductility are 
far from being understood. As a general rule, a high ductility can be achieved by both the work-
hardening capability of the material and its damage resistance [31]. On one hand, the work-
hardening is responsible of the delay of necking formation, which contribute to retard the plastic 
instability and thus, increase the uniform elongation. On the other hand, the damage resistance, 
which depends on the fracture mode, is key in controlling the total elongation of the material. 
Both issues are considered below, where the behaviors of other microstructures with certain 
similarities to nanostructured bainite are reviewed.  
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3.3.1 Work-hardening 
Strength and uniform elongation (𝑒𝑢) are rivaling properties, i.e., it is very difficult to increase 
the stress level that can be sustained by a material without reducing its resistance to the 
localization of deformation [32]. However, a high work-hardening rate, i.e., the increase of stress 
for an increase of strain, brings about high values of both UTS and 𝑒𝑢, from moderate values of 
YS. It is well known that in steels containing retained austenite, it can transform into martensite 
when mechanically loaded. The efficiency of that martensitic transformation as a deformation 
mechanism enhancing the work-hardening rate is expressed by the concept of transformation 
induced plasticity (TRIP) effect [32, 33]. Conventional TRIP-aided steels take advantage of such 
mechanically induced transformation, skillfully combining several mechanisms of strengthening 
and softening. These microstructures consist of a soft matrix of polygonal ferrite and dispersed 
small martensite-austenite grains. In some cases, a dispersed microconstituent, e.g., bainite, 
consisting of bainitic ferrite plus retained austenite is also present. In conventional TRIP-aided 
steels, two work-hardening mechanisms can effectively be argued [34]: the TRIP effect and the 
composite-like nature of their microstructures. 
The TRIP effect includes the shape and volume changes accompanying the transformation of 
austenite to martensite, which generate local plasticity in the surrounding ferrite grains [35]. 
However, the associated increase of the dislocation density cannot entirely explain the high 
work-hardening levels exhibited by the TRIP-aided steels. The composite nature of the 
microstructures cannot be neglected. The large variability of mechanical properties between the 
phases results in stress and strain partitioning during loading [36, 37]. Hence, in conventional 
TRIP-aided steels, an important contribution to the strengthening comes from the fact that there 
is an evolving composite, in which a hard phase, martensite, is progressively added upon 
deformation. Since the proportions of austenite and martensite continuously change during 
straining, the mechanical partitioning between phases gets also modified. The macroscopic 
stress–strain response is therefore a complex coupling of different phenomena taking place 
upon deformation. 
As a result of these mechanisms, in conventional TRIP-steels, the best strength–ductility balance 
is known to occur when there is a progressive martensitic transformation during the 
deformation process. See in Figure 3.3.2 two examples of typical true stress-strain curves of TRIP 
aided-steels. The effective TRIP effect produces a long elongation, at which a high strength level 
is also achieved [32]. 
The knowledge gained in the study of conventional TRIP steels gives some hints about how to 
deal with nanostructured bainitic structures. Thus, the behavior of austenite and the mechanical  
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Figure 3.3.2. Two examples of the tensile response of two typical TRIP-aided steels and their corresponding 
austenite fraction evolution. Adapted from ref. [32]. 
partitioning between phases must be carefully considered. Indeed, it is well known that in 
bainitic steels the retained austenite can transform into martensite (’) when subjected to 
loading. However, as opposed to conventional TRIP steels, in bainitic steels the retained 
austenite is embedded in a matrix hard bainitic ferrite, and thus the implications of the TRIP 
effect and the composite behavior may diverge. Bainitic microstructures have been already 
analyzed as a function of the fraction of retained austenite, which was changed by altering the 
degree of isothermal bainitic transformation [38]. These results showed that increasing the 
initial austenite volume fraction up to an optimum value improves the uniform elongation 
towards the value of total elongation (which is also enhanced). Other studies on bainitic steels, 
in which the initial austenite volume fraction had been changed by tuning the bainitic 
transformation temperature, also resulted in the same trend: the higher the fraction of 
austenite, the higher the uniform and total elongations [39].  
3.3.2 Fracture mechanisms 
Ductile fracture occurs normally in good quality steels (which do not contain many non-metallic 
inclusions) via nucleation growth and coalescence of voids. Macroscopic fracture takes place 
when the voids link on a large scale. If the number density of voids is large, then their mean 
separation is reduced and coalescence occurs rapidly, with little plastic deformation before 
fracture, i.e., a small overall ductility. In conventional bainitic steels, coarse cementite particles 
are responsible for void nucleation, following that the ductility must decrease with increasing 
the carbide density. In bainitic steels which contain fresh (untempered) martensite, ductile void 
formation occurs at the hard martensite features, which undergo brittle failure allowing the 
voids to grow. In those cases of ductile void formation, a high work-hardening rate should result 
in an increase of the uniform elongation (since necking instability depends on the rate of work-
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hardening) and thus of the ductility [11]. However, in some bainitic steels it has been found that 
a high rate of work-hardening is not always beneficial in terms of ductility [40].Therefore, the 
ductility of the material cannot be understood attending uniquely to the work-hardening. 
In nanostructured bainite, as opposed to other bainitic steels, the microstructure contains 
retained austenite instead of coarse particles of cementite, and thus other fracture mechanisms 
must be involved. Even though fresh martensite is absent, the earlier mechanically-assisted 
martensitic transformation of austenite features might play a role. In this sense, in bainitic steels 
containing retained austenite, it has been reported that an increase of the initial austenite 
content above an optimum value reduces the total elongation below the expected uniform 
elongation [38]. However, in nanostructured bainite, results drawn from some previous studies 
[41] have shown a total elongation proportional to the initial volume fraction of austenite, Figure 
3.3.3. In this case, fracture presumably takes place when the austenite content decreases down 
to a critical value, measured at fracture, close to 10% [42]. This value is thought to be the 
percolation limit, above which austenite maintains a continuous path through the test sample. 
It suggested that the formation of hard martensite cannot be tolerated if austenite volume 
fraction decreases below the percolation limit, 10%, leading to fracture [42, 43]. 
 
Figure 3.3.3. The total elongation vs. the initial austenite fraction of two steels. Data from ref. [41]. 
It has been also studied the possible existence of an optimum level of stability of austenite 
against mechanically induced martensitic transformation, in terms of ductility. In one study, 
highly stable retained austenite resulted to be detrimental for the total elongation [41], whereas 
in other study, an increase of the austenite stability did contribute to enhance the ductility [8]. 
On the other hand, the significant presence of film-like austenite features is thought to be 
positive [38, 44]. It resembles the behavior of martensitic microstructures containing reversed 
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austenite, where their nanolaminate morphology has been reported to show a great ability to 
arrest cracks during tensile testing, enhancing the damage resistance of the material [31]. 
As seen, previous attempts to understand the factors controlling the ductility in nanostructured 
bainitic steels have failed, revealing several apparently contradictory results. There is no doubt 
that the role of retained austenite is a topic of paramount concern. However, changes in the 
initial fraction of retained austenite and its stability cannot be easily made without altering other 
factors. Thus, in order to clarify it, mechanisms and factors affecting the martensitic 
transformation or austenite stability are explained below.  
3.4 Mechanical stability of retained austenite. Transformation induced 
plasticity 
As mentioned, when nanostructured bainite is subjected to an external mechanical load, the 
retained austenite may transform into martensite. The mechanical stability of the austenite is 
defined as its resistance to transform under such conditions. Before analyzing the particular case 
of retained austenite in nanostructured bainite, it must be understood first what are the 
fundamental effects that the application of a mechanical external force has on the austenite in 
terms of the martensitic transformation.  
3.4.1 Effects of a mechanical external force on the martensitic transformation The 
transformation of austenite into martensite occurs when the following condition is 
fulfilled: 
Δ𝐺→ < −Δ𝐺crit eq. 3.4.1 
where Δ𝐺→ stands for the free energy change accompanying the martensitic transformation; 
and Δ𝐺crit is the minimum driving force needed to stimulate martensite by an athermal 
diffusionless nucleation and growth mechanism [11, 45]. On cooling, Δ𝐺crit is called 𝐺𝑁
′. That 
value has a lower limit of 1010J·mol-1 and increases as a function of the austenite C content 
[46, 47]. It accounts at least for the stored energy of an isolated plate of martensite, 600-
700J·mol-1 [46-48]. 
Martensitic transformation will take place if Ms, the highest temperature at which eq. 3.4.1 
becomes true, is higher than the test temperature. At a constant temperature, the 
transformation can be induced by the application of a mechanical external stress which causes 
the increase of the Ms  value. When an external stress is applied, there are two consequences 
on austenite stability that need further consideration. On one hand there is the effect the stress 
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itself has on the driving force for martensitic transformation, and on the other hand, there is the 
possible generation of dislocations as the plastic deformation takes place.  
Mechanical driving force 
The application of an external stress always implies the addition of a new term, the mechanical 
driving force, Δ𝐺𝑚𝑒𝑐ℎ, to the total driving force [48-51], becoming then: 
|Δ𝐺→| = Δ𝐺𝑐ℎ𝑒𝑚 + Δ𝐺𝑚𝑒𝑐ℎ eq. 3.4.2 
where Δ𝐺𝑐ℎ𝑒𝑚 stands for the driving force due to the chemical composition. 
The new mechanical driving force term is defined as follows [48, 51]: 
Δ𝐺𝑚𝑒𝑐ℎ = 𝑠𝜏 + 𝜁𝜎𝑛 eq. 3.4.3 
where 𝑠 and 𝜁 are the shear and dilatational strains of the shape deformation of martensite, 
respectively;  𝜎𝑛 is the component of the applied stress normal to the habit plane; and 𝜏 is the 
shear component of the applied stress resolved along the direction of the shear displacement 
of the shape deformation. Therefore, Δ𝐺mech changes with the orientation of the nucleus 
relative to the stress axis. Thus shear stresses will strongly stimulate the transformation, but 
normal stresses aid or oppose it depending upon whether 𝜎𝑛 is tensile or compressive, 
respectively. Therefore, the mechanical driving force is stress-state dependent. A high triaxiality, 
defined as 𝜎ℎ /?̅?, where 𝜎ℎ stands for the hydrostatic stress and ?̅? for the equivalent stress, 
favours the martensitic transformation, but if there is a hydrostatic pressure, 𝜎ℎ < 0, triaxiality 
becomes too low (negative) and it may oppose martensitic transformation [49, 52]. 
For the special case of the application of a uniaxial tensile elastic stress 𝜎, eq. 3.4.3 is expressed 
as [53]: 
Δ𝐺mech =
1
2
𝑠𝜎 sin(2𝜑) cos(𝛽) +
1
2
𝜁 𝜎 (1 + cos(2𝜑)) eq. 3.4.4 
where 𝜑 is the angle between the applied stress axis and the normal to the habit plane, and 𝛽 
is the angle between the shear direction of the transformation and the maximum shear direction 
of the applied stress resolved on the habit plane. In this case, the triaxiality, 𝜎ℎ /?̅?, equals 1/3 
[54] and it is estimated that the increase in Δ𝐺mech, for the most favorably oriented crystal of 
austenite, per unit of tensile stress, is 0.86J·MPa-1·mol-1 [55]. 
  
33 
 
Generation of dislocations 
In addition, the application of an external mechanical load may imply the plastic deformation of 
austenite, i.e. the generation of dislocations, with two different consequences, positive or 
negative, in terms of the martensitic transformation. On one hand, the  →  transformation 
occurs after a first mechanism derived from a group of Shockley partial dislocations, spaced one 
on every third close packed plane [56]. It implies that dislocations are necessary as potential 
sources of martensitic nucleation. Thus, the possible plastic deformation of austenite under an 
external mechanical stress may favor that process [54]. On the other hand the generation of 
such dislocations may act against martensitic transformation, the mechanism being as follows.  
Martensitic transformation is displacive, involving the coordinated movement of atoms; and 
since the glissile transformation interface has a dislocation structure which has to move through 
any obstacles that exist in the austenite, martensitic transformation cannot be sustained against 
strong defects such as grain boundaries. Less drastic defects such as dislocations also hinder the 
progress of such transformations, but can often be incorporated into the martensite lattice. 
However, it is well established [57-60] that when the strain in the austenite becomes sufficiently 
large, reaching a critical value, 𝜀𝑐, the motion of the glissile interfaces becomes impossible, 
causing the transformation to halt. This phenomenon is known as mechanical stabilization, and 
it is possible to predict the onset of mechanical stabilization using the theoretical approach 
developed by Chatterjee et al. [61]. Essentially the method consists in balancing the force which 
drives the motion of the interface against the resistance of the dislocation debris created by the 
deformation of the austenite, and the critical value, c is thus obtained according to the following 
equation: 
𝑏(Δ𝐺𝑐ℎ𝑒𝑚 − 600) =
1
8𝜋(1 − 𝜈)
𝐺𝑏3/2 (
𝜀𝑐
Г
)
1/2
+ 𝜏𝑠𝑏 eq. 3.4.5 
where 𝑏 is the magnitude of the Burgers vector; 𝜈, the Poisson’s ratio; 𝐺, the shear modulus 
[GPa]; Г, the average distance moved by dislocations; and 𝜏𝑠 , the contribution to the resistance 
by the solid solution hardening, set as a shear stress equivalent. The critical strain stabilizing the 
austenite can be reached not only as a result of the plastic strain associated with an external 
force, but also due to the plastic accommodation associated to the martensitic transformation 
itself. 
3.4.2 Stress-assisted or strain-assisted martensitic transformation 
Austenite to martensite transformation can be mechanically triggered either by stress or also by 
plastic deformation, that is to say that it might be stress-assisted or strain-assisted respectively. 
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Stress-assisted behavior implies that nucleation occurs on the same preexisting sites which 
trigger the spontaneous transformation on cooling down to temperature Ms. On the other hand, 
strain-assisted martensitic transformation takes place if new potential nucleation sites have 
been created previously due to the plastic deformation of austenite. The stress-assisted mode 
operates at low test temperatures, until a critical value Ms is reached, see Figure 3.4.1; above 
this temperature slip in austenite can occur, triggering the strain-assisted martensitic 
transformation, solid line in Figure 3.4.1. There is a maximum temperature, Md , above which 
martensitic transformation does not occur regardless of the deformation [53, 62-65]. 
 
Figure 3.4.1. Schematic representation of stress-assisted and strain-assisted regimes of mechanically induced 
martensitic transformation. Image adapted from refs. [53, 62, 66]. 
In fully austenitic steels, the stress-assisted martensitic transformation triggers the 
macroyielding of these microstructures, dashed line in Figure 3.4.1, so that Ms  is the minimum 
temperature at which the yield strength equals the theoretical slip yield strength of the parent 
austenite. For those microstructures, Ms can be unambiguously determined from a reversal of 
the temperature dependence of the yield strength. However, when austenite is in the form of a 
dispersed phase, like in the case of nanostructured bainite, this feature is not observed and the 
situation is much more complex due to the composite behavior [53, 62].  
It is well established that the retained austenite fraction evolution with the strain, ε, follows this 
exponential law [63-65, 67]:  
𝐿𝑛(𝑉𝛾
0) − 𝐿𝑛(𝑉𝛾) = 𝐾𝜀 eq. 3.4.6 
where 𝜀 is the true plastic strain at the uniform elongation region of the tensile test; 𝑉𝛾
0 is the 
initial volume fraction of austenite at zero strain; 𝑉𝛾 is the volume fraction of austenite at a strain 
ε, and 𝐾 is a fitting parameter that would depend upon the material and the test temperature 
in a tensile test. This kind of dependence of austenite volume fraction on strain does not 
necessarily imply a strain-assisted mechanism. Instead, the observed good fitting between eq. 
3.4.6 and experimental data may be fortuitous and can be also obtained even if stress is ruling 
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the transformation, but with the data plotted against strain using the stress–strain relationship 
[51]. 
3.4.3 Factors affecting the mechanical stability of austenite 
Although the aforementioned eq. 3.4.6 provides with rough information on the average 
mechanical stability of the retained austenite as a function of the macrostrain, one must 
consider the peculiarities and unique features of this novel microstructure to gain a deeper 
understanding of the austenite stability. For example, austenite heterogeneity, in terms of 
morphology and chemical composition, and the microstructure composite-type behavior, where 
stress and strain are likely to partition between the phases, so their values differ from the 
macroscopic ones. Therefore, factors affecting the mechanical stability of austenite could be 
classified into two big groups: 
-Properties intrinsic to the austenitic phase, i.e., its chemical composition, size and morphology 
of the features, and presence of defects in the crystallographic lattice. Austenite orientation in 
relation to tensile direction will not be considered, as the material is assumed to be isotropic at 
the beginning of the mechanical test. 
-Properties depending on both the bainitic ferrite matrix and the retained austenite, such as the 
relative mechanical properties of the phases and the morphology of the composite-type 
material, since they have a strong influence on the way strain/stress partitions between the 
phases [54, 68-71].  
Intrinsic parameters of austenite 
The resistance of austenite against the martensitic transformation partially depends on its 
chemical composition, and elements such as C, Mn, Si and Al [63, 72, 73] significantly enhance 
the austenite mechanical stability; among them C is the element that exhibits the strongest 
influence. Sherif et al. [63] developed a more general variation of eq. 3.4.6 in which the chemical 
composition of austenite and the deformation temperature are also accounted for: 
Ln(𝑉𝛾
0) − Ln(𝑉𝛾) = 𝐾1Δ𝐺𝑐ℎ𝑒𝑚 𝜀 eq. 3.4.7 
where 𝐾1 is now a constant depending on neither the chemical composition nor the deformation 
temperature; and Δ𝐺𝑐ℎ𝑒𝑚 is the driving force of →’ transformation due to the chemical 
composition. It is possible, therefore, to calculate the fraction of austenite as a function of the 
plastic strain, chemical composition, the starting amount of austenite and the transformation 
temperature, included in the Δ𝐺𝑐ℎ𝑒𝑚. Figure 3.4.2 shows the good agreement between 
experimental results and calculated values using eq. 3.4.7 [63]. This equation can be used to 
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predict the Md , as that temperature at which Δ𝐺𝑐ℎ𝑒𝑚 equals zero, meaning that 𝑉𝛾 = 𝑉𝛾
0 
regardless of the value of deformation, 𝜀, i.e. no austenite to martensite transformation occurs, 
see Figure 3.4.3. At temperatures below Md , martensitic transformation starts at the same time 
as plastic deformation, Figure 3.4.3. Notice that unlike Ms (as defined in the present text), the 
Md temperature is, in principle, insensitive to stress. 
 
Figure 3.4.2. Plot of the predicted vs. experimental values of the retained austenite, using eq. 3.4.7. Line 
represents the ideal case, where measured and calculated values are identical. Image adapted from ref. [63]. 
 
Figure 3.4.3. Schematic representation of the evolution of the retained austenite fraction with true plastic strain 
for three test temperatures so that  𝑻𝟑 ≥ (𝑴𝒅)  >  𝑻𝟐 >  𝑻𝟏, according to eq. 3.4.7. 
Considering the zero stress scenario, the test temperature will be somewhere between the Ms 
and Md. If the retained austenite is not stable against martensitic transformation, i.e., Δ𝐺𝑐ℎ𝑒𝑚 is 
high, both Ms and Md  are also high, and the test temperature stands a little above Ms and much 
below Md , see Figure 3.4.4. But if retained austenite is very stable, both Ms and Md are also low, 
and the test temperature stands much above Ms and a little below Md , see Figure 3.4.4. In the 
first case, with an unstable austenite, transformation will rapidly occur at very smalls strains. By 
contrast, in the second case, austenite transformation will take place, if any, too late [41, 74]. 
As these two cases do not take advantage of the work hardening, the ideal situation would be a 
moderately stable austenite, see Figure 3.4.4. 
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As anticipated, other intrinsic factors apart from the average chemical composition affect the 
mechanical stability of retained austenite in bainitic steels [75]. Thus, let´s consider first a very 
specific singularity of retained austenite in bainitic microstructures, its high heterogeneity in C 
content. The two different morphologies of retained austenite are strongly linked to different C 
contents, i.e., the thin films are far richer in C than the blocks. Since C is an interstitial solute, 
such differences also imply big differences in both Ms and Md temperatures [41, 76]. In this 
sense, Figure 3.4.5 gathers the values of Ms and Md , according to eq. 3.4.7, as a function of the 
C content, for a certain chemical composition.  
 
Figure 3.4.4. Schematic representation of the test temperature as compared to different 𝑴𝒔 and 𝑴𝒅 values in 
three different scenarios of austenite mechanical stability. 
 
Figure 3.4.5. Dependence of 𝑴𝒔 and 𝑴𝒅 temperatures with the austenite C content for a typical chemical 
composition of nanostructured bainite. 
When tracking, at different stages of a tensile test, the evolution of retained austenite fraction 
and lattice parameter by means of X-ray diffraction (XRD) analysis, it is possible to assess not 
only the start of the austenite to martensite transformation (see the decrease in the intensity of 
austenite diffraction peaks in Figure 3.4.6 [8, 41, 77]), but also to confirm the fact that the lattice 
parameter of the untransformed austenite increases as the deformation and transformation 
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proceed. It means that the C content of the remaining austenite is higher and higher [78], 
consistent with a higher mechanical stability, Figure 3.4.6. 
The differences in size of the austenitic features also have an intrinsic effect on its stability 
against martensitic transformation [79-82]. This is in part due to the fact that small retained 
austenite islands contain lower potential nucleation sites for the transformation to martensite 
and, consequently, require a greater total driving force for the nucleation of martensite [83]. 
Therefore, the smallest austenitic features are more stable than the largest ones because of 
both their size/morphology and their C content. 
 
Figure 3.4.6. X-ray diffraction (200) peak profile evolution as a function of strain, of Steel A (read main text). 
Lower values of 2θ imply higher values of lattice parameter. Adapted from ref. [77]. 
As already explained, another parameter to assess the stability of austenite against martensitic 
transformation is the critical strain. Less stable austenitic features have a higher critical strain, 
i.e., require a higher plastic strain for the martensitic transformation to halt. Typical values of 
sizes and C contents of austenitic features in nanostructured bainite, together with their 
corresponding critical strains, are plotted in Figure 3.4.7, calculated according to eq. 3.4.5. These 
theoretical results confirm that very fine austenitic films, about 5nm wide, could get stabilized 
at very low plastic strain, remaining probably untransformed during the mechanical test. 
However, other larger features, with lower C content might transform before the actual strain 
reached the critical value for mechanical stabilization. A wide distribution of austenite features 
with different mechanical stabilities is desirable as a way to obtain progressive martensitic 
transformation during the deformation process, i.e., an effective TRIP effect leading to the 
enhancement of the elongation [8, 84]. 
39 
 
In some cases, mechanical stability cannot be explained in terms of the austenite heterogeneity 
of sizes and chemical composition. In ref. [77], two different nanostructured steels (Steel A and 
Steel B) were analyzed. The austenite of Steel A contained an approximate average chemical 
composition of 1.01C-1.6Si-2Mn-1.1Cr-1.4Co-0.5Al-0.2Mo wt.%, and the austenite of steel B 
contained an approximate average chemical composition of 1.07C-1.5Si-0.9Mn-2.6Ni-1.1Cr-
1.4Co-0.6Al-0.2Mo wt.%. According to eq. 3.4.7, thus considering only the chemical 
composition, retained austenite in Steel A and Steel B should have similar stabilities. On the 
other hand, Steel A had a microstructure with higher initial volume fraction of austenite than 
Steel B (42% and 33%, respectively) with a more favorable distribution of sizes, Figure 3.4.8, i.e. 
stabilities, making it more prone to a gradual transformation during tensile test than Steel B. 
However, the retained austenite of the Steel A turned out to reach an early strain, 3%, at which 
the transformation halted, Figure 3.4.9, while in Steel B, with a smaller and narrower distribution 
of austenite, the transformation carried on progressively up to necking. This clearly implies that 
other factors apart from C content and size/morphology of the austenite features may influence 
its mechanical stability.  
 
Figure 3.4.7. Calculated values of critical true plastic strain vs. austenite C content for a typical chemical 
composition of nanostructured bainite. The critical true plastic strain is calculated using eq. 3.4.5 where the effect 
of the austenitic feature size (different lines in the figure) on the driving force for the martensitic transformation 
is also included. 
Due to the displacive nature of the bainitic transformation and the necessary plastic 
accommodation involved, there is a high dislocation density in these microstructures. Presence 
of dislocations promote the nucleation process of martensitic transformation, but, as they are 
crystal lattice defects, also increase the friction forces during the process, as already explained 
(eq. 3.4.5). 
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It is, therefore, difficult to assess how the initial deformation degree of the austenite affects its 
mechanical stability. Moreover, other way how defects affect the martensitic transformation is 
by changing locally the C content in solid solution: It is thermodynamically possible for the C 
atoms to be trapped at dislocations forming Cottrell atmospheres [85, 86], and reducing the 
total strain energy. Consequently, C-depleted zones could be formed in austenite [87], which 
leads to the partial transformation of the retained austenite crystal during straining [84]. 
 
Figure 3.4.8. Distribution and corresponding average sizes of the retained austenite films and blocks of two 
nanostructured bainitic steels, Steel A and Steel B (see main text). Adapted from ref. [77]. 
 
Figure 3.4.9. Experimental evolution of transformed retained austenite as a function of true plastic strain, in two 
nanostructured bainitic steels, Steel A and Steel B (see main text). Adapted from ref. [77]. 
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Parameters defining the composite-like structure 
As it will be depicted in this section, the mechanical stability of the austenite also depends on 
its relationship with its surrounding phase, in this case, bainitic ferrite. The morphology of the 
composite-type material as well as the mechanical properties of the phases and their relative 
volume fractions, are responsible of the strain/stress partitioning between the phases.  
The mechanical stability of retained austenite has been exhaustively studied in conventional 
TRIP steels, where the retained austenite is typically present as disperse features embedded in 
a matrix of polygonal ferrite. In those microstructures the retained austenite has been reported 
to be harder than the polygonal ferrite and even harder than the bainitic ferrite [62]. As already 
mentioned, in nanostructured bainitic steels, the bainitic ferrite matrix is thought to be harder 
than the retained austenite, local experimental measurements of the mechanical properties 
have revealed values of nanohardness up to 40% higher for bainitic ferrite than for austenite in 
nanostructured bainitic steels [30].  
Strain partitioning between the phases has also been proven by scanning electron microscopy 
(SEM) digital image correlation, in conventional TRIP steels, showing that strain is also 
heterogeneously distributed among the phases [36, 37]. Therefore, assuming iso-strain 
conditions is likely to be inaccurate in the case of nanostructured bainite too.  
It is not clear yet what is the influence that the strength of the surrounding phase has on the 
mechanical stability of the retained austenite. In principle, the refinement of the bainitic ferrite 
laths with different crystallographic orientations increases the mechanical stability of the 
retained austenite [88]. If the residual austenite is closely surrounded by the relatively rigid and 
refined bainitic ferrite, the mechanical stability of the retained austenite increases due to the 
geometrical restrictions imposed by the surrounding bainitic ferrite laths. In this sense 
Timokhina et al. [84] showed that in multiphase TRIP steels retained austenite is more stable if 
surrounded by hard bainitic ferrite than by softer polygonal ferrite. However, it has been also 
reported that the presence of a neighboring hard phase, martensite or fine lath-like bainitic 
ferrite, may lead to a fast transformation of austenite during early stages of straining, the cause 
being the concentration of the stress at the interface with its further propagation into the 
retained austenite crystal during testing [84, 89]. 
In nanostructured bainite, a stronger matrix must imply the increase of the overall flow stress 
of the microstructure and a shield effect over the austenite, in the sense that the matrix 
undergoes most of the load, so austenite gets less stressed and it becomes necessary a higher 
external force for the austenite to overcome its elastic regime. However, if that critical stress is 
reached, it is still not clear whether the austenite is induced to transform into martensite and/or 
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to deform by slip gliding, depending on whether its surrounding matrix is more or less hard, 
since both events are favored by a high shear stress component. According to Jacques et al. [67], 
a stronger matrix may impede the mechanically-induced martensitic transformation, assuming 
a higher hydrostatic pressure exerted by the matrix over isolated austenite features, i.e., a lower 
triaxiality, which causes a decrease of the driving force for the martensitic transformation. More 
evidences are necessary, especially to extrapolate this behavior to nanostructured bainite. 
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4 Motivation and objectives 
The purpose of this study is the determination of the microstructural parameters controlling the 
ductility of nanostructured bainite and a better understanding of the deformation and fracture 
mechanisms of the material. Since nanostructured bainite is a composite-like material which 
undergoes TRIP effect, the study will focus on the role of the retained austenite and the relative 
mechanical properties of the phases present. 
First, the influence of the heat treatment settings over the initial (undeformed) microstructures 
will be reviewed and some novelties will be presented. Although steels with different chemical 
compositions are used, results will be basically analyzed in terms of the heat treatment 
parameters (isothermal temperature and duration) for each alloy. The refinement of the bainitic 
structure will be examined through secondary electron scanning electron microscopy (SE-SEM). 
For the study of crystallography, concepts already developed for lath martensite and widely 
reported in literature will be adapted and applied to nanostructured bainite. Hence, by means 
of electron backscatter diffraction (EBSD), different kind of grains will be defined based on 
crystallography, and their mean size, measured. In addition, the initial volume fraction of the 
phases and other parameters such as the C content in each phase will be determined by XRD 
analysis. Improvements in the determination of the bainitic ferrite crystal structure and the 
location of C within the whole bainitic microstructure are intended by the complementary use 
of atom probe tomography (APT) and high resolution TEM (HR-TEM) together with XRD analysis.  
So far, relative mechanical properties between phases can be qualitatively inferred from 
microstructural parameters such as the C content. However, obtaining reliable values of elastic-
plastic parameters is expected from local measurements, which will be performed by the 
innovative use of atomic force microscopy (AFM) based techniques.  
The different tensile responses of nanostructured bainite will be shown and analyzed first in 
terms of work-hardening and fracture resistance. Thus, the significance of the work-hardening 
behavior to the uniform and total elongations will be assessed from the advanced analysis of 
stress-strain curves. On the other hand, the fracture surfaces of tensile specimens will be 
examined in order to determine the fracture mechanisms.  
As a first approach for the understanding of the ductility, it will be assessed if there is a co-
relation between the total elongation and other parameters based on the macroscopic 
mechanical response and on the microstructure. 
For a deeper understanding of the deformation mechanisms, the austenite evolution and the 
texture evolution during tensile deformation will be investigated by both local (TEM and EBSD) 
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and non-local techniques (XRD analysis and neutron diffraction (ND) analysis). Moreover, the 
novel use of electron channelling contrast imaging (ECCI) on nanostructured bainite will give 
new insights on the development of the defect structure. 
  
45 
 
5 Material and experimental techniques 
5.1 Material and heat treatments 
A typical chemical composition range for nanostructured bainitic steels is (0.6-1)C-1.5Si-(0.7-
2)Mn-(0.4-1.7)Cr-(0-0.2)Mo wt.%. Some contents of other alloying elements such as Ni, V, Cu, 
Co and Al can be also added. The purpose of adding the different alloying elements is detailed 
as follows. A high C content ensures low bainite and martensite start temperatures, BS and MS. 
Furthermore, it favors the retained austenite stability and strengthens the whole microstructure 
[11]. Si, as an element which is not soluble in cementite prevents, or at least retards, the carbide 
precipitation from austenite, allowing the enrichment of austenite in C [11]. Mn, Cr and Ni are 
used for hardenability purposes: in sufficient quantities, proeutectoid ferrite and pearlite are 
avoided before bainite reaction [77]. Elements as Co and Al are added with the solely purpose 
of accelerating the bainitic transformation [90] and Mo avoids temper embrittlement due to P 
segregation at grain boundaries [77]. Small quantities of V can be added to restrict prior 
austenite grain size (PAGS) growth during the austenitizing heat treatment by pinning grain 
boundaries with V(CN) precipitates [2, 77].  
Heats of the eight alloys, listed in Table 5.1.1, were industrially manufactured via electric arc 
furnaces. Once solidified, the ingots were reheated to 1200°C and hot rolled to 120mm diameter 
bars which were afterward slowly cooled down in a furnace to avoid cracking. After cooling, the 
bars were annealed for 2h at 690 or 700°C to further soften the material. Two different 
procedures were applied: 
-Ease pre-machining of mechanical testing specimens, to within 0.3mm of the final dimensions 
was performed. Then specimens were austenitized at a temperature between 890 and 950°C 
during 60min and subsequently cooled down for isothermal treatments. Bainitic transformation 
took place during the isothermal holding in a salt bath, and then specimens were air cooled to 
room temperature. Formation of martensite during quenching was completely suppressed due 
to the enrichment of retained austenite in C during the transformation. A final hard machining 
was applied to the pre-machined tensile specimens to obtain the final dimensions.  
-For heat treatment conditions not to be tensile tested, a Bahr 805D high-resolution dilatometer 
was used to perform the heat treatments. In these experiments, by means of an induction 
system, samples 10mm long and 5mm in diameter were heated above the Ac3, subsequently 
cooled down to the isothermal temperature and held at that temperature, tracking the 
isothermal decomposition of austenite into bainitic ferrite by dilatometric signal. 
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The cooling rate down to the isothermal temperature was adapted to the alloy chemical 
composition in order to avoid the formation of ferrite and pearlite prior to bainite 
transformation. 
Table 5.1.1. Chemical composition [wt.%] of the steels used in the present work. 
 C Si Mn Cr Mo Ni V Cu Co Al 
Alloy_1 0.66 1.45 1.35 1.02 0.24 0.10     
Alloy_2 0.67 2.50 1.32 1.73 0.15 0.20 0.12 0.18   
Alloy_3 0.67 1.67 1.32 1.73 0.15 0.20 0.12 0.18   
Alloy_4 0.99 2.47 0.74 0.97 0.03 0.12  0.17   
Alloy_5 0.99 1.50 0.74 0.97 0.03 0.12  0.17   
Alloy_6 1.00 1.50 1.90 1.30 0.26  0.10    
Alloy_7 0.80 1.60 2.00 1.00 0.24    4.00 1.70 
Alloy_8 0.80 1.50 2.00 1.00 0.20    1.50 1.00 
The nanostructured bainite was produced during the isothermal holding at different 
temperatures for each alloy, ranging from 200 to 350°C, between the theoretical Bs and Ms 
temperatures, calculated according to the procedures described in refs. [91, 92]. The purpose 
of varying the treatment temperature was to study the influence of this process parameter on 
the initial nanostructured bainite and its mechanical properties.  
Samples are named in this work with their alloy identity followed by the temperature of the 
isothermal bainitic treatment. For example, Alloy_1_250 is a microstructure produced by 
bainitic reaction at 250°C, in Alloy_1.  
For most experiments, the selected isothermal holding times were those strictly necessary to 
ensure the end of the bainitic transformation. However, for Alloy_8, isothermal bainitic 
treatments, at 200 and at 300°C, were designed so that they resulted in the same bainitic 
transformation rate, i.e., the same initial austenite volume fraction after bainitic transformation. 
For that purpose, the heat treatment of Alloy_8 at 200°C was interrupted when the 
transformation rate reached the 65% of bainitic ferrite. The section 6.5.4 deals with the study in 
which Alloy_8 is involved. In the case of Alloy_5, the treatment at 220°C was also interrupted, 
so that this sample has a higher initial austenite fraction than it would have after the complete 
isothermal treatment. 
In addition, some extra heat treatments were performed in the case of Alloy_1, 6 and 7: 
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-For Alloy_1 treated at 220°C, one sample was kept at the isothermal temperature long after 
completion of bainitic transformation, during a total period of time of 168h. This sample is 
identified as Alloy_1_220_168h, as opposed to the corresponding conventional sample, treated 
during the time strictly necessary for bainitic transformation, 24h, which will be referred as 
Alloy_1_220_24h. By convention, if the duration of the bainitic treatment is not specified, 
Alloy_1_220, the sample is by default the one treated during 24h. For the long isothermal 
treatment, several thermal activated processes are expected to appear in the same fashion as 
in tempering routines, i.e., dislocations networks restoration, C diffusion and even precipitation 
[77, 93, 94]. 
-For Alloy_1 and Alloy_7, an alternative treatment consisting in direct quenching from the 
austenitizing temperature down to room temperature was applied in order to obtain 
microstructures formed by martensitic matrix and retained austenite as reference samples for 
the study in section 6.1.4. 
-For Alloy_6, different samples were obtained after bainitic treatments at 200°C shorter, equal 
(144h) and longer than the time necessary for the end of bainitic transformation. In addition, 
samples of Alloy_6 treated at 200°C during 144h were subjected to subsequent isothermal 
tempering treatments at different temperatures and times. By default, if it is not explicitly 
specified, Alloy_6_200 will refer to the sample treated during the time strictly necessary for 
bainitic transformation, 144h, and without any further heat treatment. The section 6.1.4 deals 
with the study in which Alloy_6 is involved. 
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5.2 Tensile tests 
5.2.1 Fundamentals 
In a continuous solid, the state of stresses over a cubic differential volume element can be 
always reduced to three principal stresses (1, 2, 3) acting in a direction normal (tension or 
compression) to the facets of the cube, as in Figure 5.2.1.a. For other planes, not perpendicular 
to the principal axes, shear stresses (), appear. That is, if the virtual reference cube rotates 
(Figure 5.2.1.b), stresses parallel to the corresponding facets of the cube also act over them.  
 
Figure 5.2.1. Cubic differential volume element of a solid, (a) having its axes aligned with the principal axes, (b) 
with random coordinate axes. 
Shear stresses, applied over slip crystal planes, are responsible for the yielding of metals. In a 
polycrystalline isotropic metal or alloy, it is always possible to find a slip crystal plane coincident 
with the facets of a differential volume cube such as in Figure 5.2.1. There are two different 
criteria for the yielding of an isotropic polycrystal: the criterion of Tresca and the criterion of 
Von Misses. 
-According to Tresca, yielding occurs at the planes of maximum shear stress, max , when it 
reaches a critical value.  
-Von Misses defines, on one hand, a stress which involves only pure tension or compression and 
does not participate in the yielding of the material. This is named the hydrostatic stress, h , 
calculated as: 
𝜎ℎ =
𝜎1 + 𝜎2 + 𝜎3
3
 eq. 5.2.1 
On the other hand, Von Misses defines another parameter, the so-called equivalent stress, ?̅?, 
which establishes the start of plastic deformation as it reaches a critical value, the theoretical 
yield strength. ?̅? is calculated as: 
49 
 
?̅? = √
(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎3)2 + (𝜎3 − 𝜎1)2
2
 eq. 5.2.2 
We will consider now the state of stresses (, 0, 0), i.e., only one of the principal stresses being 
not zero. This is a uniaxial state of stresses, which is simplified in two dimensions in Figure 
5.2.2.a. Applying eq. 5.2.1 and eq. 5.2.2 to the uniaxial state, it results in: 
𝜎ℎ =
𝜎
3
 eq. 5.2.3 
?̅? = 𝜎 eq. 5.2.4 
The unique stress, , equals the equivalent stress in this particular case. Therefore, yielding will 
occur when 𝜎 reaches the theoretical yield strength of the material. According to Tresca, under 
uniaxial conditions, yielding takes place at planes keeping 45 with the tensile direction (Figure 
5.2.2.b), for which the shear stress is maximum, max.=𝜎/2. 
 
Figure 5.2.2. Stresses acting over a differential element, in two dimensions, under uniaxial conditions, for two 
different coordinate reference systems. 
Tensile tests are used to obtain macroscopic mechanical properties of a material subjected to 
pure uniaxial tension, which, as seen, facilitates the analyses. Measured load and elongations 
are converted into engineering stress (s) vs. engineering strain (e) according to eq. 5.2.5 and eq. 
5.2.6: 
𝑠 =
𝑃
𝐴0
 
eq. 5.2.5 
𝑒 =
𝐿 − 𝐿0
𝐿0
 
eq. 5.2.6 
where 𝑃 is the evolving load and 𝐴0 the cross section of the tensile specimen before testing; and 
𝐿 is the evolving gauge length and 𝐿0 the initial gauge length. The engineering stress, 𝑠, and the 
engineering strain, 𝑒, are average measurements which are useful to calculate important 
mechanical parameters, the Young’s modulus, the offset yield strength and the ultimate tensile 
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strength. The Young’s modulus or modulus of elasticity is calculated macroscopically as the slope 
of the 𝑠- 𝑒 curve at the beginning, within the elastic region, where it is linear. The offset yield 
strength is defined as the stress required to produce a small and measurable specified amount 
of plastic deformation. This is determined as the stress corresponding to the intersection 
between the s-e curve and a straight line which fulfils these requirements: its slope equals the 
Young’s modulus, and the 𝑒-intercept is a specified strain, by convention 0.2%. When the load 
exceeds a value corresponding to the yield strength, YS, the specimen undergoes gross plastic 
deformation. It is permanently deformed even if the load is released to zero. The stress to 
produce continued plastic deformation increases with increasing plastic strain, because the alloy 
work-hardens. At the beginning of the plastic deformation, the strain is uniform, i.e., the cross-
sectional area is constant along the gauge length and decreases continuously upon testing. 
Initially the work-hardening more than compensates for this decrease in area and the 
engineering stress, 𝑠, continues to rise with increasing strain. Eventually a point is reached 
where the decrease in specimen cross-sectional area cannot be counteracted by the increase in 
load arising from work-hardening. At that point the specimen reaches the plastic instability, i.e., 
starts to undergo a macroscopic necking. From then on the actual load required to deform the 
specimen falls off and the engineering stress likewise continues to decrease until fracture 
occurs. The engineering stress at the plastic instability point is the ultimate tensile strength, UTS, 
since 𝑠 is maximum there, and thus 
𝑑𝑠
𝑑𝑒
= 0. The plastic instability marks the end of the uniform 
plastic deformation; its engineering plastic strain is the so-called uniform elongation, 𝑒𝑢, while 
the engineering plastic strain at fracture is defined as total elongation, 𝑒𝑡. See Figure 5.2.3 as an 
example of tensile curve and its corresponding analysis. 
 
Figure 5.2.3. Example of the engineering stress-strain of a material subjected to tensile testing, and some of its 
most important parameters. 
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The engineering stress-strain curve does not give a true indication of the deformation 
characteristics of a material because it is based entirely on the original dimensions of the 
specimen, L0 and A0, but these dimensions change continuously during the test. Measures of 
stress and strain, called true strain, ɛ, and true stress, σ, which are based on the instantaneous 
dimensions are needed instead. For small strains, this correction is not necessary, but for large 
strains, which fall within the plastic region, differences are significant. Normally, before 
converting the engineering stress-strain curve into the true stress-strain curve, the former is 
corrected so that only the plastic regime is considered. The σ vs. ɛ curve is also known as flow 
curve because it represents the basic plastic-flow characteristics of the material.  
The equation to obtain the true strain is: 
𝜀 = ∫
𝑑𝐿
𝐿
𝐿
𝐿0
= ln
𝐿
𝐿0
= ln (𝑒 + 1) eq. 5.2.7 
ɛ can be also explicitly called ɛp , the true plastic strain, to make clear that the elastic part of the 
strain has been removed. Instead, in some cases is convenient to deal with the true total strain, 
ɛtotal, where total refers to the elastic and the plastic parts of the deformation.  
The true stress is the load divided by the current cross-sectional area, A, over which it acts.  
𝜎 =
𝑃
𝐴
 eq. 5.2.8 
Assuming that the total volume does not change by plastic deformation, i.e., 𝐿 ∙ 𝐴 = 𝐿0 ∙ 𝐴0, 
then σ can be expressed as a function of s and e: 
𝜎 = 𝑠(𝑒 + 1) eq. 5.2.9 
As opposed to the engineering stress-strain curve, which presents a maximum point at the UTS, 
the true stress-strain curve increases continuously up to fracture, consistent with the fact that 
the material of interest work-hardens all the way up to fracture.  
The plastic instability criterion can be also expressed as function of 𝜎 and 𝜀: 
0 =
𝑑𝑠
𝑑𝑒
=
𝑑𝑠
𝑑𝜎
|
𝑒=𝑐𝑡𝑒
∙
𝑑𝜎
𝑑𝜀
∙
𝑑𝜀
𝑑𝑒
+
𝑑𝑠
𝑑𝑒
|
𝜎=𝑐𝑡𝑒
=
1
(1 + 𝑒)
∙
𝑑𝜎
𝑑𝜀
∙
1
(1 + 𝑒)
−
𝜎
(1 + 𝑒)2
⇒
𝑑𝜎
𝑑𝜀
= 𝜎 
eq. 5.2.10 
Hence, when plastic instability appears, the work-hardening rate, 
𝑑𝜎
𝑑𝜀
, equals the true stress, 𝜎. 
The manner how the material work-hardens is of great importance. A new parameter is now 
defined, the incremental work-hardening exponent, 𝑛: 
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𝑛 =
𝑑(ln 𝜎)
𝑑(ln 𝜀)
 
eq. 5.2.11 
If 𝑛 were constant, which happens for many metals, the flow curve in the region of uniform 
plastic deformation can be expressed by the Hollomon’s equation, the simple power curve 
relation: 
𝜎 = 𝐾𝜀𝑛 eq. 5.2.12 
Where 𝑛 is here the strain-hardening or work-hardening exponent and K is the strength 
coefficient, both constants for each material [95].  
However, 𝑛 is normally not constant and it is usual to plot this parameter vs. 𝜀. This kind of plot 
is useful in order to visualize the instability criterion, since the eq. 5.2.13 holds:  
𝑛 =
𝑑(ln 𝜎)
𝑑(ln 𝜀)
=
𝜀
𝜎
∙
𝑑𝜎
𝑑𝜀
 
eq. 5.2.13 
And substituting with eq. 5.2.10 for instability criterion, it results in the Considere’s criterion: 
𝑛 = 𝜀 eq. 5.2.14 
Therefore, when the 𝑛 − 𝜀 curve crosses the straight line with slope=1, the material reaches the 
plastic instability (example in Figure 5.2.4).  
Apart from 𝑛, other parameters may be used to analysed the work-hardening behaviour of the 
material in detail. One example is ln
𝑑(𝜎)
𝑑(𝜀)
. This parameter is usually plotted vs. ln ε, the so-called 
C-J plots, or vs. ln σ, the modified C-J plots [96, 97]. 
 
Figure 5.2.4. The incremental work-hardening exponent, 𝒏 =
𝒅(𝐥𝐧 𝝈)
𝒅(𝐥𝐧 𝜺)
 vs. 𝜺; and the Considere’s criterion 𝒏 = 𝜺. 
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5.2.2 Procedure 
Tensile tests were performed at room temperature with specimens of 8mm diameter and 20mm 
of gauge length at a deformation rate of 0.004s-1. All experiments were assisted by an 
extensometer fitted to electronic equipment that allowed the continuous tracking of load-
displacement data during tests. An average of at least three tests per condition were performed 
to ensure reproducibility. Two kind of tests were performed: tests until rupture and interrupted 
tests at certain strain levels within the uniform deformation region, on the samples listed in 
Table 5.2.1.  
Table 5.2.1. Kind of tensile test applied to different samples in the present work.  
 
Treatment 
temperature [°C] 
Tensile test 
until rupture 
Interrupted 
tensile test 
Alloy_1 
250 Yes --- 
220 (during 24h) Yes --- 
220 (during 168h) Yes --- 
Alloy_2 
250 Yes Yes 
220 Yes Yes 
Alloy_3 
250 Yes Yes 
220 Yes Yes 
Alloy_4 
250 Yes Yes 
220 Yes Yes 
Alloy_5 
250 Yes Yes 
220 Yes Yes 
For Alloy_2, Alloy_3, Alloy_4 and Alloy_5, after interrupted tensile tests, cross-sections of the 
gauge length, perpendicular to tensile direction, were extracted for microstructural and 
crystallographic examination. In the case of Alloy_1_220_24h and Alloy_1_220_168h, after the 
complete tensile tests until failure, selected cross-sections of the gauge length and the fracture 
surfaces were also extracted for microstructural and crystallographic examination. Since failure 
may take place beyond uniform elongation, necking may form, and thus, cross sections of 
specimens tested until failure may have different diameters. Their diameters were measured to 
estimate the average plastic strain in every section, εsect, including the fracture surface, εsect_fract, 
according to εsect =2 Ln Di/Df, where Di and Df  stand for the initial and final diameter of the cross 
sections, respectively, and assumes no volume change along the plastic regime [95]. See Table 
5.2.2 for the exact measurements of the extracted samples and the subsequent examinations 
to which they were subjected.  
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Table 5.2.2. Average plastic strain, εsect, of cross-sections extracted from the gauge length and fracture surface, 
εsect_fract, of the specimens tensile tested (calculated according to the description in the main body of the text), 
and before being subjected to further examination (XRD or TEM). 
 Alloy_1_220_24h Alloy_1_220_168h  
εsect 7% 18% 
XRD specimens 
εsect_fract 8% 22% 
εsect 6.4% 
3.5% 
TEM specimens 
12.4% 
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5.3 Characterization techniques 
Morphological characterization of the microstructure has been performed by means of SE-SEM. 
This technique, applied to samples with etched surface, allows us to distinguish between bainitic 
ferrite and austenite/fresh martensite. For the characterization of defects, higher magnifications 
are necessary, achieved by means of TEM or electron channeling contrast imaging (ECCI) 
coupled to a field emission gun SEM (FEG-SEM). On the other hand, for phase identification 
(body-centered cubic -bcc- /body-centered tetragonal -bct- and face-centered cubic -fcc- 
structures) and other characterizations of the crystallography, TEM or EBSD are used, the latter 
coupled to SEM. The resolution is higher in TEM (0.2-0.5nm) than in SEM-based techniques, ECCI 
and EBSD (≈50nm), however the relation analyzed-area/spent-time is much larger with a SEM. 
In this sense, ECCI and EBSD have been applied to examine the crystallography and substructure 
of grains included in a surface of at least 6000μm2, while with TEM only some grains have been 
observed.  
Microscopy allows for local analysis of the microstructure. If large maps are scanned by means 
of EBSD, 106μm2  in the present study, it is possible to obtain also statistical values related to 
crystallography, such as phase volume fractions (bcc/bct and fcc) and texture. However, these 
measurements are quite superficial: backscatter electrons come from a depth of 1m beneath 
the sample surface. When average values of the crystal structures or phases are whished, it is 
convenient to analyze the material with bulk diffraction techniques. In this sense, XRD analysis 
and neutron ND analysis have been used in this work. The XRD is a standard technique, available 
in most of the laboratories. Using XRD, crystallographic parameters such as lattice parameters 
can be accurately determined. Instead, ND is not so appropriate for the lattice parameter 
determination, since the incident beam is less monochromatic than XRD. However ND presents 
some advantages. One of the main advantages of ND against XRD is the fact that the interaction 
volume is 1000 times larger in ND than in XRD, cm3 against mm3, making it a technique suitable 
for texture analyses. 
The determination of the mechanical properties of each phase has been addressed in this work 
by means of AFM-based techniques, hence, local and surface analysis. Comparison with other 
methods is discussed in the section 5.3.6.  
The local chemical composition determination in bainitic structures has the only purpose to 
obtain the C distribution, since other alloying elements are homogeneously distributed between 
the different phases. However the C distribution cannot be observed by techniques such as 
energy dispersive X-ray spectroscopy (EDS), coupled to SEM, due to its low atomic weight. APT 
is used instead, which yields very accurate results at the nano-scale. The C content in defect-
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free solid solution can also be inferred from the lattice parameters of the crystal structures, 
calculated by XRD and high-resolution TEM (HR-TEM) analyses.  
5.3.1 X-ray diffraction analysis 
Fundamentals 
The XRD technique is based on the measurement of X-rays diffracted by a polycrystalline 
material when this is irradiated with a beam of X-rays. One of the most popular geometries of 
the mechanical device (goniometer) is θ-2θ geometry, where the sample rotates changing the 
angle θ between the sample surface and the incident beam. To ensure that scattered X-rays 
leave the specimen at angle θ, the detector must be rotated precisely by the angle 2θ, as shown 
in Figure 5.3.1. The goniometer may also provide for the rotation of the specimen in the plane 
of its surface (angle ϕ inFigure 5.3.1). It does not affect the diffraction of the polycrystal if its 
orientations are random, but if there are preferential orientations, the angle ϕ must be 
considered in order to analyze the texture of the material. When texture is not addressed, 
patterns consist of the intensity of the diffracted X-rays plotted vs. 2θ [98], see Figure 5.3.2 as 
an example. The analysis of those patterns will be explained from now on for the 
characterization of carbide-free bainitic structures. 
 
Figure 5.3.1. Goniometer of X-ray diffraction technique, with θ-2θ  geometry. 
XRD analysis is used in these microstructures to determine the fraction of retained austenite 𝑉𝛾 
and other structure parameters, such as the lattice parameters, microstrain and crystallite size. 
The volume fractions of the present phases are calculated from the peak integrated intensities. 
Even when there is martensite, diffraction peaks corresponding to the martensite are close to 
the ferrite phase and it is not possible to discriminate them. 
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Figure 5.3.2. XRD pattern of a nanostructured bainite, where only peaks belonging to austenite and to ferrite 
appear. 
Particularly, integrated intensities of (111), (002), (022) and (113) austenite peaks, and those of 
(011), (002) and (112) planes of ferrite are considered (see the indexed peaks of a pattern in 
Figure 5.3.2). The austenite volume fraction, 𝑉𝛾, is calculated according to eq. 5.3.1:  
𝐼𝛼
ℎ𝑘𝑙
𝐼𝛾
ℎ𝑘𝑙 =
𝑅𝛼
ℎ𝑘𝑙
𝑅𝛾
ℎ𝑘𝑙 ∙
(1 − 𝑉𝛾)
𝑉𝛾
 
eq. 5.3.1 
where 𝐼𝛼
ℎ𝑘𝑙 and 𝐼𝛾
ℎ𝑘𝑙 are the integrated intensities of the diffraction peak (hkl) which correspond 
to the ferrite phase (bcc) and austenite phase (fcc), respectively, while 𝑅𝛼
ℎ𝑘𝑙 and 𝑅𝛾
ℎ𝑘𝑙 are the 
normalization factors for peaks intensity. R factors were obtained from a calibration curve 
determined from three standard reference materials certified by the National Bureau of 
Standards with a specified amount of austenite. The use of several Bragg peaks in evaluating the 
amount of retained austenite diminished the detrimental influence of texture, as long as it 
remains small to moderate, but in samples with a strong texture, the diffracted intensity of each 
peak is corrected by the cubic harmonics model [99].  
The interplanar spacing of a family of planes {h k l}, 𝑑ℎ𝑘𝑙, is calculated according to the Bragg’s 
law: 
ṇ𝜆 = 2𝑑ℎ𝑘𝑙 ∙ sin(𝜃) eq. 5.3.2 
where ṇ is an integer; 𝜆, the wavelength of the X-rays; and 𝜃 the angle between the incident 
rays and the diffracting planes (h k l). The lattice parameter obtained from each XRD peak of a 
cubic structure is: 
𝑎ℎ𝑘𝑙 = 𝑑ℎ𝑘𝑙√ℎ2 + 𝑘2 + 𝑙2 eq. 5.3.3 
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The crystallite size (𝐶𝑆) is a measure of the smallest undistorted region (defect free) in a crystal, 
i.e. a coherently diffracting domain. The smaller the 𝐶𝑆 is, the wider the peak. For structures 
with low dislocation density, the well-known Scherrer equation can be applied. However, for 
structures with high dislocation density, such as nanostructured bainite, there are microstrains 
that also contributes to the broadening of the peak [100]. 
Broadening effects due to both the 𝐶𝑆 and the microstrain (εmicro ) are analyzed with the double-
Voigt approach, which comprises Lorentzian and Gaussian component convolution [101]. εmicro 
measures the non-uniform strain, due to the presence of defects such as dislocations, that leads 
to systematic shifts of atoms from their ideal positions. However, the 𝐶𝑆 can also be an indirect 
measurement of the defect density. In this sense, a small crystallite, which is detected by 
broader diffraction peaks, may imply a high presence of boundaries, dislocations, stacking faults 
or other defects disrupting the otherwise perfect crystal domain [102].  
For an accurate determination of structural parameters from XRD diffraction patterns, the 
Rietveld method is a powerful tool, which has been widely reported as one of the most suitable 
techniques for polycrystalline bulk materials [103, 104]. This method involves the calculation of 
a theoretical diffraction profile: peaks position, peaks area and peaks shape. The initial simulated 
theoretical diffraction profile is calculated from the known structure factors (which determines 
the peak areas), and the approximate values of the lattice parameters (which determines the 
peak positions) and both the instrumental and microstructural (𝐶𝑆 and εmicro ) effects on the 
peak broadening (peak shape). During an iterative process, simulated diffraction patterns are 
compared to the actual one looking for the best fit between them by the refinement of the initial 
rough values of the parameters. The refinement protocol includes the background, zero 
displacement, the scale factors, the peak breadth, the unit cell parameter and texture 
parameters. As the whole diffraction pattern is fitted, it is possible to correct and adjust the zero 
offset taking into account simultaneously all the (hkl) reflections included in the angular range 
measured, which minimizes errors. The quality and reliability of the Rietveld analysis are 
quantified by the corresponding figures of merit: the weighted summation of residual of the 
least squares fit, Rwp, the statistically expected least squares fit, Rexp, the profile residual, Rp, 
and the goodness of fit (sometimes referred as chi-squared), GoF [105]. Since GoF = Rwp/ Rexp, 
a GoF = 1.0 means a perfect fitting.  
The average austenite C content, 𝑤𝐶

, is estimated using the well-known Dyson and Holmes’ 
equation that relates the mean austenite lattice parameter, 𝑎𝛾 , to its composition [78], which is 
the most complete expression and has been validated in several publications [25, 41, 85, 90, 94]: 
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𝑎𝛾 = 3.5780 + 0.033𝑤𝐶

+ 0.00095𝑤𝑀𝑛

− 0.0002𝑤𝑁𝑖

+ 0.0006𝑤𝐶𝑟

+ 0.022𝑤𝑁

+  0.0056𝑤𝐴𝑙

− 0.0004𝑤𝐶𝑜

+ 0.015𝑤𝐶𝑢

+ 0.0031𝑤𝑀𝑜

+  0.0051𝑤𝑁𝑏

+ 0.0039𝑤𝑇𝑖

+ 0.0018𝑤𝑉

+ 0.0018𝑤𝑊

 
eq. 5.3.4 
From the mechanisms of the bainitic transformation it is known that no substitutional alloying 
element diffuses, and only C partitions from the bainitic ferrite into the remaining austenite [11]. 
Since the C wt.% is not negligible, the content of austenite in other elements is also dependant 
on 𝑤𝐶

 [wt.%] and, thus, differs from the content of the bulk. Taking the Mn content as a 
reference value, the following equation holds: 
𝑤𝑖

=
𝑤𝑖
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 𝑤𝑀𝑛

 
eq. 5.3.5 
where 𝑖 stands for any substitutional alloying element. Knowing that ∑ 𝑤𝑖

= 100, it is possible 
to obtain 𝑤𝑀𝑛 𝛾 as a function of 𝑤𝐶 𝛾 and contents of the bulk: 
𝑤𝑀𝑛

=
100 − 𝑤𝐶

1 + ∑
𝑤𝑖
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘
 
eq. 5.3.6 
And, substituting eq. 5.3.6 in eq. 5.3.4, we obtain a equation where the only unknown is 𝑤𝐶

, 
which can be solved: 
𝑎𝛾 = 3.5780 + 0.033𝑤𝐶

+ (
100 − 𝑤𝐶

1 + ∑
𝑤𝑖
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘
) (0.00095 − 0.0002
𝑤𝑁𝑖
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 + 0.0006
𝑤𝐶𝑟
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘
+ 0.022
𝑤𝑁
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 +  0.0056
𝑤𝐴𝑙
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 − 0.0004
𝑤𝐶𝑜
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 + 0.015
𝑤𝐶𝑢
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘
+ 0.0031
𝑤𝑀𝑜
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 +  0.0051
𝑤𝑁𝑏
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 + 0.0039
𝑤𝑇𝑖
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘 + 0.0018
+ 0.0018
𝑤𝑊
𝑏𝑢𝑙𝑘
𝑤𝑀𝑛
𝑏𝑢𝑙𝑘) 
eq. 5.3.7 
Procedure 
Specimens of different bainitic microstructures were prepared by a standard grinding and 
polishing procedure, which included a final polish with 1μm diamond paste. In order to remove 
the deformed layer, where austenite may have transformed to martensite by TRIP effect, several 
cycles of etching and polishing were applied. XRD measurements were carried out with a Bruker 
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AXS D8 diffractometer equipped with a Co X-ray tube, Goebel mirror optics and a LynxEye Linear 
Position Sensitive Detector for ultra-fast XRD measurements. This type of radiation is especially 
suited for Fe-rich samples to avoid the strong fluorescence arising from copper radiation, and to 
produce high resolution data. A current of 30mA and a voltage of 40kV were employed as tube 
settings. Operational conditions were selected to obtain XRD profiles of sufficient quality: 
namely, optimal counting statistics, narrow peaks and detection of the small diffraction peaks 
of minor phases. XRD data were collected over a 2θ range of 35–135° with a step width of 0.01°. 
For tensile deformed samples of Alloy_2, Alloy_3 and Alloy_5 only austenite volume fraction 
was calculated, applying eq. 5.3.1. In addition, for undeformed samples, besides the phase 
volume fraction, other structural parameters were also obtained and refined by means of the 
Rietveld analysis, applying two different procedures: 
-Conventional XRD analysis was performed in order to obtain the average lattice parameter of 
austenite in undeformed samples of Alloy_1, Alloy_3, Alloy_4, Alloy_5 and Alloy_8.  
-An improved XRD analysis was performed on undeformed samples of Alloy_1 and Alloy_7 in 
order to obtain accurate lattice parameters of bainitic ferrite, and crystallite size and microstrain 
of bainitic ferrite. The structural model used in the refinement was a combination of ferrite and 
austenite. This XRD analysis was part of a study in conjunction with other techniques in which it 
is assessed the possibility that bainitic ferrite is not bcc but bct instead. In order to take into 
account the particularities of the diffractometer set up used in the Rietveld refinement, 
instrument functions were empirically parameterized from the profile shape analysis of a 
corundum sample measured under the same conditions. In this study, version 4.2 of Rietveld 
analysis program TOPAS (Bruker AXS) was used for the XRD data refinement. 
Carbon content of austenite was calculated in all cases from eq. 5.3.7. The determination of C 
content of bainitic ferrite is explained in the study in section 6.1.4.  
5.3.2 Neutron diffraction analysis 
ND during tensile deformation was used to obtain the changes induced by the applied tensile 
stress on the phase fraction and texture of both bainitic ferrite and austenite in Alloy_8_200 and 
Alloy_8_300. The characteristics of each phase (amount and texture) were analyzed as a 
function of the plastic strain. 
In situ ND tensile tests were carried out on the Spectrometer for Materials Research at 
Temperature and Stress (SMARTS) instrument at the Los Alamos Neutron Science Center 
(LANSCE) of Los Alamos National Laboratories on tensile specimens with an initial diameter of 
12mm and a gauge length of 50mm. Two detectors, located at ±90° from the incident beam, are 
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available, and the wavelength range extends from 0.4 to 3.8A˚. An Instron test rig, equipped 
with a load cell of 10KN with two tailored steel plates, was mounted on the sample stage of the 
instrument. Tensile stress was applied in a step-by-step manner and ND profiles were recorded 
during temporary stops of the crosshead. 
ND was completed on the HIPPO (High-Pressure Preferred Orientation) instrument at LANSCE. 
This instrument uses the neutron time-of-flight technique, i.e. it collects diffraction spectra at 
several detectors using a white neutron beam (within the wavelength range 0.5-4.5A˚). The 
angular detector coverage is very large, and only four exposures at different sample rotations 
are necessary to collect a large number of pole figures, generated after refining the diffraction 
spectra using the Rietveld method [103]. It enables the ability to reconstruct an orientation 
distribution function (ODF).The ND data are presented by showing the volume fraction of the 
constituent phases distinguishable in the diffraction patterns recorded during the different 
temporary stops of the crosshead, i.e. austenite (face-centered cubic, fcc) and ferrite (body-
centered cubic, bcc). Additionally, the martensitic (body-centered tetragonal, bct) reflections 
stemming from the newly formed and suitably oriented martensite phase are partially or 
completely overlapped with bainitic ferrite reflections, making their analysis virtually impossible 
[106]. Thus, only two phases were considered in the current analysis of the ND data: the ferrite 
matrix (bainitic ferrite and martensite in the plastic region) and austenite. Interpretation of the 
ferrite matrix results must, therefore, be done cautiously due to possible overlap with 
martensite. 
5.3.3 Scanning electron microscopy. Electron backscatter diffraction. Electron 
channeling contrast imaging 
In SEM, a focused beam of electrons scan the surface of a bulk sample; the electrons interact 
with atoms in the sample, producing various signals that can be detected, such as secondary 
electrons (SE) and backscattered electrons (BSE). SEM provides detailed information on surface 
topography via the SE. Whereas via BSE, crystallographic information can be obtained by means 
of EBSD; and also the direct observation of crystal lattice defects is possible through electron 
channelling contrast imaging. 
Secondary electron scanning electron microscopy 
SE-SEM observation was carried out on a JEOL JSM-6500F FEG-SEM by an operating voltage at 
10kV. For that purpose, metallographic samples were cut, ground and polished following the 
standard procedures. The final polishing was done by using colloidal silica suspension. Then, 2% 
Nital etching solution (2vol.% of nitric acid + 98vol.% of ethanol) was used to reveal the bainitic 
microstructure. SE-SEM micrographs were taken for general examination of all microstructures. 
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In addition, quantitative morphological characterization was performed in undeformed samples 
of Alloy_1_250, Alloy_1_220_24h and Alloy_1_220_168h, in order to obtain the true bainitic 
ferrite plate thickness and the distribution of austenite block sizes, described in the main text. 
The true bainitic ferrite plate thickness was obtained for every sample out of a minimum of four 
random SE-SEM micrographs with a magnification of x15000, whereas the austenite block sizes 
were obtained for every sample out of a minimum of four SE-SEM micrographs with a 
magnification of x10000.  
Electron backscatter diffraction 
Fundamentals 
EBSD is a technique that gives information on individual grain orientations, local texture, point-
to-point orientation correlations, and phase identification and distributions to be determined 
routinely on the surfaces of bulk polycrystals [107-109]. The application has experienced rapid 
acceptance in metallurgical laboratories within the past decade due to the wide availability of 
SEMs, the ease of sample preparation from the bulk, the high speed of data acquisition, and the 
access to complementary information about the microstructure on a submicron scale. 
EBSD is based on the fact that inside a scanning electron microscope, one of the results from the 
interaction between the material and the stationary beam of high energy electrons is the 
backscatter diffraction of the beam. The BSE come from a certain volume beneath the material 
surface: about 20nm deep (depending on the acceleration voltage which is applied) and an area 
of the same order of magnitude as the area of the beam cross-section, named spot size. For the 
EBSD analysis, the sample must be tilted keeping 70° between the beam direction and the 
sample surface (as can be seen in Figure 5.3.3), so that constructive interaction of BSE, EBSP or 
Kikuchi pattern, is detected by a phosphor screen. 
The Kikuchi pattern is the regular arrangement of parallel bright bands on a steep continuous 
background. An example of Kikuchi pattern is presented in Figure 5.3.4, after the background 
has been removed. These patterns can be interpreted as the gnomonic projection of the crystal 
lattice. Each band represents the projection of a crystallographic plane. The angles between the 
projected plane normal orientations correspond to the interplanar angles, and the angular width 
of a Kikuchi band {h k l} is twice the corresponding Bragg angle. Thus, the width of the bands is 
related to the interplanar spacing, dhkl, according to Bragg’s law, which therefore depends on 
the wavelength and, hence, on the acceleration voltage applied.  
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Figure 5.3.3. Drawing of the EBSD system. 
 
 
Figure 5.3.4. Kikuchi pattern after background removal and the corresponding analysis for the recognition of 
bands. 
The SEM beam scans the wished area of the material surface, moving discretely a distance called 
step size, drawing a virtual grid as in Figure 5.3.5. At every point of the grid, a Kikuchi pattern is 
collected. The software identifies the most intense and contrasted Kikuchi bands with respect 
to the background and they are parameterized by the Hough transformation, after a binning 
operation. The bands thus located are sorted according to their intensities and widths. Indexing 
is based on the comparison of measured interplanar angles and interplanar spacings with 
theoretical values in a look-up table for each possible crystal structure out of a list defined by 
the user. Therefore, a EBSD map is constructed by indexing each point or pixel (x,y) of the 
scanned area so that the following parameters are revealed: Its phase and its crystal orientation 
(Euler angles: (𝜑, 𝜃, 𝜓)). At highly deformed regions or near grain boundaries, the indexing may 
be unsuccessful, and thus no phase is assigned to the corresponding pixel.  
The spatial resolution depends on both the spot size and the step size. Moreover, since the 
sample is tilted with respect to the beam, the spot is distorted (the shape of the spot is an ellipse 
rather than a circle), and thus the resolution in the vertical direction is lower than the resolution 
in the horizontal direction of the map [110]. To decide the optimum spot-size, there must be a 
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balance between the resolution required, according to the finest crystallographic feature of the 
material to be observed, and the minimum acceptable electronic intensity. Wide beams worsen 
the resolution but they provide with a higher number of electrons, so that the pattern quality is 
improved [109]. On the other hand, a lower spot size forces to decrease the working distance 
(WD), in order to avoid aberrations. This reduction of WD implies a lower depth of focus, and 
thus large areas cannot be scanned. The FEG-SEM provides a small spot size with a high 
electronic density, so that the resolution can improve by reducing the step size down to 50nm. 
Below 50nm, the resolution does not change because the indexing of each point is influenced 
by the crystallography of the adjacent pixels or points. 
 
Figure 5.3.5. Rough diagram of the map scanned during EBSD analysis. 
Different kind of maps can be generated displaying the crystallographic information of interest. 
One of the most common EBSD map is the orientation map, which shows, for each pixel, which 
crystallographic plane is normal to a certain sample direction (see drawing representing the 
orientation map of two crystals, for the direction perpendicular to the scanned surface, z). 
Different colors are assigned to the crystal planes, according to a color code: the inverse pole 
figure (IPF), Figure 5.3.6.b. That is, in Figure 5.3.6, red pixels mean that a {0 0 1} plane is parallel 
to the scanned surface, whereas blue pixels mean that the plane parallel to the scanned surface 
is a {1 1 1}. 
Making use of the information on the misorientation between neighboring pixels, grain 
boundaries can be drawn, which is one of the main advantages of the EBSD technique. The 
misorientation between two crystals is the rotation that one of them must undergo to reach the 
orientation of the other one. There are different ways to represent this misorientation. One of 
them is with the three Euler angles. Another one is using the axis/angle representation of 
misorientation. This latter is based on the fact that two differently oriented crystal lattices 
always have one crystallographic axis in common. Thus, it is possible to describe a misorientation 
in terms of a common axis and the angle of rotation about that axis which will bring the two 
crystal lattices into coincidence. Due to the symmetry of the crystal structure, there are many 
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equivalent pairs of axis-angle. By convention, the pair of values having the minimum angle is 
reported. Usually, grain boundaries are defined using just one parameter, the misorientation 
angle. Grain boundaries thus defined separate adjacent pixels that are misoriented by an angle 
higher than a certain value defined by the user. For example in Figure 5.3.6.a, the black line 
which separates the two crystal orientations is a high angle boundary (>15˚). As it will be 
explained in the section 6.1.2, grain boundaries can be also defined considering the complete 
information about the misorientation between the adjacent pixels (axis/misorientation angle 
pair or the three Euler angles), which is called the three parameter grain boundary character; 
and considering also the spatial situation of the boundary, which is the five parameter grain 
boundary character.  
 
Figure 5.3.6. (a) Virtual example of EBSD orientation map for the z direction (direction perpendicular to the 
polished surface of the sample) and (b) the legend, the inverse pole figure, where each color identifies a crystal 
plane. 
The EBSD data can be analyzed just in terms of the crystal orientation, ignoring the surface 
information (the (x,y) data). One way to represent the crystal orientations is as pole figures. A 
pole figure is the stereographic projection of poles of a specific family of planes for a certain 
crystal orientation, as Figure 5.3.7, where the pole figure of the family of planes {1 1 0} is shown. 
The pole figure of one or few crystals consists of discrete spots; however, for higher numbers of 
crystals (for example if all the points of a large EBSD map are considered, Figure 5.3.8.a.), the 
spots can cover the entire pole figure. In this latter case, the pole figure is better viewed as a 
continuous distribution with contour levels (see an example in Figure 5.3.8.b). It shows the 
strength of the texture, i.e., the preference of some crystal orientations against others. 
Procedure 
EBSD analyses were performed at a 6500 F JEOL FEG-SEM equipped with a HKL CHANNEL 5 
system (Oxford), operating at 20kV and at a FEG-SEM equipped with a TSL OIM EBSD system 
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using a Digiview IV EBSD detector and an acceleration voltage of 15kV. Samples were ground 
and polished using 1μm diamond paste and finished in colloidal silica suspension. 
 
 
Figure 5.3.7. Pole figure of the family of planes {1 1 0} for a certain crystal orientation with respect to the sample 
coordinate system, where A3 is normal to the scanned surface Image adapted from [108]. 
 
 
Figure 5.3.8. (a) Austenite orientation EBSD map and the corresponding pole figure for the family of planes 
{1 1 1}. 
Using the first equipment, FEG-SEM coupled to HKL CHANNEL 5, high magnification scans were 
performed on undeformed samples of Alloy_1 treated at 250˚C and at 220˚C during 24h and 
168h. This study is intended to observe how different crystallographic parameters of the initial 
microstructure affect the ductility of the material. Only ferrite with a lattice parameter of 
0.2866nm was indexed. Maps, with a step size of 100nm and an area of 6000μm2, were 
performed for a more detailed examination, in order to identify bainitic variants and grain 
boundaries, among others.  
The second equipment, FEG-SEM coupled to TSL OIM EBSD, was used to characterize 
undeformed samples and cross-sections of deformed specimens of Alloy_4 treated at 250˚C. 
This study is intended to observe the crystallographic (texture and different features) evolution 
of the material during tensile response. Two kind of EBSD maps were recorded, at low and a 
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high magnification, and both austenite and ferrite (including bainitic ferrite and martensite) 
were indexed. The maps at high magnification, with a step size of 40nm and an area of 2000μm2, 
were performed for a more detailed examination, in order to identify bainitic variants and grain 
boundaries, among others. The maps at low magnifications, with a step size of 0.7μm, were 
intended to cover an area high enough for texture analyses, 106μm2, at the expense of the 
resolution. Austenite volume fraction was obtained by the area indexed as austenite divided by 
the whole area of the map. For the examination of texture, pole figures were generated from 
the experimental dataset. In addition, a simulated texture of ferrite was also obtained following 
this procedure: first, a set of Euler angles was generated, as latter detailed, then it was imported 
into TSL software and finally, converted into a regular Pole Figure. Austenite volume fraction for 
each different austenite grain was estimated as the area indexed as austenite divided by the 
area of the whole grain. 
Electron channeling contrast imaging 
Fundamentals 
In EBSD, diffraction patterns formed by backscattered electrons leaving the sample in coherent 
wave fields are obtained in order to know the crystal orientation. Backscattered electrons can, 
however, be also collected by a detector for imaging purposes [111]. In that case, the sample is 
put so that its polished surface is normal or almost normal to the incident beam, and a 
backscattered electron detector (as in Figure 5.3.9) detects part of the BSE. The signal is in both 
cases composed of two contributions: electrons inelastically and incoherently scattered 
(channeling-in) and electrons quasi-elastically scattered (channeling-out). While the second 
component of the signal prevails in the EBSD detector, the BSE detector receives mainly the first 
component (electrons inelastically scattered). The image contrast depends on the orientation  
 
 
Figure 5.3.9. SEM configuration for ECCI. Image adapted from ref. [111]. 
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of each crystal. The crystal can be oriented so that the intensity that reaches the backscattered 
electron detector is low. Grains so oriented are said to be in channelling condition and appear 
dark. In a non-perfect crystal, defects are likely to differ from the channelling contrast condition 
of the rest of the grain, and they appear bright over a dark background. That is the concept in 
which ECCI is based. See Figure 5.3.10 as the ideal appearance of a stacking fault and a 
dislocation, according to the Bloch wave theory.  
 
Figure 5.3.10. Schematic representation of defect contrast in ECCI for (a) a stacking fault bound by two Shockley 
partial dislocations and (b) for an edge dislocation. Depending on the depth of the defect below the surface, 
backscattering is stronger or weaker, leading to intensity oscillations. Image from ref. [111]. 
Procedure 
ECCI analyses was performed on undeformed and tensile deformed cross-sections of 
Alloy_4_220. Samples were ground and polished using 1μm diamond paste and finished in 
colloidal silica suspension. Observations were carried out in a Zeiss Crossbeam instrument (XB 
1540, Carl Zeiss SMT AG, Germany). In that equipment, channelling conditions for optimum 
observation of defects was achieved by tilting the specimen with respect to the incident beam, 
within an angle range of 8˚.  
EBSD maps of the examined area were previously obtained by means of the TSL OIM equipment. 
Maps at high magnification, with a step size of 40nm and an area of 2000μm2, were performed 
in order to know the crystal orientation of the features observed by ECCI. An example of 
identification of austenite features is shown in Figure 5.3.11.  
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Figure 5.3.11. Austenite orientation EBSD map and the corresponding ECCI micrograph with some austenite 
features identified. 
5.3.4 Transmission electron microscopy 
Fundamentals 
In TEM, a high-energy beam of electrons is transmitted through an ultra-thin specimen, 
interacting with the material as it passes through. The order of magnitude for the energy of the 
incident electrons is 102KeV, which means typical wavelengths of 10-2Å. The transmitted and 
diffracted beams are magnified by a series of magnetic lenses until they are recorded by hitting 
a fluorescent screen, photographic plate, or light sensitive sensor like CCD (charge-coupled 
device) camera. There are three conventional TEM operation modes, each providing different 
information about the material studied. Two of them are imaging modes, bright field (BF) and 
dark field (DF); and one is intended to obtain diffraction patterns, the selected area diffraction 
(SAD) mode [112]. Different lenses and apertures must be handled in combination in order to 
obtain the wished information. The intensity is governed by the condenser lenses, acting over 
the incident beam to make it converge in the sample; the objective lenses act over the focus; 
and the intermediate/projection lenses control the magnification achieved. In the diagrams 
shown in Figure 5.3.12, we assume the illumination system provides rays that travel straight 
down the microscope, parallel to the optic axis (to the incident beam), before hitting the 
specimen. Transmitted rays, which do not change their direction after the interaction with the 
specimen, are coloured in green in Figure 5.3.12.a, while different diffracted rays are in black.  
In the BF mode (Figure 5.3.12.a), the objective aperture is positioned to pass only the 
transmitted electrons, which form a magnified image on the screen. In the BF image the contrast 
is produced by different factors: the crystal orientation with respect to the beam direction, the 
70 
 
molar weight of the phases, the presence of defects, the specimen thickness, etc. Phases with 
high dislocation density, such as martensite in steels, are likely to appear very dark in the BF 
mode. However, intrinsic differences between austenite, ferrite and martensite are not high 
enough for a phase identification based on the grey contrast provided by BF. Instead, DF imaging 
mode is necessary for such purpose, where the image is formed from diffracted electrons. The 
appropriate utilization of dark field involves the supporting use of SAD mode, which will be 
explained first.  
In order to obtain a diffraction pattern, starting in the BF mode, Figure 5.3.12.a, the intermediate 
aperture must be introduced to delimit a small area enclosing the crystal or crystals of interest. 
In Figure 5.3.12.b, this is symbolized by the intermediate aperture intercepting all rays but one, 
the green one, coming from a specific point of the specimen. Now, the objective aperture is 
removed (Figure 5.3.12.c), so that diffracted rays (red and yellow) coming from the same 
specimen region are allowed to pass down to the screen. The transmitted and diffracted rays of 
Figure 5.3.12.c form the spots of a diffraction pattern on the screen, the transmission spot being 
located at the centre. The specimen can be tilted to obtain appropriate diffraction conditions, 
making possible the subsequent pattern indexing process. An example of diffraction pattern can 
be seen in Figure 5.3.13. The diffraction spots (reciprocal lattice points) are labelled G, 2G, etc. 
The reciprocal lattice vector, ?⃗?, is defined as a vector connecting the transmission spot (the 
origin, O) with the first diffraction spot, G. Since the wavelength of the electron beam is 100 
times lower than the interplanar spacing, diffraction conditions in TEM occur for planes almost 
parallel to the incident beam. Thus, ?⃗?, normal to the incident beam, is also normal to the 
corresponding diffraction plane. Therefore, the angle between ?⃗? vectors is equal to the angle 
between their corresponding planes, and the length of a reciprocal lattice vector ?⃗? is 
proportional to the inverse of the spacing between the corresponding lattice planes (
1
𝑑ℎ𝑘𝑙: 
). 
From all this information it is possible to index the diffraction patterns, by comparing the 
measurements with theoretical data and/or simulated diffraction patterns of known structures 
which are potential solutions. The normal to the plane of the pattern (in crystal coordinates), 
termed the zone axis or z-axis, is also specified as an output of the indexing process.  
For the preparation of the DF mode a diffraction spot must be chosen, having the TEM 
configuration shown in Figure 5.3.12.c, and the objective aperture is now positioned so that all 
the spots except the selected one are hidden (Figure 5.3.12.d). Removing now the intermediate 
aperture produces again a magnified image on the screen (Figure 5.3.12.e). The proper way to 
make dark field is by tilting the beam, Figure 5.3.12.f, so that the wished diffraction spot is 
centred, because axial rays suffer less spherical aberration. Unlike in BF mode, the image in DF 
is generated by specific diffracted rays. In DF, only the crystals having that diffraction conditions 
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(same phase and crystal orientation) appear in white, over a black background, making possible 
their identification.  
Apart from BF, DF and SAD modes, there are other more sophisticated modes of TEM use, which 
are appropriate to make interpretable TEM images of crystal defects: Two-beam BF and weak-
beam DF.  
For two-beam BF, the first step is working under two-beam condition. This is achieved by tilting 
the specimen, from the TEM configuration of Figure 5.3.12.c, until the diffraction pattern has 
only one active diffraction spot plus the transmission spot. In the two-beam condition, the 
intensities of the transmitted beam, I0, and diffracted beam, Ig, are strictly complementary in 
kinematical theory. That is, with the incident intensity normalized to 1: I0 = 1 − Ig. Planes bended 
at one side of a dislocation, between 3 and 30nm away from it, are mainly responsible of the 
one only diffraction spot. If BF is made under such conditions, the so-called two-beam BF, i.e., 
imaging mode using the transmission spot, defects are revealed. It happens because near the 
defects, the crystal is highly diffracting, and thus the transmitted intensity is poor, resulting in 
an image with dark defects over a bright background. The visibility or invisibility of dislocations 
in the two-beam conditions follows some rules:  
Dislocations are invisible when ?⃗? ∙  ?⃗? = 0, where ?⃗? is the Burger’s vector. This is strictly true for 
the screw dislocations, but not necessarily for edge dislocations, since in the latter there is 
certain displacement of atoms normal to b⃗⃗. In general, no contrast is observed when |?⃗? ∙  ?⃗?| <
1/3. Therefore, the invisibility of a dislocation does not give exact information on ?⃗?, but it does 
delimit a range of values. It is recommended to repeat the process for other diffraction 
conditions, and preferably using high order diffraction vectors.  
Bright-field and dark-field techniques cannot be used to form images of columns of atoms. For 
that purpose, high resolution TEM must be applied, offering a new way for wave-matter 
interactions to probe the structure of materials. High-resolution images are in fact interference 
patterns formed from the wave-phase relationships of diffracted beams. The transmitted beam 
is needed to provide a reference phase of the electron wave front. Therefore, high-resolution 
image requires the use of an objective aperture large enough to include both the transmitted 
beam and at least one diffracted beam. High-resolution images are most useful for studying 
atomic arrangements at defect-free regions, at defects and at interfaces.  
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Figure 5.3.12. Drawing of the different TEM conventional working modes: Bright field, dark field and selected 
diffraction pattern. Adapted from ref. [112]. 
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Figure 5.3.13. Diffraction pattern from SAD mode in TEM, with a grid superimposed. 
Procedure 
TEM specimens were prepared from undeformed and deformed (cross-sections) samples of 
Alloy_1 treated at 220°C during 24 and 168h, and from undeformed samples of Alloy_6 treated 
at 200°C. Discs of 0.1mm thickness and 3mm in diameter were punched out from strips using a 
Gatan Disc Punch Model 659, mechanically thinned down to 0.06mm, and then twin-jet 
electropolished until perforation in a Fischione Instruments Model 120, with an electrolyte of 
5% perchloric acid, 25% glycerol and 70% ethanol at 5°C and 45V. TEM and HR-TEM was 
performed on selected samples of Alloy_1 and Alloy_6, respectively, using a Philips Tecnai F30 
300kV FEG-TEM and a JEOL FS2200 FEG-TEM. TEM diffraction patterns and HR-TEM images were 
analyzed and indexed with the support of Gatan Digital Micrograph [113] and Crystal softwares 
[114].  
5.3.5 Atom probe tomography 
Fundamentals 
APT has a unique capability to identify and quantify chemical compositions and to plot it in three 
dimensions (3-D) with the highest available resolution (around 0.1-0.3nm resolution in depth 
and 0.3-0.5nm laterally). The sample is prepared in the form of a very sharp tip (<100nm). In this 
sense, new “lift-out” techniques using dual-beam FIB allow the extraction of site-specific 
specimens for APT analysis. 
APT works by applying a high voltage, creating a high electric field on the apex of the sharp tip 
held at cryogenic temperatures. Atoms on the specimen apex are evaporated by field effect as 
ions (near 100% ionization) and accelerated toward the position-sensitive detector with a very 
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high detection efficiency (Figure 5.3.14). The original 2-D position of atoms on the specimen 
apex is determined from the hit position of the ions on the detector. Since the ~100nm diameter 
area on the apex is projected onto the 100mm diameter detector, a magnification of 106 is 
achieved. By pulsing the evaporation, e.g. by using subnanosecond voltage pulses in addition to 
a dc voltage, the time-of-flight of each ion can be measured by a spectrometer, which is used to 
obtain the mass-over-charge ratio that identifies the chemical element. The atoms are 
progressively removed from the tip and thus, the sequence of evaporation events is used to 
provide the third dimension (depth) information. This combination of data allows 3-D images of 
the element distributions to be reconstructed with near-atomic resolution [115, 116]. 
 
Figure 5.3.14. Schematic of a three-dimensional local electrode atom probe. The atoms are evaporated from the 
apex of the sample, by application of a high electric field between the counter electrode and the sample, and hit 
the imaging detector. Image from ref. [115]. 
Once atom identities and locations are known, results can be 3-D plotted in different ways. Apart 
from atom maps (example in Figure 5.3.15.a) of the different elements, one useful 
representation is the construction of isoconcentration surfaces, which enclose volumes of 
material where the local concentration is above some set value, highlighting regions enriched in 
some element. In steels, it can reveal the presence of carbides or other C-rich regions such as 
clusters or Cottrell atmospheres (Figure 5.3.15.a and Figure 5.3.15.b), among others [115].  
Procedure 
APT analyses were performed in the Oak Ridge National Laboratory (ORNL) local electrode atom 
probes (Cameca Instruments LEAP 2017 and LEAP 4000X HR). The local electrode atom probes 
were operated in voltage-pulse mode with a specimen temperature of 60K, a pulse repetition 
rate of 200KHz and a pulse fraction of 0.2. APT C content values are estimated using 
concentration profiles in a selected volume within ferrite regions that did not contain any C-
enriched regions such as cementite particles, dislocations and boundaries. 
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Figure 5.3.15. (a) Carbon atom map, (b) carbon isoconcentration surfaces at 10 at.% C superimposed with the 
carbon atom map, and (c) concentration profiles across (b) a dislocation in the vicinity of the bainitic 
ferrite/austenite interface in bainitic ferrite, in a nanostructured bainitic steel. Image from the ref. [20]. 
APT needle-shaped samples of undeformed Alloy_1 and Alloy_6 were cut from bulk material 
and electropolished with the standard double layer and micropolishing methods [117, 118]. The 
stated C concentration has been measured in austenite and ferrite regions far away from any 
defects and interfaces [85]. The concentration of C is determined by counting the number of C 
atoms in small slices locally perpendicular to the austenite-bainitic ferrite interface. The size of 
the slices is a compromise between maximizing the number of ion atoms and the spatial 
resolution. Error bars for APT values represent the statistical scatter due to the number of ions 
in each slice of the selected volume of analysis. 
5.3.6 Atomic force microscopy nanoindentation and peak force microscopy 
Fundamentals 
Local elastic properties of nanostructured bainite are expected to differ from one phase to 
another and both from the corresponding macroscopic value obtained from a tensile test. Since 
their phases are not possible to be processed as mono-phase materials, the elastic properties of 
each phase must be individually measured. Therefore, traditional bulk measurements of elastic 
properties based on ultrasonic resonance, which is not phase-sensitive, are not suitable for 
multiphase structures [119]. Instead, and specifically for the determination of Young’s modulus, 
two different experimental techniques are commonly employed: 
1- In-situ diffraction tests, where the Young’s modulus can be estimated by considering, in the 
elastic regime, the evolution of the longitudinal lattice strain with the stress. This technique gives 
information of the average Young’s modulus for each phase and for a specific family of planes 
considered [120]. So, based on diffraction techniques, different Young’s modulus values are 
calculated from the average lattice spacing of a group of grains with plane normals [h k l] 
directed along the scattering vector, which includes all crystal orientations rotated around that 
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particular [h k l] [121]. Therefore, Young’s modulus thus obtained reflects the anisotropic nature 
of the single crystal. On the other hand, there is also an averaging which originates from the 
large variety of mechanical boundary conditions of this particular group of grains, each 
surrounded by other grains of unknown orientation [119]. The fact that the stress undertaken 
by a given group of grains is not directly measured is a disadvantage of this method. This must 
be estimated assuming a particular stress partitioning model, such as Reuss model that implicitly 
assumes the macroscopic stress [120].  
2-Determination of local Young’s modulus has been intensively performed by means of 
nanoindentation. The analysis typically consists in the examination of the unloading curve, for 
which analytical solutions for different indenter geometries are used [122-129]. This method, 
however, does not account for the pile-up, sink-in, and tip-blunting effects, which change the 
value of contact area, a key parameter on which results are strongly dependent [130]. Moreover, 
when dealing with a nanocrystalline structure, as it is our case, the Young’s modulus measured 
through this procedure is likely to be an average of the bulk material, since the footprint 
generated can have a size similar and even higher than the microstructural features to be 
measured. In addition, in the case of nanostructured bainite, as a steel presenting TRIP effect, 
the indentation might induce the martensitic transformation of austenite, so the initial Young’s 
modulus value is expected to differ from the measured one due to this phase transition.  
As an alternative, AFM-based techniques could be, in principle, apposite to address the study of 
the local elastic properties of the bainitic ferrite at the nanoscale. AFM working at different 
modes such as force curve analysis or the recently introduced peak force quantitative nano-
mechanical mapping (PF-QNM) could be a proper technique to obtain the Young’s modulus 
values of these nanocrystalline structures due to its improved lateral resolution and capabilities 
to perform very shallow indentations (i.e. at the nanoscale). Moreover, in the PF-QNM mode, it 
would be possible to obtain simultaneously morphological and stiffness (i.e. Young’s modulus) 
images of the same area. Therefore, local spatial variations of Young’s modulus due to the 
heterogeneity of the microstructure could be observed. 
PF-QNM allows to map the local elastic properties with lateral nanometer resolution [131, 132]. 
This method is based on the acquisition of force curves recorded at each pixel of the topographic 
image. The force curves are analyzed instantaneously. Then, provided that parameters such as 
cantilever spring constant and tip geometry are calibrated, the quantification of the nano-
mechanical properties is possible. In the present configuration this analysis is done through the 
Derjaguin–Müller–Toporov (DMT) fit model of the retracing curve [133, 134] for a spherical 
indenter, which accounts for the adhesion effects between the sample surface and the tip. As 
these calculations are done in real time for every force-distance curve obtained at every imaging 
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pixel, the topography and nano-mechanical properties can be sampled simultaneously. 
Moreover, the latter data are also displayed as top-view image just as the topographical one 
(the z-axis being the Young’s modulus, E). This method then allows to measure the local nano-
mechanical properties with the same lateral resolution than in the topographical image. This 
fact turns it as very suitable technique to assess these properties in the nanostructured bainitic 
steels. However, it is worth noting that this technique has been mostly employed to study the 
nano-mechanical properties of soft surfaces such as polymers [135, 136], biological entities as 
fibrils [137], living cells [134, 138] and even nano-bubbles [139]. In contrast, scarce studies have 
been devoted to sample the nano-mechanical properties of hard surfaces. Thus, PF-QNM has 
been applied to study the Young’s modulus of WC/a-C coatings, in the 100-200GPa range [140], 
nano-structured Ge surfaces, in the 50-100GPa range [141], and hardened cement paste, up to 
100GPa [142].  
Procedure 
Two kind of measurements were performed over samples Alloy_4_250 and Alloy_4_350 in order 
to obtain distributions of local Young’s modulus: PF-QNM and AFM nanoindentations. In 
addition, nanoindentations were also analysed to obtain measurements of local plastic 
properties. 
Quantitative mapping was performed at room temperature with a Multimode 8 (Veeco) and 
using a Nanoscope V controller (Bruker). Samples were imaged by using AFM operating in PF-
QNM in air at a scan rate of 1.0–1.2Hz. The AFM probe used in these studies was a diamond tip, 
model MDNISP-HS, (Veeco), with a resonant frequency of 63kHz, spring constant of 402N·m-1, 
and nominal radius of 45nm. The loading forces during the measurements were kept close to 
2µN range. The diamond tip was calibrated initially on sapphire surfaces in order to set the 
deflection sensitivity. Once calibrated, the tip was used for PF-QNM imaging. It should be noted 
that the laser spot was kept at the same location on the cantilever during all the measurements. 
Finally, it should be commented that the diamond tip can eventually become contaminated or 
dirty during the QNM measurements. When this occurs, the tip is cleaned by performing 
indentations on a gold surface. 
For the nanoindentation analysis, a Nanoscope IIIa (Veeco) equipment operating in tapping 
mode was employed. In this case, a diamond probe (DNISP, Veeco) with a resonant frequency 
of 64kHz, nominal radius of curvature 𝑅=45nm, and a spring constant of 247N·m-1 was used. The 
same calibration and cleaning procedures as those described in the QNM experiences were 
followed also in this case. Now, the measurement procedure was as follows: First, a tapping 
image was obtained and then an array of indentations was performed by changing the lateral 
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position of the tip over the surface. At each spot of the array a single force curve, at a rate of 
3.5Hz and controlling the maximum load force (the highest value applied was of 200µN), was 
done. In a final step, the tip was changed for a silicon one, with a nominal radius of curvature of 
8nm, in order to locate the area in which the indentation array was made and then measure it 
in contact mode in order to have more reliable information on the indentation geometry (i.e., 
area and depth) since the diamond tip is too wide.  
The first step of the post-analysis is the conversion of the deflection [nm] into the applied force 
𝑃 [m], applying the known factor of proportionality, the spring constant. Force curves are 
obtained by plotting the 𝐹 values vs. the indentation values,  . The quantification of the 
Young’s modulus is done at the initial stages of the loading curve, i.e. at the elastic regime, by 
fitting the force curve to the Hertz model.Adhesion effects were not accounted for,and different 
indenter geometries were assumed [143]. Specifically, the loading force curves were fitted for 
spherical, conical and Berkovich indenter geometries, and it was found that the one leading to 
the best fittings was the spherical one. This fact allows for a better comparison between the 
analysis of the single indentations and the data obtained by PF-QNM since both analyses are 
done for the same tip geometry. 
For this geometry, the relationship between the applied force, 𝑃, and the indentation, , is: 
𝑃 =
4
3
𝐸∗𝑅1/23/2  eq. 5.3.8 
Where 𝑅 is the indenter radius and 𝐸* is known as the effective elastic modulus, which is defined 
as: 
1
𝐸∗
=
(1 − 𝜐2)
𝐸
+
(1 − 𝜐𝑖
2)
𝐸𝑖
 eq. 5.3.9 
with 𝐸(𝜈)and 𝐸𝑖(𝜈𝑖) being the Young’s modulus (Poisson’s ratio) of the sample and indenter, 
respectively.𝐸𝑖  is considered to be infinite, while 𝜈=0.3. 
Provided that the cantilever has been calibrated on a hard surface (sapphire), its Spring constant 
and 𝑅 values are known, the curve 𝑃 = 𝑃(𝛿) can be obtained and then from a logarithmic plot 
the value of 𝐸 can be derived. At this point, it is worth to comment on the errors involved in 
these measurements. The main source of errors is the value of 𝑅, which is quite difficult to know 
exactly (as well as the exact indenter shape at the very end of the tip). However, in this work we 
are mostly interested in detecting differences between the 𝐸 values on the different phases 
present in the nanostructured steel than in determining their exact values.  
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The geometry of the tip was measured following this procedure: A sample of gold, considered 
as a perfectly plastic metal, was nanoindented with the diamond tip, and the footprints were 
then scanned using a finer tapping tip, Figure 5.3.16.a. A relation between depth and area of the 
tip was obtained, plotted in Figure 5.3.16.b. The depth, ℎ, is measured with respect to the lowest 
height value of the topographical map scanned over the indentation. The projected area is the 
area of the footprint section parallel to the view’s plane, at every depth value, whereas the real 
area accounts for the whole surface below, i.e., the gold surface in contact with the tip. Besides 
the target samples, Alloy_4_250 and Alloy_4_350, fused silica was used as a reference sample, 
nanoindented with AFM in order to rule out possible artifacts in force curves not related to the 
material mechanical behavior.  
A typical array, performed on Alloy_4_350, of seven rows each containing eleven 
nanoindentations, as measured in contact mode, is displayed in Figure 5.3.17. It is observed that 
the indentation rows present in some cases some sort of distortion regarding their lateral 
position. This is due to the lateral drift of the piezoelectric. The holes are mostly 1μm apart 
 
Figure 5.3.16. Topographical map of the surface of a gold sample, scanned with a fine tip, showing the 
nanoindentation footprint made by a diamond tip (a), with its corresponding area-depth relationship (b). 
 
Figure 5.3.17. Topographical map of the etched surface of undeformed Alloy_4_350. The elevated area (brighter) 
corresponds to austenite, while the depressed (darker), to bainitic ferrite. Some of the nanoindentation 
footprints of the array are indicated with white circumferences for the sake of clarity. 
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from each other. At each point the corresponding force curve was recorded and analyzed in 
order to obtain the E value. 
5.4 Other theoretical and modelling tools 
All the necessary thermodynamics calculation where performed using MtData [144] in 
combination with the SGSOL-SGTE Solution database. 
For modeling purposes, algorithms were coded in MATLAB [145]. Particularly, the generation of 
crystallographic data, codes were implemented with the support of the free and open-source 
MTEX toolbox [146]. 
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6 Results and discussion 
6.1 Initial microstructural characterization 
6.1.1 General microstructural examination 
The morphology of the microstructure is observed through SE-SEM on etched surfaces. As 
expected from the high C content, with low Bs and Ms  temperatures, the microstructure consists 
of two phases: a matrix of nano-scale bainitic ferrite plates and dispersed regions of retained 
austenite. Retained austenite features appear in relief with respect to bainitic ferrite on the 
etched surface. Retained austenite exhibits two very distinguishable morphologies, as thin films 
between the plates of ferrite and as austenite blocks between sheaves of bainite (groups of 
parallel bainitic ferrite plates). Examples of this microstructure can be found in Figure 6.1.1.a 
and b, for Alloy_4 treated at 350°C (Alloy_4_350) and at 250°C (Alloy_4_250), respectively; and 
in Figure 6.1.2.a, b and c, for Alloy_1 treated at 250°C (Alloy_1_250), at 220°C during 24h 
(Alloy_1_220_24h) and at 220°C during 168h (Alloy_1_220_168h), respectively. There is no 
martensite in the initial microstructures because, as explained, the austenite has 
 
 
Figure 6.1.1. Secondary electron SEM images of etched surfaces of undeformed Alloy_4_350 (a) and Alloy_4_250 
(b). Microstructural features are indicated. 
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Figure 6.1.2. Secondary electron SEM images of etched surfaces of undeformed Alloy_1_250 (a), Alloy_1_220_24h 
(b) and Alloy_1_220_168h (c). 
 
 
83 
 
been enriched in C during the bainitic formation to such level that its Ms temperature is well 
below room temperature. 
The increase of the bainitic formation temperature leads to a coarser microstructure, as can be 
seen comparing Alloy_4_350 and Alloy_4_250, Figure 6.1.1. The scale of the microstructure can 
be characterized by two morphological parameters: the true bainitic ferrite plate thickness (tα ) 
and the austenite block size. 
The true plate thickness is an important parameter for the characterization of bainitic ferrite, 
since its refinement produces a simultaneous increase of both strength and toughness in this 
material [147]. This parameter is obtained from micrographs such as the one in Figure 6.1.3, 
where the shortest dimension of the bainitic ferrite plate is measured. For every sample, the 
average of these values is the mean intercept line (𝐿𝛼), i.e., the mean projected plate thickness. 
Then the plate thickness 𝑡 is calculated applying stereography [28, 29]: 
𝑡𝛼 =
2
𝜋
𝐿𝛼 
eq. 6.1.1 
Singh and Bhadeshia [19] found through a model based on neural networks that the strength of 
austenite before transformation is the main responsible of the final bainitic ferrite plate size. On 
the other hand, it is known that the plate thickness increases as the transformation temperature 
increases [148]. This correlation is consistent with the fact that both austenite strength and 
driving force for transformation decrease in magnitude as the transformation temperature 
increases, leading to larger bainitic ferrite plates [18], what can be confirmed in Alloy_4, Figure 
6.1.1. Other authors have found, however, that those same fine plates show a tendency to form 
unusually coarse plates of bainitic ferrite at large driving forces and relatively low transformation 
temperatures, suggesting that separately nucleated plates which have the same crystallographic 
orientation coalesce during prolonged growth, which leads to a markedly bimodal distribution 
of plate thicknesses [149]. 
For Alloy_1, whose samples have been obtained after treatments at different temperatures, and 
also different times, it is difficult to tell the difference in the scale of the microstructures in a 
qualitative manner, Figure 6.1.2. Therefore, quantitative analyses have been performed in order 
to obtain the bainitic ferrite plate thickness. Results from Alloy_1, Table 6.1.1, reveal that the 
increase in 30°C, Alloy_1_250, does not lead to a significant increase in the values with respect 
to Alloy_1 treated at 220°C. Alloy_1 treated at 220˚C does not show any difference in the plate 
thickness as a function of the time of isothermal treatment either, 24h vs. 168h, so the possible 
coalescence or coarsening of bainitic plates during the extra holding time can be rule out in this 
case.  
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Regarding the retained austenite, the thin film morphology is enhanced by reducing the 
transformation temperature, at the expense of austenite in the form of block (mechanically 
more unstable) [150]. From Figure 6.1.1 it is clear that austenite features are larger as the 
treatment temperature increases. For Alloy_1, Figure 6.1.2, however, differences are not 
evident and quantitative characterization is also necessary. The size of an austenite block has 
been determined as the equivalent diameter, i.e., the diameter of a circle with the same area 
than the austenite block. The distribution of the austenite block size, Figure 6.1.4, as well as the 
average values, Table 6.1.1, reveal similar sizes for all samples, within the error bars. For the 
treatment at 220°C, since the bainitic transformation has already finished after 24h, there are 
not differences in the austenite block size between Alloy_1_220_24h and Alloy_1_220_168h. 
On the other hand, an increase of 30°C in the treatment temperature is not high enough to 
observe coarser austenite blocks in Alloy_1_250. 
 
Figure 6.1.3. Example of secondary electron SEM image of the etched surface of a nanostructured bainitic steel, 
where the thickness of some bainite plates is indicated. 
 
 
Figure 6.1.4. The distribution of austenite block sizes for Alloy_1 subjected to different heat treatments. 
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Table 6.1.1. The average austenite block size and average banite plate thickness for Alloy_1 subjected to different 
heat treatments.  
 𝑡𝛼 [nm] Average austenite block size [m] 
Alloy_1_250 42 ± 6 0.93 ± 0.04 
Alloy_1_220_24h 39 ± 6 0.96 ± 0.05 
Alloy_1_220_168h 43 ± 6 0.97 ± 0.05 
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6.1.2 Detailed microstructural examination. Crystallographic structure 
Bright field TEM images, like Figure 6.1.5.a, shows a plate-like typical microstructure. The high 
dislocation density is also observed in BF images (dislocation tangles in Figure 6.1.5.b). Presence 
of massive precipitation is not observed, by TEM examination, even in the case of a 
microstructure obtained by extended isothermal treatment after the end of bainitic 
transformation, Alloy_1_220_168h.   
In Figure 6.1.5.c, a bright field TEM image is shown, where a block of austenite can be 
morphologically identified. In other cases, the identification of phases can be, however, tricky. 
The bright field does not reveal the nature of the crystal structures observed. See an example in 
Figure 6.1.6.a; it is necessary to make use of dark field TEM imaging mode in order to identify 
the phases. Figure 6.1.6.b and Figure 6.1.6.c are two dark field TEM images obtained using two 
different spots of the pattern in Figure 6.1.6.d, where one ferritic structure and one austenitic 
structure have been indexed. The enlightened region in Figure 6.1.6.b reveals the location of 
bainitic ferrite, while the enlightened region of Figure 6.1.6.c reveals the location of austenite. 
The diffraction pattern of both phases show a special orientation relationship between them, 
which share a plane (their diffraction spots overlap): (1-1-1) is parallel or almost parallel to 
(0 1 1). 
Bainitic ferrite, which is formed in a displacive manner [11], exhibits the orientation relationships 
(ORs), with respect to the parent austenite, scattered around Kurdjumov-Sachs (K-S), Nishiyama-
Wassermann (N-W) and Greninger–Troiano (G-T) relationships [151], Table 6.1.2. In both K-S 
and N-W OR, one close-packed {1 1 1} plane of the austenite (face-centered cubic, fcc) is parallel 
to a {1 1 0} plane of the bainitic ferrite (body-centered cubic, bcc). In G-T OR, these planes are 
almost parallel.  
Table 6.1.2. Theoretical orientation relationships that may be found between bainitic ferrite and its parent 
austenite, indicated with parallel planes and parallel directions notation.  
Kurdjumov-Sachs (K-S): (1,1,1)ǀǀ (0,1,1)’ [1,-1,0] ǀǀ [1,-1,1]’ 
Nishiyama-Wassermann (N-W): (1,1,1)ǀǀ (0,1,1)’ [-2,1,1] ǀǀ [0,-1,1]’ 
Greninger-Troiano (G-T): (1,1,1)ǀǀ ±1˚ (0,1,1)’ [1,-1,0] ǀǀ ±2.5˚ [1,-1,1]’ 
The vector of the mutual spot in the diffraction pattern in Figure 6.1.6.d is almost perpendicular 
to the boundary in this case (see the analysis in Figure 6.1.6.e). However, it is important to advise 
that the habit planes of the bainitic transformation are not necessarily always those planes 
{1 1 1}and {1 1 0}, as will be observed later by EBSD.  
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Figure 6.1.5. (a) Bright field TEM image of Alloy_1_220_24h; (b) bright field TEM image of Alloy_1_220_168h; (c) 
higher magnification bright field TEM image showing the presence of a block of austenite in Alloy_1_220_24h. 
 
Figure 6.1.6. (a) Bright field TEM image of Alloy_1_220_168h; (b) the corresponding dark field image using the 
spot (1 1 0); (c) the corresponding dark field image using the spot (1 1 1); (d) the indexed diffraction pattern of 
both phases; (e) the corresponding crystallographic analysis. 
Analyses by EBSD are intended to observe locally the crystallography of the microstructures of 
a larger area than by TEM. As opposed to SE-SEM, the study is not only concerned with the 
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morphology of microstructural features. Instead, on the basis of crystallographic 
misorientations, different grains can be defined and observed, and also the local deformation 
within the grains evaluated. 
Grain definitions: Bainite blocks and bainite packets 
One of the main applications of crystallographic analyses is the calculation of different grain 
sizes, i.e., scalar measures of the boundary network structure [152]. Such measurements may 
be obtained in less or more detail through the definition of grains considering one, three or five 
crystallographic parameters: 
-One parameter: the misorientation angle of the boundary, as described in section 5.3.3. 
-The three parameters describing the lattice misorientation of the boundary. 
-The five parameters completely describing the characteristics of the different boundary planes, 
consisting of the three parameters for the lattice misorientation characterization and two more 
parameters specifying the boundary plane orientation [152].  
The three parameter and one parameter analyses (lattice misorientation and misorientation 
angle analyses, respectively), which can be performed by means of conventional EBSD 
techniques, will be described first, whereas a trial for the five parameter crystallographic 
characterization will be explained afterwards.  
One parameter and three parameter grain boundary character 
A total of 12 crystallographic bainitic ferrite variants (12 bainitic ferrite orientations) can be 
formed according to N–W OR from one orientation of the parent austenite (as listed in Table 
6.1.3), due to the symmetry of cubic systems. Instead, 24 variants exist for a K-S OR (Table 6.1.4). 
The orientation relationship is represented with the axis/misorientation angle format. As in lath 
martensitic microstructures, the same different levels of hierarchy for the grain definition can 
be applied, accounting for the lattice misorientation (three parameter grain boundary character) 
[153-156], see Figure 6.1.7:  
-Bainitic blocks, defined as aggregates of subunits (or plates) of ferrite of the same variant or 
two variants misoriented by a small angle. Bainitic blocks in an EBSD map have an elongated 
shape on the observed surface. 
-Bainitic packets, containing bainitic blocks with approximately the same {111}fcc||{011}bcc 
orientation-relationships. 
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-Prior austenite grains (PAGs) composed of interpenetrating packets, which may also contain 
austenite microtwins.  
Table 6.1.3. Nishiyama-Wassermann (N-W) orientation relationship, indicated with parallel planes and parallel 
directions notation, and with axis/misorientation angle notation. 
Packet 
no. 
Block 
no. 
Variant 
no. 
Parallel plane Parallel direction Axis Angle [˚] 
1 
1 1 
(1,1,1)(0,1,1) 
[2,-1,-1][0,-1,1] None None 
2 2 [-1,-1,2][0,-1,1] [0.00,0.71,0.71] 60.0 
3 3 [-1,2,-1][0,-1,1] [0.00,-0.71,-0.71] 60.0 
2 
4 4 
(-1,1,1)(0,1,1) 
[-2,-1,-1][0,-1,1] [1.00,0.00,0.00] 19,5 
5 5 [1,-1,2][0,-1,1] [-0.22,0.70,0.68]  53.7 
6 6 [1,2,-1][0,-1,1] [-0.22,−0.70,−0.68] 53.7 
3 
7 7 
(-1,-1,1)(0,1,1) 
[2,-1,1][0,-1,1] [0.71,0.71,0.06] 13.8 
8 8 [-1,2,1][0,-1,1] [−0.62,-0.47,0.62] 50.0 
9 9 [-1,-1,-2][0,-1,1] [-0.68,−0.22,-0.70] 53.7 
4 
10 10 
(1,-1,1)(0,1,1) 
[-1,-2,-1][0,-1,1] [−0.68,−0.22,0.70] 53.7 
11 11 [-1,1,2][0,-1,1] [-0.62,0.47,-0.62] 50.0 
12 12 [2,1,-1][0,-1,1] [0.71,−0.71,-0.06]◦ 13.8 
Table 6.1.4. Kurdjumov-Sachs (K-S) orientation relationship, indicated with parallel planes and parallel directions 
notation, and with axis/misorientation angle notation. 
Packet 
no. 
Block 
no. 
Variant 
no. 
Parallel plane Parallel direction Axis Angle [˚] 
1 
1 
1 
(1,1,1)(0,1,1) 
[-1,0,1][-1,-1,1] None None 
2 [0,1,-1][-1,1,-1] [0.00,0.71,0.71] 10.5 
2 
3 [-1,0,1][-1,1,-1] [0.58,−0.58,0.58] 60.0 
4 [1,-1,0][-1,-1,1] [0.00,0.71,0.71] 60.0 
3 
5 [0,1,-1][-1,-1,1] [0.00,−0.71,−0.71] 60.0 
6 [1,-1,0][-1,1,-1] [0.00,−0.71,−0.71]  49.5 
2 
4 
7 
(1,-1,1)(0,1,1) 
[1,0,-1][-1,-1,1] [−0.58,−0.58,0.58]◦ 49.5 
8 [-1,-1,0][-1,1,-1] [−0.49,−0.46,0.74] 50.5 
5 
9 [1,0,-1][-1,1,-1] [0.58,−0.58,0.58] 10.5 
10 [0,1,1][-1,-1,1] [0.35,−0.93,−0.07] 14.9 
6 
11 [-1,-1,0][-1,-1,1] [−0.19,0.77,0.61] 50.5 
12 [0,1,1][-1,1,-1] [0.36,−0.71,0.60] 57.2 
3 
7 
13 
(-1,1,1)(0,1,1) 
[0,-1,1][-1,-1,1] [0.93,0.35,0.07] 14.9 
14 [-1,0,-1][-1,1,-1] [0.66,0.66,0.36] 20.6 
8 
15 [0,-1,1][-1,1,-1] [0.74,0.46,−0.49] 50.5 
16 [1,1,0][-1,-1,1] [−0.66,0.36,−0.66] 51.7 
9 
17 [-1,0,-1][-1,-1,1] [−0.25,−0.63,−0.74] 57.2 
18 [1,1,0][-1,1,-1] [−0.30,−0.63,−0.72] 47.1 
4 
10 
19 
(1,1,-1)(0,1,1) 
[-1,1,0][-1,-1,1] [−0.61,0.19,−0.77] 50.5 
20 [0,-1,-1][-1,1,-1] [−0.72,0.30,−0.63] 47.1 
11 
21 [-1,1,0][-1,1,-1] [−0.36,−0.60,−0.71] 57.2 
22 [1,0,1][-1,-1,1] [−0.74,−0.25,0.63] 57.2 
12 
23 [0,-1,-1][-1,-1,1] [0.96,0.00,−0.30] 20.6 
24 [1,0,1][-1,1,-1] [0.91,−0.41,0.00] 21.1 
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Figure 6.1.7. Drawing showing the different crystallographic grains which a prior austenite grain may be divided 
into. 
For simplicity, N-W OR will be assumed in this work, but without forgetting that the actual OR is 
likely to differ from it.  
The first step of the EBSD analysis is the reconstruction of PAGs from the orientation map. This 
exercise is easy if austenite is well indexed, because a PAG presents a unique austenite 
orientation (same colors in the three orientation maps) with the exception of austenite 
microtwins. In Figure 6.1.8, an example of this case, for Alloy_4_250, is presented. If austenite 
has not been indexed, and only crystallographic information from ferrite is available, the PAG 
reconstruction must be performed directly from bainitic ferrite, taking advantage of the 
orientation relationships mentioned. A single PAG is identified for being a region of the EBSD 
map whose bainitic ferrite pole figure (when appropriately oriented with respect to the sample 
coordinates), resembles patterns such as the one in Figure 6.1.9. Spots in the pole figure are the 
projection of the poles (normal vectors) of planes belonging to different bainitic ferrite variants, 
according to N-W OR. After applying this procedure, it was possible to obtain PAGs in the three 
samples of Alloy_1, see Figures 6.1.10-6.1.12, where most reconstructed PAG boundaries have 
been outlined. Note that microtwins can also be found inside the PAGs, indicated in some cases. 
In Figure 6.1.13 an actual pole figure for planes {1 0 0}, {1 1 0}, {1 1 1}, from the PAG marked 
with a star in Figure 6.1.10, is shown. Only the first pole figure is indexed, for the sake of clarity, 
assuming N-W OR and according to the pattern in Figure 6.1.9. Please, notice that as the PAG 
can be differently oriented with respect to the sample coordinates, the actual pole figure and 
the pattern are not necessarily equal, but they may present a relative rotation. Some variant 
identification has been performed in maps of Figures 6.1.10-6.1.12. Since, according to N-W OR, 
each block is formed by a single variant, bainitic blocks are defined as variants are. In order to 
identify bainitic packets, two or three variants sharing the 
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Figure 6.1.8. EBSD orientation maps of austenite (a) and bainitic ferrite (b) of undeformed Alloy_4_250. The prior 
austenite grain boundaries are marked with white-dashed lines. 
 
Figure 6.1.9. Theoretical pole figure for planes {1 0 0} of the 12 variants of Nishiyama-Wassermann (N-W) 
orientation relationship. 
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Figure 6.1.10. EBSD orientation map of bainitic ferrite of undeformed Alloy_1_250. Some variants are identified 
according to Figure 6.1.9. Solid black lines are PAG boundaries. 
 
Figure 6.1.11. EBSD orientation map of bainitic ferrite of undeformed Alloy_1_220_24h. Some variants are 
identified according to Figure 6.1.9. Solid black lines are PAG boundaries, while dashed black lines are boundaries 
of the PAG microtwins. 
 
Figure 6.1.12. EBSD orientation map of bainitic ferrite of undeformed Alloy_1_220_168h. Some variants are 
identified according to Figure 6.1.9. Solid black lines are PAG boundaries, while dashed black lines are boundaries 
of the PAG microtwins. 
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Figure 6.1.13. Pole figures for planes {1 0 0}, {1 1 0} and {1 1 1} from bainitic ferrite within the prior austenite 
grain marked with a star in the EBSD orientation map of Alloy_1_250 in Figure 6.1.10. 
same {1 0 0}bcc plane must be found together. There are some closed packets such as the detail 
in Figure 6.1.14. Within a single bainitic packet, bainitic block boundaries have nearly the same 
trace direction on the observed surface due to closely oriented habit planes [154] (some habit 
planes of the bainitic transformation have been also drawn in Figure 6.1.14). Bainitic packets 
can also be interpenetrating, not closed, i.e., variants not sharing the same plane {1 1 0}bcc may 
overlap, as reported for some martensitic structures [156]. 
In order to make easier the identification of the different kind of grains (bainitic blocks and 
packets), the suitability of defining grain boundaries attending to just one parameter, the 
misorientation angle, will be discussed as follows.  
Correlated misorientation distributions provide the frequency of occurrence of misorientation 
angles, considering all pairs of neighboring data points in the whole EBSD map. A typical 
misorientation distribution in nanostructured bainite is shown in Figure 6.1.15. The theoretical 
curve of randomly misoriented data points for a cubic structure, the Mackenzie-Handscomb 
distribution [157, 158], which takes into account the crystal symmetry, has been superimposed 
in Figure 6.1.15, as a reference. In the actual misorientation distribution, a high peak at an angle 
about zero degrees appears, which comes from data points barely misoriented within each 
bainite block, what will be addressed in the next section. Here, the minimum angle to represent 
the misorientation distributions has been set as 5˚ so that the misorientations below 5˚ are 
filtered (excluded) for the sake of clarity. The other peaks at low (<25˚) and high (>48˚) values 
clearly appear due to the special orientation relationship between the different bainite variants. 
However, the occurrence of misorientation angles below 25˚ is very rare in comparison to the 
occurrence of misorientation angles above 48˚. Thus, in practice, bainite blocks can be delimited 
setting a threshold angle within a wide range: above 5˚ and below 48˚. For convention, a 
misorientation angle of 15˚ (high angle boundary) has been used as the criterion to observe 
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Figure 6.1.14. Example of EBSD ferrite orientation map of Alloy_1_250. Austenite was not indexed, and the 
unindexed pixels have been removed by a cleaning post-process to improve block visualization. Block boundaries 
correspond to high angle boundaries (>15). Some habit planes and a bainite packet boundary have been also 
drawn. 
the bainite blocks boundaries. In Figure 6.1.14, it can be confirmed that high angle boundaries 
delimit different bainitic ferrite variants, and thus they can be interpreted as bainite block 
boundaries. 
 
Figure 6.1.15. An example of misorientation angle distribution of bainitic ferrite in a nanostructured bainitic steel 
(red bars), together with the Mackenzie-Handscomb distribution (grey line). 
It will be considered now the possibility to design another criterion for the observation of both 
block and packet boundaries simultaneously. In microstructures where there are not special 
crystal orientation relationships, grains and subgrains are usually delimited by high angle 
boundaries and by low angle boundaries, respectively, the latter ones being enclosed within the 
former ones. However, in this case, bainite blocks, which are located within bainite packets, are 
misoriented by a very high angle, 60˚, as seen in Table 6.1.3, according to N-W OR, whereas at a 
higher level, bainite packets, which are larger, can be misoriented from each other by angles 
ranging between 13.8˚ and 53.7˚, as also seen inTable 6.1.3. According to K-S OR, in turn, bainite 
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blocks can be separated by angles of 10.5˚, 49.5˚ and 60.0˚, Table 6.1.4. Variants from different 
packets are also misoriented by a wide range of possible angles. Even if angles below 48˚ are 
neglected, as explained, it does seem difficult to discretize the kind of boundary (delimiting 
packets or blocks) attending just to the misorientation angle. In order to see if there is actually 
a critical value of misorientation angle valid to distinguish packet boundaries from block 
boundaries, the following statistical procedure was carried out in two steps:  
1-From the EBSD experimental results, all pair of axis/misorientation angle data are filtered by 
the misorientation angle, so that only misorientations whose angle is between a required range 
are considered in the next step. 
2-Misorientation axes obtained in the previous step, relative to crystal coordinates, are plotted 
as a pole figure, as in Figure 6.1.16.  
It was observed that for misorientation angles above 52.3˚, the corresponding misorientation 
axes are mainly <1 0 1>, Figure 6.1.16, which, normalized, is <0 0.71 0.71>. According to N-W OR 
and to K-S OR, this misorientation axis can only be associated to the misorientation between 
variants from the same packet. Thus, the following criterion can be established in order to 
delimitate grains by just one crystallographic parameter, the misorientation angle: 
-Block boundaries: 52.3˚ < angle  
-Packet boundaries: 5˚ < angle < 52.3˚ 
It is important to analyze how PAG boundaries are observed according to this boundary 
definition. Since PAG boundaries also delimitate packets, it would be an advantage if both packet 
and PAG boundaries are identified within the same misorientation angle range already 
established. PAG misorientation angles are approximately randomly distributed, so they agree 
with the Mackenzie-Handscomb distribution displayed in Figure 6.1.15. The maximum 
frequency is around 45˚, and it can be observed that below 53˚ most of randomly misoriented 
angles are found. Therefore the described criterion to delimitate blocks and packets is also valid 
when PAG boundaries are present.  
Figures 6.1.17-6.1.19 show the described boundary analyses for EBSD maps in Figures 6.1.10-
6.1.12, respectively.  
Since austenitization conditions are the same for the three samples of Alloy_1, their PAG size is 
also the same. However, the packet size and the block size may be different. Once maps with 
grain boundaries have been obtained (four maps per condition to assure a statistically 
representative area), such as those in Figures 6.1.17-6.1.19, it is now possible to calculate the 
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corresponding average grain sizes, by the mean lineal intercept method [159], Table 6.1.5. 
Regarding the bainitic packet size, Alloy_1_220_24h and Alloy_1_220_168h present similar 
values within the error bars, as expected, since there is not extra transformation during the 
prolonged treatment of Alloy_1_220_168h. For Alloy_1_250, the average packet size is also 
indistinguishable from the other samples. Regarding the bainitic block size, there seems to be a 
slight coarsening in the case of Alloy_1_250, treated at higher temperature than in the other 
samples.  
 
Figure 6.1.16. Example of color-contoured pole figure of bainitic ferrite from EBSD in a nanostructured bainitic 
steel, only from rotation axes whose corresponding misorientation angle is over 52.3°. 
Five parameter grain boundary character 
As seen, the lattice misorientation can be measured using the conventional EBSD technique. 
However, for a complete characterization of the boundary, the two parameters describing the 
boundary plane orientation should be also obtained. The interphase nature of bainitic 
ferrite/austenite, i.e., the habit plane, will be studied now taking into account its five 
parameters.  
So far, the orientation relationship considered between the prior austenite and the bainitic 
ferrite has been either the N-W or the K-S OR. Nevertheless the actual transformed product, 
bainitic ferrite, possesses the lattice invariant line rather than the plane and direction parallelism 
with the parent austenite, i.e., {111} is not exactly parallel to {110}, and these planes are not 
necessarily the habit plane either [11, 160]. In absence of three-dimensional (3-D) techniques, 
the bainitic habit plane might be obtained through statistical trace analysis from conventional 
EBSD maps [152]. The method consists in the following steps: 
97 
 
 
Figure 6.1.17. EBSD map of bainitic ferrite of undeformed Alloy_1_250, where bainite packet and bainite block 
boundaries, in black and blue, respectively, are marked. 
 
Figure 6.1.18. EBSD map of bainitic ferrite of undeformed Alloy_1_220_24h, where bainite packet and bainite 
block boundaries are marked in black and blue, respectively. 
 
Figure 6.1.19. EBSD map of bainitic ferrite of undeformed Alloy_1_220_168h, where bainite packet and bainite 
block boundaries, in black and blue, respectively, are marked. 
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Table 6.1.5. The average bainite packet size and average bainite block size for Alloy_1 subjected to different heat 
treatments. 
 Bainite packet 
size [m] 
Bainite block 
size [m] 
Alloy_1_250 6.4±1.6 0.54±0.03 
Alloy_1_220_24h 5.3±0.6 0.43±0.09 
Alloy_1_220_168h 7.5±2.5 0.50±0.02 
 
1-The traces of the habit planes, visible in an EBSD map, are outlined, Figure 6.1.20.a for 
Alloy_4_250, and their directions are obtained relative to the crystal orientation of the bainite 
variants they belong to.  
2-For each trace, all possible planes containing it are calculated and their poles are 
stereographically projected, forming a semi-ellipsoid. If there were only one habit plane, all 
semi-ellipsoids should converge in one point, defining the normal to that plane, Figure 6.1.20b. 
The equations 6.1.2, 6.1.3 and 6.1.4 are used for the conversion between the coordinates of the 
projection (x’, y’) and the Miller indices { ℎ, 𝑘, 𝑙}.  
ℎ =
2𝑥′
𝑥′2 + 𝑦′2 + 1
 
eq. 6.1.2 
𝑘 =
2𝑦′
𝑥′2 + 𝑦′2 + 1
 
eq. 6.1.3 
𝑙 =
𝑥′2 + 𝑦′2 − 1
𝑥′2 + 𝑦′2 + 1
 
eq. 6.1.4 
This trace analysis has been applied to the map in Figure 6.1.21, where only bainitic ferrite is 
represented, see Table 6.1.6. As seen in Figure 6.1.22, there is not a single convergence point, 
and therefore, there are different habit planes. Since many curves pass through the point 
(0.22, 0.22) in the stereographic projection, it might correspond to one of the habit planes. 
Applying equations 6.1.2, 6.1.3 and 6.1.4, it results in the plane {1 1 2}.  
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Figure 6.1.20. Trace analysis. (a) Representation of EBSD where the trace of a boundary has been outlined in blue; 
(b) stereographic projection of the poles of all possible planes containing the mentioned trace, forming the red 
semiellipsoid; (c) the same analysis repeated for other traces, which converge in one point if the habit plane is 
unique. Image adapted from [152]. 
 
 
Figure 6.1.21. Diagram of a boundary trace and all potential boundary planes (a); the stereographic projection of 
the poles of all potential boundary planes, which converge in a point if the boundary plane is unique (b); and an 
example of EBSD orientation map of bainitic ferrite, where some bainitic block boundaries have been outlined in 
black and numbered (c). 
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Table 6.1.6. The orientation of bainitic blocks (in Euler angles) and the sample-coordinates of the traces of their 
corresponding boundaries, outlined in the map of Figure 6.1.21. 
 
 
 
Figure 6.1.22. The stereographic projection of the poles of all potential boundary planes containing the traces 
shown in the EBSD map of Figure 6.1.21 and in Table 6.1.6. 
  
Boundary 
Euler angles [°] 
Trace 
coordinates 
[m] 
𝜑 𝜃 𝜓 y x 
1 161.1 40.8 4.6 3.4 1.6 
2 12.1 30.1 7 3.2 2.4 
3 257 32.4 49.6 1.2 2.6 
4 259.6 36.1 47.9 0.4 2.6 
5 357.5 17.3 85.5 1.4 2.8 
6 211.8 26.4 28.4 3 0.6 
7 126.6 50.8 42.4 2.2 1.6 
8 240.7 31.6 1.9 3.2 2.4 
9 349.8 42 3.8 0.4 2.6 
10 71.1 19.1 45.9 2.2 1.6 
11 253.9 36.2 73.7 1.6 1 
12 163 39.2 3 1.8 1 
13 24.3 3.2 7 2 0 
14 71.9 32.1 35.8 1.8 0.8 
15 239.8 22.7 11 0 1.6 
16 52.4 31.4 49.2 0 1.6 
17 133.3 42 26.6 2 1.6 
18 86.4 4.1 29.6 2 1 
19 357.3 17.4 85.5 1.4 2.4 
20 82.4 36.1 47.1 2 1.6 
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Local misorientation maps 
The local misorientation maps or Kernel average maps (KAMs) are used to display small 
orientation changes on the EBSD maps, Figures 6.1.23-6.1.25 for Alloy_1. They highlight regions 
of higher deformation within the smallest grain defined, which in our case is the bainitic block. 
The local misorientation is a component calculated as the average misorientation angle between 
every data point and its surrounding data points [109]. Misorientation angles over a certain 
value are discarded, so that the misorientations associated with block boundaries are excluded. 
Having a look at the correlated misorientation distributions at very low angles in Figures 6.1.23-
6.1.25, one can observe that at 1.5˚ the frequency is null. Therefore, 1.5˚ is a suitable threshold 
value to obtain color contrast in these maps. Of course, this angle is below 5˚, which was the 
minimum misorientation angle established to define the block boundaries in the section above. 
Comparing the ferrite local misorientation maps, there is an apparent drift to blue in 
Alloy_1_250 and Alloy_1_220_168h with respect to Alloy_1_220_24h. Their misorientation 
distributions in Figures 6.1.23 and 6.1.25 are correspondingly moved to the left, towards lower 
angle values. It can be interpreted as due to either a coarsening of the bainitic ferrite 
microstructure or a relaxation of this by the annihilation of dislocations favored at higher 
treatment temperatures or times [161]. 
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Figure 6.1.23. EBSD local misorientation (<1.5°) map of bainitic ferrite of undeformed Alloy_1_250. 
 
Figure 6.1.24. EBSD local misorientation (<1.5°) map of bainitic ferrite of undeformed Alloy_1_220_24h. 
 
Figure 6.1.25. EBSD local misorientation (<1.5°) map of bainitic ferrite of undeformed Alloy_1_220_168h. 
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6.1.3 Phases determination by X-Ray diffraction analysis 
For the calculation of austenite volume fraction, a bulk extensive diffraction technique, XRD, is 
appropriate. Table 6.1.7 shows the initial volume fraction of austenite as a function of the 
treatment temperature for some alloys: Alloy_1, Alloy_4 and Alloy_8. It has to be noted that the 
initial volume fraction of austenite in Alloy_8 is the same regardless of the treatment 
temperature because the heat treatment was deliberately interrupted for this purpose. In the 
other cases, as the typical trend, the initial volume fraction of austenite increases as the 
temperature does. Such trend is explained by the incomplete reaction phenomenon, 
represented by the T0’ line. As mentioned, when the C content of austenite equals this of T0’, 
the bainitic reaction stops. According to the T0’ line, at high treatment temperatures low 
enrichments in C of austenite are enough to stabilize it against bainitic transformation.  
Besides the effect of the temperature on the volume fraction of austenite, it can be also 
observed in Table 6.1.7 the effect of the time: Alloy_1 treated at 220°C has finished its bainitic 
transformation after 24h, since the subtle drop in austenite volume fraction after the extended 
treatment (168h) is within the error bars.  
The austenite C content (in solid solution) can be inferred from its lattice parameter as explained 
in the section 5.3.1. Carbon partitioning from bainitic ferrite into the surrounding austenite can 
continue beyond the stabilization criterion of austenite. Thus, the average C content of the 
retained austenite is not necessarily lower as the treatment temperature increases (austenite 
volume fraction increases). The opposite may be true as revealed by Alloy_4 and by Alloy_1 
between 220 and 300°C inTable 6.1.7. In fact, for Alloy_8_200 and Alloy_8_300, which have the 
same initial austenite volume fraction and thus, this parameter plays no role, the austenite C 
content is higher for the sample treated at higher temperature, Alloy_8_300. The correlation 
between the treatment temperature and the C content of the retained austenite is affected by 
the capability of C to escape from bainitic ferrite, which will be discussed in next section. 
Regarding the transformation time, the austenite of sample Alloy_1_220_168h presents a 
higher C content than the one treated during the time strictly necessary for bainitic 
transformation, Alloy_1_220_24h.  
Apart from the volume fraction and lattice parameter of austenite, other parameters such as 
the lattice parameters of bainitic ferrite, the microstrain and the crystallite size can be obtained 
from the XRD spectra. However, in order to obtain reliable results and their dependence with 
the treatment temperature, it is necessary to perform a more advanced XRD analysis, which will 
be addressed in the next section. 
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Table 6.1.7. The initial volume fraction of austenite (𝑽𝜸 
𝟎  [%]), the austenite lattice parameter (𝒂𝜸 [Å]) and the 
mean C content of austenite w [wt.%], obtained by XRD analysis. 
 T [°C] 
𝑉𝛾
0 [%] 
±3 
𝑎𝛾 [Å] 
w [wt.%] 
±0.05 
Alloy_1 
220 (24h) 16 3.603 0.68 
220 (168h) 13 3.609 0.89 
250 19 3.615 1.05 
300 25 3.622 1.27 
350 44 3.618 1.14 
Alloy_4 
220 38 3.615 1.10 
250 40 3.618 1.17 
350 56 3.624 1.34 
Alloy_8 
200 35 3.608 0.67 
300 35 3.630 1.33 
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6.1.4 Abnormal carbon supersaturation. Tetragonality of bainitic ferrite 
A combined study using three different techniques, APT, XRD and HR-TEM, has been performed, 
in order to get a new insight into the placement of C in nanostructured bainite, and its 
correlation with the bainitic ferrite crystal structure. Alloys studied are Alloy_1, Alloy_6 and 
Alloy_7, treated at different temperatures. Alloy_1 and Alloy_7 have been also subjected to a 
quenching from the austenitic temperature, in order to obtain martensitic structures, to be used 
as references when compared to nanostructured bainite. In addition, Alloy_6 has been treated 
at 200°C during different times: lower, equal and longer than the strictly necessary for the 
bainitic transformation; and some samples of Alloy_6_200 have been subjected to subsequent 
tempering treatments at different temperatures and times. 
Atom probe tomography results on low temperature bainitic ferrite 
For Alloy_1 treated at 300°C, an example of APT result is shown in Figure 6.1.26: (a) C atom map, 
(b) 4at.%C concentration isosurface superimposed with the C atom map, and (c) proximity 
histograms across the bainitic ferrite/austenite interfaces indicated by arrows. 
The stated C concentration is indicated by the boxes in Figure 6.1.26.c. It is possible to distinguish 
multiple austenite plates in these data: austenite piece (8.2at.%) at the top which is at least 
50nm thick, and two other austenite plates of 10 and 600nm thick with 7.9 and 12.1at.%, 
respectively, in between these austenite plates, the bainitic ferrite regions are placed, with C 
concentrations varying from 0.7 to 1.2at.%. APT values are in all cases estimated from 
concentration profiles in selected volumes of ferrite that did not contain any C enriched regions, 
such as cementite particles, dislocations, and boundaries. 
The C contents in bainitic ferrite determined by APT of Alloy_6 and Alloy_1 after transformation 
at different temperatures are shown in Figure 6.1.27.a. In order to gain some perspective, the 
results are also plotted with the same type of measurements on two bainitic steels with a 
medium C content, 0.3wt.%, and two different Si contents, 1.5wt.% Si (MC-HSi) and 0.25wt.% 
(MC-LSi), transforming at intermediate temperatures. Although bainitic range of transformation 
is mainly consequence of the C content (300-525°C for MC-HSi and MC-LSi steels, and 123-350°C 
for Alloy_6 and Alloy_1), the inhibition of cementite precipitation during the transformation is 
due to the addition of 1.5wt.% Si, because of the low solubility of Si in the cementite crystal 
structure [17, 162]. The APT results show the presence of a significant amount of C in bainitic 
ferrite, up to 1at.%, which lies within the region delimited by the paraequilibrium (PE) phase 
boundaries when ferrite is considered as a cubic (bcc) and a tetragonal (bct) structure, the latter 
estimated according to first-principles calculations by Jang et. al. [124]. It is interesting to note 
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Figure 6.1.26. APT measurements on Alloy_1 treated at 300°C showing (a) C atom map, (b) C isoconcentration 
surface at 4at.% superimposed with the C atom map, and (c) proximity histograms across the bainitic 
ferrite/austenite interfaces indicated by arrows, the C concentration reported has been measured in austenite 
and ferrite regions far away from any defect and interface [85] indicated by boxes. 
that, for the lowest transformation temperatures, the results lie closer to the PE (bct) line, and 
when the temperature increases there is a progressive approach towards the PE (bcc) line. This 
behaviour could be interpreted as a possible loss of tetragonality when the transformation 
temperature increases. 
What is more, tracking the C content of ferrite in Alloy_6_200 at different stages of the bainitic 
transformation, Figure 6.1.27.b, provides clear evidence of C supersaturation in bainitic ferrite 
from the beginning of the transformation, exhibiting, again, a C level well above the PE (bcc) line 
and closer to that for the PE (bct) assumption.  
It is possible to assure that the C in solid solution in the bainitic ferrite is reluctant to partition 
into the remaining austenite when the microstructure is subjected to tempering. APT results 
obtained after a subsequent tempering of Alloy_6_200 for different temperatures and times are 
shown in Figure 6.1.27.c, where the tempering parameter is defined as T(20 + log(t)), T[K] 
standing for the tempering temperature and t[h] for the duration of tempering. It is clear that 
the bainitic ferrite shows great opposition to release the apparent excess of C. The amount of C 
in solid solution in the ferrite was similar to that measured in the initial microstructure even 
after tempering at 500°C for 30 min. The loss of C in ferrite due to C partitioning into austenite 
starts to be evident after tempering at 550°C. Apart from C partitioning, the other competing 
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reactions must be activated if C atoms in supersaturated ferrite do not partition to retained 
austenite during tempering at 400°C as reported elsewhere [163]. The presence of C 
accumulation randomly dispersed throughout the ferrite matrix during tempering at 400°C for 
30min. was also revealed in Alloy_6 by APT [164]. It is likely that these C-enriched regions may 
signify the onset of the transition carbides observed during tempering at 450°C for 30min. [164]. 
The APT results indicate that bainitic ferrite is able to accommodate significant quantities of C 
in solid solution in a stable and not transitory state. The amount of C is far greater than that 
expected from theory when bainitic ferrite is considered to be bcc instead of bct. But APT cannot 
provide the crystallographic information that might be necessary to rationalize this abnormal 
behaviour [124]. The intention of the following sections is to provide such supporting evidence. 
X-ray diffraction results on low temperature bainitic ferrite 
As expected, the XRD patterns of nanostructured bainite after isothermal holding at 
temperatures ranging between 200 and 350°C showed only the diffraction lines of ferrite and 
austenite, illustrated in Figure 5.3.2. Thus, the Rietveld refinement used to analyse XRD patterns 
included the crystal structure model for both phases, together with the line-broadening analysis 
of diffraction peaks with the ‘‘double-Voigt’’ approach. For Alloy_1 and Alloy_7 treated at 250°C, 
the XRD patterns after the Rietveld refinement are shown in Figure 6.1.28, where the observed 
data are the blue open circles and calculated data are the red solid line. The difference between 
experimental data and the fitted simulated pattern is plotted as a continuous grey line at the 
bottom, and the contribution of the component phases in different colours (orange for ferrite 
and green for austenite). As shown, the calculated peaks (red solid line) are too narrow when 
compared with the measured peak shapes (blue open circles). Beside, some misfit in the ferrite 
peaks position between measured and calculated diffraction pattern can be observed. Since 
peak broadening could not be associated only to crystallite size and microstrain effects, and C 
concentration profiles in bainitic ferrite measured by APT showed some fluctuations in the C 
content, the broadening could, theoretically, be also associated to two ferrite structures with 
different lattice parameters with different C content. To check this point, ferrite was inserted in 
the Rietveld refinement a second time with slightly different starting lattice parameters, Figure 
6.1.28.b. The figures of merit used to estimate the quality of the least squares refinement in 
both cases, Table 6.1.8, and the difference curve (grey line) of Figure 6.1.28.a and b indicate that 
the fit does not improve significantly, and therefore the inhomogeneity hypothesis cannot 
explain the characteristic misfit in the difference curve. A closer inspection into the difference  
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Figure 6.1.27. APT measurements on C supersaturation in ferrite as a function of (a) transformation temperature, 
(b) transformation time indicating the fraction of bainitic ferrite for Alloy_6_200, and (c) different tempering 
conditions applied to the bainitic microstructure of Alloy_6_200. The paraequilibrium (PE) phase boundary 
between ferrite (bcc) and austenite were calculated from [144] and the paraequilibrium (PE) phase boundary 
between ferrite (bct) and austenite using [165]. The tempering parameter is defined as T (20 + log(t)) where T is 
expressed in K and t in h. 
curve (grey line) showed that broadening differences between measured and calculated 
diffraction peaks only affect some ferrite peaks, especially the (200) reflection. As the reason 
could be a symmetry reduction of the crystal structure of bainitic ferrite, a lower symmetry 
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version of the cubic structure was used in the Rietveld refinement, i.e., a tetragonal structure 
with a I4/mmm space group, similar to the crystal structure of ferrous martensite [166].  
 
Figure 6.1.28. For Alloy_1 and Alloy_7 transformed at 250°C, comparison of the observed (blue open circles) and 
calculated (red solid line) XRD pattern obtained after Rietveld refinement using beside a fcc austenite, the crystal 
structure of (a) bcc ferrite (b) two bcc ferrites and (c) a bct ferrite. The differences between experimental data 
and the fitted simulated pattern are plotted as a continuous grey line at the bottom, and the contribution of the 
component phases in different colors (orange for ferrite and green for austenite). 
A visual examination of Rietveld refinement with this crystal structure is shown in Figure 
6.1.28.c, and the values for the figures of merit in Table 6.1.8. Both sets of results indicate a 
good fit. The results are essentially the same after applying this same procedure to the other 
transformation temperatures. Thus, it was concluded that bainitic ferrite formed by isothermal 
holding at temperatures ranging between 200 and 350°C did not present a cubic structure as 
reported in previous studies [11], but a tetragonal unit cell, bct. The structural data results of 
the Rietveld XRD pattern refinements and the volume fraction of retained austenite are shown 
in Table 6.1.9, as a function of the bainite transformation temperature (T). In this table, the 
values for one as-quenched microstructure, austenite () and martensite (αʹ), have been also 
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included. Results on the evolution of the bct lattice parameters a and c determined in the 
Rietveld refinement, and the c/a ratio as a function of the bainite transformation temperature 
are shown in Figure 6.1.29. In this figure, the dotted lines represent the corresponding values 
for the as-quenched microstructures. 
Table 6.1.8. R factors obtained from the Rietveld analysis of the XRD patterns using different crystal structure 
models for the diffraction peaks fitting of bainitic ferrite, for Alloy_1 and Alloy_7 transformed at 250°C. 
  Cubic Ferrite 2 Cubic Ferrites Tetragonal Ferrite 
Alloy_1 
Rp 2.16 2.07 1.77 
Rwp 3.02 2.92 2.31 
Rexp 1.63 1.63 1.63 
GoF 1.85 1.79 1.42 
Alloy_7 
Rp 1.88 1.52 1.38 
Rwp 2.57 2.14 1.79 
Rexp 1.29 1.29 1.29 
GoF 1.98 1.65 1.38 
 
Table 6.1.9. Result of Rietveld X-ray diffraction pattern refinement as a function of the bainitic treatment 
temperature (T). 
 T [°C] 
V [%] 
±3 
a [nm] 
±0.0001 
c [nm] 
±0.0001 
c / a 
𝐶𝑆 [nm] 
±2 
εmicro_α10-3 
±0.2 
Alloy_1 
220 16 0.2856 0.2880 1.0084 40 5.1 
250 19 0.2856 0.2878 1.0077 41 4.9 
300 25 0.2857 0.2877 1.0070 49 4.0 
350 44 0.2859 0.2876 1.0059 46 2.6 
As quenched 16 0.2856 0.2932 1.0266 >100 7.3 
Alloy_7 
250 34 0.2860 0.2884 1.0084 37 5.1 
300 33 0.2862 0.2883 1.0073 50 4.5 
As quenched 18 0.2859 0.2954 1.0332 >100 6.5 
It is interesting to note the big differences between the martensite (αʹ) a and c parameters, 
which reflects in the form of broad and asymmetrical ferrite diffraction peaks, see Figure 
6.1.30.a and b, clearly composed by the overlapping of two peaks. While in the case of the 
bainitic ferrite, the calculated a and c parameters are close together and the diffraction peaks 
are therefore narrower and more symmetrical.  
C occupies octahedral interstitial positions in the Fe lattices of both austenite and martensite. In 
austenite, the Fe atoms forming the corners of the octahedron are equidistant from the 
interstitial site; hence when the site is occupied by a C atom the lattice is expanded 
symmetrically. In martensite, the octahedral sites have two Fe atoms closer to the other four 
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Figure 6.1.29. (a) Alloy_1 and (b) Alloy_7, lattice parameters and c/a ratio evolution as a function of the bainitic 
transformation temperature measured by XRD. Dotted lines represent the corresponding values for the as-
quenched condition. 
 
Figure 6.1.30. Examples of X-ray spectra for Alloy_1 in the as-quenched condition and after bainitic 
transformation at 350 and 220°C, (a) general and (b) detail. 
Fe atoms, thus forming a distorted octahedron. When such a site is occupied, the lattice 
distortion is asymmetrical. There are three sets of octahedral sites in Fe-bcc. If only one set of 
sites is occupied, the asymmetric distortions will lead to expansion in one of the three {0 0 1} 
directions and contractions in the other two [167]. 
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The Bain distortion part of martensite formation is the collapse of the fcc austenite lattice into 
the bct martensite lattice. Due to the nature of this distortion, if there are some C atoms in 
solution, they will occupy one of the three sets of octahedral sites. The accumulative effect of 
the asymmetric distortions of the occupied sites leads to the martensite being bct. Winchell et 
al. [168] have offered a systematic treatment of those situations in which tetragonality may be 
produced in martensite as a result of asymmetric point defects. Since the mechanism of bainite 
transformation is displacive, as martensitic transformation, it is a necessary condition that the C 
atoms are ordered just after the bainitic transformation, resulting in a tetragonality of the 
structure proportional to the C content. However, the possibility of rearrangement of C atoms 
in interstitial sites after the bainitic ferrite plate has formed cannot be ruled out, and relies on 
whether the treatment temperature is either over or below a critical temperature, Tc , of an 
order-disorder reaction described by Zener [169]. Below this critical temperature, for a given C 
concentration, the structure can minimize its free energy, and accommodate the anisotropic 
strain due to the interstitial atoms, by allowing them to occupy one set of octahedral sites in 
preference to the other two. The prediction for the critical temperature for ordering is 
approximately 1000 times the C content [wt.%] in the alloy. Since the bainitic treatment 
temperatures are below Tc , disordering of C atoms in interstitial sites after bainitic 
transformation is not expected, and therefore tetragonality should remain. 
The results shown in Figure 6.1.29 clearly indicate that as transformation temperature increases 
there is a significant contraction of the cα bainitic ferrite lattice parameter, while the aα 
parameter expands, i.e., a decrease in the cα/aα ratio. This tendency resembles that observed in 
the c and a martensite lattice parameters as the C concentration decreases [170], and is 
summarized by the following expression c/a = 1 + 0.045w, where w is the C concentration in 
wt.% [170, 171]. The C content in the bainitic ferrite after isothermal transformation at different 
temperatures, using this dependence of the axial c/a ratio on the C content, is shown in Figure 
6.1.31. For both alloys, the C concentration in α compares well with the results reported by APT, 
see Figure 6.1.27. For example, in Alloy_1, the calculated C concentration between 220 and 
300°C ranges from 0.19wt.% (0.88at.%) to 0.16wt.% (0.71at.%), and for Alloy_7 at 250 and 300°C 
varies from 0.18wt.% (0.81at.%) and 0.16wt.% (0.71at.%), when compared with those measured 
by APT, ranging from 0.99at.% to 0.60at.%, for Alloy_6 and Alloy_1, Figure 6.1.27, depicting an 
excellent level of agreement. 
The same calculations were performed on the as-quenched microstructures of Alloy_1 and 
Alloy_7, Figure 6.1.31, clearly showing that martensite has a C concentration close to that of the 
bulk, see Table 5.1.1 On the other hand, the austenite C concentration was calculated to 
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Figure 6.1.31. (a) Alloy_1 and (b) Alloy_7, Carbon content of bainitic ferrite and retained austenite as a function 
of the bainitic transformation temperature, from XRD. Dotted lines represent the corresponding values for the 
as-quenched condition. Carbon deficit represent the difference between mass balance and the alloy C content, as 
described in the main body of the text. 
be lower than the bulk from the lattice parameter measured by XRD. This is due to the fact that 
the retained austenite in the as-quenched microstructure is compressed due to martensite 
transformation of its surrounding region [172]. 
From the fraction of the present phases, Table 6.1.9, and their corresponding C contents, as in 
Figure 6.1.31, it is possible to estimate the C deficit defined as 𝐶𝑑𝑒𝑓𝑖𝑐𝑖𝑡 = 𝑤
𝑏𝑢𝑙𝑘 −
(𝑤 · 𝑉𝛼 − 𝑤

· 𝑉𝛾), where α stands for either bainitic ferrite or martensite, and 𝑉𝛼 + 𝑉𝛾 = 1. It 
is interesting to note that according to the results in Figure 6.1.31 for the bainitic 
microstructures, the C deficit tends to decrease as the transformation temperature increases, 
from 0.39wt.% (1.7at.%) to 0.08wt.% (0.4at.%) for the 220 and 350°C cases, respectively. If this 
same exercise is done with the APT results of the nanostructured bainite transformed at 200°C 
in Figure 6.1.27, where 𝑉𝛾 = 29% and its corresponding C in solution, also measured by APT, 
amounts for 𝑤

 = 8.3at.% [25], the C deficit is ~1.4at.%, which again shows an excellent 
agreement with the X-ray results. 
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Although purely qualitative, there are two facts to point out, firstly, the C deficit decreases as 
the bainitic transformation temperature increases, and secondly, it seems to be higher than that 
detected for the as-quenched γ+αʹ microstructure, as discussed earlier the C content in the as-
quenched is underestimated and so it is expected that C deficit is even lower than that 
calculated. 
There are a number of possibilities for the location of this C. Although C atom maps of annealed 
samples of Figure 6.1.26, where only C atoms (red dots) are displayed, showed a homogeneous 
distribution of C throughout the ferrite and austenite, a progressively decreasing C profile in the 
austenite close to the interface is observed. However, there is no evidence of segregation of 
either C or substitutional elements to the austenite-ferrite interface, although it is difficult to 
define the exact location of the interface with respect to the C composition, because the 
interface may not be planar over the intercepted surface. Herbig et al. has found that 
segregation of C at the ferrite-ferrite interfaces in a nanocrystalline Fe–4.40C–0.30Mn– 0.39Si–
0.21Cr [at.%] alloy can reach also high levels, up to 14at.% [173]. 
Beside, extensive segregation of C occurs around dislocations in the ferrite to form C Cottrell 
atmospheres. Wilde et al., on the basis of 3D reconstruction of Cottrell atmospheres around 
dislocations in Fe, have calculated that peak C concentration within these atmospheres is 
~8at.%, and this high C region can extend ~7nm from the dislocation core [174].  
Despite all these results, as recently proved by Bhadeshia [175], we are still far from an accurate 
answer. It seems that regardless of the high transformation temperatures applied, up to 350°C, 
and/or extended heat treatments, tetragonality persists, being a clear indication of the 
reluctance of C to partition from bainitic ferrite defect free solid solution into the adjacent 
austenite. 
Other interesting information can also be extracted from XRD analyses: the microstrain, εmicro_α, 
and the crystallite size, 𝐶𝑆, of bainitic ferrite Table 6.1.9. It is necessary to highlight the fact that 
the average volume-weighted crystallite size of the bainitic ferrite plates, determined by the 
double-Voigt approach, normally increases as the transformation temperature increases, while 
the measured microstrain decreases, a behaviour which is consistent with the bainitic 
transformation itself, the microstructure becoming thinner and with a higher dislocation density 
when transformation temperature is lowered [11, 176]. Furthermore, the bainitic ferrite 
crystallite size values, ranging from 40 to 50nm, are close to the plate mean thickness 
determined by electronic microscopy [27, 176-178], denoting great consistency of the 
measurements. The lower density of defects present in those microstructures treated at higher 
temperatures may be an indirect proof supporting the previous observations on C locations. In 
115 
 
this sense, it seems that the amount of C deficit is higher in microstructures containing a more 
C trapping sites, such as dislocations and other features. 
High-resolution transmission electron microscopy on low temperature bainitic ferrite 
The tetragonality of ferrite can be investigated by the lattice image from high resolution TEM. 
HR-TEM images of the general microstructure and across the bainite/austenite interface in 
Alloy_6_200 are shown in Figure 6.1.32.a and b. The corresponding diffractogram (Figure 
6.1.32.c) obtained by fast-Fourier transformation (FFT) indicates that the bainitic ferrite and the 
retained austenite keep approximately the Nishiyama-Wassermann orientation relationship 
(OR) {0 − 1 1}𝛼  ||{1 − 1 1}𝛾 and 〈1 0 0〉𝛼  ||〈0 1 1〉𝛾 [179, 180].  
 
Figure 6.1.32. Nanostructured bainite in Alloy_6 treated at 200°C (a) TEM micrograph showing thin film of 
retained austenite (c) between two nanostructured bainitic ferrites plates (αb), (b) HR-TEM image showing the 
interface between bainitic ferrite (αb) and retained austenite (), (c) the corresponding FFT diffractogram 
indicating the Nishiyama–Wassermann orientation relationship, and (d) the contrast profiles respectively along 
the [0 1 0] and [0 0 1] directions in the region of interests (the black square in (b)). 
The lattice spacings of austenite, directly determined from the lattice image, are 0.360nm along 
[1 0 0] direction and 0.255nm along [0 1 -1] direction, holding a ratio very close to √2. The half 
widths at half maximum (HWHM) of the intensity profiles are 0.07nm and 0.05nm, respectively, 
along the [1 0 0] and [0 1 -1] directions. However, in the bainitic ferrite, the peak intervals along 
the [0 0 1] direction are larger than those along the [0 1 0] direction, as shown in Figure 6.1.32c. 
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The slight extension along the [0 0 1] direction of ferrite can be apparent after several periods 
of contrast peaks. The lattice spacing is 0.286nm along [0 1 0] direction, whereas the lattice 
spacing is 0.289nm along [0 0 1] direction. The HWHMs are 0.05nm and 0.06nm along [0 1 0] 
and [0 0 1] directions, respectively, suggesting that indeed the bainitic ferrite could have a bct 
structure instead of a bcc structure. These results shows excellent agreement with those 
measured by X-ray analysis, see Figure 6.1.29. The concentration of C in bainitic ferrite can be 
estimated to be ~0.23wt.%, based on the measured c/a value [171], which is consistent with the 
value of 0.18wt.% measured by APT, Figure 6.1.27 
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6.2 Local mechanical properties determination of the initial 
microstructure 
Samples of Alloy_4 treated at two different temperatures, 250 and 350C, have been analyzed 
by AFM-based techniques in order to reveal elastic-plastic properties of the phases, bainitic 
ferrite and austenite, of the undeformed material.  
Local elastic properties 
The determination of local elastic properties is a previous and crucial step to be able to 
understand how mechanical partitioning occurs and thus, how this can affect the macroscopic 
flow behavior of the material. In fact, when a multiphase material is subjected to a macroscopic 
mechanical load, at the elastic regime, the phase with a higher Young’s modulus would 
undertake most of the stress, exerting thus a shielding effect over the phase with a lower 𝐸. This 
composite-type behavior influences the point at which yielding starts and the way it takes place, 
i.e., which phase reaches first its plastic regime. Moreover, elastic properties are an important 
factor influencing the development of residual stresses formed as a consequence of interactions 
such as time, temperature, deformation and microstructure among others [181]. 
A combination of AFM-based techniques have been used to determine the local mechanical 
properties of nanostructured bainite, in Alloy_4 treated at 250°C, Alloy_4_250, and treated at 
350°C, Alloy_4_350. In special, the suitability of PF-QNM to obtain the Young’s modulus 
distribution in this material has been explored. A particular emphasis has been paid to discern 
whether bainitic ferrite and retained austenite have similar or dissimilar Young’s modulus, as 
well as the 𝐸 variability within each single phase.  
Young’s modulus depends in an important part on the crystal structure and on interatomic 
distances. For a same structure, the higher the lattice parameter, the lower the Young’s modulus 
[182, 183]. In some ultrafined steels, the refinement of the microstructure is linked to a decrease 
of the lattice parameter and the corresponding increase of Young’s modulus, even in more than 
20% for a lattice parameter difference of 0.005Å [182]. In carbon steels, the lattice parameter is 
highly dependent on the C content in solid solution, as it is normally located at interstitial sites. 
In those steels, different C contents can result in Young’s modulus differing in up to 10%, 
according to macroscopic mechanical tests [184]. Comparing phases, ferrite has in theory a 
slightly but not negligible higher Young’s modulus than austenite. However, as ferrite turns from 
a cubic structure into a tetragonal one, with the corresponding increase of C content, the 
Young’s modulus has been reported to decrease down to approx. 5%, both phases tending to 
equal their values [181, 185]. It is important to note that if ferrite and martensite have a different 
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chemical composition, apart from the C content, that trend is not the necessarily true, i.e., ferrite 
may have a lower Young’s modulus than martensite, as observed by nanoindentation in 
quenching and partitioning (Q&P) steels [186]. In bainitic steels, austenite and bainitic ferrite 
only differ in their C content, the rest of the alloying content being the same. In the case of 
bainitic ferrite, as described in a previous section, there are recent proofs confirming that the 
tetragonality of the body centered structure is directly proportional to the C content in solid 
solution, in the same manner as martensite [165, 187, 188]. Different bainitic heat treatments 
result in differences in C content of the phases, affecting their lattice parameter, and, in turn, 
the Young’s modulus. Apart from the average lattice parameter, inhomogenous microstrains, C 
distribution and crystal orientation may also cause the spread of local Young’s modulus values.  
Loading force curves recorded during the nanoindentations, have been analysed at their very 
beginning, i.e., within the elastic regime. The method consists in fitting the first stage of the 
curve to the Hertzian solution, eq. 5.3.8, so that 𝐸 can be obtained, assuming 𝜈=0.3. The 
nanoindentation process was first performed on a homogeneous and isotropic sample, fused 
silica, used as a reference, with a known 𝐸 of 75GPa and a Poisson’s ratio, 𝜈, of 0.17. The force 
curves analysis resulted in an average 𝐸 value of 75 ± 15GPa. The obtained error range should 
be, in principle, mostly attributed to the intrinsic limitations of the technique.  
The same procedure was followed for sample Alloy_4_250, on etched surface, in order to 
identify the phase where indentation had been performed. This task proved to be difficult due 
to the nanostructured nature of the steel. Most nanoindentation footprints in Alloy_4_250 were 
found over more than one phase or at grain boundaries turning the corresponding phase 
identification quite ambiguous. An example is shown in Figure 6.2.1.a where it is observed that 
even those indentations performed on the austenite phase, i.e. the smooth plateau-like regions, 
are close to, or even affect to, etched zones. This problem is also evident in the central 
indentation that was made on a presumed ferrite domain. In this case, it is also clear that the 
indentation has been made on a locally rough or stepped surface. Thus, it should be stressed 
that it was statistically quite improbable to indent unambiguously in a single phase.  
In Figure 6.2.1.b the corresponding force curves, plotted as force versus indentation, are 
displayed, and the Hertzian solution is also shown. It is worth noting that at the end of the elastic 
regime there is a clear crossover to a linear regime, which is related to the yielding process. 
However, according to the Hertzian analysis, actual 𝐸 values are appreciably lower than the 
theoretical ones. This fact could be due to the relatively jagged morphology on which most of 
the indentations were performed as a consequence of the etching of the nanostructured bainite.  
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Figure 6.2.1. Details of AFM topographical maps of the etched surface of Alloy_4_250 with three numbered 
nanoindentations produced by AFM (a); and their corresponding force curves (b). 
The same procedure was applied to Alloy_4_350. Typical examples of these experiments are 
shown in Figure 6.2.2.a and Figure 6.2.2.b. Now, since Alloy_4_350 presents a coarser 
microstructure, as previously observed by SEM in Figure 6.1.1, nanoindentation footprints can 
be seen over clearly identified phases. However, only in the case of austenite, it has been 
possible to identify unambiguously the phase in a high number of nanoindentation footprints. 
The corresponding force curves are shown in Figure 6.2.2.c. There is a good fitting between the 
theoretical Hertzian curve and the experimental data up to the critical point where plastic 
regime starts, at which both curves diverge. The onset of the plastic regime and its evolution will 
be discussed later, after elastic properties had been evaluated.  
From Figure 6.2.1, 𝐸 values of bainitic ferrite in Alloy_4_250 result to be extremely low, 50-
120GPa compared to those reported in literature, where for most steels 𝐸 has a value of 200 ± 
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15GPa [184]. These results can be due to the finer scale of the Alloy_4_250 microstructure, 
implying more artifacts caused by the etched-induced topography. If the study is restricted to 
the case of the austenite phase which is coarser and flatter, the analysis of the whole 
nanoindentation arrays for Alloy_4_250 revealed a wide spread of values: 50GPa < E < 200GPa. 
In contrast, for austenite of Alloy_4_350, there were more analyzable curves, enough to build a 
reliable normalized E distribution, Figure 6.2.3, with E values of austenite, between 120 and 
160GPa, i.e., slightly lower than the macroscopic 𝐸 value, about 180GPa. The spread in the 
measured 𝐸 values may come from different sources. As explained, an approx. error of 20% is 
inherent to the technique. The fact that the 𝐸 values obtained for the austenite phase on 
Alloy_4_350 are higher, and closer to the expected ones, than those measured on Alloy_4_250, 
suggests that the surface topography, not only the roughness but also the local morphology, can 
come into play. Furthermore, the AFM indentation array experiments can also imply additional 
problems or limitations such as the eventual contamination of the tip as relatively high loads (in 
the AFM range) are applied. Besides, the discreet sampling, the complexity of the bainitic 
microstructures as well as the blind character of the experiment hamper obtaining reliable 
statistical data on both phases, particularly on the ferrite one. 
A subsequent analysis by means of PF-QNM was performed to measure the topography and 𝐸 
value of the surface simultaneously and continuously, i.e. on the whole imaged area. 
Furthermore, the microscope has been operated using extremely low loads, at 2μN, which is 
considerably lower than those used in the indentation experiments. This fact reduces the 
probability of tip degradation and contamination. In any case, once the tip becomes 
contaminated there is a sharp reduction in the 𝐸 values allowing the measurement to be halted 
and to proceed to clean the tip by indenting the gold surface as commented in section 5.3.6. 
This is a sort of in-situ checking of the tip status. 
First the Alloy_4_250 sample with etched surface was analyzed. In Figure 6.2.4.a and Figure 
6.2.4.b the topographical and 𝐸 maps measured simultaneously by PF-QNM are displayed. The 
topography shows the jagged morphology commented above with several crevices and deep 
grooves produced as a consequence of the preferential etching of the ferrite phase. This 
morphology results in an average roughness of 12nm. In Figure 6.2.4.b the corresponding 𝐸 map 
is displayed in which the austenite plateau-like phase appears to have a high E, in the 130-
190GPa range, whereas dark patches with extremely low 𝐸 values, close to 20GPa in some cases, 
are also measured. The 𝐸 image leads to a normalized 𝐸 distribution plot as that depicted in 
Figure 6.2.4.c, with a sharp peak centered at 30GPa and a broader one within the 60-220GPa 
range. A careful inspection of Figure 6.2.4.a and Figure 6.2.4.b shows that the low 𝐸 
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Figure 6.2.2. Details of AFM topographical maps of the etched surface of Alloy_4_350 in which footprints of 
nanoindentations are numbered (a) and (b); and their corresponding force curves (c). The nanoindentation 
footprint 6 (b), in ferrite, is presented together with its surface profile along the horizontal direction. 
 
Figure 6.2.3. Normalized distribution of E values obtained by AFM nanoindentations in austenite of Alloy_4_350. 
patches are clearly related to the etched zones. Therefore, the straightforward conclusion would 
be to associate them to the ferrite phase. However, the extremely low 𝐸 values reached at some 
spots suggest that a more detailed analysis is required. Thus, the slope image corresponding to 
Figure 6.2.4.a was obtained. This is shown in Figure 6.2.4.d. From the comparison of images 
Figure 6.2.4.b and Figure 6.2.4.d, it becomes evident that there is a direct correlation between 
the slope of the topography and the obtained (low) 𝐸 values. This was confirmed by performing 
cross-sections of both images along the same paths. Therefore, low 𝐸 values were obtained 
when sharp discontinuities or slopes were present in the surface morphology. This fact prevents 
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Figure 6.2.4. The AFM topographical map (a) and E map (b) of sample Alloy_4_250 with etched surface, measured 
by PF-QNM; together with its normalized E distribution (c) and the corresponding image of the inverse of the 
height slope (d). The inverse of the slope has been obtained in order to follow the same scanning sense, from 
right to left, of the tip along the horizontal axis (d). 
the low 𝐸 values to be associated to the ferrite phase. In contrast, as the austenite phase has a 
smooth and flat morphology the 𝐸 value measured on these regions, 130-190GPa, is more 
reliable. However, even in this case some influence of the morphology cannot be discarded as 
the flat austenite plateaus still display a certain roughness at the nanoscale level. 
This limitation imposed by the etching induced topography on the PF-QNM measurements of 
sample Alloy_4_250 can be avoid applying the procedure on the Alloy_4_350 sample. In this 
case, the etching was expected to lead to an etched phase, ferrite, wide enough to be rid of 
topographical contamination on the determination of the corresponding 𝐸 values. Figure 6.2.5.a 
and Figure 6.2.5.b show characteristic topographical and 𝐸 maps, taken simultaneously in the 
PF-QNM mode, on the Alloy_4_350 system. In the topographical images the austenite domains 
are clearly visible as they correspond to the higher (brighter) locations that display a flat plateau-
like morphology, with a roughness of 1.5nm. In addition, deep crevices, as deep as 100nm, have 
been produced by the etching procedure, leading to a general surface roughness close to 38nm. 
In some cases, the bottom of these deep crevices is quite flat and wide (i.e. larger than 100nm). 
This is more evident for other shallower crevices or etched structures that are around 20nm 
deep (i.e., at the right bottom and top parts of the image, for instance). In these cases, the 
bottom regions are also at least 100nm wide and flat (i.e. with a roughness of 3nm). Thus, in 
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principle, strong artifacts coming from the topography at the crevices of the ferrite phase should 
not be expected. This is confirmed when analyzing the corresponding 𝐸 map (Figure 6.2.5.b). 
Once more, the sharp perimeters of the crevices display a dark contrast, i.e. low 𝐸 values, in 
agreement with the observations realized in sample Alloy_4_250. However, this time most of 
the crevice bottoms present a higher (i.e., larger 𝐸 values) and homogeneous contrast. In fact, 
the corresponding normalized 𝐸 distribution (Figure 6.2.5.c) shows now a clear peak at 185GPa 
with a long tail down to the low E value region. This tail is due to the dark 𝐸 regions 
corresponding to large sloped morphological regions. A careful analysis of the wider ferrite 
domains reveals a slightly lower 𝐸 value than that found on the higher flat austenite domains. 
More specifically, these ferrite zones show an 𝐸 value close to 165GPa whereas the austenite 
ones present values in the 185GPa range.  
 
Figure 6.2.5. The AFM topographical map (a) and E map (b) of sample Alloy_4_350 with etched surface, measured 
by PF-QNM; together with its normalized E distribution (c). 
On the other hand, austenite from Alloy_4_250 and from Alloy_4_350 differ in their average 
lattice parameter in 0.005Å, Table 6.1.7, due to the differences in their C content , which is the 
only element partitioning from bainitic ferrite into austenite after transformation. However, the 
quantitative resolution level is not good enough to assess any difference between the 𝐸 values 
of the austenite phase in the Alloy_4_250 and Alloy_4_350 samples below 10%. 
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To summarize, by revealing the ferrite and austenite phases on a sample with wider domains, 
the measurement of the 𝐸 value of each phase under the same conditions has been possible, 
revealing that they are quite similar within the error of the PF-QNM measurement mode. One 
final way to confirm this result is to measure by the same technique the polished samples 
without further etching. In this way, on one hand, there are flat surfaces. Therefore, the 
measurements are free from strong morphological induced artifacts as those discussed above 
for the etched samples. On the other hand, the identification of each phase is not feasible.  
In Figure 6.2.6.a and Figure 6.2.6.b the topographical and 𝐸 maps of the Alloy_4_250 polished 
sample are displayed. Clearly, the surface is much smoother, with a roughness below 1nm, than 
in the etched ones. Still, some structures are visible with heights in the 10nm range. The 
corresponding 𝐸 map, in contrast, is quite homogeneous, although it can be noticed that the 
steps of the above mentioned structures still give lower 𝐸 values, in agreement with previous 
results. However, the average 𝐸 value results to be 184 ± 35GPa. The corresponding normalized 
𝐸 distribution is plotted in Figure 6.2.6.c. The corresponding data for the Alloy_4_350 polished 
sample are shown in Figure 6.2.7.a-c. Again, the surface still presents some morphological 
features with differences in height close to 10nm, but a surface roughness below 1nm (Figure 
6.2.7.a). The corresponding 𝐸 map is, in this case, quite homogeneous (Figure 6.2.7.b) with a 
relatively narrow 𝐸 distribution (Figure 6.2.7.c). The average 𝐸 value is 178 ± 30GPa. The 𝐸 
values obtained in both polished samples are quite consistent with those measured on the 
austenite and ferrite phases in the corresponding etched samples. The fact that the 𝐸 maps of 
the polished samples are quite homogeneous implies that both phases do have similar E values, 
in agreement with our results obtained on the etched samples by PF-QNM and on etched 
Alloy_4_350 sample by nanoindentation. 
These results evidence the advantages and limits of performing nanomechanical measurements 
with the AFM based modes employed in this work. Regarding the 𝐸 analysis from AFM 
indentation curves, it is clear that their interpretation is hampered both by the sample 
morphology and by the experimental procedure itself. In the first case, as also seen in the PF-
QNM case, the surface roughness and the ambiguity in performing the curves on well-defined 
features are the main source of errors. These two effects usually lead to 𝐸 values smaller than 
expected, just as it occurs in PF-QNM experiments but even to a larger extent. In addition, the 
problems coming from eventual contamination of the tip during the indentation array 
experiments can also result in large deviations in the experimental results.  
Regarding the results obtained through the PF-QNM technique, it is evident that the capacity to 
directly correlate the topographical and 𝐸 maps contributes to identify those data where the 
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Figure 6.2.6. The AFM topographical map (a) and E map (b) of sample Alloy_4_250 with polished surface, 
measured by PF-QNM; together with its normalized E distribution (c). 
 
Figure 6.2.7. The AFM topographical map (a) and E map (b) of sample Alloy_4_350 with polished surface, 
measured by PF-QNM; together with its normalized E distribution (c). 
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topography does contaminate the 𝐸 evaluation. Thanks to this simultaneous sampling, reliable 
imaging of 𝐸 values on the austenite and ferrite nanophases was possible. In fact (see Figure 
6.2.5) it has been detected that ferrite domains displayed slightly lower 𝐸 values, around 15-
20GPa smaller than austenite ones sampled under the same conditions. However, the 
consideration of the normalized 𝐸 distributions for the polished samples leads to the conclusion 
that errors involved in the measurements can be of this order of magnitude. It should be noted 
that even in these polished samples the nano-roughness of the mostly flat surface can also play 
a role in the distribution of the 𝐸 measured values. Thus, although this slight difference may be 
observed in Figure 6.2.5, it cannot be unambiguously stated that there are such differences.  
Local plastic properties 
As noted previously the crossover point at which the Hertzian behavior fails is known as the 
yielding point. It is related to the onset of the plastic behavior of the given domain. Therefore, 
it can be investigated whether the corresponding yielding force depends on the nature of the 
domain. This information could be valuable due to the complexity of the microstructure.  
Thus, the stress at which each phase yields can be estimated directly from the nanoindentation 
force curves, and for this purpose the corresponding 𝐸 values will be used. It is known that the 
maximum shear stress (𝜏𝑚𝑎𝑥) of the elastic regime in a nanoindentation reads as eq. 6.2.1 [189]: 
𝜏𝑚𝑎𝑥 =
0.31
𝜋
(
6𝑃𝑚𝑎𝑥 (
𝐸
1−𝜐2
)
2
𝑅2
)
1/3
 eq. 6.2.1 
where 𝑃𝑚𝑎𝑥 is the maximum load applied at the elastic regime. Obviously, after the previous 
analysis on Young’s modulus, it is reasonable to apply eq. 6.2.1 only to curves which seem to be 
not affected by topography, i.e., curves 4, 5 and 6 of Alloy_4_350 in Figure 6.2.2, for which 
calculated 𝐸 values are more reliable. The force value at which yielding starts is assumed to be 
the point at which force curve presents an abrupt change of trend, getting away from the elastic 
theoretical solution. 𝑃𝑚𝑎𝑥 and 𝜏𝑚𝑎𝑥 are shown in Table 6.2.1. 
Table 6.2.1. Maximum force and the corresponding maximum shear stress of elastic regime in curves of Figure 
6.2.2. 
Sample Curve Phase indented 𝑃𝑚𝑎𝑥 [N] 𝜏𝑚𝑎𝑥 [GPa] 
Alloy_4_350 
4 Austenite 11.51 10 
5 Austenite 11.02 8 
6 Ferrite 11.02 9 
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These 𝜏𝑚𝑎𝑥 values are far above the shear stress at which macroscopic plastic deformation is 
measured (
1
2
YS), but in good agreement with results obtained for other steels [190], where 𝜏𝑚𝑎𝑥  
is close to one tenth of the shear modulus, the theoretical value of structures free of defects. 
Data of Table 6.2.1 suggest that yielding might need a similar or even lower shear stress to occur 
in bainitic ferrite than in austenite belonging to Alloy_4_350. These results for this particular 
condition (high treatment temperature) are opposed to what other authors have reported for 
nanostructured bainite, in which bainitic ferrite is believed to be the hardest phase [30], as also 
seems to occur for other microstructure, like Q&P steels [186].  
An interesting feature observed in the load-displacement curves displayed in Figure 6.1.22 is the 
appearance of discontinuities or local changes of slope once the observed behaviour deviates 
from the Hertzian solution. The first slope change is the most marked and corresponds to the 
onset of the plastic behaviour, just at the point where the load curve deviates from the Hertzian 
fit whereas for further displacement values, less marked slope changes can be observed. These 
features, akin to those observed during nanoindentation tests, are related to the occurrence of 
certain deformation mechanisms, and imply, for instance, displacement bursts [190]. Among the 
mechanisms responsible of such discontinuities in the curves, we can mention the load-induced 
dislocation nucleation and the sudden increase of mobile dislocations [191]. This is the case of 
the ferrite phase where the source of such effects could be the unpinning of dislocations which 
were previously locked by Cottrell atmospheres, i.e., C trapped at the dislocations [192]. The 
presence of these Cottrell atmospheres is common in bainitic ferrite, as extensive Atom Probe 
Tomography examination has revealed [85]. For the austenite phase, however, these events are 
usually related to the mechanically-induced martensitic transformation of austenite, triggered 
by the plastic deformation [190, 191, 193]. Finally, other possible mechanism that could also 
explain these features is the surface roughness [194]. 
To complement this analysis, it is worth assessing the evolution of local values of hardness 
corresponding to nanoindentations, 4, 5 and 6 of Alloy_4_350, Figure 6.2.8. Meyer hardness (H) 
is defined as P (force applied) over the projected area of the indentation for that P value. In this 
work, the projected area, for each P value of the force curve, is approximated according to 
equation of Figure 5.3.16.b, where depth is now the “plastic” indentation: the corresponding 
indentation, δ, minus the indentation at the yielding start of the force curve. The gradual 
decrease of H as a function of depth is due to the size-effect of the indenter [185]. Thus, it is 
advisable to compare values of H for a same value of depth. For a depth above 4nm, the H value 
of curve 6 (bainitic ferrite) is lower than the others, curve 4 and curve 5 (austenite), which can 
be associated to a higher availability of austenite to work-harden. By comparing curves 4 and 5 
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(austenite), it is noticeable that their H values converge at higher values of depth, when the 
effect of different yield stresses dissipates. 
 
Figure 6.2.8. Evolution of H with indented depth for nanoindentations 4, 5 and 6 in sample Alloy_4_350. 
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6.3 Tensile properties 
Tensile tests have been performed on Alloy_1, Alloy_2, Alloy_3, Alloy_4 and Alloy_5. Every alloy 
has been isothermically treated at two different temperatures to obtain two bainitic 
nanostructures. For Alloy_1, not only the effect of the transformation temperature, but also the 
effect of extended isothermal holding time on the tensile response have been considered, 
therefore, samples Alloy_1_220_24h and Alloy_1_220_168h are studied. Local examination of 
the deformed structure has been conducted by means of TEM. For that purpose, cross-sections 
of Alloy_1_220 (treated during 24 and 168h) with different levels of deformation εsect  have been 
extracted after tensile testing until failure. εsect values, Table 5.2.2, have been calculated as 
described in section 5.2.2 from the change in the cross-section area. 
Figure 6.3.1 shows the typical true strain-stress curves from tensile tests at room temperature, 
for Alloy_1 and Alloy_4, as examples, whose mechanical properties are listed in Table 6.3.1. The 
results reveal the extraordinary levels of strength achieved by these microstructures, with YS 
values over 1.4GPa and UTS over 2GPa.  
 
Figure 6.3.1. Engineering stress-strain curves of (a) Alloy_1 and (b) Alloy_4 after different heat treatments. 
In section 3.3 it was mentioned that the main contribution to the strength is known to come 
from the high fraction of bainitic ferrite as well as the nanoscale of bainitic ferrite plates [195-
198]. Regarding the latter, the refinement of the microstructure, it is thought that Hall-Petch-
type strengthening does not apply for nanostructured bainite, since the slip plane dimensions 
become too small to allow the existence of pile-ups. Instead, the contribution of the grain size 
to the strengthening follows the Langford and Cohen relationship (t)-1 , as yielding seems to be 
determined by the stress necessary to expand a dislocation loop across a slip plane [196, 199]. 
As unexpected, dislocation pile-ups within two adjacent bainitic ferrite plates have been found 
by means of TEM in the case of Alloy_1_220_24h, at a cross-section deformed to εsect=6.4% (see 
Table 5.2.2). The TEM images are shown in Figure 6.3.2, together with the  
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Table 6.3.1. Summary of mechanical properties. YS stands for Yield Strength; UTS, for Ultimate Tensile Strength; 
frat ,for true stress at fracture; eu, for uniform elongation and et for total elongation. 
 Treatment 
Temperature 
[°C] 
YS [MPa] 
UTS 
[MPa] 
UTS/YS 
frat[M
Pa] 
eu [%] et [%] 
UTS·et[
MPa·%] 
Alloy_1 
250 1401±3 2131±1 1.52 2346 8.0±0.1 12.0±1 25572 
220 (24h) 1518±9 2239±2 1.47 2377 6.0±0.7 7.0±2 15673 
220 (168h) 1688±8 2188±3 1.30 2366 6.0±0.1 13.0±1 28444 
Alloy_4 
250 1724±40 2107±2 1.22 2324 11.7±1.4 16.8±2 35397 
220 1595±42 2200±17 1.38 2192 4.3±0.4 4.3±1 9460 
diffraction pattern revealing the presence of ferrite with two different orientations. As seen in 
the diffraction pattern, Figure 6.3.2.c, the transmission spot and one half of a row of diffraction 
spots appear more bright than the others spots. Thus, the diffraction condition was near the 
two-beam condition, which is appropriate to reveal dislocations. Figure 6.3.2.a makes use of this 
diffraction condition, showing dislocation pile-ups. The invisibility condition for those 
dislocations is achieved by using the spot indexed as (1 0 -1)2 for DF imaging, Figure 6.3.2.b. 
Therefore, ?⃗? must be perpendicular to ?⃗? for that spot. ?⃗? is almost parallel to some dislocation 
lines (see Figure 6.3.2.d). It reveals the screw nature of the dislocations forming the pile-up.  
Results from the microstructural characterization of Alloy_1, i.e., tthe initial austenite volume 
fraction and austenite average C content have been reported in Table 6.1.1 and Table 6.1.7. 
Although the values of bainitic ferrite plate thickness are similar in Alloy_1_250, 
Alloy_1_220_24h and Alloy_1_220_168h (𝑡𝛼39-43 ± 6nm), the slight differences in the 
austenite volume fractions might be in part responsible of the observed differences in the 
overall YS. As expected, the sample with lowest fraction of bainitic ferrite, Alloy_1_250, is the 
one presenting the lowest YS.  
Other contributions to the strengthening apart from the bainitic plate size come from the 
dislocation density, and also from the fact that some of those dislocations trap C as Cottrell 
atmospheres [196, 200, 201]. From the previous EBSD local misorientation maps, bainitic ferrite 
in Alloy_1 treated at 250 or at 220C during 168h seems to be more relaxed than in the Alloy_1 
treated at 220C during 24h, which would imply a smaller contribution and therefore a lower 
𝑌𝑆 value. 
Finally, an important contribution to strengthening comes from the solid solution of C in both, 
ferrite and austenite [202]. The fact that nanostructured bainitic ferrite is tetragonal [124, 175, 
187, 188, 203] allows it to accommodate a bigger amount of C in solid solution, up to 0.18wt.%, 
when compared to the cubic structure, and, therefore, it must not be disregarded. 
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Figure 6.3.2. (a) Dark field TEM image using spot (1 -1 -2)1; (b) dark field image using spot (1 0 -1)2; (c) the 
corresponding near two-beam condition diffraction pattern; and (d) its analysis; for Alloy_1_220_24h tensile 
deformed to εsect=6.4%. 
The sample of Alloy_1 treated at the highest temperature, and thus, with lower tetragonality, 
should have a smaller amount of C in solid solution, Figure 6.1.31, and so it is its contribution to 
the YS.  
For Alloy_4, the differences in the YS between samples treated at 220C and 250C cannot be 
explained on the basis of the phase fractions, since Alloy_4 treated at 250°C has a slightly higher 
volume fraction of austenite than Alloy_4 treated at 220C. The other microstructural 
parameters that have been mentioned also fail to explain the fact that the sample of Alloy_4 
treated at the highest temperature has the highest YS, Table 6.3.1. Alloy_4_250 would be 
expected to have a thicker bainitic plate, less dislocation density and a bainitic ferrite with lower 
tetragonality than Alloy_4_220. All these parameters are in disagreement with the evidence that 
Alloy_4_250 yields at a higher stress than Alloy_4_220, treated at lower temperature. 
Therefore, other factors besides those already described might be contributing to the strength 
of the material. From the previous results on the mechanical local properties, it was observed 
that under certain conditions, critical stresses for yielding of bainitic ferrite and retained 
austenite do not differ so much from each other. It is not rare thus that the nature of austenite 
may also contribute to the macroscopic strength of the steel. The C enrichment of austenite is 
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likely to be the reason why why the Alloy_4 treated at 250°C presents a YS higher than this 
treated at 220°C. 
When considering the plastic behavior, nanostructured bainite exhibits high work-hardening 
during the uniform deformation region, as the ratio UTS/YS  in Table 6.3.1 reveals. The 
presence of mobile dislocations is in part responsible for the observed continuous yielding. TEM 
images in two-beam condition BF show the important presence of dislocations in these 
microstructures. See Figure 6.3.3 and Figure 6.3.4, for Alloy_1_220_168h, deformed to a sect of 
3.5% and 12.4%, respectively.  
It is noticeable the higher total elongation in samples treated at higher temperature with respect 
to those treated at lower temperatures, Table 6.3.1. The extension of bainitic isothermal 
treatment time undergone by Alloy_1_220_168h also results in the improvement of ductility. In 
low-ductility cases, all deformation is macroscopically uniform (et ~eu, for Alloy_1 treated at 
220°C during 24h and Alloy_4 treated at 220°C, Table 6.3.1), and thus, the reported UTS 
corresponds in fact with the strength at fracture (frat, Table 6.3.1), which has been calculated 
as a true stress. The increase work-hardening, calculated as the ratio between the measured 
UTS and the YS, does not result in the enhancement of eu. For example, the sample with the 
highest YS and the lowest UTS is the one with best eu and also et. This phenomenon in 
nanostructured bainite is opposed to the typical trend in other steels, as shown previously in 
Figure 3.3.2, where a lower YS allows the work-hardening (associated to TRIP effect) to expand, 
retarding the moment (strain) at which a maximum stress is reached. In nanostructured bainite, 
thus, a moderate work-hardening seems more favorable for the improvement of ductility. In 
addition, stresses at fracture are higher, for each alloy, in samples treated at higher 
temperatures or longer times (notice that in samples that failed at strains beyond the uniform 
region, necking took place, and thus, the actual stresses are higher than the reported true 
stresses at fracture, frat  in Table 6.3.1), which suggests a stronger damage resistance in those 
samples. A higher damage resistance can be consequence of a favoured microcrack nucleation 
and/or a lack of crack-arresting mechanisms [31]. The enhance of the damage resistance can 
also be evaluated with another parameter, UTSet , Table 6.3.1, showing good agreement with 
that possibility. 
In the next section, the focus will be put, among others, in the detailed examination of the work-
hardening behavior and the observation of fracture mechanisms. In the remaining manuscript, 
the differences found in microstructures coming from the same alloy and treated at different 
temperatures and/or times will be discussed. 
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Figure 6.3.3. (a) Near two-beam condition bright field TEM showing the presence of dislocations within bainitic 
ferrite; (b) the corresponding diffraction pattern; and (c) the complete diffraction pattern; for Alloy_1_220_168h, 
tensile deformed to sect of 3.5%. 
 
Figure 6.3.4. (a) Near two-beam condition bright field TEM image showing the presence of dislocations within 
bainitic ferrite; (b) the corresponding diffraction pattern; and (c) the complete diffraction pattern; for 
Alloy_1_220_168h, tensile deformed to sect of 12.4%. 
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6.3.1 Work-hardening analysis 
A sensitive study of the deformation behavior is achieved by the incremental work-hardening 
exponent, 𝑛, represented in Figure 6.3.5, defined as 𝑛 = d(ln)/d(lnp), where  = k (p)n 
represents the flow curve in the region of uniform true plastic strain and k  is the strength 
coefficient, as described in section 5.2.1. 
Alloy_2, Alloy_3, Alloy_4 and Alloy_5 will be analyzed first. For each steel, microstructures 
obtained at the lowest treatment temperatures present a very fast increase of the hardening 
rate. Then, two behaviors are observed, one where a rapid decrease in 𝑛 takes place, Figure 
6.3.5.c and Figure 6.3.5.d, at a strain of 2% approx., and another one where the specimen 
fractures before any decrease in 𝑛  can be observed, Figure 6.3.5.a and Figure 6.3.5.b. The high 
initial work-hardening could be expected to be positive in terms of uniform elongation values, 
since the potential starting point for plastic instability is delayed, straight lines in Figure 6.3.5. 
However, according to Figure 6.3.5, microstructures obtained at the lowest treatment 
temperature are unable to take the advantage of this initial work-hardening as tensile specimens 
fail before 𝑛 can equal the true plastic strain. For each steel, the best performances on ductility 
are found for the microstructures treated at higher temperatures, which in general show a work-
hardening which is more sustained along the deformation process (Figure 6.3.5a, Figure 6.3.5c 
and Figure 6.3.5d). Exceptional is the case of sample Alloy_4_250, Figure 6.3.5b, for which there 
is a final stage within the uniform elongation regime in which the incremental work-hardening 
exponent continuously increases, which has a remarkable effect on the improvement of the 
ductility, by retarding the necking formation.  
For Alloy_1 results are plotted in Figure 6.3.6. As in the other cases, Alloy_1_220_24h fails even 
before the instability criteria is reached, straight line in Figure 6.3.6, meaning that at the 
macroscopic level, all the deformation is uniform, see Table 6.3.1. This is in good agreement 
with the values of uniform elongation, total elongation and average plastic strain at various 
cross-sections, which are very similar to each others in Alloy_1_220_24h (Table 5.2.2, Table 
6.3.1). On the other hand, work-hardening in Alloy_1_220_168h and Alloy_1_250 also goes 
through a maximum and then decreases at a lower value for deformations even beyond the UTS. 
Therefore both a higher treatment temperature and an extra treatment time seem to be 
beneficial for the ductility. Despite that the uniform elongation in sample Alloy_1_250 reaches 
a higher value than in Alloy_1_220_168h, consistent with its higher incremental work-hardening 
exponent, in Alloy_1_220_168h total elongation is even improved with respect to Alloy_1_250.  
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Figure 6.3.5. The incremental work-hardening exponent (n) curves for Alloy_5, Alloy_4, Alloy_3 and Alloy_2. The 
straight line represents the instability criterion, i.e., p = 𝒏. 
 
Figure 6.3.6. The incremental work-hardening exponent (n) curves for Alloy_1. The straight line represents the 
instability criterion, i.e., p = 𝒏. 
6.3.2 Fracture analysis 
In order to get knowledge on the failure mode, fracture surface examination was performed on 
two samples, Alloy_1_220_168h and Alloy_1_220_24h, which presented different behaviors in 
terms of ductility. Fracture surfaces of the tensile specimens at different magnifications are 
shown in Figure 6.3.7.a-d and Figure 6.3.8a-d. At low magnifications, some tear ridges were 
observed in both samples. By tracking back these long and directional converging features, 
Figure 6.3.7.a and Figure 6.3.7.b, and Figure 6.3.8.a and Figure 6.3.8.b, it was possible to identify 
the unique crack initiation site, region observed at higher magnifications, Figure 6.3.7.c and 
Figure 6.3.7.d, and Figure 6.3.8.c and Figure 6.3.8.d. Crack in Alloy_1_220_168h is formed within
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Figure 6.3.7. Fracture surface of Alloy_1_220_168h, observed by SE-SEM. Overview (a) and details of the crack 
nucleation region, at lower (b) and higher magnifications, (c) and (d). 
 
Figure 6.3.8. Fracture surface of Alloy_1_220_24h, observed by SE-SEM. Overview (a) and details of the crack 
nucleation region, at lower (b) and higher magnifications, (c) and (d). 
the tensile specimen section, where the stress triaxiality is high, Figure 6.3.7.a. Crack in 
Alloy_1_220_24h initiates closer to the surface, but still beneath it, Figure 6.3.8.a and Figure 
6.3.8.b, ruling out any influence of any machining defect on the fracture behaviour. Similarly, no 
particles (inclusions or precipitates) were found at the initiation site in both samples neither. 
Fracture mode presented in both cases intermixed areas of transgranular cleavage, 
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intergranular and ductile (dimple) fracture, whose corresponding features, cleavage facets, prior 
austenite grain (PAG) boundaries and voids, appear in Figure 6.3.7.c and Figure 6.3.7.d, and in 
Figure 6.3.8.c and Figure 6.3.8.d. In Alloy_1_220_24h, at the crack initiation site, intergranular 
fracture at the PAG boundaries prevails, Figure 6.3.8.c. For both samples there is a final fracture 
stage, before the crack reaches the tensile specimen surface, where fracture is completely 
ductile, as the fracture surface is planar and keeping 45° with the tensile direction (tensile 
specimen border in Figure 6.3.7.a, and in Figure 6.3.8.a and Figure 6.3.8.b). On the other hand, 
secondary cracks, presumably normal to the main fracture, were also observed, Figure 6.3.7.b, 
Figure 6.3.8.b and Figure 6.3.8.c. Because of the modest necking at the instant of fracture, it is 
considered that the static radial and hoop stresses were not the cause of the secondary cracks. 
Instead, it was attributed to the tensile radial and hoop stresses generated by the spherical and 
compression pulse triggered at the initiation site at the fracture instant [72].  
It is known that the important parameters for the crack development and the fracture mode of 
TRIP-assisted steels are the strain incompatibility between the phases and/or an ineffective TRIP 
contribution [67]. The early presence of martensite seems to lead to the crack initiation and to 
accelerated damage inside the microstructure. The neighboring conditions, for example the 
distribution of austenite, are also relevant, since it is related to the micro-crack connection of 
the failed features [73]. Regarding the crack initiation at the PAG boundaries, it has been 
reported that decohesion of PAG boundaries may take place in Q&P steels after transformation 
of retained austenite into high-C martensite. However, in that case, dimple fracture at the PAG 
boundaries was also observed [74], as opposed to the fragile failure at the nucleation stage 
occurring in one of the samples, Alloy_1_220_24h in this work. 
Summarizing, the work-hardening behavior and the damage resistance are key in controlling the 
total elongation of the material, as previously explained. From these results it can be stated that 
samples treated at low temperatures have a too high initial work-hardening that does not 
contribute to improve the uniform elongation, because high stresses leading to the fracture are 
reached earlier. Instead, for samples treated at higher temperatures, the work-hardening at the 
first stages of plastic deformation is more moderate. This, added to the fact that the damage 
resistance might be even higher in these samples, leads always to an improvement of the total 
elongation. In addition, if the parameter 𝑛 increases at the last stage of plastic deformation (as 
the case of Alloy_4_250), the plastic instability is delayed and thus the uniform elongation, also 
increases.  
Therefore, since different patterns for work-hardening behavior are associated to different 
performances in terms of ductility, a deeper insight into deformation mechanisms is a must. 
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Moreover, the stability of austenite against martensitic transformation might be an important 
factor which will be thus strongly considered. 
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6.4 Phenomenological approach for the explanation of ductility 
The previous analysis of tensile curves showed an improvement on ductility for each alloy as its 
treatment temperature increased, and also as the duration of the isothermal treatment was 
extended further than necessary for bainitic transformation, Figure 6.3.5 and Figure 6.3.6. Thus, 
some microstructural parameters sensitive to the treatment temperature and time must affect 
ductility somehow. It has been also depicted how the values of different parameters vary with 
the treatment settings. However, not all these variations occurring as the treatment 
temperature or time increase must be necessarily positive in terms of ductility. Plots of total 
elongation values vs. other mechanical or microstructural parameters are showed in this section 
as an attempt to observe any possible correlation between variables. 
The existence of an effective grain whose size controls a mechanical property such as the 
ductility of the material cannot be ruled out. For example, toughness, measured by impact tests, 
has been proven to be dependent on the size of grains defined by a misorientation angle 
threshold of 15˚ [204]. This kind of boundaries, which in this work have been defined as block 
boundaries, act as obstacles to cleavage propagation, forcing the cleavage crack to change the 
microscopic plane of propagation in order to accommodate the new local crystallography. In 
contrast, low angle boundaries are not effective obstacles and, consequently, seem to have no 
influence on the toughness of steels. Other authors have found that a markedly bimodal 
distribution of plate thicknesses, with the fine plates about 0.2m thick and the larger plates 
many micrometers thick, offers little resistance to cleavage crack propagation [149]. A 
microstructural feature whose mean size and size distribution may control the ductility is the 
austenite block; the presence of large austenite blocks in TRIP steels have been already 
suspected to be detrimental to the ductility, as opposed to the large presence of film-shaped 
austenite features [38, 44]. 
In the present work, different grain sizes have been already determined, considering just the 
morphology (bainitic ferrite plate size and austenite block size) and also the crystallography 
(bainitic block size and bainitic packet size). For Alloy_1, the microstructure is essentially the 
same regardless of the heat treatment, in terms of these parameters, as seen in section 6.1. 
Thus, the observed variability in total elongation values as a function of the heat treatment 
settings, in principle, fails to be explained by the bainitic ferrite plate size, the austenite block 
size, the bainitic block size or the bainitic packet size. Therefore, there must be for sure other 
factors affecting the ductility.  
There is not a clear correlation between the total elongation and other macroscopic mechanical 
properties, strength and hardness (HV20), as can be observed globally in plots in Figure 6.4.1. 
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Only for YS, considering each alloy individually, there is always an increase in ductility as the YS 
also increases. But in the case of Alloy_1, this proportionality does not hold always true, for the 
sample isothermally heat-treated during extra time.  
It is thus useful to try to determine if there is any trend between ductility and initial 
microstructural parameters. As it has been previously described, the initial fraction of austenite 
might provide with some information on this issue. However, the rough plot of total elongation 
vs. initial austenite fraction in Figure 6.4.2.a refutes this simple possibility. In addition, 
considering each alloy separately, the increase of austenite fraction does not necessarily lead to 
an improvement of the ductility. This is clear from Alloy_5, in which the sample treated at the 
lowest temperature, Alloy_5_220, underwent an interrupted treatment so that its initial 
austenite fraction is considerably higher than this of the sample treated at the highest 
temperature, Alloy_5_250. And, also in this case, the increase of the treatment temperature 
causes an increase of the total elongation. For Alloy_2 and Alloy_3, the 30C which separate the 
lowest and the highest treatment temperatures is not enough to observe any difference in the 
initial austenite fraction of the corresponding samples. And ductilities are however quite 
different. Such uncertainty in the role of the initial austenite fraction is also confirmed by the 
behavior of Alloy_8, which has not been shown in the plots due to the specific dimensions of 
the tensile specimens, and the characteristics of its tensile tests (section 5.3.2). Alloy_8 treated 
at 300C has the same initial volume fraction of austenite as the sample treated at 200C, 35% 
(Table 6.1.7), since the duration of the heat treatment was tuned for that purpose. The ductility 
of these samples, however, is still quite different. The sample treated at a high temperature, 
Alloy_8_300, with a measured uniform elongation of 10%, has an improved ductility respect to 
the sample treated at a lower temperature, Alloy_8_200, with a total elongation of 2%. This 
same tendency is observed in all the steels.  
Measurements of the final austenite fraction at the fracture surface (that which remains 
untransformed after the deformation process) were made only for Alloy_1 and Alloy_5. In Figure 
6.4.2.b these values are plotted vs. the total elongation. The percolation criterion, which 
establishes that tensile failure occurs when austenite fraction becomes lower than a certain 
critical value, 10%, does not seem to apply in this case.  
The influence of the fraction of austenite transformed after the complete tensile test and 
measured at the cross-section of fracture is observed in Figure 6.4.2.c, for Alloy_1 and Alloy_5. 
There is not a global trend, but for each steel, the martensitic transformation might be 
associated to a reduction of ductility. In the case of Alloy_8, the sample treated at 300C did 
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Figure 6.4.1. Total elongation vs. (a) yield strength, (b) ultimate tensile strength and (c) hardness. 
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Figure 6.4.2. Total elongation vs. (a) initial austenite fraction, (b) final austenite fraction (at the fracture surface 
of the tensile specimen) and (c) fraction of austenite transformed during the complete tensile test at the fracture 
cross-section, as obtained by XRD. 
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not present martensitic transformation during the uniform region of tensile test (𝑉𝛾
0 = 𝑉𝛾 at 
the UTS), and the level of uniform elongation achieved was 10%. This performance was much 
better than the sample treated at 200C, which, having a fraction of austenite transformed of 
15%, its total elongation was just 2%. It reveals that mechanically induced martensitic 
transformation is not always necessarily positive in nanostructured bainite. 
It has been already explained the fact that C is the alloying element that most contributes to 
improve the stability of austenite. Therefore it is reasonable to determine if the average C 
content in austenite has any influence alone on the ductility. Results in plot of Figure 6.4.3.a 
 
 
Figure 6.4.3. Total elongation vs. (a) initial C content of austenite and (b) initial C content of austenite/initial 
austenite fraction ratio, as obtained by XRD. 
rule out that possibility. If instead of plotting the total elongation vs. 𝑉𝛾
0 and 𝑤0

 separately, the 
ratio 𝑤0

/𝑉𝛾
0 is considered in Figure 6.4.3.b. The behavior of all the alloys, including Alloy_1, 
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whose dotes line up, reveals that lower fraction of initial retained austenite and this being more 
enriched in C (stronger and more stable) might be positive. However, in a global way, the total 
elongation is not, or not only, explained by this parameter. 
Microstructural parameters of a phase may be important not only as absolute values, as seen so 
far, but also as relative to the same of different parameters of the other phases also present in 
the microstructure. In this sense, we know that partition and enrichment of austenite in C 
enhances its strength, but it would be also necessary to determine the extent to which bainitic 
ferrite properties change correspondingly. Both the increase of C content in austenite and the 
microstructural relaxation of bainitic ferrite, often facilitated by high treatment temperatures 
or longer times, observed by means of EBSD and/or XRD (sections 6.1.2 and 6.1.4), are 
presumably responsible of a reduction of the mechanical mismatch between these two phases. 
This improved mechanical compatibility, lower mismatch, between the phases might lead to 
increased ductility. However, parameterization of the bainitic ferrite is not available in most of 
the samples that have been tensile tested. This phenomenological approach for the explanation 
of ductility is, although limited, inspiring for a deeper study of the deformation mechanisms. 
Emphasis will be put on the study of mechanical partitioning between phases, through detailed 
analyses of the evolution of the austenite fraction and the evolution of the whole 
microstructure.  
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6.5 Microstructural evolution during tensile testing 
6.5.1 Austenite fraction evolution. Non-local analyses 
This section deals with the evolution of the austenite fraction during tensile testing and its 
correlation with the work-hardening of the material, the plastic strain and the stress measured 
macroscopically. The isolated effect of the applied stress will be assessed through a new model 
proposed for austenite evolution as a function of the overall true stress, considering no stress 
partitioning condition and stress-assisted transformation, among others. The implications of 
such assumptions will be discussed. The alloys studied are Alloy_2, Alloy_3 and Alloy_5, each 
treated at 220 and 250˚C.  
Effect of martensitic transformation on work-hardening 
In chapter 6.3.1, the influence of the work-hardening on the ductility was depicted. Now, the 
relation between the work-hardening and the austenite fraction evolution will be assessed, 
Figure 6.5.1. First of all, it is a significant fact that a huge amount of martensitic transformation 
takes place upon specimen failure even when no necking is formed, as data registered for 
samples Alloy_5_250 and Alloy_5_220 show, Figure 6.5.1.a. Observing the entire deformation 
process, it can be noticed that there is a clear correspondence between the work-hardening rate 
exponent curves and the austenite fraction evolution curves. Strong narrow peaks in 𝑛, 
occurring for samples in Figure 6.5.1.b and Figure 6.5.1.c, are related to important changes in 
the austenite fraction due to the martensitic transformation. Moreover, when 𝑛 starts to 
decrease, the curves of austenite evolution almost outline their corresponding 𝑛 curves. That is, 
strong drops of 𝑛 come with rapid martensitic transformation, and soft decreases of 𝑛 come 
with a more progressive martensitic transformation as a function of the strain. Moreover, in 
cases in which 𝑛 even slightly increases, as in sample Alloy_5_250, Figure 6.5.1.a, austenite 
fraction reduction is at that stage insignificant.  
The relationship between plasticity and martensitic transformation is complex, often without a 
clear distinction between cause and effect [205]. It was previously described that lower initial 𝑛 
values are positive in terms of ductility. Those low 𝑛 values might result from a bigger influence 
of the martensitic transformation on the strain increment, rather than on the strength 
increment. In the same sense, the beneficial recovery of 𝑛 found in some cases at the last stage 
of plastic deformation within the uniform region (specially Alloy_5_250 in Figure 6.5.1.a, where, 
from a strain of 2.5% on, 𝑛 slightly increases) might be consequence of a more progressive 
martensitic transformation (i.e., less martensitic transformation) as a function of the strain at 
that stage. 
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Figure 6.5.1.The incremental work-hardening exponent, 𝒏, vs. the true plastic strain, and the austenite fraction 
evolution (dotted lines), obtained by XRD, during the tensile testing of two samples of Alloy_5, Alloy_3 and 
Alloy_2. The straight lines define the Considere’s criterion for plastic instability. 
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Work-hardening can be also analysed making use of the C-J and the modified C-J curves, which 
are normally used in order to identify different deformation mechanisms taking place during the 
deformation process of dual phase steels. Since the horizontal axis represents the logarithm of 
stress or strain, events taking place at low values of strain and stress are magnified. In order to 
detect the point at which yielding starts with a high accuracy, the strain will account for its total 
value, i.e., the elastic strain plus the plastic strain, 𝑡𝑜𝑡𝑎𝑙, defined in section 5.2.1. As it is known, 
at the elastic regime, stress is directly proportional to strain, defined by the Young’s modulus, 
E. Thus, the parameter Ln
d
d𝑡𝑜𝑡𝑎𝑙
 must be constant and equal to Ln(E), about 2.15. The drop of 
Ln
d
d𝑡𝑜𝑡𝑎𝑙
 marks the initiation of plastic deformation. The initial point of martensitic 
transformation may be also more clearly detected. As observed in Figure 6.5.2, Figure 6.5.3 and 
Figure 6.5.4, martensite evolution is almost linear with respect to both the Ln() and Ln(𝑡𝑜𝑡𝑎𝑙).  
 
Figure 6.5.2. 𝐋𝐧
𝐝
𝐝𝒕𝒐𝒕𝒂𝒍
 vs. Ln() and vs. Ln(𝒕𝒐𝒕𝒂𝒍), and the martensite fraction formation (inferred from XRD 
results) during the tensile testing of two samples of Alloy_5. The vertical straight dotted lines indicate the 
probable points at which martensitic transformation starts. 
The interception of the horizontal axis with the regression line of the experimentally obtained 
martensite fraction data, Figure 6.5.2, Figure 6.5.3 and Figure 6.5.4, and listed in Table 6.5.1, is 
likely to lay close to the actual initial point for martensitic transformation. In addition, a peak 
appearing in some cases, indicated with an arrow in Figure 6.5.3.a, Figure 6.5.3.c, Figure 6.5.4.a  
and Figure 6.5.4.c, might be a signal generated by the phase transformation. Those peaks are 
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Figure 6.5.3. 𝐋𝐧
𝐝
𝐝𝒕𝒐𝒕𝒂𝒍
 vs. Ln() and vs. Ln(𝒕𝒐𝒕𝒂𝒍), and the martensite fraction formation (inferred from XRD 
results) during the tensile testing of two samples of Alloy_3. The vertical straight dotted lines indicate the 
probable points at which martensitic transformation starts. 
 
Figure 6.5.4. 𝐋𝐧
𝐝
𝐝𝒕𝒐𝒕𝒂𝒍
 vs. Ln() and vs. Ln(𝒕𝒐𝒕𝒂𝒍), and the martensite fraction formation (inferred from XRD 
results) during the tensile testing of two samples of Alloy_2. The vertical straight dotted lines indicate the 
probable points at which martensitic transformation starts. 
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enhanced if C-J curves are calculated using the plastic strain instead of the total strain, see an 
example in Figure 6.5.5. Anyway, in all cases some plastic deformation prior to phase 
transformation results to be necessary. The effect of the strain on the martensitic 
transformation will be discussed in the next section. 
Table 6.5.1. True stress at martensitic transformation start (-’) and its corresponding true plastic deformation 
(p_-’) measured according to description in the main body of the text. 
 -’ [MPa] p_- [%] 
Alloy_5_250 2018 0.8 
Alloy_5_220 1604 1.1 
Alloy_3_250 1636 0.3 
Alloy_3_220 1164 - 
Alloy_2_250 1556 - 
Alloy_2_220 1408 0.3 
 
 
Figure 6.5.5. Example of 𝐋𝐧
𝐝
𝐝𝒕𝒐𝒕𝒂𝒍
vs. Ln(𝒑), where 𝒑 stands for the plastic strain, for Alloy_2_250. 
Effect of strain on martensitic transformation 
It is clear that transformation tends to be more progressive as a function of the plastic strain in 
samples treated at higher temperatures, Figure 6.5.6, in good agreement with results reported 
in previous works [8, 41]. In this same figure, the critical strain necessary for the mechanical 
stabilisation of austenite, c, is represented as vertical dotted lines. The mechanical stabilisation 
accounts for the generation, during straining and transformation, of new dislocations that 
impede the phase transformation of austenite into martensite. It is well established [57-60] that 
when the strain in the austenite becomes sufficiently large, reaching the mentioned critical value 
c , the motion of the glissile interfaces becomes impossible, causing the transformation to halt, 
and its value can be calculated according to eq. 3.4.5, developed by Chatterjee et al. [61]. 
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Two different values of the critical strain, Figure 6.5.6, are represented and denoted as Min. and 
Max. The former corresponds to the thinnest austenite films, which due to its morphology and 
high C content are stabilized at low strains. In contrast, biggest austenite blocks need high strain 
values to reach the mechanical stabilization. The Min. value of c has been calculated assuming 
that the thin films of retained austenite, 50nm thick, are enriched in C to the level of two times 
the bulk C content, i.e. 1.2wt.% for Alloy_3 and Alloy_2, and 2wt.% for Alloy_5, as reported by 
APT measurements in similar microstructures with similar initial fractions of retained austenite 
[25]. On the other hand, the Max. value of c  has been calculated assuming that the austenite 
submicron blocks are hardly enriched in C. Therefore, a size of 1m and a C content equal to 
that of the bulk composition is imposed for the calculation of the Max. value.  
In all cases the overall martensitic transformation seems to still take place beyond the maximum 
critical strain values, and several could be the reasons. On one hand, when austenite is retained 
in a multiphase steel, other harder phases may exert a shielding effect over austenite, so that 
its actual experienced plastic strain would be lower than the overall elongation of the tensile 
test specimen [37]. Thus, experimental strain values in Figure 6.5.6 would be overestimated, this 
being the reason why austenite has not been mechanically stabilized. On the other hand, if it is 
the case of strain-induced martensitic transformation, plastic strain in austenite can avoid 
mechanical stabilisation by the favouring of variants which grow across slip planes [61, 206, 207]. 
However, effects associated to strain-assisted transformation become prominent at large strains 
but at low plastic strains they can be negligible. For example, in fully austenitic steels, martensitic 
transformation can be modelled as stress-assisted even beyond austenite yield strength, at 
strains up to 10% [208]. Therefore, the applied stress may have also itself an important influence 
by increasing the driving force for the martensitic transformation. 
Model for the effect of stress on martensitic transformation 
The evolution of austenite fraction as a consequence of the mechanically-induced martensitic 
transformation has been modeled in fully austenitic steels according to different approaches 
because the relationship between the interaction energy and fraction transformed is not so clear 
[71, 207].  
Chatterjee et al. [51], proposed that, when stress-assisted conditions are fulfilled, the austenite 
volume fraction evolution during tensile testing can be calculated as a function of (Ms – T), using  
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Figure 6.5.6. Experimental data of martensite fraction evolution (inferred from XRD results) as a function of the 
true plastic strain during tensile test. The dotted lines represent the critical strain for martensitic stabilisation in 
two limit cases: min. C content for austenite size of 1μm, and max. C content for austenite size of 50nm. 
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the equation of a thermal martensitic transformation on quenching by Koistinen-Marburger 
[209]: 
𝑉𝛼′ = 𝑉𝛾
0(1 − 𝑒−0.011(𝑀𝑠−𝑇)) eq. 6.5.1 
where 𝑉𝛼′ stands for the evolving formed martensite fraction; 𝑉𝛾
0, for the initial austenite 
fraction; Ms [K], for the martensitic start temperature; and T [K], for the current temperature. 
In the case of transformation on quenching, T changes and Ms  keeps constant, whereas in the 
case of Chatterjee’s model, Ms  changes as a function of the applied stress and T is the constant 
room temperature.  
The Ms is obtained as the temperature at which Δ𝐺→ = −Δ𝐺crit. In Chatterjee’s work, a new 
term is added to Δ𝐺→, a Δ𝐺mech that, for simplicity is calculated assuming the most favourably 
oriented austenite crystal, as described in section 3.4.1.  
Based on Chatterjee’s work, a new model is proposed in this section, which, in order to obtain 
the austenite fraction evolution with the stress, presents the novelty that the polycrystalline 
nature of retained austenite is accounted for. The procedure followed is detailed below.  
A total of 2000 prior austenite random orientations have been simulated, and for this purpose, 
the Euler angles (𝜑, 𝜃, 𝜓) for each orientation are calculated according to equations 6.5.2-6.5.4: 
𝜑 = 2𝜋 ∙ 𝑟𝑎𝑛𝑑1 eq. 6.5.2 
𝜃 = arcocos(2 ∙ 𝑟𝑎𝑛𝑑2 − 1) eq. 6.5.3 
𝜓 = 2𝜋 ∙ 𝑟𝑎𝑛𝑑3 eq. 6.5.4 
where 𝑟𝑎𝑛𝑑1, 𝑟𝑎𝑛𝑑2 and 𝑟𝑎𝑛𝑑3 are decimal random numbers between 0 and 1.  
All grains are considered to have an initial austenite fraction of 1/2000 and an austenite unique 
C content. For the sake of simplicity, each austenite grain is considered to hold at the beginning 
four potential habit planes belonging to the family {1 1 1}. The plane {1 1 1} is reported to be the 
habit plane in low-alloy steels [210]. Then, Δ𝐺→ is calculated for each habit plane of each 
austenite grain as a sum of two terms: the chemical driving force, Δ𝐺𝑐ℎ𝑒𝑚; and the mechanical 
driving force, Δ𝐺𝑚𝑒𝑐ℎ = 𝜁 𝜎𝑛 + 𝑠 𝜏, as eq. 3.4.3. 𝜎𝑛 stands for the normal component of the 
applied tensile stress on the martensite habit plane; 𝜏 for the shear component of the applied 
stress, parallel to the habit plane; and 𝜁  and 𝑠, the dilatational and shear strains, taken as 
0.02536 and 0.2245J·m-3Pa-1, respectively [208, 210]. Δ𝐺𝑚𝑒𝑐ℎ on a habit plane which holds an 
angle 𝜃 with the tensile direction, at a tensile stress 𝜎, is calculated using eq. 6.5.5, which is a 
simplification of eq. 3.4.4 [49, 208, 210]. 
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Δ𝐺mech =
1
2
𝑠𝜎 sin(2𝜃) +
1
2
𝛿𝜎(1 + cos(2𝜃)) eq. 6.5.5 
Therefore it is possible to calculate a Ms temperature for each habit plane, as already described, 
by equating Δ𝐺→ to −Δ𝐺crit. Similarly as proposed by Lani et al [68], in the present model the 
term Δ𝐺crit incorporates all the unknowns regarding the plastic and elastic accommodation 
work, which, for simplicity, is required to be constant upon deformation, and obtained for every 
sample as follows: after an iterative process, Δ𝐺crit is set to a value such that the simulated 
martensitic transformation begins at the empirically obtained -’ value (Table 6.5.1). 
For every prior austenite grain, i, only the highest Ms, out of the four potential Ms  values is 
considered to calculate its martensite fraction, provided that the value is higher than room 
temperature. The total fraction of martensite for a certain stress is, thus, calculated as the sum 
of martensite fraction in every simulated grain, i.e.:  
𝑉𝛼′ = ∑ 𝑉𝛾−𝑖
0 (1 − 𝑒−0.011(𝑀𝑠_𝑚𝑎𝑥(i)−𝑇))
2000
𝑖=1
 eq. 6.5.6 
where T is the room temperature, 25°C; Ms_max(i), the highest Ms of the grain i, provided that 
(Ms_max(i)-T) is a positive value; and 𝑉𝛾−𝑖
0  the initial fraction of austenite per grain = 1/2000. 
The model described has been applied to the six experiments: the austenite fraction evolution 
during tensile testing of Alloy_2, Alloy_3 and Alloy_5, all alloys treated at both 220C and 250C. 
The austenite C content, input for the model, is considered to be the average C content of 
austenite, which is assumed to range between a lower and an upper limit for each condition. 
The minimum value is set as the bulk average C content, while the upper value of austenite C 
content is set as 0.5wt.% above the bulk mean C content. This is reasonable, considering that 
for Alloy_3 and Alloy_5, ranges thus calculated are 0.67-1.17wt.% and 0.99-1.49wt.%, 
respectively, which enclose the experimental values of the average C content of retained 
austenite obtained by XRD, Figure 6.4.3.a. 
Results of such simulation are plotted together with experimental data of martensite fraction 
evolution, Figure 6.5.7. Considering the simulated curves, it is important to note first the subtle 
differences between those for upper and lower austenite C content, dotted lines in Figure 6.5.7. 
It can be stated thus that the average C content makes no difference in the martensitic 
transformation rate as a function of the stress.  
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Figure 6.5.7. Simulation and experimental data of martensite fraction evolution (inferred from XRD results) as a 
function of the true stress during tensile test. Simulated curves are named with the transformation temperature 
followed by “upper” or “lower” referring to the austenite C content set as input. 
When comparing experimental and simulated data, Figure 6.5.7, the simulated curves seem to 
establish an upper limit for the martensitic transformation. Therefore, assumption of stress-
assisted martensitic transformation might be correct in all these cases, since plastic deformation 
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does not contributes to increase the martensitic transformation rate above the expected rate 
predicted by the effect of the applied mechanical stress alone. Therefore, although plastic 
deformation is necessary to trigger or allow the phase transformation, transformation seems to 
occur assisted by the mechanical stress. 
As opposed to the behaviour observed in Figure 6.5.6, where samples treated at higher 
temperature showed a lower martensitic transformation rate as a function of the strain, the 
martensitic transformation rate as a function of stress is, for each steel, higher for samples 
treated at the highest temperature, 250˚C (experimental points in Figure 6.5.7). The reason is 
that in those samples, work-hardening is softer, in the sense that the slope of the stress-strain 
curve is lower, with respect to behaviour of samples treated at 220˚C.  
The analysis can be approached in terms of the stress partitioning between the phases, as the 
average stress suffered by austenite, σ , may not necessarily be equal to the macroscopic true 
stress. The clearest example of differences in martensite evolution as a function of stress is in 
Alloy_5. In sample Alloy_5_250 the fitting between the experimental and the simulated 
evolution of martensite fraction shows a good agreement. It suggests that the actual stress 
endured by austenite, σ, is, in that range, proportional to the macroscopic true stress, so that 
stress is likely to partition equally between bainitic ferrite and austenite. However, for 
Alloy_5_220, actual martensite fraction is lower than simulated martensite fraction. This is 
consistent with the possibility that in this case bainitic ferrite plus newly formed martensite are 
exerting a shielding effect over untransformed austenite, as reported in TRIP-assisted steels 
[67]. Obviously, the ratio σ/macroscopic true stress also depends on the fraction of the phases. 
However, for Alloy_2 and Alloy_3, the austenite fraction does not change as a function of the 
treatment temperature, Figure 6.4.2.a. Moreover, for Alloy_5, in the case of the sample treated 
at the lowest treatment temperature, 220C, the volume fraction of austenite is even higher 
than for the sample treated at 250C. This higher fraction of austenite in Alloy_5_220 should 
contribute to equate σ and the macroscopic true stress, an effect that is not observed. 
Therefore, as suggested, besides the phase fraction, the relative mechanical properties between 
the phases are ruling the observed behaviour. 
The simulation has been repeated, but choosing this time the plane {2 5 9} as the habit plane, 
as reported for carbon steels with a C content of 1.8wt.%. That C content is likely to be lower 
than the C content of small austenite features (films), especially in Alloy_5, whose C content in 
bulk is 1wt.%. Results (an example in Figure 6.5.8) reveal little differences in the theoretical 
evolution of austenite if the habit plane is changed. Only a slight higher rate of martensitic 
transformation at the beginning. This is consequence of the lower sensitivity of the austenite 
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stability to its crystal orientation when the habit plane is {2 5 9}, as compared to the habit plane 
{1 1 1}.  
Finally, differences in martensitic transformation rate between samples treated at 220˚C and 
those treated at 250˚C cannot be addressed considering solely the average C content, as 
explained, as there are other factors affecting the stability of austenite. It is important to 
emphasize the fact that heterogeneity in austenite size/morphology, also associated to a 
heterogeneous C distribution has not been regarded because of simplicity of the model. It might 
imply that transformation of austenite with a higher C content starts at a certain stress value, 
after the transformation of less stable austenite features. In addition, its habit plane might also 
differ as a consequence of the different chemical composition (C content). 
 
Figure 6.5.8. Comparison between the theoretical austenite evolution as a function of the stress for a habit plane 
{1 1 1} or {2 5 9}. Inputs are, as an example, those corresponding to Alloy_3_220. 
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6.5.2 Austenite fraction evolution. Local analyses 
In the previous section, the evolution of austenite as a function of tensile parameters has been 
obtained and treated in a statistical manner, without accounting for the effect that the size of 
austenite features has on their stability. In this section, however, not only the amount of 
retained austenite has been tracked by XRD at different levels of deformation, but also local 
examination of the microstructure has been conducted by means of TEM in order to consider 
the size heterogeneity of austenite. For that purpose, cross-sections of Alloy_1_220 (treated 
during 24 and 168h) with different levels of deformation (sect) have been extracted after tensile 
testing. sect values, Table 5.2.2, have been calculated as described in section5.2.2 from the 
change in the cross-section area. In Figure 6.5.9 experimental values of austenite fraction have 
been plotted against the theoretical estimation following Sheriff model [63, 177], which only 
considers the influence of the applied plastic deformation and the free energy change of the 
’ transformation, i.e. chemical composition and temperature. The results thus obtained 
show that accounting for chemical composition differences, mechanical stabilities of austenite 
in Alloy_1_220_24h and Alloy_1_220_168h do not differ so much. In both cases the amount of 
remaining retained austenite is higher than theoretically expected, implying the influence of 
other parameters, including the stress, as already proposed in the previous section. For 
Alloy_1_220_168h, hardly any change in the fraction of retained austenite is detected in the last 
stages of plastic deformation, which maintains at 5% approx., a value that might have been 
reached even before the sect of 18%. It is important to remember that the microstructure of 
Alloy_1_220_168h still manages to go much further in terms of ductility with respect to 
Alloy_1_220_24h, as shown in Table 6.3.1, although transformation in Alloy_1_220_168h seems 
negligible at least at the observed deformation stages. An important consideration when 
analysing the capability of austenite to transform mechanically into martensite is that such 
transformation takes place in the temperature range between the Ms and Md temperature, 
above which the austenite becomes completely stable [119, 211-215]. While Md temperature is 
only chemical composition dependent, the Ms temperature is affected by both, the applied 
stress [50, 216, 217] and the size of the retained austenite [79, 81, 218]. The interaction of the 
applied stress with the shape deformation of martensite adds a mechanical component Gmech 
to the free energy change driving the transformation. The effect of uniaxial stress is therefore 
to increase the martensite start temperature, Ms, as explained in section 3.4.1. In the previous 
section, only the effect of the stress on the overall martensitic transformation was considered. 
But now, the scale of the austenite grain structure evolving with the deformation is also 
examined, keeping in mind that the smaller the austenite grain size, the lower the Ms 
temperature [79, 81, 218]. 
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Figure 6.5.9. Experimental evolution of retained austenite volume fraction (from XRD) as a function of plastic 
strain, and the theoretical evolution according to refs. [63, 177]. 
Therefore it is possible to calculate the Ms temperature accounting for both the effect of the 
retained austenite size and the applied stress. Results thus obtained following the methodology 
described in refs. [217, 219] are presented in Figure 6.5.10, where it has been assumed: 
 The most favorable orientation of the austenite crystal with the applied stress [219]. 
 Two austenite C contents, 0.6 and 1wt.%, thus covering a range of concentrations in 
good agreement with the values detected by XRD, Table 6.1.7. 
 Δ𝐺crit =  𝐺𝑁
, where 𝐺𝑁
 is the minimum driving force needed to stimulate martensite 
by an athermal diffusionless nucleation and growth mechanism on cooling [11, 45]. 
The results are in line with the effects just described, i.e. the smaller and richer in C the austenite 
is, the lower the Ms temperature is. As for the applied stress, the tendency implies that 
increasing the applied stress raises the Ms temperature, facilitating the transformation of 
austenite into martensite.  
The set of selected cross sections also extracted from the gauge length of the deformed tensile 
samples and used for TEM observation are specified in Table 5.2.2. In particular, Figure 6.5.11.a 
shows an example of the Alloy_1_220_24h microstructure subjected to ɛsect = 6.4%, where the 
presence of twinned martensite, formed during tensile test, has been identified. It can be seen 
that the habit plane is perpendicular to the ?⃗? of the spot (-1 2 -1)’, which is shared between 
both orientations of the martensite. The martensite feature has a thickness of 800nm, and the 
dark filed image and the corresponding diffraction pattern are shown in Figure 6.5.11.b and 
Figure 6.5.11.c. Similarly, Figure 6.5.12.a shows an example of Alloy_1_220_168h 
microstructure deformed at ɛsect = 12.4%, where two bainitic ferrite plates have been identified. 
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Considering morphology, the phase located in between, Figure 6.5.12.b, should be a former thin 
film of C enriched retained austenite, 100nm thick, that according to the identification 
performed in Figure 6.5.12.c has transformed into martensite as a consequence of the 
deformation. It has to be noted that the habit plane (the boundary between martensite and 
bainitic ferrite) is not perpendicular to the ?⃗? of the spot shared by bainitic ferrite and martensite, 
in both cases belonging to the family of planes {1 1 0}.  
 
Figure 6.5.10. Ms  temperature as a function of retained austenite size and C content and the applied tensile 
stress, for the most favorably oriented austenite feature and the chemical composition of the nanostructured 
bainitic steel studied. The square region contains typical conditions of Alloy_1_220_24h and Alloy_1_220_168h, 
corresponding to observations in Figure 6.5.11 and Figure 6.5.12. 
An approximation for the maximum tensile stress (max) withstood by the sections from where 
the analysed TEM samples were extracted can be calculated by the expression 
𝑚𝑎𝑥  = UTS∙e
 𝜀sect. By doing so, for the case of Alloy_1_220_24h (ɛsect = 6.4%) and the 
Alloy_1_220_168h (ɛsect = 12.4%) the obtained values correspond to 2401MPa and 2377MPa, 
respectively. When placing that range of stresses and sizes on Figure 6.5.10 (solid line square), 
it is clear that theory predicts that, regardless of their exact C content, the Ms temperatures of 
the analysed austenite features raised well above room temperature,  400°C, ensuring the 
  ’ transformation during the deformation process of the tensile test. It is important to 
mention that, considering the stress values reached, austenite crystal orientation causes a Ms 
variability (the difference between Ms for the most and least favorably oriented crystals) which 
does not exceed 150˚C. Moreover, according to Marburger’s equation (eq. 6.5.1), at a 
temperature 210˚C below the Ms, which is still much above the room temperature, an austenite 
 
160 
 
 
Figure 6.5.11. (a) Bright-field TEM image of twinned martensite formed by TRIP effect in Alloy_1_220_24h with 
esec = 6.4%. (b) The dark-field image of the same area taken using the (-1 -1 0)α’t reflection from the twin of the 
diffraction pattern in (c). 
 
Figure 6.5.12. Dark-field TEM images of Alloy_1_220_168h with ɛsec = 12.4%, (a) using the (0 1 -1)α reflection from 
bainitic ferrite and (b) using the (0 2 0)α’ reflection from martensite of the diffraction pattern in (c). 
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fraction of 90% should have already transformed into martensite. Therefore, retained austenite 
remaining after the tensile test should be unlikely.  
However, and as anticipated by experimental results presented in Figure 6.5.9, there is some 
retained austenite that remains untransformed even after failure of the specimens. An example 
of which is shown in Figure 6.5.13a-d, where a thin film of retained austenite is located between 
bainitic ferrite plates in Alloy_1_220_168h after ɛsect = 3.5%. The orientation relationship 
between them is close to the theoretical ones for the undeformed state, i.e., a plane {1 1 1} is 
coincident with a {1 1 0}, as can be seen from the overlapping of their corresponding spots. In 
this particular case, the habit planes could be {1 1 1}  and {1 1 0}, since the ?⃗? of the mutual 
spot is perpendicular to the boundary between bainitic ferrite and austenite. However, as seen 
in section 6.1.2 by EBSD analysis, {1 1 0} is not the only habit plane of bainitic transformation. 
The thin film of retained austenite is lower than 80nm. The calculated max corresponds to 
2254MPa, implying that, according to Figure 6.5.10, austenite should have transformed, as their 
estimated Ms temperature is over 350°C. It may imply that the actual stress over the austenite 
feature is lower than the macroscopic true stress, i.e., there is a shielding effect preventing 
austenite from transformation.  
As an alternative, this unexpected stabilisation could be partially rationalised when considering 
mechanical stabilisation, in which dislocation debris interferes with the movement of glissile 
martensite-austenite interfaces might impede its formation [57, 61, 119, 220]. As already 
explained, there is a critical value of the strain above which austenite is mechanically stabilised. 
A the austenite grain size increases and/or its C content decreases, the austenite feature 
becomes less stable, and thus the level of plastic strain necessary for mechanical stabilization 
increases, see Figure 6.5.14. From those results it is clear that regardless of the actual C 
concentration, ɛsect = 3.5% should be high enough to stabilise the films of retained austenite 
detected in Figure 6.5.13.d, with a thickness < 80nm. 
However, as seen in Figure 6.5.12.b, corresponding to Alloy_1_220_168h at a ɛsect = 12.4%, a 
feature of similar size has already transformed into martensite. In the same way, a bigger 
martensite feature is found in Figure 6.5.11.a and Figure 6.5.11.b, with a thickness  800nm at 
a ɛsect = 6.4%. That implies that either martensitic transformation has taken place long before 
those levels of strain have been reached, or the macroscopic average strain is not a suitable 
measurement for this purpose, as it overestimates the actual strain of the austenite feature.  
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Figure 6.5.13. (a) Bright-field TEM image of Alloy_1_220_168h with ɛsec = 3.5% and (b) its analyzed diffraction 
pattern, and the corresponding dark-field images (c) using (0 -1 1)α reflection from bainitic ferrite and (d) using 
the (1 -1 1) reflection from austenite. 
 
Figure 6.5.14. Critical values of strain for mechanical stabilization of austenite as a function of size and C content. 
So far, from all the presented results, it seems reasonable to conclude that stress and strain are 
likely to partition between the phases. 
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6.5.3 Texture evolution. Local analyses 
In polycrystalline materials, plastic deformation is heterogeneous at the subgrain size-scale. The 
local deformation is influenced by the crystallographic structure, grain orientations, neighboring 
grains and the various boundaries present [221-228]. Dislocation-based slip, grain boundary 
motion and crystal rotation are essential parts of microstructure development in polycrystals 
during plastic deformation. In contrast to coarse-grained polycrystals, in which conventional 
lattice slip dominates the microstructural development, in nanocrystalline materials grain-
boundary-related deformation mechanisms may contribute significantly to the plastic flow 
[229]. These mechanisms include grain boundary sliding, stress-driven grain boundary 
migration, deformation twinning initiated at grain boundaries and grain boundary-controlled 
crystal rotations [229-232]. Regarding the latter mechanism, it has been widely accepted that 
crystal rotations can be triggered to enhance a low energy grain boundary configuration 
associated with the low ∑-coincident site lattice (CSL) orientation relationships [233-236], which 
has been also corroborated by atomistic computer simulations [237-239].  
Recent studies on conventional TRIP steels have suggested that crystal rotations in austenite 
could be contributing to the high ductility of these steels. It is thought that the crystal rotations 
of austenite act as a barrier to the dislocation motion inside ferrite grains, which reduces the 
back-stress on dislocations and consequently postpones the crack initiation process [240]. 
Therefore, it is the aim of different studies, in materials presenting the TRIP effect, to understand 
the competition between the TRIP phenomenon, crystal rotations, and other deformation 
mechanisms [240, 241]. 
In this work, the texture evolution of Alloy_4 treated at 250°C has been analysed at different 
stages of deformation, i.e., undeformed material and deformed at: 
 3% plastic strain, where the parameter 𝑛 is approximately minimum (Alloy_4_250 in 
Figure 6.3.5.b) 
 6% plastic strain, where the parameter 𝑛 has started to increase, avoiding the plastic 
instability.  
SEM-based electron backscattered diffraction (EBSD) was used, in order to correlate the global 
texture evolution with local crystal orientations and microstructure. 
Low magnification maps. Texture evolution 
Table 6.5.2 illustrates EBSD-based quantification of austenite volume fraction in both, 
undeformed and deformed conditions. It has to be noted that there is a difference of 4% 
between the initial volume fraction determined by EBSD (“Undeformed” in Table 6.5.2) and this 
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determined by XRD (Table 6.1.7). Table 6.5.2 clearly shows that as deformation proceeds there 
is a progressive reduction of the amount of austenite. This indicates that mechanically induced 
martensitic transformation is undoubtedly taking place. It is interesting the fact that EBSD 
results on austenite fraction show the same trend that was observed by XRD in Figure 6.5.1. That 
is, big drops in the value of the incremental work-hardening, 𝑛, are accompanied by extensive 
martensitic transformation; in this case, austenite fraction reduction of 21% up to 3% strain 
(measured by EBSD, Table 6.5.2). However, ranges in which the value of 𝑛 is sustained or even 
increases (as this case) come with reduced martensitic transformation; in this case, austenite 
fraction reduction of 9%, between 3 and 6% strain (measured by EBSD, Table 6.5.2). 
EBSD data was used to assess the texture evolution of both austenite and ferrite (the latter 
including both bainitic ferrite and the newly formed martensite), by means of pole figures, see 
Figure 6.5.15. These results show a clear deformation texture in the case of austenite, compared 
to a weaker one in the case of ferrite. In both cases, it is noticeable how the texture changes 
consistently with tensile deformation of bcc and fcc materials. As plastic strain increases, both 
phases are undergoing significant texture change, so that {110}bcc and {111}fcc deformation 
components gradually become dominant. 
Table 6.5.2. Volume fractions of austenite (V) of the undeformed and deformed Alloy_4_250, measured by 
EBSD. 
Sample V [%] 
Undeformed 44 
3% strain 23 
6% strain 14 
It is interesting to understand to what extent the measured texture is deformation-induced, i.e. 
due to crystal rotations, and influenced by martensitic transformation. The latter is expected as 
some austenite crystal orientations may be more favourable to transform than others [49, 51, 
53]. Referring just to the pole figures, the isolation of both phenomena is difficult. Nevertheless, 
a Schmid factor-based analysis can be quite useful. 
The Schmid factor for a certain slip system (plane+direction) is calculated as: 
Schmid factor = cos()cos(𝜆) eq. 6.5.7 
where  is the angle between the tensile direction and the normal to the slip plane considered, 
and λ is the angle between the slip direction considered and the tensile direction [95]. The 
Schmid factor is proportional to the effective shear stress resolved for the specific system, 𝜏. For 
the conventional slip system, the Schmid factor is an indicator of the relative ease with which 
each grain slips. In fcc metals, it is well known that dislocation movement occurs in four {1 1 1} 
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slip planes with three possible <1 1 0> slip directions, thus, the conventional slip system for 
which the Shmid factor is calculated is {1 1 1}<1 1 0>. 
 
Figure 6.5.15. Pole figures of {1 1 1}fcc and {1 1 0}bcc (from XRD) at different deformations levels of Alloy_4_250 
after interrupted tensile tests. 
The Schmid factor can be also related to the martensitic transformation. The maximization of 
eq. 6.5.7 also maximizes the first term of Δ𝐺𝑚𝑒𝑐ℎ (eq. 3.4.4), which corresponds to the shear 
stress (the strongest component driving martensitic transformation), since the following 
trigonometric equality holds true:  
cos()cos(𝜆) =  cos(𝜑)cos()sin(𝜑) =
1
2
sin(2𝜑)cos() eq. 6.5.8 
Therefore, if the habit plane is close to {1 1 1} [210], the Schmid factor of the conventional slip 
system also gives a hint about how easy the martensitic transformation is. According to Patel et 
al. [49], an austenite crystal of maximum Schmid factor of 0.49 is the most favourable to 
transform into martensite. This corresponds to a close packet plane normal of 40° tilt with 
respect to the tensile direction. This value is quite close to the maximum possible value, 0.5, 
occurring for 𝜑=45°. According to our experimental results, there is a progressive decrease of 
the average Schmid factor of austenite with respect to deformation, especially at 6% strain, in 
which the Schmid factor distribution has drifted to the left, Figure 6.5.16.a. By plotting the 
Undeformed
Experimental PF
Undeformed
3% strain 6% strain
6% strain3% strainUndeformed
Max=1.381
Max=2.533Max=1.684
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Schmid factor values vs. their corresponding austenite volume fractions, Figure 6.5.16.b, it 
becomes noticeable that the fraction of austenite always diminishes with deformation (due to 
the martensitic transformation) for values of the Schmid factor covering the whole range. 
However, the austenite fraction with Schmid factor above 0.45 is basically constant at the 
highest deformation level, 6%, Figure 6.5.16.b, which is consistent with the relatively strong 
texture observed for austenite at 6% strain (Figure 6.5.15.c). Thus, it cannot be ruled out that 
besides the martensitic transformation, there is a crystal rotation from high Schmidt factor 
values (over 0.475) towards lower values, especially between the 3% strain and 6% strain. That 
is, the almost constant austenite volume fraction within the range of Schmid factor values > 0.45 
for 6% strain, experimentally observed, might be the result of a balance between its decrease 
due to the martensitic transformation and its increase due to crystal rotations at Schmid factor 
values< 0.475.  
The same exercise of obtaining Schmid factor values has been done for the plane {2 5 9}, instead 
of the conventional slip system. The plane {2 5 9} has been reported to be the austenite habit 
plane for steels with a C content of 1.8wt.%. Thus, it might give information about the effect of 
the martensite variant selection itself on the texture of austenite. Results are displayed in Figure 
6.5.17, showing the frequency of Schmid factor values Figure 6.5.17.a and the Schmid factor 
values vs. austenite fraction Figure 6.5.17.b. From Figure 6.5.17.a it is noticeable that there are 
only slight differences between the distributions for the undeformed and the deformed states, 
even using an extremely narrow histogram bin size.  
High magnification maps 
EBSD allows for local crystallographic information to be disclosed, inviting to a deeper analysis 
of the operative deformation mechanisms. In order to reveal the required microstructural 
details, EBSD maps at small step size (40nm) were analysed. EBSD orientation maps of the 
undeformed material were already presented in Figure 6.1.8. In Figure 6.5.18, a part of the high 
magnification EBSD maps of the deformed material is shown, for austenite and ferrite.  
It has to be remembered that the maps for different deformation levels do not correspond to 
the same area, since cross-sections have been extracted for their examination. 
As expected, there is an appreciable reduction of the austenite indexing rate as the plastic 
deformation increases. From these high magnification maps, the distribution of austenite  
feature size has been calculated, Figure 6.5.19. Especially from 3% to 6% strain, there is a drift 
of the distribution to the left, i.e., smaller austenite features, implying that either austenite 
blocks transform partially or biggest blocks are more favourable to transform.  
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Figure 6.5.16. (a) Austenite Schmid factor (SF) distribution of the conventional slip system in the undeformed and 
deformed samples, from EBSD. (b) Volume fraction of austenite as a function of its Schmid factor in the 
undeformed and deformed samples of Alloy_4_250, from EBSD. 
 
Figure 6.5.17. (a) Austenite Schmid factor (SF) distribution of the {259} habit plane in the undeformed and 
deformed samples, from EBSD. (b) Volume fraction of austenite as a function of its Schmid factor in the 
undeformed and deformed samples of Alloy_4_250, from EBSD. 
Besides austenite feature, another concept, austenite grain, is here defined as a region where 
the austenite has approximately a unique orientation with an inner misorientation of up to 10˚. 
As an illustrative example, Figure 6.5.18.b shows some of the identified austenite grains. This 
definition of austenite grain will allow, among others, for the evaluation of the contribution of 
both the intragranular and the intergranular misorientations on the texture.  
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In addition, the possible differences in mechanisms operating at different kind of grain 
boundaries upon deformation have been studied by the examination of EBSD local 
misorientation maps or KAM maps. The local misorientation maps of ferrite for the undeformed 
state and for 6% strain are shown in Figure 6.5.21, with drawings where the austenite grain 
boundaries have been outlined, Figure 6.5.21.c and Figure 6.5.21.d. It has to be observed that 
the austenite grain boundaries have been obtained from austenite orientation maps of Figure 
6.1.8.a and Figure 6.5.18.b. By comparing images of Figure 6.5.21, there seems to be an increase 
of dislocation density in ferrite at the austenite grain boundaries. The detail of Figure 6.5.21.b 
suggests that bainite block boundaries, in contrast to other boundaries (austenite grain 
boundary is well delimited) do not change after deformation so much, in terms of local 
misorientation. This different activity may have to do with the different nature of the 
boundaries, habit planes in the former case. 
Ferrite (including bainitic ferrite and martensite) and austenite keep the N-W OR at a strain of 
6%, as can be experimentally probed from pole figures obtained from discrete regions of the 
high magnification orientation maps. This result is in agreement with the behaviour of other 
nanostructured bainite, observed by TEM (Figure 6.5.13, section 6.5.2). Biggest austenite grains 
contain all ferrite variants, which are recognizable attending to their pole figure (like grain 2 of 
Figure 6.5.18.b, whose ferrite pole figure is in Figure 6.5.20.a, corresponding to the parent 
austenite whose pole figure is in Figure 6.5.20.b). As expected, in the smaller grains, only some 
variants may be present (like grain 7b of Figure 6.5.18.b, whose ferrite pole figure is in Figure 
6.5.20.c), and not necessarily belonging to the same packet. On the other hand, some 
neighbouring grains happen to hold an austenite twin orientation relationship, like in the 
undeformed material, which occurs for the following pairs of austenite grains of map in Figure 
6.5.18.b: grains 5 and 6; grains 3 and 6; grains 6 and 8; grains 1 and 2; and grains 4 and 7 (Figure 
6.5.20.d). They present a parallel plane {1 1 1}fcc and hold a measured misorientation between 
57˚ and 60˚. Therefore, twin related grains in the undeformed material also seem to keep their 
misorientation upon deformation.  
Misorientation within austenite grains 
It is assumed that the pixel with the lowest KAM value is, for each austenite grain, the one whose 
orientation is the closest to the initial orientation at the undeformed state. Thus, it is convenient 
to observe the misorientation spread within each austenite grain (considering all the pixels 
within the grain) relative to the orientation of its minimum-KAM pixel, calculated in a similar 
way as described in ref. [242]. Results thus obtained for the 6% strain sample are plotted in 
Figure 6.5.22, and it is clear that the spread of austenite orientations within each grain increases  
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Figure 6.5.18. Part of high magnification EBSD maps of deformed Alloy_4_250. (a) Austenite phase, for the 
material deformed at 3% strain. (b) Austenite phase, for the material deformed at 6% strain; where austenite 
grains are delimited by white solid line, and some of the grains are identified by numbers. Non adjacent grains 
having the same crystallographic orientation are referred to with the same number and a different following 
letter. (c) Ferrite phase, for the material deformed at 3% strain. (d) Ferrite phase, for the material deformed at 
6% strain. 
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Figure 6.5.19. Distributions of austenite feature size for the undeformed and the deformed conditions, from 
EBSD. Frequency has been measured as the area fraction. 
 
Figure 6.5.20. (a) Pole figure of plane {1 1 0}bcc of bainitic ferrite/martensite variants of grain 2 in Figure 6.5.18.b. 
(b) Pole figure of plane {1 1 1}fcc of grain 2 Figure 6.5.18.b. (c) Pole figure of plane {1 1 0}bcc of bainitic 
ferrite/martensite variants of grain 7b in Figure 6.5.18.b. (d) Pole figure of plane {1 1 1}fcc of grains 4 and 7 in 
Figure 6.5.18.b. 
as austenite deformation increases. The question that remains is if this spread contributes to 
the texture observed in Figure 6.5.15.c. For that purpose, it is calculated the relative difference 
between the Schmid factor (of the conventional slip system) of the pixel with the minimum KAM 
value and the rest of the pixels within each austenite grain of map in Figure 6.5.18.b. In Figure 
6.5.23, the Schmid factor increments thus calculated for the 6% strain sample are plotted as 
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Figure 6.5.21. EBSD local misorientation maps of (a, c) the undeformed material and (b, d) the deformed material 
at 6% strain. In (c) and (d) the austenite grain boundaries are superimposed over the maps. A detailed of map (b) 
is also shown, with the corresponding austenite and ferrite orientation maps. 
a function of their relative misorientation. Since the tendency observed is that Schmid factors 
can either increase or decrease with the misorientation angle, it means that the deformation 
within austenite grains is not responsible of the texture at 6% strain. Instead, there is a possibility 
that austenite grains have undergone a net rotation, i.e., the orientation of the pixel taken as a 
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reference for each austenite grain, the one with the lowest KAM value, may differ significantly 
from the original one, at the undeformed state, which is unknown. In this context, for 
conventional TRIP steels, it has also been reported the fact that austenite features having a 
similar crystallographic orientation with respect to the straining direction experience similar 
rotations towards lower Schmid factor values [240].  
 
Figure 6.5.22. Distribution of austenite misorientation within each austenite grain in the undeformed and the 
deformed samples of Alloy_4_250 (from EBSD), calculated with respect to the orientation of the point with the 
minimum KAM. 
 
Figure 6.5.23. Austenite misorientation within each austenite grain at 6% strain and the corresponding Schmid 
factor of the conventional slip system (from EBSD), both parameters calculated with respect to the values of the 
point with the minimum KAM. 
Model for the influence of the crystal rotations on the texture evolution 
For a correct interpretation of the influence of the different mechanisms on the texture 
evolution it is necessary to model both the martensitic transformation and the crystal rotation.  
In the first case, the martensitic transformation, it is worth recalling the previous model, section 
6.5.1, for the evolution of martensite volume fraction when subjected to tensile testing. For that 
purpose, only the habit plane of austenite was necessary to know, which was assumed to be 
either {1 1 1} or {2 5 9}. However, for the modelling of the texture evolution of both austenite 
and ferrite, it is necessary to know not only the habit plane of austenite and the orientation 
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relationship between austenite and martensite (which can be assumed as K-S orientation 
relationship), but also how martensite variant selection operates, for which the habit plane of 
martensite is an input. Even if the plane {1 1 1} of austenite is considered now to be the habit 
plane of austenite, the habit plane of martensite is still unknown. In section 6.1.2, the 
identification of the bainitic habit plane was tried. The probable existence of more than one 
bainitic habit plane made impossible their identification based on a statistical method. Thus, it 
is not possible to obtain statistically the martensitic habit plane either, and it is not even possible 
to know the location of martensite in an EBSD map of deformed material.  
It has been already mentioned that during deformation there is a drop of austenite orientations 
having one close-packet plane with a high Schmid factor. If the austenite pole figure at 6% strain 
from Figure 6.5.15.c, is plotted assuming axial symmetry, Figure 6.5.24.a, a drop of intensity 
between 28° and 51° from the centre can be measured (blue region). If the same procedure is 
applied to ferrite pole figure at 6% strain in Figure 6.5.15.f, resulting in the pole figure with axial 
symmetry of Figure 6.5.24.b, the same drop of intensity is found between 22° and 48°. This is 
not consistent with the possibility that the texture of ferrite is a consequence of the appearance 
of martensite variants (keep in mind that martensite and bainitic ferrite are indistinguishable by 
EBSD technique) having a habit plane {1 1 0} almost parallel to the habit plane {1 1 1} of 
austenite. Thus, it can be concluded that in case of a plane {1 1 1} being the habit plane of 
austenite, a plane {1 1 0} is not likely the habit plane of martensite. The habit planes of the 
martensitic transformation are thus far from being known. The much more likely explanation of 
the texture evolution observed would be that in the case of austenite only those grains are left 
over from transformation which have a (1 1 1) plane normal to the tensile direction, and, at the 
same time, the new bct grains created by phase transformation all have a (1 1 0) plane also 
normal to the tensile direction.  
Even when the texture produced by the martensitic transformation is known, the pole figure 
can hardly been interpreted quantitatively. An example of model for the evolution of texture 
with mechanically-induced martensitic transformation is the one proposed by Kundu and 
Bhadeshia [208]. In that model, one martensitic crystal, taken as a reference, is forced to have 
the precise theoretical orientation of a known texture, in that case Goss and Cube textures, with 
a plane {2 5 9} as the habit plane of austenite. The rest of the martensitic orientations are 
generated by randomly choosing rotation axes, but limiting the right-handed angle of rotation 
to the range 0–45˚.Thus, the simulated martensite pole figure can only be qualitatively analysed 
when there is already ferrite before martensitic transformation.  
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Figure 6.5.24. Experimental pole figures of {1 1 1}fcc and {1 1 0}bcc  for Alloy_4_250, from EBSD, at a strain of 6%, 
assuming axial symmetry. 
For modelling the effect of the crystal rotation on texture, there are also different approaches 
[243]. Taylor introduced the concept that grains cannot behave independently of each other 
within a polycrystalline material during plastic deformation, and established the relationship 
between individual slips and the macroscopic strain increment of the whole sample [244]. 
Other authors suggested that the stress increment in various slip systems only depends on the 
strain increment, i.e. equal work-hardening is assumed for all the slip systems [245]. However, 
results of the simulations are strongly dependent on the slip system considered, and it fails when 
more than one slip system are activated and when the material is already textured [246]. 
Therefore, obtaining a simulated textured form the known mechanical response of the material 
is not trivial even when there is not phase transformation occurring simultaneously.  
As an alternative, a simple model is proposed and implemented in this section, in order to assess 
the influence of the crystal rotation itself on the texture evolution. No habit plane must be 
assumed as input for this model. Texture has not been deduced from the macroscopic values of 
the plastic strain either. Instead, a simulated pole figure has been generated following this 
procedure: 
1-From the EBSD dataset of austenite at 6% strain, the Euler angles of every data point are 
collected. 
2-For each trio of Euler angles, 12 new orientations, keeping a N-W OR with it, are generated. 
From each group of 12 variants, one is randomly selected.  
3-The simulated dataset of orientations are plotted as a pole figure.  
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The simulated pole figure, Figure 6.5.25.c, shows a good agreement with the experimental pole 
figure of ferrite at 6% strain, shown again in Figure 6.5.25.a for the sake of clarity. This similitude 
is even more emphasized if the corresponding pole figures assuming axial symmetry are 
compared, Figure 6.5.25.b and Figure 6.5.25.d. 
 
Figure 6.5.25. (a) Experimental pole figure of {1 1 0}bcc of Alloy_4_250 at 6% strain (from EBSD), i.e., equal to 
Figure 6.5.15.f.(b) Experimental pole figure assuming axial symmetry of {1 1 0}bcc  of the material at 6% strain 
(from EBSD), i.e., equal to Figure 6.5.24.b. (c) Simulated pole figure of {1 1 0}bcc  of the material at 6% strain. (d) 
Simulated pole figure of {1 1 0}bcc of the material at 6% strain, assuming axial symmetry. 
As said, the simulated pole figure of ferrite has been built just from the experimental data of 
austenite at 6% strain, considering random N-W OR, i.e., martensite variant selection has not 
been implemented in the simulation. It means that the simulated pole figure of ferrite is basically 
representative of the bainitic ferrite. Two extreme possibilities are considered:  
-On one hand it is reasonable to think that the texture of austenite at 6% strain resulted from 
austenite crystals that are unfavourable oriented for martensitic transformation. In that 
scenario, bainitic ferrite coming from the more stable austenite (keeping a random N-W OR) has 
an increasingly lower weight than the couple bainitic ferrite + martensite coming from less stable 
austenite. Therefore, it is difficult to understand that the texture observed in the experimental 
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pole figure of ferrite at 6% strain can be explained skipping the effect of the mechanically 
induced martensite.  
-On the other hand, the experimental pole figure of austenite at 6% strain can be interpreted as 
caused by the austenite crystal rotation. In that case, as bainitic ferrite also rotates in a 
synchronized manner (keeping the special OR with its parent austenite, as suggested by the high 
magnification analysis), experimental and simulated pole figures of ferrite at 6% strain can be 
compared. The good match between the experimental pole figure of ferrite at 6% strain and the 
simulated pole figure might be fortuitous, but it suggests that the crystal rotation and its effect 
on the texture development should not be neglected. This deformation mechanism might be in 
part responsible of the latter increase of the incremental work-hardening, which retards the 
localization of plastic deformation (plastic instability), improving the uniform elongation of the 
material.  
Therefore, these results suggest that there must be certain mechanical compatibility between 
austenite and bainitic ferrite, so that they can deform plastically together. In addition, the role 
that the habit plane is playing, as opposed to other king of grain boundaries, should be deeper 
studied.  
In-situ EBSD tests can help to understand the way how ferrite and austenite features rotate 
correspondingly with plastic deformation. However, such analyses should be also interpreted 
with care, as the behaviour of grains at the surface may be different from the bulk. In fact, 
studies on TRIP-assisted steels have shown that the retained austenite grains at the surface have 
a stronger tendency to transform than the austenite grains in the bulk of the material [240]. On 
the other hand, it is compulsory to evaluate the role that the mechanically induced martensitic 
transformation plays on the texture evolution, uncoupling this phenomenon from the crystal 
rotation. 
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6.5.4 Texture evolution. Non-local analyses 
In this section, it will be analyzed if in nanostructured bainite there is any contribution to texture 
evolution coming from plastic deformation alone (crystal rotation). For this purpose, for two 
bainitic microstructures of Alloy_8, treated at 200 and at 300°C, the evolutions of the austenite 
fraction and the phase texture as a function of tensile deformation were tracked by ND. The 
step-by-step test approach is also explained in section 5.3.2.  
Engineering stress-strain curves, Figure 6.5.26, showed that the microstructure obtained by 
transformation at 300°C exhibited a uniform elongation of approximately 10%, much higher 
than that obtained in the sample treated at 200°C, where fracture occurred at an elongation of 
2%. Alloy_8_200 presented a high work-hardening after yielding, as opposed to Alloy_8_300, 
whose engineering stress is kept almost constant along most of the plastic strain. Both behaviors 
resemble the curves of Alloy_4 treated at two different temperatures, already displayed in 
Figure 6.3.1.b.  
For Alloy_8, since the sample treated at 300°C and that treated at 200°C have deliberately the 
same initial austenite volume fraction (35% measured by XRD, Table 6.1.7), this parameter does 
not have influence on the YS. The increase of YS as the treatment temperature rises must be 
due to the higher C content of austenite in that case.  
 
Figure 6.5.26. Macroscopic tensile stress–strain curve of Alloy_8 transformed to bainite at 300 and 200°C. The 
lines indicate unloads for crystallographic texture measurements. 
The austenite evolutions vs. strain are shown in Figure 6.5.27. The martensite formation in both 
specimens showed different trends. No evidence of austenite to martensite transformation was 
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observed before necking (10% deformation) in Alloy_8_300. This is consistent with the results 
in a previous section, Figure 6.5.1.a and Figure 6.5.1.c, where it was observed that the change 
in the trend of the work-hardening curve responsible of high ductilities is not accompanied by 
an increase in the martensitic transformation rate. As opposed to Alloy_8_300, the austenite 
fraction in the sample Alloy_8_200 showed a significant reduction during the very early stage of 
deformation, from 30% at 0% deformation to 15% at 2% deformation.  
From the results on local mechanical measurements, it can be expected that in nanostructured 
bainite, no stress/strain partitioning occurs during the macroscopic elastic regime, since the 
Young’s modulus of ferrite and austenite are comparable. It is also expected an increasingly 
similar local Yield Strength between bainitic ferrite and austenite as the treatment temperature 
increases, as suggested by AFM results in section 6.2. For low treatment temperatures, however, 
bainitic ferrite should have a higher local Yield Strength than austenite, since, in general, the 
strength is proportional to the bainitic ferrite fraction. Due to the shielding effect, bainitic ferrite 
should start to deform plastically after austenite reaches its critical point for plastic deformation 
and/or transformation. For sample Alloy_8_200, transformation was exhausted at a small plastic 
strain, suggesting that it might have taken place by stress-induced transformation even during 
its elastic loading condition, probably driven by its lower austenite C content (Table 6.1.7) and 
the favorable crystallographic orientation of austenite features with respect to the applied stress 
direction. As a result, by increasing the stress to >2GPa the austenite transforms to martensite. 
On the contrary, in Alloy_8_300, local strength of bainitic ferrite and austenite might be more 
balanced, so that both phases leave the elastic regime more simultaneously and this results in a 
less pronounced composite behavior, i.e., a lower initial work-hardening. These assumptions are 
deeper analyzed by observing the texture evolution. 
Apart from the mechanically induced martensitic transformation of the metastable austenite, 
the constituent austenite features of the microstructure react to the applied stress by rotating 
in space with reference to the sample axis. The resultant texture evolution would have an 
appreciable effect on the elastic and plastic anisotropy of the polycrystalline (austenite, 
martensite and bainitic ferrite) aggregate, and also on the critical stress required to trigger the 
martensitic transformation in the remaining austenite. Consequently the question arises as to 
whether there will be any difference in the texture due to stress-induced transformation in the 
sample transformed at 200°C and due to plastic deformation in the sample transformed at 
300°C. A comparison of the texture, in terms of the minimum and maximum intensity of the ODF 
as a function of strain, is shown in Figure 6.5.28. Likewise, the changes in texture during 
deformation at room temperature are displayed as pole figures in Figure 6.5.29 and Figure 
6.5.30 for the samples transformed at 200 and 300°C, respectively, for selected strain levels.  
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Figure 6.5.27. Evolution of the austenite percentage as a function of plastic strain in Alloy_8 transformed at 200°C 
and 300°C, from neutron diffraction. 
 
Figure 6.5.28. Evolution of the orientation distribution function (ODF) intensity in both ferrite and austenite 
phases as a function of plastic strain in Alloy_8 transformed at 200°C and 300°C, from neutron diffraction. 
The starting texture state for both samples corresponds to a mainly random distribution of the 
crystals in both the ferritic matrix and the retained austenite. The texture changes consistently 
with tensile deformation of bcc and fcc materials. As plastic strain increases, the crystals in both 
phases are undergoing significant rotations, so that the (110)bcc and the (111)fcc deformation 
components gradually become dominant. However, Figure 6.5.28 clearly suggests that at 2% 
plastic strain, the fcc texture in Alloy_8_200 becomes stronger than that in Alloy_8_300, which 
reaches that level of intensity of ODF only after a plastic strain of 8% as shown in Figure 6.5.28 
and Figure 6.5.30. The fcc texture in Alloy_8_200 strengthens rapidly along the tensile axes as 
indicated by the center of the (1 1 1)fcc component in Figure 6.5.29. It is clear that the (1 1 1)fcc 
planes perpendicular to the tensile axes are not favorably oriented for the stress-induced 
martensite transformation. This is supported by the rapid reduction in austenite fraction 
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Figure 6.5.29. Pole figures showing the texture evolution for selected deformation steps in both ferrite and 
austenite phases in Alloy_8 transformed at 200°C, from neutron diffraction. 
 
Figure 6.5.30. . Pole figures showing the texture evolution for selected deformation steps in both ferrite and 
austenite phases in Alloy_8 transformed at 300°C, from neutron diffraction. 
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shown in Figure 6.5.27. On the other hand, the fcc texture strengthens slowly along the tensile 
axes in Alloy_8_300 as shown in Figure 6.5.30. At the same time, the bcc texture in Alloy_8_300 
slightly changes after loading, suggesting that the ferrite is able to deform to a certain extent 
under tension. This analysis is virtually impossible in Alloy_8_200 due to the overlapping of 
reflections from the newly formed martensite. However, consistent with a stronger bainitic 
ferrite matrix, the minimal bcc texture change detected in this sample suggests that ferrite 
hardly deforms under tension, as already commented. The critical resolved shear stress needed 
to induce the martensitic transformation is achieved due to strong bainitic ferrite, leading to 
premature failure. On the contrary, in samples heat treated at 300°C, both bainitic ferrite and 
austenite are capable of deforming plastically, allowing for a larger elongation. Therefore, the 
strength mismatch between both phases (bainitic ferrite and austenite) might explain the 
differences in mechanical behavior observed in both samples. 
  
182 
 
6.5.5 Future work: defect evolution and twinning induced plasticity. Evaluation by 
Electron channelling contrast imaging 
It was explained in section 3.4 the possibility that mechanically induced martensitic 
transformation may be strain-assisted, i.e., promoted by the generation of new defects within 
austenite, occurring as plastic deformation takes place. Those defects would act as nucleation 
sites for the martensite. In addition, the study of the defect evolution may reveal the presence 
of other deformation mechanisms that have been omitted. Specifically, the generation of 
nanotwins due to the action of a mechanical load, known as twinning induced plasticity (TWIP), 
might be responsible for the good work-hardening behavior of steels, in the same way as TRIP 
effect. These TRIP/TWIP steels are typically high Mn alloys, for which the investigation on these 
deformation mechanisms is extensive in literature. The theory that predicts the occurrence of 
mechanically induced twinning in those steels is reviewed and discussed for nanostructured 
bainite in the next section.  
Transformation induced plasticity/twinning induced plasticity effects. Stacking fault energy 
The occurrence of either TRIP or TWIP as a function of the Mn and C contents of austenite was 
established experimentally by Schumann et al. [247], through microstructural examination of 
austenitic steels subjected to a deformation process (Figure 6.5.31). The experimental limiting 
line between TRIP and TWIP has been extrapolated to Mn content values typical in 
nanostructured bainite (0.75-2wt.%). According to that, austenite features in nanostructured 
bainite might undergo TRIP or TWIP depending on its level of C enrichment.  
Other ways to determine the regions where different deformation mechanisms operate is by 
the calculation of the stacking fault energy (SFE), i.e., the Gibbs energy required to create a 
platelet of hcp() martensite of a thickness of only two atomic layers. It is known that 
transformation of austenite into martensite occurs for SFE below 18mJ·m-2. For SFE between 
18mJ·m-2 and 45mJ·m-2 TRIP is substituted by TWIP; and above 45mJ·m-2 plasticity and strain 
hardening are controlled solely by the glide of dislocations [248]. 
So far, there are four main methods to determine the SFE: measurement by TEM (by measuring 
the radius of dislocation nodes), calculation by Ab-initio, embedded-atom method (EAM), and 
thermodynamics. The Ab-initio calculations method is more suitable to calculate the SFE of Fe-
Cr-Ni stainless steels, and EAM to calculate the SFE of pure metals. For Fe-Mn-Si steels, it is 
difficult to measure their SFE by TEM because their SFE are so low that extended dislocation can 
barely be constricted. The calculation based on the thermodynamic model proposed by Olson 
and Cohen [249] has been widely used to calculate the SFE in Fe-Mn-Si steels, and will be 
adapted for the particular range of chemical compositions typical in nanostructured bainite.  
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Figure 6.5.31. Austenite Mn and C contents delimiting the TRIP and the TWIP regions, obtained experimentally. 
Dotted horizontal lines represent the typical range of Mn content in nanostructured bainitic steels. Image 
adapted from ref. [247]. 
The thermodynamic method implies the resolution of this equation [250]: 
𝑆𝐹𝐸 = 2Δ𝐺→ + 2𝜎 
where Δ𝐺→ is the change in molar free energy for the transformation of austenite into hcp 
martensite; 𝜎is the surface energy of the interface /ε; and  stands for the molar surface 
density along {1 1 1} planes. 
𝜎, the surface energy of the interface /ε, is normally reported to be 8-9mJ·m-2. However, it may 
vary between 5 and 27mJ·m-2  [251]. 
, the molar surface density is calculated as: 
 =
4
√3
1
𝑎𝛾
2𝑁
 
eq. 6.5.9 
where 𝑎𝛾  is the lattice parameter of austenite; and 𝑁 is the Avogadro number. 
Δ𝐺→ is the sum of two terms, one of them accounts for the chemical composition (Δ𝐺𝑐ℎ𝑒𝑚
→
), 
and the other is the magnetic contribution (Δ𝐺𝑚𝑎𝑔𝑛
→
): 
Δ𝐺→ = Δ𝐺𝑐ℎ𝑒𝑚
→
+ Δ𝐺𝑚𝑎𝑔𝑛
→
 eq. 6.5.10 
The first step before the calculation of Δ𝐺𝑚𝑎𝑔𝑛
→
 is the determination of the Neels temperature, 
𝑇𝑁𝑒𝑒𝑙𝑠, for a certain chemical composition. Empirical equations to obtain 𝑇𝑁𝑒𝑒𝑙𝑠 are mainly based 
on high Mn steels. Some doubts on the applicability of these equations for low Mn contents can 
arise from the fact that, according to refs. [250, 252], 𝑇𝑁𝑒𝑒𝑙𝑠 of austenite results to be negative 
in Kelvin, which is forbidden. Other authors have extrapolated their results to all Mn contents 
(for steels alloyed with Mn and C) [253], or to low Mn contents, down to 1.5wt.% [254], both 
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obtaining more credible values. What it is observed in any case is a continuous reduction of 
𝑇𝑁𝑒𝑒𝑙𝑠 as the Mn content also diminishes. The maximum 𝑇𝑁𝑒𝑒𝑙𝑠 value for a typical Mn content in 
nanostructured bainite would be about 150K, Figure 6.5.32.  
Δ𝐺𝑚𝑎𝑔𝑛
→
 is then calculated according to the expression described in refs. [248, 252, 255], where 
𝑇𝑁𝑒𝑒𝑙𝑠 is used as an input. The chemical composition of nanostructured bainite results in 
negligible values of Δ𝐺𝑚𝑎𝑔𝑛
→
. 
Two different thermodynamical models are used for the determination of Δ𝐺𝑐ℎ𝑒𝑚
→
: the 
subregular model and the sublattice model [256]. For Mn-C steels, there are subtle differences 
between their results, Figure 6.5.33. According to Mosecker et al. [256], the upper limit of SFE 
of the TRIP region is in that case 20mJ·m-2. It is clear that depending on the C content in bulk of 
the nanostructured bainitic steel and on the degree of C enrichment of each austenite feature, 
either TRIP or TWIP might be operating. The controversy comes with the role of Si, which is not 
considered in Figure 6.5.33. While in some works, a 3wt.% Si is reported to be irrelevant for the 
total Δ𝐺𝑐ℎ𝑒𝑚
→
, in refs. [248, 252], a 1.5wt.% Si leads to extremely high values of SFE applying the 
thermodynamical semi-empirical equations. It is not clear whether addition of Si increases or 
decreases the SFE. The mentioned thermodynamical theoretical calculations establish an 
increase of the SFE with the Si content, whereas experimental measurements suggest a 
reduction of the SFE [257]. 
 
Figure 6.5.32. TNeels  as a function of the austenite Mn mole fraction, according to extrapolated functions reported 
by different authors [250, 252, 253, 258]. 
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Figure 6.5.33. The austenite content of Mn and C delimiting the TRIP and the TWIP region (SFE=20mJ/m2), 
according to the subregular model and to the sublattice model. Image from ref. [256]. 
According ref. [255], which considers a wide range of Si contents, including the 1.5-2.5wt.% 
range typical in nanostructured bainite, for medium C contents, the TRIP region would be finally 
not banned for nanostructured bainite, Figure 6.5.34. Thus, these calculations predict that 
depending on the size/morphology of each austenite feature and its C content, it could undergo 
mechanically induced martensitic transformation and/or mechanically induced twinning.  
 
Figure 6.5.34. SFE for a wide range in austenite Si content, a medium C content, and different Mn contents. Image 
from ref. [255]. 
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Defect evolution by electron channelling contrast imaging 
As a first approach, the evolution of defects during tensile testing have been examined by means 
of ECCI on cross-sections of tensile specimens of Alloy_4_250, at the undeformed state and at a 
3% strain, and corresponding crystallographic information has been investigated by EBSD 
orientation maps. Results showed that nanotwins and stacking faults are already present at the 
undeformed state, as it is clear after the observation of large austenite features (Figure 6.5.35 
and Figure 6.5.36, respectively). This planar-fault formation during the bainitic transformation 
is a mechanism to accommodate the shape and volume change associated to the transformation 
[20, 72]. 
In the future, a systematic ECCI/EBSD analysis should be performed in order to evaluate whether 
new stacking faults and nanotwins may form as the tensile deformation takes place. Stacking 
faults present a habit plane {1 1 1} (as seen in Figure 6.5.36.c) and are formed by Shockley partial 
dislocations <1 1 -2>. Thus, the Schmid factor of the system {1 1 1}<1 1 -2> should give a hint 
on whether the stacking faults that are observed in deformed samples existed before tensile 
testing or have formed as a consequence of it.  
 
Figure 6.5.35. Images of austenite features by ECCI under channeling conditions, showing the presence of 
nanotwins in undeformed Alloy_4_250. (a) an austenite block and (b) an austenite film. 
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Figure 6.5.36. (a) Austenite block under channeling conditions, observed by ECCI, showing the presence of 
stacking faults in undeformed Alloy_4_250; (b) traces of the stacking faults are superimposed and (c) Wulff 
analysis of the stacking fault traces. 
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7 Conclusions 
This work attempts to disclose the operative deformation mechanisms of nanostructured 
bainite subjected to tensile testing, with special interest in the understanding of the 
performance in terms of ductility.  
The characterization of the initial microstructure has confirmed expected trends as a function 
of the heat treatment characteristics and has revealed the following new relevant information. 
For all the studied steels, and as expected, increasing the transformation temperature leads to 
a coarsening of the final microstructure. But in some cases, a small increment of the 
transformation temperature, 30C, does not reveal any substantial change. Similarly, extension 
of the isothermal heat treatment far beyond the time strictly necessary for the transformation 
to conclude, did not introduce any change in the scale of bainite. 
Both techniques XRD and EBSD suggest that the higher the transformation temperature for 
bainite is, the more relaxed the microstructure becomes.  
It has been demonstrated that the ferrite in nanostructured bainitic steels is tetragonal, a 
structure which has a higher capability to accommodate C in defect free solid solution. As the 
bainitic heat treatment increases, the structure of bainitic ferrite moves towards a cubic 
structure, i.e., the tetragonality decreases. In addition, C located at defects, boundaries and 
clusters decreases as the bainitic treatment temperature increases. These phenomena can 
counteract the fact that retained austenite fraction is higher for higher bainitic treatment 
temperatures, causing the retained austenite to be more enriched in C as the bainitic treatment 
increases.  
Measurements of local elastic properties have shown that the Young’s modulus is similar for the 
phases present in the initial microstructure. Thus no mechanical partitioning between phases is 
expected within the elastic range of a tensile test. Instead, this mechanical partitioning is likely 
to occur beyond the yield strength, since bainitic ferrite and retained austenite must have quite 
different strengths: a strong bainitic ferrite is responsible for the levels of yield strength achieved 
by nanostructured bainitic steels. Local measurements of plastic properties have revealed that 
in a microstructure treated at an unusual high temperature, bainitic ferrite and retained 
austenite might yield at similar values of stress, i.e., a mechanical compatibility might be 
improved by higher treatment temperatures. These results can be interpreted to be a 
consequence of the structural and chemical changes associated to the increase of the bainitic 
treatment temperature: bainitic ferrite becomes less tetragonal and with a lower dislocation 
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density, which decreases its strength, whereas austenite gets more enriched in C, which 
increases its strength towards the values of bainitic ferrite.  
The detailed investigation of samples presenting different levels of deformation after tensile 
testing has revealed the following facts. 
For all the steels studied, ductility is improved in samples where the microstructure was 
obtained at higher temperatures. The total elongation of nanostructured bainite is enhanced by 
taking advantage of two phenomena: a moderate work-hardening (measured as the incremental 
work-hardening rate), where softening mechanisms prevail over the stress increment, and a 
likely enhanced damage resistance. In some cases, the increase of the incremental work-
hardening rate at the latter stages of the uniform deformation region increases the uniform 
elongation by the delay of the necking formation. The martensitic transformation does not seem 
to contribute to increase the work-hardening of these microstructures, but to the beneficial 
strain softening (moderate work-hardening) shown by some samples. All these observations are 
interpreted as follows: 
The fact that an initial high work-hardening is detrimental in terms of ductility is because too 
high stresses can trigger the fragile fracture of the material, even long before the plastic 
instability is predicted. Ductility values have been proven to strongly vary while keeping different 
grain sizes constant, i.e., the different grain boundaries lengths might have little effect on the 
total elongation. However, the weakest point controlling the fracture is likely to correspond to 
certain fragile boundaries. For example, the examination of fracture surfaces revealed that 
complex and mixed fracture mechanisms are involved, but there is an important presence of 
intergranular fracture. And, according to EBSD analyses, the behavior of habit planes seems to 
be different from other kind of boundaries upon deformation. 
The samples presenting the best work-hardening behavior (these treated at higher 
temperatures) have also an improved damage resistance in some cases. It suggests that a 
reduction on the mechanical partitioning between phases in those samples contributes to retard 
the fracture. If the evolution of austenite as a function of the tensile stress is modeled assuming 
stress-assisted martensitic transformation, there seems to be a mechanical shielding effect over 
austenite in samples treated at the lowest temperatures tested, whose performance is poor. 
Neither initial fraction of austenite, final fraction of austenite nor fraction of transformed 
austenite are related to the total elongation from a global point of view. Only the ratio between 
the austenite C content and the austenite fraction seems to contribute to the enhancement of 
the ductility, i.e., a big amount of unstable/soft austenite is not positive. Moreover, a highly 
stable austenite, unable to undergo mechanically-induced martensitic transformation when 
191 
 
embedded in a soft matrix of bainitic ferrite, has shown an important enhancement of the 
ductility. The synchronized crystal rotation of bainitic ferrite and austenite associated to the 
plastic deformation (without or with low martensitic transformation) might be relevant in terms 
of texture development, leading in some cases to a latter work-hardening increase that retards 
the plastic instability, increasing the uniform elongation.  
The presence of other deformation mechanisms such as TWIP cannot be ruled out. Moreover, 
the generation of stacking faults with the deformation might promote not only the nucleation 
of twins, but also the nucleation of martensite, leading to strain-assisted martensitic 
transformation. 
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8 Acronyms 
AFM: Atomic force microscopy. 
APT: Atom probe tomography. 
BF: Bright field mode in transmission electron microscopy. 
BSE: Backscattered electrons. 
DF: Dark field mode in transmission electron microscopy. 
DMT: Derjaguin–Müller–Toporov fit model for nanoindentation force curves. 
EBSD: Electron backscatter diffraction. 
ECCI: Electron channelling contrast imaging. 
EDS: Energy dispersive X-ray spectroscopy. 
FEG-SEM: Field emission gun scanning electron microscopy. 
FFT: Fast-Fourier transformation. 
G-T: Greninger–Troiano crystallographic orientation relationship. 
HR-TEM: High resolution transmission electron microscopy. 
HV: Vickers hardness. 
HWHM: Half widths at half maximum height of the intensity profiles of high resolution 
transmission electron microscopy images. 
KAM: Kernel average map. 
K-S: Kurdjumov-Sachs crystallographic orientation relationship. 
ND: Neutron diffraction. 
N-W: Nishiyama-Wassermann crystallographic orientation relationship. 
ODF: Orientation distribution function. 
OR: Orientation relationship. 
PAG: Prior austenite grain. 
PAGS: Prior austenite grain size. 
PF-QNM: peak force quantitative nanomechanical mapping 
SAD: Selected area diffraction mode in transmission electron microscopy. 
SE: Secondary electrons. 
SEM: Scanning electron microscopy. 
SFE: Stacking fault energy. 
TEM: Transmission electron microscopy. 
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TRIP: Transformation induced plasticity. 
TTT: Temperature-time-transformation. 
TWIP: Twinning induced plasticity. 
WD: Working distance in microscopy.  
XRD: X-ray diffraction. 
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9 Nomenclature 
𝐴 : Evolving cross section of the tensile specimen during testing. 
𝐴0 : Cross section of the tensile specimen before testing. 
Ac3: Temperature at which, during heating, austenitization is complete.  
Bs  : Bainite start temperature. 
a, c: Lattice parameters of a bct structure. 
aα ,,cα : Lattice parameter of a bainitic ferrite. 
𝑎𝛾 : Mean lattice parameter of austenite.  
𝑎ℎ𝑘𝑙: Lattice parameter calculated from the interplanar spacing of the family of planes { ℎ 𝑘 𝑙}. 
𝑏 : Modulus of the Burgger’s vector.  
?⃗?: Burger’s vector. 
𝐶𝑆 : Crystallite size. 
Di : Diameter of the tensile specimen before testing. 
Df  : Diameter of a certain cross-section of a tensile specimen after interrupted or complete 
testing.  
𝑑 : Austenite feature size. 
𝑑ℎ𝑘𝑙: Interplanar spacing for the family of planes {h k l}. 
𝐸: Young’s modulus. 
𝐸∗: Young’s modulus of the indenter in nanoindentation. 
𝐸𝑖: Effective elastic modulus in nanoindentation. 
𝑒 : Engineering strain of a tensile test. 
𝑒𝑡 : Total elongation.  
𝑒𝑢 : Uniform elongation. 
𝐺 : Elastic shear modulus. It equals 
𝐸
2(1+𝜈)
. 
G, 2G, 3G : Any diffraction spot, in a TEM pattern, which is a neighbour of the transmission 
spot of first-order, second-order and third-order, respectively.  
𝐺𝑁: Universal nucleation function based on a dislocation mechanism associated to martensite. 
GoF : Goodness of fit of Rietvel analysis in X-ray diffraction. 
𝐺𝑆𝐵: Stored energy of bainite (~400Jmol
-1). 
𝐺𝑁
′: Minimum driving force needed to stimulate martensite by an athermal diffusionless 
nucleation and growth mechanism on cooling. 
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?⃗? : Vector, in the reciprocal space, connecting the transmission spot with the first diffraction 
spot, G. 
H: Meyer hardness. 
ℎ : Depth of a nanoindentation, measured by topographic AFM mode.  
h k l : Miller’s indices of a crystal plane.  
I0: Intensity of the transmitted beam in TEM. 
Ig; Intensity of a diffracted beam in TEM. 
𝐼𝛼
ℎ𝑘𝑙: Integrated intensity of the ferrite diffraction peak (hkl) in X-ray diffraction. 
𝐼𝛾
ℎ𝑘𝑙: Integrated intensity of the austenite diffraction peak (hkl) in X-ray diffraction. 
𝐾 : Strength coefficient of Hollomon’s equation.  
𝐾 : Fitting parameter for the relationship between plastic strain and volume fraction of 
austenite. It would depend upon the material and the test temperature in a tensile test. 
𝐾1: Fitting parameter for the relationship between plastic strain and volume fraction of 
austenite. It does not depend on either the chemical composition or the deformation 
temperature in a tensile test. 
𝑘𝑝: Constant of proportionality between 𝛺 (the distance between carbides in ferrite) and its 
contribution to (𝑌𝑆𝛼) the yield strength of ferrite. 
𝐿 : Evolving gauge length of the tensile specimen during testing. 
𝐿0 : Gauge length of the tensile specimen before testing. 
𝐿𝛼: Mean intercept line of the banitic ferrite plate measured in a direction normal to the plate 
length. 
Ms : Martensite start temperature. 
Ms : Temperature above which martensitic transformation is not stress-assisted, but strain-
assisted instead. 
Md  : Temperature above which martensitic transformation does not occur regardless of the 
deformation. 
𝑁: Avogadro number. 
𝑛 : Incremental work hardening parameter. 
ṇ : Integer in Bragg’s law.  
O: Spot from the transmitted rays, in a TEM diffraction pattern. 
𝑃 : Tensile mechanical load. 
𝑃 : Evolving load applied during a nanoindentation. 
𝑃𝑚𝑎𝑥 : Maximum load applied at the elastic regime during a nanoindentation. 
𝑅: Nominal radius of curvature of an AFM tip. 
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Rexp : Statistically expected least squares fit of Rietveld analysis in X-ray diffraction. 
Rp : Profile residual of Rietveld analysis in X-ray diffraction. 
Rwp : Weighted summation of residual of the least squares fit of Rietveld analysis in X-ray 
diffraction. 
𝑅𝛼
ℎ𝑘𝑙: Normalization factor for the intensity of the ferrite diffraction peak (hkl) in X-ray 
diffraction. 
𝑅𝛾
ℎ𝑘𝑙: Normalization factor for the intensity of the austenite diffraction peak (hkl) in X-ray 
diffraction. 
𝑠 : Engineering stress of a tensile test. 
𝑠 : Shear strain of the shape deformation of martensite. 
T: Temperature. It may refer to either the bainitic treatment temperature or the test 
temperature.  
Tc : Critical value of temperature for the C order-disorder reaction in ferrite. 
Tm: Absolute melting temperature. 
T0’: Temperature at which the free energy of austenite and the free energy of ferrite are the 
same, for a same chemical composition (including C content), taking into account the stored 
energy of the ferrite due to the displacive mechanism of transformation (400J·mol-1). 
𝑇𝑁𝑒𝑒𝑙𝑠: Néel temperature. 
t: Time. 
tα  : mean bainitic plate thickness. 
UTS: Ultimate tensile strength. 
Vα : Ferrite volume fraction (it may include bainitic ferrite and martensite). 
𝑉𝛼′: Formed volume fraction of martensite. 
𝑉𝛾
0 : Initial volume fraction of austenite, i.e., prior to tensile testing. 
𝑉𝛾 : Volume fraction of austenite.  
𝑉𝛾
𝐹 : Final volume fraction of austenite, i.e., at the fracture surface after complete tensile testing.  
𝑤 , 𝑤𝐶
 : C content of ferrite. 
𝑤

, 𝑤𝐶

 : C content of austenite. 
𝑤0

∶ Initial C content of austenite (before mechanically induced martensitic transformation 
during tensile testing). 
𝑤𝑖, 𝑤𝑖
𝑏𝑢𝑙𝑘 : weight % of the alloying element 𝑖 of the steel in bulk. 
𝑤, 𝑤𝑏𝑢𝑙𝑘 , 𝑤𝐶 , 𝑤𝐶
𝑏𝑢𝑙𝑘 : C content (weight %) of the steel in bulk. 
X0’ : Carbon content of austenite at which its free energy equals the free energy of ferrite with 
the same C content, for a given chemical composition and temperature, taking into account 
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the stored energy of the ferrite due to the displacive mechanism of transformation 
(400J·mol-1). 
x : Horizontal coordinate axis of the real space, in the plane of the cross-section of the tensile 
specimen. 
x’ : Horizontal coordinate axis of the reciprocal space, in the plane of the cross-section of the 
tensile specimen. 
YS : Yield strength. 
𝑌𝑆𝛼: Yield strength of ferrite phase. 
𝑌𝑆: Yield strength of austenite phase. 
y : Vertical coordinate axis of the real space, in the plane of the cross-section of the tensile 
specimen. 
y’ : Vertical coordinate axis of the reciprocal space, in the plane of the cross-section of the tensile 
specimen. 
z : Coordinate axis of the real space, parallel to the tensile direction.  
z’ : Coordinate axis of the reciprocal space, parallel to the tensile direction.  
α, αb : Bainitic ferrite. For techniques which cannot distinguish between bainitic ferrite and 
austenite, this parameter refers to ferritic bcc/bct structure. 
’ : bct martensite. 
𝛽 : Angle between the shear direction of the martensitic transformation and the maximum shear 
direction of the applied stress resolved on the habit plane. 
δ: Indentation, parameter registered during the nanoindentation. 
: hcp martensite. 
ɛ, ɛp : True plastic strain of a tensile test. 
c : Critical level of deformation of austenite at which martensitic transformation is not possible.  
εmicro : Microstrain, calculated by X-ray diffraction.  
εmicro_α : Microstrain of ferrite, calculated by X-ray diffraction. 
p_-´ :True plastic deformation at martensitic transformation start. 
εsect_fract : Plastic strain at the cross-section of a tensile specimen where fracture occurs after 
complete testing, calculated from the change in the diameter. 
εsect : Plastic strain at a certain cross-section of a tensile specimen after testing, calculated from 
the change in the diameter. 
ɛtotal : True total (elastic + plastic) strain of a tensile test. 
ϕ : Angle of rotation of a specimen in the plane of its surface, in X-ray diffraction. 
 : Austenite. 
199 
 
𝜑 : Angle between the applied stress axis and the normal to the habit plane of the martensitic 
transformation. 
𝜑, 𝜃, ψ: The three Euler angles. 
𝜆 :Wavelength of the incident  beam in X-ray diffraction. 
λ: Angle between a slip direction and the tensile direction. 
𝜈 : Poisson’s ratio.  
θ : Angle between the sample surface and the incident beam, in X-ray diffraction.  
 : Molar surface density along {1 1 1} planes. 
𝜌𝑑 : Dislocation density. 
𝜎: Surface energy of the interface /ε. 
σ : True stress of a tensile test. 
𝜎1, 𝜎2, 𝜎3 : The three principal stresses. 
𝜎𝑐: Solid solution strengthening due to the C in ferrite. 
𝜎𝐹𝑒: Strength of pure annealed Fe. 
frat: True stress at fracture in a tensile test. 
𝜎ℎ: Hydrostatic stress.  
max: Maximum stress withstood by a certain cross-section of a tensile specimen during testing. 
𝜎𝑛 : Component of an applied external stress normal to the habit plane of the martensitic 
transformation. 
𝜎𝑠𝑠
𝑖  : Solid solution strengthening due to the alloying element 𝑖 in ferrite. 
?̅? : Equivalent stress.  
-’ : True stress at martensitic transformation start. 
𝜏 : Shear component of an applied external stress resolved along the direction of the shear 
displacement of the shape deformation of the martensitic transformation.  
𝜏𝑚𝑎𝑥: Maximum shear stress of the elastic regime during a nanoindentation. 
𝜏𝑠 : Contribution by the solid solution hardening to the resistance to the dislocation debris 
associated to martensitic transformation.  
 : Angle between the tensile direction and the normal to a slip plane. 
𝜁 : Dilatational strain of the shape deformation of martensite. 
Г : Average distance moved by dislocations associated to martensitic transformation. 
Δ𝐺𝑐ℎ𝑒𝑚: Term of the driving force for the martensitic transformation due to the chemical 
composition. 
Δ𝐺𝑐ℎ𝑒𝑚
→
: Contribution of the chemical composition to the Δ𝐺→. 
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Δ𝐺crit : Minimum driving force needed to stimulate martensite by an athermal diffusionless 
nucleation and growth mechanism.  
Δ𝐺𝑒𝑥 : Contribution of the austenite feature size to the SFE. 
∆𝐺𝑚: Maximum molar Gibbs free energy change accompanying the nucleation of bainitic ferrite. 
Δ𝐺𝑚𝑎𝑔𝑛
→
: Magnetic contribution to the Δ𝐺→. 
Δ𝐺𝑚𝑒𝑐ℎ: Term of the driving force for the martensitic transformation due to a mechanical 
external force. 
∆𝐺𝛾→𝛼: Free energy change accompanying the transformation of austenite into ferrite without 
any change in the chemical composition. 
Δ𝐺→: Free energy change accompanying the martensitic transformation. 
Δ𝐺→: Free energy change of the transformation of austenite into hcp martensite. 
𝛺: Distance between carbides in ferrite. 
  
201 
 
10 List of figures 
Figure 3.0.1. Typical values of total elongation until fracture vs. ultimate tensile strength for 
different steels. Adapted from ref. [2]. 
Figure 3.1.1. The free energy curves of austenite () and ferrite, taking into account the stored 
energy of it due to the displacive mechanism of bainitic transformation (α+strain) or not (α), at 
a temperature T1. Below it, the To’ curve, where T1 has been explicitly indicated. Adapted from 
ref. [11]. 
Figure 3.2.1. Bright field TEM image of a sheave of nanostructured bainite. 
Figure 3.3.1. Ultimate tensile strength (UTS) and yield strength (YS) of different samples as a 
function of the ratio Vα/tα. Adapted from ref. [27]. 
Figure 3.3.2. Two examples of the tensile response of two typical TRIP-aided steels and their 
corresponding austenite fraction evolution. Adapted from ref. [32]. 
Figure 3.3.3. The total elongation vs. the initial austenite fraction of two steels. Data from ref. 
[41]. 
Figure 3.4.1. Schematic representation of stress-assisted and strain-assisted regimes of 
mechanically induced martensitic transformation. Image adapted from refs. [53, 62, 66]. 
Figure 3.4.2. Plot of the predicted vs. experimental values of the retained austenite, using eq. 
3.4.7. Line represents the ideal case, where measured and calculated values are identical. Image 
adapted from ref. [63]. 
Figure 3.4.3. Schematic representation of the evolution of the retained austenite fraction with 
true plastic strain for three test temperatures so that  𝑻𝟑 ≥ (𝑴𝒅)  >  𝑻𝟐 >  𝑻𝟏, according to 
eq. 3.4.7. 
Figure 3.4.4. Schematic representation of the test temperature as compared to different 𝑴𝒔 
and 𝑴𝒅 values in three different scenarios of austenite mechanical stability. 
Figure 3.4.5. Dependence of 𝑴𝒔 and 𝑴𝒅 temperatures with the austenite C content for a typical 
chemical composition of nanostructured bainite. 
Figure 3.4.6. X-ray diffraction (200) peak profile evolution as a function of strain, of Steel A (read 
main text). Lower values of 2θ imply higher values of lattice parameter. Adapted from ref. [77]. 
Figure 3.4.7. Calculated values of critical true plastic strain vs. austenite C content for a typical 
chemical composition of nanostructured bainite. The critical true plastic strain is calculated using 
eq. 3.4.5 where the effect of the austenitic feature size (different lines in the figure) on the 
driving force for the martensitic transformation is also included. 
Figure 3.4.8. Distribution and corresponding average sizes of the retained austenite films and 
blocks of two nanostructured bainitic steels, Steel A and Steel B (see main text). Adapted from 
ref. [77]. 
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Figure 3.4.9. Experimental evolution of transformed retained austenite as a function of true 
plastic strain, in two nanostructured bainitic steels, Steel A and Steel B (see main text). Adapted 
from ref. [77]. 
Figure 5.2.1. Cubic differential volume element of a solid, (a) having its axes aligned with the 
principal axes, (b) with random coordinate axes. 
Figure 5.2.2. Stresses acting over a differential element, in two dimensions, under uniaxial 
conditions, for two different coordinate reference systems. 
Figure 5.2.3. Example of the engineering stress-strain of a material subjected to tensile testing, 
and some of its most important parameters. 
Figure 5.2.4. The incremental work-hardening exponent, 𝒏 = 𝒅𝐥𝐧𝝈𝒅𝐥𝐧𝜺 vs. 𝜺; and the 
Considere’s criterion 𝒏 = 𝜺. 
Figure 5.3.1. Goniometer of X-ray diffraction technique, with θ-2θ  geometry. 
Figure 5.3.2. XRD pattern of a nanostructured bainite, where only peaks belonging to austenite 
and to ferrite appear. 
Figure 5.3.3. Drawing of the EBSD system. 
Figure 5.3.4. Kikuchi pattern after background removal and the corresponding analysis for the 
recognition of bands. 
Figure 5.3.5. Rough diagram of the map scanned during EBSD analysis. 
Figure 5.3.6. (a) Virtual example of EBSD orientation map for the z direction (direction 
perpendicular to the polished surface of the sample) and (b) the legend, the inverse pole figure, 
where each color identifies a crystal plane. 
Figure 5.3.7. Pole figure of the family of planes {1 1 0} for a certain crystal orientation with 
respect to the sample coordinate system, where A3 is normal to the scanned surface Image 
adapted from [108]. 
Figure 5.3.8. (a) Austenite orientation EBSD map and the corresponding pole figure for the family 
of planes {1 1 1}. 
Figure 5.3.9. SEM configuration for ECCI. Image adapted from ref. [111]. 
Figure 5.3.10. Schematic representation of defect contrast in ECCI for (a) a stacking fault bound 
by two Shockley partial dislocations and (b) for an edge dislocation. Depending on the depth of 
the defect below the surface, backscattering is stronger or weaker, leading to intensity 
oscillations. Image from ref. [111]. 
Figure 5.3.11. Austenite orientation EBSD map and the corresponding ECCI micrograph with 
some austenite features identified. 
Figure 5.3.12. Drawing of the different TEM conventional working modes: Bright field, dark field 
and selected diffraction pattern. Adapted from ref. [112]. 
Figure 5.3.13. Diffraction pattern from SAD mode in TEM, with a grid superimposed. 
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Figure 5.3.14. Schematic of a three-dimensional local electrode atom probe. The atoms are 
evaporated from the apex of the sample, by application of a high electric field between the 
counter electrode and the sample, and hit the imaging detector. Image from ref. [115]. 
Figure 5.3.15. (a) Carbon atom map, (b) carbon isoconcentration surfaces at 10 at.% C 
superimposed with the carbon atom map, and (c) concentration profiles across (b) a dislocation 
in the vicinity of the bainitic ferrite/austenite interface in bainitic ferrite, in a nanostructured 
bainitic steel. Image from the ref. [20]. 
Figure 5.3.16. Topographical map of the surface of a gold sample, scanned with a fine tip, 
showing the nanoindentation footprint made by a diamond tip (a), with its corresponding area-
depth relationship (b). 
Figure 5.3.17. Topographical map of the etched surface of undeformed Alloy_4_350. The 
elevated area (brighter) corresponds to austenite, while the depressed (darker), to bainitic 
ferrite. Some of the nanoindentation footprints of the array are indicated with white 
circumferences for the sake of clarity. 
Figure 6.1.1. Secondary electron SEM images of etched surfaces of undeformed Alloy_4_350 (a) 
and Alloy_4_250 (b). Microstructural features are indicated. 
Figure 6.1.2. Secondary electron SEM images of etched surfaces of undeformed Alloy_1_250 (a), 
Alloy_1_220_24h (b) and Alloy_1_220_168h (c). 
Figure 6.1.3. Example of secondary electron SEM image of the etched surface of a 
nanostructured bainitic steel, where the thickness of some bainite plates is indicated. 
Figure 6.1.4. The distribution of austenite block sizes for Alloy_1 subjected to different heat 
treatments. 
Figure 6.1.5. (a) Bright field TEM image of Alloy_1_220_24h; (b) bright field TEM image of 
Alloy_1_220_168h; (c) higher magnification bright field TEM image showing the presence of a 
block of austenite in Alloy_1_220_24h. 
Figure 6.1.6. (a) Bright field TEM image of Alloy_1_220_168h; (b) the corresponding dark field 
image using the spot (1 1 0); (c) the corresponding dark field image using the spot (1 1 1); (d) 
the indexed diffraction pattern of both phases; (e) the corresponding crystallographic analysis. 
Figure 6.1.7. Drawing showing the different crystallographic grains which a prior austenite grain 
may be divided into. 
Figure 6.1.8. EBSD orientation maps of austenite (a) and bainitic ferrite (b) of undeformed 
Alloy_4_250. The prior austenite grain boundaries are marked with white-dashed lines. 
Figure 6.1.9. Theoretical pole figure for planes {1 0 0} of the 12 variants of Nishiyama-
Wassermann (N-W) orientation relationship. 
Figure 6.1.10. EBSD orientation map of bainitic ferrite of undeformed Alloy_1_250. Some 
variants are identified according to Figure 6.1.9. Solid black lines are PAG boundaries. 
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Figure 6.1.11. EBSD orientation map of bainitic ferrite of undeformed Alloy_1_220_24h. Some 
variants are identified according to Figure 6.1.9. Solid black lines are PAG boundaries, while 
dashed black lines are boundaries of the PAG microtwins. 
Figure 6.1.12. EBSD orientation map of bainitic ferrite of undeformed Alloy_1_220_168h. Some 
variants are identified according to Figure 6.1.9. Solid black lines are PAG boundaries, while 
dashed black lines are boundaries of the PAG microtwins. 
Figure 6.1.13. Pole figures for planes {1 0 0}, {1 1 0} and {1 1 1} from bainitic ferrite within the 
prior austenite grain marked with a star in the EBSD orientation map of Alloy_1_250 in Figure 
6.1.10. 
Figure 6.1.14. Example of EBSD ferrite orientation map of Alloy_1_250. Austenite was not 
indexed, and the unindexed pixels have been removed by a cleaning post-process to improve 
block visualization. Block boundaries correspond to high angle boundaries (>15). Some habit 
planes and a bainite packet boundary have been also drawn. 
Figure 6.1.15. An example of misorientation angle distribution of bainitic ferrite in a 
nanostructured bainitic steel (red bars), together with the Mackenzie-Handscomb distribution 
(grey line). 
Figure 6.1.16. Example of color-contoured pole figure of bainitic ferrite from EBSD in a 
nanostructured bainitic steel, only from rotation axes whose corresponding misorientation 
angle is over 52.3°. 
Figure 6.1.17. EBSD map of bainitic ferrite of undeformed Alloy_1_250, where bainite packet 
and bainite block boundaries, in black and blue, respectively, are marked. 
Figure 6.1.18. EBSD map of bainitic ferrite of undeformed Alloy_1_220_24h, where bainite 
packet and bainite block boundaries are marked in black and blue, respectively. 
Figure 6.1.19. EBSD map of bainitic ferrite of undeformed Alloy_1_220_168h, where bainite 
packet and bainite block boundaries, in black and blue, respectively, are marked. 
Figure 6.1.20. Trace analysis. (a) Representation of EBSD where the trace of a boundary has been 
outlined in blue; (b) stereographic projection of the poles of all possible planes containing the 
mentioned trace, forming the red semiellipsoid; (c) the same analysis repeated for other traces, 
which converge in one point if the habit plane is unique. Image adapted from [152]. 
Figure 6.1.21. Diagram of a boundary trace and all potential boundary planes (a); the 
stereographic projection of the poles of all potential boundary planes, which converge in a point 
if the boundary plane is unique (b); and an example of EBSD orientation map of bainitic ferrite, 
where some bainitic block boundaries have been outlined in black and numbered (c). 
Figure 6.1.22. The stereographic projection of the poles of all potential boundary planes 
containing the traces shown in the EBSD map of Figure 6.1.21 and in Table 6.1.6. 
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Figure 6.1.23. EBSD local misorientation (<1.5°) map of bainitic ferrite of undeformed 
Alloy_1_250. 
Figure 6.1.24. EBSD local misorientation (<1.5°) map of bainitic ferrite of undeformed 
Alloy_1_220_24h. 
Figure 6.1.25. EBSD local misorientation (<1.5°) map of bainitic ferrite of undeformed 
Alloy_1_220_168h. 
Figure 6.1.26. APT measurements on Alloy_1 treated at 300°C showing (a) C atom map, (b) C 
isoconcentration surface at 4at.% superimposed with the C atom map, and (c) proximity 
histograms across the bainitic ferrite/austenite interfaces indicated by arrows, the C 
concentration reported has been measured in austenite and ferrite regions far away from any 
defect and interface [85] indicated by boxes. 
Figure 6.1.27. APT measurements on C supersaturation in ferrite as a function of (a) 
transformation temperature, (b) transformation time indicating the fraction of bainitic ferrite 
for Alloy_6_200, and (c) different tempering conditions applied to the bainitic microstructure of 
Alloy_6_200. The paraequilibrium (PE) phase boundary between ferrite (bcc) and austenite were 
calculated from [144] and the paraequilibrium (PE) phase boundary between ferrite (bct) and 
austenite using [165]. The tempering parameter is defined as T (20 + log(t)) where T is expressed 
in K and t in h. 
Figure 6.1.28. For Alloy_1 and Alloy_7 transformed at 250°C, comparison of the observed (blue 
open circles) and calculated (red solid line) XRD pattern obtained after Rietveld refinement using 
beside a fcc austenite, the crystal structure of (a) bcc ferrite (b) two bcc ferrites and (c) a bct 
ferrite. The differences between experimental data and the fitted simulated pattern are plotted 
as a continuous grey line at the bottom, and the contribution of the component phases in 
different colors (orange for ferrite and green for austenite). 
Figure 6.1.29. (a) Alloy_1 and (b) Alloy_7, lattice parameters and c/a ratio evolution as a function 
of the bainitic transformation temperature measured by XRD. Dotted lines represent the 
corresponding values for the as-quenched condition. 
Figure 6.1.30. Examples of X-ray spectra for Alloy_1 in the as-quenched condition and after 
bainitic transformation at 350 and 220°C, (a) general and (b) detail. 
Figure 6.1.31. (a) Alloy_1 and (b) Alloy_7, Carbon content of bainitic ferrite and retained 
austenite as a function of the bainitic transformation temperature, from XRD. Dotted lines 
represent the corresponding values for the as-quenched condition. Carbon deficit represent the 
difference between mass balance and the alloy C content, as described in the main body of the 
text. 
Figure 6.1.32. Nanostructured bainite in Alloy_6 treated at 200°C (a) TEM micrograph showing 
thin film of retained austenite (c) between two nanostructured bainitic ferrites plates (αb), (b) 
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HR-TEM image showing the interface between bainitic ferrite (αb) and retained austenite (), (c) 
the corresponding FFT diffractogram indicating the Nishiyama–Wassermann orientation 
relationship, and (d) the contrast profiles respectively along the [0 1 0] and [0 0 1] directions in 
the region of interests (the black square in (b)). 
Figure 6.2.1. Details of AFM topographical maps of the etched surface of Alloy_4_250 with three 
numbered nanoindentations produced by AFM (a); and their corresponding force curves (b). 
Figure 6.2.2. Details of AFM topographical maps of the etched surface of Alloy_4_350 in which 
footprints of nanoindentations are numbered (a) and (b); and their corresponding force curves 
(c). The nanoindentation footprint 6 (b), in ferrite, is presented together with its surface profile 
along the horizontal direction. 
Figure 6.2.3. Normalized distribution of E values obtained by AFM nanoindentations in austenite 
of Alloy_4_350. 
Figure 6.2.4. The AFM topographical map (a) and E map (b) of sample Alloy_4_250 with etched 
surface, measured by PF-QNM; together with its normalized E distribution (c) and the 
corresponding image of the inverse of the height slope (d). The inverse of the slope has been 
obtained in order to follow the same scanning sense, from right to left, of the tip along the 
horizontal axis (d). 
Figure 6.2.5. The AFM topographical map (a) and E map (b) of sample Alloy_4_350 with etched 
surface, measured by PF-QNM; together with its normalized E distribution (c). 
Figure 6.2.6. The AFM topographical map (a) and E map (b) of sample Alloy_4_250 with polished 
surface, measured by PF-QNM; together with its normalized E distribution (c). 
Figure 6.2.7. The AFM topographical map (a) and E map (b) of sample Alloy_4_350 with polished 
surface, measured by PF-QNM; together with its normalized E distribution (c). 
Figure 6.2.8. Evolution of H with indented depth for nanoindentations 4, 5 and 6 in sample 
Alloy_4_350. 
Figure 6.3.1. Engineering stress-strain curves of (a) Alloy_1 and (b) Alloy_4 after different heat 
treatments. 
Figure 6.3.2. (a) Dark field TEM image using spot (1 -1 -2)1; (b) dark field image using spot (1 0 
-1)2; (c) the corresponding near two-beam condition diffraction pattern; and (d) its analysis; 
for Alloy_1_220_24h tensile deformed to εsect=6.4%. 
Figure 6.3.3. (a) Near two-beam condition bright field TEM showing the presence of dislocations 
within bainitic ferrite; (b) the corresponding diffraction pattern; and (c) the complete diffraction 
pattern; for Alloy_1_220_168h, tensile deformed to sect of 3.5%. 
Figure 6.3.4. (a) Near two-beam condition bright field TEM image showing the presence of 
dislocations within bainitic ferrite; (b) the corresponding diffraction pattern; and (c) the 
complete diffraction pattern; for Alloy_1_220_168h, tensile deformed to sect of 12.4%. 
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Figure 6.3.5. The incremental work-hardening exponent (n) curves for Alloy_5, Alloy_4, Alloy_3 
and Alloy_2. The straight line represents the instability criterion, i.e., p = 𝒏. 
Figure 6.3.6. The incremental work-hardening exponent (n) curves for Alloy_1. The straight line 
represents the instability criterion, i.e., p = 𝒏. 
Figure 6.3.7. Fracture surface of Alloy_1_220_168h, observed by SE-SEM. Overview (a) and 
details of the crack nucleation region, at lower (b) and higher magnifications, (c) and (d). 
Figure 6.3.8. Fracture surface of Alloy_1_220_24h, observed by SE-SEM. Overview (a) and details 
of the crack nucleation region, at lower (b) and higher magnifications, (c) and (d). 
Figure 6.4.1. Total elongation vs. (a) yield strength, (b) ultimate tensile strength and (c) hardness. 
Figure 6.4.2. Total elongation vs. (a) initial austenite fraction, (b) final austenite fraction (at the 
fracture surface of the tensile specimen) and (c) fraction of austenite transformed during the 
complete tensile test at the fracture cross-section, as obtained by XRD. 
Figure 6.4.3. Total elongation vs. (a) initial C content of austenite and (b) initial C content of 
austenite/initial austenite fraction ratio, as obtained by XRD. 
Figure 6.5.1.The incremental work-hardening exponent, 𝒏, vs. the true plastic strain, and the 
austenite fraction evolution (dotted lines), obtained by XRD, during the tensile testing of two 
samples of Alloy_5, Alloy_3 and Alloy_2. The straight lines define the Considere’s criterion for 
plastic instability. 
Figure 6.5.2. 𝐋𝐧𝐝𝐝𝒕𝒐𝒕𝒂𝒍 vs. Ln() and vs. Ln(𝒕𝒐𝒕𝒂𝒍), and the martensite fraction formation 
(inferred from XRD results) during the tensile testing of two samples of Alloy_5. The vertical 
straight dotted lines indicate the probable points at which martensitic transformation starts. 
Figure 6.5.3. 𝐋𝐧𝐝𝐝𝒕𝒐𝒕𝒂𝒍 vs. Ln() and vs. Ln(𝒕𝒐𝒕𝒂𝒍), and the martensite fraction formation 
(inferred from XRD results) during the tensile testing of two samples of Alloy_3. The vertical 
straight dotted lines indicate the probable points at which martensitic transformation starts. 
Figure 6.5.4. 𝐋𝐧𝐝𝐝𝒕𝒐𝒕𝒂𝒍 vs. Ln() and vs. Ln(𝒕𝒐𝒕𝒂𝒍), and the martensite fraction formation 
(inferred from XRD results) during the tensile testing of two samples of Alloy_2. The vertical 
straight dotted lines indicate the probable points at which martensitic transformation starts. 
Figure 6.5.5. Example of 𝐋𝐧𝐝𝐝𝒕𝒐𝒕𝒂𝒍vs. Ln(𝒑), where 𝒑 stands for the plastic strain, for 
Alloy_2_250. 
Figure 6.5.6. Experimental data of martensite fraction evolution (inferred from XRD results) as a 
function of the true plastic strain during tensile test. The dotted lines represent the critical strain 
for martensitic stabilisation in two limit cases: min. C content for austenite size of 1μm, and max. 
C content for austenite size of 50nm. 
Figure 6.5.7. Simulation and experimental data of martensite fraction evolution (inferred from 
XRD results) as a function of the true stress during tensile test. Simulated curves are named with 
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the transformation temperature followed by “upper” or “lower” referring to the austenite C 
content set as input. 
Figure 6.5.8. Comparison between the theoretical austenite evolution as a function of the stress 
for a habit plane {1 1 1} or {2 5 9}. Inputs are, as an example, those corresponding to 
Alloy_3_220. 
Figure 6.5.9. Experimental evolution of retained austenite volume fraction (from XRD) as a 
function of plastic strain, and the theoretical evolution according to refs. [63, 177]. 
Figure 6.5.10. Ms  temperature as a function of retained austenite size and C content and the 
applied tensile stress, for the most favorably oriented austenite feature and the chemical 
composition of the nanostructured bainitic steel studied. The square region contains typical 
conditions of Alloy_1_220_24h and Alloy_1_220_168h, corresponding to observations in Figure 
6.5.11 and Figure 6.5.12. 
Figure 6.5.11. (a) Bright-field TEM image of twinned martensite formed by TRIP effect in 
Alloy_1_220_24h with esec = 6.4%. (b) The dark-field image of the same area taken using the (-
1 -1 0)α’t reflection from the twin of the diffraction pattern in (c). 
Figure 6.5.12. Dark-field TEM images of Alloy_1_220_168h with ɛsec = 12.4%, (a) using the (0 1 -
1)α reflection from bainitic ferrite and (b) using the (0 2 0)α’ reflection from martensite of the 
diffraction pattern in (c). 
Figure 6.5.13. (a) Bright-field TEM image of Alloy_1_220_168h with ɛsec = 3.5% and (b) its 
analyzed diffraction pattern, and the corresponding dark-field images (c) using (0 -1 1)α 
reflection from bainitic ferrite and (d) using the (1 -1 1) reflection from austenite. 
Figure 6.5.14. Critical values of strain for mechanical stabilization of austenite as a function of 
size and C content. 
Figure 6.5.15. Pole figures of {1 1 1}fcc and {1 1 0}bcc (from XRD) at different deformations levels 
of Alloy_4_250 after interrupted tensile tests. 
Figure 6.5.16. (a) Austenite Schmid factor (SF) distribution of the conventional slip system in the 
undeformed and deformed samples, from EBSD. (b) Volume fraction of austenite as a function 
of its Schmid factor in the undeformed and deformed samples of Alloy_4_250, from EBSD. 
Figure 6.5.17. (a) Austenite Schmid factor (SF) distribution of the {259} habit plane in the 
undeformed and deformed samples, from EBSD. (b) Volume fraction of austenite as a function 
of its Schmid factor in the undeformed and deformed samples of Alloy_4_250, from EBSD. 
Figure 6.5.18. Part of high magnification EBSD maps of deformed Alloy_4_250. (a) Austenite 
phase, for the material deformed at 3% strain. (b) Austenite phase, for the material deformed 
at 6% strain; where austenite grains are delimited by white solid line, and some of the grains are 
identified by numbers. Non adjacent grains having the same crystallographic orientation are 
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referred to with the same number and a different following letter. (c) Ferrite phase, for the 
material deformed at 3% strain. (d) Ferrite phase, for the material deformed at 6% strain. 
Figure 6.5.19. Distributions of austenite feature size for the undeformed and the deformed 
conditions, from EBSD. Frequency has been measured as the area fraction. 
Figure 6.5.20. (a) Pole figure of plane {1 1 0}bcc of bainitic ferrite/martensite variants of grain 2 
in Figure 6.5.18.b. (b) Pole figure of plane {1 1 1}fcc of grain 2 Figure 6.5.18.b. (c) Pole figure of 
plane {1 1 0}bcc of bainitic ferrite/martensite variants of grain 7b in Figure 6.5.18.b. (d) Pole figure 
of plane {1 1 1}fcc of grains 4 and 7 in Figure 6.5.18.b. 
Figure 6.5.21. EBSD local misorientation maps of (a, c) the undeformed material and (b, d) the 
deformed material at 6% strain. In (c) and (d) the austenite grain boundaries are superimposed 
over the maps. A detailed of map (b) is also shown, with the corresponding austenite and ferrite 
orientation maps. 
Figure 6.5.22. Distribution of austenite misorientation within each austenite grain in the 
undeformed and the deformed samples of Alloy_4_250 (from EBSD), calculated with respect to 
the orientation of the point with the minimum KAM. 
Figure 6.5.23. Austenite misorientation within each austenite grain at 6% strain and the 
corresponding Schmid factor of the conventional slip system (from EBSD), both parameters 
calculated with respect to the values of the point with the minimum KAM. 
Figure 6.5.24. Experimental pole figures of {1 1 1}fcc and {1 1 0}bcc  for Alloy_4_250, from EBSD, 
at a strain of 6%, assuming axial symmetry. 
Figure 6.5.25. (a) Experimental pole figure of {1 1 0}bcc of Alloy_4_250 at 6% strain (from EBSD), 
i.e., equal to Figure 6.5.15.f.(b) Experimental pole figure assuming axial symmetry of {1 1 0}bcc  of 
the material at 6% strain (from EBSD), i.e., equal to Figure 6.5.24.b. (c) Simulated pole figure of 
{1 1 0}bcc  of the material at 6% strain. (d) Simulated pole figure of {1 1 0}bcc of the material at 6% 
strain, assuming axial symmetry. 
Figure 6.5.26. Macroscopic tensile stress–strain curve of Alloy_8 transformed to bainite at 300 
and 200°C. The lines indicate unloads for crystallographic texture measurements. 
Figure 6.5.27. Evolution of the austenite percentage as a function of plastic strain in Alloy_8 
transformed at 200°C and 300°C, from neutron diffraction. 
Figure 6.5.28. Evolution of the orientation distribution function (ODF) intensity in both ferrite 
and austenite phases as a function of plastic strain in Alloy_8 transformed at 200°C and 300°C, 
from neutron diffraction. 
Figure 6.5.29. Pole figures showing the texture evolution for selected deformation steps in both 
ferrite and austenite phases in Alloy_8 transformed at 200°C, from neutron diffraction. 
Figure 6.5.30. . Pole figures showing the texture evolution for selected deformation steps in both 
ferrite and austenite phases in Alloy_8 transformed at 300°C, from neutron diffraction. 
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Figure 6.5.31. Austenite Mn and C contents delimiting the TRIP and the TWIP regions, obtained 
experimentally. Dotted horizontal lines represent the typical range of Mn content in 
nanostructured bainitic steels. Image adapted from ref. [247]. 
Figure 6.5.32. TNeels  as a function of the austenite Mn mole fraction, according to extrapolated 
functions reported by different authors [250, 252, 253, 258]. 
Figure 6.5.33. The austenite content of Mn and C delimiting the TRIP and the TWIP region 
(SFE=20mJ/m2), according to the subregular model and to the sublattice model. Image from ref. 
[256]. 
Figure 6.5.34. SFE for a wide range in austenite Si content, a medium C content, and different 
Mn contents. Image from ref. [255]. 
Figure 6.5.35. Images of austenite features by ECCI under channeling conditions, showing the 
presence of nanotwins in undeformed Alloy_4_250. (a) an austenite block and (b) an austenite 
film. 
Figure 6.5.36. (a) Austenite block under channeling conditions, observed by ECCI, showing the 
presence of stacking faults in undeformed Alloy_4_250; (b) traces of the stacking faults are 
superimposed and (c) Wulff analysis of the stacking fault traces. 
  
211 
 
11 Bibliography 
[1] D. Raabe, D. Ponge, O. Dmitrieva, B. Sander, Nanoprecipitate-hardened 1.5 GPa 
steels with unexpected high ductility, Scr. Mater., 60 (2009) 1141-1144. 
[2] D. Raabe, http://www.dierk-raabe.com/martensite-alloys-and-
transformations/maraging-trip-steels/ 
[3] I.B. Timokhina, H. Beladi, X.Y. Xiong, Y. Adachi, P.D. Hodgson, Nanoscale 
microstructural characterization of a nanobainitic steel, Acta Mater., 59 (2011) 5511-
5522. 
[4] F.G. Caballero, H.K.D.H. Bhadeshia, Very strong bainite, Curr. Opin. Solid State 
Mat. Sci., 8 (2004) 251-257. 
[5] J. Yang, T.S. Wang, B. Zhang, F.C. Zhang, Microstructure and mechanical 
properties of high-carbon Si-Al-rich steel by low-temperature austempering, Mater. 
Des., 35 (2012) 170-174. 
[6] H.K.D.H. Bhadeshia, Nanostructured bainite, Proceedings of the Royal Society A: 
Mathematical, Physical and Engineering Sciences, 466 (2010) 3-18. 
[7] T. Sourmail, F.G. Caballero, C. Garcia-Mateo, V. Smanio, C. Ziegler, M. Kuntz, R. 
Elvira, A. Leiro, E. Vuorinen, T. Teeri, Evaluation of potential of high Si high C steel 
nanostructured bainite for wear and fatigue applications, Mater. Sci. Technol., 29 (2013) 
1166-1173. 
[8] C. Garcia-Mateo, F.G. Caballero, T. Sourmail, M. Kuntz, J. Cornide, V. Smanio, R. 
Elvira, Tensile behaviour of a nanocrystalline bainitic steel containing 3 wt% silicon, 
Mater. Sci. Eng. A, 549 (2012) 185-192. 
[9] C. Garcia-Mateo, F.G. Caballero, Ultra-high-strength bainitic steels, ISIJ Int., 45 
(2005) 1736-1740. 
[10] F.G. Caballero, H.K.D.H. Bhadeshia, K.J.A. Mawella, D.G. Jones, P. Brown, Very 
strong low temperature bainite, Mater. Sci. Technol., 18 (2002) 279-284. 
[11] H.K.D.H. Bhadeshia, Bainite in Steels, Second ed., Institute of Materials, Maney 
Publishing, London, 2001. 
[12] E.S. Davenport, E.C. Bain, Transformation of austenite at constant subcritical 
temperatures, Metall. Trans. A, 1 (1970) 3503-3530. 
[13] S. Zajac, J. Komenda, P. Morris, P. Dierickx, S. Matera, F.P. Diaz, Quantitative 
structure-property relationship for complex bainitic microstructures, Technical Steel 
Research Report No. EUR 21245EN, (2005). 
[14] H.K.D.H. Bhadeshia, Diffusional formation of ferrite in iron and its alloys, Prog. 
Mater. Sci., 29 (1985) 321-386. 
[15] H.K.D.H. Bhadeshia, A.R. Waugh, Bainite - an atom-probe study of the 
incomplete reaction phenomenon, Acta Metall., 30 (1982) 775-784. 
[16] I. Stark, G.D.W. Smith, H.K.D.H. Bhadeshia, The distribution of substitutional 
alloying elements during the bainite transformation, Metall. Trans. A, 21 (1990) 837-
844. 
[17] E. Kozeschnik, H.K.D.H. Bhadeshia, Influence of silicon on cementite 
precipitation in steels, Mater. Sci. Technol., 24 (2008) 343-347. 
[18] J. Cornide, C. Garcia-Mateo, C. Capdevila, F.G. Caballero, An assessment of the 
contributing factors to the nanoscale structural refinement of advanced bainitic steels, J. 
Alloys Compd., 577 (2013) S43-S47. 
[19] S.B. Singh, H.K.D.H. Bhadeshia, Estimation of bainite plate-thickness in low-alloy 
steels, Mater. Sci. Eng. A, 245 (1998) 72-79. 
[20] F.G. Caballero, H.-W. Yen, M.K. Miller, J.-R. Yang, J. Cornide, C. Garcia-Mateo, 
Complementary use of transmission electron microscopy and atom probe tomography 
for the examination of plastic accommodation in nanocrystalline bainitic steels, Acta 
Mater., 59 (2011) 6117-6123. 
212 
 
[21] C.H. Young, H.K.D.H. Bhadeshia, Strength of mixtures of bainite and martensite, 
Mater. Sci. Technol., 10 (1994) 209-214. 
[22] Y. Tomita, K. Okabayashi, Modified heat treatment for lower temperature 
improvement of the mechanical properties of two ultrahigh strength low alloy steels, 
Metall. Trans. A, 16 (1985) 83-91. 
[23] H.K.D.H. Bhadeshia, Bainite in silicon steels: New composition-property 
approach. Part 2, Met. Sci., 17 (1983) 420-425. 
[24] H.K.D.H. Bhadeshia, D.V. Edmonds, Bainite in silicon steels: New composition-
property approach. Part 1, Met. Sci., 17 (1983) 411-419. 
[25] C. Garcia-Mateo, F.G. Caballero, M.K. Miller, J.A. Jimenez, On measurement of 
carbon content in retained austenite in a nanostructured bainitic steel, J. Mater. Sci., 47 
(2012) 1004-1010. 
[26] C.H. Young, H.K.D.H. Bhadeshia, Computer modelling for the yield strength of 
the mixed micro-structures of bainite and martensite., J. Phys. IV, 5 (1995) 267. 
[27] C. Garcia-Mateo, T. Sourmail, F.G. Caballero, V. Smanio, M. Kuntz, C. Ziegler, 
A. Leiro, E. Vuorinen, R. Elvira, T. Teeri, Nanostructured steel industrialisation: 
plausible reality, Mater. Sci. Technol., 30 (2014) 1071-1078. 
[28] L.C. Chang, H.K.D.H. Bhadeshia, Austenite films in bainitic microstructures, 
Mater. Sci. Technol., 11 (1995) 105-108. 
[29] E.E. Underwood, Quantitative microscopy, McGraw-Hill, New York, 1968. 
[30] H.-F. Lan, X.-H. Liu, L.-X. Du, Ultra-Hard Bainitic Steels Processed through Low 
Temperature Heat Treatment, in: J.T. Han, Z.Y. Jiang, S. Jiao (Eds.) Advanced 
Manufacturing Technology, Pts 1, 2, 2011, pp. 1708-1712. 
[31] M.M. Wang, C.C. Tasan, D. Ponge, A.C. Dippel, D. Raabe, Nanolaminate 
transformation-induced plasticity-twinning-induced plasticity steel with dynamic strain 
partitioning and enhanced damage resistance, Acta Mater., 85 (2015) 216-228. 
[32] P.J. Jacques, Transformation-induced plasticity for high strength formable steels, 
Curr. Opin. Solid State Mat. Sci., 8 (2004) 259-265. 
[33] D.C. Ludwigson, J.A. Berger, Plastic behaviour of metastable austenitic stainless 
steels, J. Iron Steel Inst., 207 (1969) 63-69. 
[34] G.E. Jacques P.J, Harlet Ph., Delanny F., The developments of cold-rolled TRIP-
assisted Multiphase. Low silicon TRIP-assisted Multiphase steels, ISIJ Int., 41 (2001) 
1061-1067. 
[35] P.J. Jacques, Q. Furnemont, A. Mertens, F. Delanny, On the sources of work 
hardening by transformation-induced plasticity, Philos. Mag., 81 (2001) 1789-1812. 
[36] P.J. Jacques, Q. Furnémont, F. Lani, T. Pardoen, F. Delannay, Multiscale 
mechanics of TRIP-assisted multiphase steels: I. Characterization and mechanical 
testing, Acta Mater., 55 (2007) 3681-3693. 
[37] J.H. Ryu, D.-I. Kim, H.S. Kim, H.K.D.H. Bhadeshia, D.-W. Suh, Strain 
partitioning and mechanical stability of retained austenite, Scr. Mater., 63 (2010) 297-
299. 
[38] B.P.J. Sandvik, H.P. Nevalainen, Structure-property relationships in commercial 
low-alloy bainitic-austenitic steel with high-strength, ductility, and toughness, Met. 
Technol., 8 (1981) 213-220. 
[39] V.T.T. Miihkinen, D.V. Edmonds, Tensile deformation of two experimental high-
strength bainitic low-alloy steels containing silicon, Mater. Sci. Technol., 3 (1987) 432-
440. 
[40] G. Deep, W.M. Williams, Isothermic annealing of bainite, Can. Metall. Q., 14 
(1975) 85-96. 
[41] C. Garcia-Mateo, F.G. Caballero, The role of retained austenite on tensile 
properties of steels with bainitic microstructures, Mater. Trans. JIM, 46 (2005) 1839-
1846. 
213 
 
[42] B. H.K.D.H., The dimensions of steel, Ironmak. Steelmak., 34 (2007) 194-199. 
[43] M.Y. Sherif, Characterisation and development of nanostructured, ultrahigh 
strength, and ductile bainitic steels, Cambridge, 2006. 
[44] S. Chatterjee, H. Bhadeshia, TRIP-assisted steels: cracking of high-carbon 
martensite, Mater. Sci. Technol., 22 (2006) 645-649. 
[45] G. Ghosh, G.B. Olson, Kinetics of fcc- bcc heterogeneous martensitic nucleation 
.2. Thermal activation, Acta Metall. Mater., 42 (1994) 3371-3379. 
[46] G. Ghosh, G.B. Olson, Kinetics of fcc- bcc heterogeneous martensitic nucleation 
.1. The critical driving-force for athermal nucleation, Acta Metall. Mater., 42 (1994) 
3361-3370. 
[47] H.K.D.H. Bhadeshia, Driving force for martensitic transformation in steels, Met. 
Sci., 15 (1981) 175-177. 
[48] J.W. Christian, Thermodynamics and kinetics of martensite, Proc. Int. Conf. on 
'Martensite Transformations', ICOMAT-79, (1979) 220-234. 
[49] J.R. Patel, M. Cohen, Criterion for the action of applied stress in the martensitic 
transformation, Acta Metall., 1 (1953) 531-538. 
[50] G.N. Haidemenopoulos, A.N. Vasilakos, On the thermodynamic stability of 
retained austenite in 4340 steel, J. Alloys Compd., 247 (1997) 128-133. 
[51] S. Chatterjee, H. Bhadeshia, Transformation induced plasticity assisted steels: 
stress or strain affected martensitic transformation, Mater. Sci. Technol., 23 (2007) 
1101-1104. 
[52] G.B. Olson, M. Cohen, Stress-assisted isothermal martensitic-transformation - 
application to trip steels, Metall. Trans. A, 13 (1982) 1907-1914. 
[53] G.N. Haidemenopoulos, M. Grujicic, G.B. Olson, M. Cohen, Transformation 
microyielding of retained austenite, Acta Metall., 37 (1989) 1677-1682. 
[54] R.G. Stringfellow, D.M. Parks, G.B. Olson, A constitutive model for 
transformation plasticity accompanying strain-induced martensitic transformations in 
metastable austenitic steels, Acta Metall. Mater., 40 (1992) 1703-1716. 
[55] G.B. Olson, Transformation plasticity and the stability of plastic flow, 
Deformation, Processing, and Structure. American Society for Metals, (1984). 
[56] G.B. Olson, M. Cohen, A general mechanism of martensitic nucleation: Part II. 
FCC→BCC and other martensitic transformations, Metall. Trans. A, 7 (1976) 1905-
1914. 
[57] H.K.D.H. Bhadeshia, The bainite transformation: Unresolved issues, Mater. Sci. 
Eng. A, 273-275 (1999) 58-66. 
[58] E.S. Machlin, M. Cohen, Burst phenomenon in the martensitic transformation, 
Trans. Am. Inst. Min. Metall. Eng., 191 (1951) 746-754. 
[59] G.B. Olson, Morris Cohen: A memorial tribute, Mater. Sci. Eng. A, 438-440 
(2006) 2-11. 
[60] K. Tsuzaki, S. Fukasaku, Y. Tomota, T. Maki, Effect of prior deformation of 
austenite on the gamma- epsilon martensitic-transformation in fe-mn alloys, "Mater. 
Trans., JIM", 32 (1991) 222-228. 
[61] S. Chatterjee, H.S. Wang, J.R. Yang, H. Bhadeshia, Mechanical stabilisation of 
austenite, Mater. Sci. Technol., 22 (2006) 641-644. 
[62] M.R. Berrahmoune, S. Berveiller, K. Inal, A. Moulin, E. Patoor, Analysis of the 
martensitic transformation at various scales in TRIP steel, Mater. Sci. Eng. A, 378 
(2004) 304-307. 
[63] M.Y. Sherif, C.G. Mateo, T. Sourmail, H.K.D.H. Bhadeshia, Stability of retained 
austenite in TRIP-assisted steels, Mater. Sci. Technol., 20 (2004) 319-322. 
[64] K. Sugimoto, M. Kobayashi, S. Hashimoto, Ductility and strain-induced 
transformation in a high-strength transformation-induced plasticity-aided dual-phase 
steel, Metall. Trans. A, 23 (1992) 3085-3091. 
214 
 
[65] I.Y. Pyshmintev, M.D. Meyer, B.C.D. CooMan, R.A. Savray, V.P. Shveykin, M. 
VerMelen, The Influence of the stress State on the plasticity of transformation Induced 
Plasticity-Aided Steel., Metall. Mater. Trans. A, 33A (2002) 16591667. 
[66] G.B. Olson, Mechanically-induced phase transformations in alloys, Encyclopedia 
of Materials Science and Engineering, (1986) 2929-2932. 
[67] P.J. Jacques, J. Ladrière, F. Delannay, On the influence of interactions between 
phases on the mechanical stability of retained austenite in transformation-induced 
plasticity multiphase steels, Metall. Mater. Trans. A, 32 (2001) 2759-2768. 
[68] F. Lani, Q. Furnemont, T. Van Rompaey, F. Delannay, P.J. Jacques, T. Pardoen, 
Multiscale mechanics of TRIP-assisted multiphase steels: II. Micromechanical 
modelling, Acta Mater., 55 (2007) 3695-3705. 
[69] D.D. Tjahjanto, S. Turteltaub, A.S.J. Suiker, S. Van Der Zwaag, Modelling of the 
effects of grain orientation on transformation-induced plasticity in multiphase carbon 
steels, Modell. Simul. Mater. Sci. Eng., 14 (2006) 617-636. 
[70] R. Sierra, J.A. Nemes, Investigation of the mechanical behaviour of multi-phase 
TRIP steels using finite element methods, Int. J. Mech. Sci., 50 (2008) 649-665. 
[71] M.-G. Lee, S.-J. Kim, H.N. Han, Crystal plasticity finite element modeling of 
mechanically induced martensitic transformation (MIMT) in metastable austenite, Int. J. 
Plast., 26 (2010) 688-710. 
[72] H.K.D.H. Bhadeshia, D.V. Edmonds, The bainite transformation in a silicon steel, 
Metall. Trans. A, 10 (1979) 895-907. 
[73] G.E. Jacques P.J, Mertens A., Verlinden B., Delanny F., The developments of cold-
rolled TRIP-assisted Multiphase steels. Al-alloyed TRIP-assisted Multiphase steels, ISIJ 
Int., 41 (2001) 1068-1074. 
[74] F.G. Caballero, C. García-Mateo, J. Chao, M.J. Santofimia, C. Capdevila, C.G. De 
Andrés, Effects of morphology and stability of retained austenite on the ductility of 
TRIP-aided bainitic steels, ISIJ Int., 48 (2008) 1256-1262. 
[75] C. Garcia-Mateo, F.G. Caballero, J. Chao, C. Capdevila, C.G. De Andres, 
Mechanical stability of retained austenite during plastic deformation of super high 
strength carbide free bainitic steels, J. Mater. Sci., 44 (2009) 4617-4624. 
[76] T. Sourmail, C. Garcia-Mateo, Critical assessment of models for predicting the Ms 
temperature of steels, Comput. Mater. Sci., 34 (2005) 323-334. 
[77] B. Avishan, C. Garcia-Mateo, L. Morales-Rivas, S. Yazdani, F.G. Caballero, 
Strengthening and mechanical stability mechanisms in nanostructured bainite, J. Mater. 
Sci., 48 (2013) 6121-6132. 
[78] D.J. Dyson, B. Holmes, Effect of alloying additions on lattice parameter of 
austenite, J. Iron Steel Inst., 208 (1970) 469-474. 
[79] H.-S. Yang, H.K.D.H. Bhadeshia, Austenite grain size and the martensite-start 
temperature, Scr. Mater., 60 (2009) 493-495. 
[80] S. Sadeghpour, A. Kermanpur, A. Najafizadeh, Investigation of the effect of grain 
size on the strain-induced martensitic transformation in a high-Mn stainless steel using 
nanoindentation, Mater. Sci. Eng. A, 612 (2014) 214-216. 
[81] A. García-Junceda, C. Capdevila, F.G. Caballero, C.G. de Andrés, Dependence of 
martensite start temperature on fine austenite grain size, Scr. Mater., 58 (2008) 134-137. 
[82] H. Kitahara, N. Tsuji, Y. Minamino, Martensite transformation from ultrafine 
grained austenite in Fe-28.5 at.% Ni, Mater. Sci. Eng. A, 438 (2006) 233-236. 
[83] M.L. Brandt, G.B. Olson, Bainitic stabilization of austenite in low alloy sheet 
steels, I & SM, 20 (1993) 55-60. 
[84] I.B. Timokhina, P.D. Hodgson, E.V. Pereloma, Effect of microstructure on the 
stability of retained austenite in transformation-induced-plasticity steels, Metall. Mater. 
Trans. A, 35 A (2004) 2331-2341. 
215 
 
[85] F.G. Caballero, M.K. Miller, S.S. Babu, C. Garcia-Mateo, Atomic scale 
observations of bainite transformation in a high carbon high silicon steel, Acta Mater., 
55 (2007) 381-390. 
[86] F.G. Caballero, M.K. Miller, C. Garcia-Mateo, Carbon supersaturation of ferrite in 
a nanocrystalline bainitic steel, Acta Mater., 58 (2010) 2338-2343. 
[87] M.X. Zhang, P.M. Kelly, Determination of carbon content in bainitic ferrite and 
carbon distribution in austenite by using CBKLDP, Mater. Charact., 40 (1998) 159-168. 
[88] V.T.T. Miihkinen, D.V. Edmonds, Microstructural examination of two 
experimental high-strength bainitic low-alloy steels containing silicon, Mater. Sci. 
Technol., 3 (1987) 422-431. 
[89] I. Tsukatani, S. Hashimoto, T. Inoue, Effects of silicon and manganese addition on 
mechanical-properties of high-strength hot-rolled sheet steel containing retained 
austenite, ISIJ Int., 31 (1991) 992-1000. 
[90] C. Garcia-Mateo, H.K.D.H. Bhadeshia, F.G. Caballero, Acceleration of low-
temperature bainite, ISIJ Int., 43 (2003) 1821-1825. 
[91] H.K.D.H. Bhadeshia, Bainite in Steels: Theory and Practice, 3 ed., Maney 
Publishing, 2015. 
[92] G. Ghosh, G.B. Olson, Kinetics of F.C.C. → B.C.C. heterogeneous martensitic 
nucleation-I. The critical driving force for athermal nucleation, Acta Metall. Mater., 42 
(1994) 3361-3370. 
[93] A. Saha Podder, H.K.D.H. Bhadeshia, Thermal stability of austenite retained in 
bainitic steels, Mater. Sci. Eng. A, 527 (2010) 2121-2128. 
[94] C. Garcia-Mateo, M. Peet, F.G. Caballero, H. Bhadeshia, Tempering of hard 
mixture of bainitic ferrite and austenite, Mater. Sci. Technol., 20 (2004) 814-818. 
[95] G.E. Dieter, Mechanical Metallurgy, SI Metric ed. / adapted by David Bacon ed., 
McGraw-Hill Book Co, UK, 1986. 
[96] M. Mingtu, W. Degen, W. Baorong, Study of deformation characteristics of Mn-V 
dual phase steel,  ASM HSLA Steels Technology and Applications Conference, 
Philadelphia, USA, 1984, pp. 153-160. 
[97] F. Alharbi, A. Gazder, A. Kostryzhev, B. De Cooman, E. Pereloma, The effect of 
processing parameters on the microstructure and mechanical properties of low-Si 
transformation-induced plasticity steels, J. Mater. Sci., 49 (2014) 2960-2974. 
[98] B. Fultz, J.M. Howe, Diffraction and the X-ray powder diffractometer, in: B. Fultz, 
J.M. Howe (Eds.) Transmission Electron Microscopy and Diffractometry of Materials, 
Springer, Berlin-Heidelberg-New York, 2008, pp. 1-59. 
[99] M. Järvinen, Texture effect in X-ray analysis of retained austenite in steels, Texture 
Microst., 26-27 (1996) 93-101. 
[100] G.K. Williamson, W.H. Hall, X-ray line broadening from filed aluminium and 
wolfram, Acta Metall., 1 (1953) 22-31. 
[101] D. Balzar, H. Ledbetter, Voigt-function modeling in Fourier-analysis of size-
broadened and strain-broadened X-ray-diffraction peaks, J. Appl. Crystallogr., 26 
(1993) 97-103. 
[102] C.H. Lee, H.K.D.H. Bhadeshia, H.C. Lee, Effect of plastic deformation on the 
formation of acicular ferrite, Mater. Sci. Eng. A, 360 (2003) 249-257. 
[103] H.M. Rietveld, A profile refinement method for nuclear and magnetic structures, 
J. Appl. Crystallogr., 2 (1969) 65-&. 
[104] D.L. Bish, S.A. Howard, Quantitative phase analysis using the Rietveld method, 
J. Appl. Cryst., 21 (1988) 86-91. 
[105] E. Jansen, W. Schafer, G. Will, R-values in analysis of powder diffraction data 
using Rietveld refinement, J. Appl. Crystallogr., 27 (1994) 492-496. 
216 
 
[106] O. Muránsky, P. Šittner, J. Zrník, E.C. Oliver, In situ neutron diffraction 
investigation of the collaborative deformation-transformation mechanism in TRIP-
assisted steels at room and elevated temperatures, Acta Mater., 56 (2008) 3367-3379. 
[107] A.J. Schwartz, M. Kumar, B.L. Adams, D.P. Field, S. R.A., Chapter 1. Present 
State of Electron Backscatter Diffraction and Prospective Developments, in: A.J. 
Schwartz, M. Kumar, B.L. Adams, D.P. Field (Eds.) Backscatter Diffraction in 
Materials Science, Springer Science+Business Media, New York, NY 10013, USA, 
2009. 
[108] OIM version (1997-2009 ) EDAX-TSL Utah, USA. 
[109] HKL CHANNEL 5 software version (1998-2006) Technology A/S (Oxford 
Instruments plc, Tubney Woods) Abingdon, Oxon OX13 5QX, UK. 
[110] K. Davut, S. Zaefferer, Statistical reliability of phase fraction determination based 
on electron backscatter diffraction (EBSD) investigations on the example of an Al-trip 
steel, Metall. Mater. Trans. A, 41 (2010) 2187-2196. 
[111] S. Zaefferer, N.N. Elhami, Theory and application of electron channelling contrast 
imaging under controlled diffraction conditions, Acta Mater., 75 (2014) 20-50. 
[112] B. Fultz, J.M. Howe, Transmission electron microscopy and diffractometry of 
materials, Springer, Berlin-Heidelberg-New York, 2008. 
[113] Digital Micrograph version GAtan, Inc. 
[114] B. H.K.D.H. Crystal version Cambridge University. 
[115] A. Cerezo, P.H. Clifton, M.J. Galtrey, C.J. Humphreys, T.F. Kelly, D.J. Larson, S. 
Lozano-Perez, E.A. Marquis, R.A. Oliver, G. Sha, K. Thompson, M. Zandbergen, R.L. 
Alvis, Atom probe tomography today, Mater. Today, 10 (2007) 36-42. 
[116] F. Vurpillot, http://www.cameca.com/instruments-for-research/atom-probe.aspx 
[117] M.K. Miller, Atom Probe Tomography: Analysis at the Atomic Level, Kluwer 
Academic / Plenum Publishers, 2000. 
[118] B. Gault, M.P. Moody, J.M. Cairney, S.P. Ringer, Atom Probe Microscopy, 
Springer, 2012. 
[119] T. Gnaeupel-Herold, P.C. Brand, H.J. Prask, Accessing the elastic properties of 
cubic materials with diffraction methods, Advanced in X-ray Analysis, 42 (1998) 464-
470. 
[120] P.J. Jacques, Q. Furnemont, S. Godet, T. Pardoen, K.T. Conlon, F. Delannay, 
Micromechanical characterisation of TRIP-assisted multiphase steels by in situ neutron 
diffraction, Philos. Mag., 86 (2006) 2371-2392. 
[121] J.W.L. Pang, T.M. Holden, T.E. Mason, In situ generation of intergranular strains 
in an A17050 alloy, Acta Mater., 46 (1998) 1503-1518. 
[122] W.C. Oliver, G.M. Pharr, Improved technique for determining hardness and 
elastic modulus using load and displacement sensing indentation experiments, J. Mater. 
Res., 7 (1992) 1564-1580. 
[123] P.L. Larsson, A.E. Giannakopoulos, E. Soderlund, D.J. Rowcliffe, R. 
Vestergaard, Analysis of Berkovich indentation, Int. J. Solids Struct., 33 (1996) 221-&. 
[124] J.C. Hay, A. Bolshakov, G.M. Pharr, Critical examination of the fundamental 
relations used in the analysis of nanoindentation data, J. Mater. Res., 14 (1999) 2296-
2305. 
[125] G.M. Pharr, A. Bolshakov, Understanding nanoindentation unloading curves, J. 
Mater. Res., 17 (2002) 2660-2671. 
[126] A. Bolshakov, G.M. Pharr, Influences of pileup on the measurement of 
mechanical properties by load and depth sensing indentation techniques, J. Mater. Res., 
13 (1998) 1049-1058. 
[127] J.L. Hay, W.C. Oliver, A. Bolshakov, G.M. Pharr, Using the ratio of loading slope 
and elastic stiffness to predict pile-up and constraint factor during indentation, in: N.R. 
Moody, W.W. Gerberich, N. Burnham, S.P. Baker (Eds.) Fundamentals of 
217 
 
Nanoindentation and Nanotribology, Materials Research Society, Warrendale, 1998, pp. 
101-106. 
[128] W.C. Oliver, G.M. Pharr, Measurement of hardness and elastic modulus by 
instrumented indentation: Advances in understanding and refinements to methodology, 
J. Mater. Res., 19 (2004) 3-20. 
[129] K. Zeng, C.H. Chiu, An analysis of load-penetration curves from instrumented 
indentation, Acta Mater., 49 (2001) 3539-3551. 
[130] Y. Choi, H.S. Lee, D. Kwon, Analysis of sharp-tip-indentation load-depth curve 
for contact area determination taking into account pile-up and sink-in effects, J. Mater. 
Res., 19 (2004) 3307-3315. 
[131] B. Pittenger, N. Erina, C. Su, Quantitative mechanical mapping at the nanoscale 
with PF-QNM. , in: B.N.S. Division (Ed.) Veeco Instruments Inc., Application Note 
AN128, 2010. 
[132] J. Adamcik, A. Berquand, R. Mezzenga, Single-step direct measurement of 
amyloid fibrils stiffness by peak force quantitative nanomechanical atomic force 
microscopy, Appl. Phys. Lett., 98 (2011). 
[133] K.L. Derjaguin, V.M. Muller, Y.P. Toporov, Effect of contact deformation on the 
adhesion of particles, J. Colloid Interface Sci., 53 (1971) 314-326. 
[134] C. Heu, A. Berquand, C. Elie-Caille, L. Nicod, Glyphosate-induced stiffening of 
HaCaT keratinocytes, a Peak Force Tapping study on living cells, J. Struct. Biol., 178 
(2012) 1-7. 
[135] M.E. Dokukin, I. Sokolov, Quantitative mapping of the elastic modulus of soft 
materials with HarmoniX and PeakForce QNM AFM modes, Langmuir, 28 (2012) 
16060-16071. 
[136] T. Young, M. Monclus, T. Burnett, W. Broughton, S. Ogin, P. Smith, The use of 
the PeakForceTM quantitative nanomechanical mapping AFM-based method for high-
resolution Young's modulus measurement of polymers, Meas. Sci. Technol., 22 (2011) 
125703. 
[137] J. Adamcik, C. Lara, I. Usov, J.S. Jeong, F.S. Ruggeri, G. Dietler, H.A. Lashuel, 
I.W. Hamley, R. Mezzenga, Measurement of intrinsic properties of amyloid fibrils by 
the peak force QNM method, Nanoscale, 4 (2012) 4426-4429. 
[138] L. Picas, F. Rico, M. Deforet, S. Scheuring, Structural and mechanical 
heterogeneity of the erythrocyte membrane reveals hallmarks of membrane stability, 
ACS Nano, 7 (2013) 1054-1063. 
[139] B. Zhao, Y. Song, S. Wang, B. Dai, L. Zhang, Y. Dong, J. Lü, J. Hu, Mechanical 
mapping of nanobubbles by PeakForce atomic force microscopy, Soft Matter, 9 (2013) 
8837-8843. 
[140] F. Lofaj, M. Ferdinandy, G. Cempura, J. Dusza, Nanoindentation, AFM and 
tribological properties of thin nc-WC/a-C Coatings, J. Eur. Ceram. Soc., 32 (2012) 
2043-2051. 
[141] R. Böttger, A. Keller, L. Bischoff, S. Facsko, Mapping the local elastic properties 
of nanostructured germanium surfaces: from nanoporous sponges to self-organized 
nanodots, Nanotechnology, 24 (2013) 115702. 
[142] P. Trtik, J. Kaufmann, U. Volz, On the use of peak-force tapping atomic force 
microscopy for quantification of the local elastic modulus in hardened cement paste, 
Cem. Concr. Res., 42 (2012) 215-221. 
[143] I.N. Sneddon, The relation between load and penetration in the axisymmetric 
boussinesq problem for a punch of arbitrary profile, Int. J. Eng. Sci., 3 (1965) 47-57. 
[144] N.P. Laboratory. MTDATA version (2003) Teddington, Middlesex, UK, TW11 
0LW. 
[145] MATLAB version (1984-2010) MathWorks, Inc. Natick, MA, USA. 
218 
 
[146] F. Bachmann, R. Hielscher, H. Schaeben, Texture analysis with MTEX- Free and 
open source software toolbox,  Solid State Phenom., 2010, pp. 63-68. 
[147] J. Chakraborty, P.P. Chattopadhyay, D. Bhattacharjee, I. Manna, Microstructural 
refinement of bainite and martensite for enhanced strength and toughness in high-
carbon low-alloy steel, Metall. Mater. Trans. A, (2010) 1-9. 
[148] S.V. Parker, Modelling of Phase Transformation in Hot Rolled Steels, Modelling 
of Phase Transformations in Hot-rolled Steels, (1997). 
[149] H.K.D.H. Bhadeshia, E. Keehan, L. Karlsson, H.O. Andrén, Coalesced bainite, 
Trans. Indian Inst. Met., 59 (2006) 689-694. 
[150] C. Garcia-Mateo, F.G. Caballero, T. Sourmail, V. Smanio, C.G. De Andres, 
Industrialised nanocrystalline bainitic steels. Design approach, Int. J. Mater. Res., 105 
(2014) 725-734. 
[151] T. Moritani, N. Miyajima, T. Furuhara, T. Maki, Comparison of interphase 
boundary structure between bainite and martensite in steel, Scr. Mater., 47 (2002) 193-
199. 
[152] H. Beladi, G.S. Rohrer, A.D. Rollett, V. Tari, P.D. Hodgson, The distribution of 
intervariant crystallographic planes in a lath martensite using five macroscopic 
parameters, Acta Mater., 63 (2014) 86-98. 
[153] S. Morito, H. Tanaka, R. Konishi, T. Furuhara, T. Maki, The morphology and 
crystallography of lath martensite in Fe-C alloys, Acta Mater., 51 (2003) 1789-1799. 
[154] N. Takayama, G. Miyamoto, T. Furuhara, Effects of transformation temperature 
on variant pairing of bainitic ferrite in low carbon steel, Acta Mater., 60 (2012) 2387-
2396. 
[155] H. Kitahara, R. Ueji, N. Tsuji, Y. Minamino, Crystallographic features of lath 
martensite in low-carbon steel, Acta Mater., 54 (2006) 1279-1288. 
[156] E.J. Payton, A. Aghajani, F. Otto, G. Eggeler, V.A. Yardley, On the nature of 
internal interfaces in a tempered martensite ferritic steel and their evolution during long-
term creep, Scr. Mater., 66 (2012) 1045-1048. 
[157] J.K. Mackenzie, 2nd paper on statistics associated with the random disorientation 
of cubes, Biometrika, 45 (1958) 229-240. 
[158] D.C. Handscomb, On the random disorientation of two cubes, Can. J. Math., 10 
(1958) 4. 
[159] H.K.D.H. Bhadeshia, Introduction to quantitative metallography, Material 
Science & Metallurgy. Part II Metallography, (2009). 
[160] D.A.E. Porter, K.E., Phase transformations in metals and alloys, London, UK, 
1981. 
[161] M. Calcagnotto, D. Ponge, E. Demir, D. Raabe, Orientation gradients and 
geometrically necessary dislocations in ultrafine grained dual-phase steels studied by 
2D and 3D EBSD, Mater. Sci. Eng. A, 527 (2010) 2738-2746. 
[162] H.K.D.H. Bhadeshia, D.V. Edmonds, Tempered martensite embrittlement: Role 
of retained austenite and cementite, Met. Sci., 13 (1979) 325-334. 
[163] F.G. Caballero, M.K. Miller, A.J. Clarke, C. Garcia-Mateo, Examination of 
carbon partitioning into austenite during tempering of bainite, Scr. Mater., 63 (2010) 
442-445. 
[164] F.G. Caballero, M.K. Miller, C. Garcia-Mateo, C. Capdevila, S.S. Babu, 
Redistribution of alloying elements during tempering of a nanocrystalline steel, Acta 
Mater., 56 (2008) 188-199. 
[165] J.H. Jang, H. Bhadeshia, D.W. Suh, Solubility of carbon in tetragonal ferrite in 
equilibrium with austenite, Scr. Mater., 68 (2013) 195-198. 
[166] M. Reibold, A.A. Levin, D.C. Meyer, P. Paufler, W. Kochmann, Microstructure 
of a Damascene sabre after annealing, Int. J. Mater. Res., 97 (2006) 1172-1182. 
219 
 
[167] A.M. Sherman, The structure and aging of martensite,  Dept. of Metallurgy and 
Materials Science, Massachusetts Institute of Technology, Massachusetts Institute of 
Technology, 1972, pp. 130. 
[168] P.G. Winchell, G.R. Speich, Point-defect-supported martensite tetragonality, Acta 
Metall., 18 (1970) 53-62. 
[169] Q. Furnémont, M. Kempf, P.J. Jacques, M. Göken, F. Delannay, On the 
measurement of the nanohardness of the constitutive phases of TRIP-assisted 
multiphase steels, Mater. Sci. Eng. A, 328 (2002) 26-32. 
[170] M. Cohen, The Strengthening of Steel, Trans. Metall. AIME, 224 (1962) 638-657. 
[171] J.W. Christian, Tetragonal martensites in ferrous alloys - a critique, Materials 
Transactions, JIM, 33 (1992) 208-214. 
[172] Y. Toji, H. Matsuda, M. Herbig, P.-P. Choi, D. Raabe, Atomic-scale analysis of 
carbon partitioning between martensite and austenite by atom probe tomography and 
correlative transmission electron microscopy, Acta Mater., 65 (2014) 215-228. 
[173] M. Herbig, D. Raabe, Y.J. Li, P. Choi, S. Zaefferer, S. Goto, Atomic-scale 
quantification of grain boundary segregation in nanocrystalline material, Phys. Rev. 
Lett., 112 (2014). 
[174] J. Wilde, A. Cerezo, G.D.W. Smith, Three-dimensional atomic-scale mapping of 
a cottrell atmosphere around a dislocation in iron, Scr. Mater., 43 (2000) 39-48. 
[175] H.K.D.H. Bhadeshia, Anomalies in carbon concentration determinations from 
nanostructured bainite, Mater. Sci. Technol., 0 (2014) 1743284714Y.1743284000. 
[176] J. Cornide, C. Garcia-Mateo, C. Capdevila, F.G. Caballero, An assessment of the 
contributing factors to the nanoscale structural refinement of advanced bainitic steels, J. 
Alloys Compd., 577 (2013) S43-S47. 
[177] C. Garcia-Mateo, F.G. Caballero, Advanced high strength bainitic steels,  
Comprehensive Materials Processing, 2014, pp. 165-190. 
[178] C. Garcia-Mateo, F. Caballero, H. Bhadeshia, Acceleration of low-temperature 
bainite, ISIJ Int., 43 (2003) 1821-1825. 
[179] Z. Nishiyama, X-ray investigation of the mechanism of the transformation from 
face centered cubic lattice to body centered cubic, Scientific Report Tohoku Imperial 
University, 23 (1934) 637-664. 
[180] G. Wassermann, Einflusse der -umwandlung eines irreversiblen nickel stahls 
auf kristallorientierung und zugfestigkeit, Arch Eisenhuttenwes, 6 (1933) 347-351. 
[181] H.K.D.H. Bhadeshia, Material factors, in: G. Totten, M. Howes, T. Inoue (Eds.) 
Handbook of residual stress and deformation of steel, ASM International, Materials 
Park, Ohio, 2002, pp. 3-10. 
[182] M. Liu, B. Shi, J. Guo, X. Cai, H. Song, Lattice constant dependence of elastic 
modulus for ultrafine grained mild steel, Scr. Mater., 49 (2003) 167-171. 
[183] T.B. B. Reitinger, O. Helm, P. Burgholzer, Alteration of the elastic properties of 
steel and cast iron caused by hardening,  1st International Symposium on Laser 
Ultrasonics: Science, Technology and Applications, Montreal, Canada, 2008. 
[184] B. Boardman, Fatigue resistance of steels, in: K.M.e.a. Zwilsky (Ed.) ASM 
Handbook. Properties and Selection: Irons, Steels and High-Performance Alloys, ASM-
International, 1993, pp. 1593-1596. 
[185] Y.V. Milman, A.A. Golubenko, S.N. Dub, Indentation size effect in 
nanohardness, Acta Mater., 59 (2011) 7480-7487. 
[186] I. De Diego-Calderón, M.J. Santofimia, J.M. Molina-Aldareguia, M.A. Monclús, 
I. Sabirov, Deformation behavior of a high strength multiphase steel at macro- and 
micro-scales, Mater. Sci. Eng. A, 611 (2014) 201-211. 
[187] C.N. Hulme-Smith, I. Lonardelli, A.C. Dippel, H.K.D.H. Bhadeshia, 
Experimental evidence for non-cubic bainitic ferrite, Scr. Mater., 69 (2013) 409-412. 
220 
 
[188] C. Garcia-Mateo, J.A. Jimenez, H.W. Yen, M.K. Miller, L. Morales-Rivas, M. 
Kuntz, S.P. Ringer, J.R. Yang, F.G. Caballero, Low temperature bainitic ferrite: 
Evidence of carbon super-saturation and tetragonality, Acta Mater., 91 (2015) 162-173. 
[189] K.L. Johnson, Contact Mechanics, Cambridge University Press, Cambridge, 
1987. 
[190] B.B. He, M.X. Huang, Z.Y. Liang, A.H.W. Ngan, H.W. Luo, J. Shi, W.Q. Cao, H. 
Dong, Nanoindentation investigation on the mechanical stability of individual austenite 
grains in a medium-Mn transformation-induced plasticity steel, Scr. Mater., 69 (2013) 
215-218. 
[191] L. Zhang, T. Ohmura, K. Tsuzaki, in: J. Nemecek (Ed.) Nanoindentation in 
materials science, INTECH, 2012, pp. 109-130. 
[192] H. R., H.K.D.H. Bhadeshia, in: H. R., H.K.D.H. Bhadeshia (Eds.) Steels: 
Microstructure and Properties, Elsevier Ltd, Butterworth-Heinemann, 2006, pp. 23-26. 
[193] T.H. Ahn, C.S. Oh, D.H. Kim, K.H. Oh, H. Bei, E.P. George, H.N. Han, 
Investigation of strain-induced martensitic transformation in metastable austenite using 
nanoindentation, Scr. Mater., 63 (2010) 540-543. 
[194] Y. Shibutani, A. Koyama, Surface roughness effects on the displacement bursts 
observed in nanoindentation, J. Mater. Res., 19 (2004) 183-188. 
[195] C. Garcia-Mateo, F. Caballero, Ultra-high-strength bainitic steels, ISIJ Int., 45 
(2005) 1736-1740. 
[196] S.A. Khan, H.K.D. Bhadeshia, Kinetics of martensitic transformation in partially 
bainitic 300M steel, Mater. Sci. Eng. A, 129 (1990) 257-272. 
[197] R. Petrov, L. Kestens, A. Wasilkowska, Y. Houbaert, Microstructure and texture 
of a lightly deformed TRIP-assisted steel characterized by means of the EBSD 
technique, Mater. Sci. Eng. A, 447 (2007) 285-297. 
[198] P. Xu, B. Bai, F. Yin, H. Fang, K. Nagai, Microstructure control and wear 
resistance of grain boundary allotriomorphic ferrite/granular bainite duplex steel, Mater. 
Sci. Eng. A, 385 (2004) 65-73. 
[199] F.H. Samuel, D. Daniel, O. Sudre, Further investigations on the microstructure 
and mechanical behaviour of granular bainite in a high strength, low alloy steel: 
Comparison of ferrite-pearlite and ferrite-martensite microstructures, Mater. Sci. Eng. 
A, 92 (1987) 43-62. 
[200] A.H. Cottrell, Tensile properties of unstable austenite and its low-temperature 
decomposition products, J. Iron Steel Inst., 1 (1945) 93-104. 
[201] A.H. Cottrell, B.A. Bilby, Dislocation theory of yielding and strain ageing of iron, 
Proc Phys Soc, 62A (1949) 49-61. 
[202] F.B. Pickering, Physical Metallurgy and the Design of Steels, Applied Science 
Publishers, Essex, U. K, 1978. 
[203] C.N. Hulme-Smith, M.J. Peet, I. Lonardelli, A.C. Dippel, H.K.D.H. Bhadeshia, 
Further evidence of tetragonality in bainitic ferrite, Mater. Sci. Technol., 0 (2014) 
1743284714Y.1743284000. 
[204] F.G. Caballero, H. Roelofs, S. Hasler, C. Capdevila, J. Chao, J. Cornide, C. 
Garcia-Mateo, Influence of bainite morphology on impact toughness of continuously 
cooled cementite free bainitic steels, Mater. Sci. Technol., 28 (2012) 95-102. 
[205] J. Shi, S. Turteltaub, E. Van Der Giessen, Analysis of grain size effects on 
transformation-induced plasticity based on a discrete dislocation-transformation model, 
J. Mech. Phys. Solids, 58 (2010) 1863-1878. 
[206] J.C. Bokros, E.R. Parker, The mechanism of the martensite burst transformation 
in FeNi single crystals, Acta Metall., 11 (1963) 1291-1301. 
[207] S. Kundu, K. Hase, H.K.D.H. Bhadeshia, Crystallographic texture of stress-
affected bainite, Proceedings of the Royal Society A: Mathematical, Physical and 
Engineering Sciences, 463 (2007) 2309-2328. 
221 
 
[208] S. Kundu, H.K.D.H. Bhadeshia, Transformation texture in deformed stainless 
steel, Scr. Mater., 55 (2006) 779-781. 
[209] D.P. Koistinen, R.E. Marburger, A general equation prescribing the extent of the 
austenite-martensite transformation in pure iron-carbon alloys and plain carbon steels, 
Acta Metall., 7 (1959) 59-60. 
[210] H.K.D.H. Bhadeshia, Worked examples in the geometry of crystals, 2 ed., The 
Institute of Metals North American Publications Center, Brookfield, VT 05036, USA, 
2001. 
[211] T.-H. Lee, C.-S. Oh, S.-J. Kim, Effects of nitrogen on deformation-induced 
martensitic transformation in metastable austenitic Fe–18Cr–10Mn–N steels, Scr. 
Mater., 58 (2008) 110-113. 
[212] T. Angel, Formation of Martensite In Austenitic Stainless Steel, J Iron Steel Inst, 
177 (1954) 165-174. 
[213] G.N. Haidemenopoulos, A.N. Vasilakos, Modelling of austenite stability in low-
alloy triple-phase steels, Steel Res. Int., 67 (1996) 513-519. 
[214] C. Herrera, D. Ponge, D. Raabe, Design of a novel Mn-based 1 GPa duplex 
stainless TRIP steel with 60% ductility by a reduction of austenite stability, Acta 
Mater., 59 (2011) 4653-4664. 
[215] S.K. Putatunda, C. Martis, J. Boileau, Influence of austempering temperature on 
the mechanical properties of a low carbon low alloy steel, Mater. Sci. Eng. A, 528 
(2011) 5053-5059. 
[216] G. Krauss, S.W. Thompson, Ferritic microstructures in continuously cooled low-
carbon and ultralow-carbon steels, ISIJ Int., 35 (1995) 937-945. 
[217] S. Chatterjee, H.K.D.H. Bhadeshia, Transformation induced plasticity assisted 
steels: stress or strain affected martensitic transformation?, Mater. Sci. Technol., 23 
(2007) 1101-1104. 
[218] S.-J. Lee, K.-S. Park, Prediction of Martensite Start Temperature in Alloy Steels 
with Different Grain Sizes, Metall. Mater. Trans. A, 44 (2013) 3423-3427. 
[219] H.S. Yang, D.W. Suh, H.K.D.H. Bhadeshia, More complete theory for the 
calculation of the martensite-start temperature in steels, ISIJ Int., 52 (2012) 164-166. 
[220] K. Tsuzaki, S.-i. Fukasaku, Y. Tomota, T. Maki, Effect of prior deformation of 
austenite on the γ → ε martensitic transformation in Fe-Mn alloys, Materials 
Transactions, JIM, 32 (1991) 222-228. 
[221] S. Chakrabarty, S.K. Mishra, P. Pant, Crystallographic orientation and boundary 
effects on misorientation development in austenitic stainless steel, Mater. Sci. Eng. A, 
617 (2014) 228-234. 
[222] D. Tromans, Elastic anisotropy of hcp metal crystals and polycrystals, Int. J. Res. 
Rev. Appl. Sci., 6 (2011) 462-483. 
[223] G.E. Lloyd, A.B. Farmer, D. Mainprice, Misorientation analysis and the 
formation and orientation of subgrain and grain boundaries, Tectonophysics, 279 (1997) 
55-78. 
[224] S.R. Kalidindi, Modeling anisotropic strain hardening and deformation textures in 
low stacking fault energy fcc metals, Int. J. Plast., 17 (2001) 837-860. 
[225] W.A.T. Clark, C.E. Wise, Z. Shen, R.H. Wagoner, The use of the transmission 
electron microscope in analyzing slip propagation across interfaces, Ultramicroscopy, 
30 (1989) 76-89. 
[226] S. Zaefferer, J.C. Kuo, Z. Zhao, M. Winning, D. Raabe, On the influence of the 
grain boundary misorientation on the plastic deformation of aluminum bicrystals, Acta 
Mater., 51 (2003) 4719-4735. 
[227] P. Van Houtte, L. Delannay, S.R. Kalidindi, Comparison of two grain interaction 
models for polycrystal plasticity and deformation texture prediction, Int. J. Plast., 18 
(2002) 359-377. 
222 
 
[228] J. Kacher, I.M. Robertson, Quasi-four-dimensional analysis of dislocation 
interactions with grain boundaries in 304 stainless steel, Acta Mater., 60 (2012) 6657-
6672. 
[229] I.A. Ovid'ko, A.G. Sheinerman, Kinetics of grain boundary sliding and rotational 
deformation in nanocrystalline materials, Reviews on Advanced Materials Science, 35 
(2013) 48-58. 
[230] A.K. Mukherjee, An examination of the constitutive equation for elevated 
temperature plasticity, Mater. Sci. Eng. A, 322 (2002) 1-22. 
[231] M. Kawasaki, T.G. Langdon, Principles of superplasticity in ultrafine-grained 
materials, J. Mater. Sci., 42 (2007) 1782-1796. 
[232] C.C. Koch, I.A. Ovid'ko, S. Seal, S. Veprek, Structural nanocrystalline materials: 
Fundamentals and applications, 2007. 
[233] K.E. Harris, V.V. Singh, A.H. King, Grain rotation in thin films of gold, Acta 
Mater., 46 (1998) 2623-2633. 
[234] L. Klinger, E. Rabkin, Shape evolution by surface and interface diffusion with 
rigid body rotations, Acta Mater., 59 (2011) 6691-6699. 
[235] D.V. Bachurin, A.A. Nazarov, J. Weissmüller, Grain rotation by dislocation climb 
in a finite-size grain boundary, Acta Mater., 60 (2012) 7064-7077. 
[236] L.A. Barrales-Mora, J.-E. Brandenburg, D.A. Molodov, Impact of grain boundary 
character on grain rotation, Acta Mater., 80 (2014) 141-148. 
[237] Y. Ashkenazy, R.S. Averback, K. Albe, Nanocluster rotation on Pt surfaces: 
Twist boundaries, Physical Review B - Condensed Matter and Materials Physics, 64 
(2001) 2054091-2054099. 
[238] A.J. Haslam, S.R. Phillpot, D. Wolf, D. Moldovan, H. Gleiter, Mechanisms of 
grain growth in nanocrystalline fcc metals by molecular-dynamics simulation, Mater. 
Sci. Eng. A, 318 (2001) 293-312. 
[239] M. Upmanyu, D.J. Srolovitz, A.E. Lobkovsky, J.A. Warren, W.C. Carter, 
Simultaneous grain boundary migration and grain rotation, Acta Mater., 54 (2006) 
1707-1719. 
[240] G.K. Tirumalasetty, M.A. van Huis, C. Kwakernaak, J. Sietsma, W.G. Sloof, 
H.W. Zandbergen, Deformation-induced austenite grain rotation and transformation in 
TRIP-assisted steel, Acta Mater., 60 (2012) 1311-1321. 
[241] M.M. Wang, C.C. Tasan, D. Ponge, A. Kostka, D. Raabe, Smaller is less stable: 
Size effects on twinning vs. transformation of reverted austenite in TRIP-maraging 
steels, Acta Mater., 79 (2014) 268-281. 
[242] I. Gutierrez-Urrutia, D. Raabe, Microbanding mechanism in an Fe–Mn–C high-
Mn twinning-induced plasticity steel, Scr. Mater., 69 (2013) 53-56. 
[243] J.H. Shen, Y.L. Li, Q. Wei, Statistic derivation of Taylor factors for 
polycrystalline metals with application to pure magnesium, Mater. Sci. Eng. A, 582 
(2013) 270-275. 
[244] G. Taylor, Plastic Strain in Metals, 1938. 
[245] H. Mecking, U.F. Kocks, C. Hartig, Taylor factors in materials with many 
deformation modes, Scr. Mater., 35 (1996) 465-471. 
[246] C.H. Cáceres, P. Lukác, Strain hardening behaviour and the Taylor factor of pure 
magnesium, Philos. Mag., 88 (2008) 977-989. 
[247] V.H. Schumann, Neue Hütte, 17 (1972) 605-609. 
[248] S. Curtze, V.T. Kuokkala, Dependence of tensile deformation behavior of TWIP 
steels on stacking fault energy, temperature and strain rate, Acta Mater., 58 (2010) 
5129-5141. 
[249] G.B. Olson, M. Cohen, A general mechanism of martensitic nucleation: Part I. 
General concepts and the FCC→HCP transformation, Metall. Trans. A, 7 (1976) 1897-
1904. 
223 
 
[250] S. Allain, J.P. Chateau, O. Bouaziz, S. Migot, N. Guelton, Correlations between 
the calculated stacking fault energy and the plasticity mechanisms in Fe-Mn-C alloys, 
Mater. Sci. Eng. A, 387-389 (2004) 158-162. 
[251] A. Saeed-Akbari, J. Imlau, U. Prahl, W. Bleck, Derivation and variation in 
composition-dependent stacking fault energy maps based on subregular solution model 
in high-manganese steels, Metall. Mater. Trans. A, 40 (2009) 3076-3090. 
[252] A. Dumay, J.P. Chateau, S. Allain, S. Migot, O. Bouaziz, Influence of addition 
elements on the stacking-fault energy and mechanical properties of an austenitic Fe-Mn-
C steel, Mater. Sci. Eng. A, 483-484 (2008) 184-187. 
[253] H. Weitning, An assessment of the Fe-Mn system, Calphad, 11 (1987) 183-186. 
[254] Y.S. Zhang, X. Lu, X. Tian, Z. Qin, Compositional dependence of the Néel 
transition, structural stability, magnetic properties and electrical resistivity in Fe-Mn-Al-
Cr-Si alloys, Mater. Sci. Eng. A, 334 (2002) 19-27. 
[255] R. Xiong, H. Peng, H. Si, W. Zhang, Y. Wen, Thermodynamic calculation of 
stacking fault energy of the Fe-Mn-Si-C high manganese steels, Mater. Sci. Eng. A, 598 
(2014) 376-386. 
[256] L. Mosecker, A. Saeed-Akbari, Nitrogen in chromium-manganese stainless steels: 
a review on the evaluation of stacking fault energy by computational thermodynamics, 
Sci. Technol. Adv. Mater., 14 (2013). 
[257] K. Jeong, J.-E. Jin, Y.-S. Jung, S. Kang, Y.-K. Lee, The effects of Si on the 
mechanical twinning and strain hardening of Fe-18Mn-0.6C twinning-induced plasticity 
steel, Acta Mater., 61 (2013) 3399-3410. 
[258] S. Curtze, V.T. Kuokkala, A. Oikari, J. Talonen, H. Hänninen, Thermodynamic 
modeling of the stacking fault energy of austenitic steels, Acta Mater., 59 (2011) 1068-
1076. 
 
 
  
224 
 
  
225 
 
12 Publications, conferences and seminars 
Publications: 
 L. Morales-Rivas, H.-W. Yen, B.-M. Huang, M. Kuntz, F.G. Caballero, J.-R. Yang, C. 
Garcia-Mateo. Tensile response of two nano-scale bainite composite-like structures. 
JOM (2015) 67(10):2223-2235. 
 L. Morales-Rivas, A. González-Orive, C. Garcia-Mateo, A. Hernández-Creus, F.G. 
Caballero, L. Vázquez. Nanomechanical characterization of nanostructured bainitic 
steel: Peak Force Microscopy and Nanoindentation with AFM. Scientific Reports 
(2015) DOI: 10.1038/srep17164. 
 L. Morales-Rivas, F.G. Caballero and C. Garcia-Mateo. Chapter Retained Austenite: 
Stability in a Nanostructure Bainitic Steel. Encyclopedia of Iron, Steel and Their Alloys 
(2015) 1st. Ed (in press). 
 L. Morales-Rivas, C. García-Mateo, F.G. Caballero, J. Cornide. Efecto TRIP y ductilidad 
en aceros bainíticos nanoestructurados. (2012) ISBN: 978-84-695-3316-1. 
 L. Morales-Rivas, C. Garcia-Mateo, Matthias Kuntz, Thomas Sourmail, F.G. Caballero. 
Induced martensitic transformation during tensile test in nanostructured bainitic 
steels. (Submitted to Mater. Sci. Eng. A). 
 C. Garcia-Mateo, J.A. Jimenez, H.W. Yen, M.K. Miller, L. Morales-Rivas, M. Kuntz, S.P. 
Ringer, J.R. Yang, F.G. Caballero. Low temperature bainitic ferrite: Evidence of carbon 
super-saturation and tetragonality. Acta Mater. (2015) 91:162-173. 
 S.S. Babu, S. Vogel, C. Garcia-Mateo, B. Clausen, L. Morales-Rivas, F.G. Caballero. 
Microstructure evolution during tensile deformation of a nanostructured bainitic 
steel. Scr. Mater. (2013) 69, 777-780. 
 B. Avishan, C. Garcia-Mateo, L. Morales-Rivas, S. Yazdani, F.G. Caballero. 
Strengthening and mechanical stability mechanisms in nanostructured bainite. J. 
Mater. Sci. (2013) 48, 6121–6132. 
Publications of other related work: 
 L. Morales-Rivas, H. Roelofs, St. Hasler, C. Garcia-Mateo and F.G. Caballero. Detailed 
characterization of complex banding in air-cooled bainitic steels. J. Min. Metall. Sect. 
B-Metall (2015) 51 (1) B. 
 L. Morales-Rivas, V.A. Yardley, C. Capdevila, C. Garcia-Mateo, H. Roelofs, F.G. 
Caballero. A procedure for indirect and automatic measurement of prior austenite 
grain size in bainite/martensite microstructures. J. Mater. Sci. (2015) 50:258–267. 
 L. Morales-Rivas, H. Roelofs, St. Hasler, C. Garcia-Mateo and F. G. Caballero. Complex 
microstructural banding of continuously cooled carbide-free bainitic steels. Mater. 
Sci. Forum (2014) 783-786, 980. 
 R. Rementeria, L. Morales-Rivas, M. Kuntz, C. Garcia-Mateo, E. Kerscher, T. Sourmail, 
Francisca G. Caballero. On the role of microstructure in governing the fatigue 
behaviour of nanostructured bainitic steels. Materials Science and Engineering: A 
(2015) 630:71-77. 
226 
 
 R. Rementeria, I. García, L. Morales-Rivas, M. Kuntz, C. Garcia-Mateo, E. Kerscher, T. 
Sourmail, F.G. Caballero. On the relationship of microstructure and in-use properties 
of nanostructured bainitic steels. ISSIJ, ISBN 978-4-930980-86-1 C3057. 
Participation in conferences and seminars: 
 L. Morales-Rivas, A. González-Orive, C. Garcia-Mateo, A. Hernández-Creus, F.G. 
Caballero1, L. Vázquez. Oral presentation by L. Vázquez. Nanoindentation with AFM 
and Peak Force Microscopy analyses for local elastoplastic characterization of 
nanostructured bainitic steel. AMPT, Advances in Materials&Processing 
Technologies Conference, 2015, Madrid (Spain). 
 L. Morales-Rivas, B.M. Huang, H.W. Yen, C. Garcia-Mateo, J.R. Yang, M. Kuntz, F.G. 
Caballero. Oral presentation by L. Morales-Rivas. Ductility and TRIP Effect in 
Nanostructured Bainite. ICOMAT, International Conference on Martensitic 
Transformations, 2014, Bilbao (Spain).  
 L. Morales-Rivas, C. Garcia-Mateo, J.R. Yang, M. Kuntz, F.G. Caballero. Oral 
presentation by L. Morales-Rivas. Efecto TRIP y ductilidad en aceros bainíticos 
nanoestructurados. XIII Congreso Nacional de Materiales, 2014, Barcelona (Spain).  
 L. Morales-Rivas, C. García-Mateo, F.G. Caballero, J. Cornide. Poster presented by L. 
Morales-Rivas. Efecto TRIP y ductilidad en aceros bainíticos nanoestructurados. XII 
Congreso Nacional de Materiales / XII Congreso Iberoamericano de Materiales, 2012, 
Alicante (Spain). 
 Seminar “Bainita nanoestructurada: Ductilidad y mecanismos de deformación” Oral 
presentation by L. Morales-Rivas. Instituto Tecnológico de Química y Materiales 
Álvaro Alonso Barba, Madrid (Spain). 14th October 2015.  
 Seminar “Werkstoffprüfung (Materials Testing)”. Oral presentation by L. Morales-
Rivas. Technische Universität Kaiserslautern (Germany). 27th and 28th July 2015. 
 Seminar “Current Challenges on Metals Science”. Oral presentation by L. Morales-
Rivas. CENIM-CSIC, Madrid (Spain). 28th May 2014. 
 C. Garcia-Mateo, M.K. Miller, H.W. Yen, J.A. Jimenez, J.R. Yang, L. Morales-Rivas, F.G. 
Caballero. Oral by C. Garcia-Mateo. Experimental evidence on tetragonality of low 
temperature bainitic ferrite. ICOMAT, International Conference on Martensitic 
Transformations, 2014, Bilbao (Spain).  
 F.G. Caballero, M.K. Miller, H.W. Yen, J.A. Jimenez, C. Garcia-Mateo, L. Morales-Rivas, 
J.R. Yang. Oral presentation by F.G. Caballero. Carbon Super-saturation and 
Tetragonal Bainitic Ferrite in Nanocrystalline Bainitic Steels. TMS, Annual Meeting 
and Exhibition, Symposium: Phase Transformation and Microstructural Evolution, 
2014, San Diego (California, USA).  
 B. Avishan, L. Morales-Rivas, C. Garcia-Mateo, S. Yazdani, F.G. Caballero. Poster 
presented by C. Garcia-Mateo. Describing TRIP effect for two nanostructured bainitic 
steels. EUROMAT, European Congress and Exhibition on Advanced Materials and 
Processes, 2013, Sevilla (Spain).  
 
 
 
227 
 
Participation in conferences of other related work:  
 L. Morales-Rivas, H. Roelofs, St. Hasler, C. Garcia-Mateo and F. G. Caballero. Oral 
presentation by H. Roelofs. Complex microstructural banding of continuously cooled 
carbide-free bainitic steels. THERMEC, International Conference on Processing and 
Manufacturing of Advanced Materials, 2013, Las Vegas (USA).  
 R. Rementeria, L. Morales-Rivas, I. Garcia, C. Garcia-Mateo, M. Kuntz, E. Kerscher, R. 
Janisch, F.G. Caballero. Poster presented by R. Rementeria. On the relationship of 
microstructure and in use properties of nanostructured bainitic steels. ISSS, 4th 
International Symposium in Steel Science, 2014, Kyoto (Japan).  
 R. Rementeria, L. Morales-Rivas, M. Kuntz, E. Kerscher, C. Garcia-Mateo, F.G. 
Caballero. Poster presented by R. Rementeria. Fatigue resistance in Nanobainitic 
steels. ICOMAT, International Conference on Martensitic Transformations, 2014, 
Bilbao (Spain). 
 B. López Ezquerra, L. Morales-Rivas, C. García-Mateo, F.G. Caballero. Poster 
presented by B. Lopez Ezquerra. Influencia de la transformación martensitica en la 
cinética de formación de bainita nanoestructurada. Congreso Nacional de 
Materiales, 2014, Barcelona (Spain).  
 R. Rementeria, L. Morales-Rivas, M. Kuntz, E. Kerscher, C. Garcia-Mateo, F.G. 
Caballero. Poster presented by R. Rementeria. Comportamiento a fatiga de aceros 
bainíticos nanoestructurados. Congreso Nacional de Materiales, 2014, Barcelona 
(Spain).  
Published codes: 
 L. Morales-Rivas, EBSD Distance-Disorientation Distribution 3D plot, MathWorks 
(2013). DOI: 10.13140/2.1.4184.4808 
http://es.mathworks.com/matlabcentral/fileexchange/40789-ebsd-distance-
disorientation-distribution-3d-plot 
 L. Morales-Rivas, Interactive version of MTEX plotGrains function, linked to EBSD 
Pole Figure, Mathworks (2013). DOI: 10.13140/2.1.3037.6008 
http://www.mathworks.es/matlabcentral/fileexchange/40363-interactive-version-
of-mtex-plotgrains-function-linked-to-ebsd-pole-figure 
 L. Morales-Rivas, Image Analysis for assessing the degree of Banding of 
Microstructures, Mathworks (2013). DOI: 10.13140/2.1.5003.6805 
http://www.mathworks.es/matlabcentral/fileexchange/40220-image-analysis-for-
assessing-the-degree-of-banding-of-microstructures 
