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1. INTRODUCTION 
The effect of a temperature-dependent feedback on the behavior of a nuclear 
reactor was studied in several papers [IA] by using the time-dependent diffusion 
approximation. Feedback was assumed to act only through the multiplication 
factor. In the papers of Belleni-Morante and co-workers [5-81, the time evolu- 
tion of a reactor was studied taking into account temperature-dependent cross 
sections, multiplication factors, and energy generation coefficients. Delayed 
neutrons were considered in [7], whereas, in [6, 81, the coupling between neutron 
density and temperature was given by the heat diffusion equation. The techni- 
ques employed rely on the theory of semigroups of operators in Banach spaces. 
The problem of the possibility of a stationary nontrivial solution remained 
open, and our aim in this work is to investigate such a possibility. 
For simplicity, we consider a homogeneous slab with macroscopic cross 
section and multiplication factor depending upon temperature, and we assume 
that the coupling between neutron population and temperature is represented by 
a “conservation” equation simpler than the heat diffusion equation. Moreover, 
we disregard delayed neutrons because they would imply one more equation 
of a similar type. 
The problem is set out in the framework of the theory of cones in Banach 
spaces and of positive operators. We introduce two real Banach spaces X,, = 
L1([--a, a] x [-1, I]) x R and X = P([--a, a]) x R. The equivalence 
between an intcgro-differential problem set out in X,, and an integral problem set 
out in X leads us to investigate whether a nonlinear operator acting in X admits 
1 as an eigenvalue with corresponding positive eigenfunction. The question 
is given an answer under assumptions that are reasonable from a physical point 
of view. 
* Work performed under the auspices of the National Research Council (C.N.R., 
Gruppo N&on& per la Fisica Matematica). 
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2. THE NONLINEAR PROBLEM 
The neutron density N(x, y) and the temperature T of the reactor are assumed 
to satisfy the system 
-~~--(T)!V+~y(l.)~~~N(s,y)dy =O, 




with the boundary conditions 
N(--a, y) = 0 VY E (0, 11, iV(a,y) = 0, vy E [-1,O). (3) 
In (1) and (2), 2 is th e macroscopic ross ection; y = z$ + v,& , where & is 
the scattering cross section, Zr is the fission cross section, and v is the mean 
number of secondaries per fission; h is the coefficient of convective heat transfer; 
K is the modified energy generation coefficient; and Tc is the coolant empera- 
ture. 
We assume h and Tc to be constant, h > 0, and the neutrons to be mono- 
energetic. 
If we put T = T - Tc , and D(x) = St1 N(x, y) dy problem (l)-(3) formally 
becomes (see, for instance, [12]) 
where we use y(7) instead of y(~ + T,), Z(T) instead of Z(r + T,), and g(7) 
instead of K(7 + T,)/h, and where E is the exponential integral function [9]. 
Our aim is to seek a solution of (l)-(3) with iV a positive function, and a 
solution of (4), (5) with @ a positive function. In order to study the two systems, 
we use the real Banach spaces 
xo =L1([--a, a] X [--1, l]) x R, f = (fi ,f2> Exl , 
with norm 
and X = L1([--a, a]) x R, u = (ur , ~a) E X, with norm 
II u; X I! = II ~1 I! + I ~2 I = j-’ I +)I dx + I ~2 I . -a 
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Note that we use the symbol [I Ij with two different meanings; the risk of con- 
fusion is negligible since the actual meaning will be made clear by the context. 
We define the nonlinear operator A,: D(A,) C X0 + X,, , 
4f = 
-Y g - 3fJfl + ; r(fJ j;lflcx~ Y) dY 
- fi + g(f2) j:a j;lflc.~Y Y) dx dY 
(6) 
with domain D(A,) = {fi fi EL~([--a, a] x [-1, 13); y(af,/ax) EU([-G a] X 
l,O);f2E:W. I-1,1]); f1(-a,y> =o, VYE(O, 11; fi(GY) =O, \JYE[- 
In what follows, we assume that: 
h.1. Z takes strictly positive values. 
Then, we can define the nonlinear operators A: X -+ X, A, 
and A,: X-t R: 
: X+Ll([--a, a]), 
i 




g(u2) ja ul(z) dz 
i 1 
- Azu ’ 
(7) 
--a 
By using the preceding definitions, problem (l)-(3) can be written in the 
compact form 
A,f = 0; 
and problem (4), (5) can be written as 
u=Au. 
These two problems are strictly related by the following theorem, whose proof 
is omitted, because it may be easily derived by a technique similar to that of 
Chap. 8 of [12] with some modifications due to the different spaces of Lebesgue 
integrable functions and to the presence of the second equations. 
THEOREM 1. If f = (fi , fi) is a solution of A,f = 0, then u&) = 
St1 fi(x, y) dy belongs to L1([--a, a]) and u = (ul , uJ with u2 = f2 , is a solution 
of u = Au. Conversely, if u = (ul , u2) is a solution of u = Au, then f = ( fi , fJ, 
with fi = u2 and with 
f,@,Y) = yq j; exp[-3f2) (x - 4i~lQ4 dzj Y E(O, 11, 
f&y) = - ydpaja 
(8) 
exp[-z(fz) (x - 4lyl uM dz, YE[--I,()), z 
is a solution of A,f = 0. 
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Because it is more complicated to study an integro-differential equation rather 
than an integral equation, we fix our attention on the nonlinear problem u = Au. 
Remark 1. The proof that A maps X into X is sketched in Section 4. 
3. MAIN RESULTS AND COMMENTS 
In this section we state some lemmas and theorems, whose proofs are given in 
the next section. The assumptions needed on the real-valued functions ,Y, y, and 
g are listed below. 
h.1. Z takes strictly positive values. 
h.2. 2, y, and g map bounded subsets of R into bounded subsets of R. 
h.3. \y’ r E R, a positive constant Zmr exists such that Z(u,) > &,,r > 0 
if ua G (-Y, Y). 
h.4. 2, y, and g are continuous functions. 
h.5. y(us) 3 0, g(uJ 3 0 for ua > 0. 
h.6. y(0) < y(u2), -+I) 2 +,), g(0) <g(u2), for u2 > 0. 
h.7. Z(u,) 3 Z;, > 0; lim Z(u2) = 2, lim y(u2) = 7, lim g(u,) = g > 0, 
as u2 -+ + co. 
h.8. y(u2) d 7, g(u,) <<g, ECU,) > 2, for uz > 0. 
Note that, since h.3 follows from h.1 + h.4 and h.2 follows from h.4, the 
above list might be shortened. However, for instance, only h.1, h.2, and h.3 
are needed to prove Lemma 1 (which might of course be proved under the 
heavier assumptions h.1 + h.4). Thus, the above rather lengthy list allows us to 
give proofs with a minimum of assumptions and with a maximum of generality. 
Remark 2. Assumptions h.l-h.8 are acceptable from a physical point of 
view. The dependence of the cross sections on the temperature is bounded and 
it is more reasonable than a linear dependence, that ceases to be realistic for 
large values of the temperature. 
LEMMA 1. If h.1, h.2, and h.3 are satisjied, then A maps bounded subsets of X 
into bounded subsets of X. 
LEMMA 2. If h.1 and h.4 aye satisJed, then A is a continuous nonlinear 
operator. 
We recall some definitions. A mapping A with domain D(A) C El and range 
R(A) C E, (El and E, normed spaces) is called compact if it maps bounded sets 
of El into relatively compact sets of E2 , and A is said to be completely continuous 
if it is continuous and compact [lo]. 
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LEMMA 3. If h.l-h.4 are satisjied, then A, and A are compact operators, and 
also completely continuous. 
Compact operators have interesting properties in cones in Banach spaces. 
We recall that a set K of a Banach space is a cone [lo] if it is a closed convex 
set and has the properties: (i) tu E K for all t> 0 if u E K and (ii) at least one of 
each pair of vectors u and -u does not belong to K, if u # 0. The cone K allows 
us to introduce in a Banach space a partial ordering: We shall write u < v 
if v - u E K and u 3 0 will mean u E K. The operator A is said to be positive 
if it maps positive vectors (i.e., belonging to K) into positive ctors. 
It is easy to see that the set KC X whose elements are the couples u = (ui , ua) 
with q(x) 3 0 a.e. in [-a, a] and ua > 0 is a cone. 
LEMMA 4. If h.1 and h.5 are satisfied, then A is a positive operator with 
respect to the cone K. 
(This can be easily seen directly from (7)). 
The FrCchet derivative plays a very important role in the study of the pro- 
perties of nonlinear operators, especially ifit is a majorant or a minorant in the 
sense stated after Remark 3. 
LEMMA 5. The Frkhet derivative at u = 0 of the operator A exists because 
of the continuity of Z, y, and g in u2 = 0, (see h.1 and h.4) and it is equal to the 
bounded linear operator B, , 
-W(O) Ix- z I> u&4 dz 
’ 
UEX. (9) 
Moreover B, is a completely continuous operator in X. 
Remark 3. We omit the proof of Lemma 5. We note that B, does exist 
even if h.4 is not satisfied; thecontinuity in ua = 0 is sufficient. The proof that 
B, is completely continuous may be obtained directly or by recalling that the 
derivative of a completely continuous operator is completely continuous [IO]. 
The operator B is a minorant of the operator A (A is a majorant of the opera- 
tor B) on the cone K if Bu < Au for any u E K. 
The linear operator B is u,-bounded if there exist u,, E K, a positive integer n, 
and numbers 01, 6 > 0 such that 
cm0 < Bnu < /3u0 , for any u G K. 
In the following theorem, we summarize some properties ofthe FrCchet deriva- 
tive B, . 
THEOREM 2. (i) If h.1 and h.6 are satisjied, then B, is a minorant of A on the 
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cone K. (ii) B, is q-,-bounded. (iii) B, has one and only one eigenvector, say v,, # 0, 
in the cone K, with corresponding eigenvalue h, > 0. (iv) /\,, is simple and greater in 
absolute value than the other eigenvalues of B, . 
Now we recall that an operator T acting in a Banach space is called asymp- 
totically inear (a.1.) ifsome linear operator B exists uch that 11 Tu - Bu l//l1 u 11 
--t 0 as I/ u Ij -+ f co. B is called the asymptotic derivative of T; see [lo]. 
The operator A is not a.1. in the sense of the preceding definition. However, it 
has some asymptotic properties which are good enough to let us deduce some 
conclusions a if it were a.1. 
LEMMA 6. Under hypotheses h.1 and h.7, a linear bounded operator B, exists 
such that lim // Au - B,u; XII/II u; X jj = 0 as u2 -+ +co. B, is defined by 
B, is completely continuous. 
A theorem analogous to Theorem 2 holds for B,: 
THEOREM 3. (i) If h.1 and h.8 are satis$ed, then B, is a majorant of A on 
the cone K. (ii) B, is u,-bounded. (iii) B, has one and only one eigenvector, say 
wo # 0, in the cone K, with corresponding eigenvalue p0 > 0. (iv) p0 is simple and 
greater in absolute value than the other eigenvalues of B, . 
We recall that the eigenvectors ofthe map A are said to form a continuous 
branch of infinite l ngth passing through the point q+, and lying in the set KC X 
if the boundary r of each bounded open set containing v,, is such that r n K 
contains at least one eigenvector of A [lo]. W e may prove the following lemma. 
LEMMA 7. Under assumptions h.l-h.8 the positive eigenvectors of the com- 
pletely continuous operator A form a continuous branch of infinite length in the 
cone Kpassing through u = 0. The eigenvalues corresponding to positive eigenvectors 
belong to the interval [h, , ~~1. 
Now, it is important to investigate ifthey fill the open interval (h, , CL,,). A 
modification fa theorem quoted in [IO], a 11 ows us to state the following lemma. 
LEMMA 8. Under assumptions h.l-h.8 the eigenvalues of the completely 
continuous operator A corresponding to positive eigenvectors form a set containing 
the open interval (X, , &, and, possibly, the numbers h, and p0 . 
Remark 4. Note that Lemmas 7 and 8 are true under assumptions h.l-h.8, 
i.e., under assumptions h.1 and h.4-h.8. 
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Remark 5. Every other linear operator B majorant of A is also amajorant of 
B, . If B has the same properties ofB, and B, , then its unique positive eigen- 
vector corresponds to an eigenvalue ,Z > pLo, and we cannot conclude that 
(X, , F;) is contained in the part of the spectrum of A corresponding to positive 
eigenvectors. A similar remark is true for @ minorant of A and hence of B, . 
We sumarize the preceding results in the following theorem. 
THEOREM 4. Under assumptions h.l-h.8 on the functions 2, y, andg, for any 
h E (h, , pO) there exists at least one positive solution of the problem hu = Au. For 
each Y > 0, there exists at least one solution u = (ul , uJ E K such that 
r = (I u; XII = j-’ ul(x) dx + u2. 
--a 
The last part of this section deals with sufficient conditions for the existence 
of the eigenvalue 1of the nonlinear operator A. Obviously, A has an eigenvalue 
equal to 1 if the eigenvalue p,, of B, is greater than unity and if the eigenvalue h, 
of B, is less than unity; see Lemma 8. 
A very powerful technique for the estimate of the eigenvalues of positive 
definite compact symmetric linear operators in Hilbert spaces is the Rayleigh- 
Ritz principle. B, and B, have eigenvalues determined by an integral equation 
having the form 
where 7, y, and u are h, y(O), and Z(0) or p, 7, and 2, respectively. For instance, 
the first equation of the system hu = B,u is 
this equation gives the eigenvalues X and the corresponding eigenvectors q+, while 
the second equation, which is hv2 = g(0) J!a p)r(x) dx, consequently gives ys . 
Now, (11) has a kernel which defines a symmetric positive definite compact 
linear operator in the space L2([--a, a]). Therefore, if we show that every I? 
solution of (11) is also an L2 solution and conversely, then we can use the 
Rayleigh-Ritz principle. Indeed, this can be done (see next section). 
Hence we conclude that 1 is an eigenvalue of the nonlinear operator A if the 
two following relations are satisfied: 
p. = max 2 -a --a [zsaj-a ~(~lx--zl)~(~)p(~)d~d~,ll~lj,,=l~ >l, (13) 
409/72/=2 
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where 
As far as original problem is concerned, we can now summarize our results 
in the following theorem. 
THEOREM 5. Let us assume that Theorem 4 is valid and relations (12) and (13) 
are satisfied; then there exists at least one positive solution of the problem u = Au 
other than the trivial one. Moreover, the corresponding solution of the problem 
A,f = 0 is found by means of (8). 
Remark 6. If h.6 and h.8 are replaced by 
hhbis. y(O) 3 y(u2), V> d z:(Q, g(O) >g(u2), for u, 2 0; 
h.8bis. y(ue) 3 7, g(uz) > g, Z(uJ < z, for u2 > 0; 
then Theorems 2, 3, 4, and 5, and Lemmas 7 and 8 remain valid except for the 
statements that B, is a minorant and B, is a majorant of A. Now B,, is a majo- 
rant of A and B, is a minorant of A on the cone K, and h, > p0 . 
4. PROOFS 
In this section we prove the lemmas and theorems stated above. 
First, we prove that A maps X into X. To establish t is property, we have to 
prove that (i) A, maps X into L1([-a, a]) and (ii) A, maps X into R. Part (ii) 
is trivial. As far as part (i) is concerned, if we let o = L1(uz) and y = y(ua), 
ue E R, then it will be sufficient to prove that the linear integral operator with 
kernel (r/2) E(u 1 x - z I) maps L1([-a, a]) into L1([-a, a]). Indeed, E(I x 1) E 
Ll(R); see [9]. We define I+ ELM, $5(x) = q(x), if x E [-a, a] and $5(x) = 0, 
if x 6 [-a, a], for any q~ EL~([-a, a]). Owing to Young’s theorem [ll], 
(r/2) s”-a ECU I x - z I) 84 dz EJW), and its restriction to [-a, a] belongs 
to U([--a, a]). 
We now proceed to prove Lemmas 1 and 2. 
Proof of Lemma 1. Recalling definition fthe operator A, , we may write 
(14) 
x [2 - E2(-W2) (z + 4 - E2W2) (a - 4>1 dz 
<p [l - -w~~M,)l II 4 
rn? 
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as / r(zls)j < yMr for us E (-Y, Y) and as 0 < Z,, < Z(na) d 2~. for uz E (-r, r) 
under assumptions h.2 and h.3; for E2 , see [9]. 
On the other hand, under h.2 
as I g(4l < gM, for u2 E C-r, ~1. 
The statement of Lemma 1 easily follows from (14) and (15). 





IS ( --a -a 
+) E(Z(u,) j x - z I) u&x) - ‘2 E(Z(v,) I x - z I) q(z)) dz 1 dx 
< I Y(“z) - A41 
2 ja I 44 ja VW I x - z I) dx dz -a -a 
+ I rw - j' I 44 - 1fh9l ja W(v,) I x - x I> dx dz 2 -a -a 
x - z I) - E(Z(v,) 1 x - x I)/ dx dz 
II I YkJ )I II Ul II + -$J /I 211 - Vl II > 
(16) 
I A,u - 4~ I 
(17) 
the statement follows from (16) and (17). 
Proof ofLemma 3. First we note that C x D = e x B, if C and D are sets 
of metric spaces and, for instance, C denotes the closure of C; C x D is a com- 
pact set if C and D are compact. Hence the compactness of the operator A will 
be proved if we show that A, and A, map bounded sets of X into relatively 
compact sets of L1([--a, u]) and R, respectively. Because we have shown that A, 
maps bounded sets into bounded sets of R, which are relatively compact, it 
remains to prove that A, is a compact operator. 
We use a form of a theorem of Kolmogorov, (see [ll, p. 311) which states 
that a set S C L1([--a, a]) is relatively compact if it is bounded and if 
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J?a I g(x + 4 - &)I d x g oes to zero with h, uniformly with respect to g E S. 
We have 
s a j A,u(x - h) - A,u(x)j dx --a
where 0 C. &:,,r < Z(u,) < .ZM, if ua E (-r, r), and E, is a continuous function 
such that lim,,,+ E,(z) = 1 (see PI), ad II u; A’ 11 = II u1 II + I u2 I G r. 
We conclude that A, , and hence A, is a compact operator, and also completely 
continuous. 
Proof of Theorem 2. Part (i) is easily proved, because B,u < Au, if u E K, 
under assumption h.6. 
(ii) Starting from the definition of u,-boundedness, we have to show that 
there exist u0 E K, a positive integer 71, and numbers 01, /3 > 0 such that 
au0 < BOnu < ,8u0 , for u E K. 
First, we recall that the linear integral operator T defined by 
Tu, = $- 
s 
a E(” / x - z I) ul(z) dz --u 
mapsLl([--a, a]) into U([--a, u]). 
In the preceding definition and in what follows, we shall write only 0, y, and g, 
instead of E(O) or 2, y(O) or 7, etc. The integral operator T2 has kernel 
lz,(x, x) = f 1; E(u 1 x - z’ I) E(u I z’ - z I) dz’, 
a 
(x, z) E [-a, a] x [-a, a]. 
The kernel h, has a lower bound m, = m,(a, y) = (u/2) r2E2(2aa) > 0, and an 
upper bound 
Jfl = J&(% r> 
2 
= max 5 --a 2 
I s 
a 1 [E2(a I x - z’ I) + E2(o I x’ - x I)] dz’; (x, z) E [-a, u]j . 
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This maximum exists because s:a I?( 0 j x - z’ 1) dz’ is a continuous function of 
x E [-a, a]. Therefore (see [lo]), T is us-bounded in the cone of nonnegative 
functions of L1([--a, a]), with urs = 1 EL~([--a, a]), n == 2, a(ur) = 
ml ra q(z) dx, and B(uJ = Ml ca u1C4 dz. 
Now it is easy to show that B, is q-bounded. Indeed B,2 has the form (c” “,), 
where the operator V with domain Ll([--a, u]) and range in R is defined by 
The function h, is continuous in [-a, a] with minimum m2 =- ma(u, y, g) = 
$72;; 11 - -WWl > 0 and maximum M, = M.&a, y, g) = (gy/a) [l - 
zuu . 
Then, for u E KC X, we have 
a 
44 = ml 
i 
= ul(x) dz < T2u, < Ml s ul(4 dz = Atu), --n -” 
a 
-’ ~2(4 = m2 I 
ul(x) dz < Vu, < MS 
! 
u2(x) dz = /32(u)s 
-n --n 
Hence, if we take u0 = (ul,, , u2,J, uIO = 1 EU([--a, a]), u2s = 1 E R, and if we 
put a(u) = min[q(u), cr2(u)] and ,8(u) = max[&(u), f12(u)], we have 
a(u) u. < B,2~ < B(u) q, , for u E K; 
that is, B, is u,-bounded. 
(iii) By taking into account that B, is a completely continuous u,-bounded 
linear operator, we can deduce that B, has one and only one eigenvector, say 
vo, in the cone K, with corresponding eigenvalue A, > 0; see [lo, Chap. V]. 
(iv) We prove that B, satisfies the following condition: For any u E X, 
a positive integerp(u) and a number s(u) > 0 can be found such that sB,% < u. . 
To this aim, we note that T2 mapsLl([--a, a]) in its subspace of bounded func- 
tions; indeed, for any u, EL~([--a, a]), it results in / T%,(x)j < Ml I/ u1 11 . 
Therefore, for u1 # 0, there exist p,(u,) = 2 and 0 < sl(ul) = (Ml (1 u1 II)-1 
such that sl(ul) TW1 < 1. We also remark that, for ur ~Lr([u, a]), Vu, < 
I vu1 I f M2 II u1 II , (see pati (ii)) and likewise, for u1 # 0, there exists 
0 < s2(u1) = (M2 j/ ur 11)-l such that s2(u1) Vu, < 1. Hence, if we take u. and 
p = 2, as in part (ii), and if we put s(u) = min[s,(u,), s2(u1)], where as usual u1 is 
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the first component of u E X, the inequality sBO1’u < us is easily verified. 
Therefore the positive eigenvalue Aa which corresponds to the positive eigen- 
vector T+, is simple and greater in absolute magnitude that the other eigenvalues 
of the operator B,; see again [IO]. 
Proof of Lemma 7. The statement about the continuous branch of eigen- 
vectors readily follows from Theorem 2 (see the preceding section) and from 
Theorem 2.4 of [IO, Chap. Jr]. From Lemmas 3.3 and 3.4 of [lo, Chap. V], the 
statement about the eigenvalues follows. 
Proof of Lemma 8. For each Y 2 0, a positive eigenvector exists with norm 
equal to T: AU = Au, I/ u; Xi] == /, ur 11 -C I ua 1 = Y. If r approaches +co; then it 
follows from the second equation of (7) that, if u E K, /I U; X/i cannot approach 
infinity unless up -j +m; indeed 
I u2 I = ~2 = g(uJ 1-1 u&) dz = g&J II ~1 II .
From this equality we deduce that I/ u; X I] + + cc (u belonging to the conti- 
nuous branch of positive eigenvectors) implies u2 -+ +co, ]I ur I/ --j + cc. 
Thus, the proof of Theorem 3.3 of [lo, p. 2791, is valid even if B, is a majorant 
of ,4. Then, the eigenvalues corresponding to the positive eigenvectors form a 
set containing the open interval (AO, CL,,), and possibly, the numbers A,, and CL,, 
In order to give sufficient conditions for the existence of the eigenvalue I, 
we need to show that every L1 solution of (11) is also an L2 solution, and con- 
versely. 
The converse statement is obvious, because an L2 function is also an L1 
function, because a < cc, owing to Schwarz’ inequality. Now let us assume that 
F is an Ll([-a, a]) function. We define + ELM: F(x) = v(x), if x E [-a, a], 
+(x) = 0, if x $ [-a, a]. We recall that E(I z I) E L2(R) and therefore 
JR a!?(” 1 s - z I) +(z) dz sL2(R) owing to Young’s theorem [ll]; then its 
restriction to [-a, a] belongs to L1([-a, a]), and hence the eigenfunctions of the 
integral equation (1 I) are members of L2([-a, a]). 
REFERENCES 
I. DONC H. NGUYEN, hTucl. Sci. Engrg. 50 (1973), 370. 
2. DONC H. NGUYEN, Nucl. Sci. Engrg. 52 (1973), 292. 
3. DONG H. NGUYEN, Nucl. Sci. Engrg. 55 (1974), 307. 
4. D. B. REISTER AND P. L. CHAMBRB, Nucl. Sci. Engrg. 48 (1972), 211. 
5. A. BELLENI-MORANTE, Nucl. Sci. Engrg. 59 (1976). 56. 
6. A. BELLENI-MORANTE, Ann. Mat. Pura Appl. IV 108 (1976). 85. 
7. G. Busor*rr, V. CAPASSO, AND A. BELLENI-MORANTE, Nonlinear Anal. 1 (1977), 651. 
8. G. BCSONI, V. CAPASSO, AND A. BELLENI-MORANTE, in “Nonlinear Systems and 
Applications-An International Conference,” pp. 413-424, Academic Press, New 
York/London, 1977. 
NONLINEAR NEUTRON TRANSPORT 715 
9. M. ABRAMOWITZ ANII I. A. STEGUN, “Handbook of Mathematical Functions,” Dover, 
New York, 1965. 
10. M. A. KRASNOSELSKII, “Topological Methods in the Theory of Nonlinear Integral 
Equations,” Pergamon, Oxford, 1964. 
11. R. A. ADAMS, “Sobolev Spaces,” Academic Press, New York, 1975. 
12. G. M. WING, “An Introduction to Transport Theory,” Wiley, New York, 1962. 
