Abstract. The design of complex concurrent systems often involves intricate performance and dependability considerations. Continuous-time Markov chains (CTMCs) are a widely used modeling formalism, where performance and dependability properties are analyzable by model checking. We present INFAMY, a model checker for arbitrarily structured infinite-state CTMCs. It checks probabilistic timing properties expressible in continuous stochastic logic (CSL). Conventional model checkers explore the given model exhaustively, which is often costly, due to state explosion, and impossible if the model is infinite. INFAMY only explores the model up to a finite depth, with the depth bound being computed on-the-fly. The computation of depth bounds is configurable to adapt to the characteristics of different classes of models.
Introducing INFAMY
Continuous-time Markov chains (CTMCs) are widely used in performance and dependability analysis and biological modeling. Properties are typically specified in continuous stochastic logic (CSL) [1] , a logic inspired by CTL. In CSL, the until operator is equipped with a time interval to express properties such as: "The probability to reach a goal within 2 hours while maintaining a probability of at least 0.5 of communicating periodically (every five minutes) with a base station, is at least 0.9" via P ≥0.9 P ≥0. 5 3 ≤5 communicate U ≤120 goal . CSL model checking amounts to analysis of the transient (time-dependent) probability vectors [1] , typically carried out by uniformization, where the transient probability is expressed by a weighted infinite sum (weights are given by a Poisson process). The standard methodology in CSL model checking is to truncate the infinite sum up to some pre-specified accuracy [2] . Outside the model checking arena, ideas have been developed [3, 4, 5] which not only truncate the infinite sum, but also the matrix representing the system, which admits transient analysis of CTMCs with large or even infinite state spaces, provided they are given implicitly in a modeling language. Harvesting and improving on these ideas, INFAMY is the first CSL model checker based on truncation. The underlying truncation technique was developed in [6] . Besides truncation, INFAMY features SPIN-like [7] state space exploration, and supports models given in a high-level description language. Several other CSL model checkers exist, see [8] for an overview. Among them, PRISM [9] is a probabilistic model checker which uses advanced techniques for model representation and model checking for several stochastic model types. The model description language of INFAMY is based on the one of PRISM, but allows for infinite variable domains, while PRISM is restricted to finite models. Thus the tools are incomparable for infinite models. For several very large finite models, INFAMY is competitive with PRISM, as evident from Section 3. Model checkers based on discrete-event simulation [10, 11, 12, 9] Using truncation, we compute a finite submodel which is sufficient for checking the validity of a property given in time-dependent CSL. This is done by descending into the CSL formula and at the same time exploring the model subject to the different time bounds given in the subformulas as well as the rates occurring in the model (details can be found in [13] ). Beginning with a set of start states -either the initial states or, when descending into nested formulas, states determined by a subformula, the model is explored breadth-first up to a certain depth. The lower the depth the higher the error in the probabilities computed during model checking. This error needs to be kept below a userdefined absolute error ε for all methods described in the following. As illustrated in Figure 1 , our technique proceeds layer by layer exploring states with increasing depth, i.e. minimal distance from the start states, and estimates the error on the fly to determine if the depth is already sufficient. In the next paragraph, we discuss three error-estimation methods implemented in INFAMY, ranging from very precise and expensive to faster techniques with larger overestimation. An interesting trade-off arises between finding the smallest depth possible and the cost of error estimation. 
Finite state projection (FSP). Munsky and
Khammash [5] consider transient properties in the context of infinite-state biological models, including the one resulting from Chemical Master Equation problems. They build the CTMC incrementally in layers. Whenever adding a layer, they estimate the error by computing the probability of reaching the outermost layer from the initial states. FSP can find a minimal truncation point. However, as the exploration of new layers involves a stochastic analysis, relative computational cost of error estimation can be high. Uniform. While FSP performs error estimation on the full model, we recently developed the Uniform method [13] , which abstracts the model to a chain, as illustrated in Figure 3 . The probability of reaching the last state of the chain is an upper bound for the error. Compared to FSP, this admits a much faster error estimation, where the chain needs not even be constructed explicitly. We can just consider the maximal sum of rates λ max leaving a state into the next layer. Using the FoxGlynn algorithm [2] , a right truncation point is computed by starting the algorithm with a value of λ max · t where t is the timebound of the current subformula. Whenever a state with a higher sum is seen, we adjust the right truncation point. Layered. We consider more fine-grained chains than in the Uniform method that take into account maximal rates for individual layers, leading to a chain in which each edge is labeled with the maximal rate of the corresponding layer. This is depicted in Figure 4 . Using the vector, we can construct a birth process in which the probability of reaching the last state within time bound t is larger than leaving the finite truncation. By building the birth process until we see a probability which is low enough, we obtain a method which may explore less layers than the Uniform one if the rates of the layers vary. However, we have to compute the probabilities within the birth process each time we explore a new layer. Thus model exploration may be more timeconsuming. We call this the Layered method.
In all cases, after the exploration, usual CSL model checking is applied on the resulting submodel.
Results
We compare different configurations of INFAMY, i.e., FSP, Uniform and Layered method. Further, for finite models, we assess the effectiveness of truncation by comparing with PRISM. We denote the number of states on which model checking is performed by n. For INFAMY, this refers to the finite truncation, and, for PRISM, this refers to the full model. Where appropriate, we denote multiples of 1000 by "K". For all configurations, the probabilities listed in the experiments are exact up to ε = 10 −6 (or 10 −12 , if the probability is close to 10 −6 ). The time column is of the form xx/yy, where xx is construction and yy is model check time. A full description of the models is given in [13] . Quasi-Birth-Death Processes [14] . We consider a system consisting of processors and an infinite queue for storing jobs. We compute the probability that, given all processors are busy and there are no jobs in the queue, within t = 10 time units a state is reached in which all processors are idle and the queue is empty. Results for different rates of incoming jobs λ are given below. The depth needed grows linearly with λ. Thus, the performance of the FSP method suffers from the high cost of repeated transient analysis. Protein Synthesis [15] . We analyze a model of protein synthesis considering the property that, within time t but later than 10 time units, a state is reached, in which 20 or more proteins exist and the synthesizing gene is inactive. Overall, the FSP method is the most efficient here, because a rather low number of layers is relevant. In terms of model construction time, the Uniform method is best here. Grid-World Robot [11] . We consider a grid world in which a robot moves from the lower left to the upper right corner sending signals to a station. A janitor moves around and may block the robot for some time. In contrast to [11] , the janitor can leave the N × N field of the robot, which leads to an infinite state space. We check a nested formula of the form mentioned in the introduction, namely whether the robot moves with probability 0.9 to the upper right corner within 100 time units while periodically communicating with the base. We give results for different N . Using the FSP method is advantageous, as each layer of the model contains quite a large number of states, and FSP only needs to explore a fraction of the layers compared to the other methods. As seen from the "prob." column, for N = 2, 3 the property holds, while, for N = 4, it does not. The reason for the decreasing probability is that the distance the robot has to travel increases with n. Thus the probability decreases that the robot will complete its travel in time.
An implicit representation of the edges of the model used to handle the large number of transitions. However, this increases the runtime in this example. Workstation cluster [16] . We consider the dependability of a fault-tolerant workstation cluster, a model with finite state space. For the model with 512 workstations, we compute the probability that the QoS drops below minimum quality within one time unit, and compare with PRISM. Results are given for the fastest configuration of PRISM (sparse engine), and INFAMY (FSP) respectively. The state space explored by PRISM has depth 1029 and includes 9.4 million states. Up to t = 20, INFAMY with FSP is faster than PRISM. However, for larger time bounds, the model construction time dominates, since for each layer the error estimate is recomputed. As observed by Munsky [5] , this can be alleviated by adding more than one layer at each step. We consider a variant in which we double the number of layers we add per step, thus computing an error estimate every 1, 2, 4, 8, . . . layers. We call this configuration FSP exponential. It is consistently the fastest method for t ≤ 50, as shown in the last column of the Tandem Queueing Network [17] . This model consists of two interconnected queues with capacity c. We consider the probability that the first queue becomes full before time 0.23. Larger time bounds are left out, since then this probability is one. The performance results for INFAMY using configuration Layered are better, while for large time bound (t ≥ 1) the whole model will be explored thus PRISM will perform better. 
Conclusion and Future Work
INFAMY enables model checking of infinite models and, for certain finite models, is competitive with the leading model checker PRISM in time and memory usage. As observed in our experiments, the appropriate truncation method strongly depends on the model and property under consideration. Therefore, INFAMY allows the user to select the method that fits best. We plan to implement heuristics that choose the estimation method automatically. Further, the approach implemented in INFAMY is applicable to richer languages than PRISM, e.g., languages that support dynamic process creation, as in the stochastic π-calculus.
