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Abstract
A metric space (X,d) is called an Atsuji space if every real-valued continuous function on (X,d) is uniformly continuous. It is
well known that an Atsuji space must be complete. A metric space (X,d) is said to have an Atsuji completion if its completion
(X̂, d) is an Atsuji space. In this paper, we study twenty-nine equivalent characterisations for a metric space to have an Atsuji
completion.
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1. Introduction
A metric space (X,d) is called an Atsuji space if every real-valued continuous function on (X,d) is uniformly con-
tinuous. Probably J. Nagata was the first one to study such spaces in 1950 in [11]; while in 1951 in [10], A.A. Monteiro
and M.M. Peixoto studied four equivalent characterisations of such spaces. In 1958 several new equivalent character-
isations of such spaces were studied by M. Atsuji in [1]. Probably G. Beer is the first one to call such spaces Atsuji
spaces in [3]. He continued with this term in [4] also. But in [5,6], he called these spaces UC spaces as several other
mathematicians did so while studying these spaces. In order to explain the motivation behind our works in this paper
on Atsuji completions, we would like to mention five most significant and beautiful characterisations of an Atsuji
space. For a metric space (X,d), the following assertions are equivalent:
(a) (X,d) is an Atsuji space;
(b) every open cover of (X,d) has a Lebesgue number;
(c) for any pair of disjoint, nonempty closed subsets A1 and A2 in (X,d), d(A1,A2) > 0;
(d) every pseudo-Cauchy sequence with distinct terms in (X,d) has a cluster point (see Definitions 3.6);
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discrete (see Definitions 2.10); and
(f) for every decreasing sequence F1 ⊇ F2 ⊇ · · · of nonempty closed subsets of X, such that limn→∞ d(Fn) = 0, the
intersection
⋂∞
n=1 Fn is nonempty (see Definitions 3.10).
The conditions (b), (c), (e) and (f) have been studied in [10,1,3,4] respectively. The condition (b) has also been studied
in [14]. Toader was the first one to study the condition (d) in [12]. This condition has also been mentioned in [3,4].
It is well known that an Atsuji space (X,d) must be complete. So it is very natural to consider the metric spaces
with an Atsuji completion, that is, to consider the metric spaces whose completions are Atsuji space. In the second
section of his paper [4], G. Beer studied the Atsuji completions. There he found some conditions which are equivalent
for a metric space to have an Atsuji completion. The primary goal of this paper is to extend this work of Beer in a
comprehensive way, more precisely, is to find a much broader list of equivalent conditions for a metric space to have
an Atsuji completion. Beer discussed three kinds of characterisations of such metric spaces:
(i) sequential characterisation,
(ii) functional characterisation, more precisely in terms of Cauchy-sequentially regular functions (see Definition 2.7),
and
(iii) characterisation in terms of a relationship between two “geometric functionals” defined on the nonempty subsets
of the concerned metric space.
In [4], Beer has given altogether four specific equivalent characterisations for Atsuji completions. But he has given
a “rule of thumb” for a few more possible sequential characterisations of Atsuji completions. In [7], Borsík has
considered the situation when every Cauchy-sequentially regular function from a metric space to a normed linear space
is uniformly continuous and given two equivalent conditions for such a situation. In view of aforementioned functional
characterisation of type (ii), it means that in [7], Borsík has actually given three more equivalent characterisations for
a metric space to have an Atsuji completion, albeit in an indirect way.
One major goal of this paper is to find out several more important and interesting characterisations of types (i)
and (ii) for a metric space having an Atsuji completion. There is a well known and a very useful characterisation of
a uniformly continuous function between two metric spaces in terms of asymptotic sequences. But the asymptotic
sequences alone are not enough to characterise the Atsuji completions. We need a stronger concept of uniformly as-
ymptotic sequences in order to have an interesting characterisation of Atsuji completions: a metric space (X,d) has an
Atsuji completion if and only if every pair of asymptotic sequences has a pair of uniformly asymptotic subsequences.
In the second section, under the heading Basic tools, we study briefly the asymptotic and uniformly asymptotic se-
quences, but the focus of this study is mainly to help us in the last section to prove the equivalent conditions for a
metric space to have an Atsuji completion.
Now we elaborate on our second major goal. For a metric space (X,d), the property of being an Atsuji space lies in
between the completeness and compactness. It is well known that the compactness can be characterised in terms of the
finite intersection property on the family of closed sets while Cantor’s theorem gives a characterisation for complete
metric spaces. So in the last result of this paper, we find analogous characterisations for a metric space having an
Atsuji completion in terms of variants of the finite intersection property and Cantor-like conditions.
A Cauchy regular function is an analogue of a Cauchy-sequentially regular function for uniform spaces. Since the
metric spaces are also uniform spaces, we also develop some equivalent characterisations for a metric space to have an
Atsuji completion in terms of Cauchy regular functions. Altogether we study twenty-nine equivalent characterisations
for Atsuji completions, including the five characterisations given by Beer and Borsík in [4,7], respectively. Out of
twenty-four new equivalent characterisations given in this paper, here we would like to specifically mention one
wonderful, but simple, characterisation. It is well known that in a metric space, every compact subset has a countable
character. In Theorem 3.4, we show that a metric space (X,d) has an Atsuji completion if and only if every complete
subset of X has a countable character. In order to prove twenty-nine equivalent characterisations for Atsuji completions
we need to prove a few results which we place in the second section. Again because of such a large number of
equivalent characterisations, we split these characterisations into three theorems in order to have easier cycles of
the proofs. This split has been decided as much as possible according to the nature of these characterisations. For
example Theorem 3.8 includes the sequential characterisations while Theorem 3.11 is entirely concerned with the
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mentioned earlier.
The symbols R and N denote the sets of real numbers and of natural numbers respectively. Unless mentioned
otherwise, R and its subsets carry the usual distance metric. If (X,d) is a metric space, x ∈ X and δ > 0, then B(x, δ)
denotes the open ball in (X,d), centered at x with radius δ. Also (X̂, d) denotes the completion of the metric space
(X,d), while X′ denotes the set of all accumulation points in (X,d).
2. Basic tools
We begin this section with a very useful characterisation of uniform continuity in terms of asymptotic sequences.
But in order to do it, we first need the definition of asymptotic sequences and Efremovic Lemma.
Definition 2.1. Two sequences (xn) and (yn) in a metric space (X,d) are said to be asymptotic, written (xn)  (yn),
if they satisfy the following condition: ∀ε > 0, ∃Nε ∈ N such that n >Nε ⇒ d(xn, yn) < ε.
Lemma 2.2 (Efremovic). Let (X,d) be a metric space and ε > 0. Suppose that ((xn, yn)) is a sequence in X × X
satisfying d(xn, yn) ε ∀n ∈ N. Then there exists a subsequence ((xnk , ynk )) such that d(xnk , ynl ) ε4 ∀k, l ∈ N.
Proof. See Lemma 3.3.1, p. 92 in [6]. 
Theorem 2.3. Let f : (X,d) → (Y,ρ) be a function between two metric spaces X and Y . Then the following statements
are equivalent:
(i) f is uniformly continuous.
(ii) f preserves asymptotic sequences, that is, if (xn)  (zn) in X, then f (xn)  f (zn) in Y .
(iii) For every pair of nonempty subsets A and B of X, d(A,B) = 0 ⇒ ρ(f (A),f (B)) = 0.
Proof. (i) ⇒ (ii) and (ii) ⇒ (iii): The routine proofs are omitted.
(iii) ⇒ (i): This can be proved by using Efremovic’s Lemma. 
Definition 2.4. Two sequences (xn) and (yn) in a metric space (X,d) are said to be uniformly asymptotic if they
satisfy the following condition: ∀ε > 0, ∃Nε ∈ N such that for every subsequence (x′k) of (xn) and (y′k) of (yn),
k > Nε ⇒ d(x′k, y′k) < ε.
In the family C of all Cauchy sequences in a metric space (X,d), two sequences are uniformly asymptotic if and
only if they are asymptotic. The precise statement is given in the next result, the proof of which is omitted.
Proposition 2.5. Let (X,d) be a metric space. Two sequences (xn) and (yn) in (X,d) are uniformly asymptotic if and
only if (xn)  (yn) and (xn) is Cauchy in (X,d).
Clearly this asymptoticity gives rise to an equivalence relation in C. Precisely this equivalence relation was used
by Hausdorff in [8] in order to construct a completion of a metric space. See Theorem 24.4, p. 176 in [13].
Definitions 2.6. Let f : (X,UX) → (Y,UY ) be a map between two uniform spaces X and Y . If for any Cauchy net
(xλ) in (X,UX), (f (xλ)) is a Cauchy net in (Y,UY ); then f is called Cauchy regular. On the other hand, f is called
Cauchy-sequentially regular (CS-regular for short), if for any Cauchy sequence (xn) in (X,UX), (f (xn)) is a Cauchy
sequence in (Y,UY ).
Let (X,UX) be a metrizable uniform space such that the uniformity UX is generated by a metric d . It can be easily
seen that a sequence (xn) in X is Cauchy with respect to the uniformity UX if and only if (xn) is Cauchy in the
metric space (X,d). So in particular for a map between two metric spaces, we have the following usual definition of
a Cauchy-sequentially regular function.
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(xn) in (X,d), (f (xn)) is a Cauchy sequence in (Y,ρ), then f is called Cauchy-sequentially regular.
Since a metric space is also a uniform space, it is natural to ask if a CS-regular function between two metric spaces
is also Cauchy regular. Actually we have more than an affirmative answer to this query in the following result.
Proposition 2.8. Let (X,d) be a metric space and (Y,U) be a uniform space. A function f : (X,d) → (Y,U) is Cauchy
regular if and only if f is CS-regular.
Proof. If f is Cauchy regular, then obviously f is CS-regular.
Suppose that f is CS-regular, but not Cauchy regular. Then there exists a Cauchy net (xλ)λ∈Λ in X such that




. Also since (f (xλ)) is not Cauchy in Y , ∃ an entourage V of Y such that ∀δ ∈ Λ, we can find
δ′, δ′′  δ such that (f (xδ′), f (xδ′′)) /∈ V . In particular ∀n ∈ N, choose λ2n−1, λ2n  δi for each i, 1 i  n, such that
(f (xλ2n−1), f (xλ2n)) /∈ V . It is clear that (f (xλn)) is not a Cauchy sequence in (Y,U). But (xλn) is a Cauchy sequence
in X. This contradicts the CS-regularity of f . 
For the equivalent characterisations of Atsuji completions, the totally bounded subsets in a metric space play an
important role. So we would like to talk about a couple of important results on total boundedness. The first one which
gives a sequential characterisation of totally bounded sets has been stated in Problem 24B3, p. 182 of [13].
Proposition 2.9. Let A be a nonempty subset of a metric space (X,d). Then the following statements are equivalent:
(i) A is totally bounded.
(ii) Every sequence in A has a Cauchy subsequence.
The next result says precisely when the totally bounded subsets in a metric space are finite. But in order to state
this result, we need the following definitions.
Definitions 2.10. A subset A of a metric space (X,d) is called discrete if ∀x ∈ A, ∃δ > 0 such that d(x, y)  δ
∀y ∈ A \ {x}, that is, A ∩ B(x, δ) = {x}. It is called uniformly discrete if δ does not depend on x, that is, ∃δ > 0 such
that d(x, y) δ ∀x, y ∈ A, x = y. A discrete subset A of a metric space (X,d) is called completely discrete if (A,d)
is a complete metric space.
Proposition 2.11. Let A be a nonempty subset of a metric space (X,d). The following statements are equivalent:
(i) A is completely discrete.
(ii) Every totally bounded subset of A is finite.
(iii) A is discrete and closed in every metric space in which it is isometrically embedded.
Proof. (i) ⇒ (ii): Let B be a totally bounded subset of A. If B is infinite, we can find a sequence (xn) of distinct
terms in B and consequently by Proposition 2.9, (xn) has a Cauchy subsequence (xnk ). Since A is complete, ∃x ∈ A
such that xnk → x. But this contradicts the fact that A is discrete. Hence B must be finite.
(ii) ⇒ (i): Let x ∈ X be an accumulation point of A. So ∃ a sequence (xn) of distinct terms in A such that xn → x.
But then the set B = {xn: n ∈ N} is an infinite totally bounded subset of A. Hence A cannot have an accumulation
point and consequently A is discrete. Now let (yn) be a Cauchy sequence in A. Since the set {yn: n ∈ N} is totally
bounded, it must be finite. Hence (yn) must have a constant subsequence. Since (yn) is Cauchy, it is convergent. Hence
A is complete.
(i) ⇐⇒ (iii): The short routine proof is omitted. 
Remark 2.12. In [7], Borsík has defined a nonempty subset A of a metric space (X,d) to be F-discrete if it satisfies
the condition (ii) of Proposition 2.11. So an F-discrete subset is nothing but completely discrete.
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tions. We need these results while characterising Atsuji completion in terms of Cauchy regular functions. The first one
is a standard result in an analysis course.
Proposition 2.13. Let A be a subset of a metric space (X,d) and let (Y,ρ) be a complete metric space. If f :A → Y
is a uniformly continuous function, then f has a unique uniformly continuous extension to the closure A of A.
Proof. See Theorem 6.19, p. 45 in [2]. 
With some minor modification of the proof of the last result given in [2], we have the following result. This result
has been stated in Lemma 1 of [4] in a slightly different form.
Proposition 2.14. Let A be a subset of a metric space (X,d) and let (Y,ρ) be a complete metric space. If f : (A,d) →
(Y,ρ) is CS-regular, then f has a unique continuous extension to the closure A of A.
By using Proposition 2.14, Tietze’s extension theorem and X̂, we can prove the following result.
Proposition 2.15. Let A be a subset of a metric space (X,d) and f : (A,d) → R be a CS-regular function. Then there
exists a CS-regular function g : (X,d) → R such that g|A = f .
Unlike CS-regular functions, in general, a uniformly continuous function defined on a nonempty subset of a metric
space (X,d) may not be extended to a uniformly continuous function on X as it is shown in the following example.
Example 2.16. Consider the subspace X = ⋃∞n=0[2n,2n + 1] of R. Define a function f :X → R by f (x) = n2,∀x ∈ [2n,2n + 1] and ∀n ∈ N. Clearly f is uniformly continuous on X. But we cannot extend f to a uniformly
continuous function on the nonnegative real line R+. Because if g is any continuous extension of f to R+, for every
n ∈ N, we can find i, 1 i  n, such that |g(2n+ 1 + (i − 1)/n)− g(2n+ 1 + i/n)| 1. Hence by Theorem 2.3, g is
not uniformly continuous on X.
But a bounded real-valued uniformly continuous function behaves like a CS-regular function. The precise statement
which follows is the metric space version of Kateˇtov’s more general result for uniform spaces, see [9].
Proposition 2.17. Let (X,d) be a metric space and A be a nonempty subset of X. Then every bounded real-valued
uniformly continuous function on (A,d) is extendable to a bounded real-valued uniformly continuous function on
(X,d).
3. Equivalent conditions for Atsuji completions
Finally we deal with the goal of this paper. The goal is to find comprehensive characterisations of Atsuji comple-
tions, more precisely to find equivalent conditions for a metric space having an Atsuji completion.
Definitions 3.1. A metric space (X,d) is called an Atsuji space if every real-valued continuous function (X,d) is
uniformly continuous. On the other hand, (X,d) is said to have an Atsuji completion if its completion (X̂, d) is an
Atsuji space.
In the first result of this section we give eleven equivalent conditions for a metric space to have an Atsuji comple-
tion. But in order to do this we need the following definitions.
Definitions 3.2. Let (X,d) be a metric space and x ∈ X. We define I (x) as follows: I (x) = d(x,X \ {x}), that
is, I (x) = inf{d(x, y): y ∈ X \ {x}}. On the other hand, if x ∈ X̂, we use the notation Î (x) instead of I (x), that
is, Î (x) = d(x, X̂ \ {x}). If A is a nonempty subset of X and r > 0, we define B(A, r) as follows: B(A, r) =
{x ∈ X: d(x,A) < r} =⋃a∈A B(a, r).
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is a nonisolated point, that is, x is an accumulation point. Also note that for an isolated point x in X, I (x) =
sup{r > 0: B(x, r) = {x}}.
Theorem 3.4. Let (X,d) be a metric space and (X̂, d) be its completion. Then the following statements are equivalent:
(a) If (xn) is a sequence in X without having a Cauchy subsequence, then there exists a positive integer n0 such that
for every n n0, xn is isolated in X and inf{I (xn): n n0} > 0.
(b) For any uniform space S, every Cauchy regular function f :X → S is uniformly continuous.
(c) For every metric space (M,ρ), every CS-regular function f : (X,d) → (M,ρ) is uniformly continuous.
(d) Every real-valued CS-regular function on (X,d) is uniformly continuous.
(e) (X̂, d) is an Atsuji space.
(f) For every real-valued CS-regular function f on X, there exists a positive integer n0 such that every point of the
set A = X \ f−1((−n0, n0)) is isolated in X and inf{I (x): x ∈ A} > 0.
(g) For every sequence (An) of closed sets in X such that for some k ∈ N, Ak is complete in X and ⋂∞n=1 An = ∅,
there exists r > 0 such that
⋂∞
n=1 B(An, r) = ∅.
(h) For every sequence of complete sets (An) in X with
⋂∞
n=1 An = ∅, there exists r > 0 such that
⋂∞
n=1 B(An, r) = ∅.
(i) For any two disjoint complete sets A1 and A2 in X, d(A1,A2) > 0 (equivalently ∃r > 0 such that B(A1, r) ∩
B(A2, r) = ∅).
(j) Every nonempty complete subset of X has countable character, that is, for every nonempty complete subset A of
X and for every open set G containing A, there exists r > 0 such that A ⊆ B(A, r) ⊆ G.
(k) For any two disjoint sets A1 and A2 in X with A1 complete and A2 closed, d(A1,A2) > 0.
(l) For every completely discrete subset A of X, A∩X′ is a finite set and inf{I (x): x ∈ A \X′} > 0.
Proof. By Proposition 2.8, (b) ⇒ (c); and by Proposition 2.13, (d) ⇒ (e).
(c) ⇒ (d) and (g) ⇒ (h) ⇒ (i): These are immediate.
(a) ⇒ (b): Let, if possible, there exist some uniform space S and Cauchy regular function f :X → S which is not
uniformly continuous. Hence there is an entourage V of S such that ∀n ∈ N, there exist xn, yn ∈ X with
0 < d(xn, yn) < 1/n, but
(
f (xn), f (yn)
)
/∈ V. (1)
Now if the sequence (xn) has a Cauchy subsequence, then there exists a strictly increasing sequence (nk) in N such
that the subsequences (xnk ) and (ynk ) of (xn) and (yn) respectively are Cauchy sequences. Then the sequence (zk)
defined by z2k−1 = xnk and z2k = ynk , for k = 1,2, . . . , is a Cauchy sequence. Since f is Cauchy regular, the sequence
(f (zk)) is Cauchy in S. Hence there exists k0 ∈ N such that (f (zk), f (zl)) ∈ V ∀k, l  k0. In particular for k  k0,
(f (z2k−1), f (z2k)) = (f (xnk ), f (ynk )) ∈ V . But this contradicts (1). Hence (xn) cannot have a Cauchy subsequence.
So by (a), there exists n0 ∈ N such that ∀n n0, xn is isolated in X and inf{I (xn): n n0} = r > 0. But from (1), we
have d(xn, yn) < r ∀n > max{n0,1/r} and so we arrive at a contradiction. Hence (b) must hold.
(e) ⇒ (f): Let f : (X,d) → R be a CS-regular function. By Proposition 2.14, f has a continuous extension fˆ
to X̂. Now since (X̂, d) is an Atsuji space, by Theorem 1 of [1], there exists a positive integer n0 such that every
point of the set A = X̂ \ fˆ−1((−n0, n0)) is isolated in X̂ and inf{Î (x): x ∈ A} > 0. Since each point of X̂ \ X is an
accumulation point in X̂, X̂ \ X ⊆ X̂ \ A and consequently A ⊆ X. Note that each point of A is isolated in X also. It
is easy to see that I (x) Î (x) ∀x ∈ A and hence inf{I (x): x ∈ A} inf{Î (x): x ∈ A} > 0. Also note since A ⊆ X,
A = X̂ \ fˆ−1((−n0, n0)) = X \ f−1((−n0, n0)).
(f) ⇒ (g): Let (An) be a sequence of closed sets in X such that for some k ∈ N, Ak is complete in X and⋂∞
n=1 An = ∅. If possible, suppose that
⋂∞
n=1 B(An,1/m) = ∅ ∀m ∈ N. Let xm ∈
⋂∞
n=1 B(An,1/m) ∀m ∈ N. So in
particular xm ∈ B(Ak,1/m) ∀m ∈ N. Hence for each m ∈ N, we can find ym ∈ Ak such that d(xm,ym) < 1/m.
Now if (xn) has a Cauchy subsequence, then since (xn)  (yn), (yn) also has a Cauchy subsequence (ynk ). But since
yn ∈ Ak for each n and Ak is complete, the sequence (ynk ) converges. Hence the sequence (xnk ) also converges to a
point x in X. Now note that d(x,Am) d(x, xnk ) + d(xnk ,Am). Since xnk → x, limk→∞ d(x, xnk ) = 0. Also since
xnk ∈ B(Am,1/nk), d(xnk ,Am) < 1/nk  1/k and consequently limk→∞ d(xnk ,Am) = 0. Hence d(x,Am) = 0. But
since Am is closed, x ∈ Am and this is true for all m ∈ N. Hence x ∈⋂∞n=1 An. But this contradicts our assumption
that
⋂∞
An = ∅. Hence the sequence (xn) cannot have a Cauchy subsequence and consequently we can assumen=1
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every Cauchy sequence in the set C is eventually constant, f is CS-regular. By Proposition 2.15, f has a CS-regular
extension g to X. Hence by (f ), ∃n0 ∈ N such that each point of the set A = X \ g−1((−n0, n0)) is isolated in X and
inf{I (x): x ∈ A} > 0. Since xn ∈ A ∀n n0, inf{I (xn): n n0} inf{I (x): x ∈ A} > 0. Now since ⋂∞m=1 Am = ∅,
for each n ∈ N, ∃l ∈ N such that xn /∈ Al . But xn ∈⋂∞m=1 B(Am,1/n), hence xn ∈ B(Al,1/n), that is, there exists
zn ∈ Al such that 0 < d(xn, zn) < 1/n. But this yields inf{I (xn): n  n0} = 0 which is contrary to the inequality
infx∈A I (x) > 0. Hence there must exist m ∈ N such that ⋂∞n=1 B(An,1/m) = ∅.
(i) ⇒ (j): Let A be a complete subset of X. If possible, suppose that A does not have countable character, that
is, there exists an open set G containing A such that for each n ∈ N, B(A,1/n)  G. Let A1 = X \ G. Then for each
n ∈ N, we can find xn ∈ A and yn ∈ A1 such that d(xn, yn) < 1n . If (xn) has a Cauchy subsequence (xnk ), then since
A is complete, there exists z ∈ A such that xnk → z. But since (xn)  (yn), the sequence (ynk ) also converges to z.
Since A1 is closed, z ∈ A1 and consequently z ∈ A ∩ A1. But this is not possible. Hence neither (xn) nor (yn) has a
Cauchy subsequence. Consequently the sets B1 = {xn: n ∈ N} and B2 = {yn: n ∈ N} are disjoint complete sets in X.
Hence by (i), d(B1,B2) > 0. But since for each n ∈ N, d(xn, yn) < 1n , d(B1,B2) = 0. We arrive at a contradiction.
Hence (i) ⇒ (j).
(j) ⇒ (k): Let G = X\A2. Then by (j), there exists some r > 0 such that B(A1, r) ⊆ G = X\A2 and consequently
d(A1,A2) > 0.
(k) ⇒ (l): Let A be a completely discrete subset of X. If possible, suppose that A ∩ X′ is infinite. Since A is
completely discrete, by Proposition 2.11, A ∩ X′ is not totally bounded. Hence we can find an ε > 0 and a sequence
(xn) in A ∩ X′ such that d(xn, xm)  ε ∀n = m. Since xn ∈ X′, ∃yn ∈ X such that 0 < d(xn, yn) < ε3n . Now for all
m,n ∈ N, d(xn, ym) > ε − ε3m > 0. Consequently the sets A1 = {xn: n ∈ N} and A2 = {yn: n ∈ N} are disjoint. Since
for all n = m, d(xn, xm)  ε, every Cauchy sequence in A1 is eventually constant and consequently every Cauchy
sequence in A2 is also eventually constant. Hence both A1 and A2 are complete. So by (k), d(A1,A2) > 0. But
d(xn, yn) <
ε
3n ∀n ∈ N and hence d(A1,A2) = 0. We arrive at a contradiction. Hence A∩X′ must be finite.
Now we will show that inf{I (x): x ∈ A \ X′} > 0. Since I (x) > 0 ∀x ∈ A \ X′, we can assume that A \ X′ is
infinite. If possible, suppose that inf{I (x): x ∈ A \ X′} = 0. Then ∃ a sequence (zn) of distinct points in A \ X′ such
that limn→∞ I (zn) = 0. So the set B = {zn: n ∈ N} is an infinite subset of A. But since A has no infinite totally
bounded subset, B is not totally bounded. Consequently as before, there exist an ε > 0 and a subsequence (znk ) of
(zn) such that d(znk , znl ) ε ∀k = l. By considering a suitable subsequence of (znk ), if needed, we may assume that
I (znk ) <
ε
3k . Hence for each k ∈ N, ∃yk ∈ X such that 0 < d(znk , yk) < ε3k . Arguing similarly as done in the first
paragraph of this proof, again we arrive at a contradiction. Hence we must have inf{I (x): x ∈ A \X′} > 0.
(l) ⇒ (a): Note that if (xn) is a sequence in X without a Cauchy subsequence, then the set A = {xn: n ∈ N} is
completely discrete. So by (l), A ∩X′ is finite and consequently ∃n0 ∈ N such that xn is isolated in X for all n n0.
Again by (l), inf{I (xn): n n0} > 0. 
Remark 3.5. The equivalence of the conditions (c), (d) and (e) was proved in [4].
In the next result, we give twelve more equivalent conditions for a metric space to have an Atsuji completion. This
result, in particular, gives several nice sequential characterisations of a metric space having an Atsuji completion. This
result also emphasises the role of X′ in determining when a metric space (X,d) has an Atsuji completion. But before
stating the result, we need the following definitions.
Definitions 3.6. A sequence (xn) in a metric space (X,d) is called pseudo-Cauchy if it satisfies the following condi-
tion: ∀ε > 0 and ∀n ∈ N, ∃j, k ∈ N such that j = k, j, k > n and d(xj , xk) < ε. On the other hand, a sequence (xn) of
distinct isolated points in (X,d) is called a sequence of paired isolated points if limn→∞ d(x2n−1, x2n) = 0.
Remark 3.7. The pseudo-Cauchy sequences were first defined by Toader in [12] and then by Beer in [4]. Note that a
sequence with distinct terms in a metric space is either uniformly discrete or else pseudo-Cauchy. In [7], Borsík has
considered the metric spaces with the property (V). Actually a metric space (X,d) does not possess the property (V)
if and only if every pseudo-Cauchy sequence with distinct terms in (X,d) has a Cauchy subsequence. Beer introduced
sequences of paired isolated points in [3] in order to obtain an equivalent characterisation of Atsuji spaces.
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(a) Every real-valued bounded CS-regular function on (X,d) is uniformly continuous.
(b) There exists a metric space (M,ρ) containing a nonconstant path such that every CS-regular function
f : (X,d) → (M,ρ) is uniformly continuous.
(c) Every pseudo-Cauchy sequence with distinct terms in (X,d) has a Cauchy subsequence.
(d) If (xn) and (yn) are a pair of asymptotic sequences in (X,d) with xn = yn ∀n ∈ N, then there exists a strictly
increasing sequence (nk) in N such that the subsequences (xnk ) and (ynk ) of (xn) and (yn) respectively are
uniformly asymptotic.
(e) Every sequence (xn) in (X,d) satisfying limn→∞ I (xn) = 0 has a Cauchy subsequence.
(f) Every sequence in X′ has a Cauchy subsequence and every sequence of paired isolated points in X has a Cauchy
subsequence.
(g) X′ is totally bounded and if U is any infinite complete subset of X, disjoint from X′, then U is uniformly discrete.
(h) X′ is totally bounded and if U is any infinite complete subset of X, disjoint from X′, then inf{I (x): x ∈ U} > 0.
(i) X′ is totally bounded and for every sequence (xn) of isolated points in X, without having a Cauchy subsequence,
inf{I (xn): n ∈ N} > 0.
(j) Every completely discrete subset of X is uniformly discrete.
(k) Every complete subset of X is an Atsuji space.
(l) (X,d) has an Atsuji completion.
(m) Whenever A is a complete subset of X and {Vi : i ∈ I } is a collection of open subsets of X with A ⊆⋃Vi , then
∃δ > 0 such that each B(x, δ) with B(x, δ) ∩A = ∅, is contained in some Vi .
Proof. (a) ⇒ (b) and (h) ⇒ (i): These are immediate. By the condition (d) of Theorem 3.4, (l) ⇒ (a); and by
Theorem 1 of [14], (m) ⇒ (k).
(b) ⇒ (c): If possible, suppose that there exists a pseudo-Cauchy sequence (xn) with distinct terms in X
such that (xn) has no Cauchy subsequence. If needed, by passing through a suitable subsequence, we may assume
that d(x2n−1, x2n) < 1/n ∀n ∈ N. Consider the set A = {xn: n ∈ N}. Define a function f :A → [0,1] as follows:
f (x2n) = 1 and f (x2n−1) = 0 ∀n ∈ N. Since every Cauchy sequence in A is eventually constant, f is CS-regular.
Hence by Proposition 2.15, there exists a CS-regular function F : (X,d) → [0,1] such that F |A = f . Now by (b), the
metric space (M,ρ) contains a nonconstant path φ, that is, there exists a uniformly continuous function φ : [0,1] → M
such that φ(0) = φ(1). Now it is easy to see that the function g = φ ◦F : (X,d) → (M,ρ) is CS-regular. Hence by (b),
g is uniformly continuous. But d(x2n−1, x2n) < 1/n while ρ(g(x2n−1), g(x2n)) = ρ(φ(0),φ(1)) is a positive constant.
So g cannot be uniformly continuous and we arrive at a contradiction. Hence every pseudo-Cauchy sequence with
distinct points in (X,d) must have a Cauchy subsequence.
(c) ⇒ (d): Let (xn) and (yn) be a pair of asymptotic sequences in (X,d) such that xn = yn ∀n ∈ N. If possible,
suppose that for no strictly increasing sequence (nk) in N, (xnk ) and (ynk ) are uniformly asymptotic. Then by Propo-
sition 2.5, the sequence (xn) (equivalently (yn)) has no Cauchy subsequence. Thus we can assume that the sequences
(xn) and (yn) have distinct points. Now define a sequence (zn) as follows: z2n−1 = xn and z2n = yn ∀n ∈ N. Then (zn)
is a pseudo-Cauchy sequence. Since xn = yn ∀n, and (xn) and (yn) have distinct terms, we can find a pseudo-Cauchy
subsequence (znk ) of (zn) with distinct terms. But since (xn) (equivalently (yn)) has no Cauchy subsequence, the
sequence (znk ) has no Cauchy subsequence either. But this contradicts (c). Hence (c) ⇒ (d).
(d) ⇒ (e): Let (xn) be a sequence in X with limn→∞ I (xn) = 0. Then by passing through a suitable subsequence,
if needed, we can assume that I (xn) < 1n ∀n ∈ N. Let yn ∈ X such that 0 < d(xn, yn) < 1n ∀n ∈ N. Now (xn)  (yn)
and consequently by (d), there exists a strictly increasing sequence (nk) in N such that (xnk ) and (ynk ) are uniformly
asymptotic. Then by Proposition 2.5, (xnk ) is a Cauchy subsequence of (xn).
(e) ⇒ (f): Let (xn) be a sequence in X′. Then I (xn) = 0 ∀n ∈ N and so by (e), (xn) has a Cauchy subsequence.
Now let (zn) be a sequence of paired isolated points in X. By definition, the members of the sequence (zn) are
all distinct. Since limn→∞ d(z2n−1, z2n) = 0, we have limn→∞ I (zn) = 0. Consequently by (e), (zn) has a Cauchy
subsequence.
(f) ⇒ (g): Clearly X′ is totally bounded. Let U be an infinite complete subset of X such that U ∩ X′ = ∅.
If possible, suppose that U is not uniformly discrete. Then for every n ∈ N, there exist x2n−1, x2n ∈ U such that
0 < d(x2n−1, x2n) < 1 . The following explanation shows that we can also have xi = xj ∀i = j . Suppose that we haven
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that x2n+1, x2n+2 do not exist such that x2n+1, x2n+2 /∈ Sn = {xi : 1  i  2n} and 0 < d(x2n+1, x2n+2) < 1n+1 . So
for all m  n + 1, if x, y ∈ U with 0 < d(x, y) < 1
m
, then either x ∈ Sn or y ∈ Sn. Since Sn is finite, we can find
some xj (1 j  2n) in Sn and a strictly increasing sequence (nk) in N such that for all k ∈ N, there exists yk ∈ U
with 0 < d(xj , yk) < 1nk . Since limk→∞ d(xj , yk) = 0, and 0 < d(xj , yk) ∀k ∈ N, we can assume that the members
of the sequence (yk) are all distinct. Hence xj ∈ X′ and consequently xj ∈ U ∩ X′ = ∅. We arrive at a contradiction.
Hence there exist x2n+1, x2n+2 ∈ U \ Sn with 0 < d(x2n+1, x2n+2) < 1n+1 . Consequently we can get a sequence (xn)
of distinct points in U ⊆ X \ X′ such that d(x2n−1, x2n) < 1n , that is, (xn) is a sequence of paired isolated points in
X and hence by (f), has a Cauchy subsequence (xnk ). Since U is complete, there exists x ∈ U such that xnk → x.
But since the members of the sequence (xnk ) are distinct, x ∈ X′ and consequently x ∈ U ∩ X′ = ∅. We arrive at a
contradiction. Hence U must be uniformly discrete.
(g) ⇒ (h): We just need to show that for any infinite complete set U disjoint from X′, inf{I (x): x ∈ U} > 0.




∀n ∈ N. Choose yn ∈ X such that 0 < d(xn, yn) < 1n ∀n ∈ N. If the set S = {yn: n ∈ N} is finite, then there
exist some y ∈ S and a subsequence (xnk ) of (xn) such that 0 < d(y, xnk ) < 1nk ∀k ∈ N. Since xnk → y, y ∈ X′. But
since U is complete, y ∈ U also. So y ∈ U ∩X′ = ∅. We get a contradiction and hence S must be infinite. But S ∩X′
must be finite. If S ∩ X′ is infinite, then there exists a subsequence of distinct terms (ynk ) of (yn) in X′. Since X′ is
totally bounded, (ynk ) has a Cauchy subsequence and consequently (xnk ) also has a Cauchy subsequence. As argued
earlier, by using the completeness of U , we can find some x ∈ U ∩ X′ = ∅. Again we get a contradiction and hence
S ∩X′ must be finite. Therefore there exists n0 ∈ N such that yn /∈ X′ ∀n n0. If the sequence (yn)nn0 has a Cauchy
subsequence, then the sequence (xn)nn0 will also have a Cauchy subsequence. Then again, as argued earlier, we will
arrive at a contradiction. Hence (yn)nn0 has no Cauchy subsequence. Consequently U ∪ {yn: n  n0} is complete
and (U ∪ {yn: n n0})∩X′ = ∅. Then by (g), U ∪ {yn: n n0} is uniformly discrete. But this contradicts the choice
of xn and yn satisfying 0 < d(xn, yn) < 1n ∀n ∈ N. Hence inf{I (x): x ∈ U} > 0.
(i) ⇒ (j): Let A be a completely discrete subset of X. If A ∩ X′ is infinite, then we can find a sequence (xn) of
distinct points in A∩X′. Since X′ is totally bounded, (xn) has a Cauchy subsequence, say (xnk ). Since A is complete,
(xnk ) converges to a point x in A. But A is discrete, so {x} is open in A and consequently (xnk ) cannot converge
to x. We get a contradiction and consequently A ∩ X′ must be finite. Again since A is discrete, ∃δ1 > 0 such that
d(x, y) > δ1 ∀y ∈ A \ {x} and for all x ∈ A∩X′.
Now we claim that inf{I (x): x ∈ A \ X′} > 0. If inf{I (x): x ∈ A \ X′} = 0, then there exists a sequence (xn) of
distinct points in A \ X′ such that limn→∞ I (xn) = 0. So by (i), (xn) has a Cauchy subsequence. Again since A is
completely discrete, as argued earlier, we arrive at a contradiction and hence conclude that there exists δ2 > 0 such
that inf{I (x): x ∈ A \X′} = δ2. If δ = min{δ1, δ2}, then d(x, y) δ ∀x = y, x, y ∈ A. Hence A is uniformly discrete.
(j) ⇒ (k): Let A be any complete subset of X. In order to show that (A,d) is an Atsuji space, we will use
Theorem 1 of [1] and show that for any pair of disjoint nonempty closed sets A1 and A2 in A, d(A1,A2) > 0. If
possible, suppose that d(A1,A2) = 0. Then for each n ∈ N, there exist xn ∈ A1 and yn ∈ A2 such that d(xn, yn) < 1n .
Note that the sequence (xn) (equivalently, the sequence (yn)), cannot have a Cauchy subsequence. If (xn) has a Cauchy
subsequence (xnk ), then there exists x ∈ A such that xnk → x. But A1 is closed in A and hence x ∈ A1. But since
(xnk )  (ynk ), ynk → x and consequently x ∈ A2. So x ∈ A1 ∩ A2 = ∅. With this contradiction, we see that neither
(xn) nor (yn) has a Cauchy subsequence. Hence the set S = {xn: n ∈ N} ∪ {yn: n ∈ N} is completely discrete. Then
by (j), S is uniformly discrete. But this contradicts the choice of xn and yn satisfying 0 < d(xn, yn) < 1n ∀n ∈ N.
Hence d(A1,A2) > 0 and consequently (A,d) is an Atsuji space.
(k) ⇒ (l): Let A1 and A2 be two disjoint complete subsets of X. Clearly A1 ∪ A2 is a complete subset of (X,d)
and hence by (k), (A1 ∪ A2, d) is an Atsuji space. The sets A1 and A2 are closed in A1 ∪ A2 and consequently by
Theorem 1 of [1], d(A1,A2) > 0. Hence by Theorem 3.4, X has an Atsuji completion.
(l) ⇒ (m): Since A is a complete subset of X, A is closed in the completion (X̂, d) of X. Also for each i ∈ I ,
Vi = Wi ∩X where Wi is an open subset of (X̂, d). The family G = {Wi : i ∈ I } ∪ {X̂ \ A} is an open cover of X̂. By
Theorem1 of [14], ∃δ > 0 such that ∀x ∈ X, B(x, δ) = {y ∈ X̂: d(x, y) < δ} ∩ X is contained in some member of G.
Let B(x, δ)∩A = ∅. Then B(x, δ)  X̂ \A. Hence B(x, δ) ⊆ Wi ∩X = Vi for some i ∈ I . 
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In [7], Borsík has proved the equivalence of the conditions (c) and (j) and the condition: every CS-regular function
from (X,d) to any normed linear space is uniformly continuous.
Finally we are going to address the second major goal of this paper, that is, we are going to find equivalent charac-
terisations for a metric space having an Atsuji completion in terms of variants of the finite intersection property and
the Cantor-like conditions. Note that a family F of sets is said to have the finite intersection property if every finite
intersection of sets in F is nonempty. In order to have desired characterisations, first we need the following definitions.
Definitions 3.10. Let (X,d) be a metric space and A be a nonempty subset of X. We define d(A) and d(A) as follows:
d(A) = sup{d(a,X \ {a}): a ∈ A} and d(A) = inf{d(a,X \ {a}): a ∈ A}.
Note that d(A) d(A), d(A) = d(A) and d(A) d(B) if ∅ = A ⊆ B ⊆ X. If A = {x}, then d(A) = d(A) and in
this case the common value is simply I (x).
Theorem 3.11. For a metric space (X,d), the following statements are equivalent:
(a) (X,d) has an Atsuji completion.
(b) Let F be a family of closed subsets of X with the finite intersection property. If there exists a sequence (An) in F
with limn→∞ d(An) = 0 and if for some A ∈F , A is complete in X, then ⋂{F : F ∈F} is nonempty.
(c) Let F be a family of complete subsets of X with the finite intersection property. If there exists some sequence (An)
in F with limn→∞ d(An) = 0, then ⋂{F : F ∈F} is nonempty.
(d) For any decreasing sequence F1 ⊇ F2 ⊇ · · · of nonempty complete subsets of X such that limn→∞ d(Fn) = 0,
then
⋂{Fn: n ∈ N} is nonempty.
(e) For any decreasing sequence F1 ⊇ F2 ⊇ · · · of nonempty closed subsets of X such that for some m ∈ N, Fm is
complete and limn→∞ d(Fn) = 0, then ⋂{Fn: n ∈ N} is nonempty.
(f) For any decreasing sequence F1 ⊇ F2 ⊇ · · · of nonempty closed subsets of X such that for some m ∈ N, Fm is
complete and limn→∞ d(Fn) = 0, then ⋂{Fn: n ∈ N} is nonempty.
(g) For any decreasing sequence F1 ⊇ F2 ⊇ · · · of nonempty complete subsets of X such that limn→∞ d(Fn) = 0,
then
⋂{Fn: n ∈ N} is nonempty.
Proof. (b) ⇒ (c) ⇒ (d) and (f) ⇒ (g) ⇒ (h): These are immediate.
(a) ⇒ (b): Let F be a family of closed subsets of X with the finite intersection property such that some member A
of F is complete and there exists a sequence (An) in F with limn→∞ d(An) = 0. We need to show that ⋂{F : F ∈F}
is nonempty. Let Σ be a finite subfamily ofF . For each n ∈ N, let En = (⋂ni=1 Ai)∩(
⋂{F : F ∈ Σ})∩A. SinceF has
the finite intersection property, each En is nonempty. For each n, pick an element xn from En. Since d is monotone,
I (xn) = d({xn})  d(En)  d(An). But limn→∞ d(An) = 0. Hence limn→∞ I (xn) = 0. Note that (a) implies the
condition (e) of Theorem 3.8. Hence the sequence (xn) has a Cauchy subsequence (xnk ). Note that each xn ∈ A.
Since A is complete, there exists x ∈ A such that xnk → x. If the sequence (xnk ) is not eventually constant, then
x ∈ X′. On the other hand if (xnk ) is eventually constant, then there exists k0 ∈ N such that xnk = x ∀k  k0. Hence
I (x) = limk→∞ I (xnk ) = limn→∞ I (xn) = 0. So again x ∈ X′. Now since Ek ⊆ Em ∀k m, xnk ∈ Enk ⊆ Ek ⊆ Em∀k m. Since each Em is closed, x ∈ Em ∀m ∈ N, that is x ∈⋂∞n=1 En and consequently x ∈ (
⋂∞
n=1 En) ∩ X′. But
(
⋂∞
n=1 En) ∩ X′ ⊆ (
⋂{F : F ∈ Σ}) ∩ A ∩ X′ =⋂{F ∩ A ∩ X′: F ∈ Σ}. Hence the family of closed sets {F ∩ A ∩
X′: F ∈ F} has the finite intersection property. But by Theorem 3.8, X′ is totally bounded and consequently A ∩ X′
is also totally bounded. But since A is complete and X′ is closed, A ∩ X′ is also complete which yields A ∩ X′ is
compact. Hence
⋂{F ∩ A ∩ X′: F ∈F} is nonempty and consequently ⋂{F : F ∈F} is also nonempty.
(d) ⇒ (e): Let (Fn) be a decreasing sequence of nonempty closed subsets of X such that limn→∞ d(Fn) = 0 and
for some m ∈ N, Fm is complete. Then for each k ∈ N, Ek = Fk ∩ Fm is complete. Consequently E1 ⊇ E2 ⊇ · · · is
a decreasing sequence of nonempty complete subsets of X. Also since d is monotone, d(En)  d(Fn) ∀n ∈ N and
hence limn→∞ d(En) = 0. So by (d), ⋂∞n=1 En = ∅ and consequently
⋂{Fn: n ∈ N} = ∅.
(e) ⇒ (a): Let (xn) be a pseudo-Cauchy sequence with distinct points in (X,d) without a Cauchy subsequence.
Now by passing to a subsequence, if needed, we may assume that for each n, d(x2n−1, x2n) < 1 . For each n ∈ N,n
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has no Cauchy subsequence, each An is complete in X and obviously (An) is a decreasing sequence. Hence by (e),⋂∞
n=1 An = ∅ and we arrive at a contradiction. So every pseudo-Cauchy sequence with distinct points in (X,d) must
have a Cauchy subsequence. Hence by the condition (c) of Theorem 3.8, (a) holds.
(a) ⇒ (f): Let (Fn) be a decreasing sequence of nonempty closed subsets of X such that limn→∞ d(Fn) = 0
and for some m ∈ N, Fm is complete. For each n ∈ N, choose xn ∈ Fn such that I (xn)  d(Fn) + 1n . Then clearly
limn→∞ I (xn) = 0 and consequently by the condition (e) of Theorem 3.8,(xn) has a Cauchy subsequence (xnk ). Now
xnj ∈ Fnj ⊆ Fj ⊆ Fm ∀j m. Since Fm is complete in X, ∃x ∈ Fm such that the sequence (xnj )jm converges to x.
Then, since (xnk )kj is a sequence in Fj and each Fj is closed in X, x ∈ Fj ∀j ∈ N. Hence x ∈
⋂∞
n=1 Fn, that is,⋂{Fn: n ∈ N} is nonempty. 
Remark 3.12. In Theorem 2 of [4], Beer has given an interesting “characterisation of spaces with Atsuji completion
in terms of the continuity of the measure of noncompactness functional with respect to the d functional”.
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