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Abstract: KT-geometry is the geometry of a Hermitian connection whose torsion
is a 3-form. HKT-geometry is the geometry of a hyper-Hermitian connection whose
torsion is a 3-form. We identify non-trivial conditions for a reduction theory for these
types of geometry.
1 Introduction
Symplectic reduction is a novel method of constructing symplectic manifolds from
others that admit a group action of symplectic diffeomorphisms. To describe the
main result, let G be a compact group of symplectic diffeomorphisms acting on the
symplectic manifold (M,ω) and g be the Lie algebra of G. It can be shown that
under certain conditions
N = ν−1(ζ)/G is also a symplectic manifold, where ζ ∈ g∗ and ν : M → g∗ is
the moment map. The manifold N is also denoted with M//G. It is remarkable that
symplectic reduction can be generalized in various ways. First, it can be shown that if
M is a Ka¨hler manifold admitting a G-action of holomorphic isometries, then M//G
is also a Ka¨hler manifold. Furthermore, it can be shown that if M is a hyper-Ka¨hler
manifold admitting an G-action of tri-holomorphic isometries, thenM//G = ν−1(ζ) is
also hyper-Ka¨hler where ν = (ν1, ν2, ν3) : M → R
3⊗ g∗ and ζ = (ζ1, ζ2, ζ3) ∈ R
3⊗ g∗
[10]. In the context of hyper-Ka¨hler reduction there are three moment maps each
associated to the three complex structures. One common feature of all symplectic,
∗Permanent Address: Department of Mathematics, Sofia University, 5 ”James Bourchier”, 1126
Sofia, Bulgaria; Present address: Department of Mathematics, University of Connecticut, Storrs,
CT 06269, USA. E-mail: geogran@math.uconn.edu .
†Address: Department of Mathematics, King’s College London, Strand, London WC2R 2LS, UK.
E-mail: gpapas@mth.kcl.ac.uk .
‡Address: Department of Mathematics, University of California at Riverside, Riverside, CA
92521, U.S.A.. E-mail: ypoon@math.ucr.edu.
1
Ka¨hler and hyper-Ka¨hler reductions is that moment maps exist because the G-action
preserves some symplectic form.
More generally it has been shown that if M is a hypercomplex manifold admitting
a tri-holomorphic group action, then M//G is also hypercomplex [11]. The details
of this construction will be summarized in Section 2.2. Here it is worth mentioning
that in the context of hypercomplex reductions, moment maps do not arise naturally
because in the generic case there are no symplectic forms which are preserved by the
group action. Instead it is assumed that one can find such functions on M which
have the required properties.
In the next section, we assume the existence of a G-moment map on M and study
the geometry on the reduced space N . The aim is to prove that the reduction of a
KT-space is a KT-space and the reduction of a HKT-space is again a HKT-space.
The definition and twistor construction of HKT spaces have been given in [5]. The
properties of KT and HKT manifolds have been widely investigated in the literature
[5, 6, 8]. The result on KT-space in Section 2 is not surprising because a Hermitian
structure can easily be found on a reduced space and every Hermitian structure has
a unique KT-connection. The existence of HKT-connection on the reduction of a
HKT-space is less trivial. Examples of HKT-reduction in this regard are given at the
end of this paper.
In the third section, we identify non-trivial and sufficient topological or cohomo-
logical constraints on either the manifoldM or the group G to ensure the existence of
a G-moment map on strong KT-manifolds and strong HKT-manifolds. In the absence
of symplectic forms, this is a non-trivial result as one usually generates moment map
through the Ka¨hler form. In the fourth section, we discuss when a potential function
on a HKT-space may descend to a potential function on the reduced HKT-space.
2 Existence of HKT-Structures on Reduced Spaces
Assuming the existence of “moment maps”, we examine the geometry on the reduced
space in the next two sections.
2.1 KT Reduction
Before we explain HKT reduction, it is instructive to consider first the reduction
of KT manifolds, i.e. Hermitian manifolds equipped with the hermitian connection
whose torsion is a three-from.
Let M be a KT manifold and let G be a compact group of complex isometries
on M . Denote the algebra of holomorphic vector fields by g. Next introduce a G-
equivariant map ν : M −→ g satisfying the transversality condition, ie Idν(X) 6= 0
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for all X ∈ g. We remark that a map ν is equivariant if ν(g · x) = Adg∗(ν(x)).
Definition 1 A map ν is called G-moment map if and only if (i) it is equivariant
and (ii) it satisfies the transversality condition.
We remark that for simply connected Ka¨hler manifolds the moment map can be
constructed using the invariance of Ka¨hler form and complex structure and it satisfies
the transversality property. However additional conditions are required in order the
moment map to be equivariant.
Next given a point ζ ∈ g, denote the level set ν−1(ζ) by P . Since the map ν is
G-equivariant, level sets are invariant if the group G is Abelian or if the point ς is
invariant. Assuming that the level set P is invariant, and the action of G on P is
free, then the quotient space N = P/G is a smooth manifold. Let π : P → N be the
quotient map.
It can be shown that in fact N = P/G is a complex manifold. This construction
can be done as follows. For each point m in the space P , its tangent space is
TmP = {t ∈ TmM : dν(t) = 0}.
Consider the vector subspace
Um = {t ∈ TmP : Idν(t) = 0}.
Due to the transversality condition, this space is transversal to the vectors generated
by elements in g. In addition, this space is a vector subspace of TmP with co-dimension
dim g, and hence it is a vector subspace of TmM with co-dimension 2 dim g. The same
condition implies that, as a subbundle of TM|P , U is closed under I. Moreover there
is a G-invariant splitting
TP = U ⊕ V (1)
where V is the tangent space to the orbits of G and it is the bundle of kernels of dπ.
We use the terms “horizontal” and “vertical” for U and V.
As the projection π is an isomorphism on U , for any tangent vector Aˆ at π(m),
there exists a unique element Au in Um such that dπ(A
u) = Aˆ. We call Au horizontal
lift of Aˆ. The complex structure on N is defined by
IAˆ = dπ(IAu), i.e. (IAˆ)u = IAu. (2)
Theorem 1 Let (M, I, g) be a KT-manifold. Suppose that G is a compact group of
complex isometries admitting a G-moment map ν. Then the complex reduced space
N = M//G inherits a KT structure.
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Proof: To show this, it suffices to find a complex structure I and a hermitian metric
g on N which are induced from M because for every Hermitian structure (I, g), there
always exists a unique KT structure on N [3] [8].
To begin, since U is G-invariant, if Xu is tangent to P at m and is contained in U ,
then for any element f ∈ G, dLf(X
u) is tangent to P at f(m) and is contained in U .
Using π ◦ Lf = π, if X
u is a horizontal lift of Xˆ to a point m, then dπ ◦ dLf (X
u) =
dπ(Xu) = Xˆ . Therefore, dLf(X
u) is the horizontal lift of Xˆ to f(m).
Since G is also a group of isometries, g(dLf(X), dLf(Y )) = g(X, Y ) for any vectors
X and Y tangent to P . Define a metric gˆ on N by
gˆπ(p)(Xˆ, Yˆ ) = gp(X
u, Y u) (3)
where Xu and Y u are the horizontal lifts of Xˆ and Yˆ respectively. From the analysis
above, the metric gˆ is independent from the choice of the reference point p of the orbit.
Note that the “horizontal” and “vertical” spaces ARE NOT necessarily orthogonal.
To prove that gˆ is Hermitian, we note that
gπ(p)(IXˆ, IYˆ ) = gp((IXˆ)
u, (IYˆ )u) = gp(I(Xˆ
u), I(Yˆ )u)
= gp(Xˆ
u, Yˆ u) = gπ(p)(Xˆ, Yˆ ). (4)
q. e. d.
2.2 HKT Reduction
We shall begin with a description of hypercomplex reduction developed by Joyce [11].
Let G be a compact group of hypercomplex automorphism onM . Denote the algebra
of hyper-holomorphic vector fields by g. Suppose that ν = (ν1, ν2, ν3) : M −→ R
3⊗g
is a G-equivariant map satisfying the following two conditions. The Cauchy-Riemann
condition: I1dν1 = I2dν2 = I3dν3, and the transversality condition: Iadνa(X) 6= 0 for
all X ∈ g. In analogy with a similar definition given in the previous section, any map
satisfying these conditions is called a G-moment map. Given a point ζ = (ζ1, ζ2, ζ3) in
R3 ⊗ g, denote the level set ν−1(ζ) by P . Assuming that the level set P is invariant,
and the action of G on P is free, then the quotient space N = P/G is a smooth
manifold.
Joyce proved that the quotient space N = P/G inherits a natural hypercomplex
structure [11]. His construction runs as follows. For each point m in the space P , its
tangent space is
TmP = {t ∈ TmM : dν1(t) = dν2(t) = dν3(t) = 0}.
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Consider the vector subspace
Um = {t ∈ TmP : I1dν1(t) = I2dν2(t) = I3dν3(t) = 0}. (5)
Due to the transversality condition, this space is transversal to the vectors generated
by elements in g. Due to the Cauchy-Riemann condition, this space is a vector sub-
space of TmP with co-dimension dim g, and hence it is a vector subspace of TmM
with co-dimension 4 dim g.
The same condition implies that, as a subbundle of TM|P , U is closed under Ia.
Moreover there is a G-invariant splitting
TP = U ⊕ V (6)
where V is the tangent space to the orbits of G and it is the bundle of kernels of dπ.
Again, we use the terms “horizontal” and “vertical” for U and V although these two
spaces are not necessarily orthogonal. Following techniques and notations of the last
section, a hypercomplex structure on N is defined by
IaAˆ = dπ(IaA
u), i.e. (IaA)
u = IaA
u. (7)
Theorem 2 Let (M, I, g) be a HKT-manifold. Suppose that G is a compact group of
hypercomplex isometries admitting a G-moment map ν. Then hypercomplex reduced
space N = M//G inherits a HKT structure.
Proof: Define hypercomplex structures Ia on N = P/G as in (7). As in the previous
section, define a metric gˆ on N by
gp(X
u, Y u) = gˆπ(p)(Xˆ, Yˆ ) (8)
where Xu and Y u are the horizontal lifts of Xˆ and Yˆ respectively. This is a hyper-
Hermitian metric.
On M , define Fa(X, Y ) = g(IaX, Y ) and
ω1 = F2 − iF3. (9)
This is a (0,2)-form with respect to I1. Since the hyper-Hermitian structure on X
admits a HKT-metric, ∂ω1 = 0. Equivalently, the (0, 3)-part of dω1 vanishes.
Similarly, we define ωˆ1 on N . By [8, Proposition 2], the hyper-Hermitian metric
gˆ is a HKT-metric if and only if ∂ωˆ1 = 0. In other words, we need to prove that the
type (0, 3)-part of dωˆ1 with respect to I1 vanishes. This is equivalent to
π∗dωˆ1(X
u, Y u, Zu) = 0 (10)
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for any vectors Xu, Y u, Zu in U0,1I1 . As
π∗ωˆ1(Y
u, Zu) = ω1(Y
u, Zu) (11)
and we have the following computation:
dπ∗ωˆ1(X
u, Y u, Zu)
= Xu(π∗ωˆ1(Y
u, Zu))− Y u(π∗ωˆ1(Z
u, Xu)) + Zu(π∗ωˆ1(X
u, Y u))
−π∗ωˆ1([X
u, Y u], Zu)− π∗ωˆ1([Y
u, Zu], Xu)− π∗ωˆ1([Z
u, Xu], Y u)
= Xu(ω1(Y
u, Zu))− Y u(ω1(Z
u, Xu)) + Zu(ω1(X
u, Y u))
−ω1([X
u, Y u]u, Zu)− ω1([Y
u, Zu]u, Xu)− ω1([Z
u, Xu]u, Y u)
= dω1(X
u, Y u, Zu)
+ω1([X
u, Y u]v, Zu) + ω1([Y
u, Zu]v, Xu) + ω1([Z
u, Xu]v, Y u)
= ω1([X
u, Y u]v, Zu) + ω1([Y
u, Zu]v, Xu) + ω1([Z
u, Xu]v, Y u).
To complete the proof of this theorem we claim that [Xu, Y u]v = 0. Equivalently,
daνa([X
u, Y u]) = 0 for a = 1, 2, 3. Since Xu and Y u are in the kernel of daνa for
a = 1, 2, 3,
ddaνa(X
u, Y u) = Xu(daνa(Y
u))− Ya(daνa(X
u))− daνa([X
u, Y u]) = −daνa([X
u, Y u]).
As dd1ν1 is of type-(1,1) with respect to I1 and X
u and Y u are type-(0,1) with respect
to I1, dd1ν1(X
u, Y u) = 0. By the Cauchy-Riemann condition d1ν1 = d2ν2 = d3ν3, our
claim follows. q. e. d.
3 Moment Maps for Strong KT and HKT-Spaces
As we have seen, the construction of new HKT manifolds using HKT reduction re-
quires the existence of a G-moment map satisfying the requirements of Theorem
2. This moment map is not specified within the theory, as it is the case for the
hyper-Ka¨hler reduction, but rather its existence is an additional assumption of the
construction. However as we shall see in the special case of reduction for strong KT (
and HKT) manifolds, under certain assumptions, there is such a moment map which
arises naturally. The local construction of a moment map for KT and HKT geome-
tries presented below parallels the construction of an action for two-dimensional (2,0)-
and (4,0)-supersymmetric gauged sigma models with Wess-Zumino term in [14], re-
spectively. Again, we focus on a reduction theory for strong KT-structure first. The
reduction theory for strong HKT-structures follow.
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3.1 Local Consideration
Let G a compact group of complex automorphisms on a strong KT manifold M . In
particular G is a group of isometries on M which leaves in addition the torsion three-
form H invariant. To continue we introduce a basis {ea; a = 1, . . . , dim g} in the Lie
algebra of g and denote the associated vector fields ofM with {Xa; a = 1, . . . , dim g};
denote with {ea; a = 1, . . . , dim g∗} the associated basis in the dual g∗ of g. The
conditions for invariance of the KT structure can now be written as
Lag = 0, LaH = 0, LaI = 0 (12)
where La = LXa ; similarly later for the inner derivation we have ia = iXa .
Using the assumption that M is a strong KT manifold, dH = 0, the last equation
above implies that diaH = 0 and so there is a locally defined one-form ua such that
iaH = dua .
Clearly ua is uniquely defined up to the addition of a closed one-form.
Next let us denote with X˜ the one-form dual with the vector fieldX with respect to
the KTmetric. Using LaI = 0, one can show that the two-form d(X˜a+ua) is type-(1,1)
with respect to the complex structure I. Therefore, by the ∂-Poincare Lemma, there
is a locally defined complex-valued function ha on M such that (X˜a + ua)
1,0 = ∂ha.
Let fa be the real part of ha. Define
wa = X˜a + ua − dfa. (13)
Then w1,0a = i∂νa where νa is a constant multiple of the imaginary part of ha. There-
fore, we can write
wa = Idνa . (14)
Let ξ = ξaea be any element in g. Define a map ν from M to g
∗ by
ν(x)(ξ) :=
∑
a
ξaνa(x). (15)
A necessary condition for ν to be well-defined on M is that the class of iaH in
H2(M,R) should be trivial. If in addition M satisfies the ∂∂¯-lemma, then ν will be
well-defined on M .
In the case when the group G is Abelian, the issue of equivariance is absent
and hence the map ν so constructed is the moment map. Before we investigate
equivariance in general, we consider the issue of non-degeneracy.
Definition 2 A holomorphic Killing vector field X is non-degenerate if dνX 6= 0.
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Therefore, a holomorphic Killing vector field is non-degenerate if its moment map is
non-constant. The following proposition is useful to determine when a holomorphic
Killing vector field is non-degenerate.
Proposition 1 If the length of a holomorphic Killing vector field is non-constant,
the vector field is non-degenerate.
Proof: Note that dνX = 0 if and only if dX˜ + du = 0. i.e. dX˜ + ιXH = 0. It means
that for any vector field Y and Z,
Y (g(X,Z))− Z(g(X, Y ))− g(X, [Y, Z]) +H(X, Y, Z) = 0
i.e. g(∇YX,Z) + g(X,∇Y Z)− g(∇ZX, Y )
−g(X,∇ZY )− g(X, [Y, Z]) +H((X, Y, Z) = 0
or g(∇YX,Z)− g(∇ZX, Y ) + 2H(X, Y, Z) = 0.
On the other hand, since LXg = 0 and ∇g = 0,
0 = X(g(Y, Z))− g([X, Y ], Z)− g(Y, [X,Z])
= g(∇XY, Z) + g(Y,∇XZ)− g([X, Y ], Z)− g(Y, [X,Z])
= g(∇YX,Z) + g([X, Y ], Z) +H(X, Y, Z) + g(Y,∇ZX)
+g(Y, [X,Z]) +H(Y,X, Z)− g([X, Y ], Z)− g(Y, [X,Z])
= g(∇YX,Z) + g(Y,∇ZX).
Combining the above two identities, we find that for any vector fields Y, Z,
g(∇YX,Z) = −H(X, Y, Z) = −duX(Y, Z). (16)
In particular, g(∇YX,X) = 0 for any Y . Since ∇g = 0. It implies that dg(X,X) = 0.
q. e. d.
3.2 Equivariance
Now we seek conditions for ν to be equivariant. This issue will be analyzed in the
next few paragraphs. The map ν is equivariant if and only if ν(g · x) = Adg∗(ν(x)).
Let X be any element in g. The equivariance is determined by
ν(g · x)(X) = ν(x)(Adg(X)). (17)
The infinitesimal version of the above identity is
LY νX = ν[V,X]; equivalently LY νX − ν[Y,X] = 0. (18)
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Let [Xb, Xa] = f
c
baXc be the structural equations for the algebra g so that f
c
ba are
constants. Apply the above formula to wa and ua respectively with respect to Xb,
the equivariance conditions for wa and ua are
Lbwa − f
c
bawc = 0, Lbua − f
c
bauc = 0. (19)
These are non-trivial conditions. Note that
dLbua = Lbdua = LbιaH = ιLbXaH + ιaLbH = ιLbXaH
= f cbaιcH = f
c
baduc = d(f
c
bauc). (20)
By Poincare´ lemma, there exists a locally defined closed 1-form vba such that
Lbua − f
c
bauc = vba. (21)
Therefore, vba is the obstruction for ua to be equivariant.
Next, note that Lag = 0,
(LbX˜a)X = Lb(g(Xa, X))− g(Xa,LbX)
= g(LbXa, X) + g(Xa,LbX)− g(Xa,LbX) = f
c
bag(Xc, X)
= f cbaX˜cX.
Therefore, the g∗-valued 1-form w := waη
a is equivariant if and only if u := uaη
a is
equivariant.
Assuming that u is equivariant. This implies that after a possible shift of ua with
respect to a closed one-form, ua must satisfy the above equation. Note that even
if ua is equivariant, it is not unique but rather defined up to an equivariant closed
one-form.
Next since dwa is an (1,1)-form and if we assume that the ∂∂¯-lemma applies on
the manifold M (see either [2, 5.11] or [1, Corollary 2.110]), there is a function νa on
M such that
dwa = dd
cva = dIdνa. (22)
Therefore, the 1-form
za = wa − Idνa
is closed. In the above equation νa is not uniquely defined but rather it is defined up
the addition of the real part of a holomorphic function.
As we have assumed that ua is equivariant, wa is equivariant. We obtain
Idνba + zba = 0 (23)
9
where νba = Lbνa − fba
cνc and zba = Lbza − fba
czc. Since dzba = 0, (23) implies that
ddcνba = 0. By ∂∂-Lemma again, νba is a harmonic function and hence is the real
part of a holomorphic function fba. If, in addition,
fba = LbFa − fba
cFc (24)
for some holomorphic functions Fa, then redefining νa as νa−ReFa and za as za−dImFa
both νa and za become equivariant. So there is a choice of ua, such that wa = Idνa.
Therefore, we have found an equivariant moment map ν : M → g∗.
3.3 Cohomology
The various conditions that we have found for the existence of a moment map in the
previous section can be identified as classes in de-Rham H∗dR and in H
∗
δ cohomology,
where δ will be defined shortly. Let δG be the map defining Lie algebra cohomology
in the usual way [9]. In particular, for θ ∈ g∗ and ζ, η ∈ g,
δGθ(ζ, η) = −θ([ζ, η]). (25)
Therefore, (note the convention for wedge product) in terms of structural constants
with respect to the dual basis θa,
δGθ
a = −
∑
b,c
fabcθ
b ⊗ θc = −
∑
b<c
fabc(θ
b ⊗ θc − θc ⊗ θb)
= −
∑
b<c
fabcθ
b ∧ θc = −
1
2
∑
b,c
fabcθ
b ∧ θc. (26)
In particular, δ2G = 0. Next for φ in Λ
ℓ(M) and X in g, define
δˆφ(X) := LXφ. (27)
Equivalently, δˆφ = Laφ · θ
a. Then we extend this operator to
δ : Λℓ(M)⊗ Λkg∗ ⊗ g∗ → Λℓ(M)⊗ Λk+1g∗ ⊗ g∗ (28)
as follows. If φ is in Λℓ(M), θ is in Λkg∗ and η is in g∗, then define
δ(φ · θ ⊗ η) := δˆφ ∧ θ ⊗ η + φ · δGθ ⊗ η + (−1)
kφ · θ ∧ δGη. (29)
This map generates a resolution.
Λℓ(M)⊗g∗
δ0→ Λℓ(M)⊗Λ1g∗⊗g∗ · · ·→Λℓ(M)⊗Λkg∗⊗g∗
δk→ Λℓ(M)⊗Λk+1g∗⊗g∗ · · · .
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We claim that this resolution is a complex. i.e. δk ◦ δk+1 = δ
2 = 0. To check, notice
that
δ2(φ · θ ⊗ η)
= δ(δˆφ ∧ θ)⊗ η + (−1)k+1δˆφ ∧ θ ∧ δGη + δˆφ ∧ δGθ ⊗ η + φ · δ
2
Gφ⊗ η
+(−1)k+1φ · δGθ ∧ δGη + (−1)
kδˆφ ∧ θ ∧ δGη + (−1)
kφ · δGθ ∧ δGη
+(−1)2kφ · θ ∧ δ2Gη
= δ(δˆφ ∧ θ)⊗ η + δˆφ ∧ δGθ ⊗ η =
(
δ(δˆφ ∧ θ) + δˆφ ∧ δGθ
)
⊗ η
=
(
δ(δˆφ) ∧ θ − δˆφ ∧ δGθ + δˆφ ∧ δGθ
)
⊗ η = (δ(Laφθ
a)) ∧ θ ⊗ η
=
(
LbLaφ · θ
b ∧ θa + Lcφ · δGθ
c
)
∧ θ ⊗ η =
(
LbLaφ−
1
2
f cbaLcφ
)
· θb ∧ θa ∧ θ ⊗ η.
Since [La,La]φ = f
c
baLcφ and f
c
ba = −f
c
ab,
LbLaφ−
1
2
f cbaLcφ = LaLbφ+
1
2
f cbaLcφ = LaLbφ−
1
2
f cabLcφ. (30)
It shows that the term LbLaφ−
1
2
f cbaLcφ is symmetric in the indices ab while the term
θb ∧ θa is skew symmetric in ab. It follows that δ(Laφθ
a) = 0 and hence δ2 = 0 as
claimed.
One can now define a cohomology theory with respect to δ in the usual way and
denote it with
Hkδ (Λ
ℓ(M)⊗ g∗) :=
ker δk
image δk−1
. (31)
Since δ commutes with d, one can also naturally define the cohomology groups
Hkδ (C
ℓ(M)⊗ g∗), where Cℓ(M) are the close ℓ-forms on M .
A cohomology theory based on a resolution of O ⊗ g∗, where O is the sheaf of
germs of holomorphic functions on M , is similarly defined. This is possible because
the group G consists of holomorphic actions. In particular, ∂ ◦ La = La ◦ ∂. This
cohomology is
Hkδ (O ⊗ g
∗) :=
ker δ : O ⊗ Λkg∗ ⊗ g∗
image δ : O ⊗ Λk−1g∗ ⊗ g∗
. (32)
Returning now in the discussion of the previous section, we have seen a necessary
condition for the existence of a moment map in the KT case is that iaH is a trivial
class in H2dR(M). Now we write iaH = dua and define u = uaη
a. This is a section of
Λ1(M)⊗ g∗. Using (26),
δu = (δua)⊗ η
a +
∑
c
ucδGη
c = Lbuaθ
b ⊗ ηa −
∑
a,b,c
f cbaucθ
b ⊗ ηa (33)
11
=
∑
a,b
(
Lbua −
∑
c
f cbauc
)
θb ⊗ ηa. (34)
Due to (20), the 1-form part is closed. Therefore δu is an element of C1(M) ⊗
Λ1g∗⊗g. Obviously, it is in the kernel of δ. It defines a class in H1δ (C
1(M)⊗g∗). Since
u is not necessarily a closed 1-form, this class is not necessarily trivial although it is
represented by δu. Due to computation of previous paragraphs, this cohomology class
is the obstruction for adjusting u by a closed 1-from so that it could be equivariant.
If this class vanishes, then as we have explained δ(waη
a) = 0 as well. Using this
and assuming that νa is well-defined in w = Idν+z, where ν = νaη
a and z = zaη
a, we
have Idδν + δz = 0. As we have explained in the previous section the obstruction for
both z and ν to be equivariant are δz and δν respectively. The last identity implies
that it suffices to find the condition for δν = 0.
Due to identity (22), δw = 0 and LaI = 0, we have dIdδν = 0. Therefore, by
∂∂-Lemma, there exists holomorphic function fba such that νba = Refba. Define
f := fbaθ
b ⊗ ηa. (35)
This is an element in O ⊗ Λ1g∗ ⊗ g∗. The function part of δf is holomorphic as the
group G consists of holomorphic actions.
However, the real part of δf is equal to δν = 0. Therefore, δf is purely imaginary.
This is possible only if δf = 0. It follows that f defines a class in H1δ (O ⊗ g
∗). Note
that the class of f vanishes if and only if the equation f = δF has a solution. In
other words, there are solutions for the equation (24).
Some of the conditions that we have derived above can be cast into an elegant
form using equivariant cohomology [15]. In physics, it is known that the obstructions
for gauging bosonic two-dimensional sigma models with Wess-Zumino term [16, 17]
are elements of equivariant cohomology [18]. The theorem below provides sufficient
conditions for KT reduction.
Theorem 3 Let M be a strong KT manifold and G be a compact group acting on
M and leaving invariant the KT structure. If the torsion three-form H admits an
equivariant extension as a closed form in EG ×G M , H
1
δ (O ⊗ g
∗) = 0 and the ∂∂¯-
lemma applies on M , then M//G is a KT manifold.
Proof: Note that EG is the universal classifying bundle space for the group G. It
can be shown that a closed three-form H in M admits an equivariant extension in
EG×GM , ifH is invariant under the group action of G onM and there are equivariant
one-forms {ua; a = 1, . . . , dimg} on M such that
iaH = dua and iaub + ibua = 0 . (36)
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Of course the one-form ua is defined up to the addition of an equivariant closed one-
form va. Because of this, the one-form wa = ua+X˜a is equivariant and dwa is an (1,1)
form on M . If the ∂∂¯-lemma applies, then wa = Idνa + za, where νa is a function on
M and za is closed one-form. It can be shown that in fact za is equivariant. Indeed,
since wa is equivariant and the G-action preserves the complex structure, we have
Idνba + zba = 0 (37)
where νba = Lbνa− fba
cνc and zba = Lbza− fba
czc. We have seen that the obstruction
for za and νa to be equivariant lies in H
1
δ (O ⊗ g
∗). Since this vanishes za and νa are
equivariant. So there is a choice of ua, such that wa = Idνa.
It remains to prove the transversality condition. This follows from the last condi-
tion in (36) because it implies that iaub is skew-symmetric and so iawb is the sum of
a non-degenerate symmetric matrix with iaub. Therefore ν is a G-moment map and
so M//G is a KT manifold. q. e. d.
3.4 Moment Maps on Strong HKT Structures
The construction of G-moment maps for the reduction of strong HKT manifolds can
proceed as in the case of strong KT manifolds above. The only difference is that for
each complex structure {Ir; r = 1, 2, 3} one gets
wa = Ird(ν
r)a + z
r
a (38)
where zra are again equivariant closed one-forms provided that the obstructions in
H1δ (O ⊗ g) vanish. In this case however it is not always possible to redefine ua
such that wa = Ird(ν
r)a unless z
1
a = z
2
a = z
3
a. Nevertheless, we can still use the map
ν : M → R3⊗g as defined in (38) as a moment map. This moment map is equivariant
but neither transversality nor the Cauchy-Riemann conditions generically hold. Thus
we have the following theorem:
Theorem 4 Let M be a strong HKT manifold and G be a compact group acting on
M and leaving invariant the HKT structure. If the torsion three-form H admits an
extension as a closed form in EG×G M such that wa = Ird(ν
r)a with ν equivariant,
then M//G is a HKT manifold.
Proof: The proof follows from that of reductions of strong KT manifolds and that of
reductions of weak HKT manifolds. q. e. d.
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4 Potential Functions
Recall that if (M, I, g) is a HKT manifold with Ka¨hler forms ωa, a HKT potential is
a function ρ such that 2ω1 = dd1ρ + d2d3ρ, 2ω2 = dd2ρ + d3d1ρ, 2ω3 = dd3ρ + d1d2ρ.
In this section, we follow the methods in [12] to find a potential function on reduced
space. We continue to use the notations established in Section 2.2.
Theorem 5 Let (M, I, g) be a HKT manifold with HKT potential function ρ. Sup-
pose that G is a compact group of hypercomplex isometries leaving ρ invariant with
moment map ν = (ν1, ν2, ν3) such that the tangent vectors to the orbits of G in ν
−1(0)
are in the ker(daρ), for a = 1, 2, 3. Then the function ρ induces a HKT potential
function on the reduced space N = M//G.
Proof: Let P := ν−1(0) and i : P → M be the inclusion map. Now we first check
that i∗ddaρ|U = ddai
∗ρ|U where U is defined in (5). To this end notice that
i∗dρ(Xu) = dρ(Xu), i∗dρ([Xu, Y u]) = dρ([Xu, Y u])
and i∗Iadρ(X
u) = Iadρ(di(X
u)) = −dρ(IaX
u) because Iadρ(X) = −dρ(IaX). By
direct computations after restricting on points of P we have:
(i∗ddaρ)(X
u, Y u) = di∗daρ(X
u, Y u)
= Xu((i∗Iadρ)(Y
u))− Y u((i∗Iadρ)(X
u))− i∗Iadρ([X
u, Y u])
= −Xu(dρ(IaY
u)) + Y u(dρ(IaX
u)) + dρ(Ia[X
u, Y u])
= −Xu(dρ(IaY
u)) + Y u(dρ(IaX
u)) + dρ(Ia[X
u, Y u]u).
The last equality is due to dρ(Ia[X
u, Y u]v) = −daρ([X
u, Y u]v) = 0. This is true
because [Xu, Y u]v is tangent to an orbit of G and the condition in the theorem. We
shall use the same argument repeatedly and implicitly in subsequent computation.
As the map ρ is G-invariant, for x in P , we may define
ρN (π(x)) := ρ(x) (39)
where π is the quotient map from P onto N = P/G. In other words, π∗ρN = ρ. It
follows that
(π∗ddaρN )(X
u, Y u) = dπ∗daρN (X
u, Y u)
= Xu(daρN (dπ(Y
u)))− Y u(daρN(dπ(X
u))− daρN (dπ([X
u, Y u]))
= −Xu(dρN (IadπY
u)) + Y u(dρN (IadπX
u)) + dρN(Iadπ[X
u, Y u]))
= −Xu(dρ(IaY
u)) + Y u(dρ(IaX
u)) + dρN(dπ(Ia[X
u, Y u]u))
= −Xu(dρ(IaY
u)) + Y u(dρ(IaX
u)) + dρ(Ia[X
u, Y u]u).
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It follows that i∗ddaρ|U = π
∗ddaρN |U . Similarly,
(ι∗dadbρ)(X
u, Y u) = (IadIcdρ)(di(X
u), di(Y u))
= (IadIcdρ)(X
u, Y u) = dIcdρ(IaX
u, IaY
u)
= IaX
u(dcρ(IaY
u))− IaY
u(dcρ(IaX
u))− dcρ([IaX
u, IaY
u])
= IaX
u(dcρ(IaY
u))− IaY
u(dcρ(IaX
u))− dcρ([IaX
u, IaY
u]u)..
On the other hand,
(π∗dadbρN)(X
u, Y u) = (IadIcdρN)(dπ(X
u), dπ(Y u))
= (dIcdρN)(Iadπ(X
u), Iadπ(Y
u)) = (dIcdρN)(dπIa(X
u), dπIa(Y
u))
= (π∗dIcdρN)(IaX
u, IaY
u) = (dπ∗IcdρN)(IaX
u, IaY
u)
= IaX
u(π∗IcdρN(IaY
u)− IaY
u(π∗IcdρN (IaX
u))− π∗IcdρN([IaX
u, IaY
u])
= IaX
u(−dρN(dπ(IcIaY
u))− IaY
u(−dρN (dπ(IcIaX
u))− dρN(dπIc[IaX
u, IaY
u])
= IaX
u(Icdρ(IaY
u))− IaY
u(Icdρ(IaX
u)) + dρ(dπIc[IaX
u, IaY
u]u)
= IaX(dcρ(IaY
u))− IaY
u(dcρ(IaX
u))− dcρ([IaX
u, IaY
u]u)
Therefore, i∗dbdcρ|U = π
∗dbdcρN |U for all even permutation (abc) of (123). At the end
we use the fact that the reduced Ka¨hler forms ωa are characterized by the condition
(π∗ωa)|U = (i
∗ωa)|U and conclude that 2ωa = ddaρN + dbdcρN q. e. d.
Remark: In the case of when the torsion vanishes the condition in the above theorem
is equivalent to the one proposed by Kobak and Swann [12]. In both cases the crucial
point is to ensure i∗Iadρ = Iai
∗dρ. In both cases dρ(Xv) = 0 since ρ is invariant.
5 Examples
It is known that SU(3) admits invariant hypercomplex structure, constructed by
Joyce. Moreover Pedersen and Poon [19] considered the deformation of this structure
and succeeded to represent any ”small” deformation as a hypercomplex reduced space
of the space S1 × S11 under an appropriate S1 action. As it is shown in [8] and [13],
the space S1 × S11 is HKT and one can check that the S1-actions considered in[19,
Section 6.3] are HKT-isometries. Now according to the theorem of section 2.2 we
have:
Theorem 6 Any small deformation of the invariant hypercomplex structure on SU(3)
admits a HKT structure.
In the rest of this section, we will construct new HKT-metrics through a reduction
process. We begin with a well-known metric, namely the Taub-NUT metric.
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5.1 Taub-NUT metric
We use the notation of [7]. LetM = H×H with quaternionic coordinates (q, w). We
identify points (t, x, y, z) ∈ R4 with a quaternion q ∈ H : q = t + ix + jy + kz. The
(quaternion) conjugate is q = t− ix− jy − kz. The flat metric on M is
ds2flat = dqdq + dwdw. (40)
Using left multiplication of the unit quaternions i, j and k, we find the hypercomplex
structure I, J and K such that
Idt = dx, Idx = −dt, Idy = dz, Idz = −dy,
Jdt = dy, Jdx = −dz, Jdy = −dt, Jdz = dx,
Kdt = dz,Kdx = dy,Kdy = −dx,Kdz = −dt. (41)
With respect to these complex structures, the Ka¨hler form of the flat metric dqdq are
ωI = dt ∧ dx+ dy ∧ dz, ωJ = dt ∧ dy + dz ∧ dx, ωK = dt ∧ dz + dx ∧ dy. (42)
Let G be R, t ∈ R with the action (q, w) → (qeit, w + λt), for λ in R. This is a
group of hyper-Ka¨hler isometries. It generates a moment map:
ν =
1
2
qiq +
λ
2
(w − w) (43)
We write r = qiq, r = |r| and w = y + y so r and y are in R3. Moreover,
ν =
1
2
r+ λy. (44)
Define ψ by q = ρeiψ/2 where ρ is a pure quaternion. Now using the coordinates
(ψ, r, y,y), we write the flat metric on M as
ds2flat =
1
4
(
1
r
dr2 + r(dψ + ω · dr)2) + dy2 + dy2, (45)
where curlω = grad(1
r
). In these coordinates the G-action is
(ψ, y)→ (ψ + 2t, y + λt), (46)
which leaves τ = ψ − 2y/λ invariant. On ν−1(0), one has y = − 1
2λ
r. The induced
metric in the coordinates (r, τ, y) on ν−1(0) is
ds2flat =
1
4
(
1
r
dr2 + r(dτ +
2
λ
dy + ω · dr)2) + dy2 +
1
4λ2
dr2. (47)
The quotient space ν−1(0)/G is obtained by an orthogonal projection along the
Killing vector field ∂/∂y. It turns out that the quotient metric is the Taub-Nut
metric:
ds2TN =
1
4
(
1
r
+
1
λ2
)
dr2 +
1
4
(
1
r
+
1
λ2
)−1
(dτ + ω · dr)2 . (48)
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5.2 A HKT-version of Taub-NUT metric
Given the preparation of the last section, we are now ready to consider HKT-reduction.
Let h be a function of r. We consider the metric on H\{0} ×H given by
ds2h =
h(r)
qq
dqdq + dwdw =
h(r)
r
dqdq + dwdw. (49)
As h(r)
r
dqdq is a HKT-metric on H\{0} and product of HKT metrics is again a HKT
metric, ds2 is a HKT metric. Since the hypercomplex structure does not change, the
group G remains hypercomplex. It is again a group of isometries. Therefore, we again
use the moment maps ν generated by the action G with respect to the hyper-Ka¨hler
metric ds2flat. On ν
−1(0) the induced metric with respect to ds2h is
h
4r
(
1
r
dr2 + r(dτ +
2
λ
dy + ω · dr)2) + dy2 +
1
4λ2
dr2 (50)
=
1
4
(
h
r2
+
1
λ2
)
dr2 +
(
1 +
h
λ2
)
dy2 +
h
2λ
dy ⊙ (dτ + ω · dr) +
h
4
(dτ + ω · dr)2.
Here we used α⊙ β = α⊗ β + β ⊗ α. So α⊙ α = 2α⊗ α.
As hyper-Ka¨hler reduction is also obtained by orthogonal projection, the horizon-
tal distribution U is defined by ker θ. Therefore, the reduced metric is obtained by
taking the restriction of ds2 on ν−1(0) modulo θ or µ where
θ = ι ∂
∂y
ds2flat, µ = dy +
1
2λ
(dτ + ω · dr)
(1
r
+ 1
λ2
)
. (51)
In other words, if gˆ is the quotient metric, then there is a 1-form α and function a on
ν−1(0) such that
ds2h = aµ⊗ µ+ (α⊗ µ+ µ⊗ α) + gˆ. (52)
It follows that ι ∂
∂y
ds2 = aµ+ α. In our example,
a = 1 +
h
λ2
, α =
1
2λ
(
h−
(
1 +
h
λ2
)(
1
r
+
1
λ2
)−1)
(dτ + ω · dr). (53)
Therefore the quotient metric is
1
4
(
h
r2
+
1
λ2
)
dr2 +
(
1 +
h
λ2
)
dy2 +
h
2λ
dy ⊙ (dτ + ω · dr) +
h
4
(dτ + ω · dr)2
−
(
1 +
h
λ2
)(
dy +
1
2λ
(dτ + ω · dr)
1
r
+ 1
λ2
)2
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−(
dy +
1
2λ
(dτ + ω · dr)
1
r
+ 1
λ2
)
⊙
1
2λ
(
h−
(
1 +
h
λ2
)(
1
r
+
1
λ2
)−1)
(dτ + ω · dr)
=
1
4
(
h
r2
+
1
λ2
)
dr2 +
1
4
(
h
r2
+
1
λ2
)(
1
r
+
1
λ2
)−2
(dτ + ω · dr)2 (54)
=
(
h
r2
+
1
λ2
)(
1
r
+
1
λ2
)−1
ds2TN. (55)
In particular, the quotient metric is conformally equivalent to the Taub-NUT metric,
a hyper-Ka¨hler metric.
Amongst the class of weak HKT metrics that have been constructed above, there
is a strong HKT metric which is complete. This is
ds2 = (
1
r
+
1
λ2
)ds2TN . (56)
For this metric, the function h is
h(r) = 1 +
2
λ2
r +
1
λ2
(
1
λ2
− 1)r2 . (57)
This metric is strong HKT because the conformal factor is a harmonic function with
respect to the Taub-NUT hyper-Ka¨hler metric. The asymptotic behavior of the metric
is as follows: As r →∞, the metric (56) approaches the standard metric on S1×R3.
As r → 0, the metric (56) approaches
ds2 ∼
1
r
(r(dτ + ω · dr)2 +
1
r
dr2) .
Changing back to the quaternionic coordinates q, we find that the above metric can
be rewritten as
ds2 =
1
qq¯
dqdq¯ = du2 + ds2(S3)
with r = qq¯ and u = log(|q|). So it is the standard metric on R× S3. In physics lan-
guage, the metric (56) interpolates between the ten-dimensional Kaluza-Klein vacuum
and the near horizon geometry of the NS5-brane.
5.3 A HKT-Version of Lee-Weinberg-Yi Metric
We are interested in examples beyond four-real dimension. As noted in [7], a high
dimension analog of the Taub-NUT metric is the Lee-Weinberg-Yi (LWY) metric.
We construct a family HKT-version of this metric. Moreover, these metrics are not
conformal to the LWY-metric.
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We first review the construction of LWY-metric very briefly to fix notations. We
take M = Hm × Hm with coordinates (qa, wa), a = 1, . . . , m. Let Λ = (λ
b
a) be
a real non-degenerate m × m-matrix. Let V = (vba) be the inverse matrix. For
G = Rm = (t1, . . . , tm), define an action by
qa 7→ qae
ita , wa 7→ wa +
∑
b
λbatb. (58)
With respect to the flat metric ds2flat =
∑
a dqadqa +
∑
a dwadwa and the hypercom-
plex structure defined as in (41), the groupG is a group hyper-holomorphic isometries.
The moment map
ν = (ν1, . . . , νm) :M→ R
m ⊗ R3 (59)
is given by
νa =
1
2
qaiqa +
1
2
∑
b
λba(wb − wb). (60)
Define ra = qaiqa, ra = |ra| = qaqa, ya =
1
2
(wa − wa). It follows that wa = ya + ya.
Now ra and ya are in R
3 and the moment map is
νa =
1
2
ra +
∑
b
λbayb. (61)
Define ψa by qa = ρae
iψa/2 where ρa is a pure quaternion. Now using the coordinates
(ψa, ra, ya,ya), one may construct explicitly a hyper-Ka¨hler metric on the quotient
space in the way the Taub-NUT metric is constructed. This is the LWY-metric.
For reference in subsequent computation, we note that in these coordinates the
G-action is (ψa, ya)→ (ψa + 2ta, ya +
∑
b λ
b
atb). It leaves the functions
τa = ψa − 2
∑
b
vbayb (62)
invariant. On the level set ν−1(0), ra = −2
∑
b λ
b
ayb. Equivalently, ya = −
1
2
∑
b v
b
arb.
Next, consider a new metric on M:
ds2 =
∑
a
fa(qaqa)dqadqa +
∑
a
dwadwa =
∑
a
fa(ra)dqadqa +
∑
a
dwadwa. (63)
This is a HKT-metric. The group G is again a group of hyper-holomorphic isometries.
We may use the G-moment map ν again to construct a quotient metric gˆ with respect
to ds2.
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The restriction of the metric ds2 on ν−1(0) with respect to the coordinates (ra, τa, ya)
is
∑
a
(
fa
4ra
dr2a +
fara
4
(2
∑
b
vbadyb + dτa + Aa)
2 + dy2a +
1
4
(
∑
b
vbadrb)
2
)
=
1
4
∑
b,c
(
δcbfc
rc
+
∑
a
vbav
c
a
)
drb ⊗ drc +
∑
b,c
(
δcb +
∑
a
(farav
b
av
c
a)
)
dyb ⊗ dyc
+
1
2
∑
a,b
farav
b
adyb ⊙ (dτa + Aa) +
1
4
∑
a
fara(dτa + Aa)
2. (64)
To find the quotient metric gˆ, it suffices to find functions Fab and 1-forms αa such
that
ds2 =
∑
a,b
Fabθa ⊗ θb +
∑
a
(θa ⊗ αa + αa ⊗ θa) + gˆ. (65)
Now the problem is that the Killing vector fields ∂
∂ya
generated by G on the zero
level set in general are not mutually orthogonal.
From now on, we limit our discussion to the case when λba = λaδ
b
a. Equivalently,
Λ is a diagonal matrix whose non-zero entry is λa. Its inverse is a diagonal matrix
whose non-zero entry is va =
1
λa
. In this case,
θc := ι ∂
∂yc
ds2 = (1 + rcv
2
c )dyc +
1
2
rcvc(dτc + Ac) = (1 +
rc
λ2c
)dyc +
rc
2λc
(dτc + Ac) (66)
where Ac := ω(ra) · dra. Since the vector fields
∂
∂ya
are mutually orthogonal with
respect to ds2,
ι ∂
∂yc
ds2 = (1 + rcv
2
c )(
∑
a
Fcaθa + αc). (67)
The restriction of the metric ds2 on ν−1(0) with respect to the coordinates (ra, τa, ya)
is
∑
a
(
fa
4ra
dr2a +
fara
4
(2vadya + dτa + Aa)
2 + dy2a +
v2a
4
dr2a
)
=
∑
a
(
fa
4ra
dr2a +
fara
4
(
2
λa
dya + dτa + Aa)
2 + dy2a +
1
4λ2a
dr2a
)
=
∑
a
(
1
4
(fara + v
2
a)dr
2
a + (1 + farav
2
a)dy
2
a +
1
2
faravadya ⊙ (dτa + Aa)
+
1
4
fara(dτa + Aa)
2).
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Therefore,
ι ∂
∂ya
ds2 = (1 + farav
2
a)dya +
1
2
vafara(dτa + Aa)
=
(1 + farav
2
a)
(1 + rav2a)
θa +
1
2
favara
(
1−
1 + farav
2
a
(1 + rav2a)fa
)
(dτa + Aa)
=
(1 + farav
2
a)
(1 + rav2a)
θa +
vara
2(1 + rav2a)
(fa − 1)(dτa + Aa).
It implies that the matrix (Fab) is a diagonal matrix and
Fa = Faa =
(1 + farav
2
a)
(1 + rav2a)
2
, αa =
vara
2(1 + rav2a)
2
(fa − 1)(dτa + Aa). (68)
Then the quotient metric is n
gˆ = ds2 −
∑
a
(Faθa ⊗ θa + θa ⊙ αa)
=
1
4
(
fa
ra
+ v2a
)
dr2a
+
(
fara
4
−
r2av
2
a(1 + farav
2
a)
4(1 + rav2a)
2
−
v2ar
2
a(fa − 1)
2(1 + rav2a)
2
)
(dτa + Aa)
2
=
1
4
∑
a
(
fa + rav
2
a
1 + rav2a
)((
1 + rav
2
a
ra
)
dr2a +
(
1 + rav
2
a
ra
)−1
(dτa + Aa)
2
)
. (69)
When fa = 1 for all a, we obtain a simple version of LWY-metric:
ds2LWY =
1
4
∑
a
((
1 + rav
2
a
ra
)
dr2a +
(
1 + rav
2
a
ra
)−1
(dτa + Aa)
2
)
. (70)
This is simple because this metric is a product metric.
In general, so long as not all the λa =
1
va
are equal, the quotient metric gˆ is a
HKT-metric. However, it is no longer conformal to the LWY-metric.
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