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DYNAMICAL HEIGHT GROWTH: LEFT, RIGHT, AND TOTAL ORBITS
WADE HINDES
Abstract. Let S be a set of dominant rational self-maps on PN . We study the arith-
metic and dynamical degrees of infinite sequences of S obtained by sequentially composing
elements of S on the right and left. We then apply this insight to dynamical Galois theory.
1. Introduction
Given a set S of dominant rational maps on PN and an infinite sequence γ = (θ1, θ2, . . . )
of elements of S, then we are interested in two types of iterated processes attached to γ.
Namely, the left iterative sequence of maps,
γ−n := θn ◦ θn−1 ◦ · · · ◦ θ1 for all n ≥ 1,
and the right iterative sequence of maps,
γ+n := θ1 ◦ θ2 ◦ · · · ◦ θn for all n ≥ 1.
In particular, given a suitable initial point P ∈ PN we wish to study the left and right orbits
of the pair (γ, P ) given by
Orb−γ (P ) :=
{
γ−n (P ) : n ≥ 0
}
and Orb+γ (P ) :=
{
γ+n (P ) : n ≥ 0
}
respectively; here we include the identity function γ0 := IdPN for convenience. The analytic
and topological properties of these orbits have been previously studied in complex dynamics
[1, 5, 7, 10, 11, 35], and in this paper, we consider arithmetic analogs of this work. Specifically,
if both P and the maps in S are defined over Q and h : PN(Q)→ R≥0 is the absolute Weil
height function [36, §3.1], then we are interested in the growth rate of h(γ+n (P )) and h(γ−n (P ))
as we move within the left and right orbits of (γ, P ) respectively. For sets of morphisms,
the growth rates of h(γ−n (P )) for left iteration were studied first in [25] and revisited in
[16]. In particular, one may construct canonical heights in this setting and recover several
familiar facts from the standard theory of arithmetic dynamics [36], where one iterates a
single function (i.e., γ is a constant sequence). However, there appears to be relatively little
known about heights when iterating on the right. Moreover when N = 1, the arithmetic
properties of Orb+γ (P ) (for certain P and certain S) control the size of the Galois extensions
generated by γ+n (x) = 0 and n ≥ 1; see Section 6. Therefore, the growth rate of h(γ+n (P ))
may be of interest to those studying dynamically generated Galois groups.
Remark 1. A further application of our work on left and right orbits is to the growing field
of monoid (or semigroup) arithmetic dynamics [4, 9, 16, 19, 31, 33]. Here, one is instead
interested in understanding the arithmetic properties of total orbits,
(1) OrbS(P ) := {f(P ) : f ∈MS} =
⋃
γ
Orb+γ (P ) =
⋃
γ
Orb−γ (P );
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here MS is the monoid generated by S (and the identity) with the operation of composition.
However, in practice, if one understands left and right orbits for sufficiently many γ, then
one has gained nontrivial insight into total orbits; for some examples of this heuristic, see
[16, Corollary 1.4], [18, Theorem 1.18], [19, Theorem 1.7], Theorem 1.4, and Section 5.
As in the case of iterating a single map, some useful tools for analyzing heights in left and
right orbits are the left and right dynamical degrees, i.e., the limiting values of deg(γ−n )
1/n
and deg(γ+n )
1/n respectively. However, without much difficulty, one can construct examples
for which the aforementioned limits do not exist [18, Example 1.1]. Nevertheless, one expects
that these limits converge for most sequences. To test this heuristic, we fix a probability
measure ν on S, and extend to a probability measure ν¯ on the set of sequences of elements of
S via the product measure; see Section 2 for more details. With this perspective, we prove
that the limits of deg(γ−n )
1/n and deg(γ+n )
1/n (as we vary over sequences of S) are ν¯-almost
surely constant and independent of the direction of iteration. Moreover, for finite sets S, we
show that this constant bounds both h(γ−n (P ))
1/n and h(γ+n (P ))
1/n for large n; compare to
[18, Theorem 1.8] and [26, Theorem 1]. However, to prove this second fact about heights
we must enforce a condition on S, namely, that as we compose elements of S we manage to
avoid maps of degree one:
Definition 1. A set of dominant rational maps S on PN is called degree independent if
deg(f) ≥ 2 for all f in the semigroup generated by S; here the operation is composition.
Likewise, since the maps in S may have non-trivial indeterminacy loci, we must take care
to ensure that the orbits we consider are actually well defined:
Definition 2. Let f be in the compositional semigroup generated by S, and let If ⊂ PN be
the indeterminacy locus of f . Then we set PN(Q)S := P
N(Q) K ∪fIf .
With these notions in place, we prove our most general result relating the growth rate of
degrees and the growth rate of heights in orbits. The proof is an adaptation and combination
of the arguments given for left iteration (only) in Theorems 1.3 and 1.8 of [18]. Namely, we
apply Kingman’s subadditive ergodic theorem, Birkhoff’s ergodic theorem, and ideas from
[37]. In what follows, Eν [log deg(φ)] =
∫
S
log deg(φ)dν denotes the expected value of the
random variable log deg on S.
Theorem 1.1. Let S be a set of dominant rational self-maps on PN(Q) and let ν be a
discrete probability measure on S. Then the following statements hold:
(1) If Eν [log deg(φ)] exists, then there is a constant δS,ν such that the limits
lim
n→∞
deg(γ−n )
1/n = δS,ν = lim
n→∞
deg(γ+n )
1/n
hold (simultaneously) for ν¯-almost every γ ∈ ΦS.
(2) If S is finite and degree independent, then for ν¯-almost every γ ∈ ΦS the bounds
lim sup
n→∞
h(γ±n (P ))
1/n ≤ δS,ν
hold (simultaneously) for all P ∈ PN(Q)S.
Motivated by the existence of the constant δS,ν we make the following definition:
Definition 3. For (S, ν) as in Theorem 1.1, we call δS,ν the dynamical degree of (S, ν).
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Although Theorem 1.1 gives an upper bound on the growth rate of heights in orbits that
is independent of the direction of iteration and the initial point, the same cannot be said in
general for lower bounds. Heuristically, if P has small height, then the direction of iteration
can matter greatly. We illustrate this point with the following example.
Example 1. Let S = {x2 − x, 3x2} with φ1 = x2 − x and φ2 = 3x2, and define ν on S
determined by ν(φ1) = 1/2 = ν(φ2). Then viewing S as a set of maps on P
1, we consider
the possible left and right orbits of P = 1 and compute that
lim inf
n→∞
h(γ+n (P ))
1/n = 0 and lim sup
n→∞
h(γ+n (P ))
1/n = 2 (ν¯-almost surely)
lim inf
n→∞
h(γ−n (P ))
1/n = 0 and lim sup
n→∞
h(γ−n (P ))
1/n = 0 (ν¯-probability 1/2)
lim inf
n→∞
h(γ−n (P ))
1/n = 2 and lim sup
n→∞
h(γ−n (P ))
1/n = 2 (ν¯-probability 1/2)
In particular, the direction of iteration may greatly affect the growth rate of heights in orbits.
However, for morphisms and sufficiently generic initial points, we are able to prove fairly
uniform results. Namely, outside of a set of points P of bounded height, we prove that
the limits (not merely the limsups) of both h(γ−n (P ))
1/n and h(γ+n (P ))
1/n are equal to the
dynamical degree, almost surely. Moreover, the dynamical degree is easy to compute for
finite sets of morphisms; it is a weighted geometric mean of the degrees of the maps in S;
compare to [18, Theorem 1.5]. The main tools we use to prove this result are Birkhoff’s
Ergodic Theorem and the Law of Iterated Logarithms for simple random walks; see Section
2 for statements.
Theorem 1.2. Let S be a finite set of endomorphisms of PN(Q) all of degree at least two,
and let ν be a discrete probability measure on S. Then there exists a constant BS such that
the following statements hold:
(1) The dynamical degree is given by δS,ν =
∏
φ∈S
deg(φ)ν(φ).
(2) For ν¯-almost every γ ∈ ΦS, the limits
lim
n→∞
h(γ−n (P ))
1/n = δS,ν = lim
n→∞
h(γ+n (P ))
1/n
hold (simultaneously) for all P with h(P ) > BS.
(3) If the variance σ2S,ν of log(deg(φ)) is nonzero, then for ν¯-almost every γ ∈ ΦS,
lim sup
n→∞
log
(
h(γ±n (P ))
δnS,ν
)
σS,ν
√
2n log log n
= 1 = lim sup
n→∞
log
(
δnS,ν
h(γ±n (P ))
)
σS,ν
√
2n log logn
,
hold (simultaneously) for all P with h(P ) > BS.
We can rewrite the bounds in Theorem 1.2 to give improved estimates for h(γ−n (P )) and
h(γ+n (P )) that work almost surely. In particular, these bounds have a main term of δ
n
S,ν and
are (at least in an asymptotic sense) independent of both γ and P ; hence, we have reduced
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the randomness of heights in generic left and right orbits. Specifically, suppose that S, ν,
δS,ν , BS, σ
2
S,ν and P satisfy the conditions of the Theorem 1.2, and let ǫ > 0. Then for
almost every γ there exists Nγ,P,ǫ such that
δ
n−(1+ǫ) logδS,ν (e)σS,ν
√
2n log logn
S,ν ≤ h(γ±n (P )) ≤ δ
n+(1+ǫ) logδS,ν
(e) σS,ν
√
2n log logn
S,ν
holds for all n ≥ Nγ,P,ǫ. It would be interesting to know if and when similar type bounds
hold for rational functions; for a conjecture along these lines in the case of iterating a single
rational map, see [37, Conjecture 2].
As an application, we can use Theorem 1.2 to count the number of iterates in left and
right orbits of bounded height; compare to [18, Corollary 1.16] and [26, Proposition 3].
Corollary 1.3. Let S, ν, δS,ν, and BS be as in Theorem 1.2. Then for ν¯-almost every
γ ∈ ΦS the limits
lim
B→∞
#{Q ∈ Orb−γ (P ) : h(Q) ≤ B}
log(B)
=
1
log δS,ν
= lim
B→∞
#{W ∈ Orb+γ (P ) : h(W ) ≤ B}
log(B)
hold (simultaneously) for all P with h(P ) > 3BS.
Although Theorem 1.2 and Corollary 1.3 give nice descriptions of the growth rate of heights
in generic left and right orbits, it is natural to ask what can be said in the non-generic case. Is
it possible to prove a result somewhere in-between Theorem 1.1 and Theorem 1.2? Likewise,
can we prove a result for (suitable) infinite sets S? For left iteration of morphisms, we have
canonical heights at our disposal [16, 25], but this is not the case when iterating on the
right; see Remark 3 below. Moreover, understanding heights in right orbits can be useful for
understanding (generalized) dynamical Galois groups; see Section 6. As a first step (with
the case of left iteration in mind), we assume that S have further properties, which we now
discuss. It is well known that if φ : PN(Q)→ PN(Q) is a morphism defined over Q of degree
dφ, then
(2) h(φ(P )) = dφh(P ) +Oφ(1) for all P ∈ PN(Q);
see, for instance, [36, Theorem 3.11]. With this in mind, we let
(3) C(φ) := sup
P∈PN (Q¯)
∣∣∣h(φ(P ))− dφh(P )
∣∣∣
be the smallest constant needed for the bound in (2). Then, in order to control height growth
rates for sequences in S, we define the following fundamental notion; compare to [16, 18, 25].
Definition 4. A set S of endomorphisms of PN(Q) is called height controlled if the following
properties hold:
(1) dS := inf{dφ : φ ∈ S} is at least 2.
(2) CS := sup{C(φ) : φ ∈ S} is finite.
Remark 2. We note first that any finite set of morphisms of degree at least 2 is height
controlled. To construct infinite collections, let T be any non-constant set of maps on P1
and let ST = {φ ◦ xd : φ ∈ T, d ≥ 2}. Then ST is height controlled and infinite; a similar
construction works for PN in any dimension. For another type of example, let U be the set
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of roots of unity in Q. Then S = {x2 + u : u ∈ U} is a height controlled collection of maps
on P1. Moreover, it is worth pointing out that S has a corresponding probability measure
given by embedding U in the unit circle (in C) and then taking the Haar measure on the
circle.
With the notion of height control morphisms in place, we prove a result for right iteration
in-between Theorem 1.1 and Theorem 1.2 above; compare to stronger results for left iteration
[16, Theorem 1.2] and [18, Theorem 1.15]. However before stating this result, we make a
few more notes on the differences between left and right iteration. First, as was mentioned
before, canonical heights (in the usual sense) do not exist for right-iteration. That is, in
principle one must keep track of both the corresponding liminf and limsup; see statement
(1) of Theorem 1.4 and Remark 3 below. This is a drawback of right-iteration. On the other
hand, there are certain advantages as well. For instance, ideally one would like to determine
whether or not the total orbit (1) has a certain property by sampling a right or left orbit
(and testing that same property). As an example, if a right (or left) orbit of P is finite with
positive probability, is it true that OrbS(P ) is necessarily finite? This statement turns out
to be true for right orbits and false for left; for justification, see both Theorem 1.4 below
and [18, Example 1.10].
Theorem 1.4. Let S be a height controlled set of endomorphisms of PN(Q) all defined over
a fixed number field K and let ν be a discrete probability measure on S. Then the following
statements hold:
(1) For all P and all γ, both
lim inf
n→∞
h(γ+n (P ))
deg(γ+n )
and lim sup
n→∞
h(γ+n (P ))
deg(γ+n )
exist and are h(P ) +O(1).
(2) For all P , the total orbit OrbS(P ) of P is infinite if and only if
0 < lim sup
n→∞
h(γ+n (P ))
deg(γ+n )
(ν¯-almost surely).
Hence, OrbS(P ) is finite if and only if Orb
+
γ (P ) is finite with positive ν¯-probability.
(3) If OrbS(P ) is infinite and Eν [log deg(φ)] exists, then
lim sup
n→∞
h(γ+n (P ))
1/n = δS,ν (ν¯-almost surely).
Moreover, the dynamical degree δS,ν = exp
(
Eν [log deg(φ)]
)
is given explicitly.
Remark 3. Note that the lim inf and lim sup in statement (1) of Theorem 1.4 can be distinct.
See Example 1 above.
Having obtained results for left and right orbits, we turn to height counting problems
for total orbits. Intuitively, one expects that if the maps in S are related in some way (for
instance, if they commute with each other), then this should cut down the number of possible
points in total orbits. More formally, the asymptotic growth rate of the set
{Q ∈ OrbS(P ) : h(Q) ≤ B}
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should depend on the structure of the compositional monoid MS that S generates, at least
for generic initial points P . As an illustration, we have the following related asymptotic,
lim
B→∞
#
{
f ∈MS : h
(
f(P )
) ≤ B}
(logB)s
=
1
s! ·∏si=1 log deg(φi) ,
when S is a free basis (of cardinality s) for the commutative monoid MS and P has suffi-
ciently large height. For justification of this fact, as well as a discussion of the problem of
counting points of bounded height in total orbits more generally, see Section 5. In particular,
we discuss how this problem in dynamics relates to the (weighted) growth rate problem for
semigroups and to restricted weighted compositions in combinatorics [2, 8, 14, 32].
Acknowledgements: We are happy to thank Andrew Bridy, James Douthitt, Joseph
Gunther, Vivian Olsiewski Healey, Trevor Hyde, Rafe Jones, and Joseph Silverman for dis-
cussions related to the work in this paper.
2. Notation and tools from probability
We begin by fixing some notation. For more information on these standard constructions
in probability, see [6, 22].
S a set of dominant rational self maps on PN , all defined over Q.
ν a probability measure on S.
ΦS the infinite product ΦS = Π
∞
i=1S = S
N.
ν¯ the product measure ν¯ = Π∞i=1ν on ΦS.
γ an element of ΦS, viewed as an infinite sequence.
Eν¯ [f ] the expected value ∫Φsf dν¯ of a random variable f : ΦS → R
Remark 4. It is likely that many of our results on dynamical degrees hold without assump-
tions on the field of definition of the maps in S. However, since we wish to study heights,
we assume that every map in S has Q-coefficients. In particular, the sets S we consider are
countable, and for this reason, we assume that ν is a discrete measure with ν(φ) > 0 for all
φ ∈ S. Likewise, since there may be no natural choice of probability measure ν on S, we
keep the measures ν and ν¯ in much of the notation (e.g., Eν¯ [f ]) to remind the reader of the
dependence of our formulas and bounds on the choice of ν.
When S = {φ} is a single map, a crucial tool for establishing the convergence of the
limit defining the dynamical degree is Fekete’s lemma (see the proof of [37, Proposition 7]),
which states that if an is a subadditive sequence of non-negative real numbers, then lim an/n
exists. In particular, the following landmark theorem due to Kingman [27] may be viewed as
a random version of Fekete’s lemma. In what follows, the expected value Eµ[f ] of a random
variable f : Ω→ R on a probability space (Ω,Σ, µ) is the integral ∫
Ω
fdµ.
Theorem 2.1 (Kingman’s Subadditive Ergodic Theorem). Let T be a measure preserving
transformation on a probability space (Ω,Σ, µ), and let (gn)n≥1 be a sequence of L1 random
variables that satisfy the subadditivity relation
(4) gm+n ≤ gn + gm ◦ T n
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for all n,m ≥ 1. Then there exists a T -invariant function g such that
lim
n→∞
gn(x)
n
= g(x)
for µ-almost every x ∈ Ω. Moreover, if T is ergodic, then g is constant and
lim
n→∞
gn(x)
n
= lim
n→∞
Eµ[gn]
n
= inf
n≥1
Eµ[gn]
n
.
for µ-almost every x ∈ Ω
Remark 5. A transformation T : Ω→ Ω on a probability space (Ω,Σ, µ) is called ergodic if
for all E ∈ Σ such that T−1(E) = E, either µ(E) = 0 or µ(E) = 1.
We also need a similar (yet weaker) ergodic theorem due to Birkhoff.
Theorem 2.2 (Birkhoff’s Ergodic Theorem). If T is an ergodic, measure preserving trans-
formation on a probability space (Ω,Σ, µ), then for every random variable f ∈ L1(Ω),
(5) lim
n→∞
1
n
n−1∑
j=0
f ◦ T j(x) = Eµ[f ].
for µ-almost every x ∈ Ω.
To apply Kingman’s Subadditive Ergodic Theorem to dynamical degrees, we use the fol-
lowing well known example of an ergodic, measure preserving transformation. In particular,
the lemma below is a simple consequence of Kolmogorov’s 0 -1 law [22, Theorem 10.6]; for
nice further discussions, see [6, Example 7.1.6] or [29, Example 5.5] and [29, Exercise 5.11].
Lemma 2.3. Let S be a set with probability measure ν and let (ΦS, ν¯) be the corresponding
infinite product space. Then the shift map,
T
(
θ1, θ2, . . .
)
= (θ2, θ3, . . . )
is an ergodic, measure preserving transformation on ΦS.
Remark 6. When S is a finite set, the probability space ΦS and the map T as in Lemma 2.3
are often called Bernoulli schemes and Bernoulli shifts respectively.
Finally, to obtain the improved height bounds in part (3) of Theorem 1.2 with a main term
of δn, we use the following result due to Hartman and Wintner known as the Law of Iterated
Logarithms; see [6, Theorem 8.11.3]. As with certain classical theorems in probability (e.g.,
the Law of Large Numbers, The Central Limit Theorem, etc.) the Law of Iterated Loga-
rithms for simple random walks is normally stated in terms of independent and identically
distributed (or i.i.d. for short) random variables; see [6, §2.1] or [22, §10] for a definition and
discussing of i.i.d sequences. However, for our purposes, it suffices to know that if f : S → R
is any ν-measurable function, then the corresponding projection maps Xn(f) : ΦS → R on
the product space (ΦS, ν¯) given by Xn,f(θ1, θ2, . . . ) = f(θn) form an i.i.d sequence of random
variables; this is a simple consequence of the relevant definitions [22, Corollary 10.2].
Theorem 2.4 (Law of Iterated Logarithms). Suppose that X1, X2, . . . are i.i.d. random
variables on (Ω,Σ, µ) with Eµ[Xi] = 0 and Eµ[X
2
i ] = 1. Then, if Sn = X1+ · · ·+Xn denotes
the truncated sum, we have that
(6) lim sup
n→∞
±Sn√
2n log log n
= 1 (µ-almost surely).
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Remark 7. Interestingly, the Law of Iterated Logarithms (for simple random walks) stated
above is proven by first establishing the analogous fact for Brownian motion and then de-
ducing (6) from that case.
3. Rational maps: dynamical degrees and height bounds
In this section, we prove Theorem 1.1 on dynamical degrees and height bounds for rational
maps; for strengthened results on morphisms, see Section 4.
(Proof of Theorem 1.1). We begin with the proof of statement (1) on dynamical degrees.
For n ≥ 1, we define the random variables g−n : ΦS → R≥0 and g+n : ΦS → R≥0 given by
g−n (γ) := log deg(γ
−
n ) and g
+
n (γ) := log deg(γ
+
n )
respectively. Note that each g±n is non-negative since S is a collection of dominant maps.
We will show that the sequences (g−n )n≥1 and (g
+
n )n≥1 satisfy the hypothesis of Kingman’s
Subadditive Ergodic Theorem. Note first that each g±n factors through the finite product S
n
and Sn (a countable set) is equipped with the discrete measure (a finite product of discrete
spaces is discrete). In particular, g±n is ν¯-measurable by [22, Corollary 10.2]. Likewise, define
fi : ΦS → R≥0 given by fi(γ) = log deg(θi) for γ = (θs)∞s=1. Then fi is also measurable by
[22, Corollary 10.2]. Moreover, we see that g±n ≤
∑n
i=1 fi, since
(7) deg(F ◦G) ≤ deg(F ) deg(G) for any F,G ∈ Dom(PN );
here, Dom(PN) is the set of dominant self-maps on PN . In particular,
Eν¯ [g
±
n ] ≤
n∑
i=1
Eν¯ [fi] = nE[f1] := nEν [log deg(φ)];
here we use that ΦS consists of i.i.d sequences. In particular, each g
±
n is an L
1 function since
Eν [log deg(φ)] is bounded by assumption. Now we check the subadditivity relation in (4), a
simple consequence of (7). Let n,m > 0, let γ = (θs)
∞
s=1, and let T be the shift map on ΦS.
Then we compute that
g−n+m(γ) = log deg(θm+n ◦ · · · ◦ θ1) ≤ log deg(θm+n ◦ · · · ◦ θn+1) + log deg(θn ◦ · · · ◦ θ1)
= g−m(T
n(γ)) + g−n (γ) = g
−
n (γ) + g
−
m(T
n(γ)),
by (7). Likewise for right iteration, we see that
g+n+m(γ) = log deg(θ1 ◦ · · · ◦ θn+m) ≤ log deg(θ1 ◦ · · · ◦ θn) + log deg(θn+1 ◦ · · · ◦ θn+m)
= g+n (γ) + g
+
m(T
n(γ)),
In particular, Theorem 2.1 and Lemma 2.3 together imply that
(8) lim
n→∞
log deg(γ±n )
1/n = lim
n→∞
g±n (γ)
n
= lim
n→∞
Eν¯ [g
±
n ]
n
= inf
n≥1
Eν¯ [g
±
n ]
n
for ν¯-almost every γ ∈ ΦS. However, apriori the limits
δ−S,ν := limn→∞
Eν¯ [g
−
n ]
n
and δ+S,ν := limn→∞
Eν¯ [g
+
n ]
n
could be distinct (in fact, if we were to allow maps over C so that S could be uncountable,
then we expect that this could be the case). But S is countable and discrete by assumption,
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and so these limits are in fact equal. To see this, we define the bijections τn : S
n → Sn given
by
τn(θ1, . . . , θn) = (θn, . . . , θ1)
and let νn = ν×· · ·× ν be the product probability measure on Sn. Then it follows from the
definition of νn that
νn(θ1, . . . , θn) = ν(θ1) · · · ν(θn) = ν(θn) · · ·ν(θ1) = νn(τn(θ1, . . . θn))
see [22, §10]. Now let G±n be the random variables on Sn given by
G−n (θ1, . . . , θn) = log deg(θn ◦ · · · ◦ θ1) and G+n (θ1, . . . , θn) = log deg(θ1 ◦ · · · ◦ θn)
In particular, it is straightforward to check that G−n = G
+
n ◦ τn. Therefore, since Sn is
countable/discrete, τn is bijective, and the series below are absolutely convergent:
(9) Eνn [G
−
n ] =
∑
x∈Sn
G−n (x)νn(x) =
∑
x∈Sn
G+n (τn(x))νn(τ(x)) =
∑
y∈Sn
G+n (y)νn(y) = Eνn [G
+
n ].
On the other hand, g±n factors through G
±
n , so that [22, Theorem 10.4] and (9) together
imply that
(10) Eν¯ [g
−
n ] = Eνn [G
−
n ] = Eνn [G
+
n ] = Eν¯ [g
+
n ] for all n ≥ 1.
Hence, it follows from (8) and (10) that
(11) lim
n→∞
log deg(γ−n )
1/n = lim
n→∞
Eν¯ [g
−
n ]
n
= lim
n→∞
Eν¯ [g
+
n ]
n
= lim
n→∞
log deg(γ+n )
1/n
for ν¯-almost every γ ∈ ΦS; here we use also that the intersection of almost sure events is
almost sure. Moreover, applying the exponential map to (11) and exchanging exp with the
limit (justified, by continuity) gives
(12) lim
n→∞
deg(γ±n )
1/n = δS,ν := exp
(
lim
n→∞
Eν¯ [g
−
n ]
n
)
= exp
(
lim
n→∞
Eν¯ [g
+
n ]
n
)
for ν¯-almost every γ ∈ ΦS as claimed.
Now for the proof of statement (2) of Theorem 1.1. Suppose that S is finite and degree
independent. Let k ≥ 1 be an integer, and let
(13) MS,k :=
{
f = θ1 ◦ · · · ◦ θk
∣∣ for some (θ1, . . . , θk) ∈ Sk}
be the set of possible functions generated by k-term strings of elements of S. Then a standard
triangle inequality estimate (see the proof of [36, Theorem 3.11]) implies that
(14) h(f(Q)) ≤ deg(f) h(Q) + C(k, S) for all f ∈MS,k and all Q ∈ PN(Q)S.
To see this, note that there is such a constant for each f and only finitely many f ’s, since
S is a finite set. Moreover, it is important to note that the estimate above does not depend
on the direction of iteration (but simply the length of the string). In particular, we see that
if P ∈ PN(Q)S, if n ≥ 1, and if Fnk = fn ◦ fn−1 ◦ · · · ◦ f1 is an arbitrary element of MS,nk for
some choice of fi ∈MS,k, then repeated application of the bound in (14) implies that
h(Fnk(P )) ≤ deg(fn) deg(fn−1) . . .deg(f1)
(
h(P ) + C(k,S)
deg(f1)
+ C(k,S)
deg(f1) deg(f2)
+ · · ·+ C(k,S)
deg(f1)...deg(fn)
)
≤ deg(fn) deg(fn−1) . . .deg(f1)
(
h(P ) + C(k, S)
)
.
(15)
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Here we use our assumption that S is degree independent, so that deg(fi) ≥ 2 for all i. Now
we apply this bound to sequences. For γ = (θs)
∞
s=1 ∈ ΦS and i, k ≥ 1, let
f−i,k(γ) = θik ◦ θik−1 ◦ · · · ◦ θ(i−1)k+1 and f+i,k(γ) = θ(i−1)k+1 ◦ θ(i−1)k+1 . . . θik.
In particular, it is straightforward to check that
γ−nk = f
−
n,k(γ) ◦ f−n−1,k(γ) ◦ · · · ◦ f−1,k(γ) and γ+nk = f+1,k(γ) ◦ f+2,k(γ) ◦ · · · ◦ f+n,k(γ).
Moreover, each f±i,k(γ) ∈MS,k is the composition of a k-term string from S. Therefore, (15)
above applied separately to Fnk = γ
−
nk and Fnk = γ
+
nk implies that
h(γ−nk(P )) ≤ deg(f−1,k(γ)) deg(f−2,k(γ)) . . .deg(f−n,k(γ))C(k, S, P )
h(γ+nk(P )) ≤ deg(f+1,k(γ)) deg(f+2,k(γ)) . . .deg(f+n,k(γ))C(k, S, P )
(16)
holds for all n, k ≥ 1, all γ ∈ ΦS and all P ∈ PN (Q)S; here we reverse the order of the
product of the degrees for left iteration,
deg(f−n,k(γ)) deg(f
−
n−1,k(γ)) . . .deg(f
−
1,k(γ)) = deg(f
−
1,k(γ)) deg(f
−
2,k(γ)) . . .deg(f
−
n,k(γ)),
to streamline the argument to come. From here we use Birkhoff’s Ergodic Theorem to
control the right hand side of (16) above. Namely, let T(k) : ΦS → ΦS denote the k-shift
map, T(k) := T
k = T ◦T ◦ · · ·◦T . In particular, since the shift map T is ergodic and measure
preserving by Lemma 2.3, so is T(k) for all k ≥ 1. Now consider the random variables
F−(k) : ΦS → R≥0 and F+(k) : ΦS → R≥0 given by
F±(k)(γ) =
log deg(γ±k )
k
=
log deg(f±1,k(γ))
k
for γ ∈ ΦS.
Then, it follows from the definition of f±i,k that F
±
(k) ◦ T i−1(k) = 1/k · log deg(f±i,k). Hence,
rewriting the bounds in (16) and taking nk-th roots, we see that
(17) h(γ±nk(P ))
1/nk ≤
(
exp
1
n
n−1∑
j=0
F±(k)
(
T j(k)(γ)
))
C(k, S, P )1/nk.
In particular, (17) implies that
(18) lim sup
n→∞
h(γ±nk(P ))
1/nk ≤ lim sup
n→∞
(
exp
1
n
n−1∑
i=0
F±(k)
(
T i(k)(γ)
))
.
However, Birkhoff’s Ergodic Theorem 2.2 implies that
(19) lim
n→∞
1
n
n−1∑
i=0
F±(k)
(
T i(k)(γ)
)
= Eν¯ [F
±
(k)]
for almost every γ ∈ ΦS; note that this claim is independent of the point P . Moreover, since
a countable intersection of almost sure events is almost sure, we see that the limit in (19)
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is true for all k (for both left and right iteration), for almost every γ ∈ ΦS. On the other
hand, (10) above implies that
(20) Eν¯ [F
−
(k)] =
Eν¯ [g
−
k ]
k
=
Eν¯ [g
+
k ]
k
= Eν¯ [F
+
(k)].
Hence, the limit on the righthand side of (19) does not depend on the direction. Therefore,
(18), (19), and the fact that the exponential function is continuous together imply that
(21) lim sup
n→∞
h(γ±nk(P ))
1/nk ≤ exp
(
Eν¯
[ log deg(γ−k )
k
])
holds for all k (for both left and right iteration), for almost every γ ∈ ΦS.
From here, we handle left and right iteration separately and begin with left iteration. In
particular, we show that the overall limsup (without k) in part (2) of Theorem 1.1 can be
computed using the subsequence of multiples of k (for any k ≥ 1). This line of reasoning
does not work for right iteration in general; see Example 1. To do this, define constants
(22) dS,k := max
f∈MS,r
0≤r<k
deg(f) and BS,k := max
0≤r<k
C(r, S);
here, we remind the reader that C(r, S) is the height bound constant given by
(23) C(r, S) = max
f∈MS,r
sup
Q∈PN (Q)
{h(f(Q))− deg(f)h(Q)}.
In particular, both dS,k and BS,k are finite since S is a finite set. From here we proceed
as in the proof of [37, Proposition 12]. Namely, for any k ≥ 1 and m ≥ k, we can write
γ−m = f ◦ γ−nk for some f ∈MS,r, some 0 ≤ r < k, and some n ≥ 1. With this in mind,
lim sup
m→∞
h(γ−m(P ))
1/m = lim sup
n→∞
max
0≤r<k
h(γ−r+nk(P ))
1/(r+nk)
≤ lim sup
n→∞
(
dS,k h(γ
−
nk(P )) +BS,k
)1/nk
by (14), (22), and (23)
= lim sup
n→∞
h(γ−nk(P ))
1/nk
(24)
Hence, combining the bound in (21) with (24), we see that
(25) lim sup
m→∞
h(γ−m(P ))
1/m ≤ exp
(
Eν¯
[ log deg(γ−k )
k
])
= exp
(
Eν¯ [log deg(γ
−
k )]
k
)
holds for all k ≥ 1, for all P ∈ PN(Q¯)S, for ν¯-almost every γ ∈ ΦS.
Now for iteration on the right. For any k ≥ 1 and m ≥ k, write γ+m = γ+nk ◦ f for some
f ∈MS,r, some 0 ≤ r < k, and some n ≥ 1. Now let
MS,k(P ) :=
{
Q ∈ PN(Q) : Q = f(P ) for some f ∈MS,r and 0 ≤ r < k
}
In particular, MS,k(P ) is a finite set of points since S is finite. Therefore,
CS,k,P := max
Q∈MS,k(P )
{h(Q) +BS,k}
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is a finite constant. Moreover, h(γ+m(P )) = h(γ
+
nk(Q)) for some Q ∈MS,k(P ) by construction.
On the other hand, (15) and (17) hold for all P ∈ PN(Q)S. In particular, these bounds hold
for all Q ∈ MS,k(P ). Therefore,
(26) h(γ+m(P ))
1/m = h(γ+nk(Q))
1/m ≤ h(γ+nk(Q))1/nk ≤
(
exp
1
n
n−1∑
j=0
F+(k)
(
T j(k)(γ)
)) C1/nkS,k,P
As before letting m→∞ (and therefore n→∞), Birkhoff’s Ergodic Theorem implies that
(27) lim sup
m→∞
h(γ+m(P ))
1/m ≤ exp
(
Eν¯
[ log deg(γ−k )
k
])
= exp
(
Eν¯ [log deg(γ
−
k )]
k
)
holds for all k ≥ 1, for all P ∈ PN(Q¯)S, for ν¯-almost every γ ∈ ΦS ; recall that the limit
of the expected values of F−(k) and F
+
(k) are equal by (20). In particular letting k → ∞, we
deduce from (12) and our combined bounds in (25) and (27), that for ν¯-almost every γ ∈ ΦS
the bounds
lim sup
m→∞
h(γ±m(P ))
1/m ≤ δS,ν
hold (simultaneously) for all P ∈ PN(Q)S. This completes the proof of Theorem 1.1. 
4. Morphisms: dynamical degrees and height bounds
Throughout this section, let S be a set of height controlled set of endomorphisms on PN .
Ideally, one would like to strengthen part (2) of Theorem 1.1 for rational maps in two ways:
to replace the limsup with a limit, and to replace the inequality with an equality; compare to
[26, Conjecture 6.d] and [37, Conjecture 1.b]. We succeed in proving this when S is a finite
set and the initial point P has sufficiently large height. Moreover (perhaps surprisingly), the
resulting limit is (almost surely) independent of the direction of iteration. To prove both
Theorems 1.2 and 1.4, we need the following generalization of Tate’s telescoping argument.
In what follows, MS is the monoid generated by S under composition, and dS and CS are
the height controlled constants in Definition 4.
Lemma 4.1. Let S be a height controlled set of endomorphisms of PN(Q), and let dS and
CS be the corresponding height controlling constants. Then for all ρ ∈MS,∣∣∣∣h(ρ(Q))deg(ρ) − h(Q)
∣∣∣∣ ≤ CSdS − 1 for all Q ∈ P
N(Q).
Proof. Suppose that ρ = θr ◦ θr−1 · · · ◦ θ1 for θi ∈ S, and let θ0 to be the identity map on PN .
Then define
ρi := θi ◦ θi−1 · · · ◦ θ1 ◦ θ0 for 0 ≤ i ≤ r.
Note, that ρ = ρr and ρ0 = θ0 is the identity map. In particular, inspired by Tate’s
telescoping argument, we rewrite
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∣∣∣∣h(ρ(Q))deg(ρ) − h(Q)
∣∣∣∣ =
∣∣∣∣
r−1∑
i=0
h(ρr−i(Q))
deg(ρr−i)
− h(ρr−i−1(Q))
deg(ρr−i−1)
∣∣∣∣
≤
r−1∑
i=0
∣∣∣∣h(ρr−i(Q))deg(ρr−i) −
h(ρr−i−1(Q))
deg(ρr−i−1)
∣∣∣∣
=
r−1∑
i=0
∣∣∣h(ρr−i(Q))− deg(θr−i)h(ρr−i−1(Q))
∣∣∣
deg(ρr−i)
≤
r∑
i=1
C
(dS)i
≤
∞∑
i=1
CS
(dS)i
=
CS
dS − 1 .
(28)
This completes the proof of Lemma 4.1. 
With this height bound in place, we are nearly ready to prove our main result for sets
of morphisms, Theorem 1.2. In fact, we are able to prove a stronger result. Namely, both
h(γ±n (P ))
1/n approach the dynamical degree (almost surely) whenever P is a so called escape
point for S; see Definition 5 below. Moreover, every point P of sufficiently large height is an
escape point for S, and we therefore recover Theorem 1.2.
Remark 8. This improved version can be useful for analyzing dynamical Galois groups; see
Section 6. For instance, if S = {xd1+c1, . . . , xds+cs} is a set of unicritical polynomials, then
the right orbits of P = 0 (i.e., the critical orbits) control the ramification in the associated
towers of splitting fields; see Proposition 6.2 below. However, P = 0 does not have large
enough height to apply Theorem 1.2 directly. Nevertheless, P = 0 is very often an escape
point for S (see Corollary 4.5 below), in which case the conclusions of Theorem 1.2 still hold.
To define escape points, recall that MS,r denotes the set of functions generated by tuples
of elements of S of length r; see (13) above. Moreover by convention, MS,0 is the singleton
set containing the identity function.
Definition 5. Let S be a height controlled set of endomorphisms of PN(Q) and define
BS := CS/(dS − 1). If there exists r ≥ 0 such that h(g(P )) > BS for all g ∈ MS,r, then
we say that P is an escape point for S. Moreover, we call the minimum such value of r the
escape level of P .
The importance of escape points is explained by the following auxiliary result. Namely,
if P is an escape point for S, then we can bound quantities of the form h(f(P ))/ deg(f)
from below (in a nontrivial way). This may be viewed as analogous to P having positive
canonical height when iterating a single function. However, this is not a perfect analogy,
since canonical heights do not exist in general for right iteration; see Example 1 above.
Lemma 4.2. Let S be a finite set of endomorphisms of PN(Q) all of degree at least two and
let P be an escape point for S with escape level r ≥ 0. Then there exist positive constants
BS,P,1 and BS,P,2 (depending on P ) such that
0 < BS,P,1 ≤ h(f(P ))
deg(f)
≤ BS,P,2
for all f ∈MS,n with r ≤ n.
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Proof. The upper bound on h(f(P ))/ deg(f) follows directly from Lemma 4.1 applied to the
map ρ = f and the point Q = P . For the lower bound, let r ≥ 0 be the escape level of P
and let f ∈MS,n for some n ≥ r. Then we can write f = j ◦ g for some j ∈MS,n−r and some
g ∈MS,r. Then Lemma 4.1 applied to the map ρ = j and the point Q = g(P ) implies that
h(f(P ))
deg(f)
=
h(j(g(P )))
deg(j) deg(g)
≥ 1
deg(g)
(
h(g(P ))− BS
)
≥ 1
max
g∈MS,r
{deg g} · ming∈MS,r
{
h(g(P ))− BS
}(29)
However, since S is a finite set and r is fixed, the degree of g ∈MS,r is absolutely bounded.
Likewise, since P is an escape point for S, the quantity h(g(P )) − BS is positive for all
g ∈ MS,r. Therefore, the minimum on the right hand side of (29) is positive, since it is the
minimum value of a finite set of positive numbers. In particular, there is a positive constant
BS,P,2, depending only on S and P , such that h(f(P ))/ deg(f) > B2,P as claimed. 
With Lemma 4.2 in place, we are ready to prove an improved version of Theorem 1.2 from
the Introduction for escape points.
Theorem 4.3. Let S be a finite set of endomorphisms of PN(Q) all of degree at least two,
and let ν be a discrete probability measure on S. Then the following statements hold:
(1) The dynamical degree is given by δS,ν =
∏
φ∈S
deg(φ)ν(φ).
(2) For ν¯-almost every γ ∈ ΦS, the limits
lim
n→∞
h(γ−n (P ))
1/n = δS,ν = lim
n→∞
h(γ+n (P ))
1/n
hold (simultaneously) for all escape points P for S.
(3) If the variance σ2 of log(deg(φ)) is nonzero, then for ν¯-almost every γ ∈ ΦS ,
lim sup
n→∞
log
(
h(γ±n (P ))
δnS,ν
)
σS,ν
√
2n log log n
= 1 = lim sup
n→∞
log
(
δnS,ν
h(γ±n (P ))
)
σS,ν
√
2n log logn
,
hold (simultaneously) for all escape points P for S.
Remark 9. Note that if h(P ) > BS, then P is an escape point for S of level r = 0. In
particular, Theorem 4.3 implies Theorem 1.2 from the Introduction.
(Proof of Theorem 1.2). For statement (1), consider f1 : ΦS → R given by:
f1(γ) = log deg(θ1) for γ = (θi)
∞
i=1 ∈ ΦS.
Then Birkhoff’s Ergodic Theorem 2.2 and Lemma 2.3 together imply that
lim
n→∞
1
n
n−1∑
j=0
f1 ◦ T j(γ) = Eν¯ [f1].
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for almost every γ ∈ ΦS; here T : ΦS → ΦS is the shift map. On the other hand, since
deg(F ◦G) = deg(F ) · deg(G) = deg(G) · deg(F ) = deg(G ◦ F )
for all endomorphisms F and G on PN , we have that
log deg(γ±n )
1/n =
1
n
n−1∑
j=0
f1 ◦ T j(γ).
In particular, δS,ν = lim
n→∞
deg(γ±n )
1/n = exp
(
Eν¯ [f1]
)
almost surely. However, f1 : ΦS → R
factors through S, so that [22, Theorem 10.4] implies that
δS,ν = exp
(
Eν¯ [f1]
)
= exp
(
Eν [log deg(φ)]
)
= exp
(∑
φ∈S
log deg(φ)ν(φ)
)
=
∏
φ∈S
deg(φ)ν(φ)
as claimed. For statement (2), let γ ∈ ΦS be such that lim deg(γ±n )1/n = δS,ν , true of almost
every γ ∈ ΦS , and let P be an escape point for S. Then Lemma 4.2 implies that there are
positive constants BS,P,1 and BS,P,2 such that
BS,P,1 · deg(γ±n ) < h(γ±n (P )) < BS,P,2 · deg(γ±n ), for all γ ∈ ΦS and all n ≥ r;
here r is the escape level of P . Therefore, taking nth roots of both sides and letting n tend
to infinity, we see that
δS,ν = lim
n→∞
B
1/n
S,P,1 · limn→∞ deg(γ
±
n )
1/n ≤ h(γ±n (P ))1/n ≤ lim
n→∞
B
1/n
S,P,2 · limn→∞ deg(γ
±
n )
1/n = δS,ν .
Hence, for almost every γ ∈ ΦS the limits
lim
n→∞
h(γ±n (P ))
1/n = δS,ν
hold (simultaneously) for all escape points P for S as claimed. For statement (3), suppose
that P is an escape point for S and that the variance σ2 of the random variable log deg(·) :
S → R is nonzero; here, σ2 is given explicitly by
σ2 =
∑
φ∈S
(
log deg(φ)− log(δS,ν)
)2
ν(φ).
Then it follows from Lemma 4.2 that
(30) lim
n→∞
log
(
h(γ±n (P ))
deg(γ±n )
)
σ
√
2n log log n
= 0 = lim
n→∞
log
(
deg(γ±n )
h(γ±n (P ))
)
σ
√
2n log logn
for all γ ∈ ΦS;
here we simply use that the quantities log h(γ
±
n (P ))
deg(γ±n )
are bounded independently of n ≥ r by
Lemma 4.2. On the other hand, consider the i.i.d random variables Yn : ΦS → R given by
Yn(γ) =
1
σ
(
log deg(θn)− log δ
)
, for γ = (θi)i≥1 ∈ ΦS;
In particular, each Yn has mean 0 and unit variance. Therefore, the Hartman-Wintner Law
of the Iterated Logarithms (Theorem 2.4) for the simple random walk Sn = Y1 + · · · + Yn
implies that
(31) lim sup
n→∞
log
(
deg(γ±n )
δnS,ν
)
σ
√
2n log log n
= 1 = lim sup
n→∞
log
(
δnS,ν
deg(γ±n )
)
σ
√
2n log logn
(ν¯-almost surely).
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Hence, the conclusions in both (30) and (31) hold for almost every γ ∈ ΦS. Therefore,
1 = lim sup
n→∞
log
(
deg(γ±n )
δnS,ν
)
σ
√
2n log log n
+ lim
n→∞
log
(
h(γ±n (P ))
deg(γ±n )
)
σ
√
2n log log n
= lim sup
n→∞
log
(
deg(γ±n )
δnS,ν
)
+ log
(
h(γ±n (P ))
deg(γ±n )
)
σ
√
2n log logn
= lim sup
n→∞
log
(
h(γ±n (P ))
δnS,ν
)
σ
√
2n log log n
for almost every γ ∈ ΦS. Likewise, (30) and (31) imply that
1 = lim sup
n→∞
log
(
δnS,ν
deg(γ±n )
)
σ
√
2n log log n
+ lim
n→∞
log
(
deg(γ±n )
h(γ±n (P ))
)
σ
√
2n log log n
= lim sup
n→∞
log
(
δnS,ν
deg(γ±n )
)
+ log
(
deg(γ±n )
h(γ±n (P ))
)
σ
√
2n log logn
= lim sup
n→∞
log
(
δnS,ν
h(γ±n (P ))
)
σ
√
2n log log n
holds for ν¯-almost every γ ∈ ΦS , whenever P is an escape point for S and σ2 is nonzero.
This complete the proof of Theorem 4.3. 
As an application of Theorem 4.3, we can prove an asymptotic formula for the number of
points in generic left and right orbits.
(Proof of Corollary 1.3). We mostly follow the proof of [26, Proposition 3]. However, there
is an added step, which allows us to pass from superscripts of γ±n (P ) to points in orbits
Q ∈ Orb±γ (P ); see Lemma 4.4 below. Let P be an escape point for S and let γ ∈ ΦS be such
that limh(γ±n (P ))
1/n = δS,n, true of almost every γ by Theorem 4.3. Then for every ǫ > 0
there is an integer n0 = n0(ǫ, γ) so that
(1− ǫ)δS,ν ≤ h(γ±n (P ))1/n ≤ (1 + ǫ)δS,ν
for all n ≥ n0; here you choose n0 to be max of the corresponding n0(ǫ, γ,−) and n0(ǫ, γ,+).
In particular, it follows that
{n ≥ n0 : (1 + ǫ)δS,ν ≤ B1/n} ⊂ {n ≥ n0 : h(γ±n (P )) ≤ B}
and
{n ≥ n0 : h(γ±n (P )) ≤ B} ⊂ {n ≥ n0 : (1− ǫ)δS,ν ≤ B1/n}.
(32)
Therefore, after counting the number elements in the sets in (32), we see that
log(B)
log((1 + ǫ)δS,ν)
− n0 ≤ #{n ≥ 0 : h(γ±n (P )) ≤ B}
and
#{n ≥ 0 : h(γ±n (P )) ≤ B} ≤
log(B)
log((1− ǫ)δS,ν) + n0 + 1.
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Hence, dividing by log(B) and letting B tend to infinity gives
1
log((1 + ǫ)δS,ν)
≤ lim inf
B→∞
#{n ≥ 0 : h(γ±n (P )) ≤ B}
log(B)
and
lim sup
B→∞
#{n ≥ 0 : h(γ±n (P )) ≤ B}
log(B)
≤ 1
log((1− ǫ)δS,ν) .
In particular, since ǫ was arbitrary, we deduce that
(33) lim
B→∞
#{n ≥ 0 : h(γ−n (P )) ≤ B}
log(B)
=
1
log(δS,ν)
= lim
B→∞
#{n ≥ 0 : h(γ+n (P )) ≤ B}
log(B)
hold (simultaneously) for almost every γ ∈ ΦS. From here, we pass from superscripts n to
points in orbits by the following lemma; however, we must assume that the initial point P
has height at least 3BS (instead of BS). In particular, we deduce from (33) and Lemma 4.4
below, that for almost every γ ∈ ΦS the limits
lim
B→∞
#{Q ∈ Orb−γ (P ) : h(Q) ≤ B}
log(B)
=
1
log δS,ν
= lim
B→∞
#{W ∈ Orb+γ (P ) : h(W ) ≤ B}
log(B)
hold (simultaneously) for all P with h(P ) > 3BS as claimed. 
Lemma 4.4. Let S be a height controlled set of endomorphisms of PN(Q). If h(P ) > 3BS,
then γ−n (P ) 6= γ−m(P ) and γ+n (P ) 6= γ+m(P ) for all n 6= m and all γ ∈ ΦS.
Proof. Suppose that n > m and that γ±n (P ) = γ
±
m(P ). In particular, h(γ
±
n (P )) = h(γ
±
m(P )).
Then Lemma 4.1 applied separately to f = γ±n and then to f = γ
±
m implies that
deg(γ±n ) · (h(P )−BS) ≤ h(γ±n (P )) = h(γ±m(P )) ≤ deg(γ±m) · (h(P ) +BS).
Rearranging terms, we deduce that
(34)
deg(γ±n )
deg(γ±m)
≤ (h(P ) +BS)
(h(P )− BS) .
However, n > m so that γ−n = g1 ◦ γ−m and γ+n = γ+m ◦ g2 for some g1, g2 ∈MS,n−m. Moreover,
S is height controlled, so that deg(gi) ≥ 2. Furthermore, deg(γ−n ) = deg(g1) · deg(γ−m) and
deg(γ+n ) = deg(g2) · deg(γ+m). Combining these facts with (34), we deduce that
2 ≤ (h(P ) +BS)
(h(P )− BS) .
However, this statement immediately implies that h(P ) ≤ 3BS, and the result follows. 
Since we are particularly interested in arithmetic aspects of right orbits for their relation
to dynamical Galois groups (see Section 6), we give a more explicit version of the height
bounds in Theorem 4.3 for finite sets of unicritical maps.
Remark 10. If one is interested in trying to generalize known primitive prime divisor results to
right iteration, especially those which are useful for understanding dynamical Galois groups
[13, 17, 20], then one likely needs (among other things) a fairly refined understanding of the
growth rates of heights in right orbits.
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Corollary 4.5. Let S = {xd1 + c1, . . . , xds + cs} for some di ≥ 2 and some ci ∈ Z K {0}.
Furthermore, assume that P ∈ Q satisfies
h((P di + ci)
dj + cj) ≥ max
i
{log |2c|} for all i, j.
Then P is an escape point for S. Therefore, if S is equipped with the uniform measure and
the di are not all identical, then for all ǫ > 0 and almost every γ ∈ ΦS, there exists Nγ,P,ǫ
such that
(d1d2 . . . ds)
n−(1+ǫ) logδ(e)σ
√
2n log log n
s ≤ h(γ+n (P )) ≤ (d1d2 . . . ds)
n+(1+ǫ) logδ(e)σ
√
2n log log n
s
for all n ≥ Nγ,P,ǫ.
Remark 11. In particular, if |cdji + cj | ≥ 2max{|ci|}, then 0 is an escape point for S and
the height bounds in Corollary 4.5 hold for P = 0; for an application to Galois theory, see
Corollary 6.6. We also note that in practice, the condition on P in Corollary 1.3 holds for
every rational point (for many sets S).
Proof. Let φ(x) = xd+ c for some d ≥ 2 and some c ∈ Z K {0}. Then it is straightforward to
prove that
|h(φ(P ))− dh(P )| ≤ log |2c| for all P ∈ Q;
see [21, Lemma 12]. In particular, the set S as in Corollary 4.5 is height controlled with
height constants CS = max{log |2c|} and dS ≥ 2. Moreover, the condition on P implies that
P is an escape point for S with escape level r = 2; see Definition 5 above. The claim then
follows from Theorem 1.2 part (3) and the fact that the dynamical degree δS,ν =
∏
d
1/s
i is a
geometric mean of the degrees of the maps in S; see Theorem 1.2 part (1). 
We now move on to study right iteration more carefully for more general initial points,
including some points of small height.
Remark 12. For left iteration this analysis is accomplished by using canonical heights. In
particular, several of our results on arithmetic and dynamical degrees above (for left iteration)
hold for so called almost surely wandering points; see [18, Theorem 1.5].
Here, the key assumption we make on the initial point P is that it have infinite total orbit,
i.e., the action of the entire monoid generated by S on P gives an infinite set; see (1) above.
In particular, this condition is weaker than the assumption that P be an escape point for
S. In this case (and among other things), we prove that lim sup h(γ+n (P )) = δS,ν almost
surely; compare to Theorems 1.1 and 2.4 above. Moreover, this result holds for infinite
height controlled sets of endomorphisms as well. For a statement of the following result, see
Theorem 1.4 from the Introduction.
(Proof of Theorem 1.4). For statement (1), let P ∈ PN(Q) be any point. Note that if P
is fixed and the sequence γ ∈ ΦS is allowed to vary, then Lemma 4.1 implies that the
height-degree quotient sequence h(γ+n (P ))/ deg(γ
+
n ) is bounded by h(P ) ± BS. Therefore,
both
lim inf
n→∞
h(γ+n (P ))
deg(γ+n )
and lim sup
n→∞
h(γ+n (P ))
deg(γ+n )
exist and are h(P ) +O(1) for all P ∈ PN(Q) and all γ ∈ ΦS.
For statement (2), suppose that all of the maps in S are defined over a fixed number field
K. Moreover, we assume (without loss of generality) that the initial point P ∈ PN(K).
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In particular, Northcott’s Theorem (over K) implies that if OrbS(P ) is infinite, then there
exists g ∈ MS such that h(g(P )) > BS. On the other hand, the Infinite Monkey Theorem,
a simple consequence of Borel-Cantelli [15, pp. 96-100], implies that
γ+n = fγ,n ◦ g for some fγ,n ∈MS and infinitely many n
for almost every γ ∈ ΦS; that is, with probability 1 the infinite sequence γ contains the finite
substring g infinitely many times. In particular, for such γ and n, the bound in Lemma 4.1
applied to Q = g(P ) and ρ = fγ,n implies that
(35)
h(γ+n (P ))
deg(γ+n )
=
h(fγ,n(g(P )))
deg(fγ,n) deg(g)
≥ 1
deg(g)
(
h(g(P ))−BS
)
> 0.
It follows that the limsup of the quotient h(γ+n (P ))/ deg(γ
+
n ) must be strictly positive for
almost every γ ∈ ΦS. Conversely, if the limsup of h(γ+n (P ))/ deg(γ+n ) > 0 is positive for
a single γ (in particular, if it’s true almost surely), then the right orbit Orb+γ (P ) must be
infinite. Therefore, the total orbit OrbS(P ) is infinite as well.
Finally, statement (3). Let P be any initial point and let γ be any sequence. We first
show that lim h(γ+n (P ))
1/n ≤ δS,ν almost surely. Note that for finite sets, this is known
by Theorem 1.1; however, we wish to allow suitable infinite sets. To do this (and to ease
notation), let
(36) h¯+γ (P ) = lim sup
n→∞
h(γ+n (P ))
deg(γ+n )
.
Then by definition of lim sup and Theorem 1.4 part (1), we know that for all ǫ > 0 there is
an NP,γ,ǫ such that
h(γ+n (P ))
deg(γ+n )
≤ (1 + ǫ)h¯+γ (P )
holds for all n > NP,γ,ǫ. In particular,
(37) h(γ+n (P ))
1/n ≤ (1 + ǫ)1/n h¯+γ (P )1/n deg(γ+n )1/n
holds for such n. On the other hand, if OrbS(P ) is infinite, then h¯
+
γ (P ) is positive almost
surely by part (2) above. Likewise, if Eν [log deg(φ)] exists, then Birkhoff’s Ergodic Theorem
5 (and an identical argument given for Theorem 1.2 part (1) above) implies that
lim
n→∞
deg(γ+n )
1/n = lim
n→∞
deg(γ−n )
1/n = δS,ν = exp
(
Eν [log deg(φ)]
)
(almost surely);
alternatively, we can quote [18, Theorem 1.5]. Therefore, if both OrbS(P ) is infinite and the
quantity Eν [log deg(φ)] exists, then the bound in (37) implies that
lim sup
n→∞
h(γ+n (P ))
1/n ≤ δS,ν
is true for almost every γ ∈ ΦS . For the reverse inequality, suppose that OrbS(P ) is infinite
and the quantity Eν [log deg(φ)] exists. Then by definition of h¯
+
γ (P ), for all 0 < ǫ < 1 there
exists an infinite sequence {nk} ⊆ N, depending on both ǫ and γ, such that
h¯+γ (P )(1− ǫ) ≤
h(γ+nk(P ))
deg(γ+nk)
for all nk. In particular, we see that
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h¯+γ (P )
1/nk(1− ǫ)1/nk deg(γ+nk)1/nk ≤ h(γ+nk(P ))1/nk .
Therefore, it follows that
lim sup
nk→∞
(
h¯+γ (P )
1/nk(1− ǫ)1/nk deg(γ+nk)1/nk
)
≤ lim sup
nk→∞
h(γ+nk(P ))
1/nk
≤ lim sup
n→∞
h(γ+n (P ))
1/n.
(38)
On the other hand, h¯+γ (P ) is almost surely positive by part (2) of Theorem 1.4 above. Hence,
lim
nk→∞
h¯+γ (P )
1/nk = 1 = lim
nk→∞
(1− ǫ)1/nk
and
lim
nk→∞
deg(γ+nk)
1/nk = lim
n→∞
deg(γ+n )
1/n = δS,ν
(39)
almost surely. Therefore, (38) and (39) together imply that
δS,ν ≤ lim sup
n→∞
h(γ+n (P ))
1/n
holds for almost every γ ∈ ΦS as claimed. 
Remark 13. The liminf and limsup in Theorem 1.4 part (1) can be distinct for initial points
P of small height, even if the total orbit of P is infinite; see Example 1 above.
We note the following consequence of Theorem 1.4, a sort of zero-one law for finite orbit
points. In particular, the analogous statement fails for left iteration; see [18, Example 1.10].
Corollary 4.6. Let S be a height controlled set of endomorphisms of PN(Q) all defined
over a fixed number field K and let ν be a discrete probability measure on S. Then for all
P ∈ PN(Q), the probability that Orb+γ (P ) is finite is either 0 or 1.
Proof. Suppose that OrbS(P ) is finite. Then Orb
+
γ (P ) ⊆ OrbS(P ) is finite for all γ ∈ ΦS.
In particular, the probability that Orb+γ (P ) is finite is 1. On the other hand, if OrbS(P ) is
infinite, then part (2) of Theorem 1.4 implies that
IP = {γ ∈ ΦS : h¯+γ (P ) > 0}
has full measure in ΦS ; see 36 for a definition of h¯
+
γ (P ). On the other hand, it is clear that
{γ ∈ ΦS : Orb+γ (P ) is finite} ⊆ ΦS K IP .
Therefore, the probability that Orb+γ (P ) is finite is 0. Hence, the probability that Orb
+
γ (P )
is finite is either 0 or 1 as claimed. 
As a further application of Theorem 1.4, we record the following result for sets of qua-
dratic polynomials with integral coefficients; see [19] for related work on sets of quadratic
polynomials with rational coefficients.
Corollary 4.7. Let S = {x2 + c1, x2 + c2, . . . , x2 + cs} for some distinct ci ∈ Z. If s ≥ 3,
then
0 < lim sup
n→∞
h(γ+n (P ))
deg(γ+n )
(almost surely)
for all P ∈ Q (independent of the choice of ν).
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Proof. Combine Theorem 1.4 part (2) with [19, Corollary 1.2]. 
Finally, we apply Theorem 1.4 to the height counting problem in orbits; compare to similar
results in [18, Corollary 1.16] and Corollary 1.3 above. However, without further conditions
on the initial point P , we can only give lower bounds.
Corollary 4.8. Let S be a height controlled set of endomorphisms of PN(Q) all defined over
a fixed number field K and let ν be a discrete probability measure on S. Moreover, suppose
the following conditions hold:
(1) Eν [log deg(φ)] exists.
(2) OrbS(P ) is infinite.
Then
1
Eν [log deg(φ)]
≤ lim inf
B→∞
#{n ≥ 0 : h(γ+n (P )) ≤ B}
logB
for almost every γ ∈ ΦS.
We suppress the proof of Corollary 4.8 due to its similarity to Corollary 1.3 above.
5. Height counting in total orbits
We now turn briefly to the height counting problem for total orbits from the Introduction.
However, the reader should bear in mind that the work in this section is preliminary. Nev-
ertheless, we include it to motivate future work; for instance, we shall see how this problem
relates to growth rates in semigroups and lattice point counting in various domains. As a
reminder, if P ∈ PN(Q) is fixed, then our overall goal is to understand the asymptotic size
of the set of points in the total orbit of P of height at most B,
{Q ∈ OrbS(P ) : h(Q) ≤ B},
as B grows. However, at the moment this problems seems quite difficult (since distinct
functions can agree on subvarieties), and we instead study the asymptotic size of the related
set of functions
(40) {f ∈MS : h(f(P )) ≤ B},
in hopes that this count will shed light on the number of points in OrbS(P ) of bounded
height. The basic idea, consistent with our work on orbits coming from sequences, is that
the height of a point f(P ) ∈ OrbS(P ) is roughly determined by the size of deg(f), as long
as the initial point P is sufficiently generic; see Lemma 4.2 With this in mind, to count the
number of functions f ∈MS with h(f(P )) ≤ B, we should in some sense simply be counting
the number of f ’s of bounded degree. Moreover, when MS is (in a nice way) generated by a
set of morphisms, this problem may be tractable.
To make this heuristic precise, we briefly discuss weighted lengths on monoids. Let M
be a monoid generated by a finite set S = {φ1, . . . , φs} and let c = (c1, . . . , cs) ∈ Rs be
a vector of positive weights. Then we define the weighted length lS,c(f) of any f ∈ M as
follows. First let Σ(S) be the free monoid generated by S (i.e., Σ(S) is the set of all words
in the alphabet S) and define lS,c(φi) = ci. Then extend lS,c to any word σ ∈ Σ(S) by setting
lS,c(σ) = lS,c(s1) + · · · + lS,c(sk) whenever σ = s1 · · · sk and si ∈ S. Finally, for f ∈ M we
define lS,c(f) to be
lS,c(f) := inf
{
lS,c(σ) : σ ∈ Σ(S) and σ represents f
}
.
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Moreover, given a notion of length, one can study the growth function gS,c : R→ N given by
(41) gS,c(B) := #{f ∈M : lS,c(f) ≤ B}.
In particular, the growth rate of gS,c may be used to encode information about the Monoid
M and the generating set S.
Remark 14. Historically, most of the work on this problem has focused on the case when M
is a group and each ci = 1 (with some additional work on the case when ci ∈ N also); see
[2, 14]. However, the relevant definitions make sense for ci ∈ R>0 and monoids, and this is
the situation that arises most naturally in our work here.
Back to dynamics. Let S = {φ1, . . . , φs} be a finite set of endomorphisms on PN all of
degree at least 2, let ci = log deg(φi), and define l(f) := log deg(f) for all f ∈ MS. Then it
is straightforward to check that l(f) = lS,c(f) independent of S (the degree of a composite
morphism is the product of the degrees of its components, and the degree of a function is
intrinsic, i.e., does not depend on how it is written as a composition of other functions).
Now suppose that P ∈ PN(Q) is such that h(P ) > BS := CS/(dS−1); here CS and dS are
the constants from Definition 4 above. Then, Tate’s telescoping Lemma 4.1 implies that
deg(f)(h(P )− BS) ≤ h(f(P )) ≤ deg(f)(h(P ) +BS).
Therefore, for all B we have the subset relations:
(42)
{
f ∈MS : l(f) ≤ log
(
B
h(P )+BS
)} ⊆ {f ∈MS : h(f(P )) ≤ B} ⊆
{
f ∈ MS : l(f) ≤ log
(
B
h(P )−BS
)}
.
In particular, (41) and (42) imply that
(43) {f ∈MS : h(f(P )) ≤ B} ∼ gS,c(log B)
as B tends to infinity.
As an application, we consider the case when S is a free basis of the commutative monoid
MS (as an example, one may take S = {xd1 , . . . , xds} where the di ∈ N are multiplicatively
independent). In this case, MS ∼= Ns with the operation of coordinate addition, and it is
straightforward to check that
gS,c(B
′) = #{(e1, . . . , es) ∈ Ns : e1c1 + e2c2 + · · ·+ escs ≤ B′}.
However, this is evidently a count of the number of lattice points in a dilate of the bounded,
Jordon measurable region
Ω = {(x1, . . . , xs) ∈ Rs : 0 ≤ xi and x1c1 + · · ·+ xscs ≤ 1}.
In particular, since the volume of Ω is (s!c1c2 . . . cs)
−1 it follows that
gS,c(B
′) ∼ (s!c1c2 . . . cs)−1(B′)s
as B′ tends to infinity; see, for instance, [34, Theorem 12.2]. Letting B′ = log(B), we deduce
from (43) that
lim
B→∞
#
{
f ∈MS : h
(
f(P )
) ≤ B}
(logB)s
=
1
s! ·∏si=1 log deg(φi)
as claimed in the Introduction. However, it seems that generically MS is a free (non-
commutative) monoid, and there appears to be little (precise) information known about
the growth rate function gS,c in this case, limiting what we can say about the dynamics.
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Remark 15. When MS is a free non-commutative monoid (with basis S) and ci ∈ N, then
gS,c(B) is a sum over restricted compositions of integers n ≤ B; see [8, §2]. In particular, one
may be able to use the associated generating function to obtain an asymptotic for gS,c(B) in
this case. However, the weights coming from dynamics are never integers (they are logs of
integers). Nevertheless, since we are mainly interested in asymptotics for (40), it is possible
that the integer weight case could provide sufficient information to answer the general case.
6. Galois groups generated by multiple unicritical polynomials
We now discuss the relation between the arithmetic of right orbits and certain dynamical
Galois groups. Many of the results in this section are straightforward adaptations of analo-
gous results for constant sequences (i.e., iterating one function); see, for instance, [23] and
[24]. For additional work on Galois groups generated by iterating multiple maps, see [12].
We begin with some notation. Let K be a field of characteristic 0, and let S be a set of
polynomials over K. Then given an infinite sequence γ ∈ ΦS, we can form a tower of Galois
extensions Kγ,n := K(γ
+
n ) for n ≥ 0; here K(γ+n ) denotes the splitting field of the equation
γ+n (x) = 0 in a fixed algebraic closure K. We note that the direction of iteration is crucial
to create nested extensions:
K ⊆ Kγ,1 ⊆ · · · ⊆ Kγ,n .
As in the case of iterating a single function (under some separability assumptions), the
Galois group Gγ,n := Gal (Kγ,n/K) acts naturally on the corresponding truncated preimage
tree with vertices
Tγ,n :=
{
α ∈ K : γ+m(α) = 0 for some 1 ≤ m ≤ n
}
and edge relation: if γ+m(α) = 0 for some 1 ≤ m ≤ n and γ+m = θ1 ◦ · · · ◦ θm, then there is an
edge between α and θm(α). Likewise, the inverse limit of Galois groups Gγ := lim←
Gγ,n acts
continuously on the complete preimage tree Tγ = ∪n≥1Tγ,n and we obtain an embedding,
Gγ,K ≤ Aut(Tγ),
called the arboreal representation of γ; see [12, §2] for more details. In particular, in light of
our probabilistic approach in this paper and the recent finite index theorems and conjectures
in [3, 24], we pose the following question.
Question 6.1. Let ν be a probability measure on S. Under what assumptions on the poly-
nomials in S can we conclude that
ν¯
({
γ ∈ ΦS : [Aut(Tγ) : Gγ,K ] <∞
})
> 0?
That is, when are the arboreal representations above finite index subgroups with positive
probability?
As a first step in understanding this problem, we simplify the setup substantially. Let S
be set of unicritical polynomials with a common critical point c ∈ K, that is
(44) S =
{
a(x− c)d + b : a, b ∈ K, a 6= 0, d ≥ 2}.
Remark 16. In practice, especially given our work on heights in the previous sections, we
usually restrict ourselves to finite subsets of (44). However, for completeness, we keep the
Galois theory results in this section as general as possible.
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In particular, if K is a global field and S is a set of polynomials as in (44), then we
can restrict the ramification of the extensions Kγ,n/K to the primes dividing elements of
the critical orbits Orb+γ (c) and the primes dividing the leading coefficients or degrees of the
polynomials γ+m for some 1 ≤ m ≤ n; compare to [23, Lemma 2.6]. In what follows, we use
the shorthand ℓ(f) and d(f) for the leading term and degree respectively of a polynomial
f ∈ K[x]. Moreover, because this section is entirely devoted to right iteration, we (at times)
drop the superscript + and simply write γn for γ
+
n when convenient.
Proposition 6.2. Let S be a set of polynomials as in (44). Moreover, given γ = (θi)
∞
i=1 ∈ ΦS
and n ≥ 0, let ℓγ,n, dγ,n, and ∆γ,n be the leading term, the degree, and the discriminant of
γ+n respectively. Then
∆γ,n = ± d(θn)dγ,n · ℓ d(θn)−1γ,n−1 · ℓ(θn)dγ,n−1(dγ,n−1) · γ+n (c) ·∆d(θn)γ,n−1
for all n ≥ 1.
Proof. We begin with a few well known facts about discriminants and resultants; see, for
instance, [30, IV §8]. Let h1, h2, h3 ∈ K[x] be nonconstant polynomials. Then the resultant
Res (h1, h2) of h1 and h2 is given by
(45) Res (h1, h2) = ℓ(h1)
d(h2)
∏
h1(α)=0
h2(α),
where the product above is taken over roots α ∈ K of h1 with multiplicity. Then the
discriminant ∆(h1) of h1 satisfies
(46) Res (h1, h
′
1) = (−1)d(h1)(d(h1)−1)/2ℓ(h1)∆(h1).
In particular, it is straightforward to check that Res (h1, h2) = (−1)d(h1)d(h2)Res (h2, h1), that
Res (h1h2, h3) = Res (h1, h3)Res (h2, h3), and that
(47) Res (h1 ◦ h2, h′1 ◦ h2) = ℓ(h2)(d(h1)
2−d(h1))d(h2)Res (h1, h
′
1)
d(h2).
We now apply these facts to the discriminants in Proposition 6.2. Specifically, it follows
from (46) and that γ+n = γ
+
n−1 ◦ θn that
(48)
∆γ,n
∆
d(θn)
γ,n−1
= ±ℓ
d(θn)
γ,n−1
ℓγ,n
· Res (γn, γ
′
n)
Res (γn−1, γ′n−1)d(θn)
;
here we have dropped the superscript + to avoid overly cumbersome notation. On the other
hand, the chain rule implies that γ′n = (γ
′
n−1 ◦ θn) · θ′n. In particular, the standard resultant
facts above together with (47) imply that
Res (γn, γ
′
n) =± Res (γ′n, γn)
=± Res ((γ′n−1 ◦ θn) · θ′n, γn)
=± Res (γ′n−1 ◦ θn, γn) Res (θ′n, γn)
=± Res (γ′n−1 ◦ θn, γn−1 ◦ θn) Res (θ′n, γn)
=± Res (γn−1 ◦ θn, γ′n−1 ◦ θn) Res (θ′n, γn)
=± ℓ(θn)(d 2γ,n−1− dγ,n−1)d(θn)Res (γn−1, γ′n−1)d(θn)Res (θ′n, γn)
(49)
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Therefore, combining the expression in (48) with the bottom line of (49), we see that
(50)
∆γ,n
∆
d(θn)
γ,n−1
= ±ℓ
d(θn)
γ,n−1
ℓγ,n
· ℓ(θn)(d 2γ,n−1− dγ,n−1)d(θn)Res (θ′n, γn).
However, using the definition of the resultant in (45) and the fact that θn has a unique
critical point c, we see that Res (θ′n, γn) = ℓ(θ
′
n)
dγ,nγn(c). Hence, (50) may be rewritten as
(51)
∆γ,n
∆
d(θn)
γ,n−1
= ±ℓ
d(θn)
γ,n−1
ℓγ,n
· ℓ(θn)(d 2γ,n−1− dγ,n−1)d(θn) ℓ(θ′n)dγ,nγn(c).
Hence, we need only control the relevant leading terms to complete the proof. First, since
γn = γn−1 ◦ θn, we see that ℓγ,n = ℓ(θn)dγ,n−1ℓγ,n−1. Moreover, ℓ(θn)′ = d(θn)ℓ(θn). There-
fore, after substituting these expressions into (51) and simplifying like terms, we obtain the
formula in Proposition 6.2. 
In particular for global fields K and finite subsets S of (44), we expect that Orb+γ (c)
controls most of the ramification in Kγ,n. Specifically, suppose that a1, . . . , as and d1, . . . , ds
are the leading terms and degrees of a subset of the polynomials in S respectively. Then by
inducting on the formula in Proposition 6.2 we see that if p is a prime in K that ramifies
in Kγ,n, then p
∣∣(d1d2 . . . dsa1a2 . . . as) or p∣∣γ+m(c) for some 1 ≤ m ≤ n. Hence, if the total
orbit of c is finite, then Proposition 6.2 provides a method for constructing many examples
of finitely ramified, infinite extensions.
Example 2. Let S = {±x2,±(x2 − 1), 2x2 − 1}, a finite set of quadratic polynomials of the
form in (44) over the rational numbers. Then we check that OrbS(0) = {0,±1}. In particular,
it follows from Proposition 6.2 that the extensions Kγ,n = Q(γ
+
n ) are unramified outside of
the prime p = 2 for all γ ∈ ΦS and all n ≥ 1. Moreover, if γ = (2x2−1, 2x2−1, θ3, . . . ), then
γ+n is irreducible for all n ≥ 1 by Proposition 6.3 below; the point here is that after the second
stage of iteration, one may choose any element of S. In particular, it would be interesting to
compute the arboreal representations associated to such γ. The finite ramification precludes
finite index in all of Aut(Tγ), but perhaps some subgroup of Aut(Tγ) furnishes the correct
overgroup (for finite index with positive probability).
Example 3. Likewise, for a, c ∈ Z and a 6= 0, let Sa,c =
{
a(x− c)2+ ac−2
a
,−a(x− c)2+ ac+2
a
}
.
Then for all sequences γ ∈ ΦSa,c the extensions (over Q) generated by γ+n are unramified
outside of the primes dividing a, ac− 2, or ac+ 2.
We now move on to prove an irreducibility test for right iteration when S is a set of
quadratic polynomials; compare to [23, Proposition 4.2] and [38, Lemma 1.2].
Proposition 6.3. Let S be a set of quadratic polynomials of the form in (44), and let
γ = (θi)
∞
i=1 ∈ ΦS. If
(52) − ℓγ,1 γ+1 (c), ℓγ,1 γ+2 (c), . . . , ℓγ,1 γ+n (c)
are all non-squares in K, then γ+n is irreducible over K.
Proof. We proceed by induction. It is clear that if −ℓγ,1 γ+1 (c) is not a square in K, then
γ+1 (x) = ℓγ,1(x−c)2+γ+1 (c) is an irreducible quadratic polynomial over K. For n ≥ 2, assume
that Proposition 6.3 holds for n− 1 and that the elements listed in (52) are all non-squares
in K. Then γ+n−1 is irreducible by the induction hypothesis. Now let α ∈ K be any root of
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γ+n−1 and let θn(x) = a(x − c)2 + b. Moreover, assume (for a contradiction) that θn(x) − α
is reducible over K(α). Then a(α − b) must be a square in K(α). However, since γ+n−1 is
irreducible over K, we see that (1/ℓγ,n−1)γ
+
n−1(x+ b) is a minimal polynomial of α − b over
K. Hence, we have the following norm computation:
NK(α)/K(a(α− b)) = a[K(α):K] ·NK(α−b)/K(α− b) = a2n−1 (−1)
2n−1
ℓγ,n−1
γ+n−1
(
0 + b
)
=
a2
n−1
ℓγ,n−1
γ+n−1(θn(c)) =
a2
n−1
ℓγ,n−1
γ+n (c).
Therefore (since norms of squares are squares) if θn(x) − α is reducible over K(α), then
ℓγ,n−1γ+n (c) is a square in K. On the other hand, it is straightforward to check that
(53) ℓγ,m = ℓ(θm)
2m−1 ℓ(θm−1)
2m−2 . . . ℓ(θ1) for all m ≥ 1.
Hence, the square class of ℓγ,n−1 γ+n (c) in K is the square class of ℓ(θ1) γ
+
n (c) = ℓγ,1 γ
+
n (c).
In particular, we have contradicted our assumption that ℓγ,1γ
+
n (c) is a non-square in K.
Therefore, θn(x)−α must be an irreducible polynomial over K(α). Hence, Capelli’s Lemma
(stated directly below) applied to g = γ+n−1 and f = θn implies that γ
+
n = γ
+
n−1 ◦ θn is
irreducible over K as desired. 
Lemma 6.4 (Capelli’s Lemma). Let K be a field, let f, g ∈ K[x], and let α ∈ K be a root
of g. Then g ◦ f is irreducible over K if and only if both g is irreducible over K and f − α
is irreducible over K(α).
Remark 17. Let S = {±x2,±(x2 − 1), 2x2−1} be as in Example 2. Then, it is easy to check
that if γ is of the form γ = (2x2 − 1, 2x2 − 1, θ3, . . . ), then ℓγ,1γ+n (0) = 2 for all n ≥ 1. In
particular, it follows from Proposition 6.3 that the polynomials γ+n are irreducible over the
rational numbers for all n ≥ 1. Moreover, it is worth noting that the γ+n (and their reciprocal
polynomials for n ≥ 2) are not Eisenstein at p = 2.
In particular, we can use the irreducibility test in Proposition 6.3 to make some progress
towards Question 6.1 for finite sets of quadratic polynomials with integral coefficients. For
a reminder of the definition of escape points, see Definition 5 above.
Theorem 6.5. Let S = {x2 + c1, x2 + c2, . . . , x2 + cs} for some distinct ci ∈ Z, and assume
that S has the following properties:
(1) Some −ci is not a square in Z.
(2) 0 is an escape points for S.
Then for all discrete probability measures ν on S, we have that
ν¯
({
γ ∈ ΦS : γ+n is irreducible over Q for all n ≥ 1
})
> 0.
Equivalently, Gγ,Q acts transitively on Tγ with positive probability.
Proof. Without loss of generality, we may assume that −c1 is not a square in Z. Therefore,
if φ1 = x
2+ c1, then it follows from the proof of [38, Corollary 1.3] that φ
n
1 (0) is not a square
in Z for all n ≥ 2. In particular, φn1 is irreducible over Q for all n ≥ 1 by [38, Corollary 1.3]
and our assumption on c1. Now consider the affine equation E : y
2 = φ21(x). Note that E
is nonsingular, since φ21(x) is irreducible. In particular, there are only finitely many integer
solutions (x, y) ∈ Z2 to E by Siegel’s Theorem. Now suppose that γ ∈ ΦS is of the form
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γ = (φ1, φ1, θ3, . . . ) and that γ
+
n (0) = y
2
n for some yn ∈ Z and some n ≥ max{r + 2}; here
r ≥ 0 is the escape level of 0 for S. Then (x, y) = (θ3◦· · ·◦θn(0), yn) is an integral solution to
E. Therefore, there is a positive constant BE such that h(θ3 ◦ · · · ◦ θn(0)) ≤ BE . Combining
this bound with the lower bound in Lemma 4.2 applied to the function f = θ3 ◦ · · · ◦ θn and
the point P = 0, we see that there is a positive constant B1 = BS,0,1 such that
0 < B1 <
h(θ3 ◦ · · · ◦ θn(0))
2n−2
≤ BE
2n−2
;
here we use that deg(θ3◦· · ·◦θn) = 2n−2, since S is a set of quadratic polynomials. Hence, such
indices n are bounded: n ≤ nE,0 := log2(BE/B1)+2. From here, define N := max{r+2, nE,0}
and consider the sequences
ΦS,1,N :=
{
γ ∈ ΦS : γ = (φ1, φ1, . . . , φ1, θN+1, . . . )
}
.
Then by definition of N , if γ ∈ ΦS,1,N , we see that γ+n (0) cannot be a square in Z for all
n > N . On the other hand, if γ ∈ ΦS,1,N , then −γ+1 (0), γ+2 (0), . . . , γ+N(0) are all non-squares
in Q, since γ+m(x) = φ
m
1 (x) for all 1 ≤ m ≤ N , since φn1 (0) is not a square in Q for all
n ≥ 2, and since −φ1(0) = −c1. Therefore, it follows from Proposition 6.3 above, that if
γ ∈ ΦS,1,N , then γ+n is irreducible over Q for all n ≥ 1. However, ν¯(ΦS,1,N) = ν(φ1)N > 0 by
[22, Theorem 10.4], and the result follows. 
In particular, we have the following immediate consequence of Theorem 6.5 and Corollary
4.5 above; see also Remark 11.
Corollary 6.6. Let S = {x2 + c1, x2 + c2, . . . , x2 + cs} for some distinct ci ∈ Z, and assume
that S has the following properties:
(1) Some −ci is not a square in Z.
(2) |c2i + cj| ≥ 2max{|ci|} for all 1 ≤ i, j ≤ s.
Then for all discrete probability measures ν on S, we have that
ν¯
({
γ ∈ ΦS : γ+n is irreducible over Q for all n ≥ 1
})
> 0.
Equivalently, Gγ,Q acts transitively on Tγ with positive probability.
We next generalize Stoll’s maximality lemma [38, Lemma 1.6] to sets of quadratic poly-
nomials; see also [23, Lemma 3.2]. In practice, this maximality lemma is the main tool for
showing a given arboreal representation has finite index in the automorphism group of its
associated preimage tree.
Proposition 6.7. Let S be a set of quadratic polynomials of the form in (44), and let
γ = (θi)
∞
i=1 ∈ ΦS . Assume that n ≥ 1 and that γ+n−1 is irreducible over K. Then the
following statements are equivalent:
(1) [Kγ,n : Kγ,n−1] = 22
n−1
.
(2) ℓγ,1 γ
+
n (c) is not a square in Kγ,n−1.
Remark 18. Since Kγ,n/Kγ,n−1 is the compositum of at most 2n−1 quadratic extensions (one
for each root of γ+n−1), we see that [Kγ,n : Kγ,n−1] = 2
2m for some 0 ≤ m ≤ n − 1. For this
reason, when m = n− 1 we say that the extension Kγ,n/Kγ,n−1 is maximal.
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Proof. We begin with a few observations analogous to those in the proof of [38, Lemma 1.6].
Let θn(x) = a(x− c)2 + b, let d = 2n−1, and let α1, α2, . . . , αd be the roots of γ+n−1 in Kγ,n−1.
Then Kγ,n = Kγ,n−1
(√
a(αi − b) : 1 ≤ i ≤ d
)
since ±1/a√a(αi − b) + c are roots of γ+n .
Hence, Kγ,n/Kγ,n−1 is a 2-Kummer extension and [Kγ,n : Kγ,n−1] = 2d−dim(V ), where V is
the F2-vector space given by
V :=
{
(e1, . . . , ed) ∈ Fd2 :
d∏
i=1
(a(αi − b))ei ∈ (Kγ,n−1)2
}
;
see [30, VI §8]. On the other hand, since Gγ,n−1 := Gal (Kγ,n−1/K) permutes the roots
of γ+n−1, we obtain an induced linear action of Gγ,n−1 on V . Moreover, since Gγ,n−1 is a
2-group, either dim(V ) = 0 or V has a non-trivial Gγ,n−1-fixed vector; see [30, I Lemma 6.3].
However, γ+n−1 is irreducible over K, so that Gγ,n−1 acts transitively on the roots of γ
+
n−1. In
particular, (1, . . . , 1) is the only possible non-trivial fixed vector. Therefore, we have deduced
the following fact: either dim(V ) = 0 or (1, . . . , 1) ∈ V . However, if (1, . . . , 1) ∈ V , then
d∏
i=1
a(αi − b) = a
d · (−1)d
ℓγ,n−1
·
(
ℓγ,n−1
d∏
i=1
(b− αi)
)
=
ad
ℓγ,n−1
· γ+n−1(b) =
ad
ℓγ,n−1
· γ+n (c)
is a square in Kγ,n−1; here we use that d is even. Moreover, (53) implies that ℓγ,n−1 is a
square in K times ℓγ,1. In particular, (1, . . . , 1) ∈ V if and only if ℓγ,1 γ+n (c) is a square in
Kγ,n−1. The result easily follows. 
We combine the discriminant formula and the maximality lemma above to obtain a suf-
ficient criterion for ensuring that a given arboreal representation (associated to a sequence
of quadratic polynomials) has finite index in the automorphism group of its preimage tree.
To do this, we briefly fix some notation. Let K be a global field of characteristic 0, i.e., a
number field or a finite extension K/k(t) of a rational function field in one variable; here k
has characteristic 0. Given a finite prime p of K, we let vp denote the normalized valuation
on K associated to p. Moreover, when K is a number field, we let oK denote the ring of
integers of K. When K is a function field, we choose a prime p0, and let oK denote the
set {z ∈ K : vp(z) ≥ 0 for all p 6= p0}. With these notions in place, we have the following
arithmetic finite index test.
Theorem 6.8. Let K be a global field of characteristic zero and let S be a set of quadratic
polynomials in oK [x] with common critical point c ∈ oK. Assume that a sequence γ =
(θi)
∞
i=1 ∈ ΦS is such that γ+m is irreducible for all m ≥ 1. Moreover, assume that for all n
sufficiently large there exists a prime pγ,n of K with the following properties:
(1) vpγ,n(2) = 0.
(2) pγ,n 6= p0 if K is a function field.
(3) vpγ,n(ℓ(θm)) = 0 for all 1 ≤ m ≤ n.
(4) vpγ,n(γ
+
m(c)) = 0 for all 1 ≤ m ≤ n− 1.
(5) vpγ,n(γ
+
n (c)) ≡ 1 (mod 2).
Then Gγ,K is a finite index subgroup of Aut(Tγ).
Proof. By the discriminant formula in Proposition 6.2, if pγ,n has properties (1)-(4) above,
then pγ,n must be unramified in Kγ,n−1. Hence properties (3) and (5) together imply that
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ℓγ,1γ
+
n (c) cannot be a square in Kγ,n−1. In particular, it follows from Proposition 6.7 that
Kγ,n/Kγ,n−1 is maximal for all n sufficiently large. Therefore, Gγ,K is a finite index subgroup
of Aut(Tγ) as claimed. 
As a consequence of Theorem 6.8, we construct examples over the global field K = Q(t)
for which Question 6.1 has an affirmative answer; here we take oK := Q[t]. In what follows,
d
dt
denotes the usual derivative on polynomials and c ∈ Z/2Z[t] denotes the image of c ∈ Z[t]
under the ring homomorphism Z[t]→ Z/2Z[t] given by reducing coefficients.
Theorem 6.9. Let K = Q(t) and let S be a set of quadratic polynomials of the form x2 + c
such that each c satisfies all of the following conditions:
(1) c ∈ Z[t] and ℓ(c) = ±1.
(2) deg(c) = d > 0.
(3)
d
dt
c = 1.
Then Gγ,K = Aut(Tγ) for all γ ∈ ΦS.
Example 4. In particular, the set S =
{
x2 + (−t2 + t + 3), x2 + (t2 − 5t)} satisfies the
hypothesis of Theorem 6.9 above (with d = 2).
Remark 19. Although the conditions in Theorem 6.9 may seem strange, their utility may be
summarized as follows: conditions (1) and (3) ensure that γ+n (0) is square-free and condition
(2) ensures that deg(γ+n (0)) = 2
n−1d. In particular, putting these facts together we deduce
that γ+n (0) has an irreducible factor appearing to exponent 1, which is coprime to γ
+
m(0)
for all 1 ≤ m ≤ n − 1 (by simple degree considerations). In particular, it follows that
Kγ,n/Kγ,n−1 is maximal for all n ≥ 1 by Proposition 6.7.
Proof. Suppose that S conditions (1)-(3) of Theorem 6.9 hold, and let γ = (θn)
∞
n=1 ∈ ΦS.
Then it follows easily by induction, using only that deg(f + g) = max{deg(f), deg(g)} when
deg(f) 6= deg(g) and deg(f 2) = 2 deg(f), that
(54) deg(γ+n (0)) = 2
n−1d for all n ≥ 1, γ ∈ ΦS.
Likewise, the leading term ℓ(γ+n (0)) = ±1 by property (1) above. In particular, γ+n (0) ∈ Z[t]
is a primitive polynomial (the gcd of its coefficients is 1). We next show that each polynomial
γ+n (0) ∈ Q[t] (a unique factorization domain) is square-free. To see this, suppose for a
contradiction, that γ+n (0) = fn · g2n for some fn, gn ∈ Q[t] and some non-constant gn. Note
that by Gauss’ Lemma, we can assume that fn, gn ∈ Z[t]; here we use that γ+n (0) is primitive.
In particular, after writing θ1 = x
2 + c for some c satisfying (1)-(3) above, we have that
(55) fn · g2n = γ+n (0) = y2n + c
for some yn ∈ Z[t]. Moreover, since the leading term of γ+n (0) is ±1, the leading term of
gn must be ±1 also. Therefore, deg(g) = deg(g) > 0, and the reduction of g modulo 2 is
non-constant. On the other hand, after reducing coefficients and taking derivatives of both
sides of (55), we see that ( d
dt
fn
)
· gn2 = d
dt
c = 1
by property (3). Hence, g¯n is a unit in Z/2Z[t]. However, this contradicts the fact that
deg(g) > 0. Therefore, γ+n (0) ∈ Q[t] is square-free as claimed. We use this fact to analyze
the relevant Galois groups.
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Note first that since γ+n (0) is non-constant and square-free in Q[t], Proposition 6.3 implies
that γ+n is irreducible over K = Q(t) for all n ≥ 1. Likewise, if no prime pn (corresponding to
an irreducible polynomial) of Q[t] as in Theorem 6.8 exists for n ≥ 2, then each irreducible
factor q(t) of γ+n (0) must also divide some γ
+
mq(0) for some 1 ≤ mq ≤ n − 1: conditions
(1)-(3) of Theorem 6.8 hold trivially, and condition (5) holds since γ+n (0) is square-free. In
particular, it follows that the polynomial γ+n (0) divides the product γ
+
1 (0)γ
+
2 (0) · · · γ+n−1(0).
However, in this case we deduce from (54) that
2n−1d = deg(γ+n (0)) ≤ deg(γ+1 (0)γ+2 (0) · · ·γ+n−1(0)) = d+ 2d+ . . . 2n−2d = (2n−1 − 1)d.
But this inequality forces d = 0, a contradiction. Therefore, for all n ≥ 2 a prime pn of
K = Q(t) as in Theorem 6.8 exists. In particular, the argument in the proof Theorem
6.8 implies that the extensions Kγ,n/Kγ,n−1 are maximal for all n ≥ 2. Likewise, since
−γ+1 (0) is not a square in K (it’s square-free), the extension Kγ,1/K is also maximal. Hence,
Gγ,K = Aut(Tγ) for all γ ∈ ΦS as claimed. 
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