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Common preamble to Parts I and II
The International Linear Collider (ILC) is a linear electron-positron collider based on 1.3 GHz super-
conducting radio-frequency (SCRF) accelerating technology. It is designed to reach 200-500 GeV
(extendable to 1 TeV) centre-of-mass energy with high luminosity. The design is the result of over
twenty years of linear collider R&D, beginning in earnest with the construction and operation of the
SLC at SLAC. This was followed by extensive development work on warm X-band solutions (NLC/JLC)
and the pioneering work by the TESLA collaboration in the 1990s on superconducting L-band RF. In
2004, the International Technology Review Panel, set up by the International Committee for Future
Accelerators, ICFA, selected superconducting technology for ILC construction. The Global Design
Effort (GDE) was set up by ICFA in 2005 to coordinate the development of this technology as a
worldwide international collaboration. Drawing on the resources of over 300 national laboratories,
universities and institutes worldwide, the GDE produced the ILC Reference Design Report (RDR) [1–4]
in August 2007. The report describes a conceptual design for the ILC and gives an estimated cost
and the required personnel from collaborating institutions.
The work done by the GDE during the RDR phase identified many high-risk challenges that
required R&D, which have subsequently been the focus of the worldwide activity during the Technical
Design Phase. This phase has achieved a significant increase in the achievable gradient of SCRF
cavities through a much better understanding of the factors that affect it. This improved understanding
has permitted the industrialisation of the superconducting RF technology to more than one company
in all three regions, achieving the TDP goal of 90 % of industrially produced cavities reaching an
accelerating gradient of 31.5 MV/m. A further consequence is an improved costing and construction
schedule than was possible in the RDR. Other important R&D milestones have included the detailed
understanding of the effects of, and effective mitigation strategies for, the “electron-cloud” effects
that tend to deteriorate the quality of the positron beam, particularly in the ILC damping rings. The
achievement of the R&D goals of the TDR has culminated in the publication of this report, which
represents the completion of the GDE’s mandate; as such, it forms a detailed solution to the technical
implementation of the ILC, requiring only engineering design related to a site-specific solution to
allow the start of construction.
Volume 3 (Accelerator) of the Technical Design Report is divided into two separate parts reflecting
the GDE’s primary goals during the Technical Design Phase period (2007–2012):
Part I: R&D in the Technical Design Phase summarises the programmes and primary results of
the risk-mitigating worldwide R&D including industrialisation activities.
Part II: Baseline Design provides a comprehensive summary of the reference layout, parameters
and technical design of the accelerator, including an updated cost and construction schedule
estimate.
The R&D results and studies of cost-effective solutions for the collider presented in Part I directly
support the design presented in Part II, which is structured as a technical reference.
1

Chapter 1
Introduction
Figure 1.1. A superconducting nine-cell 1.3 GHz resonator (cavity).
The ILC Reference Design Report [3] published in 2007 documented a baseline design for the
ILC that was by intention conservative. Several areas were identified as requiring further R&D both
to reduce risk and to contain possible cost increases. This volume of the TDR concentrates on these
R&D areas, the four highest priority items being:
1. SRF cavities capable of reproducibly achieving at least 35 MV/m.
2. A cryomodule consisting of eight or more cavities, operating at a gradient of 31.5 MV/m.
3. Linac string test (or integration test) of more than one cryomodule linac with beam.
4. Development of models and mitigation techniques for electron-cloud effects in the positron
damping ring.
Other R&D areas (for example in the beam-delivery system and the sources) were also identified.
The first three priority R&D items all relate to the SCRF linear-accelerator technology, the
primary cost driver of the machine. Although it was noted by the International Technology Review
Panel [5] that TESLA SRF technology was ‘mature’, the ILC gradient goal had only been achieved in
a handful of cavities (one of which had accelerated beam at 35 MV/m in the TESLA Test Facility at
DESY – a proof of principle). One of the major technical aims has been the demonstration of large-
scale production of reproducible high-gradient SCRF cavities, which required a detailed fundamental
understanding of physics involved in the technology. During the five-year R&D programme, more
than 200 cavities have been successfully manufactured and processed (Section 2.3). This required the
development of the necessary fabrication and test infrastructure in all three regions (Section 2.2). In
the USA, the sites were Fermilab, Argonne National Laboratory and Jefferson Lab. The Japanese site
was KEK. In Europe, development has been driven by the design and construction of the European
X-ray free-electron laser at DESY [6]. This major project uses technology very similar to that used in
the ILC and therefore can be considered a large prototype.
3
Chapter 1. Introduction
An equally important programme has been the development of industrial capacity in each region,
which has successfully resulted in multiple vendors in Asia, the Americas and Europe, each capable of
producing high-performance ILC cavities. Cryomodule development and integrated systems testing
is being pursued at all the primary SCRF sites: The FLASH FEL facility at DESY (Section 3.2)
has successfully accelerated an ILC-like electron beam through high-gradient cryomodules, and has
demonstrated many of the demanding tuning techniques required by the ILC; further system-test
accelerators at Fermilab (NML) (Section 3.4) and at KEK (STF) Section 3.3) have been under
development and will see beam operation in 2013. The S1-Global programme at KEK [7] successfully
integrated cavities and auxiliary components delivered from DESY, FNAL, INFN and KEK into a
single cryomodule, allowing direct comparative tests of different technologies as well as demonstrating
the key concept of “plug compatibility”, simplifying integration of parallel design efforts worldwide.
Other main-linac components developed by the R&D program include a tuneable high-power RF
delivery system and associated low-level RF controls, and a next-generation solid-state modulator
(Section 2.8).
During the ILC reference design phase, electron-cloud issues were identified as the major technical
risk to the design luminosity. A multi-year study was therefore launched at the CESR accelerator at
Cornell [8]. The well understood machine characteristics and highly flexible operating parameters
of this facility facilitated an R&D program that has culminated in a definitive report on the physics
of high-intensity, positively charged beams. The study also developed and identified acceptable
mitigation techniques that are now included in the baseline design (Section 3.5).
The Accelerator Test Facilities (ATF, and ATF-2) at KEK have been successfully constructed and
commissioned to demonstrate stable collisions of very small beams (Section 3.6). Other R&D which
focuses on specific critical components (for example: polarised electron source; undulator, target
and capture device for the positron source; fast kicker systems for the damping rings; high-powered
beam dumps for the BDS), have also made significant progress and have demonstrated all key ILC
parameters, either directly or via low-risk extrapolation (Chapter 4).
The remainder of this document focuses on describing the R&D programmes whose success is
the foundation of the TDR reference design.
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2.1 Overview
The R&D for superconducting radiofrequency (SCRF) technology has been a high-priority and
prominent global activity for the ILC in the Technical Design Phase (TDP) [9]. This activity builds
on and extends the pioneering work accomplished in the decade leading up to the International
Technology Review Panel’s (ITRP) choice of SCRF technology in 2004 [10]. In that decade, R&D
on 1.3 GHz technology carried out by the TESLA Collaboration1 succeeded in reducing the cost per
MeV/m by a large factor over the early 1990s state-of-the-art SCRF [11].
Four critical R&D topics were identified [12,13] by the ILC Program Advisory Committee and were
adopted as the technical goals for the TDP. They are summarised in Table 2.1. (The notation S0-S2
refers to the shorthand for the individual goals set at the beginning of the TDP). The goals include
high-gradient operation in individual cavities (S0), assembly of a string of cavities in a cryomodule
(S1), the test of a cryomodule with beam acceleration (S2), and to increase the involvement of
industries in this development so that eventually major parts of the production can be carried out in
industry.
Table 2.1
The main goals and
timeline for SCRF
R&D established at
the beginning of the
Technical Design Phase
Year 2007 2008 2009 2010 2011 2012
S0: Cavity gradient at
35 MV/m in vertical test
→ yield 50% → yield 90%
S1: Cavity string at average
gradient of 31.5 MV/m in
cryomodule
Global effort for string
assembly and test
S2: System test with beam
acceleration including high-
and low-level RF
FLASH at DESY, ASTA/NML at
FNAL, STF2 at KEK
Industrialisation: Study and
preparation for industrial pro-
duction of SCRF cavities and
cryomodules
Production technology R&D
This chapter describes the major technical progress of the GDE program in pursuit of these goals.
Highlights of the R&D are summarised in Table 2.2.
One of the immediate challenges of the SCRF R&D was to identify the technical causes for
gradient limitations and to find means of eliminating such effects. The development of such remediation
methods thus allows a baseline process for consistent production of 35 MV/m cavities to be defined.
This process is needed to achieve both the high-gradient goal and to demonstrate a production yield
of 90 % worldwide. This goal has been met in the TDP-phase 2 program: a yield of 94 % for cavity
production above 28 MV/m and an average gradient of 37.1 MV/m has been achieved. The yield thus
corresponds to 94 % for a cavity ensemble with an average gradient above 35 MV/m and complies
1now known as TESLA Technology Collaboration (TTC), see http://tesla.desy.de
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Table 2.2
Main achievements of the
SCRF R&D effort.
Achievements
• Understanding and mitigation of field emission at low gradient.
• Deployment of tools to identify and repair quench-causing defects in low gradient
cavities.
• Establishment of a baseline sequence of cavity fabrication and surface preparation
for ILC.
• Achievement of a production yield of 94 % for cavities with an average gra-
dient of 37.1 MV/m. The ensemble comprises of cavities with fields satisfy-
ing 35 MV/m ± 20 %. The yield for cavities with gradient above 28 MV/m
(35 MV/m) is 94 % (75 %).
• Achievement of an average field gradient of 32 MV/m in a prototype cryomodule
for the European XFEL program.
•Demonstration of the technical feasibility of assembling ILC cryomodules with
global in-kind contributions.
with the allowable gradient-spread specification of ±20 %. The yield for cavities with gradient above
is 35 MV/m is 75 %. Larger statistics on the yield will soon be obtained from the European XFEL
cavity production program, for which at least the first-pass processing is very similar to that of the
ILC.
Associated systems such as high- and low-level RF, the cryomodule including quadrupoles and
beam-position monitors, and cryogenics have to match these demands. Demonstrating these additional
requirements has necessitated extending the SCRF infrastructure which was successfully constructed
and commissioned at FNAL, ANL, JLab and KEK in addition to the existing infrastructure at DESY.
There were several noteworthy achievements in the HLRF R&D program. The modulator adopted
for the baseline design was developed based on a Marx topology using solid-state switching in a
modular design, which has many advantages including high availability, no need for a pulse transformer,
vernier control and cost. The local power-distribution system evolved from the RDR to allow for a
± 20 % spread in cavity gradients. For the flat-site single-tunnel design the klystrons are moved to the
surface and the RF outputs of clusters of klystrons are combined and transporting to the tunnel via
low-loss waveguide for feeding long strings of cryomodules. R&D on this approach was based at SLAC,
with primary goals of testing the feasibility of using over-moded waveguides for transporting the very
high RF power levels and the ability to incrementally tap-off the power for the cryomodules. The
LLRF controls were developed as part of the FLASH program and have exceeded the requirements for
beam control.
Given the large number of institutions spread across the world that contribute to ILC SCRF R&D,
it was considered important to establish the concept of plug-compatibility. This allows the R&D
efforts in the collaborating institutes the flexibility to have variants of cavities, flanges etc. as long as
they meet agreed interface definitions. A large number of technical interfaces have been defined to
enable more efficient R&D. This international effort is exemplified in the construction of a cryomodule,
S1-Global [14, 15] hosted at KEK, which facilitated the exploration of the plug-compatible design
philosophies and comparisons of technologies.
(a) PXFEL1 at DESY (b) CM2 at FNAL (c) S1-Global at KEK
Figure 2.1. Cryomodules assembled in all three regions.
The FLASH facility at DESY has been used to demonstrate the S2 goal of controlled beam
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acceleration in a multi-year series of dedicated beam study periods. More recently beam acceleration
has also been achieved in the STF facility in KEK.
An impression of the widespread activities necessary to address the SCRF R&D goals can
be obtained from the completion of cryomodules at DESY, FNAL and KEK (see Fig. 2.1). The
cryomodule assembly at KEK stands out for its truly global nature. The cavity production facility at
KEK is a one-stop facility for cavity production open to users and industry (Fig. 2.2).
Figure 2.2
The Cavity Fabrication Facility at KEK showing the
electron-beam-welding setup.
In parallel with the efforts in the laboratories, a technology-transfer program was launched with
the goal of increasing the number of qualified vendors in the Americas and Asia regions. Several
manufacturers are now engaged in the production of cavities. While originally only two companies
could provide cavities meeting the ILC criteria, companies in all three regions are now successfully
manufacturing high-gradient cavities. The number of successfully tested cavities achieving the ILC
specification has now reached several dozen.
Several studies of SCRF mass-production models were commissioned from industry. These also
included R&D for cost-effective industrialisation as an additional development towards a realistic
proposal of the machine.
Overall the GDE SCRF R&D program has been very successful. It has achieved its technical
goals and moreover demonstrated that tremendous progress can be made with an international effort
in which all partners co-ordinate their respective programmes in order to achieve a common goal.
2.2 Development of Cavity Infrastructure and R&D
An important component of the worldwide ILC SCRF R&D program has been the design, fabrication,
dissemination and utilisation of the best SCRF technologies across the world, such that not only are
the best tools available at the originating laboratory or industry, but these best tools are available at
all locations. It has only been through the close and cooperative interaction of SCRF researchers
worldwide that the outstanding progress in cavity fabrication and performance has been realised in
the past five years.
The following sections give an account of the installed infrastructure at the various laboratories
participating in SCRF R&D worldwide, demonstrating how new tools or the systematic application of
existing tools have produced the progress detailed in the subsequent sections.
Accelerator: R&D in the Technical Design Phase ILC Technical Design Report: Volume 3, Part I 7
Chapter 2. Superconducting RF technology
2.2.1 Production and Test Facilities
Following the development of a standard processing scheme (Section 2.3), cavity-production infras-
tructure based on the best practices has been created and implemented in all regions. This has
allowed for uniformity of treatment practices across the three regions, as well as the exchange of
cavities between laboratories for tests and R&D. In addition, as processes became stable and a de
facto standard, efforts have been made worldwide to move those manufacturing steps out to industrial
partners. In the Americas and Europe this has led to the installation and commissioning of equipment
directly at industrial partners; in Asia, this is accomplished through creation of a pilot plant at KEK
that is available for industrial partners to use.
In Europe, the mass production of 800 cavities for the European XFEL at DESY has started and
begins to provide important information regarding the control of processes in an industrial environment
(Section 2.5). This development marks an important milestone since the cavity-treatment process
outlined in Section 2.3 was agreed as suitable for mass production. In addition to the European
XFEL order, the contracts include 24 cavities that will be available for additional treatment for
highest gradients and will be supplemented with couplers and tuners. These cavities are part of the
ILC-HiGrade project [16] that addresses the high gradient in the context of cavity mass production.
In the Americas, new chemical-processing facilities have been created at several labs. A joint
Argonne/Fermilab facility (see Fig. 2.3) was based on the existing faciliities at JLab. In the Americas,
approximately 100 9-cell cavities sourced from industries in both Europe and the United States are
being used to verify, improve and simplify the production formula and improve infrastructure at
the laboratories and capabilities in industry. The typical process for developing a vendor includes
production and test of several single-cell prototypes and, after successful testing of these, progression
to production of full 9-cell cavities. To give one example, in 2007 there was one vendor in the
Americas qualified to build 9-cell cavities; this vendor has now not only tuned-up their production
process to successfully make multiple nine-cell cavities, but a second vendor has recently had its
first nine-cell cavity tested, reaching a gradient of 29 MV/m with no field emission. The progress in
cavity-production capability in industry worldwide is shown in Table 2.3. In the six years since the
launch of the programme, the number of qualified vendors has increased from two to five2, while the
number of laboratories capable of achieving ILC gradients has gone from one to five.
Figure 2.3
The joint ANL/FNAL chemical-processing facility.
The creation of more production facilities has included, beyond electro-polishing (EP) facilities,
the creation of high-pressure rinsing systems and associated cleanrooms at ANL, and the commissioning
of furnaces at Fermilab and Cornell to remove the last large bottleneck in the production of cavities.
The engineering of this processing facility, and the standardisation of the chemical-processing steps,
has now led to a chemical-polishing facility being assembled in industry, where it is currently being
2Advanced Energy Systems (AES), USA; ACCEL – now Research Instruments (RI), Germany; Zanon, Italy; Mitsubishi
Heavy Industries (MHI) and Hitachi, Japan.
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Table 2.3
The progress in qualifying
vendors and their success
in achieving the 35 MV/m
gradient goal in fabrica-
tion.
year # 9-cell cavities Labs achieving Companies achieving
qualified 35 MV/m processing 35 MV/m fabrication
2006 10 DESY ACCEL, ZANON
2011 41 DESY, JLAB, FNAL, KEK RI, ZANON, AES, MHI
2012 (45) DESY, JLAB, FNAL, KEK,
Cornell
RI, ZANON, AES, MHI,
Hitachi
commissioned with the processing of nine-cell cavities.
In Asia a new EP facility was constructed and became operational in 2008 (Fig. 2.4) for the
cavity process and treatment at STF. In addition to the EP system, the STF infrastructure includes
a buffered chemical-polishing utility for small parts and flange-surface etching, ultrasonic rinsing, a
high-pressure rinsing system and a cleanroom for cavity assembly. Various diagnostics are provided,
and are extensive enough to carry out systematic studies of the EP parameters.
Figure 2.4
EP facility at KEK
At KEK, a pilot-plant fabrication facility has been created to study potential improvements to
cavity fabrication. Although located at KEK, the facility is open to industries who wish to use its
capabilities, including an electron-beam welder, a trimming machine, a press machine and a chemical
pre-processing facility. Figure 2.5 shows the general layout. The cavities to be fabricated by using
the facility are expected to be installed in cryomodules and tested at STF between 2013 and 2014
(Section 3.3).
Figure 2.5
Layout of the KEK Fabrication
Facility for cavities.
At IHEP, Beijing, an R&D program of 1.3 GHz SCRF technology has resulted in the completion
of the first large-grain low-loss 9-cell cavity and installation of several key SCRF facilities including
a mechanical-polishing machine, a chemical-etching tool, a high-pressure rinsing machine, and a
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cavity-inspection camera [17]. Beijing University (BKU) has proceeded to develop 1.3 GHz cavities
with the primary objective of applications in photon science using facilities in Chinese industry.
At CEA-Saclay a system for vertical EP of cavities is being developed, based on the original
Cornell system [18]. The system will simplify the critical surface-treatment process of electropolishing
for superconducting niobium cavities. So far, most systems rely on a horizontal EP, which necessitates
a mechanical rotation of the cavity, which can be avoided in the vertical system making it mechanically
simpler. In addition a vertical system allows for easier draining of the processing acids. An initial
design has been produced at Saclay/IRFU and is under test (see Fig. 2.6).
Figure 2.6
A photograph of the facility for vertical electropolishing at
Saclay/IRFU.
In addition to the standard EP infrastructure that now exists in all three regions, Fermilab has
successfully set up a centrifugal mechanical or barrel polishing (CBP) facility, based on the concept
originally proposed and tested at KEK in the 1990’s [19]. Originally proposed as a remedial technique
for low-performance cavities, the recent studies with the new infrastructure have demonstrated excellent
performance, pointing the way to the possible use of CBP instead of bulk EP (see Section 2.3.3).
2.2.2 Inspection Infrastructure and Capabilities
One of the most important developments has been in the area of optical inspection techniques, both
before and after cavity test. A leading cause of quench limits in cavities is the existence of surface
defects near the weld equators, developing a high resolution, automated camera system was one of
the priorities.
Figure 2.7
The setup for use of
the Kyoto-KEK camera
and an example image.
(a) Kyoto-KEK optical-inspection camera
system.
(b) Example of automated image-capture
software displaying the area of the welding
seam.
Two types of high-resolution cavity-inspection tools have been developed in recent years under
the globally coordinated ILC gradient R&D effort. The most utilised camera system was developed in
a collaboration of KEK and Kyoto University [20]. The camera can resolve surface features down to
10 µm. Some depth profile information can also be obtained. A newly developed high-performance
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CMOS camera, when combined with an LED illumination system, resulted in a ten-times increase in
brightness and much improved resolution. The other type is based on imaging by a combination of a
long-distance microscope and a tiltable mirror inserted into the cavity [21]. Automated image-capturing
instruments have been put in place at Cornell, DESY, FNAL, JLab and KEK and defect-finding and
surface-characterisation software is being further optimised. Figure 2.7 shows one implementation of
the camera system for cavity-surface inspection, together with an example of a high-resolution image
of the electron-beam weld.
The Kyoto-KEK camera system is used now for inspection of the interior of most cavities available
for research and optimisation. It also plays a vital role in qualifying production lines in industry for
the European XFEL. Additionally, in conjunction with measurements taken during tests, the system is
used to correlate quench positions with surface irregularities. These correlations allow the use of local
remediation techniques to repair the surface and mechanically remove the performance limitation. An
ongoing effort [22] is to correlate the irregularities seen before test with the test results, such that the
camera can be used in a predictive, rather than reactive, manner.
The camera system is also used to characterise the surface properties in a quantitative manner [22].
Estimators for surface roughness, typical feature size etc. derived from image processing serve to
enable the objective comparison of surface-treatment methods.
In addition to the optical inspection camera systems, several labs have developed infrastructure
and techniques to examine cavity surface irregularities the surface chemical characteristics. These
include (among others) the replica moulding technique [23, 24], and techniques for microscopically
analysing samples cut from sacrificed cavities (see for example [25]).
Finally, Fermilab and Kyoto-KEK are investigating in X-ray tomography to identify voids in the
cavity material. Tomography has the advantage over the camera system that it finds defects buried
below the surface; as some of the limiting surface features are believed to be due to diffusion of
sub-surface defects during welding, or voids revealed during processing, tomography is a promising
technique for the quality assessment of incoming half-cells before welding in the cavity-manufacturing
process.
2.2.3 Cavity-Tuning Facilities
Figure 2.8
The tools in place for
the European XFEL
for the mechanical
adjustment of cavities.
(a) HaZeMeMa, the tool for room-
temperature RF measurement of half cells
(b) The tool for field-flatness tuning and
geometric adjustment of 9-cell cavities.
Automatic cavity-tuning machines are also now operational worldwide. Originally designed at
DESY [26], the current versions have been created in collaboration by DESY, KEK and Fermilab [27].
The machine has the capability of tuning field flatness and correcting cell-to-cell alignment through
linked operation between the automated software, bead-pull, six-jaw cell deforming, and the system
to measure cavity eccentricity. In conjunction with the European XFEL production, two European
manufacturers have been supplied with tools certified to European standards to perform the tuning.
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These automated tools can be operated by non-RF experts and will simultaneously provide a
standardised log of the recorded data. Figure 2.8 shows the automated room-temperature RF
measurement of half cells (“HaZeMeMa”) and the tuning machines in use in the production for the
European XFEL.
2.2.4 Quench Detection
Two possible approaches have been developed to detect localised quenches in a cavity. A second-sound
system, originally conceived and developed at Cornell [28, 29], uses oscillating super leak transducers
(OST) and the signal of the phase transition of superfluid helium propagating in the helium to
triangulate the quench location at the cavity outer surface during vertical test. The system is relatively
simple and locates the quench location to a precision of a couple of centimetres. Presently, Cornell
OSTs are implemented in many laboratories such as DESY, FNAL, JLab and KEK.
Alternatively, extensive temperature mapping systems [30–35] have been developed and are in
widespread use in various implementations. In all cases, carbon resistors are placed on the outer
surface of a cavity and register heat fluxes due to localised RF heating at the quench location on
the inner surface of the cavity. Mapping is made either by fixing a net of resistors in place on
the cavity [30], or by rotating a linear array of thermometers azimuthally around the profile of the
cavity [31]. Depending on the origin of the quench and the density of resistors, the system identifies
the location of the hot spot to within a few millimetres.
Both the second-sound and temperature-mapping techniques, used in conjunction with the
Kyoto-KEK camera, have had great success in identifying surface flaws that have caused the quench
(see Section 2.3.3).
2.2.5 Test Infrastructure and Measurement Techniques
The first 2 K cold test of a cavity is usually carried out in a cryostat housed vertically in a cylindrical
dewar. Such vertical test facilities are now in place at multiple laboratories worldwide. For the
European XFEL, the first cold test of the incoming 9-cell cavities will be made at the Accelerator
Module Test Facility (AMTF), shown in Fig. 2.9. The cavities (including helium tank) will be lowered
into the vertical cryostat in sets of four as shown in Fig. 2.10a to minimise the mounting effort and
the number of cooling cycles.
Figure 2.9
Layout of the Accel-
erator Module Test
Facility hall at DESY.
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The facility has been planned for minimal physical handling of the cavities to guarantee high
throughput and reproducibility. The test procedure was standardised and aims for rapid characterisation
of the cavity performance. Cavities failing the standard test (pi-mode) will be further examined in the
vertical test stands where additional RF-modes can be excited for detailed investigations of the cavity.
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Figure 2.10
(a) Four cavities, with
their He vessels, ready
to be lowered into the
vertical cryostat. (b)
The vertical test stand
established at KEK-
STF
(a) (b)
The latter vertical cryostat has been equipped with OST sensors for quench detection.
The first vertical test system at Fermilab was commissioned in 2007. The Fermilab facility is now
capable of two cool-downs per week for either 9-cell or single-cell tests [36]. This single dewar has
averaged 80 test cycles in the past 2 years, and in 2013 two new, larger dewars will be brought online.
At STF, the vertical test stand for low-power cavity-field testing was commissioned in 2008. For
the vertical test, the first 4 m-deep cryostat was assembled together with radiation shielding and a
helium-pumping system. The test stand is now routinely operated once per week. Figure 2.10b shows
the vertical test facility at KEK-STF.
The Horizontal Test Facility (HTF) at Fermilab was brought online in 2008 and has been used at
a rate of approximately one test per month for qualifying the cavity-dressing process before assembly
into an ILC-style cryomodule, known as CM-2 [37]. HTF allows for an intermediate system test of
the jacketed cavity and coupler system, before string assembly.
2.2.6 Diagnostics for Field Emission
It is expected that field emission will continue to be a limiting factor in high gradient cavities.
Furthermore, limits on dark current in the linacs will effectively set acceptance criteria for field
emission during production of the cavities. Monitoring systems for field-emission remain relatively
immature across the various test infrastructures worldwide; developing a reliable measurement system
as well as techniques for cross-calibration of infrastructure remains an important on-going R&D
item. The most common diagnostic for field emission is the detection of Bremsstrahlung X-rays by
radiation sensors placed above the top plate of the cavity-testing dewar. This convenient diagnostic
provides information about the onset of field emission and the strength of field emitters. Alternatively,
radiation sensors such as silicon diodes are placed adjacent to the cavity (hence immersed in liquid
helium). These can be implemented as an X-ray mapping system, either fixed [33] or rotating [35].
The energy spectrum of Bremsstrahlung X-rays is sometimes measured by using scintillators and
associated electronics. The end-point energy corresponds to the highest impact energy of field-emitted
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electrons. Since impacting electrons also deposit heat into the cavity wall, linear heating patterns
will appear on the temperature map. The information from X-ray diagnostics, when combined with
numerical simulations of electron trajectories, provides insights into the location of field emitters.
2.2.7 Remediation Techniques
The ability to mechanical repair the identified cavity surface defects which can limit the performance
of a cavity is important in achieving the required production yields at high gradients. Several methods
have been developed and applied in various locations worldwide.
Local mechanical grinding has proven very successful in remediating defects which cause cavities
to quench (Section 2.3.3) . A miniature grinding mechanism with a very small CCD camera that fits
in the cavity has been developed for the purpose as shown (Fig. 2.11).
Figure 2.11
Local grinding tool with an expand-
able motor stage installed in a 50 mm-
diameter cylindrical housing.
CBP also started as a remediation technique, although it was known that this implies a reset of
the whole cavity surface, not just a local area. Consequently new problematic surface features may
become uncovered. After several cavities of relatively low performance were treated with the tumbling
technique, many of the imperfections, or pits disappeared. The technique has therefore been used for
proactive repair before the first processing and test of a cavity at FNAL.
2.2.8 Infrastructure for High-power Couplers
Figure 2.12
Layout of the coupler-
conditioning facility at
CNRS/LAL.
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The high-power input couplers for the cavities transfer the RF-power from the waveguide system
into the cavity. They provide the power transition between warm exterior and cold interior of the
cavity. Since the power loads vary through the couplers of a cryomodule they have to be adjustable
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and hence constitute a delicate and costly piece of the SCRF equipment. The couplers are now
produced in industry.
The assembled couplers have to undergo a careful and time consuming burn-in procedure, during
which they are slowly conditioned. Tests at LAL had shown that the procedure could be dramatically
shortened in an automatic set-up. The installed infrastructure enabling the test of the mass-produced
couplers is shown in Fig. 2.12. An overall speed-up of the conditioning by a factor of four has been
achieved by driving several cavities in parallel from the same RF source. Such a setup necessitates
an elaborate RF network so that each coupler can be conditioned up to 5 MW. The capacity is
expandable: instead of the currently foreseen four coupler pairs that will be tested in parallel, the
system could be extended to process eight pairs. The processing time of a single coupler is typically a
week.
As a contribution to the US SCRF cryomodule programme centred at FNAL, SLAC has been
responsible for inspection, cleaning, assembly and high-power RF processing of industry-produced
TTF-III-style fundamental power couplers [38]. Couplers were mounted in pairs side-by-side on a
disk-shaped circular TM11-mode coupler-processing cavity developed at SLAC [39], as shown in
Fig. 2.13.
Figure 2.13
A pair of TTF-III-type couplers mounted on a coupler-processing
cavity and installed for high-power processing.
2.3 High-gradient SCRF Cavity Yield
2.3.1 Baseline Cavity
The TESLA 9-cell superconducting cavity [40] is the baseline design for the ILC. It has been developed
over the past 15 years and achieved the highest gradients to date for multi-cell cavities. The cavities
are to be qualified for ILC at an average gradient of 35 MV/m, with a permissible spread of up to
±20%, in a vertical test and operated at an average gradient of 31.5 MV/m in cryomodules.
2.3.1.1 Cavity-Shape Design
Figure 2.14
TESLA-style 9-cell
niobium cavity.
Numerous cavities of TESLA-style (or TESLA-like-style) 9-cell cavities (see Fig. 2.14) manu-
factured by different vendors and processed at various facilities in the three regions (Asia, Americas
and Europe) have demonstrated vertical-test results which meet the gradient and Q0 required for
ILC [14, 41, 42]. There is significant operational experience with these cavities and it has been
demonstrated with beam that accelerating gradients of greater than 35 MV/m are possible after
installation in a cryomodule.
The ILC 9-cells cavity works in RF pi-mode at a resonant frequency of 1.3 GHz. Each cavity
consists of nine accelerating cells and two end-group sections. One end group has a port for coupling
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RF power from the power source into the structure, and the other end has a port for a field-sampling
probe used to determine and control the accelerating gradient. Each end group also has a resonant
higher-order-mode (HOM) coupler structure with a probe port that is connected to a small electric-field
antenna for extracting HOM power and for diagnostics.
Among other factors, the cell shape is optimised for a small ratio of the surface electric field
Epeak to the acceleration gradient Eacc i.e. Epeak/Eacc. At the time of the TESLA cavity shape
design, field emission was a principal gradient limitation issue. Hence a logical design optimisation
goal is to reduce Epeak/Eacc.
With the recent development of advanced surface processing and cleaning procedures, field
emission has been significantly reduced during the vertical test of 9-cell cavities. However, as the ILC
gradient goal of 35 MV/m is considerably higher than the original TESLA gradient goal of 25 MV/m,
a reduced Epeak/Eacc remains an attractive feature. This argument becomes more compelling in view
of the allowable gradient scatter. To meet the average goal, the gradient of individual cavities may
need to go as high as 42 MV/m during the vertical qualification test, which presents a significantly
increased risk of field emission.
Table 2.4
Parameters of the 9-cell
SCRF cavities.
Parameter Value
Type of accelerating structure Standing wave
Accelerating mode TM010, pi-mode
Type of cavity-cell shape Tesla (or Tesla-like)
Fundamental frequency 1.300 GHz
Operation:
– Average gradient (range allowed) 31.5 MV/m (±20%)
– Quality factor (at 31.5 MV/m) ≥ 1× 1010
Qualification:
– Average gradient (range allowed) 35.0 MV/m (±20%)
– Quality factor (at 35 MV/m) ≥ 0.8× 1010
– Field flatness ≥ 95 %
– Acceptable radiation (at 35 MV/m) ≤ 10−2 mGy/min
Active length 1038.5 mm
Total length (beam flanges, face-to-face) 1247.4(30) mm
Input-coupler pitch distance, including inter-connection 1326.7 mm
Number of cells 9
Cell-to-cell coupling 1.87%
Iris aperture diameter (inner/end cell) 70/78 mm
Equator inner diameter ∼210 mm
R/Q 1036W
Epeak/Eacc 2.0
Bpeak/Eacc 4.26 mT/(MV/m)
Tunable range ±300 kHz
∆f/∆L 315 kHz/mm
Number of HOM couplers 2
Qext for high-impedance HOM < 1.0× 105
Nb material for cavity (incl. HOM coupler and beam pipe):
– RRR ≥300
– Mechanical yield strength (annealed) ≥39 MPa
Material for helium tank Nb-Ti Alloy
Max design pressure (high-pressure safety code) 0.2 MPa
Max hydraulic-test pressure 0.3 MPa
There are alternative cavity-shape designs (see Section 2.3.4.2) that have a reduced ratio of
the peak surface magnetic field Hpeak to the accelerating gradient, Hpeak/Eacc, at the cost of
increased Epeak/Eacc. The reduced Hpeak/Eacc makes the alternative shape cavities a preferred
choice for reaching the ultimate gradient, because of the higher fundamental theoretical limit to
the surface magnetic field. This expected benefit has been successfully demonstrated with many
1-cell cavities [43, 44]. However, the ILC cavity-gradient R&D results in recent years have shown that
the gradient in practical 9-cell cavities is predominantly limited by highly localised defects. The full
potential of alternative-shape cavities to approach the ultimate gradient is yet to be demonstrated in
9-cell cavities through extended R&D. Initial experience has shown that the alternate-shape 9-cell
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cavities do indeed have increased field emission due to the higher Epeak/Eacc.
Considering the global experience with 9-cell niobium cavities, the TESLA shape was confirmed
as the baseline cavity shape for ILC. Table 2.4 gives a summary of the major RF parameters of the
TESLA-shape cavity.
2.3.1.2 Cavity material, Fabrication, Processing and Cryogenic RF Testing
The basic acceleration cells in a baseline cavity are fabricated by using high-purity sheet niobium with
a typical RRR (Resistive Resistance Ratio) of 300 or better. These raw materials are commercially
produced and are available from vendors in all three regions. By multiple steps of electron-beam
melting under vacuum, the purity of a niobium ingot is improved with the reduction of interstitial
impurities such as C, N, O. After a series of forging, rolling, annealing and etching processes, the
niobium ingot is reduced to fine-grain niobium sheets suitable for forming into half-cells through deep
drawing. Table 2.5 gives typical properties of high-purity niobium for use in ILC cavities.
Table 2.5
Typical properties of high-purity niobium for
use in ILC cavities
Element Impurity content Property Value
in ppm (wt)
Ta ≤500 RRR ≥300
W ≤70 Grain size ≈ 50 µm
Ti ≤50 Yield strength > 50 MPa
Fe ≤30 Tensile strength >100 MPa
Mo ≤50 Elongation at break 30%
Ni ≤30 Vickers hardness
H ≤2 HV 10 ≤50
N ≤10
O ≤10
C ≤10
As a quality assurance check prior to use, the cell material is eddy-current scanned to a depth of
0.5 mm into the surface of the sheet material. Over decades, the effort of SCRF cavity development
has been marked by close information feedback between laboratories and industries, which allowed
steady improvement of the quality of niobium sheets in recent years. The niobium-material vendors
have accumulated additional experience due to the global ramp-up of the effort in developing the
SCRF technology for the ILC, leading to increased consistency in delivered niobium sheets. Although
all niobium sheets for the European XFEL cavity production will be eddy-current scanned, it is likely
that for ILC production only random spot-checking of sheet niobium will be required as a QA/QC
step.
Niobium sheets are formed into cups through deep drawing. The dies are usually made from a
high-yield-strength aluminium alloy. The half-cells are machined at the iris and the equator. At the
iris, the half-cells are cut to the specified length (allowing for weld shrinkage) while at the equator an
extra length of ∼ 1 mm is left to retain the possibility of a precise length trimming of the dumbbell
after frequency measurements. The half-cells are thoroughly cleaned by ultrasonic degreasing and
chemical etching. Two half-cells are then joined at the iris with electron-beam welding (EBW) to
form a dumbbell. The EBW at the iris is usually done from the inside to ensure a smooth weld seam
at the location of the highest electric field in the resonator. Since niobium is a strong Getter material
for oxygen, it is important to carry out the EBW in sufficiently good vacuum. Tests have shown that
RRR 300 niobium is not degraded by welding at a pressure below 6.7 mPa.
The next step is the EBW of the stiffening ring between cells. Here the welding shrinkage may
lead to a significant distortion of the cell shape, which needs to be corrected. Afterwards, frequency
measurements are made on the dumbbells to determine the correct amount of trimming at the
equators. Then the equator weld is prepared followed by additional chemical etching. Next, the
dumbbell RF surface QA/QC is performed through visual inspection; sometimes overnight soaking in
de-ionized water is used to disclose iron inclusion originating from the sheet-rolling process. Defects
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and foreign-material imprints from raw material or previous fabrication steps are removed by mechanical
grinding. After the inspection and cleaning (a light etching followed by de-ionized water rinsing and
clean-room drying), eight dumbbells and two end-group sub-assemblies are stacked in a fixture to
carry out the equator EBWs, which are done from the outside. The weld parameters are chosen to
achieve full penetration. A reliable method for obtaining a smooth weld seam of a few mm width at
the inner surface is to raster a slightly defocused beam in an elliptic pattern and to apply 50 % of
beam power during the first weld pass and 100 % beam power in the second pass.
Figure 2.15 shows the flow diagram of the fabrication steps for the complete 9-cell cavity.
Figure 2.15
ILC 9-cell-cavity fabri-
cation flow diagram.
Half-cells + 
stiffening rings  
dumbells ( 8) 
beam pipe input port HOM 1 end cell (short end) 
short end 
group 
beam pipe pick-up port HOM 2 end cell (long end) 
short end 
group 
As a quality-assurance check prior to cavity processing and testing, the RF surface of a completed
9-cell cavity is optically inspected for irregularities in the EBW regions. It has been shown that defects
that cause the most quenches are located in the fusion zone or the heat-affected zone of the equator
weld. Many of these defects can be traced back to the fabrication process. Typically, the fusion zone
is a few mm in width. The heat-affected zone is a narrow region outside the fusion zone, where
grain-growth is apparent due to heat deposited during the welding. The two heat-affected zones
(one each on both sides of the weld) plus the fusion zone covers a total zone typically 40–50 mm
in width. Due to the high surface magnetic field in this region, quenches can be initiated either
through a thermal process (such as strong resistive heating of a normal-conducting inclusion) or a
magneto-thermal process (such as strong magnetic field enhancement at sharp edges of pure geometric
defects). There is a growing database on the optically identifiable defects, which are correlated to
quench during the final cavity-qualification test [45–47]. The optical inspection is very effective in
identifying sub-mm sized geometrical defects in the equator region, such as sharp edges, exposed
welding pores/holes, unclosed weld prep, rough under-bead and weld spatters etc. This not only
provides rapid feedback for production but also allows informed decisions for defect removal by suitable
methods, such as local grinding at a distinctive defect area [48] and mechanical polishing over the
entire RF surface of a completed cavity [49]. Overall, the QA/QC of the completed cavity by optical
inspection is an important step for improved production yield. Ultimately, this leads to cost-effective
mass production of niobium cavities.
Prior to the cavity surface processing, a series of mechanical, vacuum and RF inspections are
carried out. The cavity is mechanically measured with a coordinate measuring machine to compare
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dimensional measurements against mechanical tolerances identified on design drawings. All the
welding joints are leak checked. The cavity fundamental mode frequency is measured. The frequency
of other pass-band modes may be also measured. The field flatness of the fundamental mode may
be measured, which is done by pulling a bead through the beam axis of the cavity. This determines
the stored energy of each cell and provides an indication of uniformity of the electric field on the
beam axis. In case of a severely non-uniform field distribution, a rough tuning is done by mechanically
squeezing or stretching the cells in order to reach the fundamental-mode frequency and a total length
within the specified tolerances.
Cavity surface processing consists of a series of steps. This has been the focus of the globally
coordinated cavity gradient R&D program in the past years [50]. The ILC baseline surface processing
is described in detail in Section 2.3.2.
After the completion of the cavity processing steps, the cavity proceeds for qualification RF
testing3. The cavity is mounted vertically in a cryogenic test stand. RF cables are connected to the
cavity probes and the stand is inserted into a cryogenic dewar. The dewar is cooled to 2 K with the
entire cavity immersed in superfluid liquid helium. The cavity is tested to determine its gradient,
quality factor and limitations. In case of sub-standard performance limited by quench, the pass-band
excitation measurement technique may be used during vertical testing for identifying the weakest
cell. Additional instrumentation such as Cornell OST’s [28] may be used for identification of quench
sources with spatial resolution of a few cm for the fundamental mode or other pass-band modes. An
important diagnostic associated with cavity testing for field-emission monitoring is X-ray detection. It
is customary to place gamma probes outside the dewar. Some radiation sensors such as silicon diodes
can be placed on the cavity and immersed in liquid helium. The cryogenic radiation sensors may be
permanently attached to a cavity, allowing tracking of the field-emission performance of the cavity
from its vertical qualification testing to horizontal testing in the final cryomodule.
Experience has shown that some cavities will not pass the ILC specification during the first
qualification test but a second-pass reprocessing can often raise its performance effectively. By allowing
the second-pass reprocessing, the overall yield of acceptable cavities is improved in a cost-effective
manner. The average gradient also tends to improve. A detailed description of the criterion for the
second-pass processing is given in Section 2.3.3.
2.3.2 R&D on ILC High-gradient-cavity Processing
The baseline procedure [51] of ILC 9-cell niobium cavity processing and handling is summarised in
Table 2.6. A detailed description of the key processing steps is given in the following sections.
Table 2.6
Processing and handling of high-purity niobium
cavities
Light BCP etching (10 µm)
Heavy EP (100-120 µm)
Post-heavy-EP cleaning
Vacuum-furnace outgassing (800 ◦C for 2 h)
RF tuning by no-touch bead-pull
Light EP (25 µm)
Post-light-EP cleaning
First HPR 3 passes (∼ 6 h)
First clean room assembly
Final HPR 3 passes (∼ 6 h)
Final clean-room assembly
Leak checking
In-situ baking at 120 ◦C for 48 h
3For the mass production of ILC cavities, the helium vessel will be welded to the cavity and the HOM couplers will be
tuned and attached before the cavity qualification test, following the current European XFEL approach.
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2.3.2.1 Electrolyte Mixing
Electrolytes for the electropolishing have to be mixed in a suitable molar ratio of HF:H2O:H2SO4 which
is compatible with the original Siemens recipe [52]. As the weight concentration of commercial acids
varies across regions, the volume ratio needs to be tailored to the suitable molar ratio. For example, a
volume ratio of 1:10 HF(48%):H2SO4(96%) is used at JLab. Prior to mixing, the electrolyte storage
tank and acid piping are flushed with sulphuric acid (96 % concentration) to eliminate water residues.
Then 210 l of sulphuric acid (96 %) are transferred into the electrolyte storage tank and chilled while
keeping the acid in circulation. (This is done by connecting the cavity acid inlet hose with the cavity
acid outlet hose). The first 5 l of hydrofluoric acid (48 %) are added when the electrolyte temperature
in the storage tank reaches 15 ◦C or lower. The acid continues to be circulated until the electrolyte
temperature recovers to 15 ◦C, at which point the second 5 l of hydrofluoric acid are added. The
process is repeated till 21 l of hydrofluoric acid have been added.
2.3.2.2 Electropolishing
A horizontally placed EP [53] machine is used for the baseline EP processing in all regions. Three key
EP parameters have been established and are monitored during processing, as shown in Table 2.7.
Table 2.7
Details of the elec-
tropolishing procedure
Parameter Explanation
Voltage Nominal at 14.5 V as measured across the body of cavity and
the cathode, allowable range 13–17 V
Cavity cell temperature Nominal at 25 ◦C as measured at the cavity outer surface
near the equator region, allowable range 20–30 ◦C for final
light EP and nominal at 30 ◦C, allowable range up to 35 ◦C
for heavy EP.
Acid flow rate Nominal at 3–4 l/min
In addition to these key parameters, it is important to keep the purging nitrogen gas flow at
the minimum level. The acid supplying holes in the cathode tube face upward. This reduces the
disturbance of the viscous layer across the acid-niobium interface.
Several provisions are available for control of the cavity-cell temperature: by steering the chilled
water set-point; by duty-cycling the voltage; by irrigating the hot spot on the cavity outer surface with
chilled water. Typically, by using one or more of these methods, a standard fine-grain 9-cell cavity EP
can be operated within the allowable temperature ranges. A setup to provide water irrigation for the
outer surface of the cavity is useful for temperature control in extended ranges. This scheme was first
successfully demonstrated at the Cornell vertical EP machine [54]. Figure 2.16 shows an example
as used in the JLab horizontal EP machine. An array of nozzles sprays chilled water at the iris and
equator regions from the bottom of the cavity. Cavity rotation achieves uniform whole-cavity cooling.
This chilled-water irrigation system has been used routinely for electropolishing of 86 7-cell cavities
for the CEBAF upgrade, for which a lower cell temperature (20 ◦C) was desired.
Figure 2.16
Cavity outer surface water irrigation setup as imple-
mented in the JLab EP machine. An array of nozzles
spray chilled water at selected iris or equator regions.
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The best EP result is obtained in the continuous-current-oscillation mode. The appearance of
current oscillation also serves as a sensitive in-situ process QA/QC indicator. The disappearance of
current oscillation is correlated to excessive loss of HF or excessive H2O in the electrolyte.
An HF Auto Rinse procedure has been found to be beneficial: the acid flow and the cavity
rotation continues after the EP voltage is shut off. Under this condition, HF continues to react
with the top layer of the cavity inner surface while the anodisation process is stopped. An effect
similar to that achieved by HF rinsing has been observed, in which the sulphur-bearing niobium-oxide
granules, an inherent contaminant on the finished niobium surface due to the EP process itself [55],
are effectively removed from the cavity surface.
2.3.2.3 Post Cleaning after Heavy EP
The cleaning steps applied after heavy EP are summarised in Table 2.8.
Table 2.8
Processing and han-
dling after initial
heavy EP processing
Low-pressure water rinsing Immediately after the cavity is dismounted from the EP
machine, the cavity inner surface is copiously irrigated
with de-ionized water.
Brushing & wiping The HOM can and cavity end group are brushed and
wiped with soapy water. This procedure cleans the inner
surface areas that lack direct line-of-sight access by the
high-pressure water jets.
Ultrasonic cleaning for 1 h The entire cavity is immersed in a bath of hot (50 ◦C)
de-ionized water with 2 % Liquinox mixed.
Ethanol rinsing About 5 l of high-purity ethanol is transferred into th
sealed cavity. The cavity is tilted and flipped for 10 min.
Rinsing High-pressure water rinsing for two passes, each for
about 2 h.
2.3.2.4 Vacuum-Furnace Heat Treatment
Following post-heavy-EP cleaning, the cavity is heat treated in a vacuum furnace for hydrogen
degassing. The baseline furnace vacuum is typically in the mid-10−6 Pa range after over-night
pumping. The furnace temperature ramps up at a rate of 5 ◦C/min, remains at 800 ◦C for 2 h, then
ramps down naturally by turning off the heating elements.
2.3.2.5 RF Tuning by No-Touch Bead-Pull
It is necessary to tune the cavity pi-mode field flatness following the heavy EP and vacuum-furnace
outgassing. A no-touch bead-pull procedure has been developed for the final tuning prior to the final
EP [51].
2.3.2.6 Post Cleaning and Handling after Final EP
The cavity handling steps completing and following the final EP are described in Table 2.9.
2.3.2.7 Results on field emission and quench limitations
The initial S0 effort focused on the issue of field emission, which was identified to be the main cause
of gradient variability at the beginning of the ILC Technical Design Phase. The R&D priority was
given to improved post-EP cleaning procedures. Three methods are now established for effective
field-emission reduction: (1) Ethanol rising was successfully developed and applied at DESY [56]; (2)
Ultrasonic cleaning was introduced and optimised at JLab [57]; (3) EP with a fresh acid mixture was
found effective for field-emission reduction at KEK [58]. Some of the methods have been successfully
transferred across facilities at different labs.
The source of field emission is now better understood. Besides the traditional particulate
field emitters, niobium oxide granules are found to be a major field emitter introduced by the
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Table 2.9
Post cleaning and
handling after Final
EP
Low-pressure water rinsing Immediately after the cavity is dismounted from the EP
machine, the cavity inner surface is copiously irrigated
with de-ionized water.
Brushing & wiping The HOM-can and cavity end group are brushed and
wiped with soapy water. This procedure cleans the inner
surface areas that lack direct line-of-sight access by the
high-pressure water jets.
Ultrasonic cleaning for 1 h The entire cavity is immersed in a bath of hot (50 ◦C)
de-ionized water with 2 % Liquinox.
Rinsing First high-pressure water rinsing. 3 passes, each for
about 2 h.
Assembly First clean-room assembly of all (except the bottom
flange sub-assembly) auxiliary hardware components
including RF probes.
Rinsing Final high-pressure water rising. 3 passes, each for about
2 h.
Final Assembly Final clean-room assembly of the bottom flange sub-
assembly.
Pump down Slow pump down. The speed of pump down is con-
trolled to avoid turbulent flow. This prevents transfer
of agitated particulates in the vacuum pluming into the
cavity.
Leak checking –
Baking Baking at 120 ◦C for 48 h. The cavity under vacuum
is enclosed in an insulated baking box. Hot nitrogen is
blown into the box. The temperature of the centre cell
is used for process control.
electropolishing process itself [59, 60]. Wiping and brushing of end-group components immediately
after EP processing reduces niobium-oxide granules (often accompanied by increased sulphur-bearing
compounds) in the hidden areas where HPR cleaning is less effective due to lack of direct water-jet
bombardment [44]. Streamlined clean-room assembly procedures are now routinely used, resulting in
minimum re-contamination by particulates generated by the assembly process itself. Field-emission-free
performance up to 40 MV/m has been demonstrated in several electropolished 9-cell cavities. Efforts
are continuing to develop new and improved cleaning techniques with a view to complete eradication
of field emission up to the theoretical quench limit of a niobium cavity.
Figure 2.17
Two classes of quench limit in the
state-of-the-art 9-cell niobium cavi-
ties. Shown are 16 9-cell cavities (10
built by ACCEL/RI ad 6 by AES),
processed and tested at JLab since
July 2008.
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The understanding of the source of quenches is much improved thanks to the routine applications
of various diagnostic systems described in Section 2.2.2. Generally speaking, there are two classes
of quenches (see Fig. 2.17). Quenches at < 25 MV/m are found to be caused predominantly by
highly localised geometrical defects near the electron-beam-welded joint at the cavity equator. These
defects, referred to as type-I defects, can be roughly categorised as circular pits or bumps with a
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typical diameter in the range of 200–800 µm. The detailed morphology of type-I defects can be quite
complicated, as revealed by replica measurements and by microscopic inspection of small samples
cut out from real cavities [25]. There is experimental evidence to show that the effect of local
magnetic-field enhancement at sharp edges is responsible for initiation of quenches at geometrical
defects [61, 62]. The magnetic-field enhancement factors have been calculated for simple geometrical
features [63]. The quench limit at < 25 MV/m due to geometrical defects is insensitive to EP even
when applied repeatedly. Sometimes, pre-cursor defects are already evident prior to any chemical
processing of the cavity surface. Therefore, the most likely cause of these defects lies in the cavity
fabrication, in particular the electron-beam welding process where bulk defects such as voids and
surface irregularities are possible under certain conditions. It is now recognised that, in order to
prevent quenching below 25 MV/m, improved QA/QC in material and fabrication are important.
Experience has shown that the performance of cavities limited by type-I defects can be significantly
improved by removing the known limiting defects. Several methods have been explored including
local grinding [48], targeted mechanical polishing [64], whole-surface mechanical polishing [49], local
re-melting by an electron beam [65] and local re-melting by a laser beam [66]. These methods have
all shown promising results with 1-cell cavities. However, up to now, only the local grinding and
mechanical polishing (targeted or whole-surface) have been successfully applied to 9-cell cavities, as
discussed in Section 2.2.7.
Further studies are still needed to understand the source of quenches at higher gradients in
the nominal range of > 30 MV/m. It is clear that the quenches above 30 MV/m are also caused
by highly localised defects near the equator electron-beam weld (like quenches caused by type-I
defects). These defects are categorised as type-II defects. Unlike the type-I defects, it appears that
there is no observable feature (down to the spatial limit of the present optical-inspection technique,
typically a few µm) at the site of the quench-causing defect. This suggests the subtle nature of the
source of type-II defects. It has been suggested that the locally suppressed superconductivity due
to compositional irregularities or lattice irregularities may be responsible. Additional capabilities of
compositional analysis “in-situ” at the predicted quench location are expected to shed light on this
issue. Off-line, the microscopic analysis of small samples cut out at the predicted quench location will
provide important information for further gradient improvement. It has been also found by experience
that the performance of a cavity quench-limited at > 30 MV/m is often improved by an additional
light EP processing followed by low-temperature baking (120 ◦C).
2.3.2.8 Progress in raising the quality factor
The unloaded quality factor Q0 of the ILC 9-cell niobium cavity is required to exceed 1010 at the
average ILC beam operation gradient of 31.5 MV/m. There are three known mechanisms that may
cause Q0 degradation due to surface-field effects, namely Q-disease, field emission and the so-called
high-field Q-slope. At 31.5 MV/m accelerating gradient, the peak surface electric and magnetic
field for a TESLA-shape cavity are 63 MV/m and 134 mT, respectively. Successful improvement in
post-EP cleaning and handling has significantly reduced the field-emission problem during cavity
vertical testing (see Section 2.3.2.7). Heat treatment at 800 ◦C in a vacuum furnace prior to the final
surface processing outgases hydrogen and hence removes the Q-disease problem. Surface processing
by EP followed by in-situ low-temperature bake at 120 ◦C for 48 h effectively corrects the high-field
Q-slope problem for the peak surface electric-field regime up to 180 mT [51].
With the application of the above cavity treatment and processing procedures, the Q0 of a 9-cell
ILC cavity during vertical test is likely to exceed 1010 at 31.5 MV/m accelerating gradient (Fig. 2.18).
However, since additional handling is necessary to assemble qualified cavities into a cavity string for
cryomodule inclusion, great care must be exercised to prevent re-contamination of the cavity surface.
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Experience has shown that field emitters introduced by re-contamination may cause significant loss of
quality factor from vertical qualification tests to the beam operation of cavities.
Figure 2.18
Examples of Q(Eacc)
for 9-cell cavities pro-
cessed following the
baseline ILC cavity sur-
face processing in the
regions.
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2.3.3 Yield and cavity selection criterion
A global R&D program was established in 2006 to address the challenge of reaching the ILC gradient
specification. The S0 program, coordinated by the GDE Cavity Group, attracted global participation
from ANL, Cornell, DESY, FNAL, JLab, KEK and other labs such as IHEP (Beijing), Peking University,
Saclay and TRIUMF. Significant progress in understanding the gradient limit and gradient variation
has been made by instrumented cavity testing at cryogenic temperatures and high-resolution optical
inspection of the cavity surface. This has been accompanied by steady progress in reproducibility at
35 MV/m and in improved practical gradient limit in 9-cell cavities. At the beginning of the technical
design phase, Europe was the only region having demonstrated 35 MV/m cavity fabrication and
processing. Today, 35 MV/m cavity fabrication and processing have been demonstrated also in the
Asia and Americas regions (Fig. 2.18). A solid SCRF technical base for the ILC on a global scale is
now in place.
The global efforts in ILC gradient R&D are rewarded not only by improved gradient yield and
reproducibility but also an extended gradient envelope. By mid 2010, a major SCRF gradient R&D
milestone of 50 % yield at 35 MV/m has been achieved. The average gradient in state-of-the-art
9-cell cavities has now been raised to ∼ 40 MV/m, a steady increase in comparison to the value of
35 MV/m in 2005.
At the start of the GDE cavity R&D programme, goals of a 50 % process yield by 2010 (phase I
of the R&D program) and a 90 % production yield were established at 35 MV/m with Q0 ≥8× 109
by 2012 (phase II of the program). Since the cavity gradients are given by a distribution rather
than a single number, as the Technical Design Phase of the ILC progressed, the need for a clearer
definition of the gradient yield was recognised. In order to accomplish this, a globally consistent and
up-to-date database for recording test results was established [67]. In 2009, the GDE ILC Cavity
Group proposed a clear definition for the gradient yield, which adopted the concept of the first-pass
and second-pass yield. The rule for cavity selection was also established. In the meantime, the ILC
Global Cavity Database Team was created as a part of the S0 effort. The team included members from
Fermilab, DESY, JLab, Cornell, and KEK, and took on the task of creating the database, updating
and presenting the data. The results of this effort are a clear, objective, and publicly accessible
database where the progress of cavity R&D can be tracked. At the time of this TDR the database
contains information on 134 cavities. This includes both cavities produced purely for gradient R&D
and ones produced for development purposes.
Great progress has been made during the GDE program in essentially all aspects of high-gradient
cavity production. A strong technology transfer program from the various national labs to their
respective vendors dramatically improved the cavity production techniques and associated QA programs.
Diagnostic improvements have resulted in an enhanced understanding of the reasons for gradient
performances that failed to meet the desired goals and help guide additional processing. The growing
success of the R&D program has resulted in the cavity gradient performance being time dependent.
It has improved, within the statistical scatter, throughout the 5-year program.
The most recent data for first-pass and second-pass results [68] are shown in Fig. 2.19. By way
of definition, the plots only include results from a vendor/laboratory combination who have previously
demonstrated the ability to fabricate and process a cavity that achieves at least 35 MV/m in a vertical
test. The plots only include cavities that were processed according to the baseline processing cycle,
which includes electropolishing. These criteria were imposed in order to facilitate an apples to apples
comparison of the gradient results. The first-pass test results drive the second-pass re-processing. If
the gradient ≥ 35 MV/m and Q0 ≥8× 109, the cavity is accepted. If the gradient is below 35 MV/m,
the cavity will be given a second-pass reprocessing. The choice of second-pass process is made by
the test laboratory based on first-pass test results, but must be one of two standard second-pass
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processes, i.e. a high-pressure rinse or a second standard EP.
Figure 2.19
Cavity yield for two
gradient thresholds
as a function of years,
based on the global
ILC cavity database
updated as of October
2012 [67, 68]. Numbers
in parentheses refer
to cavity sample size.
The cavities received
standard treatment
and were provided by
established vendors.
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(b) Second-pass yield
It is apparent from the graphs that yields are improving with time, particularly for second-pass
results. The latest second-pass test results from 2010-2012 show that a (75±11)% yield has been
achieved at 35 MV/m and (94±6)% for >28 MV/m on a global basis of 16 cavities. This improvement
is attributable to improved diagnostic tools that have been developed during the GDE global R&D
program, to direct the second-pass process more accurately. Repeatability in EP processing, which
was demonstrated in the past two years, also plays an important role in improving the second-pass
yield by raising the gradient performance of cavities quench limited in the range 25–35 MV/m. It
should be noted that the distribution of first-pass gradients from cavities which did not yet receive a
second-pass process is statistically equivalent to those from cavities which did receive a second-pass
process and appear in the plot; no bias has been introduced into the second-pass distribution based
on first-pass results.
By allowing a targeted second-pass re-treatment or re-processing, a significant cost-saving benefit
can be expected over simply rejecting cavities. Another important benefit is that a higher average
gradient can be expected by allowing the second-pass processing, providing valuable gradient margins.
After it was decided to implement a RF power distribution system in the linac that could operate
with a cavity-gradient spread of ±20%, acceptance is based on cavities exceeding 28 MV/m. This
then introduces the concept of average gradient of the ensembles as another important figure of merit.
A 100 % yield of cavities operating at exactly 28 MV/m would exceed the yield criteria but fail to
meet the operational goal of an average gradient of 35 MV/m. The average gradient for the ensemble
of second-pass cavities in Fig. 2.19 meeting the >28 MV/m criteria is 37.1 MV/m. Thus the standard
processing cycle has resulted in an average yield and gradient which meet the desired ILC goals.
As of today a small fraction (∼6%) of cavities will be rejected according to this criterion. These
rejected cavities may still have high enough gradient to be used for the positron source or polarised
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electron source.
There are two repair techniques, developed during the last few years and now in use at the
national labs, which both promise to have an impact on the cavity yield: localised grinding and
centrifugal barrel polishing (tumbling). The results of these repair attempts have been impressive
for cavities in this category and are shown in Table 2.10. For this proof-of-principle, all fine-grain
ILC-shape cavities are included, independent of whether they were fabricated by an established vendor
or not; however, it should be noted that the cavities have had a wide range of surface processes before
the attempted repair of recognised defects. Localised grinding, a technique implemented at KEK, is
based on finding defects using an optical inspection of a cavity as described in Section 2.2.2; defects
are subsequently removed with a miniature grinding tool. This inspection can take place on either a
tested cavity, where the grinding may be guided to performance-limiting defects, or on an incoming
cavity, for which all observed localised defects are removed. With the tumbling technique, up to four
cavities may be processed in parallel in a single week-long cycle using a progressively finer abrasive
until at the end a mirror-like finish is achieved. As part of the tumbling process, light electropolishing
is performed. To date, two 9-cell cavities with known limiting surface defects have been tumbled to
remove their defects [69]. Both procedures are being optimised. Thirteen cavities have been repaired
to date for which test results are known. Substantial performance improvement is achieved in most
cases, and indeed for these cases, additional repair is likely to result in further improvement. These
may be viable procedures which could be incorporated into standard processing cycles.
Table 2.10
All fine-grain ILC cavity re-
pairs of localised defects by
local grinding or tumbling.
cavity repair gradient MV/m comment
before after
MHI-08 grinding 16 27 achieved 38 MV/m in 4th test
(1 repair cycle)
MHI-10 grinding 26 27 1 repair cycle
MHI-14 grinding 13 37 achieved 37 MV/m in 3rd test
(1 repair cycle)
MHI-15 grinding 23 36 achieved 36 MV/m in 4th test
(3 repair cycles)
MHI-16 grinding 21 34 1 repair cycle
MHI-18 grinding 31 30 2 repair cycles; additional repair/test
cycle in progress
MHI-19 grinding 26 37 achieved 37 MV/m in 2nd test
(1 repair cycle)
MHI-20 grinding 9 35 achieved 35 MV/m in 3rd test
(2 repair cycles)
MHI-22 grinding 32 36 achieved 36 MV/m in 2nd test
(1 repair cycle)
AES003 grinding 11 30 had been quench-limited below
20 MV/m after repeated EP; results
shown after 1 repair cycle; 37 MV/m
was reached with additional HPR
TB9RI026 grinding 20 36 achieved 35 MV/m in 2nd test
(1 repair cycle)
HIT-02 grinding 35 41 FE reduction in 2nd test (1 re-
pair cycle)
TOS-2 grinding 31 33 achieved 33 MV/m in 2nd test
(1 repair cycle)
TB9ACC015 tumbling 18 35 tumbling proceeded until limiting
defect removed (1 repair/test cycle)
TB9AES006 tumbling 21 36 tumbling proceeded until limiting
defect removed (1 repair/test cycle)
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2.3.3.1 Increasing Production Yield
Increasing the yield beyond the ILC goal of 90% (or ensuring the 90% target) will be most easily
accomplished by incorporating a repair step into the processing cycle. As mentioned in the last section,
cavity repairs (grinding and tumbling together) were successful in most cases in the 2011/12 time
period. Since the standard processing cycle does not include a repair step, none of these data are
reflected in the yield plots of Fig. 2.19. Indeed at this time it appears that essentially all cavities which
fulfill the manufacturing specifications will meet, or can be made to meet, the gradient acceptance
requirements. The decision of whether to repair or reject under-performing cavities will depend on
whether a repair is cost effective. In this regard the repair scenario looks promising. Localised grinding
can be performed by trained technicians at cavity vendors in about one day. A tumbling cycle at
Fermilab can process four cavities in parallel in one week, and studies are ongoing to reduce or remove
the chemistry steps, which may result in both reduction of acid use and touch labor. A cavity optical
inspection is part of the normal acceptance process. After this optical inspection, targeted repair can
proceed.
2.3.3.2 Summary on cavity yield
Based on the cavity data for phase II of the R&D programme, the 90 % second-pass yield goal has
been met for gradients >28 MV/m. This ensemble of cavities has an average gradient of 37.1 MV/m,
slightly exceeding the 35 MV/m goal. Cavity repair appears to be a viable option to ensure or raise
the yield should that prove cost effective.
2.3.4 ILC Cavities for the 1 TeV Upgrade
Long-term R&D addresses both the gradient and Q0 need for the ILC 1 TeV-upgrade. With an
improved cavity cell shape and optimised material properties, 9-cell niobium cavities should be able to
reach gradients in the range of 40–60 MV/m, as indicated below.
2.3.4.1 Cavity Performance Goal: Gradient and Quality Factor
Figure 2.20
L-band SCRF niobium-
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The cavity performance goal for the 1 TeV upgrade of ILC is 45 MV/m at Q0 of 2× 1010. A
higher Q0 is necessary to keep the cryogenic load at a manageable level as the cavity gradient is raised.
Many 1-cell cavities have demonstrated a gradient of more than 50 MV/m in alternate-shape cavities.
A 9-cell large-grain niobium cavity has achieved a record gradient of 45 MV/m [70]. Figure 2.20
illustrates the gradient envelopes of L-band SCRF niobium cavities and gradient R&D impact on
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SCRF linacs. Based on these results, it is believed that the SCRF cavity-gradient goal for 1 TeV
ILC upgrade is reachable. The most promising path is the alternate-shape cavities processed by the
current baseline recipe for the final surface processing.
In the long term, thin-film-coated cavities (such as Nb3Sn) or multi-layer coated cavities offer
potential of significantly increased cavity performance over the present state of the art.
2.3.4.2 Alternate-shape cavities
Alternative cavity shapes have a reduced ratio of the peak surface magnetic field to the acceleration
gradient. There are three major alternate cavity-shape designs, namely re-entrant [71], low loss [72]
and low surface field [73]. An effective increase of gradient up to 15 % can be expected as compared
to the baseline shape. This is very attractive as this gain can be expected readily from the established
baseline cavity processing that has been proven with the baseline cavity. In addition, these alternative
shapes are more energy efficient. A reduction of dynamic heat loss of up to 25 % can be expected.
There are some disadvantages to alternative shapes, for example reduced cell-to-cell coupling and
increased HOM loss factors. These issues need to be further investigated in future ILC high-gradient
cavity R&D.
Many 1-cell cavities have demonstrated a gradient of > 50 MV/m [74]. The current record
gradient is 59 MV/m achieved by a 1-cell re-entrant-shape cavity [43].
Figure 2.21
A 9-cell low-loss “ICHIRO” niobium cavity developed
at KEK
The excellent 1-cell cavity results validate the rationale of lowering the peak surface-magnetic-
field ratio to give higher acceleration gradient. However, the cleaning of the electropolished cavity
surface must be improved, as the peak surface field in the real 9-cell cavities of alternate shapes are
significantly (20%) higher than that in the baseline cavity. So far, most experience in alternate-shape
9-cell cavities is obtained with the ICHIRO shape developed at KEK (Fig. 2.21). The best ICHIRO
9-cell cavity has reached an accelerating gradient of 40 MV/m, limited by strong field emission [75].
Cornell University is continuing the development of 9-cell re-entrant shape cavities. JLab is developing
the first prototype 9-cell cavity of the Low-surface-field (LSF) shape. The LSF shape, designed by
SLAC, achieves 11% improvement in the peak surface-magnetic-field ratio without raising the peak
surface electric field [73]. Table 2.11 gives a comparison of RF parameters of alternate shape cavity
with the baseline cavity.
Table 2.11
Comparison of RF pa-
rameters of alternate-
shape cavities with the
baseline
TESLA Low-loss/
ICHIRO
Re-entrant Low-surface
field
frequency GHz 1.3 1.3 1.3 1.3
Aperture mm 70 60 60 60
Epeak/Eacc – 1.98 2.36 2.28 1.98
Hpeak/Eacc mT/(MV/m) 4.15 3.61 3.54 3.71
Cell-cell coupling % 1.90 1.52 1.57 1.27
G*R/Q Ω2 30840 37970 41208 36995
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2.3.4.3 Large-grain niobium cavities
The large-grain material is sliced directly from the high-purity niobium ingot. Many processing and
handling steps for producing sheet niobium can be avoided. Therefore the large-grain material has
potential for material cost saving. The forming and welding of large-grain half-cells are somewhat
trickier. Due to considerable progress in the past few years, about twenty 9-cell large-grain niobium
cavities have been fabricated and tested. Quite a number of 1-cell large-grain cavities have achieved
a high gradient of > 35 MV/m with buffered chemical processing [76]. Eight industrially fabricated
9-cell large-grain niobium cavities have been processed and tested at DESY. Many of them reached
a high gradient, with one of them reaching a remarkable 45 MV/m (Fig. 2.22), a record in 9-cell
niobium cavities [70]. DESY’s experience has shown that EP is still a necessary surface-processing
step to reach high gradient in such 9-cell cavities. KEK and IHEP are also developing large-grain
cavities [77, 78]
Figure 2.22
Demonstration of 45 MV/m by a
9-cell large-grain niobium TESLA
shape cavity (AC155) at DESY.
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An interesting observation is that the Q0 value of a large-grain niobium cavity is higher as
compared to that of a baseline fine-grain niobium cavity [79, 80]. Therefore, the large-grain material
offers the added benefit of achieving higher Q0 while the gradient is further pushed towards the
50 MV/m range. It is expected that large-grain material will be further evaluated for future high-
gradient SCRF cavity R&D toward the 1 TeV upgrade of ILC.
2.3.4.4 Seamless cavities
The seamless cavity technology eliminates electron-beam welding at the equator region, where the
peak surface magnetic field is high. It offers not only a possibility of cost saving in cavity fabrication
but also a possibility of improved gradient yield. There are different approaches for making seamless
cavities. Significant experience has been accumulated with the hydro-forming approach [81]. Many
1-cell, 2-cell and 3-cell hydro-formed seamless units have been produced and tested, showing gradients
in the range comparable to that of welded cavities. More recently, several 9-cell seamless cavities
have been fabricated by welding three 3-cell units together at the iris. The best result achieved so far
is 34 MV/m, limited by quench [82].
To facilitate seamless-cavity fabrication, improved seamless tubes have been recently devel-
oped [83]. The first 9-cell cavity using these tubes (made by joining three 3-cell units through electron
beam welding at iris) has been completed and is in the process of processing at testing at JLab [84].
The seamless-cavity fabrication technique is most suitable for building 9-cell cavities by using
niobium-copper (Nb-Cu)-clad material [85, 86]. Due to the reduced use of niobium, the Nb-Cu clad
30 ILC Technical Design Report: Volume 3, Part I
2.3. High-gradient SCRF Cavity Yield
material cavity has the potential for cost saving. The excellent thermal conductivity of copper at
cryogenic temperatures provides good thermal stabilisation against local heating due to the presence
of defects and hence is expected to improve gradient yield.
2.3.4.5 Mechanical polishing
Mechanical polishing has been developed for a long time at KEK [87, 88]. It effectively eliminates
surface defects originated from cavity fabrication steps. Therefore, the tolerance for fabrication flaws
can be expected to increase. The mechanical removal of the damaged layer also reduces the amount
of bulk surface removal by EP. These lead to improved fabrication yield and possibly some cost
saving in fabrication and processing of ILC cavities. More recently, the mechanical polishing has been
further optimised at FNAL and a mirror-finish inner surface has been achieved [49]. The FNAL efforts
demonstrated effective cavity-performance improvement by using mechanical polishing to remove
known quench-causing defects (see Fig. 2.23) [69]. Work is continuing at FNAL in assessing the
suitability of implementing the mechanical polishing into the baseline cavity-processing steps.
Figure 2.23
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2.3.4.6 Challenges and Perspectives
There are two major challenges toward the realisation of the SCRF cavity performance goal for the
1 TeV upgrade of ILC. The first one is to reduce field emission in the regime of very high surface field
(100–120 MV/m). Although there is no known intrinsic limit to the sustainable electric field on the
superconducting niobium, there is no experience yet with 9-cell cavities at this peak surface field.
Fundamental studies of the nature of field emitters on a niobium surface are necessary. Advanced
surface cleaning and in-situ processing procedures need to be developed. A quality factor of 2× 1010
at 45 MV/m has not been demonstrated even in a 1-cell cavity. Fundamental studies of medium-field
Q-slope and high-field Q-slope are essential. Optimised heat treatment and surface coating need to
be explored. A strong material R&D including RF characterisation (surface resistance and RF critical
field) of small samples must be an integral part of the post-TDR SCRF R&D portfolio.
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2.4 Cavity Integration
The cavity package in the cryomodule is an integrated system which consists of the niobium cavity
proper, the input-power coupler, the titanium helium vessel, the frequency tuner, and the magnetic
shield. The R&D performed on the frequency tuners, the input-power couplers, and the magnetic
shields is summarised in this section.
2.4.1 Frequency Tuners
The frequency tuners play an important role in the efficient operation of a cavity. Both the fundamental
frequency of the cavity can be adjusted and the detuning of the cavity under the Lorentz force (LFD)
in a long RF pulse can be counteracted. All tuners apply a longitudinal force to change the length of
the cavity. Typically a motor-driven adjustment applies the force to adjust the length of the cavity to
the fundamental mode. A piezo-driven fine-adjustment applies a force to counteract the effect of
the Lorentz force. Sophisticated feedback systems are required to control the action of the tuners
during pulse operation. Achieving high reliability of the tuners (both mechanical and piezo) is a key
requirement, and careful design of the stepper-motor drivers and associated gearing is crucial in this
respect. This is particularly important for those designs that have the motor drive mounted directly
at the tuner (in the cold) and which are not accessible outside the module.
The so-called Saclay/DESY tuner (Section 2.4.1.2) is the latest version of the tuner in operation
at the TTF/FLASH facility, where 56 such tuners are routinely operated in the 7 installed cryomodules.
(The same tuner will be used for the 800 cavities in the European XFEL). However, the Saclay tuner
is mounted at the end of the cavity, extending the beam pipe on that end by 3.5 cm. To save this
distance and increase the packing factor of the cavities in the ILC modules, it was considered attractive
to include the tuner directly into the cavity helium tank, thus increasing the effective accelerating
gradient. This has resulted in the design of the blade tuner which has been adopted as the baseline
solution.
2.4.1.1 Blade Tuner
Figure 2.24
Blade tuner. (a) Draw-
ing. (b) One of the
two mid-plane mounted
piezoelectric actuators
is shown.
(a) (b)
The blade tuner has been developed by INFN Milan as a coaxial and light-weight tuning solution
for TESLA-type cavities, starting from the original model built for DESY. As shown in Fig. 2.24a
and Fig. 2.24b, it features the concept of elastic blades capable of transforming a rotational movement
of the central ring into a longitudinal cavity strain with zero backlash. The tuner mechanics as well
as the blades are made from titanium, utilising its mechanical strength and also in order to minimise
the effect of differential thermal contraction. The slow-tuning action is generated by a cold drive unit
based on a stepper motor and coupled to a mechanical reduction gear. A CuBe-threaded shaft is
used as a screw-nut system that generates the azimuthal motion of the central rings. The fast-tuning
action is carried out by two piezoelectric ceramic actuators that are installed on the longitudinal plane
on opposite sides of the helium jacket; their action is in series to that of the tuner in order to achieve
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the highest possible efficiency in transferring their stroke to the cavity. The entire mechanical load
acting on the tuning system is generated by the cavity elasticity. Upon installation, an initial pre-load
is set via a calibrated stretching of the cavity in order to achieve the optimal working condition for the
piezo actuators. The cavity tension is large enough to accommodate the mechanical tuner range, thus
guaranteeing that the piezos are always operated under compression. Details of the tuner and the
actuators installed are also reported in Table 2.12. The blade-tuner cavity unit has been produced by
a joint collaboration between FNAL and INFN in order to produce CM-2 for the NML/ASTA facility
at Fermilab (see Section 3.4). The coaxial tuner is installed on the outside of the helium vessel that
itself is split in two halves by a bellows to allow longitudinal adjustability. Moving the tuning bellow
to the central position allowed for a simplification of the end cones region compared to the original
TTF design.
Table 2.12
Various tuners investi-
gated in the Technical
Design Phase.
Blade tuner Saclay/DESY
tuner
Slide-jack tuner
Type Coaxial Lateral-Pick-up
side
Coaxial and lateral
coupler side
Tuner stiffness
(design)
30 kN/mm 40 kN/mm 290 kN/mm
Drive unit Inside vessel,
Stepper motor +
Harmonic Drive
Inside vessel,
Stepper motor +
Harmonic Drive
Outside vessel,
both manual or
stepper motor
actuation
Nominal frequency 1.3 GHz 1.3 GHz 1.3 GHz
Nominal tunable
range
600 kHz 500 kHz 900 kHz
Nominal sensitivity 1.5 Hz/step 1 Hz/step 3 Hz/step
Piezo 2, thin-layer
(0.1 mm), dim.
10×10×40 mm3
2, thin-layer
(0.1 mm), dim.
10×10×40 mm3
1, thick-layer
(2 mm), dim.
diameter
35×78 mm2
Piezo Voltage 200 V 200 V 1000 V, operated
at 500 V
Nominal piezo
stroke at R.T.
55 µm 55 µm 40 µm
Nominal piezo
capacitance at
R.T.
8 µF 8 µF 0.9 µF
2.4.1.2 Saclay/DESY tuner
Figure 2.25
Saclay/DESY tuner
pictorial view
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The Saclay/DESY tuner has been further developed at DESY based on long operational experience.
The Saclay/DESY tuning mechanics, shown in Fig. 2.25 and Fig. 2.26, is composed of a compact
double lever installed at the pick-up side of the helium jacket made of stainless steel. The lever is
Accelerator: R&D in the Technical Design Phase ILC Technical Design Report: Volume 3, Part I 33
Chapter 2. Superconducting RF technology
Figure 2.26
Saclay/DESY Tuner
(a) Saclay/DESY tuner mounted on the
cavity jacket
(b) Piezo pre-loading frame of the
Saclay/DESY tuner
designed for a 1:25 reduction ratio and transfers to the cavity ring the tuning action generated by a
cold drive unit based on a stepper motor equipped with a reduction gear and a screw-nut system. Two
piezo actuators are installed to provide dynamic fast-tuning capabilities; they are both contained in a
single preloading frame mounted at one side that acts on the cavity through the same lever mechanics.
The piezo frame provides the required mechanical load on the actuators (almost independently of the
load supplied by the tensioned cavity). The entire tuning system is installed outside of the helium
tank (the tank itself can then be a relatively simply cylindrical design). A bellow with reduced radius
is provided at the end opposite the power coupler, and fits in between the tuner joints, in order to
accommodate the tuning strain. The double piezo configuration is, in this case, mainly chosen for
redundancy reasons and the parallel action of the two actuators is not leading to a net doubling of
the force. Moreover, the double piezo configuration, as in both blade and Saclay/DESY tuners, allows
for the possibility of using the spare actuator as a passive sensing element. The salient characteristics
of the Saclay/DESY tuner are summarised in Table 2.12.
2.4.1.3 Slide-jack Tuner
(a) Schematic drawing (b) Photograph (c) Driver
Figure 2.27. Slide-jack tuner
The slide-jack tuner has been specifically designed for the TESLA-like cavities developed at KEK
for the STF project. Here the strategy of minimising the Lorentz force detuning has been pursued
from the start. The design thus corresponds to a stiffer layout of the cavity and its constraints.
The geometry of the resonator and the end cone regions have been optimised, which resulted in a
longitudinal spring constant significantly higher than the original TESLA-type system. The coaxial
tuning mechanism has been designed accordingly and is shown in Fig. 2.27.
The slow-tuning action is generated through rolling elements sliding on a sloping surface; this
mechanism transforms the rotation of a driving shaft into a longitudinal cavity strain. In order to
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maximise reliability and ease of maintenance, no cold drive unit is foreseen in the design; the main
driving shaft passes through the cryomodule vacuum vessel and the actual drive unit is placed outside.
Either a stepper motor or a manual driver can be used. A single high-voltage, multiple thick-layer
piezo actuator is installed at the coupler side of the jacket to provide fast-tuning capabilities. In the
baseline design of this coaxial tuner, the slide-jack mechanics is installed between the pads, thus
acting as a middle tuner. Similarly to the blade-tuner design, the helium jacket is split into two
halves separated by a bellow. This slide-jack-tuner geometry will be referred to as central slide-jack.
In order to compare the effects of different geometries for the tuning system, an additional cavity
package has been developed which places the same slide-jack coaxial mechanical system outside the
brackets on the helium tank on the coupler side, thus effectively acting as a lateral slide-jack tuner.
The individual characteristics of the slide-jack tuners are summarised in Table 2.12.
2.4.1.4 Measurement of Tuning Action
Comparative tests of the four tuner variants were performed at KEK as part of the S1-Global study
program (Section 2.6). The full tuning ranges were successfully made on all four tuner variants in the
cooled state: 300 kHz for the blade tuners, 400 kHz for the Saclay/DESY tuners, and 800 kHz for both
KEK tuner variants. The resolution of the frequency control was also measured. Tuner performance
using the piezo actuators was also measured: both DC and transient responses where successfully
measured on each tuner type. Further details of the test results can be found in Section 2.6 and
in the S1-Global report [7]. A key outcome from these tests was the successful validation of the
technical performance of all four tuner design variants.
2.4.2 Input power couplers
Two types of input couplers were explicitly examined and evaluated in the Technical Design Phase, at
the S1-Global experiment (see Section 2.6). Their key parameters are summarised in Table 2.13.
Table 2.13
Main characteristics of input couplers TTF-III coupler STF-2 coupler
Frequency 1.3 GHz 1.3 GHz
Pulse width 1.5 ms 1.5 ms
Repetition rate 5 Hz 5 Hz
Beam current 9 mA 9 mA
Required RF power 350 kW 350 kW
Range of external Q value 1× 106–10× 106 2× 106–4× 106
While the power requirements are fulfilled by both couplers it should be noted that the range of
supported external Q-values is not yet sufficient for the STF-2 coupler.
2.4.2.1 TTF-III power couplers
Figure 2.28
TTF-III input coupler.
(a) Drawing (b) Assembly components
The TTF-III input power coupler is a mature design having now over a decade of R&D, and
has been used extensively for the cryomodules developed at DESY for FLASH (56 couplers total), as
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well as a slightly modified design for the required 800 couplers for the European XFEL. The TTF-III
coupler uses a double window design (warm and cold). Both the warm and cold RF windows consist
of cylindrical ceramics made of Al2O3. The vacuum surface of the ceramic windows is coated with
titanium-nitride (few nm) in order to prevent multipacting. The presence of bellows in the outer
conductor allows the antenna protrusion into the cavity beam tube to be adjusted for variable power
coupling. The inner conductor of the coupler can be DC biased in order to suppress multipacting.
The input coupler has three electron current pick-up probes in order to measure electronic activity
inside the coupler. The coupler and some of its components are shown in Fig. 2.28.
Figure 2.29
Set-up of high-power
test stand at LAL.
(a) Two couplers being conditioned (b) Coupler test infrastructure
Four Type-III couplers were used for the S1-Global experiment (see Section 2.6). The two
couplers for the DESY cavities were successfully conditioned at DESY and LAL respectively, while
the remaining two couplers for the FNAL cavities were conditioned by SLAC. Figure 2.29 shows the
processing set-up at LAL, and a similar system is installed at SLAC.
The RF conditioning of four TTF-III input couplers in the S1-global cryomodule was carried
out with a high-power RF source connected to a 5 MW pulsed klystron. A monitoring system for
electron activity using electron pick-up probes, and the interlock system for coupler protection, was
supplied from DESY; both were attached to the TTF-III input couplers. The conditioning of the
input couplers at room temperature before cooling had been carried out at up to 500 kW with pulse
width of 0.5 ms and up to 200 kW with pulse width of 1.5 ms under total-reflection condition. The
average conditioning time in four TTF-III input couplers was about 21 h. The vacuum interlock level
was set at 2× 10−4 Pa.
2.4.2.2 STF-2 power couplers
The input coupler, which consists of cold and warm sections, has two TRISTAN-type coaxial-disk
RF windows as shown in Fig. 2.30. A bellow at the outer conductor in the 5 K part was eliminated
to facilitate cavity assembly. The STF-1 input couplers used for the STF phase-1.0 had a simple
structure with no variable coupling. Several improvements were made in the STF-2 input couplers
for the S1-Global cryomodule. The schematic drawing and the completed STF-2 input couplers are
shown in Fig. 2.31. The main features of the STF-2 coupler are summarised as follows:
1. Bellows were attached at the antenna tip of the inner conductor, so that a variable coupling of
±30% can be achieved.
2. The characteristic RF impedance is 41.5W after enlarging the diameter of the inner conductor
to insert a mechanism for variable coupling inside the inner conductor.
3. Thermal anchors at 5 K and 80 K were improved to suppress heat losses efficiently.
4. The design of the doorknob transition was modified to reduce the total length of the connection
to the waveguide system.
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Figure 2.30
Ceramics windows for the STF coupler.
(a) Tristan-type coaxial ceramic
disks
(b) RF windows after first brazing
(a) Schematic drawing of the STF-2 input coupler (b) Two sets of completed STF-2
input couplers
Figure 2.31. STF-2 input coupler
The static loss of 1.1 W at 5 K is five times larger than the dynamic loss of 0.2 W at an input RF
power of 350 kW. The elimination of the thin bellows at the outer conductor in the 5 K part might be
one of the causes for the high static loss at 5 K.
Prior to the assembly of the 9-cell cavities, the input couplers were conditioned using a high-
power test stand, as shown in Fig. 2.32. The RF input power required for the conditioning in the
travelling-wave mode at the test stand was determined to be four times higher than that in the
standing-wave mode in the cryomodule. The conditioning was initially started using short pulses
of 0.01 or 0.1 ms and the RF power level was increased very carefully. Finally, conditioning up to
1.0 MW in pulsed operation with 1.5 ms pulse width at 5 Hz was successfully performed on the four
input couplers. The conditioning time at the test stand was approximately 60-120 h, as shown in
Table 2.14.
Figure 2.32
Couplers in high-power test stand at KEK.
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Table 2.14
RF conditioning of STF-II input couplers Pulsed operation Couplers #1 and #2 Couplers #3 and #4max. Prf , time max. Prf , time
5 ms, 1-5 Hz 1500 kW, 33 h –
10 ms, 1-5 Hz 1230 kW, 47 h 1080 kW, 33 h
20 ms, 5 Hz – 1140 kW, 1 h
30 ms, 5 Hz 1010 kW, 5 h 1120 kW, 2 h
60 ms, 5 Hz 1060 kW, 4 h –
0.1 ms, 5 Hz 950 kW, 6 h 1050 kW, 7 h
0.2 ms, 5 Hz 880 kW, 6 h –
0.5 ms, 5 Hz 820 kW, 4 h 800 kW, 14 h
1.0 ms, 5 Hz 810 kW, 6 h –
1.5 ms, 5 Hz 750 kW, 8 h 270 kW, 6 h
Total time 119 hours 63 hours
After installation of the cryomodule in the STF tunnel, the warm and cold parts of the coupler
were joined inside a special booth to maintain a clean environment. In-situ baking of cold RF windows
inside the cryomodule was carried out at 85 ◦C for 15 h. The baking of cold RF windows prior to
conditioning is very effective for reducing the conditioning time. The conditioning of the input couplers
at room temperature before cooling was carried out at up to 500 kW with a pulse width of 0.5 ms and
up to 200 kW for pulse widths of 1.5 ms under total-reflection conditions. The average conditioning
time of the four STF-2 input couplers was about 15 h - shorter than for the TTF-III input couplers.
2.4.3 Magnetic shields
The magnetic shield for the TESLA-style cavities is well established; no further R&D has been carried
out recently. The shield design however had to accommodate the blade tuner.
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Figure 2.33. Four setups for the magnetic shield study in the vertical cryostat test and residual magnetic field inside
the vertical cryostat.
In contrast, it was decided to test the design of the magnetic shield for the KEK cavities from the
ground up. The design comprises the assembly of the cylindrical magnetic shield inside the titanium
helium vessel with two conical shields between the end plates and the end cells. This configuration of
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the magnetic shield inside the vessel simplifies the cavity package installation into the cryomodule.
The effectiveness of the magnetic shielding could be systematically studied in four configurations
in the vertical test setup in STF (see Fig. 2.33); the configurations range from no shielding at all
via shielding of cryostat or cavity to shielding of both cryostat and cavity. The configurations are
detailed in Table 2.15, which includes the measurement of the residual resistance derived from the
Q0-measurement of the cavity in each configuration (Fig. 2.34).
Table 2.15
Magnetic shielding configurations in the vertical test Case Shielding of Rres
Cryostat Cavity
1 – – 126.0 nW
2 yes – 10.3 nW
3 – yes 13.2 nW
4 yes yes 8.3 nW
The measurements show that the cavity shielding (case 3) is almost as effective as the full
cryostat shielding (case 2). The difference of 3 nW is small and has to account for the contribution
from the beam-pipe port. That contribution will be further reduced once the cavity is mounted in the
steel cryostat of the cryomodule, which provides extra shielding.
The magnetic shielding for the KEK developed cavities has thus been qualified and is adequate.
The magnetic shield could be placed inside LHe tank allowing for a simplified the shield design with a
single cylinder and the added convenience of unobscured mounting of the blade tuner outside the
LHe tank.
Figure 2.34
The vertical-test results
for the four setups of
the magnetic-shield
study.
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2.4.4 Summary of Cavity Integration R&D
Three frequency tuner designs have been successfully evaluated: blade tuner, DESY/Saclay tuner; and
slide-jack tuner. All three designs met the ILC requirements under the same cryomodule-operation
conditions, both in low-power and high-RF-power tests.
The two coupler types (TTF Type-III and STF2-coupler) have been compared with respect to
installation procedure, RF processing, power capabilities and thermal performance. The Type-III
coupler is by far the most mature design (with several years of operational experience), and has
repeatedly achieved all necessary specifications for the ILC. However, the STF-2 coupler allows for
a simpler installation procedure since it has no flexible bellows on the outer cylinder of the cold
coupler part, and has a simpler design overall. The power capability is within requirements and the
conditioning time was similar for both coupler types. The STF-2 coupler showed excess heat load
around the cold part, with the first model installed in the S1-Global cryomodule. It has since been
improved and is now consistent with the required design value after a test in the Quantum Beam
program at KEK. In all, it is hoped that with further R&D, the STF coupler design can be made to
be a more cost-effective alternative to the current TTF Type-III baseline design.
Finally, two approaches to the magnetic shield for the cavity have been evaluated, namely one
external to and one internal to the helium tank, the former being the more common approach adopted
by DESY and the European XFEL. The advantages of the internal tank are a simpler design (simple
cylindrical shield with conical end parts), and easier assembly of the tuner during module assembly
(cost factor). The internal design tested at S1-Global showed a tolerable 3 nW increase of the residual
resistance compared to the external design. Although the internal design is currently the ILC baseline,
the final design of the shield compatible with a cost-effective approach for the helium tank and tuner
still needs to be made.
2.5 Anticipated Benefits from the European XFEL
Figure 2.35. The layout of the European XFEL
The internationally organised European X-ray Free Electron Laser is currently under construction
at the DESY and will begin operation in 2015 [6]. The layout is shown schematically in Fig. 2.35.
Both the European XFEL and ILC use fundamentally the same pulsed SCRF technology originally
developed for the TESLA linear collider [11]; both projects have shared in the worldwide R&D over
the last twenty years. With 100 cryomodules containing 800 1.3 GHz superconducting cavities, the
European XFEL is the first large-scale deployment of this technology. The strong synergy between
the two projects provides unique and critically important benefits for the ILC development, ranging
from fundamental R&D, through to integration and mass production and ultimately cost. As an
international collaboration based on in-kind contributions, the European XFEL has also provided
invaluable insights for the governance aspects of any future large-scale internationally funded project.
Once operational, the European XFEL will provide unique operations and commissioning experience
of a large-scale linac (7 % of an ILC linac). Table 2.16 lists the key parameters for the European
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XFEL compared to the current ILC baseline.
Table 2.16
Comparison of some key param-
eters for the European XFEL
and ILC Main Linac. For the
ILC, the positron linac has been
taken as an example. Where
there is a difference between
the regional variants, the values
for mountainous/flat topogra-
phies are given. (The explicit
numbers for the flat-topography
design using KCS are average
values.)
European XFEL ILC
Maximum beam energy GeV 17.5 250
Accelerating gradient MV/m 23.6 31.5
Charge per bunch nC 1 3.2
Number of bunches per pulse 3250 1312
Repetition rate Hz 10 5
Bunch spacing ns 200 554
Beam current mA 5 5.8
Beam pulse length µs 650 727
Matched loaded Q 4.7× 106 5.5× 106
Fill time µs 803 927
RF pulse length ms 1.45 1.65
Number of klystrons 29 188/205
Number of cavities 800 7332
Number of cryomodules 100 846
Cavities per klystron 32 39/36
Average beam power per klystron MW 3.92 7.37/6.80
Normalised Emittance (linac exit) ×10−6m 1.4 0.003
BPM resolution µm 50 1
Quadrupole lattice spacing m 12 38
The 800 superconducting cavities will be operated at an average gradient of 23.6 MV/m to
accelerate the electron beam to an energy of up to 17.5 GeV. The 800 cavities — complete with
input couplers, HOM couplers and mechanical tuners —will be installed into 100 cryomodules, each
containing a string of eight cavities plus one superconducting quadrupole package (including dipole
correctors and a beam position monitor). A total of 29 RF stations will supply the necessary RF
power of typically 4 MW of beam power per four accelerator modules. The relatively low gradient (as
compared to ILC) is considered conservative. However, it is important to note that the approach
to cavity production for the European XFEL follows the same basic recipe that has essentially
demonstrated the ILC yield (see Section 2.3.1.2), and there is every expectation that the average
achievable gradient will exceed the specification, facilitating the possibility to upgrade to shorter
wavelengths (higher beam energy). For this reason, the beam-line sections downstream of the linac
are designed to accommodate a maximum beam energy of 20 GeV, corresponding to an average
gradient of 28 MV/m.The construction of the cold linac is a common effort of many institutes. The
overall coordination is with DESY as chair of the European XFEL Accelerator Consortium. Table 2.17
summarises the major contributions.
Table 2.17
Contributions to the
European XFEL Cold
Linac
Institute Component 7 Task
CEA Saclay / IRFU, France Cavity string and module assembly; cold beam position
monitors
CNRS / LAL Orsay, France RF main input coupler incl. RF conditioning
DESY, Germany Cavities & cryostats; contributions to string & module
assembly; coupler interlock; frequency tuner; cold-
vacuum system; integration of superconducting magnets;
cold beam-position monitors
INFN Milano, Italy Cavities & cryostats
Soltan Inst., Poland Higher-order-mode coupler & absorber
CIEMAT, Spain Superconducting magnets
IFJ PAN Cracow, Poland RF cavity and cryomodule testing
BINP, Russia Cold vacuum components
The following sections briefly describe the status of the major sub-systems of the SCRF linac,
emphasising the synergy with the ILC.
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2.5.1 Cavities
The European XFEL cavities, high-power input and HOM couplers use the same modified TESLA
design on which the ILC design is based (see Section 2.3.1). The mechanical design of the cavity
itself differs slightly in the length of the long-end beam pipe, which has been reduced by ∼3 cm for
the ILC cavity design to increase the packing factor of the much larger machine. As with the ILC, the
complete European XFEL cavity package also includes the helium tank, magnetic shield and slow
mechanical tuner and a fast piezo tuner, although here the actual baseline designs differ (Section 2.4),
in part to accommodate the shorter inter-cavity spacing in the ILC design.
Two European vendors have been successfully qualified for the European XFEL industrial
production of the required 800 cavities over a two-year period. The vendors are responsible for
both the mechanical fabrication of the cavity as well as the surface preparation. The niobium and
niobium-titanium material used for the production has been procured by DESY, which provides the
necessary strict quality controls before delivery to the cavity vendors. The finished complete cavities
are delivered to DESY ready for performance testing in a vertical-test cryostat. No performance
guarantee has been specified for the industrial production; however the mechanical fabrication and
surface preparation must precisely follow detailed specifications, which include the exact definition
of infrastructure to be used. These specifications developed by DESY for the cavity production
process (and also used during the tendering) have since been made generally available to the SCRF
community, and have been used by the GDE as the basis for the industrial quotes and studies for the
mass production of the 18,000 cavities required for the ILC.
The European XFEL cavity production benefits from the ∼20 years of linear collider R&D efforts
at DESY and elsewhere. The long collaboration within the TESLA Technology Collaboration led
to the set-up of infrastructure at DESY, mostly for cavity preparation, assembly and testing. The
European XFEL cavity contract is based on improved infrastructure, both at DESY and at the two
cavity vendors. Quality control of the required Niobium material — altogether twelve different lots
of sheets, tubes, and rods — is done in a new dedicated DESY infrastructure. In addition optical
inspection of the mirror-like inner surface of the finished cavities has been improved. DESY has
developed a fully-automated optical system based on the KEK/Kyoto University high-resolution
camera system (see Section 2.2.2) which is playing an important role during qualification of the first
pre-series cavities. Any change in the production process (e.g. modification of welding parameters)
will require optical inspection. The specifications for the surface preparation has equally benefited
from the advances due to worldwide R&D. As a result, the European XFEL treatment will follow
the same steps as the ILC (see Section 2.3.1.2), with the possible exception that buffered chemical
polishing (BCP) is allowed as an alternative to electro-polishing (EP) for the final ‘fine’ polishing
step. It is expected that at least one-half of the total of 800 cavities for European XFEL will follow
the ILC recipe exactly (i.e. using final EP), and will be tested to their maximum performance: hence
the European XFEL production will provide a large and unparalleled data sample for ILC-like cavity
production using the now standard recipe for achieving high gradients.
As with the ILC, all European XFEL cavities will be tested at 2 K in a low-power vertical cryostat.
The European XFEL production rate of 8 cavities per week requires two vertical test cryostats housing
four cavities each, which are then RF tested in one cool-down / warm-up cycle. Development of
automated systems and procedures for these tests are directly applicable to future ILC production.
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2.5.2 Cryomodule
The cryostat design for the European XFEL is based on the first cryostats developed and built by INFN
Milano within the TESLA R&D effort. Although the ILC module has developed several differences, it
remains very close to the European XFEL design. Figure 2.36 shows a comparison of the ILC and
XFEL cryomodule designs.
From the perspective of production, the cryomodule can be separated into three parts:
• the string assembly which comprises of the eight cavities and their associated auxiliary com-
ponents (high-power input coupler, HOM couplers, helium tank, mechanical tuner etc.), the
superconducting quadrupole package including a beam position monitor and a HOM absorber;
• the so-called cold-mass of the cryostat, which includes the 300 mm gas-return pipe, support
fixtures (for the cavity string), thermal shields, cryogenic piping etc.;
• the outer (insulating) vacuum vessel.
The original type-I cryostat design was improved for FLASH at DESY (type-II); the further
improved type-III design was finally shared with the worldwide community and forms the basis of
the ILC type-IV module. Only minor modifications have been made to the type-III for the European
XFEL. The procurement of the 100 cryostats (cold-mass and outer vessel) is organised by DESY; in
total four vendors were qualified, and two finally contracted for the series production.
Figure 2.36. A comparison of the ILC (top) and XFEL (bottom) cryomodules. For the ILC the Type-IV module
design with 8 cavities and one quadrupole package is shown. The most obvious difference is the longer length of the
ILC module, driven primarily by the larger centrally located quadrupole (the longer quadrupole is required for the
higher beam energy). The XFEL uses a superferric bath-cooled quadrupole located at the end of the module, while
the ILC baseline locates the conduction-cooled magnet at the more stable central location. The reduced inter-cavity
spacing is also indicated (ILC being 6 cm less than XFEL).
The cavity string and module assembly for the European XFEL is the responsibility of CEA Saclay
/ IRFU (France). A new dedicated infrastructure has been set-up for this purpose. Construction of
the infrastructure started in 2009 and major parts were commissioned in 2010. An intense two-phase
training period was used to transfer the assembly procedures from DESY to the IRFU supervisors
and then to a sub-contracted company who will provide the approximately 30 personnel required to
assemble the cryomodules at a rate of one per week. All major components required for the assembly
are supplied by European XFEL collaboration partners as shown in Table 2.17. The work done at IRFU
starts with the reception of already tested components (cavities, couplers, etc.) and ends with the
shipping of completed accelerator modules ready for testing at DESY. As with the cavity production,
the detailed specifications for the module assembly have been made available to the GDE and have
been used as the basis for the industrial studies for ILC module assembly and cost estimation (see
Section 2.9). Furthermore, the similarity in cryomodule designs has provided important technical
information such as cryogenic heat loads, which can easily be scaled to the ILC specifications.
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The first XFEL prototype module (PXFEL-1) achieved an average gradient on the module test
stand of 32.5 MV/m when each cavity was driven independently (see Fig. 2.37), and represents the
best performing module to date. The module average reflects a 10 % performance drop from the
average of the individual cavity measurements achieved in the low-powered vertical tests (36.1 MV/m),
mainly due to the large degradation observed in the last two cavities in the string (cavities No. 7 and
8). Such degradation in one or two cavities is not atypical and is an indication of contamination during
string assembly. The XFEL series production will provide significantly larger statistics to help mitigate
such assembly errors. PXFEL-1 is now installed in the FLASH linac, where it routinely accelerates
beam, albeit at a reduced average gradient due to the limitations of the RF power distribution system.
With its high-gradient cavities, it has been a focus of the ILC experimental programme at FLASH
(see Section 3.2).
Figure 2.37
Maximum gradient re-
sults for the XFEL pro-
totype module PXFEL-
1, where an average of
32.5 MV/m was suc-
cessfully demonstrated
(without beam) [89].
The individual cavity
performance results
from the low-power
vertical tests are also
shown for comparison.
The observed 10 %
degradation is primarily
due to cavities 7 and 8.
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2.5.3 RF Power System
The RF system includes all components required to convert AC line power to pulsed RF power and
to distribute it to the superconducting cavities of the accelerator. The main components have been
developed, constructed and tested for several years since the early 1990s, when DESY started to
host the TESLA test facility (later converted to FLASH). The RF power source has now had nearly
two decades of operational experience at TTF/FLASH, and more recently at the RF gun test-stand
PITZ at DESY, Zeuthen. The European XFEL will use altogether 29 complete RF stations. The
stations are split into the modulator installed outside the accelerator tunnel, and the pulse transformer
/ 10 MW multi-beam-klystron units inside the tunnel, close to the accelerator modules. Pulse cables
of a length up to approximately 1 km connect both parts of the RF station. The 10 MW multi-beam
klystron technology is shared by the European XFEL and ILC (Section 2.8). The many years of
development of this klystron have lead to a mature design and the qualification of three vendors, from
which two were contracted for the production of European XFEL klystrons. Modulator development
started with the Fermilab bouncer-type modulator originally provided for the TESLA Test Facility in
the mid 1990ies. A second generation of bouncer-type modulator was built by a German company.
After further R&D, the European XFEL has finally adopted a pulse-step modulator — a solid-state
modulator not unlike the ILC baseline Marx modulator. Beyond the klystron and modulator, further
development of the RF system was required for the European XFEL. Due to the limited space inside
the European XFEL tunnel, a compact waveguide distribution system has been developed. The
waveguide distribution is based on a binary cell which consists of two circulators connected to a shunt
tee with integrated phase shifters. Four binary cells are combined by three asymmetric pre-tunable
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shunt tees. The asymmetric shunt tees allow adjustment of the RF power to each pair of cavities to
maximise the available cryomodule voltage. One MBK will drive 32 cavities (four cryomodules) via
the distribution system. This is directly comparable to the approach adopted by ILC, although the
details of the waveguide distribution systems are different; in particular the ILC distribution system
can remotely adjust power to individual cavities.
2.5.4 Accelerator Module Test Facility
The primary performance testing of both cavities (vertical test) and the final complete cryomodules
delivered from CEA Saclay will be made at DESY. A testing rate of 1 module and 8 cavities per
week is foreseen. A new dedicated infrastructure has been set up for these tests —the Accelerator
Module Test Facility (AMTF) — which offers not only the vertical tests for the cavities delivered from
industry but includes also three complete test benches for assembled accelerator modules, which can
be operated in parallel. AMTF also provides a test and assembly area for the waveguide distribution
system, which is mounted to the module before installation in the tunnel. A test cryostat for the
superconducting magnets is located in a neighbouring hall. All tests are performed by a dedicated
team of some 20 people from IFJ PAN Cracow, Poland (as an in-kind contribution).
2.5.5 Electronic Documentation System
In addition to the technical specifications for the production process (from material QA/QC through
to the final testing), the documentation process is also critically important. DESY has developed
a set of comprehensive electronic documents which support every step of the manufacturing and
testing process. Personnel at both DESY and in industry have been trained to use the central
DESY engineering data-management system (EDMS), which will provide complete and traceable
documentation for every component in the machine. This is particularly important for the cavity
production, not least for the adherence to the pressure vessel regulations. Every single part can be
tracked through the successive cavity production, testing, and ultimately installation in the accelerator
tunnel. DESY is providing the same EDMS support for the GDE, facilitating a central database for
the technical design documentation for the ILC baseline. The development of the EDMS system
for European XFEL and ILC by the DESY team continued in parallel, to the mutual benefit of both
projects.
2.5.6 European XFEL as a Beam Test Linac for ILC
As noted above, the European XFEL is due to begin operation with beam in 2015, effectively providing
the ILC with a demonstration of an approximate 1 km of superconducting linac based on the same
technology. Both through early commissioning and development and finally to routine user operation,
the European XFEL will provide unprecedented experience in the operation of such a linac. Although
much of the development work and “proof of principle” operations issues have been successfully dealt
with at FLASH, the European XFEL will offer the unique advantages of understanding the issues
pertaining to a much larger-scale deployment. In particular:
• operational experience with a long cryogenic string, in which half the cryogenic heat load is
due to the pulsed RF;
• control system development — especially for the LLRF controls – including large-scale automa-
tion of tuning required for European XFEL (and scalable to ILC);
• Machine-protection philosophy, including trip-recovery, quench protection etc.;
• Energy management (dealing with failed RF stations);
• Short and long-term stability, including statistics on cavity detuning, calibration drifts etc.;
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• Beam-dynamics issues associated with a long linac, including emittance preservation and HOM
wakefield effects4.
Until construction of the ILC, the European XFEL will represent a unique facility in the world. The
direct synergy with ILC will allow much of the operations experience and control system development
to be directly applicable to the larger machine. Together with FLASH and the more directly dedicated
beam-test facilities at KEK and Fermilab, it is expected that the European XFEL will prove invaluable
in understanding how to effectively operate a superconducting linac of the scale of the ILC.
2.6 The S1-Global Experiment
The S1-Global program was proposed in early 2008 with the aim of carrying out a string test of
superconducting RF cavities during the ILC-GDE Technical Design Phase. The proposal was to
coordinate a global collaboration involving various institutions around the world that would bring
together eight 9-cell L-band cavities and associated hardware components, install them in common
cryostat modules (cryomodules), and demonstrate their operation. This proposal by the GDE received
strong support from the collaborating laboratories and was completed in a three-year period, ending
in 2011 [7].
Two cavities with blade tuners were provided by Fermilab, two with Saclay/DESY-tuners were
provided by DESY, and four with slide-jack tuners were provided by KEK. Information on the cavities
is summarised in Table 2.18. Prior to being brought together for assembly into cryomodules, each
of these cavities was processed and individually cold tested by the contributing laboratory. The
cryomodules were provided by KEK (Hitachi) and INFN (Zanon). Input-power couplers for the cavities
were contributed by SLAC, DESY, and KEK. The RF wave-guide components were provided by KEK
and SLAC.
Table 2.18
Cavities used in the S1-Global
experiment
Cryomodule Cavity Company Institute Tuner Coupler
position name
C1 TB9AES004 AES FNAL Blade TTF-III
C2 TB9ACC011 ACCEL FNAL Blade TTF-III
C3 Z108 Zanon DESY DESY TTF-III
C4 Z109 Zanon DESY DESY TTF-III
A1 MHI-05 MHI KEK S-J central KEK-STF
A2 MHI-06 MHI KEK S-J central KEK-STF
A3 MHI-07 MHI KEK S-J lateral KEK-STF
A4 MHI-09 MHI KEK S-J lateral KEK-STF
The programme successfully addressed such critical issues as plug-compatibility of hardware
components (i.e. that parts must be compatible but not necessarily identical), as well as single- and
multiple-cavity operation with pulsed microwave power and associated LLRF controls. While the
S1-Global program did not involve beam operations, it covered all the essential steps required prior to
beam acceleration in a superconducting linac.
The configuration and setup are shown in Fig. 2.38 and Fig. 2.39. The participating institutions
contributed their hardware and human resources on an equal footing, and closely shared the experience
of assembling a complex superconducting linac whose component designs and manufacturing were
remotely coordinated. The STF site at KEK was selected as the host site, so as to take advantage of
a one-year time slot that was available at the STF.
4while important experience can be gained from the European XFEL, the direct application to ILC is limited due to
the factor of 500 difference in (vertical) emittance.
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Figure 2.38. Layout of cavities in the S1-Global cryomodule string.
Figure 2.39
Fish-eye view of the
S1-Global cryomodule
from the side of the
input coupler.
2.6.1 Cryomodules and Cryogenics
Figure 2.40
Cross section of
Module-C for FNAL
cavity (b) Cross section
of Module-A for KEK
cavity
(a) Module-C for FNAL cavity (b) Module-A for KEK cavity
Two cryomodules were used at the S1-Global experiment, cryomodules A and C. The cross
section of Cryomodule-C is almost the same as the TTF-type III cryomodule, as shown in Fig. 2.40a.
The cryomodule consists of the cavity packages, input couplers, the gas return pipe (GRP), magnetic
shields, two sets of thermal shields, cooling pipes and the vacuum vessel. The distance between the
input couplers is the same as for the TTF-type III and European XFEL design. The design of the
cavity LHe jackets differs because of the different types of frequency tuners, namely the blade tuner
and the Saclay/DESY-type tuner, as shown in Fig. 2.38. However, the cavity-support lugs have the
same distance between two lugs along their axis, and a fixed distance from the input coupler axis,
independent of the type of cavity package design and as a result, the cavity package supports to the
GRP are identical, i.e. plug compatible. The frequency tuners of these cavities were driven by a cold
motor and the piezo element. The cold motors were installed inside the 5 K shield. The DESY and
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FNAL cavities were designed to be enclosed with the magnetic shields. The cold mass at 2 K was
enclosed with two thermal shields at 5 K and 80 K which were cooled with LHe and LN2, respectively.
Cryomodule-A, which was used for the cold tests at STF phase-1, has been arranged to
accommodate components of different dimensions and assembly. The KEK tuners have a drive motor
outside the vacuum vessel and the ports for the shafts are welded on the vacuum vessel. The frequency
tuners of these cavities were driven by the warm motor, while the piezo element is on the cold side.
The cryomodule parameters are summarised in Table 2.19.
Table 2.19
S1-Global Cryomodule Parameters. Module-A Module-C
Vacuum-vessel length 6087 mm 5800 mm
Vacuum-vessel O.D. 965.2 mm 965.2 mm
Gas-return-pipe length 5830 mm 6000 mm
Gas-return-pipe O.D. 318.5 mm 312.0 mm
2K LHe-supply pipe O.D. 76.3 mm 76.1 mm
5K-shield pipe O.D. [F/R] 30/30 mm 60/60.3 mm
80K-shield pipe O.D. [F/R] 30/30 mm 60/60.3 mm
Cool-down pipe O.D. 27.2 mm 42.2 mm
Distance between couplers 1337.0 mm 1383.6 mm
Cavity package KEK-a/KEK-b FNAL/DESY
Cavity type TESLA-like TESLA-type
Tuner type Slide-jack Blade / Saclay/DESY
Input-coupler type STF-2 TTF-III
Magnetic shield Inside jacket Outside jacket
Package length 1247.6 mm 1247.4/1283.4 mm
The 2 K cryogenic system consists of a helium liquefier/refrigerator, a liquefied-helium storage ves-
sel, a 2 K refrigerator cold box, two cryomodules, a helium-gas pumping system and high-performance
transfer lines. Liquid helium is produced with a helium liquefier/refrigerator and collected in a storage
vessel. The 2 K refrigerator cold box contains a He I pot, a He II pot, a heat exchanger and a
Joule-Thomson (J-T) valve. After filling up the He II pot and the cryomodules with liquid helium,
the system was pumped down to 3.2 kPa (the saturation pressure of helium at 2 K).
A more complete description of the S1-Global hardware is included in the full S1-Global report [7].
2.6.2 High-level and Low-level RF
Two high-level RF (HLRF) systems were used for S1-Global; stations 1 and 2. A TH2104C klystron
was used for station No. 1 and a newly procured TH2104A for station No. 2. Both klystrons were
capable of 5 MW output power at 1.3 GHz with a pulse width of 1.5 ms and a repetition rate of
5 Hz. The modulators incorporated a bouncer circuit and pulse droop was successfully compensated.
The flat-top performance of the bouncer circuit in both modulators was better than ± 0.8%. The
power-distribution system (PDS) comprised of two designs; the linear PDS and the tree-type PDS
using 3 dB power dividers. Both systems were evaluated in the S1-Global test, as shown in Fig. 2.41.
A tree-type power-dividing scheme using variable 3 dB hybrids was used with cryomodule-C. In this
system, variable power dividers, i.e. variable tap-offs (VTO) supplied by SLAC, were utilised. A linear
distribution system (TESLA-type PDS) was used in cryomodule-A. In order to protect the klystron
from large reflected rf power, a 5 MW circulator was installed filled with SF6 gas. In each coupler
port, a 400 kW circulator was installed to eliminate any reflected power from the cavity. In addition,
a variable loaded Q system (QL) using a reflector and a phase shifter was introduced in each coupler
port.
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Figure 2.41
Power-distribution
system used in the
S1-Global test.
2.6.3 Performance Test of Individual Cavities
The cryomodules were cooled down three times in total during the period June 2010 to February
2011. The first cool-down test was carried out from June to July 2010 to measure the thermal and
mechanical performance of the cryomodules, together with low-power RF tests of all cavities [90, 91].
The second test was done from September to December 2011 to verify the cavity performance,
Lorentz-force detuning (LFD) measurements and compensation by piezo tuners, long-term operation,
and dynamic loss measurements under high RF power. The distributed RF system (DRFS) was tested
in the third cold test [92] from Jan to Feb 2011 by using two 800 kW klystrons. In the low-power RF
tests [90] by the INFN/FNAL/KEK team in the first cool-down, it was found that tuners attached in
TB9ACC011 and MHI-09 did not function properly. Therefore, simultaneous operation of multiple
cavities was limited to 7 cavities rather than 8. All of the operating tuners provided an acceptable
tuning range. The results of the low-power tuner tests are shown in Fig. 2.42.
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Figure 2.42. The result of the drive test for the motor tuner at low power. The tuner of TB9ACC011 did not work
at 2 K, and MHI-09 could not be set to 1.3 GHz.
Adjustment of the variable coupling could be performed for all power couplers, and they were set
to the optimum coupling of 2.4× 106, resulting in a pulse rise time of 540 µs, as shown in Fig. 2.43.
The problems with the tuners and actuators were investigated and were the result of mechanical
problems and are meanwhile well understood. One tuner failure was caused by the working loose
of two screws in the shaft, presumably from mechanical vibrations during operation. The other
failure related to a flange bending under the welding operation. The actuator failure was caused
by misalignment of the brass caps holding the actuator stack and is hence related to mechanical
tolerances during assembly.
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Figure 2.43. The results of the drive test for the variable coupling of the power couplers.
2.6.4 Cavity Performance in the S1-Global Experiment
After the second cool-down, the cavities were conditioned at high power. The achieved gradient
values in vertical and cryomodule tests are shown in Fig. 2.44. The maximum average gradient
was 30.0 MV/m in the vertical test, 27.7 MV/m for single cavity operation and 26.0 MV/m for
simultaneous operation of seven cavities in the cryomodule test.
Figure 2.44
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The performance of MHI-06 was much improved over the vertical test, reaching a gradient
of 38 MV/m. On the other hand, the gradients of the two cavities (TB9ACC011 and Z108) were
significantly reduced. The reasons for this are still unclear. While the assembly processes or the
transport to KEK are possible candidates, the correct explanation will only come from a “post-mortem”
study. The performance of MHI-05 (actually, the performance of the input coupler) also degraded
following operation at high power levels.
2.6.5 Power-coupler Conditioning
All power couplers were RF conditioned at room temperature. During conditioning, the standing wave
persists in the power coupler due to total reflection. The achievable power was 500 kW for a pulse
width of 500 µs and 200 kW for 1500 µs at a repetition rate of 5 Hz. The average conditioning time
was 21 hours for TTF-III-type couplers and 13 hours for STF-2-type, respectively. The difference can
probably be attributed to the structure of the RF window. None of the RF windows had a vacuum
leak during the experiments.
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2.6.6 Lorentz-force Detuning
The magnitude of the Lorentz-force detuning (LFD) was measured by stepping the pulse length in the
so-called pulse-shortening method (see Fig. 2.45). The detuning frequency for the three phases – rise,
flat top, and full-pulse – was evaluated to compare the stiffness of all the cavities. The slopes of linear
fitting between the detuning frequency for the three periods and the square of the gradient gives the
cavity stiffness, as shown in Fig. 2.46. The MHI cavities were found to be more rigid than the others.
The effect is noticeable in the flat-top period, while the difference is smaller in the rise period.
Figure 2.45
The result of LFD
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maximum gradient
for every cavity. (top)
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Comparison of the
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Two methods of LFD compensation were successfully tried: single-pulse compensation by a
half-sine waveform, which was used at STF Phase-1 [93] and a new method known as adaptive
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compensation [94].
To compensate the LFD, a pulse corresponding to a half-period sine-wave is applied to the piezo
tuner before the start of the RF pulse. There are four adjustable parameters, namely drive frequency,
delay time, pulse height, and pulse offset. The excursion peak-to-peak of the detuning frequency at
the flat top of the pulse was introduced as a measure of the compensation [93]. Figure 2.47 shows the
correlation between the peak-to-peak of the detuning frequency and the gradient for the best three
results of the compensation by the pulse-shortening method. After the compensation, the MHI cavity
still has a smaller peak-to-peak of the detuning frequency at the flat-top period, which is expected
from the stiffer structure of the MHI cavity package.
Figure 2.47
The correlation be-
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peak-to-peak of the
detuning frequency at
flat top and field. The
best three results are
shown.
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In addition to the standard method of LFD compensation, an adaptive feed-forward method
developed at FNAL for CM1 was employed to compensate detuning in six of the eight S1-Global
cavities [94]. The adaptive feed-forward procedure first measured the detuning response of each
individual cavity to a series of small-amplitude, short-duration piezo stimulus pulses and to changes in
the DC bias applied to the piezo. The matrices of stimulus and response data were then inverted using
least squares to obtain the small-signal cavity detuning response for any arbitrary piezo waveform and
to determine the piezo waveform required to cancel any arbitrary detuning profile. The feed-forward
method allows the detuning compensation process to be fully automated; it can track changes in
cavity gradient without the need for operator intervention; and it can automatically adjust the piezo
bias to correct for changes in the cavity resonance frequency caused by changes in the pressure
of the surrounding helium bath and any other slowly changing sources of detuning. The residual
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RMS detuning following compensation was less than 15 Hz in all cavities, regardless of design or
gradient, as shown in Fig. 2.48. With the exception of the end slide-jack design, which may not have
received an adequate piezo drive signal, the residual detuning ranged between 2–8 Hz. At this level of
compensation, residual detuning will have no significant impact on the design or operation of the ILC.
2.6.7 Operation of Seven Cavities with Vector-sum Feedback Control
In the final stage of the experiment, one 5 MW klystron fed its power to all seven cavities and the
performance of operation with vector-sum feedback control was evaluated [95]. During this operation,
one cavity (C-2) could not be used for the vector-sum control because of the mechanical problem
with the tuner. The input power to the cavities was adjusted by the tuneable hybrids and the variable
tap-offs [96] to yield the maximum gradient for each cavity. As described in the previous section, the
detuning of cavities during the RF pulse flat-top (1 ms) was effectively eliminated using the piezo
tuners.
The result of vector-sum feedback control operation for seven cavities is shown in Fig. 2.49.
The average gradient of the seven cavities after input-power optimisation for each cavity was close
to 26 MV/m. Since the average of each cavity’s quench limit was 26.7 MV/m, the operation near
quench limit of each cavity was achieved. The amplitude and phase stabilities were 0.005 % rms and
0.015° rms, respectively, which satisfy the ILC requirements of 0.07 % rms in amplitude and 0.24° rms
in phase [3].
Figure 2.49
Vector-sum operation.
Left: each cavity’s
gradient and vector-
sum gradient, right:
each cavity’s phase and
vector-sum phase.
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2.6.8 Summary of S1-Global Experiment
The S1-global program successfully achieved the GDE R&D goal of the fabrication and test of a
cavity string. The cavity ensemble achieved an average gradient of 30.0 MV/m before installation,
27.7 MV/m for single cavity operation after installation, and 26.0 MV/m for 7 cavity simultaneous
operation in a cryomodule. The ability to operate (and control) cavities in a cryomodule close to
their nominal quench thresholds with a tunable PDS was also shown. Compensation of Lorentz-force
detuning maintained the cavity frequencies well within the required tolerances. Although all of the
tuner designs achieved the necessary frequency range, mechanical failures in two of these tuners
impacted the operation in two of the cavities. These failures are not systematic and can be attributed
to the lack of maturity of the cryomodule mechanical-assembly procedures and the associated quality
controls.
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The plug-compatibility concept was verified by building one cryomodule from cavities and couplers
supplied from several national laboratories. A good example is the half-size cryomodule-C which
was built from an INFN cryostat, DESY cavities and couplers, and FNAL cavities and couplers in
cooperation with SLAC. The cryomodule power systems is another good example. The ability to
incorporate and test several different component designs within a single integrated test set-up was an
important aspect of the R&D program.
A less obvious but also important aspect of this program was the fact that it was the manifestation
of a global engineering effort under the GDE organisation. Distributed design and fabrication
requires the adoption and utilisation of common CAD design tools and data bases together with an
unprecedented level of communication among the participants. This degree of detailed collaboration
has rarely, if ever, been attempted across major research laboratories. Not only did the GDE learn
how to build cryomodules but also how to organise the efforts to accomplish this. This bodes well for
a construction project which is envisaged to embody significant international co-operation.
2.7 Cryomodule and Quadrupole R&D
The overall ILC cryogenic scheme evolved from the TESLA proposal [11]. The TESLA cryomodule
design was conceived in the late 90s to meet the project requirements of high-filling factors, moderate
capital and operation costs and effective alignment and assembly procedures [97]. This module design
has been employed for the realisation of the TESLA Test Facility (TTF) linac, now operating as
the FLASH FEL facility in DESY, and was improved in several iterations during the deployment of
the facility [98]. The successful TTF design, with minimal modifications, was later adopted for the
linac of the European XFEL, which is composed of 100 modules of this type, and evolved with few
variations, into the baseline for the ILC [3, 50].
The energy reach and beam requirements of the ILC require
• a high filling factor (the ratio between the total length of the linac and the length in which
acceleration takes place) to reduce the machine footprint;
• moderate capital and operation cost per unit length - a simple design, based on proven and
reliable technologies, readily available in the industrial contexts, will tend to minimise costs,
while operational cost is reduced by a careful thermal design aimed at minimisation of all
spurious static losses to the 2 K environment;
• effective assembly and alignment procedures for beam-line components - cost-effective module
assembly procedures compatible with the cleanliness needed by high-gradient bulk-Nb cavity
technology provide the former, while preservation, reproducibility and stability of beam-line
components is crucial for the achievement of beam parameters.
The high filling-factor concept favours long cryomodules (containing several cavities) and their
connection in long cryo-units, separated by short interconnections. This aspect, combined with the
requirement for low cryogenic loss, led to the integration of the cryogenic-cooling circuits into the
cryostat. Thus in this scheme the cryomodule, besides providing the usual functions of mechanical-
support structure for the beam-line elements and isolation from the warm-temperature environment,
becomes a substantial part of the cryogenic system, since it represents the region where nearly all
losses occur and also takes care of the fluid distribution in the linac.
The TTF module has been developed in order to meet the requirements mentioned above and
has been extensively characterised, thoroughly tested and operated for years in a linac driving the
high-availability user facility FLASH. From this design all the DESY FLASH and European XFEL
linac modules, the FNAL-type-IV modules for NML and the S1-Global modules at KEK have been
derived, with small variations, and manufactured by several companies worldwide.
The ILC-module concept therefore builds on a reliable and mature technology, currently available
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in different laboratories worldwide as a result of the ILC S1 and S2 efforts. The already large experience
gained at FLASH and at the facilities based on this design will be soon consolidated by the large
amount of information coming from the European XFEL, which will deploy a 100-module linac at a
tunnel installation rate of 1 module per week. The experience so accumulated will be particularly
relevant for the further evolution and the finalisation of the ILC-module concept. The following
subsections briefly summarise the recent status of R&D activities worldwide in this area..
2.7.1 Thermal Performance of the S1-Global Modules
The S1-Global (Section 2.6) collaboration launched a strong effort dedicated to the experimental
assessment of the thermal performance of the different cryomodule and subcomponent variants [99].
Such an activity is motivated by:
• the study of design variants for a possible cost reduction of the mass-produced cryomodules;
• the opportunity given by the experimental activities at KEK to provide a comparison for the
thermal performance of the different variants integrated in the S1-Global setup;
• the need to benchmark with experimental measurements the heat-load calculations based on
engineering calculations and FEM models.
2.7.1.1 Simplification Studies of the 5 K-Shield
One of the original STF modules was used to explore the feasibility and the consequences of removing
the inner 5 K shield of the cryomodules, as a possible cost-reduction measure, leading to a decrease
in fabrication costs and envisaged simplifications of the assembly operations. This concept has been
tested at KEK by heat-load measurement with and without the shield. Heat loads were measured by
means of the evaporated mass flow for the 2 K region and of the shield-temperature increase after
stopping the coolant for the shield circuits [99].
In the ILC cryomodule both thermal shields provide a manifold for the thermalisation of direct
conduction paths to the many penetrations reaching the 2 K environment (couplers, HOM, current
leads, supports, cables etc.). Thus a thermal sinking of these conduction paths must be provided
by a circuit at approximately 5 K in order to limit direct heat flow by conduction at 2 K; a complete
elimination of the 5 K shield is therefore not feasible.
The possibility of partial removal of the heat shield remained. This was investigated at KEK by
retaining the top shield parts while removing the bottom shield portions. Heat loads were measured
in these two setups (with and without bottom shield portions) to support and validate heat-load
estimates from FEM modelling. The removal of the bottom shields led to an increase of static loads
to the 2 K region of approximately 0.8 W in the 6 m-long S1-Global module, as a consequence of the
thermal radiation from the 70 K shield now impinging on the 2 K surfaces. This data allowed the
FEM-model parameters (e.g. surface emissivities to account for multilayer insulation) to be tuned
in order to explore mitigating actions by means of alternate cooling schemes. Further FEM studies
originating from the analysis of these measurements showed that the radiation-load increase can
be avoided by implementing an alternate scheme for cryogenic-coolant flow. The decrease of the
average shield temperature obtained by reversing the coolant-flow direction allows a reduction of the
thermal static load to the coldest temperature level. Thus it is in principle possible to remove the
lower 5 K shield while keeping the overall static consumption of an ILC module to the same level
as the nominal RDR design with a complete 5 K shield. However, the proper implementation of a
reversal of the cryogenic flow would necessitate a complete redesign of the module transverse cross
section, with redistribution of the cryogenic piping. A complete module redesign, even when retaining
nominal heat-load performance, could severely compromise the consolidated experience gained from
the evolution of these modules which will be further supported in the near future by the European
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XFEL modules. It was therefore decided to retain the nominal cooling scheme as foreseen by the
RDR (matching the module layout for the European XFEL) and leave the possibility for reconsidering
the 5K removal/flow inversion possibility at a later engineering stage of the project, together with the
finalisation and final optimisation of the temperature stages of the cryosystems.
2.7.1.2 Analytic Heat-Load Measurements
The characterisation of the thermal performance of the design variants for the components is important
in order to include heat-load estimations for the plug-compatible components of the ILC cryomodules
that do not exceed the overall heat-load budget available for the cryomodule unit. Such tests were
carried out; details of the configuration are given in Section 2.6.
The cryomodules and STF cryogenic infrastructure have been instrumented with a large number of
sensors to monitor component temperatures and cryogenic flow conditions. This allows the assessment
of heat loads at the different circuit levels and a comparison with the evaluations. Experimental
procedures have been devised to assess individual contributions from the components. Table 2.20
compares the static estimations and measurements. As for the case of the 5 K shield studies previously
reported, the overall heat loads on the 2 K environment have been derived from the mass flows of the
evaporated LHe by the cavity vessels, and the static losses on the 5 K and 80 K circuits have been
derived from the temperature (i.e. enthalpy) rises of the average shield temperatures after stopping
the coolant flow. A dozen temperature sensors were installed on each thermal shield of the module in
order to perform these measurements. Temperature sensors were also placed at thermal sinks in order
to analyse the heat-load contributions of individual conduction paths.
Table 2.20
Comparison of static S1-Global
module heat-load estimations
with measurements.
Temperature Component Module-A [W] Module-C [W]
2 K Thermal radiation ≈0.0 ≈ 0.0
Input couplers (4×) 0.29 0.08
HOM RF, Piezo cables 2.1 0.71
Tuner driving shafts (4×) 0.48 NA
Temperature sensor wires 0.18
WPM, pin diodes wires 1.72 0.82
WPM connection pipe 0.17 ≈0.0
Support posts (2×) 0.25
Beam Pipe 0.02 <0.01
Total Estimated 2 K load at module 5.2 2.1
Total Estimated 2 K load (both modules) 7.3 (6.8 without support posts)
Total Measured 2 K load (both modules) 7.2
5 K Thermal radiation 0.66 0.68
Input couplers (4×) 4.00 0.92
Support posts (2×) 1.54
Sensor wires 0.9
Beam Pipe 0.1 0.05
Total Estimated 5 K load at module 7.2 4.1
Total Measured 5 K load at module 7.3 5.3
80 K Thermal radiation 16.6 15.9
Input couplers (4×) 9.60 7.28
Support posts (2×) 10.78
RF cables 6.88 1.30
Sensor wires 0.08
Beam Pipe 0.37 0.10
Total Estimated 80 K load at module 44.4 35.3
Total Measured 80 K load at module 48.7 34.4
The good agreement between estimates and measurements in the S1-Global experiment, which
has been made possible by the large amount of diagnostics implemented during the test cool-downs
by the KEK team, is another confirmation that the module design is well understood in terms of its
thermal behaviour. Thus design options of subcomponents can be explored by means of suitably
detailed FEM models in order to derive their thermal performance with a reasonable error margin.
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Other studies have been performed in the past also to benchmark transient behaviour during cooldown,
with similarly good agreement [100].
Table 2.20 is also a useful example to illustrate the opportunity for value engineering and overall
optimisation for a complex system such as the ILC cryomodule. For example, Module-A was equipped
with better-grade RF cables for the HOM and Wire Position Monitor (WPM) sensors, resulting in an
increased heat leak to the 2 K environment. The use of external motor drives for the tuner action
to allow replacement without dismounting the module (as a measure to reduce maintenance times)
introduces additional heat loads to the cavity environment. The different coupler designs also have
different thermal performance due to different design choices (e.g. the STF-2 coupler design, contrary
to the TTF-III, has no bellows between the 5 K and 70 K intercepts to simplify clean-room assembly)
, which should be factored in when considering plug-compatible component design.
A third important activity carried by the S1-Global collaboration has been the assessment of the
cavity and coupler dynamic loads during module testing. This has been achieved by a sequence of four
measurements of static and dynamic loads of each cavity on resonance and in detuning conditions,
evaluated from the flow rate of evaporated LHe. All cavities were driven to high field values (25–
38 MV/m) with a Q0 estimated from this analysis in the range ≈ 4-9× 109. These measurements
were then repeated by driving all four cavities simultaneously in each of the modules, leading to the
heat-load values reported in Table 2.21. The extensive temperature diagnostics implemented in the
modules showed that the different behaviour in the coupler dynamic loads in the two modules was
associated with a substantial temperature increase at the interconnection flange between the STF-2
couplers and the cavity port. The temperature rise originated at the 3 µm-thick Cu layer on the inner
surface of the outer conductor. The measurements taken at S1-Global were instrumental in a redesign
of the Quantum-Beam cryomodule couplers at KEK to use a different coating procedure and more
performant thermal anchoring to reduce the static and dynamic heat losses.
Table 2.21
S1-Global RF dynamic heat-load mea-
surements.
Module C Module A
4 cavities 4 cavities
resonant detuned resonant detuned
Gradient MV/m 20.0 32.0 26.9 32.0
Total RF load, W 2.7 – 6.9 –
Coupler dynamic load, W 0.2 0.5 2.5 4.6
Cavity RF load, W 2.5 – 4.4 –
2.7.2 Thermal Performance of the European XFEL Prototype Module
The European XFEL has started the procurement of 100 cryomodules. All modules will be thoroughly
tested for their RF and cryogenic performance at the Accelerator Module Test Facility (AMTF) in
DESY before tunnel installation, and will yield a copious amount of data of interest to the ILC.
An update of all static heat-load evaluations for the European XFEL module design, integrating
the minor changes introduced with respect to the Type-III TTF modules, has been performed at
DESY [101] and compared to the thermal performance of the European XFEL prototype modules,
assessed experimentally at the DESY CryoModule Test Facility (CMTB).
Table 2.22
European XFEL updated evaluation of static heat load. Temperature level Static heat load (W)Calculated Measured
2 K 2.1 3.5-6
5-8 K 6-12 6-11
40/80 K 100-120 100-120
Thermal loads have been assessed and measured several times, under different operating conditions,
as a function of the outer-shield temperature (which varies along the cryostring). The heat loads in
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the 2 K region are evaluated from the mass-flow rate of the evaporated helium during the tests, while
the loads on the 5 K and 80 K circuits are evaluated from the helium-coolant-flow conditions and
cross-checked with the enthalpy response of the cold mass. A separate test with a dummy module
was performed to separate the heat loads of the end/feed caps of the CMTB from that of the module.
Table 2.22 lists the updated heat-transfer evaluations (for current leads, power couplers, support
posts, thermal radiation etc.) and the comparison with the measured values of the three prototytpes,
which are also shown in Fig. 2.50, along with the budget values foreseen by the refrigerator.
Figure 2.50
European XFEL prototype module
heat-load measurements at CMTB,
compared to the budget values.
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Generally speaking, measured values agree with calculated values for the 5/8 K and 40/80 K
circuits. The increase in heat loads in the outer shields during the PXFEL3 (A) test has been traced
to an improper tuner-assembly operation, which caused a thermal contact. The lower 40/80 K heat
loads shown by the PXFEL2 1 measurements seem to suggest a better performance of the new MLI
blankets that have been used for this test.
The measured values for the 2 K environment deviate from the evaluations due to an underesti-
mation of the cabling heat loads and, furthermore, varied due to inconsistencies in the installation.
The high static loads of PXFEL1 have been traced to an incorrect layout of a prototype current lead.
As for the S1-Global measurements, the European XFEL experience shows that it is possible
to predict thermal performance of cryomodules with reasonable error margins, but great attention
needs to be paid to the details of the models, which need to include all heat-transfer mechanisms.
Figure 2.50 clearly show also a training effect for the most sensitive 2 K environment, showing a
decrease in time of measured heat loads. One of the crucial outcomes of the European XFEL AMTF
test for ILC would be the confirmation of this trend for the testing of the series modules.
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2.7.3 Cryogenic Thermal Balance
The activity in the Technical Design Phase has confirmed that the thermal behaviour of the module
and its subcomponents can be reliably estimated with numerical models to explore design variants
and simplifications so that design complexity and thermal performance can be balanced and to allow
reliability-driven options to be explored. The European XFEL will also provide substantial experience
from the AMTF operation with the series module testing in the coming years.
The baseline ILC TDR cryomodule is therefore almost unchanged from the description provided in
the RDR, with a unique slot length of 12.652 m for the two main variants (nine-cavity module and eight-
cavity-plus-quadrupole module) . The present baseline relies also on the use of a conduction-cooled
split quadrupole, as discussed in the next section.
2.7.4 R&D on the Split Quadrupole
Superconducting linear accelerators need a number of cryomodules with superconducting quadrupole
magnets for beam focusing and steering. Various superconducting magnet designs have been
investigated. Nearly all are bath cooled by LHe and they need to be assembled with the string of
superconducting RF (SCRF) cavities inside a clean room, leading to the risk of particle contamination
of the cavity surfaces and to increased chances of cavity-performance deterioration. In contrast
a splittable magnet can be assembled around the beam pipe after all SCRF cavities are installed
and sealed inside the clean room. In this case the magnet will never enter the clean room and its
installation will not lead to the risk of contaminating the SCRF cavity inner surfaces. The splittable
quadrupole was designed and built at Fermilab and tested in a 4.4 K helium bath at the FNAL Magnet
Test Facility (MTF).
Table 2.23
Specifications and parameters for the split-
table quadrupole magnet.
Parameter Value Unit
Peak gradient 54 T/m
Integrated gradient 36 T
Peak operating quadrupole current 100 A
Magnet total length 680 mm
SC-wire diameter 0.5 mm
NbTi-filament size (vendor value) 3.7 µm
Cu:SC volume ratio 1.5
Superconductor Critical current ( 5 T and 4.2 K) 200 A
Coil maximum field at 100 A current 3.3 T
Magnetic-field stored energy 40 kJ
Quadrupole inductance 3.9 H
Number of turns/pole in quadrupole coil 900
Yoke outer diameter 280 mm
The main issue for the ILC quadrupole is to provide magnetic axis stability of 5 µm over a ± 20%
field range. This requirement arises from the Beam-Based Alignment (BBA) technique. The magnetic
and mechanical effects which correlate with the magnetic axis stability must be minimised.
Table 2.23 shows the specification and design parameters for the splittable quadrupole shown in
Fig. 2.51a. The quadrupole has a vertical split plane and is assembled from two half cores having
racetrack superconducting coils on magnet poles. The magnet halves are tightened to each other
by stainless-steel bandage rings. This assembly is surrounded by Al thermal leads which have a
good thermal contact with the cryomodule LHe supply line. The LHe line provides the cooling by
conduction to this cryogen-free magnet [102].
The fabrication and test of a splittable quadrupole confirmed the design concept. Figure 2.51b
shows the quadrupole on the vertical test insert ready for measurement in pool-bath mode at FNAL.
After training up to 110 A, the magnet reached 20% current margin, as shown in Fig. 2.52a; the
specified peak gradient of 54 T/m was reached at 90 A [103].
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Figure 2.51
Split quadrupole.
(a) Final assembly of the split quadrupole. (b) The split quadrupole mounted on
the insert of the cryostat.
Figure 2.52
Tests of the
quadrupole.
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(b) The shift of the magnetic centre as a function of current.
The shift in the centre position of the quadrupole over a 20 % gradient change is shown in
Fig. 2.52b as a function of the nominal operating current; it only slightly exceeds the specifications of
5 µm on the horizontal plane at currents in the 30–70 A range. More careful control of the yoke gap
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size and uniformity may improve this. Future plans are to improve the magnet split-plane flatness to
eliminate small gaps, and test again in a conduction-cooling mode.
2.8 RF Power Generation and Distribution
2.8.1 Overview of HLRF R&D
2.8.1.1 RDR RF System Design and TESLA R&D
The High Level RF (HLRF) system as described in the 2006 ILC RDR [3] is very similar to that
developed for the TESLA linear collider design that was tested starting in 1997 at the DESY TESLA
Test Facility (TTF), which is now called FLASH. The RF system features a 10 MW, high efficiency
(65%), Multiple-Beam Klystron (MBK) that produces 1.6 ms pulses at a rate up to 10 Hz. For this
application, three vendors developed tubes of somewhat different designs, of which two were successful
to the extent that they have been adopted for use in the European XFEL Linac where they will run
nominally at 5 MW but have 10 MW capability. Two horizontal-oriented MBKs are shown in Fig. 2.53.
At TTF, the klystrons (both single and multiple beam) were powered with Pulse-Transformer style,
120 kV modulators with solid-state switches and ’bouncer’ circuits for droop compensation (i.e., to
offset the voltage decrease as the storage capacitors discharge). Finally, for the distribution of the RF
power to the cavities at TTF, the waveguide components (e.g. power dividers, isolators and loads)
were developed with industry [11].
Figure 2.53
Horizontally mounted MBKs; (left) Toshiba
E3736, (right) ThalesTH1801.
2.8.1.2 ILC RF System Evolution
After the ITRP decision in 2004, KEK and SLAC/FNAL embarked on setting up their own HLRF
test stations to support the SCRF infrastructure for STF at KEK and for NML at FNAL, respectively.
SLAC also started a program to improve the modulator, klystron and RF-distribution designs to make
them more versatile, more efficient and less costly.
During the Technical Design Phase after the RDR completion, two RF-system layouts in a single
tunnel for the Main Linacs were proposed as cost-saving measures and presented in SB2009 [104].
The evolution and development of these proposals up to 2011 is described in the Interim Report on
the ILC R&D Program [50]; the basic concepts are summarised below.
The Distributed RF System (DRFS) has all RF-system components located in a single tunnel,
which has advantages for a mountainous site. Instead of trying to fit the RDR RF system in a single
tunnel along with the cryomodules, smaller, lower power (800 kW) klystrons are used to feed two
(for high-power upgrade) or four cavities (for low-power baseline) locally. The lower-power tubes
should have a higher reliability to offset the much longer time to repair resulting from access to
the tunnel now being limited to periods when the beams were off. The DRFS klystron features an
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anode electrode that is voltage modulated to switch the tube to a 70 kV, droop-compensated supply.
Assessment of availability, operability and maintainability were based on performance of similar types
of tubes. The DRFS design and related R&D are described in more detail in Section 2.8.5. Though
DRFS has many advantages for use in mountainous regions, it was estimated to cost more than the
RDR solution. After the introduction of the large Kamaboko-style tunnel for a mountainous site,
DRFS was abandoned, as this tunnel includes a thick partition wall that allows access for repair to
the RF system during operation. Instead, the Distributed Klystron System (DKS) was adopted, which
is similar to the RDR RF-system layout (i.e. with 10 MW MBKs locally driving multiple cavities), as
described in Section 3.8.
The Klystron Cluster System (KCS) has all klystrons and associated power supplies located in a
series of ten surface buildings along the Main Linacs. In each building there are two sets of typically
19 klystrons (for the low-power baseline) or 29 klystrons (for the high-power upgrade) whose power
is combined in a 0.5 m diameter, pressurised aluminum circular waveguide. These two waveguides
extend down and along the accelerator tunnel (one upstream and one downstream) where power is
tapped off periodically to feed groups of 26 cavities (3 cryomodules). KCS is particularly suitable for
a flat site. The KCS concept and related R&D are described in Section 2.8.6.
2.8.2 European XFEL RF-System Evolution
The RF system for the European XFEL has also evolved since the original version that was to be
part of the TESLA Linear Collider. A single tunnel was always assumed for the European XFEL with
the RF system split between the tunnel and surface buildings. That is, 10 kV pulse generators and
droop compensation circuits for the modulators are located in clusters in surface buildings, which
allows easy access for repair. They connect through cables (four per unit) that extend along the linac
tunnel to 1:12 pulse transformers that drive 10 MW MBKs. The RF power from each klystron is then
distributed to 32 cavities.
After the ITRP decision, DESY and collaborators continued to develop the pulsed transformer
modulators, multi-beam klystrons and power-distribution components with both the European XFEL
and ILC in mind. In particular, the Modulator Test Facility (MTF) was constructed at PITZ and RF
system testing has been on-going there since 2006. However, two major changes have since been
incorporated in the European XFEL RF-system design. One was to use a Pulse Step Modulator in
which several switching modules are connected in series to generate the 10 kV pulses that drive the
transformers in the tunnel. This design allows better control of the HV waveform shape and costs
less than the Pulse-Transformer approach. Figure 2.54 shows photos of both types of modulators.
Figure 2.54
Modulator development for the European
XFEL.
(a) Bouncer-type modula-
tor
(b) Thomson pulse-step modulator in the
MTF hall
The other change addresses the power distribution to the cavities. For TTF/ FLASH, the
power-distribution system includes back-terminated power splitters and 3-stub tuners to control the
cavity phase and loaded Q. As this system is fairly bulky, has no provisions for changing the power
split to the cavities and the cavity phase is hard to tune, a more versatile and streamlined waveguide
distribution system that can come attached to the cryomodules during installationwas adopted for
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the European XFEL. It features Asymmetric Shunt Tee (ASTs) which are non-back-terminated power
dividers that can be readily customised before installation to achieve the desired power division based
on the cavity performance measured in the test stands. Compact phase shifters are also used instead
of the 3-stub tuners (the loaded Q can still be controlled through the coupler antenna position).
Figure 2.55 shows such a distribution system attached to a cryomodule [105]. Commissioning of the
European XFEL linac is expected to start in 2015.
Figure 2.55
European XFEL-type
waveguide distribution
tested on the cryomod-
ule ACC7 at FLASH.
2.8.3 Radiofrequency System R&D for the ILC
This section describes the various RF-system R&D that has been carried out during the past eight
years for the ILC, and the facilities where the RF systems have been used as part of a larger SCRF
linac R&D program. These efforts include the development of 120 kV Marx modulators, 10 MW
sheet-beam klystrons, 800 kW, high-availability klystrons, a variety of variable power dividers and a
clustered klystron scheme for delivering RF power from surface buildings to the tunnel below. Overall,
the programme has gone a long way to demonstrating that the RF system requirements for the ILC
are achievable.
2.8.3.1 RF Systems at ILC Test Facilities
At KEK, the Superconducting Test Facility (STF) was started in 2005 to test SCRF technology
including RF systems for the ILC. It has seen various successful development stages, namely STF-0,
STF-1 and the S1-Global experiment; the Quantum-Beam project and STF-II will follow and include
beam acceleration. Three RF stations were developed at STF that all use the Pulse-Transformer-style
modulators. Two klystrons, a 5 MW Thales TH2104A/C, and a horizontally mounted 10 MW Toshiba
Multi-Beam Klystron (MBK), were procured and tested in this station [106], see Fig. 2.56.
Figure 2.56
STF test station in
KEK.
(a) Hall (b) Klystron
At the New Muon Lab (NML) at FNAL, a SCRF test area was also constructed for a similar
purpose. It includes older style RF-system components (Pulse-Transformer modulators and commercial
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5 MW klystrons and waveguide components) and R&D components provided by SLAC (8-cavity
cryomodule RF-distribution systems and eventually a Marx Modulator). Recently, FNAL also acquired
a horizontally mounted 10 MW Multi-Beam Klystron from CPI.
At SLAC, two L-band RF stations were built in End Station B for the ILC RF system program.
The first uses a SNS High-Voltage-Converter Modulator to drive a 5 MW Thales TH2104C klystron.
It has been used for various components tests (waveguides, couplers, windows, a 5-cell cavity, RF
distribution systems and initial tests of the klystron cluster scheme). The second system is meant
to be as ILC-like as possible and includes a state-of-the art control system. As discussed below, it
is currently configured with the P1 Marx Modulator driving a vertically mounted 10 MW Toshiba
Multi-Beam Klystron. Recently, the power from one arm of the MBK has been used to test a
40 m-long circulator waveguide and bend for the KCS program. It will be upgraded with the P2 Marx
modulator during 2013 and another MBK will be delivered.
2.8.3.2 Marx-Modulator R&D
To drive the 10 MW klystrons that had been developed for the TESLA linear-collider design, a Pulse-
Transformer-style modulator was developed by FNAL and industrialised by DESY. They are specified
to produce 120 kV, 140 A, 1.6 ms pulses at up to 10 Hz. For these modulators, storage capacitors are
charged to 11 kV between pulses and then connected to the primary of a 12:1 transformer via solid
state switches (IGCTs initially and later IGBTs) to produce the HV that drives the klystron. A 1 kV
resonant ’bouncer’ circuit was included in series in the primary circuit to offset the voltage droop of
the storage capacitors as they discharge. While this design had proven robust (10 had been built by
2005), they required a large oil-filled transformer and the pulse shape could not be finely controlled.
With the emergence of affordable, low-loss, high-power (MW) transistor (IBGT) switches in the
late 1990’s and early 2000’s, various adder-modulator topologies became viable that eliminated the
need for traditional transformers. During this period, SLAC developed inductive adder modulators for
the NLC klystrons that consisted of stacks of ferrite cores that were each driven in parallel via IGBT
switches. A common, multi-turn secondary then added the induced voltages to drive high-voltage
(500 kV), short-pulse (1.5 µs) klystrons. A capacitive adder (aka Marx Modulator) program was
started at SLAC as well for the NLC, and with the ITRP decision in 2004, the program was redirected
to designing modulators for the ILC where the inductive approach is not feasible given the long
(1.6 ms) pulses required.
The operational modes and basic Marx circuit without droop compensation are illustrated in
Fig. 2.57. One advantage of this scheme is the modular design, which both simplifies fabrication
and improves reliability as spare modules are included that automatically turn on if others fail. Also,
these modules, which are pulsed up to 120 kV, can be supported and connected in ways that does
not require immersion in oil to suppress arcing. For cooling, a closed forced-air system suffices. The
biggest advantage is that no large, oil-filled transformer is required (such a transformer would in any
case become prohibitive in size if the pulse length needed to be significantly increased).
As part of the SLAC ILC RF program, two Marx Modulators (P1 and P2) were successfully built
and tested during the past eight years, as discussed below. More recently, two Marx Modulators were
funded as part the US SBIR program: one from ISA Corporation, which was never fully completed,
and one from Diversified Technology Inc. (DTI), which was built, tested briefly at DTI at low average
power and is currently at KEK awaiting full evaluation. The main design features of these four
modulators are listed in Table 2.24.
The P1 Marx Modulator [107] consists of sixteen, 11 kV modules and a single Vernier Marx module
in a cantilevered arrangement of corona-shielded circuit boards that connect to a G10 backplane,
which runs along the centre (see Fig. 2.58 – the far end is grounded and a 120 kV output cable
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Figure 2.57
Block diagram of Marx
Modulator with illus-
tration of the basic
mode of operation.
The modes off/standby,
charging and firing are
illustrated schematically
(from left to right)
Table 2.24
Variants of the US
DOE SBIR-funded
Marx-Modulator
research
SLAC P1 DTI ISA Corp. SLAC P2
Cell voltage 11 kV 6 kV 3.5 kV 3.75 kV
Number of cells 16 20 42 (7 delay) 32
Redundancy Vernier (16)
1.2 kV + delay
Correction cells
(16) 0.9 kV
Vernier (16)
0.5 kV + delay
Regulated cell
(PWM correction)
Regulation N+1 N+3 N+1 N+2
Status full test
completed
SLAC/KEK for
MTBF test
Voltage test
completed
full test
completed
connects to the near end). The triggering sequence is designed to promptly turn-on eleven modules,
then stagger turn on the remaining five modules to coarsely compensate the storage-capacitor droop.
The Vernier Marx module (with sub-modules charged to 1 kV) staggers the sub-module turn-on and
turn-off to further regulate the output to the specified 0.5%. The waveforms in Fig. 2.59a illustrate
this droop compensation (also shown is output power versus modulator-voltage measurements over a
running period of several thousand hours).
Figure 2.58
SLAC Marx Modulator
and test stand in which
the modulator (in a
electrically shielded
enclosure in the back-
ground) drives either
a water load (cart in
foreground in which the
modulator HV is shown
connected through
the black cable) or a
10 MW Toshiba Multi-
Beam Klystron (located
in the black lead-lined
’tower’ that sits on top
of an oil tank).
(a) SLAC P1 Marx-Modulator cell arrangement. (b) P1 test stand
Until recently, the P1 had been undergoing lifetime testing, driving a 10 MW Multiple-Beam
Klystron (MBK) as shown in Fig. 2.58. The modulator has been operated for nearly 6000 h, although
about half of this time at half pulse width after it was discovered that the aluminised polyethylene
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Figure 2.59. SLAC P1 Marx-Modulator tests.
storage capacitors degraded with full-pulse but not half-pulse operation. The capacitors were replaced
recently with more robust zinc-based versions but they have not run long enough at full pulse width to
verify that the issue has been fully resolved (bench tests were not conclusive). Damage from corona
arcing on the P1 backplane was also discovered and a fix was implemented. For the klystron, there
have only been a few faults (window and gun arcs) at full power (10 MW) operation.
Building upon the experience with the P1 Marx, the SLAC P2 Marx was designed to include
several improvements [107]. It has 32 modules 3.75 kV where each module individually regulates its
output via a buck converter, including compensating the capacitor-voltage droop. If any two modules
become inoperable, they can be bypassed by increasing the applied charging voltage or turning on
spare modules, allowing the modulator operation to continue. In addition, the modular design allows
better utilisation of high-volume manufacturing techniques, and there is no arraying of solid-state
switches within a module, simplifying the control and protection schemes. Finally, the module layout
is much different (see Section 3.6.1).
The SLAC P2 Marx utilises a hierarchical control system with a system-level application manager
and module-level hardware manager [108]. Communication is accomplished using Gigabit fibre-optic
Ethernet through a commercial switch. The application manager coordinates the state control
of the modulator, handles external interlocks, interfaces with DC chargers, archives diagnostics,
processes prognostic routines, coordinates module timings and implements the regulation scheme.
The module hardware managers control the state of the modules, implement module IGBT switching
routines, gather and transmit diagnostics, and provide fault protection. Each hardware manager
incorporates twelve 12-bit, 1 MS/s ADCs, which monitor module voltages, currents, and temperatures.
A feedforward algorithm is used to generate very flat pulses – a 0.05% flatness has been achieved
when operated with a water load (see Section 3.6.1).
The P2s ability to survive an arc-down at full output power without damage to components has
been successfully demonstrated, along with the requirement for klystron protection, namely that less
than 20 J be deposited in the load. Since its storage capacitors discharge one-half as much as those
in the P1, the lack of capacitor damage seen when running the P1 at half pulse width would indicate
that the P2 capacitors should not degrade. The P2 has not yet been tested at full average power but
will be run long term to full specification (driving the 10 MW MBK) starting in 2013. It has been
adopted for the ILC Linacs to replace the Pulse-Transformer modulator as it is less expensive, has
better performance (< 0.1 % pulse flatness) and has no large transformers.
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2.8.3.3 Sheet-beam Klystron
As a plug-compatible alternative to a multi-beam klystron, the development of a L-band sheet-beam
klystron (SBK) was pursued at SLAC, with the same 10 MW, 1.6 ms, 5 Hz specifications, operating
at the same voltage and beam current. The goal was a less expensive and more compact RF
power source with potentially greater efficiency [109]. Figure 2.60 shows the considerable progress
made in the design, which uses a periodic-cusp magnet-focusing scheme and a 40-to-1 beam aspect
ratio. Unfortunately, after discovery through 3-D simulations of strong trapped-mode-driven beam
instabilities [110], it was realised that a stronger solenoidal focusing scheme would be needed to
produce stable operation. Since this would be make the tube less competitive as an alternative to the
MBK, the program was discontinued after a gun with an elliptically-shaped cathode was tested.
Figure 2.60
Sheet-beam Klystron
design and MICHELLE
tracking-code simula-
tions
(a) Sheet-beam klystron design (b) Simulations of the focused sheet
beam leaving the cathode, and of the
beam hitting the wall due to instability
oscillations
2.8.4 Waveguide Components R&D
2.8.4.1 Waveguide Components
The 1.3 GHz L-band rf power needed by the cavities to accelerate the beam is delivered to their
fundamental power-coupler inputs through nitrogen-filled aluminium WR650 (16.51 cm× 8.255 cm)
rectangular waveguides. Simple pieces such as straights, bends, Ts and semi-flexible bellows can
generally be customised by waveguide vendors. However, a number of functions need to be accom-
plished in the waveguide circuit that require special components. Some of these were developed for
FLASH/European XFEL and could be directly used for the ILC design. These include isolators, loads,
directional couplers and in-line phase shifters, all available from specific vendors. Even for these, some
modifications and variations were pursued, while for other functions, particularly power division, new
ILC components had to be developed.
The isolator assumed in the RDR is based on a design, still used by DESY, that can handle
400 kW peak power with full reflection at any phase and 8 kW average power, with fairly low-loss
—approximately 0.1 dB [3]. In particular, a version was developed that incorporates directional coupler
pickups in the input and load ports, eliminating the need for a separate component. In order to
explore cost efficiency, a comparable isolator was developed by a Japanese company and tested in the
S1-Global test.
In the RDR design, RF phase was adjusted via a three-stub tuner. This was superseded by a
DESY phase-shifter design using a motorised movable side wall inside a short WR650 section to vary
the guide wavelength. This gives a range of more than 100° with a reflection below −23 dB. At KEK,
a variant phase shifter was developed that uses a movable floating pontoon to change the effective
Accelerator: R&D in the Technical Design Phase ILC Technical Design Report: Volume 3, Part I 67
Chapter 2. Superconducting RF technology
phase length, also allowing a wide range of cavity-phase adjustment.
The klystron output windows require pressurisation, whereas the cavity-coupler input boxes are
not pressurisable. Therefore a waveguide pressure window is needed somewhere in between. Although
a commercial pillbox window with rubber seals is available, SLAC developed a simpler, more compact,
radiation-hard version. Its main component is a block of ceramic with transverse dimensions equal
to that of the waveguide and with a thickness (few centimeters) to achieve an RF match. It is
electro-plated around its perimeter with a centimetre-thick layer of copper and, after machining, fits
into an aluminum flange frame.
All pieces of waveguide upstream of the window, in which the power is higher, are pressurised to
300 kPa with dry nitrogen, which requires that the waveguide have thicker walls and a more robust
construction. To join WR650 waveguides, whether pressurised or not, aluminium gaskets are used at
SLAC and FNAL. They have partially recessed rubber rings on each side to provide a pressure seal
and the inner edges have raised, dimpled surfaces to assure an RF seal. At KEK, rubber inserts are
placed in flange grooves to seal pressure and the flanges are machined flat at the 25–50 µm-level to
achieve good electrical contact.
2.8.4.2 Power-Split Adjustment
The one area that called for a focused R&D effort was the development of RF power dividers, which
are required for distributing RF from a given source to multiple cavities. For the RDR, it was assumed
that all cavities would get equal power; fixed waveguide splitters of various increasing couplings were
to be used in linear distribution lines, as they had been at DESY. Also, 50 % power dividers (i.e. 3 dB
splitters) were required to feed pairs of cavities in the RF distribution systems that SLAC built for
FNAL, where the goal was to achieve better isolation of the output ports than that typical from
commercial 3 dB splitters. For this purpose, SLAC designed and built a four-port 3 dB H-hybrid [111]
via dip-brazing with highly isolated output ports, as seen in Fig. 2.61a.
Figure 2.61
Power-distribution
systems developed at
SLAC.
(a) A two-feed unit of PDS1, incorporating a
VTO and H-hybrid, installed on a cryomodule at
NML.
(b) A two-feed unit of PDS2, incorpo-
rating a VPD, ready for high-power
testing at SLAC.
When it was decided to allow a range of cavity operating gradients to be accepted. increasing
the cavity yield, R&D was done on tailoring the power distribution so each cavity could reach its
maximum sustainable gradient. As noted above, the European XFEL project also added provisions for
this purpose. For the ILC, three 4-port devices were developed, each of which operates with a load
on the unused port at the input end to back terminate it. They are summarised below – the latter
two have been adopted for use in the local RF-power-distribution system for the ILC.
The variable tap-off, or VTO [112], shown in Fig. 2.62, was developed first to deal with the
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Rotatable
(a) VTO Assembly. The rotatable central section allows
adjustment for any coupling ratio
(b) Above: polarisation rotation along the VTO; one
component slips in phase by 180 degrees relative to the
other by the time circular symmetry is restored. Below:
photograph looking through the VTO
Figure 2.62. Variable Tap-off power divider (VTO)
gradient spreads in the FNAL cryomodules. This 4-port device has three pieces: each end consists
of a 3-port section whose two orthogonal rectangular WR650 ports each couple into a different
polarization of TE11 in the circular third port; the central section has round ends step-tapered to
an oval cross-section at its centre. The latter serves basically as a mode rotator; its orientation
determines how power entering a given port at one end of the VTO is divided between the ports at
the other end. It can be adjusted to provide any desired split without affecting the output phases.
However, since the adjustment requires opening the waveguide and rotating the centre section, it
would require an access to the accelerator tunnel if used for the ILC.
Figure 2.63
a) the VPD (Variable
Power Divider), com-
posed of folded magic-
Ts and U-bend phase
shifters (with offset
spacers), and b) the
U-bend phase shifter,
with motorised feed-
through-supported
trombone-like inner
waveguide.
The variable power divider (VPD) was developed to provide the same functionality as the VTO
but with remote adjustability. Illustrated in Fig. 2.63, it consists of a pair of folded magic-Ts connected
by trombone-like U-bend phase shifters. The latter component, also pictured, was developed at
SLAC for this application. It contains a thin-walled mitred H-plane U-bend in copper-plated stainless
steel that fits inside WR650, with springy finger-stock on the outer broad-wall edges for electrical
contact. Housed in an aluminium outer shell for pressurisation, this bend can be moved by motorised
feed-throughs attached to its back. The RF phase shift through the bend is thus adjusted by a change
of path length, rather than a change in guide wavelength. Tests of a prototype showed ∼ 0.02 dB
loss and reflections of −51–−36 dB over a phase range of 120° . Moving the two U-bend phase
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shifters in opposite directions keeps the combined VPD output phases fixed, but allows a full range of
amplitude variation. The VPD and VTO have been tested to power levels of 3–4 MW with 1.2 ms
pulses without breakdown.
Finally, the variable H-hybrid was developed in parallel at KEK. This four-port device is based
on the SLAC H-hybrid, with a pair of movable pontoons introduced in the dual-moded interaction
region to provide coupling variation by affecting phase lengths, the same innovative mechanism used
in the KEK phase shifter. This scheme provides a wide range of adjustment in the power division
ratio, but the output phases are also affected as the amplitudes are changed. The variable H-hybrid is
a relatively simple and cost-effective device. A schematic drawing and simulation results are shown in
Fig. 2.64.
(a) Simulated electric field plots
illustrating power split variation mech-
anism in the Variable H-Hybrid.
(b) Model and scattering parameters as functions of pontoon position for
the physically shorter not-full-range design.
Figure 2.64. Variable H-hybrid.
2.8.4.3 RF Power-Distribution Systems
Two full-cryomodule (8-cavity) power-distribution systems have been built, high-power tested and
delivered by SLAC to FNAL for use in the NML SCRF facility. The first uses the VTO to allow
the power to be adjusted to pairs of cavities. The power out of each VTO was split through the
SLAC 3 dB H-hybrid with the idea that tests without isolators on each of the cavity inputs could be
done. In this case, the reflected power from the two cavities goes to the load on the input side of the
hybrid (such operation was subsequently shown to work reasonably well at STF, see Section 2.8.5).
Additional components in the system include isolators, bends, loads, air-to-air windows, phase-shifters,
directional couplers, and semi-flex guides to connect to the cavity-coupler boxes. Also a 5 MW load is
included for the unused power that passes through the four VTOs. A second full-cryomodule system
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followed with the VTO replaced by the VPD, providing remote control of the power division albeit
still by pairs. It also substituted a T-waveguide for the H-hybrid to reduce cost (The ILC eventually
decided the cavities would be feed individually, not in pairs, so the idea of eliminating the isolators
was abandoned). Figure 2.61 shows a 2-cavity unit of each system on its support frame.
At KEK, two types of RF-power-distribution systems were built and tested, a RDR-style linear
type and a 3 dB hybrid tournament tree type, each of which power a 4-cavity cryomodule. These
were used for the S1-Global test in 2011 [7] at the Superconducting Test Facility (STF). With the
latter distribution method, the isolators connected to each superconducting cavity could be eliminated
as discussed above. Some results of the tests are described in Section 2.8.5. A schematic drawing of
the power-distribution system and a drawing of the layout are shown in Fig. 2.65.
Figure 2.65
STF Power-distribution
system in the S1-Global
test at KEK.
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(a) Schematic
(b) Layout
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2.8.5 R&D of the Distributed RF Scheme (DRFS)
A Distributed RF System (DRFS) suitable for a single-tunnel main linac has been designed and
studied [50, 104]. The key idea was to produce lower-power, higher-reliability klystrons so availability
would remain high given the limited access to the klystrons in a single-tunnel configuration. However,
the klystron and modulator produce heat dissipation in the accelerator tunnel and protect the control
devices from radiation damage.
For the DRFS design, an 800 kW klystron would power two cavities with the high-power upgrade
and four cavities for the low-power baseline design. To reduce cost and save space, the possibility of
eliminating the isolators was also considered. At KEK, the smallest functional unit of a DRFS device,
including modulator and klystron, were manufactured and tested in the S1-Global experiment [7].
The results and the remaining R&D task for the DRFS klystron are described in the following.
The DRFS klystron is a modulated-anode-type klystron which has an output capability of 800 kW
at an applied voltage of 67 kV, pulse width of 1.5 ms and a repetition rate of 5 Hz. Four DRFS
klystrons were manufactured and two klystrons were successfully operated in the S1-Global experiment.
Figure 2.66 and Fig. 2.67 show the performance of the DRFS klystron and a picture of the S1-Global
operation, respectively. to achieve high availability, the DRFS klystron uses permanent-magnet
focusing (Fig. 2.67b), which allowed for the elimination of the power supply and cooling system [113].
Ferrite material has been used for economic reasons; the test was carried out in the summer of 2012.
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Figure 2.66. Performance of Toshiba DRFS Klystron powered by Marx Modulator
A prototype pulse modulator for the DRFS klystron has been manufactured at KEK, which
consists of a DC power supply and a modulation-anode pulse modulator. Its function was tested in
the S1-Global experiment. Since the prototype only supported a minimum set of functions, several
components remain to be developed and tested. This includes development of a cost effective crowbar
circuit and a gap switch, development of the sag-compensation circuit other than bouncer-type so
that Marx-type circuits can be applied and development of a reliable HV relay to detach the klystron
from the HV line in case of klystron failure. These developments are no longer pursued after the
decision favouring another RF distribution scheme.
The power distribution scheme (PDS) of the DRFS is inherently simple. The power from the
klystron is divided into two (two feed) or four (four feed) fractions. When the power load for cavities
is paired (by selection) the expensive isolator can be eliminated. Reflection from the cavities and
interference between the waveguide branches raises concerns for the LLRF feedback system in this case.
Nonetheless the approach without isolators was tested and evaluated in the S1-Global experiment. A
stable vector-sum operation was successfully established and the QL diagnostics at the cavity worked
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Figure 2.67
Picture of Toshiba
DRFS Klystron pow-
ered by Marx Modula-
tor
(a) DRFS klystron in the S1-Global experi-
ment
(b) Permanent magnet for beam focusing
in the DRFS klystron.
well in the two cases of low reflection (VSWR ∼ 1.1) and large reflection (VSWR ∼ 3) under varying
detuning. Figure 2.68 shows the characteristics of time vs. field gradient and QL diagnostics for
operation without circulators.
Figure 2.68
Result for operation without a circulator in the S1-
global test.
2.8.6 R&D of the Klystron Cluster RF Scheme (KCS)
In the wake of the post-RDR decision to eliminate the parallel utility tunnel that was to have housed
the powering equipment, one of several single-tunnel solutions that emerged was the Klystron Cluster
Scheme (KCS) [96], in which RF production is moved to the surface. Unlike in the RDR and current
DKS option, where it is brought down as AC power, or the European XFEL, where it is brought down
as DC power to underground klystrons, with KCS, the power for accelerating the beam is transported
between the surface and the tunnel as RF. This approach follows the example of the SLAC linac,
which served the only previous linear collider, the SLC. The differences arise both from having to
accommodate a deep-bored (as opposed to cut-and-cover) tunnel and from the need to minimise
surface impact over a much larger footprint. Thus the idea of clustering was adopted. Power from
Accelerator: R&D in the Technical Design Phase ILC Technical Design Report: Volume 3, Part I 73
Chapter 2. Superconducting RF technology
groups of approximately 20-30 klystrons is combined into a single low-loss, over-moded waveguide and
transported down to and along the tunnel to power approximately a kilometre of linac. At ∼ 38 m
main linac unit intervals, partial power is siphoned from this main waveguide in 10 MW decrements,
to be distributed to 26 cavities, as if from a local klystron.
2.8.6.1 Main Waveguide, Bends and Tap-offs
For low transmission loss and robustness against RF breakdown, an over-moded, 0.480 m-diameter
circular waveguide (WC1890), operated in the TE01 mode, was chosen as the main high-power RF
conduit. This azimuthally symmetric mode has the lowest loss and no electric fields terminating on
the wall. Pressurisation with dry nitrogen further suppresses breakdown, so that peak powers of up
to 300 MW might be transmitted. Minimising mode conversion requires millimetre-scale tolerances
on radius, roundness and alignment, and straightness tolerances of half a degree. A flange joint or
bellows is needed that can provide sufficient longitudinal flexibility to take up thermal expansion
locally while maintaining concentricity and straightness.
Tapping partial RF power into and out from the circular TE01 mode transmission waveguide
in a compact way, without breaking the internal symmetry, presented a special challenge. For this,
a novel waveguide component was invented, the coaxial tap-off, or CTO [96]. In this device (see
Fig. 2.69), a diameter step mixes TE01 with TE02. Reintroduction of a wall at the original diameter
divides the interior from a coaxial region. Because the two modes beat, the longitudinal distance
between the step and the inner wall determines the power-split ratio, allowing the multiple couplings
needed with minor design change. A small ridge at the input suffices to cancel any reflection. Power
in the inner region continues on as TE01; the tapped-off coaxial TE01 power in the shorted outer
region is extracted through several apertures into a rectangular waveguide encircling it and thence
through two radial WR650 ports in a wrap-around configuration [114].
Figure 2.69
a) Cutaway and b) Sim-
ulated field patterns
of a Coaxial Tap-Off
(CTO), designed to ex-
tract (inject) fractional
RF power from (into) a
flowing TE01 wave in
the circular KCS main
waveguide.
To bring the RF down to the tunnel, bends are required. Bending in an over-moded waveguide is
non-trivial, as geometrical changes tend to scatter power into parasitic modes. A special L-band TE01
bend, illustrated in Fig. 2.70 has been developed at SLAC. It includes two stepped transitions between
a circular and an over-moded rectangular cross section, designed to map circular TE01 into a pure
TE20 rectangular mode [115]; the actual bending is accomplished with a swept arc in the rectangular
guide that restores the incoming mode after mixing with TE10.
Both the bend and the CTO have 0.349 m diameter ports, somewhat smaller than the main
waveguide. They interface with the latter through a simple matched double-step taper to 0.49 m.
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Figure 2.70
Overmoded bend for
the circular TE01 mode
KCS main waveguide.
Mode-converting sec-
tions allow the actual
bending to be done in
the rectangular TE20
mode.
2.8.6.2 Experimental Program
A pair of 3 dB CTOs and step tapers were fabricated and a ∼ 10 m run of the KCS circular waveguide,
in four sections, was constructed at SLAC. With proper depth shorting caps, the CTOs could be
used as launchers for a successful transmission test using a Thales 5 MW klystron. Since a full-power
transmission test is not feasible, comparable field levels were achieved by resonating the big pipe with
one end blanked off and the shorting cap of the remaining CTO adjusted for near-critical coupling.
Building up forward and backward waves to the 75 MW level gave peak field values equivalent to a
single 300 MW wave.
Recently, a longer, 40 m run of WC1890 has been assembled (see Fig. 2.71) and a prototype of
the TE01 bend has been built. The latter, unavoidably having high surface electric fields (2–3 MV/m),
is the bottleneck of the whole scheme. Resonant testing was performed using a SLAC Marx Modulator
and a Toshiba MBK. With the longer waveguide, more stored energy is available to test for damage
from breakdowns. This system can be pressurised up to 210 kPa allowing the required pressurisation
for tolerable break-down rate to be verified. After resonant testing of the pipe alone, the bend was
installed at the end, and the combination tested. Breakdowns occurred during processing, but over
100 hours continuous operation without breakdown at field levels equivalent at the anti-nodes to over
250 MW travelling-wave has been observed. Testing will continue but the KCS main waveguide and
components do appear to work as designed and to be capable of handling the ILC power levels.
Figure 2.71
Views of a CTO used
as a launcher or coupler
in high-power tests of
KCS WC1890 main
waveguide runs.
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2.9 R&D towards Mass-production and Design for Manufacture
The ILC has commissioned studies at experienced industries in all three regions to understand the
fabrication costs for the cryomodules and components in the quantities required for the ILC. The
focus of these studies has been to create a more robust cost estimate for the TDR, so companies
were asked to consider changes to production methods that could result in savings for the ILC. In
addition to the commissioned studies, two industrialisation workshops were hosted, in conjunction
with IPAC 2010 and SRF2011, where industry and laboratory experience was solicited and shared.
One of the important changes since the RDR has been the exploration of different production
models: at the time of the RDR, a single-vendor model was used for the cost estimate. Although a
final production model has not yet been chosen, more-distributed models dividing production of key
components among multiple vendors and the possible roles of laboratories in the production model
have been explored. Figure 2.72 shows one such model. The dashed circle in the figure indicates
technical coordination links between regional laboratories, designated as ’hub-laboratories’ in the
model. The arrows in the figure highlight the central role world-wide industry has as ’build-to-print’
manufacturors.
Figure 2.72
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2.9.1 R&D and Studies towards Cavity Industrialisation
The most direct source of information on the production of cavities in quantity will be the European
XFEL production of 800 cavities, by two companies, over the course of 2 years. This is equivalent to
about 5 % of the total required ILC production, and is the largest production of such cavities. This
production and contractual experience will be invaluable.
To expand on this experience, and better understand the regional differences that might come
into play during ILC production, three studies have been commissioned. In Europe, a study evaluating
the needs and costs associated with the production of all 18,000 cavities, by a single vendor, over the
course of 3 years, and the facility required for such a run, has been requested. Given the economies
of scale, this study should present a best-case scenario for the cost per cavity. In the Americas,
the study considered a 20 % production (3600 cavities) over the course of 6 years, and the plant
associated with such numbers. Finally in Asia, a study considering full utilisation of the KEK pilot
plant was requested, and resulted in a study considering 540 cavities per year. The last two scenarios
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are consistent with a distributed model where 5 or 6 vendors worldwide share the production.
In addition to the baseline process studies, sensitivity and bottleneck analyses were included in
the studies, on items like the assumed first- and second-pass yields, learning curves, the number of
e-beam welding machines, and an extra study looking at alternative processing techniques.
Common threads through the studies include the role of the laboratories in providing test facilities
and assuming risk in situations where industry does not have the expertise. Even for the smaller
quantity studies, the use of a single supplier for a sub component, where existing expertise exists, is
identified as a viable strategy, even if the larger components are assembled in a distributed manner. A
distributed model may be more consistent with existing infrastructure and size of companies, and more
robust and sustainable with respect to economic upsets, but still use sole sources for subcomponents.
2.9.2 R&D and Studies towards Cryomodule Industrialisation
As with the cavities, in the short term the most direct and applicable source of information for
the cryomodule sub-components and assembly will be from the European XFEL, where the 100
cryomodules represent about 5 % of the 1950 similar devices for the ILC. The current experience
is further limited by the low number of cryomodules built and tested worldwide to date, and that
the majority of this work has been done in a laboratory setting rather than industry. Furthermore,
when looking at subassemblies, such as tuners, the amount of cold mass, operational testing for some
of the designs is limited. However the data at hand has been shared with companies familiar with
cryomodule work. The LHC-dipole cryostat assembly provides a valuable benchmark, which has been
utilised in the ILC studies. Figure 2.73 shows one such analysis where the volume of production is
shown versus the number of variants required at the LHC.
Figure 2.73
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The commissioned studies can be separated into two types: one evaluating the costs of subcom-
ponents in the cryomodule, the other looking at the labour and plant requirements for cryomdule
assembly. As with the cavity, for these assembly studies all cold test facilities are assumed to be at
the laboratories; subcomponents are fully qualified when delivered to the assembly facility and only
incoming inspection is required.
In Europe, the assembly study covered full production of 1950 cryomodules over 4 years, or a
subset of 650 (30 %) over the same timeframe; in the US, the study assumed 450 cryomodules over
6 years, consistent with the cavity production study; and in Japan the study looked at 390 (20 %),
950 (50 %), or 1950 (100 %) cryomodules over 6 years.
For parts and subcomponents, the studies looked at the needs consistent with the same quantities
and durations listed above; parts costs were evaluated using current experience modified with learning
curves to the quantities needed based on industrial best judgement. An additional specific study,
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looking solely at the split quadrupole design, has been commissioned from Toshiba, who are an expert
and experienced superconducting-magnet company and are currently assisting KEK in the re-assembly
of a split quadrupole originally fabricated by Fermilab.
The guiding philosophy behind the cryomodule production model is that industry will be used
whenever possible for component production. Final integration into cryomodules with involve both
industry and the national labs. Cryomodule testing and shipping will take place in the hub laboratories,
i.e. the regional laboratories that concentrate the regional efforts in component production in a
particular region. LHC experience indicates that all high-technology components produced in industry
will require engineering support from the national labs both during the initial set-up and pre-production
phase as well as during the production cycle itself. It is likely that the ILC experience will be similar
to the LHC in this regard.
Dressed cavities, couplers, tuners, quadrupoles, cryomodule vessels and other components will all
be procured in volume from industry. Delivered cavities will be processed and cold-tested vertically
for gradient performance at a hub laboratory. All cavity assemblies will be vertically cold tested. If
necessary, cavity repair and a second-pass processing cycle will be performed at the hub lab. After
cavity performance is certified, the final component integration into a complete cryomodule will be
performed in or near the hub laboratory with industrial labour and laboratory oversight in a similar
fashion to the LHC dipoles or the XFEL cryomodules. The final integration in or near a hub lab
minimises the handling and transportation of the delicate cavity assemblies after processing and
testing. The completed cryomodules will be cold tested at the hub laboratories. It is expected that
all cryomodules in the pre-production phase will undergo cold testing; in full production mode only a
fraction (≈ 20 %) will be cold tested before shipping. The overall scheme for cryomodule production
is shown in Fig. 2.74.
Figure 2.74
Scheme of manufac-
ture for cavities and
cryomodules.
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3.1 Overview
Beam Test Facilities are required for critical technical demonstrations, including accelerating gradient,
beam dynamics, and precision beam handling. The scope of test-facility activity needed to mitigate
critical technical risks was assessed during the development of the Reference Design with the intention
of modifying the design in accordance with the results obtained. Purpose-built test facilities were then
either constructed by collaborative teams or provided through adaptation of existing facilities. With
two exceptions, high-gradient beam operation (SCRF – main linac) and beam-size tuning (BDS),
these test facilities have met or exceeded goals established for the Technical Design.
Primary beam test facility goals are:
• demonstration of ILC linac performance and evaluation of realistic cavity performance with
beam acceleration;
• demonstration of a number of cavities operated in an accelerator showing repeatable performance
and providing an estimate of reliability;
• studies of instabilities, such as electron cloud, and mitigation techniques;
• demonstrations of the generation and handling of low-emittance beams using precision optics
and stabilisation tools.
It is especially important that each region deploy a full superconducting linac system, including
cryomodules, beam generation and handling, and RF power source and distribution systems, to
integrate the accelerator technology and gain sufficient experience in that region. The strategy for
accomplishing this depends on infrastructure limitations and schedule constraints at each of the test
facilities, due in part to institutional commitments to non-ILC related projects. As shown in Table 3.1,
the aggregate effort is evenly distributed among the three regions; for two of the regions, a separate,
specialised beam facility has been built in addition to an SCRF linac facility.
Table 3.1
Table of Beam Test
Facilities. Note that
the Main Linac test
facilities in USA and
Japan will not be
fully operational until
after the Technical
Design Phase.
Test Facility Purpose Host lab
1 TESLA Test Facility(TTF)/
Free-Electron Laser Hamburg (FLASH)
Main Linac DESY, Germany
2 SCRF Test Facility (STF) (2014) Main Linac KEK, Japan
3 New Muon Lab (2013) Main Linac FNAL, USA
4 Accelerator Test Facility (ATF) Damping Ring KEK, Japan
5 Cornell Test Accelerator Damping Ring Cornell, USA
6 Beam-Delivery Test Facility (ATF2) Beam-Delivery System KEK, Japan
Test facilities also serve to train scientific and engineering staff and regional industry. For example,
ATF2, the final-focus test facility at KEK, was constructed through in-kind contributions and has
been commissioned and operated by an international team of researchers. It is considered a possible
model for a future ILC collaborative effort. A key component, present in both the test facility and
the much larger-scale project, is good advance planning which takes into account the diverse and
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complementary skills and resources of large accelerator laboratories and smaller university groups
alike.
Beam tests done during the Technical Design Phase at other facilities are also important. For
example, beam-coupling corrections applied at the Australian Synchrotron [117], have demonstrated
beam emittance of 1.2 pm-rad, well below that needed for ILC.
3.2 FLASH 9 mA experiment
3.2.1 Introduction
The TESLA Test Facility (TTF) was constructed by the TESLA collaboration [118] to demonstrate
that a linear collider based on superconducting accelerating cavities would be feasible and cost
competitive with one based on conventional copper structures. Technical feasibility of ILC-type
superconducting accelerating cavities was demonstrated in 2000 when an 800 microsecond-long 8-mA
beam was accelerated through a single cryomodule to 168 MeV. The TTF was renamed FLASH
(Free electron LASer in Hamburg) and became a user facility operating as a soft X-ray free-electron
laser in 2005. The FLASH linac is a 1.25 GeV linac based on Tesla-type technology and operates
5000 hours per year on average. The ‘9-mA’ program was proposed by the GDE in 2008 with the
goals of demonstrating reliable operation of the TTF/FLASH linac with ILC-like bunch-trains and to
characterise the limits of operation of gradient and RF power. Typical beam properties for FEL user
operation (charge, number of bunches, average beam power) are far lower than those required for the
9mA studies. For DESY, however, these studies have been important for integration and operational
issues associated with running long bunch trains and high bunch charge, both for FLASH itself and
for the European XFEL (see Section 2.5).
The ILC main linac will accelerate a 5.8 mA (upgradeable to 9 mA) 726 microsecond beam pulse
to 250 GeV with 0.1 % rms energy stability at a pulse-repetition rate of 5 Hz. The beam energy must
be stabilised over two timescales: long-term pulse-to-pulse stability over minutes and hours; and
energy stability within a bunch train.The ILC main linac also requires precision control of high-gradient
SRF in the presence of heavy beam loading. Since gradient performance has the greatest cost impact,
each cavity in the ILC will be set to a stable voltage near its gradient quench-limit. To leverage
the most cost-effective performance, low-level RF controls are used to push the cavities to achieve
the maximum practical gradient, expected to be within 5 % of the nominal maximum. Effects such
as beam loss, beam turn-on, beam-current fluctuation, Lorentz-force detuning and errors in power
input coupling should be properly managed and disturbances minimised in order to maintain stable
operation. In addition, studies were made of the required high-level RF-power overhead needed for
reliable operation.
The above scientific programme attracted strong interest and participation of low-level RF
and machine experts from DESY and also internationally, from Argonne, Fermilab and KEK. The
studies were performed over a total of about 5 separate week-long runs between September 2008 and
September 2012.
Table 3.2 compares beam parameters for the 9 mA Studies with the ILC Main Linac design
parameters, and those of the European XFEL.
Table 3.2
Parameters for the
9 mA Experiment in
context
TDR TDR European FLASH
units Baseline Upgrade XFEL 9 mA Expt.
Number of bunches per pulse 1312 2625 3250 2400
Bunch repetition rate MHz 1.8 2.73 5 3
Beam pulse length µs 727 960 650 800
Bunch Charge nC 1.9 3 1 3
Beam current mA 5.8 9 5 9
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3.2.2 FLASH Main Linac
The main elements of the FLASH linac are shown in Fig. 3.1 before and after the energy upgrade in
2009/2010, when the number of accelerating cavities was increased from 48 to 56, increasing the
maximum operating energy to 1.25 GeV. The injector comprises a 5 MeV laser-driven photo-cathode
RF gun and a two-stage bunch compressor. The RF system of the first-stage compressor has eight
cavities in a single cryomodule (module ACC1), while that of the second bunch compressor has 16
cavities in two cryomodules (modules ACC2 and ACC3). The main linac comprises modules ACC4
onwards. Prior to 2010, the main linac comprised modules ACC4, ACC5, ACC6 (24 cavities), all fed
from a single klystron and regulated using vector-sum control.
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Figure 3.1. Layout of the FLASH linac
The FLASH high-level RF systems are the basis of the HLRF system design for both the ILC and
the European XFEL. The RF power is distributed from individual multi-beam klystrons of either 5
or 10 MW through a series of power-dividing elements to either one, two, or three groups of eight
cavities. The relative power to each cryomodule (group of eight cavities) can be adjusted remotely.
Pairs of adjacent cavities receive some fraction of the total RF power, with the power ratios having
been set during fabrication based on measured quench limits of the cavities. These power-dividing
ratios are not adjustable. Prior to 2010, the RF unit comprising the 24 cavities in ACC4,5,6 was
of most interest for the 9 mA studies. In 2010, an additional cryomodule (ACC7) was added and
the HLRF systems were reconfigured into two groups of 16 cavities each fed from it’s own klystron
(ACC4+5 and ACC6+7). Subsequent studies were focused on operation of ACC6 + 7. At the end of
the linac, the beam is directed through a series of undulators for SASE FEL operation, or alternatively
to a bypass line and then to the beam dump.
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The strong similarity of the ILC HLRF design to that at FLASH is a very important motivation
for the 9 mA experiment. The most significant functional difference between the FLASH and ILC
power distribution systems is the absence of remote adjustability of the power-divider ratios at FLASH,
the impact of which will be discussed in Section 3.2.8.
Maximum operating gradients for the FLASH cavities for the two linac configurations are shown
in Fig. 3.2.
3.2.3 Low-Level RF Control
DESY has been a pioneer in the field of digital LLRF control for pulsed superconducting linacs. The
LLRF systems currently implemented at FLASH use the third generation of digital LLRF controllers
developed by DESY (”Simcon-DSP”), and will shortly be upgraded to a fourth-generation system
that has been developed with the European XFEL in mind. The main elements of the FLASH LLRF
system are shown in Fig. 3.3 [119].
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Figure 3.3. Block diagram of the FLASH digital LLRF control system [119]
The LLRF controller output to the klystron comprises two components, a feed-forward term to
generate the cavity-field profile and handle the repetitive pulse-to- pulse artefacts while a dynamical
intra-pulse feedback controller compensates for unpredictable pulse-to-pulse variations. A learning
feedforward algorithm iteratively updates the shape of the feed-forward waveform in order to minimise
the repetitive pulse-to-pulse errors and reduce the effort demanded of the feedback regulator.
Over the course of the 9 mA studies program, DESY has implemented many performance and
functionality improvements on the LLRF systems: hardware and firmware upgrades and incremental
development and refinement of high-level applications. Improvements in pulse-to-pulse jitter, intra-
train regulation, repeatability, robustness, and long-term drift have all significantly improved over
the course of the studies. Beam-based feedback has been incorporated into the RF systems of the
two bunch compressors in order stabilise bunch-arrival time and bunch compression; beam-loading
compensation is based on measured bunch charge. There have also been substantial benefits from
the increasing degree of automation. FLASH FEL operations has also seen significant benefit from
the improved performance of the LLRF systems.
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3.2.4 FLASH Control System
The FLASH control system is implemented in DOOCS [120], which provides a powerful environment
for control and monitoring of technical equipment and a framework for implementing integrated
high-level applications. Hooks into the control system and data-acquisition system are provided
for Matlab [121] and Octave [122], which are extensively used for developing high-level integrated
applications.
Extensive use has also been made of the FLASH Data Acquisition System (DAQ), which provides
access to several thousand signals that are pulse-to-pulse synchronous, including 1 MHz sample-
synchronous and bunch-synchronous waveforms from the LLRF system and beam diagnostics [123].
The DAQ also serves to provide the data for pulse-to-pulse synchronous high-level applications,
including computation of final beam energy from beam orbits and LLRF iterative learning feed-forward
vector-sum control and piezo-tuner waveform optimisation for compensation of Lorentz-force detuning.
3.2.5 High-power long-pulse studies
The principal high-power long-pulse study goals were achieved during a two-week period in September
2009, having operated for several hours at 9 mA and pulse lengths of 500-600 µs (1500-1800 bunches).
There were many additional hours of operation with 800 µs pulses (2400 bunches) and beam currents
up to 6 mA. Figure 3.4 shows example energy profiles with the long bunch-trains at beam currents of
0.3 mA and 7.5 mA.
Figure 3.4
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Operation at these high beam currents and long bunch trains required increasing the total charge
per pulse by two orders of magnitude over typical FEL operation parameters. A significant side
effect of this was the increased sensitive to changes in machine parameters that occur over periods
of hundreds of microseconds, such as pulse-heating effects in RF components and drive-laser-beam
transport that resulted in energy variations or orbit changes over the bunch train. An additional
important consequence of the high total charge per pulse was that the per-bunch losses had to be
very low in order to avoid reaching thresholds for integrated beam-loss per pulse.
A history of the number of bunches over the week of studies leading up to the 9 mA and full-length
bunch trains operation during the September 2009 studies is shown in Fig. 3.5. Of particular note are
the rapid recovery following a tunnel access on 19th September (less than one hour), followed by the
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15-hr stable run at 3 mA with the full 800 µs bunch-train on 19 September before reconfiguring the
laser for 3 MHz operation and ramp-up to 9 mA on 20th September.
Figure 3.5
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3.2.6 RF-power overhead studies
The ILC baseline design assumes that the main linac klystrons can be operated reliably within 10 %
of their 10 MW maximum output, with some klystrons operating within 7 % of the maximum power.
This has two consequences for RF control: there is limited power overhead available for vector-sum
regulation; and the LLRF controller must contend with a power-dependent gain in the klystron as it
approaches a saturation limit at the maximum output power. Figure 3.6 shows representative curves
of the output power and gain at different anode voltages for the Toshiba 10 MW multi-beam klystron.
(a) (b)
Figure 3.6. Representative RF power and gain curves for Toshiba multibeam klystron
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First tests of beam operation with klystrons running within a few percent of saturation were
performed in February 2012. The studies was performed on the RF unit comprising ACC6/ACC7 with
a beam current of 4.5 mA, which required approximately 1.2 MW of forward power from the klystron,
which is nominally rated at 10 MW. The saturation point of the klystron was reduced to just above
1.2 MW by dropping the anode voltage. Figure 3.7 shows the measured klystron output power as a
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function of drive at an anode voltage of 96.5 kV. It shows a factor five change in gain from the linear
region to the operation point for the test and also that the output power starts to roll over if the
klystron is driven too hard.
In order to observe the effects of klystron saturation during the beam pulse, a notch was
introduced into the vector sum setpoint table. An example of the tracking response to the notch is
shown in Fig. 3.8.
The effect of klystron saturation can be seen by comparing the speed of response on the vector
sum at the start and end of the notch. The lower trace shows the negative- and positive-going blips
in klystron forward power at the start and end of the notch as the LLRF controller attempts to make
the vector sum follow. On the step up, the klystron output power demanded by the regulator is
clipped by saturation, slowing the recovery time compared with the initial step down.
Figure 3.8
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First beam tests with a klystron linearisation function were successfully performed in September
2012. This was implemented as a look-up table in the LLRF-controller output signal chain that
has the inverse characteristic to the measured klystron saturation curves. Although the nonlinearity
and saturation is a function of output power amplitude, linearisation tables must be applied to both
amplitude and phase. Results from these first linearisation tests are shown in Fig. 3.9, where the
input-output characteristics of the pre-amplifer/klystron drive chain are shown with and without
linearisation.
Figure 3.9. Klystron output as a function of LLRF Controller output with and without linearisation
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3.2.7 Compensation Studies for Lorentz-force detuning
Lorentz forces cause the resonant frequency of the cavity to change linearly as a function of time over
the RF pulse. At 35 MV/m, the change in detuning over the beam-on period can be 600 Hz or more.
This Lorentz-force detuning must be compensated to the level of a few hertz in order to avoid an
RF power penalty for driving a detuned cavity and to avoid cavity gradient deviations that otherwise
could not be removed by the vector-sum controller.
Methods for compensation of Lorentz-force detuning at FLASH have been widely reported. A
pulsed excitation is applied to the piezo tuners several milliseconds before the RF pulse in order to
excite mechanical resonances of the cavity structures that apply forces to the cavity during the RF
pulse that counteract the Lorentz forces. The excitation is in the form of a pulsed sinusoid where the
amplitude, frequency, number of periods, start-time, and DC offset are adjusted in order to null the
measured detuning profile during the beam-on period.
Observed mechanical modes are typically in the range of 200-400 Hz with damping times of tens
of milliseconds. Figure 3.10 shows time-domain responses over 80 ms for the eight cavities in module
ACC7.
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Figure 3.10. ’Monitoring’ piezo signals from −20 ms to +60 ms relative to RF pulse showing cavity-to-cavity differ-
ences in damping times of the mechanical resonances.
The optimisation algorithm for the piezo tuner adjusted the amplitude, DC offset and start-time
of the excitation in order to minimise the measured average (“static”) detuning, change in detuning
(“dynamic” detuning), and the curvature of the detuning profile over the pulse. Examples of detuning
profiles showing the metrics and the result of the optimisation are illustrated in Fig. 3.11. Since each
cavity operates at a different gradient, the excitation parameters must be optimised for each piezo
tuner. Since the optimisation uses only the time period of the RF pulse, there is no cancellation of
the actual mechanical motion, which typically takes several hundred milliseconds to decay (as was
shown previously in Fig. 3.10).
The detuning profile used for piezo-tuner optimisation must be computed from the cavity probe
and forward power waveforms. The computation must also take into account the beam-loading
contribution to the total forward power.
Calibration of the forward power signal is complicated by the cross-contamination from the
reflected power signal, and is performed by comparing forward and reflected power waveforms from
knowledge that they must be equal at the start of the RF pulse, while the forward power must be zero
after the RF pulse. For the studies, calibration was cross-checked by comparing the computed detuning
with end-of-pulse measurements from scanning the RF-pulse length. The intra-pulse computation
of detuning was also extended to include the beam-loading term. Figure 3.12 shows the computed
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Figure 3.11. Definition of terms for detuning compensation algorithm and residual detuning for ACC6 Cavity #1
detuning with and without correction for the forward power from beam loading. Grecki et al. [124]
contains further discussion of calibration and beam-loading issues with the detuning computations.
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Figure 3.12. Comparison of computed detuning (red) with measurements from shortened pulses (blue) with and
without beam loading
To date, piezo tuner studies have concentrated on minimising the measured detuning errors. In
practice, however, the piezo tuners would also be used to make fine adjustments to the cavity-gradient
profiles as part of the gradient-flattening algorithm. The principle benefit is that using the piezo
tuners for fine adjustments avoids having to make frequent changes to the coupler motor positions.
3.2.8 Gradient Studies: Beam Operation close to Quench
To minimise the length of the tunnel, the main-linac design assumes that all cavities will operate close
to their quench limits. Cavity strings are qualified at a nominal average of 33 MV/m with a spread
from 26 MV/m to 38 MV/m, and will operate at 31.5 MV/m average. All cavities must operate
within 1.5 MV/m of their quench limits. Any pulse-to-pulse gradient jitter or gradient changes along
the bunch-train must be kept to a minimum in order to avoid squeezing this gradient margin even
further. The primary sources of gradient changes along the bunch train are detuning (discussed in the
previous section) and gradient tilts induced by beam loading.
Figure 3.13 shows examples of gradient tilts induced by beam loading from the September 2009
studies, which show that the tilts are proportional to beam current. These gradient tilts can be
corrected if the individual cavity parameters (loaded Q and/or cavity forward power) are tailored to
the respective cavity operating gradients and the nominal beam current. To achieve this, such that
the voltage in a cavity remains constant at a specified gradient in the presence of beam loading, the
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forward power and loaded Q must simultaneously satisfy two constraints:
• the cavity must have reached the specified gradient at the end of the cavity fill time;
• the RF power fed to the cavity during the beam-on period must exactly balance the power
being removed from the cavity by the beam.
Figure 3.13
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Where there are multiple cavities fed from a single klystron, the above two constraints must be
satisfied simultaneously for all cavities with the added constraint of a common fill-time. Provided the
individual cavity loaded Qs and forward power ratios can be independent adjusted, a set of loaded
Qs and power ratios can always be found that achieves flat gradients on all cavities simultaneously.
However, if the power ratios are not adjustable, as is the case at FLASH, the only adjustments are the
loaded Qs, the total forward power, and the common fill time. Solutions can still be found, but only
over a restricted range of beam currents and operating gradients. The greater the spread in cavity
operating gradients, the more restrictive is the range of beam currents and operating gradients over
which solutions can be found. This is illustrated in Fig. 3.14, which shows the spread of loaded Q
expanding exponentially with beam current to the point where there are no longer any valid solutions.
The two outlier curves correspond to the two lowest-gradient cavities. Without those cavities, the
spread of required Qls would be significantly less and solutions could be found over a wider range of
currents.
Figure 3.14
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The method of establishing flat gradients using both adjustable power ratios and loaded Qs has
been referred to as ’Pk/Ql control.’ For the FLASH studies, where only the loaded Qs are adjustable,
the term ’Pseudo-Pk/Ql control’ has been used. This method has been successfully applied for a
range of operating conditions and beam currents up to 5 mA. Because of the limitation the range
of currents and gradients where there were solutions, most of the studies were performed with the
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two lowest gradient cavities were completely detuned in order effectively to remove them from the
system. An automated iterative optimisation algorithm is described in Section 3.2.12. The approach
to finding the optimum set of loaded Qs that produced flat gradients was to start with values that
were determined analytically and then manually optimise the values iteratively using a model-based
cavity simulator. The quality of the solution was evaluated by sweeping the beam current above and
below the nominal value and observing the tilts. For each cavity, there will be one particular beam
current at which the gradient is flat, as shown in Fig. 3.15a.
Time [µs]
G
ra
di
en
t [
M
V/
m
]
14.5
14
13.5
13
12.5
12
11.5
300300 300 300 300 300 300
(a) Gradient profiles for one cavity at 1.8 mA, 3 mA, and
4.5 mA
Intended
working point
Beam Current [mA]
G
ra
di
en
t c
ha
ng
e 
[%
]
1
+10
+5
0
-5
-10
-15
2 3 4 5
(b) Gradient tilts as a function of beam current for all
cavities
Figure 3.15. Evaluation of loaded-Q optimisation by scanning the beam current around the 3 mA nominal working
point
Plotting the gradient tilts as a function of beam current for all the cavities will yield a straight
line that goes through zero at a particular beam current. Shown in Fig. 3.15b are results of such a
beam-current scan for all cavities where the loaded Qs have been set up for flat gradients at 3 mA
beam current. Since not all cavities have zero tilts at the same beam current, the quality of the
solution is judged by the spread in tilts at the nominal 3 mA.
3.2.9 Ramp-up to Full Beam Power and Maximum Gradients
An important operational issue associated with the beam-loading-induced tilts is how to avoid causing
large gradient excursions when ramping from a cold start to nominal beam current and full pulse
length. One approach would be to start at the nominal bunch charge and a short beam pulse. The
loaded Qs (and power dividers if available) would be optimised to achieve flat gradients with the
short beam pulse before increasing the pulse length. Given that the loaded-Q optimisation should be
independent of the beam-pulse length, if the cavity gradients are flat for a short pulse, they should
remain flat if the length of the bunch-train is increased. This approach was tested during the gradient
flattening studies with 4 mA beam current; the results are shown in Fig. 3.16. The loaded Qs were
initially optimised for flat gradients with a 400 µs beam pulse. The pulse length was then increased,
first to 600 µs and then to 800 µs. The gradients did indeed remain flat, with changes in the loaded
Qs being necessary to keep the gradients flat over the longer beam pulse.
In this experiment, the full RF pulse length was retained throughout in order to observe the
gradient tilts after the end of the beam pulse. The large tilts occurred after the beam turned off
because the loaded Qs were optimised for 4 mA and not for zero current. Clearly, if the gradients
were close to quench, then the large tilts after the beam-on period would cause cavities to quench.
Two options for avoiding the quenches have been tested: first, the RF pulse as well as the beam
pulse can be shortened; secondly, gradient limiters can be used to prevent the gradients from reaching
quench. This latter approach is discussed in Section 3.2.10.
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(a) 400 µs beam pulse
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(b) 600 µs beam pulse
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(c) 800 µs beam pulse
Figure 3.16. Cavity gradients during ramp-up of beam pulse length. Each cavity loaded Q was optimised for flat
gradients during the beam-on period with 400 µs pulses (left); when the pulse length was extended to 600 µs (centre)
and then to 800 µs (right), the gradients became flat for the full duration of the beam pulse without needing further
loaded Q adjustments.
3.2.10 Management of Operational Gradient Limits
Suitable quench-protection mechanisms will be an essential requirement for routine operation close
to cavity gradient limits. The prevention of quench events that require a long cryoplant recovery
cycle and machine downtime is of primary importance. It is also vital to avoid false triggers from
quench-detection mechanisms that are either too sensitive or have poor discrimination of quench
signatures from other transient conditions.
Although this study is in its early days, two detection methods have been pursued: early detection
of the onset of a quench by looking for a sudden drop in the loaded Q; and preemptive detection of
a potential quench condition from a real-time comparison of cavity gradients with gradient-alarm
thresholds based on knowledge of the quench limits. This latter method relies on there being consistent
and repeatable quench limits.
A sudden drop in loaded Q is detected from the decay-time of the cavity field at the end of the
RF pulse, where a sudden large drop in the loaded Q from pulse to pulse indicates that the cavity had
started to quench during the pulse. The basic algorithm worked successfully when operating parameters
were stable but is vulnerable to false triggers when parameters change, for example shortening the RF
pulse or beam pulse, or when the loaded Qs are being changed by the gradient-flattening algorithm.
In the case of the gradient-alarm levels, each cavity field is continually compared with a predefined
alarm threshold, allowing action to be taken before a quench begins. The RF pulse is terminated if
any one of the cavities in the vector sum reaches its threshold. The most recent studies have used
two gradient-alarm thresholds for each cavity. The upper threshold acts as a ’hard limiter,’ turning off
the RF pulse if any cavity exceeds its respective alarm threshold. The second threshold, set somewhat
lower, is used as a ’pre-limiter’, where instead of turning off the RF pulse, the vector-sum setpoint is
dynamically reduced until all cavity gradients are again below their respective limiter thresholds. The
original setpoint table is restored for the following pulse. The action of the pre-limiter is shown in
Fig. 3.17.
The benefit of this pre-limiter is that it can keep all gradients below defined thresholds, pre-
emptively avoid a quench without having to terminate the RF pulse. This makes it possible for
beam operation at gradients right up to the pre-limiter thresholds and is particularly beneficial during
machine tuning when frequent early pulse terminations could otherwise change the machine working
point from changes in pulse-heating effects.
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Vector sum setpoint is dynamically
ramped down as long as any cavity
gradient is above its pre-limit threshold
Figure 3.17. Cavity-gradient ’pre-limiter’ action: dynamic ramping down of the vector-sum setpoint to keep the
gradient below the defined threshold (left); clamping action on the vector sum (right)
3.2.11 Energy Stability
Requirements for energy stability encompass pulse-to-pulse energy jitter, intra-pulse jitter from bunch
to bunch, and the mean energy profile over the bunch train, all of which have been monitored routinely
throughout the FLASH studies. Examples of energy profiles from the high-current study were shown
previously in Fig. 3.4.
Between 2009 and 2011, upgrades to the low-level RF systems, largely motivated by FLASH FEL
user requirements, have significantly improved the energy stability, especially in the pulse-to-pulse
jitter. These improvements are illustrated in Fig. 3.18, which overlay energy profiles from many
pulses from the 2009 and 2011 studies. While the energy stability achieved in 2009 was about at ILC
requirements, energy stability in 2011 is now significantly better than ILC requirements for both the
main linac and bunch compressors. Representative long-term stability over a three-hour period during
the 2011 studies is shown in Fig. 3.19.
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Figure 3.18. Comparison of pulse-to-pulse (left) and intra-pulse (right) energy stability between 2009 and 2011
4.5 mA
Beside stabilisation of the cavity vector sum, low-level RF controllers have been upgraded to
make use of beam-based measurements in order to improve the pulse-to-pulse repeatability and
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Figure 3.19
Pulse-to-pulse energy stability over a three-hour pe-
riod with 4.5 mA and 400 µs bunch trains (from 2011
studies) ~0.02% pk-pk 
to compensate for pulse-to-pulse jitter. All LLRF systems now compensate beam loading using
bunch-to-bunch charge measurements. Additionally, the amplitude and phase of the RF systems
upstream of the bunch compressors are dynamically regulated in order to stabilise the downstream
bunch-to-bunch energy and compression angle. This compensates for arrival-time jitter at the start of
the bunch-train and any slewing over the length of the train. Figure 3.20 shows the pulse-to-pulse
arrival-time jitter as a function of bunch-number. Using bunch-to-bunch feedback, the arrival-time
jitter at the start of the bunch-train was attenuated by a factor five by the tenth bunch. Similar
beam-based feedback that operates on the damping ring output kicker is planned for the ILC RTML
turn-around.
Figure 3.20
Arrival jitter at end of the linac with beam-based LLRF
feedback [119]
< 22 fs  
Latency of system 
3.2.12 Automation
The level of automation of FLASH operations has increased significantly over the course of the 9 mA
studies program, with much of the focus being on automating LLRF operations:
• use of state machines to automate procedures such as linac startup, recovery following interlock
trips, and restoring standard setup files [125];
• feedback control using high level applications implemented in DOOCS servers [120]: examples
include orbit feedback [126], cavity resonance control using piezo tuners [127], pulse-to-pulse
iterative learning feedforward for klystron forward power [119].
Automation has also been developed specifically for the 9 mA studies, including the loaded Q
optimisation for establishing and maintaining flat gradients and tracking changes in beam current to
allow ramp-up of the machine energy and beam current [128].
Automation developed at FLASH will provide important lessons and a starting point for automating
XFEL operations. Similarly, the ILC will benefit significantly from lessons learnt in automating XFEL.
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3.2.13 Conclusions
The principle goals of the 9 mA Experiment at FLASH were to establish beam operation at ILC-like
parameters and to study operation of an ILC-like RF unit at the limits of gradient and klystron power.
These goals have been largely achieved, as summarised in Table 3.3.
Table 3.3
Results of high-power
beam studies
Metric Goal Achieved
Pulse length
& current
800 µs and 9 mA • 800 µs pulses and current up
to 6 mA
• 9 mA current and pulse
lengths up to 600 µs
Charge per pulse 7200 nC • 5400 nC
(600 µs, 9 mA)
Average power 36 kW
(7200 nC, 5 Hz, 1 GeV)
• 22 kW
(5400 nC, 5 Hz, 800 MeV)
Operating gradients
with beam loading
31.5 MV/m nominal
average
• Several cavities above
30 MV/m
• 13 cavities totalling 380 MV/m
with 13 cavities
Gradient flatness 2 % ∆V/V
(800 µs, 5.8 mA)
•< 0.3 % ∆V/V (800 µs,
4.5 mA) (800 µs, 9 mA)
• Automated the cavity-gradient
flattening algorithm
Gradient margin All cavities operating
within 3 % of quench
• Some cavities within ∼ 5 % of
quench (800 µs, 4.5 mA)
• First tests of operations strate-
gies for gradients close to
quench
Energy Stability < 0.1 % rms at 250 GeV •< 0.15 % p-p
(400 µs pulses < 0.02 % rms
5 Hz)
RF power overhead Stable operation at ILC
design parameters
• First tests of operation within
5 % of klystron saturation with
800 µs pulse lengths and 4 mA
• First tests of klystron linearisa-
tion close to saturation
Linac operations • 15 hrs continuous running with 3 mA and 800 µs pulses
• Several hours operation close to 9 mA with bunch trains of
500-600 µs
• Energy deviations within long bunch trains: less than 0.5 %
pulse-pulse at 7 mA
• Energy jitter pulse-to-pulse with long bunch trains:
∼ 0.13 % rms. at 7 mA
• Recovery to 2400 bunches and 4.5 mA on the first pulse
after a beam-inhibiting cryo event
No fundamental technology issues with operating a superconducting linac at the ILC Technical
Design baseline parameters were encountered. The operation of FLASH has also benefitted from the
9 mA experiment, most particularly with regard to providing stable routine operation with long beam
pulses for FEL users. There remains, however, much to be learnt at FLASH. The European XFEL
currently under construction offers an even greater opportunity for gaining invaluable experience and
lessons with constructing, commissioning, and operating a large-scale superconducting high-power
linac and for developing necessary tools and techniques.
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3.3 STF beam test facility at KEK
3.3.1 Introduction
The STF facility at KEK has been designed from the outset eventually to house a test accelerator
consisting of two ILC cryomodules, accelerating ILC-like beam from a laser-driven photocathode RF
gun. Figure 3.21 shows the envisaged layout. A staged approach has been adopted in developing this
test accelerator:
• for STF phase 1 (STF-1, 2007–2011), the facility was used as a module RF test set-up for the
early STF-1 cryomodules and for the S1-Global programme; (Section 2.6).
• In 2011–2012, in part in preparation for the STF-2 beam test accelerator shown in Fig. 3.21, a
separate project called “Quantum-Beam Accelerator” [129] was installed and tested. Primarily
designed as a demonstration for a compact X-ray source using Inverse Compton backscattering
of laser photons, the laser-driven photocathode RF gun and two-cavity capture cryomodule
which provided the electron beam are the first stage of STF-2. The X-ray-generation experiment
was performed in October 2012, after which the X-Ray-generation beam line and Compton
laser system was decommissioned and replaced with the first ILC eight-cavity cryomodule in
preparation for the STF Phase-2 ILC beam test facility.
Figure 3.21. The STF Phase-2 accelerator, which will be constructed in the STF tunnel.
3.3.2 Quantum-Beam Accelerator as an injector for STF-2
Figure 3.22
The Quantum-Beam Accelerator. From
the left to right, Cs2Te photocathode
preparation chamber, 1.3 GHz normal
conducting RF gun, injection beam line,
capture cryomodule with DRFS klystron
power system, the focusing beam line,
and beam dump.
The Quantum-Beam accelerator is illustrated in Fig. 3.22; a photograph is shown in Fig. 3.23.
The design parameters for the Quantum-Beam Accelerator and the STF phase-2 accelerator are listed
in Table 3.4. The main difference in the electron beam requirements is the bunch spacing and bunch
charge. The Quantum-Beam accelerator uses 162.5 MHz bunch-repetition frequency (6.15 ns spacing)
with 62 pC/bunch, resulting in a peak pulse current of 10 mA. By comparison, the STF phase-2
accelerator requires a 2.708 MHz bunch rate (369.27 ns spacing) with 3.2 nC bunches, corresponding
to a peak current of 8.7 mA (the ILC beam parameters), which will require a different RF gun laser
system. STF-2 also requires a lower beam energy after the two-cavity capture accelerator of 21.5 MeV
compared to 40 MeV for the Quantum-Beam Accelerator.
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Figure 3.23
The injector for the STF-2 accelerator (Quan-
tum Beam Accelerator), showing the 1.3 GHz
normal-conducting RF gun, injection beam
line, and SCRF capture cryomodule.
Table 3.4
Parameters for the Quantum-Beam
Accelerator compared to those for
the STF-2 injector
Quantum Beam STF-2
Accelerator Accelerator
Pulse length ms 1.0 0.9
Repetition rate Hz 5 5
Bunch spacing ns 6.15 329.27
Bunch frequency MHz 162.5 2.708
Bunches/pulse 162.500 2.437
Bunch charge pC 62 3.200
Total charge /pulse nC 10.000 7.798
Beam current mA 10.0 8.7
Bunch length (laser FWHM) ps 12 10
Max. beam energy MeV 40.0 21.5
Beam power kW 2.0 0.8
Before installation in the capture cryomodule, the two nine-cell cavities were tested and successfully
reached gradients of up to 40 MV/m and 32 MV/m respectively. After installation in the cryomodule,
the two cavities were connected to the 800 kW DRFS klystron power system Section 2.8.5. RF-gun
commissioning began in February 2012, and acceleration of the ∼1 ms beam train was successfully
achieved by June 2012.
3.3.2.1 Photocathode RF-gun commissioning
Figure 3.24
Photograph of the Molybdenum photocathode block. The head
is thermally insulated by the ceramic interface to avoid the heat
flow during surface heat cleaning. The heater is embedded in the
blockhead. The Inconel crown contactor is used for the RF current
contact between the block and the cavity endplate.
The design of the normal-conducting 1.3 GHz photocathode RF gun used was originally developed
by DESY for FLASH and the European XFEL [130]. The Gun cavity was fabricated by FNAL and
has a design peak field at the cathode of 50 MV/m at 4.5 MW RF power. To generate the long
multi-bunch beam, a Cs2Te photocathode is employed, which is prepared by evaporating a thin film
on to a Molybdenum cathode block under vacuum. The Molybdenum cathode block is shown in
Fig. 3.24. A special preparation chamber has been designed, allowing direct transfer of the cathode
to the gun cavity under vacuum. In the preparation chamber, the surface of the Molybdenum plug
is first baked to remove any impurities, followed by tellurium and caesium evaporation. To date,
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a quantum efficiency (QE) of 7 % has been achieved. After an ethanol treatment followed by RF
processing, the observed dark current was 247 µA with 46.7 MV/m (4 MW input power) for the bare
Molybdenum surface cathode, and 688 µA with the Cs2Te coating.
The drive laser for the cathode consists of a 162.5 MHz CW oscillator, Pockels cell, two-stage
optical-burst amplifier and wavelength converter. The oscillator generates 1064 nm infrared pulses
with 12 ps (FWHM) pulse width. The Pockels cell cuts out a pulse train of 1 ms with 5 Hz repetition
from the CW oscillator output. The burst amplifiers boost the energy up to 10 µJ per pulse. The
pulse train is converted to the 4th harmonic (266 nm) of the fundamental mode by LBO and BBO
crystals. Figure 3.25 shows the 1 ms beam pulse successfully extracted by the gun in March 2012. The
RF power was approximately 2.6 MW, and the cathode field gradient was approximately 37.5 MV/m,
with 162,450 bunches at ∼ 30 pC per bunch.
Figure 3.25
Plot of the 1 ms bunch
train extracted from
the photocathode RF
gun. The lower (red)
trace is the signal of
the BPM; the upper
(green) trace is the
gate signal for the
extracted laser pulse. Si
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3.3.2.2 Capture-accelerator commissioning
The capture-cryomodule cool-down and adjustment of the superconducting cavities was started in
April 2012. Both cavities were operated at 20 MV/m. For the initial commissioning, a short pulse of
28 bunches at 41 pC per bunch was used (5 Hz repetition rate). After successful commissioning of
the digital feedback amplitude and phase control for both the RF gun cavity and superconducting
cavities, a 1 ms-long beam train was successfully accelerated up to 40 MeV, with 15 pC bunches —
25 % of the target intensity — as shown in Fig. 3.26.
Figure 3.26
Plots showing 1 ms
bunch train after accel-
eration to 40 MeV. The
upper (blue) trace is
the gate signal for the
extracted laser pulse,
the second (magenta)
trace is the signal from
the loss monitor, the
third (green) trace is
from the PIN photo-
diode signal used to
measure beam loss at
the Inverse Compton
interaction point, and
the lowest (red) trace
is the signal from the
bpm
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3.3.3 The STF-2 accelerator
The STF-2 accelerator will consist of several ILC-type cryomodules. An existing laser capable of
producing the required 1 ms pulse at 2.7 MHz (2437 bunches) will be used to drive the RF gun. The
existing two-cavity capture-cryomodule will be used to accelerate the beam to 20 MeV before injection
into the main ILC-type cryomodule accelerator. The first phase-2 cryomodule (CM-1) will consist of
eight cavities, with a same-weight mock-up of an SC quadrupole installed at the centre of module.
The quadrupole mock-up will also contain a BPM. Four cavities will have the slide-jack tuner mounted
at the mid-point of the cavities (helium vessel), while the other four will have the tuner located at the
end of the helium tank. The tuner motor will be placed outside the cryomodule vessel. The expected
beam energy at the exit of CM-1 is 272 MeV. By November 2012, nine cavities have already been
fabricated, and nearly all have completed their initial vertical test and have achieved gradients of
35 MV/m. The detail design and fabrication of CM-1 should be completed by the beginning of 2014.
The originally foreseen second module (CM-2) is still under discussion. The RF power for the two ILC
cryomodules (a total of 16 cavities) will be provided by a single 10 MW multi-beam klystron (Part II
Section 3.6.3) driven by a Marx modulator (Part II Section 3.6.2). Beam operation of the STF-2
accelerator is planned for early 2015.
3.4 Fermilab Cryomodule 1 Test
3.4.1 Introduction/Goals
Fermilab’s Cryomodule 1 (CM-1) is a Tesla Type III+ 8-cavity Superconducting RF module (Fig. 3.27).
It came to Fermilab as a ‘kit’ from the DESY laboratory. CM-1 was assembled at Fermilab by its
technical staff with assistance from colleagues from DESY and LASA/INFN, Milano. The goal of
installing and operating CM-1 at NML was for Fermilab to gain expertise in assembling and operating
a complete ILC-type Cryomodule as well as to demonstrate its capability. Successful cooldown and
RF powering of all cavities simultaneously was the milestone for successful operation. Once installed,
CM-1 was operated for fifteen months, ending in early March 2012. Concurrently with bringing
CM-1 into operation, all necessary subsystems including cryogenics, high- and low-level RF, vacuum,
protection systems, controls, safety systems etc., had to be commissioned and integrated. This
operating period was invaluable both in terms of gaining experience in commissioning and operating
an SCRF system but also in identifying improvements for future cryomodules.
Figure 3.27
Cryomodule 1 installed
for operation at Fer-
milab’s NML building.
The waveguide distri-
bution system, which
feeds RF power to all 8
cavities simultaneously,
is in the foreground.
Accelerator: R&D in the Technical Design Phase ILC Technical Design Report: Volume 3, Part I 97
Chapter 3. Beam Test Facilities
3.4.2 Commissioning & Testing Protocol
CM-1 commissioning and testing approximately followed the standard protocol developed worldwide
for bringing cryomodules into full operation. The steps include:
• RF cable calibration;
• technical sensor/interlock check;
• RF/waveguide check;
• warm coupler conditioning (off resonance);
• cooldown to 2 K;
• frequency spectra measurements;
• cavity tuning to nominal cold frequency (1300.00 MHz) via motorised slow tuner;
• QL adjustment (to 3× 106 per ILC specification);
• RF system calibrations;
• cold coupler conditioning (on resonance);
• performance evaluation including:
– maximum gradient;
– dynamic heat load (Q0 vs. EACC);
– dark current and field emission (X-rays vs. EACC).
• full cryomodule powering and evaluation.
As these steps were completed, additional measurements were made particularly with the LLRF
and resonance control systems. Time was also made available to conduct a series of ‘long pulse’ 9 ms
pulse-length studies on the two best cavities. As the end of the planned period of operation drew
near, an additional step, namely thermally cycling CM-1 to room temperature and back to 2 K, was
undertaken to determine its effect on cavity performance and provide data on longer-term operation.
3.4.3 Cold-Coupler Conditioning and Performance
CM-1 was installed in its final position and aligned in January of 2010 and final RF, cryogenics and
vacuum connections were made thereafter. Since this was the first cryomodule of this type to be
operated in this facility, commissioning entailed both the module itself as well as the RF, controls,
protection system, vacuum, cryogenics, etc.
Warm off-resonance conditioning was performed with one cavity at a time connected to the
output of the 5 MW klystron; it took anywhere from two weeks (for the first cavity) to four days to
complete. Off resonance implies that the input RF was fully reflected back towards the load and no
RF was directed into the cavity. The decrease in time was due to growing familiarity with the systems.
The conditioning itself entailed applying successively higher amounts of RF power in successively
longer pulse widths beginning with 20 µs to a maximum of the full 1.3 ms pulse. The peak power was
as high as 1.1 MW for short pulses (20 µs – 400 µs) and 600 kW for 800 and 1300 µs pulse widths. An
automated sequence was implemented which controlled the power and pulse width in a prescribed
manner but responded to faults sensed by instrumentation monitoring excessive arcing, field emission,
coupler temperature, and vacuum activity. In most cases, field emission coupled with vacuum activity
from one of the three FEP sensors was the limiting factor in conditioning.
Once all eight couplers were conditioned, final vacuum work was completed leading to permission
and initiation of cool down to 2 K. The module was cooled from room temperature to 4 K in slightly
more than 2 days. The final cool-down to 2 K (23 Torr) required 2-1/2 hours. The CM-1 module first
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reached operating temperature on 22 November 2010. The 1.3 GHz cryomodule design requires that
its individual circuits be cooled at predetermined rates in order to limit thermal stresses. One such
circuit is the helium-gas return pipe (GRP) which is a 300 mm pipe that acts as the rigid support
(strong back) from which all of the cavities are suspended. Based on a computer simulation of the
cryomodule cool-down and operating experience with similar design modules at DESY, the maximum
vertical gradient along this circuit is limited to less than 15 K. The longitudinal gradient is to be
maintained at 50 K or less and lastly the overall cool-down rate is to be 10 K per hour or less over the
range of temperatures from approximately 300 K to 100 K. The thermal shield circuits have identical
longitudinal cool-down-rate constraints.
Continuing with the sequence of commissioning steps, each cavity was then powered on resonance
to complete coupler conditioning and determine cavity performance limitations. Again each cavity was
powered singly. All cavities were characterised by June 11, 2011. Individual performance characteristics
and limiting factors are summarised in Table 3.5. Cavities are numbered sequentially from the upstream
end of the cryomodule (where upstream is defined as the end closest to the photo-injector gun), i.e.
low-energy front end.
Table 3.5
CM-1 individual cavity perfor-
mance characteristics.
Cavity Peak Eacc
(MV/m)
Estimated
maximum Q0
(E09)
Limitation/Comments
1/Z89 20.2 11 ‘soft’ quench/heat load
2/AC75 22.5 12 Quench
3/AC73 23.2 0.43 ‘soft’ quench/heat load
4/Z106 24* 2.3 *RF-limited
5/Z107 28.2 39 Quench
6/Z98 24.5 5.1 Quench
7/Z91 22.3 4.7 ‘soft’ quench/heat load
8/S33 25 18 Resonant frequency at
1300.240 MHz; tuner motor
malfunction
Three cavities exhibited unexpectedly high heat loads as evidenced by cryogenic activity – change
in liquid level followed by an increase in system pressure, indicating heating and a drop in the Loaded
Q (QL) at relatively low gradient, <20 MV/m. Significant field emission did not accompany this
behaviour. It was found that the onset of the Q drop could be delayed by shortening the flat-top
pulse length from the nominal 620 µs to 100 s. No source of this excessive heating has been definitely
identified. Such behaviour has been observed elsewhere, most recently on a cavity under test at
Fermilab’s Horizontal Test Stand (HTS). With CM-1 now removed and disassembly started, plans are
being made to disassemble the cavity string and re-evaluate these sub-performing components one at
a time in the HTS facility. Reprocessing will be performed if deemed necessary. Additionally the ‘slow’
tuner on cavity #8 ceased functioning after approximately 20 minutes of cold operation leaving the
cavity +240 kHz from the nominal 1.3 GHz resonant frequency. ‘On-resonance’ tests for this cavity
were possible by adjusting the LLRF master oscillator, but this precluded inclusion of Cavity #8 in
full module tests.
Comparison of individual cavity performance in CM-1 with that of previous tests is of interest.
Figure 3.28 compares the peak gradient of each cavity to the values determined in vertical and
horizontal tests at DESY. Table 3.6 provides a numerical comparison. A degradation of gradient of
order 15 % or less is noted, perhaps not too surprising, considering that the cavities were vented to
atmosphere and pumped back down a few times while at Fermilab. Differences in system calibration
could also introduce disagreement in values.
Measurements of Q0 were made on all cavities by measuring the static and dynamic heat load
at discrete power levels. While maintaining each cavity at a fixed gradient for one hour the helium
mass flow as well as incoming and outgoing temperatures and pressures were recorded. From this, a
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Figure 3.28
Comparison of cavity
peak gradients – DESY
single cavity vertical
test results (blue),
horizontal test results
(Chechia) (red), and
the complete CM-1 at
Fermilab (green).
Table 3.6
Numerical comparison
of CM-1 individual
cavity performance
Cavity
1/
Z89
2/
AC75
3/
AC73
4/
Z106
5/
Z107
6/
Z98
7/
Z91
8/
S33 Avg. Sum
Last Vertical
Test at DESY
29.36 27.10 29.49 31.65 33.07 31.51 30.16 23.44 29.47 235.78
Chechia 23.5 22.5 30.6 33.5 36.5 31.1 28.5 26.6 29.1 232.8
Fermilab
CM-1 Final
20.2 24.5 25 26.6 28.2 26.3 24.1 25 24.99 199.9
Fermilab/
Vertical ratio
.688 .904 .848 .840 .853 .835 .799 1.07 .848 .848
Fermilab/
Chechia ratio
.860 1.09 .817 .794 .773 .846 .846 .940 .859 .859
dynamic heat load and thus Q0 could be determined. The static heat load was measured before and
after a powered run. Dynamic heat-load measurements were also made during operation of the entire
cryomodule. Figure 3.29 shows a summary of Q0 vs E for all cavities powered simultaneously. The
static heat load was of order 22 W, consistent with independent measurements.
Following completion of single-cavity testing on 11 June 2011, the waveguide distribution system
provided by SLAC, which allows for independent amplitude and phase control of adjacent pairs of
cavities, was installed. Variable Tap Offs (VTO’s) were set based upon the gradient limits identified
during cavity characterisation.
Full-module testing was initiated on 6 July 2011 and largely continued until the end of the
year. The bulk of the time spent powering the entire module was devoted to low-level RF (LLRF)
optimisation, refining the Lorentz-force detuning compensation system and trying to understand
the source of the ‘soft quenching’ cavities. Operation was largely reliable and there were periods
of overnight operation. CM-1 ran for as many as 65.5 hours continuously at moderate gradient,
average 16.5 MV/m per cavity, without a trip. Figure 3.30 shows seven cavities operating at the same
frequency being powered simultaneously. The variation in peak gradient was due to individual cavity
limitations and the resulting setting of the VTO’s. Pairs of cavities were thus operating at similar
gradients.
Development work on the low-level RF system was a constant throughout the running period.
By the end of the run it was possible to control the RF amplitude and phase over 50 pulses to a RMS
magnitude error of 2.5× 10−4 and RMS error of 0.005°.
Significant time was also spent refining adaptive Lorentz-force detuning compensation. Gradients
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Figure 3.29
Q0 vs EAcc for CM-1 cavities
Figure 3.30
Transmitted power
waveforms of all cavi-
ties pulsing at the nom-
inal conditions: 5 Hz,
1.3 ms pulse length
(580 µs fill, 620 µs flat-
top) with LLRF in
closed loop and LFDC
disabled just below the
stable operating point.
Some quenching by the
highest-performing cav-
ity and indications of
Lorentz-force detuning
can be observed.
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in the cavities ranged between approximately 8 and 27 MV/m. Without compensation, the highest
gradient cavities would detune by up to 400 Hz during the flattop. With adaptive compensation on,
the detuning was negligible in all the cavities except for Cavity 1, which detuned by approximately
10 Hz during the RF pulse.
Even for cavities operating at the highest gradients, Lorentz-force detuning could be compensated
using relatively modest voltages of ∼ ±20 V to drive the piezo tuner. The waveforms do not exhibit
fast transients that could potentially damage the piezo tuners. Figure 3.31 shows a screen capture of
the resonance-control system during normal CM1 operation with the adaptive compensation on.
Once all planned tests were completed, the cryomodule was thermally cycled to room temperature
and back to 2 K to determine if such action might have an effect on cavity performance. Warm-up
proceeded uneventfully, however upon reaching 132 K during cooldown, vacuum activity was observed
in the insulating vacuum space, the magnitude of which automatically closed the gate valves between
the module and the feed and end cans. A nitrogen peak was observed. Upon opening the upstream
insulating vacuum space, a leaking feedthrough for a nitrogen-line temperature sensor was identified
as the source of the leak. The feedthrough was replaced with a blank and an alternate surface-mount
sensor installed. Cooldown proceeded and operation resumed. Although this was an unfortunate
occurrence, it did prove to be a valuable experience in terms of learning how to identify the location
of leaks remotely and make in situ repairs, as well as assess vulnerabilities in types of thermometry.
Upon the resumption of cold operation only minor changes in operating performance were noted
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although some multi-pactoring was observed as some cavities approached their peak values. This was
rapidly processed away.
Figure 3.31
CM1 resonance-control
online display during
adaptive feed-forward
compensation. The
top section shows the
magnitude of the RF
waveforms of the cavi-
ties; the middle action
shows the piezo moni-
tor waveform; the 10 V
full vertical scale of the
piezo monitor signal
corresponds to a piezo
drive of 200 V. The
bottom section shows
the cavity detuning
calculated from the RF
waveforms.
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3.4.4 Ancillary Systems and Findings
All of the necessary subsystems for operating and protecting the cryomodule performed largely as
expected. The protection system appropriately limited power or triggered system shutdowns as
conditions warranted. The cryogenics plant suffered only minor interruptions, usually due to external
factors.
Diagnostics were in place to monitor field emission as well as the presence of dark current
emanating from the cavities. These proved to be measurable, but not limiting factors in performance.
3.4.5 9-millisecond-Pulse Tests
Once the Cryomodule was well characterised, a ‘long pulse’ study was carried out in support of an
R&D program for a proposed continuous-wave SRF accelerator at Fermilab. This effort, a proof or
principle, entailed operating the two best performing cavities at a pulse length of up to 9 ms and
determining the LLRF and resonance-control capabilities at various input powers and QL values.
Planned operating parameters were:
• RF power limitations: 80 kW; 100 kW, 120 kW per two cavities;
• external QL: 3× 106; 6× 106; 1× 107;
• gradient: 15 MV/m; 20 MV/m; 25 MV/m;
• 9 ms pulse width.
This study proved to be a good first-pass test. Lorentz-force detuning (LFD) Compensation at
the nominal parameters Q=1× 107 and 25 MV/m was demonstrated. The LLRF feedback worked
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with phase stability good to ± 4°. The total range of detuning was of order ±10 Hz peak-to-peak
with comparable contribution from microphonics and residual LFD. The residual LFD’s shape of
detuning was repeatable from pulse to pulse with major harmonics ∼ 1 kHz. It is expected that LFD
compensation can be improved by cancelling out this component. The measured microphonics level
was in range 2-4 Hz, similar to what was measured for short 1 ms pulses. Although the behaviour of
cavities #5 and #6 were different, the results of LFD compensation were comparable.
Areas requiring further work were uncovered. Input power limitation for the low Q case (∼ 3× 106)
limited the peak gradients to < 20 MV/m. The system also proved to be highly sensitive under
dynamic conditions. Nearly constant attention was required to maintain stable operation, especially
when adjusting the power. Spontaneous quenching resulted from power adjustments without also
adjusting LLRF system gains.
3.4.6 Future Prospects
The CM-1 module is the first of a series of cryomodules planned to be installed and tested at
Fermilab. The second cryomodule is also a TTC Type III+, containing cavities that all achieved
gradients of 35 MV/m when tested vertically and 31.5 MV/m when ‘dressed’ and tested at Fermilab’s
Horizontal Test Stand. Cooldown and first operation of this cryomodule, designed to meet ILC
gradient specifications, is expected in late 2012. Most components are in hand and some assembly at
Fermilab has begun on a third cryomodule, which will be a high-gradient TTC Type-IV cryomodule.
3.4.7 Summary
The CM-1 cryomodule was the first to be assembled at Fermilab, and as such was also the first
cryomodule tested at the recently constructed New Muon Lab (NML) facility. The overall goal of
demonstrating facility operations and cryomodule test capability was achieved successfully. The CM-1
module was operated stably near the peak achievable gradients with both LLRF feedback and LFDC
enabled for an extended time. RF amplitude and phase were controlled within specification and
detuning was successfully compensated over the full gradient range. Valuable experience was gained
in both the commissioning and control of multi-cavity SCRF modules. A problem associated with a
tuner prevented one cavity from operating on-resonance. A thermal cycle resulted in a vacuum leak
in a feedthru. After repair and resuming cold operation the cryomodule showed only minor operating
changes.
The next cryomodule, CM-2, is under fabrication and will be a complete ILC design with cavities
that all reached the GDE gradient goals. Testing is anticipated in 2013.
3.5 CesrTA and Electron-cloud R&D
3.5.1 Introduction to the Electron-cloud R&D Program
One of the principal R&D issues for the positron damping ring of the ILC is to ensure that the build-up
of the electron cloud (EC)) in the vacuum chambers can be kept below the levels at which EC-induced
emittance growth and beam instabilities occur. During Phase I (2008-2010) of the ILC Technical
Design Phase (TDP), a focused effort to study methods of suppressing the EC as well as measuring
its impact on ultra-low emittance beams was undertaken at the Cornell Electron-Positron Storage
Ring Test Accelerator (CesrTA). In addition, a complementary R&D program has continued at various
laboratories around the world to develop better techniques to mitigate the build-up of the electron
cloud. Section 3.5.2 describes the research effort that has been carried out at Cornell University by
the CesrTA collaboration [131, 132], while Section 3.5.3 describes the work that has taken place at
other laboratories around the world. As part of this coordinated global programme, a major emphasis
has been placed on developing and benchmarking simulation tools as well as measurement techniques.
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In order to incorporate the research results into the ILC damping ring (DR) design, an ECLOUD
Working Group was formed whose main objective has been to provide recommendations on the EC
mitigation techniques to apply to the DR design based on the results of the R&D programme [133,134].
A dedicated Working Group meeting [135] was held during the ECLOUD10 Workshop [136], with a
significant level of participation by experts attending the workshop. The recommendations, which
have since been implemented in the ILC DR vacuum-system conceptual design [137], are summarised
in Section 3.5.4.
3.5.2 The CesrTA R&D Programme
The CesrTA research programme was approved in late 2007 to carry out electron-cloud R&D in support
of the ILC technical design. The first dedicated experiments using the Cornell Electron-Positron
Storage Ring (CESR) began in March 2008 at the conclusion of 28 years of colliding beam operations
for the CLEO experiment [138]. Two principal goals were specified for the programme. The first
was to characterise the build-up of the electron cloud in each of the key magnetic-field regions of
the accelerator, particularly in the dipoles and wigglers, and to study the most effective methods
of suppressing it in each of these regions. This required the design and installation of detectors to
study the local build-up of the cloud in each of these environments as well as a supporting simulation
programme to fully characterise and understand the results. The second goal was to study the impact
of the electron cloud on ultra-low-emittance beams. The ILC damping-ring design targets a geometric
vertical emittance of 2 pm rad; no positron ring has yet been operated in this emittance regime. By
benchmarking electron-cloud instability and emittance-growth simulations in a regime closer to that
specified for the damping ring, confidence in projections of the final damping-ring performance could
be significantly improved. This in turn helped to determine how much further R&D was required to
achieve the necessary design specifications. In order to carry out these measurements, CESR had
to be reconfigured as a damping ring and upgraded with the necessary beam instrumentation for
low-emittance optics correction and characterisation of the resulting beams.
3.5.2.1 Conversion of CESR to a Damping-Ring Test-Accelerator Configuration
Modification of CESR into a damping-ring configuration involved three main thrusts:
1. Relocation of six of the twelve CESR-c damping wigglers [139, 140], to the L0 straight section
in CESR to enable ultra-low-emittance CesrTA operation [138];
2. Upgraded beam instrumentation to achieve and characterise ultra-low-emittance beams, in-
cluding deployment of a system for high-resolution beam-position monitoring [141] and X-ray
beam-size monitors for both positron and electron beams [142];
3. Addition of vacuum-system diagnostics for characterisation of local electron-cloud growth in a
range of vacuum chambers, including retarding-field analysers [143, 144], transverse-electric-
wave transmission hardware [145] and shielded pickups for time-resolved measurements [146].
Table 3.7 shows the CesrTA lattice parameters for operation at 2 GeV and 5 GeV. At 2 GeV,
∼ 90 % of the synchrotron-radiation power is provided by the twelve damping wigglers and a horizontal
design emittance of 2.6 nm rad is obtained [147]. During Phase I of the CesrTA programme, a vertical-
emittance target of less than 20 pm rad (ten times the ILC damping-ring vertical-emittance target)
was specified. A key element of the R&D programme has been the flexibility of CESR operation.
CESR allows operation between 1.8 and 5.3 GeV with both positron and electron beams. The ability
to operate over a wide range of energies, bunch spacings and bunch intensities has enabled systematic
studies of primary photoelectron and secondary electron contributions to electron-cloud build-up in
the vacuum chambers, which are not feasible at any other facility.
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Table 3.7
2 GeV and 5 GeV lattice
parameters for CesrTA.
Parameter Symbol Unit 2 GeV 5 GeV
Energy Ebeam GeV 2.085 5.0
Number of wigglers 12 6
Wiggler peak field T 1.9 1.9
Horizontal tune Qx 14.57
Vertical tune Qy 9.6
Longitudinal tune Qz 0.075 0.043
RF voltage VRF MV 8.1 8
Horizontal emittance x nm rad 2.6 35
Damping time constant τx,y ms 57 20
Momentum compaction αp 6.76× 10−3 6.23× 10−3
Bunch length σl mm 9.2 15.6
Relative energy spread σE/E % 0.81 0.93
Bunch spacing tb ns ≥ 4, steps of 2
A novel element of the CesrTA upgrade has been the development of a high-resolution X-ray
beam-size monitor capable of single-pass measurements of each bunch in a train. Figure 3.32 shows
one of the indium-gallium-arsenide detectors wire-bonded to its circuit board along with a single-pass
fit of data acquired using pinhole imaging with a 1 mA bunch. In addition to pinhole imaging,
coded aperture and Fresnel-zone-plate optics have also been installed in both the positron and
electron beam lines. These detectors are the principal tools for verifying the vertical beam size in the
ultra-low-emittance machine optics.
(a) (b)
Figure 3.32. (a) An X-ray beam-size monitor detector, an indium-gallium-arsenide diode array, mounted on its
circuit board. Each detector has 32 diodes of 400 µm width and 50 µm pitch. (b) A single-turn fit to data acquired
from a bunch with 0.8× 1010 particles (at 2.1 GeV beam energy) using a heavy-metal slit as the X-ray imaging
optic.
Figure 3.33 shows the layout of the CESR L0 straight section after installation of the wiggler
string. This region is one of four dedicated CesrTA electron-cloud experimental areas. It is equipped
with extensive diagnostics to study the growth and mitigation of the electron cloud in wigglers. A
second electron-cloud experimental region was installed on the opposite side of CESR in the L3 straight
section. Figure 3.34 shows the layout of the L3 region. It supports four electron-cloud experiments: a
large-bore quadrupole housing a test chamber; the Positron Electron Project (PEP) II chicane for
dipole-chamber tests, which was relocated from SLAC after the early termination of PEP II operations;
a drift-chamber test section currently configured for testing titanium-zirconium-vanadium (TiZrV)
non-evaporable getter (NEG) test chambers; and an in-situ secondary-electron-yield measurement
station, which supports studies of the processing rates and equilibrium properties of secondary-electron
yield of various technical surfaces. In addition to the L0 and L3 experimental regions, two arc sections
were configured for flexible installation of experimental drift chambers to study the performance of
various mitigations in the photon environment of the CESR arcs.
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Figure 3.33
Layout of the CESR L0 wiggler straight
and electron cloud experimental region
with a cutaway view of the CLEO detec-
tor. Six superconducting CESR-c type
wigglers are deployed in the straight,
which is configured for zero dispersion
operation. Wigglers labeled (1) are
downstream wigglers, with respect to
the positron beam direction, which are
instrumented with retarding field analyz-
ers. Wigglers labeled (2) are unmodified
CESR-c type units. The straight section
includes extensive vacuum diagnostics:
retarding field analysers, residual gas
analyser, and transverse electric wave
measurement hardware.
3840511-040
Figure 3.34
Layout of the CESR L3
straight and electron-
cloud experimen-
tal region. Tests of
electron-cloud mitiga-
tions in drift, dipole
and quadrupole cham-
bers are possible in this
region. Additionally,
an in-situ secondary-
electron-yield station
is also installed, which
allows characterisation
of the rate of process-
ing and properties of
equilibrium secondary-
electron yield of various
vacuum-system techni-
cal surfaces.
3840511-043
3.5.2.2 Electron-Cloud Build-up and Mitigation Studies
Retarding-field analysers deployed at approximately 30 locations around CESR have enabled the
detailed study of local cloud build-up in a variety of vacuum chambers under a range of experimental
conditions [148, 149]. The analysers provide a time-averaged current readout at each location.
The majority of deployed retarding-field analysers utilise a segmented design to provide geometric
information about the cloud build-up around the azimuth of the vacuum chamber. Analyser data
taken in vacuum chambers fabricated with cloud-mitigation measures provide the foundation for
comparison of the efficacy of different methods of electron-cloud mitigation. An active effort continues
to model this analyser data in order to constrain experimentally the secondary-electron-yield and
photoelectron-yield parameters of the vacuum chambers treated with mitigations in an operating
accelerator environment [149–153]. In addition to the retarding-field analyser studies, transverse-
electric-wave transmission methods [154–157] are also being used to characterise the build-up around
the ring; a significant simulation effort is underway to take full advantage of these results [158–161].
A final method to study local cloud build-up is shielded pickup measurements [162–165], which are
providing additional constraints on the vacuum-chamber surface parameters for the chambers in which
they are installed. Table 3.8 summarises the range of chamber surfaces and mitigation methods that
were prepared for testing during Phase I of the CesrTA R&D programme.
Figure 3.35 shows a comparison of the performance of various chamber surfaces in a dipole field
along with a plot of the evolution of the transverse distribution of the electron cloud that develops
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Table 3.8
Vacuum chambers fabricated
for testing during the CesrTA
R&D programme. Mitigation
studies have been conducted
in drift, dipole, quadrupole,
and wiggler magnetic-field
regions. Checks indicate cham-
bers for which data has been
acquired. CU stands for Cor-
nell University.
Contributing
Mitigation Drift Quad Dip Wig Institutions
Al X X X CU, SLAC
Cu X X CU, KEK, LBNL, SLAC
TiN on Al X X X CU, SLAC
TiN on Cu X X CU, KEK, LBNL, SLAC
C on Al X CERN, CU
Diamond-like C on Al X CU, KEK
NEG on SS X CU
Solenoid Windings X CU
Fins w/TiN on Al X CU, SLAC
Triangular Grooves:
On Cu X CU, KEK, LBNL, SLAC
With TiN on Al X CU, SLAC
With TiN on Cu X CU, KEK, LBNL, SLAC
Clearing Electrode X CU, KEK, LBNL, SLAC
in the dipole chamber as a function of the beam current. While coating with a material with low
secondary-electron yield, such as titanium nitride, significantly reduces the growth of the cloud in this
environment, the use of a grooved surface with titanium-nitride coating is clearly superior.
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Figure 3.35. (a) The measured retarding field analyser current in a dipole versus beam current with a 20-bunch
positron train for a bare aluminium surface, titanium nitride-coated surface and a grooved surface with titanium
nitride coating. The efficacy of the grooved surface for suppressing the electron cloud is clearly evident. (b) The
transverse shape of the electron cloud signal in the dipole retarding-field analyser (aluminium chamber surface) as a
function of beam current.
Figure 3.36 shows two of the mitigation methods that have been tested in the CesrTA high-field
damping wigglers: triangular grooves and a clearing electrode. The clearing electrode is a very thin
structure developed at KEK [166] that offers very good thermal contact with the vacuum chamber
and minimal impact on the chamber aperture (see also Section 3.5.3). A bare copper surface and
a titanium-nitride-coated copper surface have also been tested. Figure 3.37a shows a comparison
of the electron-cloud growth as a function of beam current with each of these surfaces. The data
indicate that the best cloud suppression in the wiggler region is obtained with the clearing electrode.
Figure 3.37b shows the transverse distribution of the cloud present in the vertical field region of the
wiggler (copper surface) as a function of the retarding grid voltage, which probes the energy spectrum
of the electron cloud.
Studies of the electron-cloud build-up in drift and quadrupole regions have also yielded important
results. Drift measurements have been used to compare the performance of various coatings. A new
coating of significant interest is amorphous carbon developed at CERN [167] for use in the Super
Proton Synchrotron (SPS). Tests at CesrTA have afforded the opportunity to study the performance
of this coating in the presence of synchrotron radiation. Initial studies show that the electron-cloud
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Figure 3.36
(a) A grooved copper insert with 21.8◦ triangular
grooves having 1 mm pitch for testing in a CesrTA
wiggler. (b) A thin clearing electrode applied with a
thermal-spray method to the bottom half of another
CesrTA experimental wiggler chamber.
(a) (b)
mitigation performance of carbon is quite comparable to that of titanium nitride and that its vacuum
performance is quite reasonable in an environment with significant photon flux. Continued testing will
provide information about the long-term durability of this very promising coating. Vacuum chambers
in quadrupole magnetic fields can show quite significant cloud build-up. Concerns about long-term
trapping of the cloud in quadrupole fields [168] require that cloud mitigation be incorporated into the
ILC damping-ring quadrupole vacuum chambers. Tests in CesrTA have demonstrated the effectiveness
of titanium-nitride coating in this region.
(a) (b)
Figure 3.37. (a) The measured retarding-field analyser current in a wiggler versus beam current with a 20-bunch
positron train for a bare copper surface, a titanium-nitride-coated copper surface, a grooved copper surface and a
clearing electrode. The efficacy of the clearing electrode for suppressing the electron cloud is clearly evident. (b)
The transverse shape of the electron-cloud signal in the wiggler retarding-field analyser as a function of retarding
voltage.
3.5.2.3 Studies of Electron-cloud-induced Beam Dynamics at Low Emittance
The CesrTA low-emittance tuning effort provides the basis for studying the emittance-diluting effects
of the electron cloud in a regime approaching that of the ILC damping rings. As of early 2010, the
low-emittance tuning programme had resulted in reliable operation at or below the CesrTA Phase
I vertical emittance of 20 pm rad [169] for both single- and multi-bunch operation as confirmed by
X-ray beam-size-monitor measurements of the vertical beam size [170]. As of the end of 2010, vertical
emittances less than 10 pm-rad had been achieved.
A number of beam-dynamics studies have been conducted in order fully to characterise the
impact of the electron cloud on beams in CESR. As the electron cloud builds up along a bunch
train, the focusing effect of the cloud on the beam causes the natural frequency of oscillation of each
bunch (i.e. the horizontal and vertical betatron tunes) to shift with respect to the preceding bunch.
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Measurements of this electron-cloud-induced coherent tune shift [171–173] for trains of electron
and positron bunches, as well as for witness bunches at various positions behind a leading train,
have provided an important probe of the integrated effect of the cloud around the ring. Systematic
measurements over a wide range of beam conditions (varying beam energy, emittance, bunch current,
bunch spacing and train lengths) have been used to validate electron-cloud models more thoroughly.
An important feature of these measurements has been the need to model accurately the photon
transport, reflection and absorption around the ring in order to describe the data adequately. This has
led to the implementation of a new ring photon propagation package, SYNRAD3D [174], which has
most recently been applied to the design of the ILC damping-ring vacuum system and has resulted in
important refinements of that design [137].
A principal deliverable of the CesrTA programme is the characterisation of instability thresholds
and emittance-diluting effects in the regime of ultra-low vertical emittance [175–179]. Figure 3.38
shows the observed beam-motion spectrum for each bunch along a train obtained in these conditions.
As described in the preceding paragraph, the development of the horizontal and vertical tune lines,
denoted by Fh and Fv, along the bunch train provides information about the electron-cloud density
experienced by each bunch. For a positron train, the attractive force of the bunch pinches the cloud
into the bunch and can lead to the development of an oscillation of the bunch tail with respect to the
head. This head-tail instability is expected to induce characteristic sidebands in the bunch-motion
spectrum. In Fig. 3.38, the onset of the spectral lines denoted by Fv ± Fs part way along the bunch
train indicate where the cloud density build-up has become sufficient for the onset of the instability.
Figure 3.38
Bunch-by-bunch power spectrum for
a positron train with a nominal bunch
current of 0.75 mA/bunch. The hori-
zontal (Fh) and vertical (Fv) tunes are
clearly visible for all bunches. The onset
of the sidebands labelled as Fv ± Fs are
consistent with the onset of a head-tail
instability around bunch number 15 in
the train.
A second observable associated with this instability is a growth in the vertical beam size as
measured along the train. Figure 3.39 shows bunch-by-bunch beam-size development along bunch
trains with three different intensities. As the bunch currents are increased, the bunch number in the
train at which beam-size blow-up occurs moves earlier in the train due to the more rapid build-up of
the electron cloud. By studying both the spectral and beam-size information as a function of various
parameters (bunch intensity, vertical emittance, bunch spacing, chromaticity, feedback conditions,
and beam energy) and comparing with simulation [180–183] the simulations in a regime approaching
that of the ILC damping ring have been validated, ensuring that the projections of the expected
performance of the positron damping ring are accurate.
Analytical estimates of the head-tail instability thresholds, following the calculations described
in [184,185], have been made for CesrTA as well as for the ILC damping ring [8]. Table 3.9 summarises
the key parameters and instability thresholds, based on the parameters given in Table 3.10. The
observed instability thresholds observed in CesrTA low-emittance experimental conditions are in good
agreement with these calculations when the EC density near the beam is determined by tune-shift
measurements along the train. This applies both to the appearance of synchrobetatron side-bands in
the tune measurements as well as rapid beam-size growth as observed with the xBSM. The good
agreement between data and experiment provides confidence in estimates for the ILC DR.
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Figure 3.39
Bunch-by-bunch beam sizes based on
turn-by-turn fits for each bunch for 30
bunch trains of varying current (0.8, 1.2,
and 1.6× 1010 particles/bunch). As the
bunch currents are increased, the point
in the train at which the electron cloud
density is high enough to cause emittance
and beam-size growth moves to earlier
points in the train.
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There is some evidence in the beam-size data that there may be sub-threshold emittance growth
before the full onset of the head-tail instability. In the CesrTA data, such effects can occur at EC
densities which are a few times smaller than the calculated instability thresholds. This suggests that
some additional margin may be required in our estimates of the safe EC densities for stable operation
of a damping ring and argues for an aggressive approach to the choice of EC mitigation techniques.
This is consistent with the recommendations described in Section 3.5.4. Work continues on the
simulations and measurements required to clarify this issue.
Table 3.9
Analytic estimate
of the fast head-tail
instability threshold
for CesrTA and the
ILC damping ring.
CesrTA (2 GeV) CesrTA (5 GeV) ILC DR
Bunch Population N+ (× 1010) 2 2 2
Bunch Spacing `sp (ns) 4 4 6
Average Vertical Beta Function βy (m) 16 16 24
Electron Frequency ωe/2pi (GHz) 35 11 111
Phase Angle χ 8.9 3.7 14.0
Threshold Density ρe,th (×1012 m−3) 0.82 3.22 0.23
Tune Shift at Threshold ∆νx+y
(× 10−3)
9 14 5
Table 3.10
Parameters of Ces-
rTA and the ILC
damping ring used for
instability threshold
estimates.
CesrTA (2 GeV) CesrTA (5 GeV) ILC DR
Circumference L (m) 768 768 3245
Energy E (GeV) 2.1 5.0 5.0
Bunch Population N+ (× 1010) 2 2 2
Emittance εx (nm) 2.6 40 0.45
Momentum Compaction α (× 10−4) 67.6 62.0 3.3
RMS Bunch Length σz (mm) 12.2 15.7 6
RMS Energy Spread σE/E (× 10−3) 0.80 0.94 1.09
Horizontal Betatron Tune νx 14.57 14.57 47.37
Vertical Betatron Tune νy 9.62 9.62 28.18
Synchrotron Tune νs 0.055 0.0454 0.031
Damping Time τx,y (ms) 56.4 19.5 24
3.5.2.4 CesrTA Inputs to the ILC DR Technical Design
The results from the first three years (Phase I) of the CesrTA R&D programme have been incorporated
into the design of the ILC damping-ring vacuum chamber [137]; the findings of the programme
are documented in the CesrTA Phase I Report [8]. In particular, the observed efficacy of grooved
chamber surfaces in the dipoles as well as that of the clearing electrode in the high-field wigglers
provide confidence that practical electron-cloud mitigation measures can be prepared for the arc and
wiggler straight regions of the ILC positron damping ring. The importance of cloud mitigation in the
damping-ring quadrupole chambers has also been demonstrated. New coating technologies to suppress
the secondary-electron yield show great promise. However, there is still the issue of studying the
long-term performance and durability of these coatings. This will be a subject of study during Phase II
of the CesrTA programme. Perhaps most importantly, the flexibility of CESR operations has enabled a
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systematic programme of electron-cloud build-up and electron-cloud-induced beam-dynamics studies.
By benchmarking physics models and simulations against these studies, confidence in being able
to make valid projections of the expected ILC positron-damping performance has been significantly
enhanced.
3.5.3 Electron-cloud R&D at Other Laboratories
During 2007 and 2008 in the Positron Low Energy Ring of the PEP II accelerator, a magnetic
chicane and special vacuum chambers were installed to study electron-cloud effects in an accelerator
beamline [186, 187]. A special chamber was used to monitor the secondary-electron yield of titanium-
nitride and NEG coatings, copper, stainless steel and aluminium under the effect of electron and
photon conditioning in situ in the beam line. A drastic reduction of the secondary-electron yield to
approximately 0.95 for titanium nitride and a still-high value for aluminium of greater than 2.0 after
exposure in the accelerator beam line was measured. Other vacuum-chamber materials including
NEG-coated samples were also measured. In magnetic-field-free regions, chambers were installed
with rectangular groove profiles meant to reduce the secondary-electron generation at the surface.
The electron signals in the grooved chambers, when compared to signals in smooth chambers, were
significantly reduced. Two important results in dipoles were reported from the electron-cloud chicane
tests : 1) the titanium nitride coating reduces the cloud density by several orders of magnitude with
respect to a bare aluminium surface; and 2) a new resonance phenomenon has been observed that
results in the modulation of the electron wall flux, and hence, presumably, of the electron-cloud
density. After the PEP II shutdown the magnetic chicane and the test chambers were installed in the
CesrTA ring (see Section 3.5.2.1) to continue the cloud-mitigation studies.
Tests of coated chambers, grooves and clearing electrodes have been carried out at KEK in
order to mitigate the electron-cloud instability in an intense positron ring [166, 188, 189]. Aiming
for application in a dipole-type magnetic field, various shapes of triangular grooved surfaces have
been studied. In a laboratory, the secondary-electron yields of small test pieces were measured
using an electron beam in the absence of magnetic fields. The grooved surfaces clearly had low
secondary-electron yield compared to flat surfaces of the same materials. The grooves with sharper
vertices had smaller secondary electron yield. A test chamber installed in a wiggler magnet of the
KEKB positron ring was used to investigate the efficacy of the grooved surface in a strong magnetic
field. In the chamber, a remarkable reduction in the electron density around the beam orbit was
observed compared to the case of a flat surface with titanium-nitride coating.
An electron-clearing electrode with an ultra-thin structure has been developed. The electrode was
tested with a positron beam in KEKB. A drastic reduction in the electron density around the beam was
demonstrated in a wiggler magnet with a dipole-type magnetic field of 0.78 T. No discharge or extra
heating of the electrodes and feedthroughs was observed after using the latest connection structure.
The same type of electrode was also successfully tested in a CesrTA wiggler (see Section 3.5.2.1).
The clearing electrode has also been applied to a copper beam-pipe with antechambers in preparation
for its application in the wiggler section of Super-KEKB. Simulations indicate a small impedance for
the thin structure of this electrode design.
At the INFN Frascati National Laboratories in Italy, clearing electrodes to mitigate the electron-
cloud instability have been installed in all the dipole and wiggler chambers of the DAΦNE positron ring,
covering approximately 16 % of the circumference [190]. The electrodes have proven very effective in
combatting the electron cloud and minimising its impact on the positron beam dynamics [191].
At CERN, carbon thin films have been applied to the liners in the electron-cloud monitors and
to vacuum chambers of three dipole magnets in the SPS [167]. The electron cloud is completely
suppressed for LHC-type beams in the liners even after three months of air venting, and no performance
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deterioration is observed after one year of SPS operation. Following the positive preliminary results
obtained at the SPS it was decided to test these types of coatings in an environment with high
synchrotron radiation in a lepton machine at CesrTA (see Section 3.5.2.1).
3.5.4 Recommendations for Electron-cloud Mitigation
A working group has been set up to evaluate the electron-cloud effect and instability issues for the
ILC positron damping ring and to recommend mitigation solutions. The collaborating institutions are
Argonne National Laboratory, CERN, Cornell University, INFN, KEK, Lawrence Berkeley National
Laboratory and SLAC. The first task of the working group was to compare the electron-cloud effect
for two different damping-ring designs with 6.4 km and 3.2 km circumferences, respectively, and to
investigate the feasibility of the shorter damping ring with respect to the electron-cloud build-up and
related beam instabilities. The working group compared the instability thresholds and the electron-
cloud formation assuming 6 ns bunch spacing in both configurations, that is, in the same beam current.
Both ring configurations were found to exhibit very similar performance. The risk associated with the
adoption of the 3.2 km damping-ring design, while maintaining the same bunch spacing, was deemed
low and the 3.2 km ring was found to be an acceptable baseline design choice [134].
Table 3.11
Summary of the
Recommendations
for Electron-Cloud
Mitigation for the
ILC positron damping
ring.
Field
Region
Mitigation Recommendation Alternatives for
Further StudyPrimary Secondary
Drift† TiN Coating Solenoid Windings NEG Coating
Dipole Triangular Grooveswith TiN Coating
Antechambers for synchrotron
radiation power loads and
photoelectron control
R&D into the use of
clearing electrodes
Quad† TiN Coating
R&D into the use of
clearing electrodes or
grooves with TiN coating
Wiggler Clearing Electrode
Antechambers for synchrotron
radiation power loads and
photoelectron control
Grooves with TiN coating
† Where drift and quadrupole chambers are in arc or wiggler straight regions of the machine, the cham-
bers will incorporate features of those sections, antechambers for power loads and photoelectron
control.
The mitigation recommendations for the ILC damping rings were prepared during a meeting of
the working group at Cornell University on 13 October 2010 as a satellite meeting to the ECLOUD10
Workshop. The input from the workshop participants was included in the evaluation. The results of
the evaluation were presented at the IWLC10 Workshop at CERN [192], and the recommendations
are summarised in Table 3.11 [193]. It should be noted that the choices of mitigation methods
in Table 3.11 are nearly identical to the choices that have been made for the construction of the
SuperKEKB [194] vacuum system. Thus operation of the SuperKEKB positron ring will serve as a
crucial performance test that will further improve understanding of the anticipated performance of
the ILC DR.
3.5.5 CesrTA Phase II Plans
Specification of the electron-cloud mitigation, magnet alignment tolerances, emittance-tuning pro-
cedure, and beam instrumentation for the damping ring is to a large extent based on the CesrTA
findings. There remain, however, a number of outstanding questions regarding beam physics peculiar
to low-emittance rings that CesrTA is well equipped to address. In particular, as regards growth of
the electron cloud, while global measurements of cloud lifetime with tune-shift data, as well as local
measurements with shielded pickups, suggest that the cloud decays on a timescale of hundreds of
nanoseconds, there is a hint of a long-lived cloud with lifetime of many microseconds, possibly trapped
in quadrupole and/or wiggler fields. With respect to beam-cloud dynamics, whereas emitttance
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growth due to the electron cloud as well as cloud-induced head-tail instability has been observed,
the former by direct measurement of beam size and the latter from the turn-by-turn bunch-position
spectra, it must yet to be determined to what extent the two phenomena are related. The CesrTA
team is developing both new instrumentation and computational tools to explore these and other
aspects of electron-cloud physics.
As ever smaller emittance and higher charge density are achieved, the sensitivity to single particle
as well as collective effects that can limit vertical emittance will be enhanced. Investigation of
intra-beam scattering at CesrTA takes advantage of the instrumentation that allows simultaneous
measurement of horizontal, vertical, and longitudinal bunch dimensions. Initial results show reasonable
agreement with theory, but with some remaining discrepancies. Discriminating emittance blow-up
due to intra-beam scattering from other collective effects will require more extensive study, including
measurement of the current dependence of equilibrium emittance at different beam energies, and
complementary measurements with both positron and electron beams. CesrTA is an excellent
laboratory for investigating ion effects in electron beams, and in particular the fast ion instability in
bunch trains in the ultra-low vertical-emittance regime. The same tools used to explore electron-cloud
effects with positron beams are suitable for investigation of ion effects with electron beams.
Finally the work to collect RFA and SPU data during operation of CESR as an x-ray source
for CHESS will be continued. Analysis of the data will inform models of electron-cloud growth and
questions of the durability of mitigations and the long-term effects of beam processing.
3.6 ATF2 Final-Focus Experiment
3.6.1 Introduction
The challenge of colliding nanometre-sized beams at the interaction point (IP) involves three distinct
issues:
• creating small emittance beams;
• preserving the emittance during acceleration and transport, and finally;
• focusing the beams to nanometers before colliding them.
Table 3.12
Main design parameters for
ATF2 compared to ILC. The
ATF2 37 nm (at the IP) in-
cludes residual effects from
uncorrected higher-order opti-
cal aberrations.
Parameter Unit ATF2 ILC
Beam energy E GeV 1.3 250
Effective focal length L∗ m 1 3.5 - 4.5
Horizontal emittance x nm 2 1.0 (damping ring)
Vertical emittance y pm 12 2 (damping ring)
Horizontal IP β function β∗x mm 4 21
Vertical IP β function β∗y mm 0.1 0.4
Horizontal IP dispersion divergence η′x 0.14 0.0094
Relative energy spread σE % ∼ 0.1 ∼ 0.1
Vertical chromaticity ξy ∼ 104 ∼ 104
RMS horizontal beam size σ∗x µm 2.8 0.655
RMS vertical beam size σ∗y nm 37 5.7
The Accelerator Test Facility (ATF) at KEK is a prototype damping ring to deal with the first issue
and has succeeded in obtaining the emittances that almost satisfy ILC requirements [195,196]. ATF is
now used as an injector for the ATF2 final-focus test beam line, which was constructed in 2008 to study
the third issue. ATF2 is a follow-up to the Final-Focus Test Beam (FFTB) experiment at SLAC [197],
but with different beam-line optics based on a scheme of local chromaticity correction [198]. The
beam line is shorter than that originally tested at FFTB and promises better performance and greater
extendibility to higher energies. As with FFTB, the value of β∗y and hence the vertical beam size at
the optical focal point are chosen to have a similar demagnification and yield a similar chromaticity
as in the ILC final focus. The primary goals for ATF2 are [199, 200]:
1. achieving a 37 nm vertical beam size at the IP;
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2. stabilising the beam at that point at the nanometer level.
The main parameters of ATF2 are given in Table 3.12 together with the corresponding values for the
ILC.
The layout of the ATF/ATF2 facility and the design optical functions of the ATF2 beam line are
displayed in Fig. 3.40 and Fig. 3.41 , respectively. The optics is a scaled-down version of the ILC
design.
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Figure 3.40. Top: the ATF2 beam line. Bottom: an enlargement of the final focus system.
Figure 3.41
Top: Optics of the ILC
beam-delivery system
from the exit of the
main linac on the right
to the interaction point
on the left. Bottom:
ATF2 optics from the
ATF damping-ring
extraction point on the
right to the interaction
point on the left.
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3.6.2 Status of ATF2 Systems
3.6.2.1 Magnets and Magnet Mover
Figure 3.42
View looking downstream along the final
focus section of the ATF2 beamline.
The ATF2 beam line extends over about 90 meters from the beam extraction point in the ATF
DR to the IP (see Fig. 3.40 and Fig. 3.42). Many quadrupoles and some dipoles were fabricated for
ATF2, while others were reused from the old ATF extraction beam line and from the Final Focus Test
Beam (FFTB) at SLAC [197]. Among the latter were the two quadrupole and two sextupole magnets
composing the strong-focusing final-doublet (FD) system just before the IP. The apertures of the FD
quadrupole magnets needed to be increased to accommodate the larger β function values at these
magnets in the ATF2 optics design.
Anticipating gradual movements of supports and magnets due to thermal variations or slow
ground motion, twenty quadrupole and five sextupole magnets in the final focus were mounted on
remote-controlled three-axis movers recycled from the FFTB experiment. The movers have a precision
of 1–2 µm for transverse motion (horizontal and vertical), and 3–5 µrad for rotations about the beam
axis.
Overall alignment precisions of 0.1 mm (displacement) and 0.1 mrad (rotations) have been
achieved using conventional alignment/metrology techniques. The final alignment of the magnets is
achieved via beam-based alignment (BBA) techniques.
3.6.2.2 Final Doublet (FD)
The FD is composed of two quadrupole and two sextupole magnets (QD0, QF1, SD0, SF1 in Fig. 3.40).
These magnets must be supported in a way that ensures their vertical vibration amplitude relative to
the IP is smaller than 7 nm rms above 0.1 Hz, in order to limit effects on the measured beam size at
the IP to less than 5 %. Below 0.1 Hz, beam-based feedback methods can be used (1/10th of the
beam repetition rate of 1 Hz). A rigid support was chosen since the coherence length at ATF2 (about
4 m in this frequency range) exceeds the distance between the FD and IP, which strongly suppresses
their relative motion. Vibration measurements with the table fixed to the floor and with all magnets
and movers installed were performed in the laboratory for prior validation, including checking for
potential effects from cooling water flowing in the magnets. Additional measurements after final
installation of the FD confirmed that the residual motions of the magnets relative to the IP were
within tolerance. The whole FD system is shown in Fig. 3.43 .
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Figure 3.43
View of the final doublet installed on its rigid mechanical support
system.
3.6.2.3 Cavity Beam-position Monitors
The ATF2 beam line is instrumented with 32 C-band (6.5 GHz) and four S-band (2.8 GHz) high-
resolution cavity beam-position monitors (BPM). There are also four C-band and one S-band reference
cavities to monitor beam charge and beam arrival phase. In the diagnostics and final-focus sections,
every quadrupole and sextupole magnet is instrumented with a cavity BPM. The FD magnets
use S-band BPMs, while the remaining quadupoles are equipped with C-band BPMs. The usable
measurement range of the cavity BPMs was found to exceed the mechanical range of quadrupole
movers (±1.5 mm). A resolution of 200–400 nm for the C-band BPMs has been demonstrated [201].
3.6.2.4 IP Beam-size Monitor (IPBSM)
Measuring transverse beam sizes of tens of nanometers at the IP requires specialised beam instru-
mentation, in particular a beam-size monitor based on laser interferometry (IPBSM, also referred
to as a Shintake monitor [202]). The IPBSM is based on inverse Compton scattering between
the electron beam and a laser interference fringe pattern. For the ATF2 beam energy, the energy
of the generated gamma rays is typically rather low compared to that of bremsstrahlung photons,
emitted when beam-tail electrons interact with apertures and start showering, which are the main
detector background. In the monitor designed for ATF2, the signal is separated from this high-energy
background by analysing the longitudinal shower profile measured with a multilayered detector located
a few meters after the IP, downstream of a dipole magnet. The laser wavelength used is 532 nm,
the 2nd harmonic of the Nd:YAG laser, which provides a suitable fringe pitch to measure the target
vertical size of 37 nm. The monitor is designed to have three measurement modes by changing the
crossing angle between the overlapping lasers, which give sensitives to beam sizes of 5000-350 nm
(2-8 deg. mode), 100-350 nm (30 deg. mode), and 20-100 nm (174 deg. mode). In addition, a single
“laser-wire” mode can be used for horizontal beam-size measurements [203].
The method to set up the electron and laser beams correctly was developed experimentally
during early commissioning using diagnostics and instrumentation available for both electron and
laser beams. It consists of five main steps: (i) carefully tuning the electron beam trajectory to reduce
backgrounds; (ii) aligning the photon detector onto the electron beam axis at the IP; (iii) checking
the synchronisation of both beams; (iv) scanning the laser beam horizontally to overlap its waist with
that of the electron beam; and (v) scanning the two laser beams longitudinally across the electron
beam to maximize the modulation.
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3.6.2.5 Other Beam-line Instrumentation
The instrumentation from the old ATF extraction line – strip line BPMs, Integrated Current Trans-
formers (ICTs), optical transition radiation (OTR), screen profile monitors, and wire scanners – is
reused in the reconfigured beam line. There are five wire scanners with tungsten and carbon wires
of 10 and 7 µm diameter, respectively, located in the diagnostic section upstream of the final-focus
section (see Fig. 3.40). They are used to measure the horizontal and vertical beam emittances after
extraction from the DR. An additional wire scanner is installed just downstream of the IP for beam-size
tuning and has tungsten and carbon wires of 10 µm and 5 µm diameter, respectively. Screen monitors
are located right after the extraction, in the middle of the beam line, and before and after the FD.
An optical-fibre beam-loss monitor is installed all along the beam line to localise and quantify beam
losses in a relative sense. Four OTR monitors close to the wire scanners with an improved resolution
of 2 µm has been installed in the extraction line. They permit the measurement of the beam sizes as
well as a fast emittance measurement, with high statistics giving a low error and a good understanding
of the emittance jitter.
3.6.3 Tuning Status Towards Achievement of Goal 1
3.6.3.1 Summary of ATF2 Commissioning and IP Tuning Activities
The commissioning of ATF2 began in December 2008. During 2009, the various hardware diagnostic
systems were commissioned whilst the beam line was commissioned with a relaxed optics configuration
(10mm vertical beta function at the IP). The relaxed optics configuration was intended to allow
for simplified checkout of the linear optics as the reduced chromaticity of the FFS at this level of
focusing did not require the chromaticity compensation sextupoles to be switched on [204, 205]. It
also provided a small-enough beam (∼1 µm vertical IP size) to commission the 2–8 degree modes of
the IPBSM.
During 2010, a more aggressive optics (1 mm vertical IP beta function) was used, the FFS
sextupoles were turned on on and the beam size tuned below 1 µm for the first time, with a smallest
recorded spot size as measured by the IPBSM of 310 nm.
In the autumn runs of 2010 and at the start of 2011, the nominal vertical focusing optics was
used, whilst keeping the horizontal beta function at 2.5 times the nominal design for reasons explained
below.
The tuning work towards obtaining the nominal vertical IP spot size was expected to start during
the spring of 2011. However, due to a fire in the modulator supplying power to the klystron generating
RF for the gun, the program was delayed. The ATF was then damaged in the great Eastern Japan
earthquake (M9.0), March 11 in 2011.
The ATF conventional facilities and accelerator systems were repaired during the summer and
autumn of 2011, with the resumption of beam operations through ATF2 in the winter period. During
the winter and spring periods of 2012, different optics configurations were applied while gaining
experience on tuning the beam size and measuring in the 30-degree mode of operation of the IPBSM.
The decision was made to relax the horizontal beta function at the IP to ten times that of the initial
design (to 40 mm). This reduced the observed backgrounds in the IPBSM detectors and was also
considered a prudent measure to lower the horizontal beam sizes throughout the FFS in order to
reduce as much as possible the sensitivity to undesired multipole components in the FFS magnets.
As the backgrounds detected in the IPBSM detectors were gradually reduced through alignment and
beam-pipe enlargement activities, the vertical beta function at the IP was reduced, in a staged fashion,
down to the design 0.1 mm. The IPBSM was ultimately found to function well in the 30-degree mode
of operation with these settings. During the operation period February through June 2012, the beam
was frequently tuned down to the 200nm level and below. Through careful online monitoring of both
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beam conditions and internal conditions of the IPBSM itself, these beam sizes could be maintained.
It was realised that, in order to achieve the beam sizes of Goal 1, a tuning program that runs
continuously over periods of many days, perhaps weeks, was required. During the April - June beam
operation periods in 2012, a student training program was set up, involving post-graduate-level
students and postdocs from the collaborating institutions across the world that make up ATF2. The
aim of this program was to produce a core team of people capable of maintaining operational efficiency
of ATF whilst progressing the ATF2 tuning program.
Thus, during the November and December operations periods, i.e. the last four weeks, ATF2
ran continuously in ”ATF2 tuning mode”. The 174-degree mode of operation of the IPBSM was
successfully commissioned. At the end of the runs, the beam was tuned down to about 70nm as
shown in Fig. 3.44, where the 70nm beam size could be maintained for about 7 hours at least. It is
an achievement of important milestone towards full verification of the local chromaticity correction
scheme at the ILC final focus system. However, it could be performed only at very low beam intensity
of 1 ∼ 2× 109/bunch. We suspected the wakefield effect at the large beta function region at the
final focus system for the major cause. We will prepare the mitigation plan to achieve the 37nm beam
size in coming runs.
Figure 3.44
(a) The best modu-
lation (M) measured
to date by the IPBSM
beam-size monitor with
the 174° crossing angle,
M=0.28±0.3, taken in
December 2012. The
measurement corre-
sponds to a beam size
of 68±3 (statistical)
nm. (b) Histogram
of modulations mea-
sured 10 times at the
174 degree mode, 21
December 2012. The
average beam size cor-
responds to 73nm with
an RMS of 5nm.
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3.6.3.2 Software for Optics Analysis and Re-Design
Due to the non-linear nature of the FFS optics, multi macro-particle tracking software has been used
to test the performance of the optics, to develop beam-tuning algorithms and to test their robustness
under realistic error conditions. This has been done independently with multiple codes, which provides
a useful cross-check of the methods used and the tracking software in the different codes themselves.
Codes used for these studies are Lucretia, SAD [206], MADX (MAPCLASS) [207] and PLACET [208].
3.6.3.3 Optics Preparation and Beam-dynamics Simulation
In addition to the original FFS tuning procedure developed for ILC, three different analyses environments
were constructed based on MADX, SAD and Lucretia. These are able to re-match the FFS optics
and study effects of errors using tracking through the model lattice together with the inclusion of all
envisaged error sources.
One such error source was discovered after construction was complete: the higher-order multipolar
components of many of the quadrupole and dipole magnets in the EXT and FFS were large enough to
generate aberrations at the IP which noticeably increase the expected vertical spot size. Measurements
of the normal and skew multipole components of these magnets were made at IHEP, KEK and at
SLAC and inserted into the models. It was found that multipole components up to octupole, and in
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the case of the final doublet, up to 12-pole were important. To try and recover the beam size closer
to the design goal, a study was performed to try and re-match the optics to mitigate the effects
induced by the measured multipoles. The result of this process is shown in Fig. 3.45. By increasing
the horizontal beta function at the IP by 2.5–10 mm, and thus reducing the horizontal beam size
in the QF1FF aperture and other sensitive apertures, the effect of the various skew multipoles was
somewhat mitigated.
Figure 3.45
Re-tuned IP vertical beam-spot size
as a function of input horizontal
emittance, with 2.5 times nominal IP
horizontal beta function. Each curve
corresponds to different maximum
multipoles included in the simulation.
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Due to the sampling of more of the skew multipole fields at larger horizontal beam sizes at the
high beta points, the vertical beam size scales noticeably with horizontal emittance. The normal
horizontal emittance achieved is about 5 µm rad (normalised), but has been measured to be lower at
lower bunch charge due to collective effects in the damping ring.
This retuning method has been repeated for the different operational optics used as discussed in
Section 3.6.3.1. The results have also been cross-checked using MADX, Lucretia and SAD.
In addition to the retuning procedure described above, it has been shown that, through the
addition of four skew-sextupole magnets into the FFS, the tolerances to the sextupole multipolar
errors in some of the FFS magnets are considerably relaxed. One such skew-sextupole magnet has
already been installed in the beam line, resulting in some effect on beam size. Three more were
installed over the summer 2012 shutdown period. This arrows ”multi knobs” to be formed, allowing
these particular aberrations to be tuned out. In addition, the QF1FF was replaced with a PEP-II LER
quadrupole magnet with negligibly small 12 pole component just before the continuos runs for last 4
weeks. This replacement is expected to recover the horizontal beta function to the design value at IP.
After generating the desired lattice as discussed above, the expected performance of the accelerator
in the presence of all expected error conditions (e.g. survey alignment tolerances, magnet field strength
errors, BPM errors, ground motion, beam size measurement errors etc) has been simulated using a
Monte Carlo approach in which 100 random distributions of error conditions were generated and the
full tuning procedure applied to each seed. The mean and spread in the final results represents the
best guess of the expected performance of the machine and an uncertainty estimate in the results
based on the level of knowledge of the expected error sources. These simulations also provide the
basis for developing and testing different tuning algorithms and techniques. The simulations show
the initial beam sizes are expected to be of the order of about 0.5–3 µm and can be tuned down to
within 20 % above the nominal beam size in about 12 steps. At each step, the range of dominant
aberrations at the IP (up to third order) are examined. The most common aberration at each step
is then targeted across all Monte Carlo seeds. This forms the basis for the tuning procedure to be
applied to the real accelerator. Further iteration of the tuning knobs produces a final beam-spot size
within about 10 % above the design goal after several hours of tuning. This simulation has been
performed additionally in MADX and PLACET with similar results.
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3.6.3.4 Beam-tuning Procedure
The required procedures to tune the ATF2 beam are briefly outlined below. Not covered here is the
process by which the beam is accelerated, transported into the ATF damping ring and the damping
ring itself tuned (COD, dispersion and coupling). This is typically done once before a set of ATF2
tuning attempts, and occasionally during ATF2 tuning if the damping-ring conditions change, for
example, due to a change in the ring circumference caused by temperature variations.
A notable problem that has presented itself since initial commissioning of the ATF2 is prompt
emittance growth during damping-ring extraction. It is assumed that high-order magnetic fields
experienced by the beam as it passes close to kicker and septa devices cause emittance growth via
coupling effects as the beam is extracted. This manifests itself as a higher emittance as measured by
the OTR system in the EXT than that measured in the damping ring. This effect has been observed
to be highly sensitive to the extracted beam orbit, and has led to extracted emittances that vary from
one operation period to the next. Typically the emittance is 2 nm × 12 pm in the DR and 2-3 nm ×
20-30 pm in the EXT after coupling correction. Figure 3.46 shows vertical emittances measured at
the DR and EXT in 2011 and 2012.
Figure 3.46
Vertical emittances measured by the X-ray synchrotron-
radiation monitor(XSR) in the damping ring (red circles)
and the optical transition-radiation monitor system (EXT-
OTR) in the extraction line (blue squares), in 2011 and
2012.
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Usually, beam tuning starts from steering the beam upstream of the extraction line. Next, the
BPM readouts are aligned to the field centres of the quadrupole magnets by a “quad-shunting”
procedure whereby the beam is steered through the magnet in question at various offsets at different
quadrupole activation strengths. Then, orbit feedbacks are applied to maintain the “golden” beam
orbit at both DR and EXT/FFS. It is especially critical to maintain the desired orbit through the FFS
sextupole magnets to reduce drift in the beam size at the IP during tuning.
Horizontal and vertical dispersions are corrected by pairs of normal/skew quadrupole magnets at
dispersive locations. The residual vertical dispersion coming from the damping ring can be corrected
by rotation of QD0. Coupling is primarily corrected by four skew-quadrupole magnets in the EXT.
One phase of coupling (< x′y > at the IP phase) generated at the FFS would be corrected by the IP
< x′y >knobs based on five sextupole magnets at the FFS.
The principal aberrations present at the IP are expected to be < x′y > coupling, vertical waist
shift and vertical dispersion. To cancel these, orthogonal knobs have been developed based on the
five FFS sextupole magnets, which are deliberately offset to generate the required correction terms
at the IP. Also, so-called non-linear knobs have been developed in order to correct high-order terms,
predominantly T322, T326 and T324.
Figure 3.47 shows the simulation results of the tuning process (upper and lower one-sigma bounds
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from 100 Monte Carlo seeds) and the results from ATF2 tuning shifts.
Figure 3.47
IP vertical beam-size tuning: experimen-
tal results and simulation. Shown are
the data points from 2010 & 2012, the
±1-sigma curves from the Monte Carlo
model; the tuning steps are indicated in
text. The required operation modes of
the IPBSM are also indicated for each
relevant section of the plot.
December 2010 Data
<xy>
Ve
rti
ca
l B
ea
m
 S
iz
e 
in
 n
an
om
et
re
Tuning Knob Iteration Step
0 5 10
100
20
1000
<xʼy>
αʼy
ηʼy
<xʼy>
T322 αʼy
ηʼy T322 <xʼy> αʼy T326 ηʼ y
Initial Simulation with 100 models
Beam size region < 1σ
2 to 8 deg 30 deg 174 deg
IPBSM mode
 Feb.-June 2012 Data
 Dec. 2012 Data
3.6.4 Stability
The second goal of ATF2 is to achieve nanometer-level stability. Several R&D activities are currently
being actively pursued:
• feedback on a nanosecond time scale (FONT);
• nanometer resolution IP-BPM [209];
• fast nanosecond-rise-time kicker [210];
• cavity BPM optimised to monitor angular variations of the beam near the IP with high accuracy;
• development of robust laser-wire diagnostics [211].
The most recent FONT results are shown in Fig. 3.48, where measurement of the beam offset at
the first of a three-bunch train is used to correct the subsequent two bunches. Bunch separation is
151.2 ns. The data clearly indicates a reduction of the beam jitter by a factor of 5 from the first to
the second bunch. The achieved 2.1 µm rms scales to 2.6 nm at the IP, given the demagnification of
the optics.
Figure 3.48
Recent results of FONT, the
intra-train fast feedback. The
three plots above are experi-
mental results, while the bot-
tom one is a simulated one to
demonstrate the nanometer sta-
bilisation at the IP assuming a
perfect lattice for the final-focus
beam line [212].
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3.6.4.1 Post TDR and Future prospects
Post TDR, there will be a concerted effort to achieve the goal of 37 nm vertical beam size in parallel
with studies related to achieving the stability goals.
Plans to upgrade the performance of ATF2 on the time scale of a few years, after the main
goals of ATF2 have been achieved, are also under consideration. In particular, optical configurations
with ultralow β∗ values (2–4 times smaller than the current nominal in the horizontal and vertical
planes), relevant to both the CLIC design and to some of the alternative ILC beam-parameter sets,
are actively under study. An R&D program to develop a tuneable permanent magnet suitable for
the FD is pursued in parallel, with an initial goal to construct a prototype for beam testing in the
upstream part of the ATF2 beam line.
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4.1 Overview
In the R&D phase, work on accelerator systems has concentrated on alleviating technical rather than
cost risk, since the cost of specific accelerator-system components is small compared to the costs
associated with the main linac; however, the failure or sub-optimal operation of many accelerator
components can prevent running of the ILC or severely limit its performance. The electron source
photo-cathode gun, positron-source undulator, target and capture system, damping-ring kicker magnet
system, and beam-delivery dumps are examples of such systems; work on these systems is described
here. For much of this work, a strong collaborative team of experts that included both GDE members
and collaborators on unrelated projects was an important factor in their success.
Technical risk is judged by assessing the state of the art for a given component against expected
performance criteria. The strategy to mitigate technical risk in a long-term project development and
construction cycle must balance potential gain against the time and resources to achieve it. The
development of new ideas and beam tests of full systems have the longest lead times and should
hereford be given priority.
The photo-cathode gun laser and in-vacuum high-voltage DC gun are the most critical electron-
source components so these were chosen for study during the Technical Design Phase. Studies of
the basic physical properties of the semiconductor photo-cathode itself were deemed successful and
mature enough not to require further work. As is typical with the accelerator systems discussed
here, the goal of work on the laser and the gun was focused on applying specialised high-technology
solutions in an innovative manner to extend significantly the performance of off-the-shelf products.
Wavelength tuneability and high average-power performance are a concern for the laser and the GDE
teams are working to apply cryogenic technology to the lasing medium. Extending DC high-voltage
capability without increasing field emission or dark current is the main concern for the gun. It is well
known that beam quality will improve as the voltage is increased but this has to be balanced against
the photo-cathode poisoning caused by excessive dark current.
The positron-source component studies are the most important effort related to accelerator
systems because of the high level of integration required and the difficulty of performing a full-power
system test. It is important to note that because the rate of positron creation is well beyond that
achieved in existing facilities, an Alternate Configuration based on a normal-conducting linac with a
high repetition rate is under active study. Both are described in this chapter. Furthermore, baseline
performance goals include an option to provide 50 to 60 % positron polarisation, a performance
characteristic also unmatched at any existing facility.
The undulator-based scheme has been adopted for the baseline design because the photon beam
requires a thinner target and therefore dissipates less energy than an electron beam and because
it provides polarised positrons. The use of a circularly polarised photon beam produced by the
passage of high-energy electrons through a helical undulator to create polarised positrons is a well
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understood process that was demonstrated early in the ILC design phase [213]. The achievable positron
polarisation depends critically on the collimation scheme used to separate the core forward–directed
gamma rays from the surrounding halo. Key R&D topics of concern here are the helical undulator
and the collimator. Collimator design studies are presented in this chapter.
The undulator field period and characteristic strength ‘K’ determine both the incoming electron-
beam threshold energy required to produce the positrons and the total undulator length needed. Two
full-scale baseline prototype superconducting undulators were constructed and successfully tested
during the design phase; results are reported here. The greatest overall flexibility for the collider
physics program is provided with low minimum threshold energy which in turn corresponds to a small
undulator period; development is focused on reducing the period from 11.5 to below 10 mm. The
baseline design threshold energy is 150 GeV.
Power deposition in the positron target during the 730 microsecond-long train must be smeared
out to avoid damage. Simulation work has identified average-power deposition, ‘shock-wave’ stress,
thermal stress and eddy-current heating (from interaction with an externally applied axial magnetic
field), as the most important concerns. It has not been practical during the design phase to test the
power-handling capability of the 14 mm-thick titanium target. With the baseline 1 m diameter target
rotating with a speed of 100 m/s at the rim, the incident beam energy is spread along a 75 mm long
by 1.4 mm (rms) wide stripe. Additional target heating, of almost equivalent amplitude to the average
beam heating, is caused by eddy currents. Applying a high-vacuum seal to the rotating shaft and
providing cooling water through the target rim are the support-engineering tasks of greatest concern.
Reports on studies of these topics using a full-scale test model are included here.
Two key elements of the capture section that follows the target are the high-field tapered solenoid,
located 2 mm from the target rim, and the normal-conducting RF accelerator section. Design and
prototyping of the high-field tapered solenoid, also referred to as an ‘optical matching device’ (OMD),
and the high-current pulse modulator to power it is underway. The design uses a stack of single-turn
flux-concentrating disks that are transformer-coupled to large – diameter 10- to 25-turn coils. Design
studies of other kinds of OMD, such as a liquid-lithium lens, have also been done. A full power
normal-conducting RF accelerator capture section has been built and fully tested.
R&D on an alternate positron production scheme based on a smaller peak-power incident beam
on target is underway and is also reported in this chapter. A short, high-power, high-repetition-rate
normal-conducting linac reduces concerns over thermo-acoustic shock-wave damage to the target. A
state-of-the-art conventional fixed target can be used, removing the need for a system rotating at
high speed.
The most serious performance concern raised for the damping ring is the potential impact of
electron-cloud instabilities, notably in the positron damping ring. These instabilities have been studied
extensively at the purpose-built test facility ‘CesrTA,’ the results of which are reported in Section 3.5.
The technological aspects of the mitigation strategies, including vacuum-chamber electrodes and
coatings, are also covered in that chapter.
The damping ring, as the source of low-emittance beams, and the beam-delivery system, as
the demagnification section, must both be tested to validate the expected performance of beam-line
components and tuning-strategy convergence. This topic is covered in Section 3.6.
The primary technical concern for the damping rings is the injection and extraction ultra-fast
pulse kicker system. Roughly 40 pulser-kicker pairs are required for injection and extraction of the
beam bunches from the damping ring. The ring minimum inter-bunch spacing, (and ultimately
therefore the size of the ring) is determined by the pulse rise and fall time of these devices. A two-pair
system has been built and tested successfully using the ATF.
The primary R&D goals for the BDS are associated with the beam demagnification and stability
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tests at the ATF2. However, there are several other key R&D programmes not directly related to this.
The GDE team is pursuing design and prototyping of the ILC superconducting final doublet, with
most of the relevant ILC features reproduced. This prototype is not intended for a beam test but
rather for laboratory studies with various instruments. A second focus is the engineering design work
associated with the machine-detector interface, in support of the detector push-pull option. Finally,
simulation work on the main beam dump has been done [214].
4.2 Polarised electron source
The R&D for the ILC polarised electron source has been focused on two aspects: first, to build a
prototype of the source laser system and to use the laser system to generate an electron beam with
ILC beam parameters (Section 4.2.1); secondly, R&D on the electron gun itself, the goal being to
achieve the ILC specification for a gun voltage of 200 kV while maintaining a low dark current to
ensure a long cathode lifetime. This development has been done at the Jefferson Laboratory’s injector
facility. Both the prototype of the ILC source laser and the high-voltage gun have been demonstrated.
4.2.1 Beam Parameters
The key beam parameters for the electron source are listed in Table 4.1.
Table 4.1
Electron Source system
parameters.
Parameter Symbol Value Units
Electrons per bunch (at gun exit) N− 3× 1010
Electrons per bunch (at DR injection) N− 2× 1010
Number of bunches nb 1312
Bunch repetition rate fb 1.8 MHz
Bunch-train repetition rate frep 5 Hz
FW Bunch length at source ∆t 1 ns
Peak current in bunch at source Iavg 3.2 A
Energy stability σE/E <5 % rms
Polarisation Pe 80 (min) %
Photocathode Quantum Efficiency QE 0.5 %
Drive laser wavelength λ 790±20 (tunable) nm
Single-bunch laser energy ub 5 µJ
4.2.2 System Description
Results from previous photocathode R&D projects have demonstrated that materials are available that
can provide the ILC beam charge and polarisation. The ILC source will use a strained gallium-arsenide
phosphide (GaAsP) highly doped photocathode. Figure 4.1 illustrates the performance of such a
cathode. With bunch spacing of ∼500 ns, the surface-charge limit is not expected to be an issue.
The optimum doping level remains to be determined. The prototype laser system could be used to
help clarify this issue.
Figure 4.1
Performance of strained layers of GaAsP
photocathodes at different doping levels.
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4.2.2.1 Laser system development
A laser system has been developed for the ILC polarised injector that is capable of generating the ILC
bunch train. This system was developed in the US by Kapteyn-Murnane Laboratories (KM Labs) of
Boulder, Colorado.
Figure 4.2
Optical layout of the
KM Labs mode-locked
cavity dumped ps oscil-
lator
Prism 1
Ti:S cavity
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Spectrometer
Prism 2 AOM cavity
IIR
Cavity  
dumped 
outputPump Laser
The laser wavelength must match the band gap of the cathode material. For GaAsP, a wavelength
of approximately 790 nm is necessary. The laser system must provide the time structure of the ILC
pulse train. One basic component of this laser system is the mode-locked oscillator that operates at a
harmonic frequency of the micro-bunch repetition rate, which can be locked to an external reference
frequency (see Fig. 4.2). A regenerative amplifier is used to amplify the pulse train (see Fig. 4.3). A
key component of this amplifier is the cryogenic cell containing a titanium-sapphire crystal. Cryogenic
technology allows large pump power and efficient amplification, minimising the effects of thermal
lensing in the amplifying medium. The micro-bunch structure (1.8 MHz pulse train) is formed in the
oscillator using a cavity-dumping acousto-optic modulator. The macro-bunch structure (5 to 10 Hz)
is generated by electro-optical switching of the amplified beam. The KM Labs laser was successfully
demonstrated in November 2010 at the KM Labs facilities. Due the design constraints and limited
amplifier pump power, the laser output was limited to 1.5 MHz with pulse energies of ∼3 µJ. These
laser systems are presently being installed at the SLAC ILC Injector Test Facility with stronger pump
lasers. The prototype laser performance at SLAC is expected to exceed 5 µJ per pulse at 1.5 MHz.
Figure 4.3
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4.2.2.2 Direct-current gun
The main goal of R&D towards a direct-current gun for polarised-electron generation is to increase
the high-voltage capability while maintaining or reducing the dark current. A higher voltage is
desirable to reduce the space-charge forces that the electrons experience at low energy before further
acceleration. The reduction of space-charge forces is desirable to lower the transverse and longitudinal
emittances of the generated electron bunches. A low dark current is necessary to maintain the negative
electron-affinity properties of the photocathode, thereby increasing the lifetime of the electron source.
The most important issue is to reduce field emission within the gun, which is the fundamental source
of dark current.
Figure 4.4
The chamber of the
200 kV DC high voltage
photogun (a) and its
schematic view (b).
(a) (b)
A 200 kV DC high voltage photogun (Fig. 4.4) was constructed at Jefferson Lab using a compact
inverted insulator (Fig. 4.5) and with a vacuum load-lock that supports relatively quick photocathode
replacement [215]. The photogun employs a cathode electrode manufactured from large grain niobium
that was demonstrated to reach higher voltages and field strengths compared to stainless steel
electrodes that were prepared using traditional diamond-paste polishing. This photogun has undergone
extensive testing, demonstrating reliable beam delivery from strained-superlattice GaAs/GaAsP
photocathodes at average current up to 4 mA. A second load-locked photogun with an inverted
insulator was constructed for CEBAF [216]. It employs a stainless steel cathode electrode biased at
130 kV. It has operated reliably for over two years, delivering more than 200 µA average beam current
for month-long periods without interruption and with electron beam polarization > 85 %.
Figure 4.5
Compact inverted insulator with test electrode used to evaluate electrode materials,
polishing techniques and inert gas processing.
High voltage processing in the presence of inert gas (He and Kr) was demonstrated to significantly
improve the performance of stainless steel and niobium cathode electrodes, eliminating field emission
(< 10 pA) at voltages to 225 kV and field strengths > 18 MV/m [217] (see Fig. 4.6).
The vacuum chambers and many internal components were baked at 400 ◦C prior to final
construction which served to reduce the outgassing rate by a factor of ∼20 and resulted in the lowest
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observed static vacuum of all the Jefferson Lab photoguns to date. The pressure registered by a
Leybold extractor gauge was 2 × 10−12 Torr (nitrogen equivalent), which is very close to the X-ray
limit of the gauge.
Figure 4.6. Results from a field emission test stand. Field emission current versus bias voltage and anode/cathode
gap spacing for (a) DPP stainless steel, (b) fine-grain Nb, (c) large-grain Nb and d) single-crystal Nb. Each plot
shows field emission behavior before (solid symbols) and after (open symbols) krypton processing, except for large-
grain Nb which did not require krypton processing. Insets show an enhanced view of the low current data points.
For all cases except large-grain Nb, the lines between data points represent Fowler-Nordheim fits.
4.3 Positron Source
4.3.1 Overview
The ILC Positron Source generates the positron beam for the ILC. To produce the positrons, the
beam from the electron main linac passes through a long helical undulator to generate a multi-MeV
photon beam which hits a thin metal target to generate showers of electrons and positrons. This
system pushes the state of the art in many areas and there has been substantial R&D on several
critical items including the undulator, positron-conversion target, optical-matching device, photon
collimator, normal-conducting accelerating structures, radiation shielding and remote handling. There
has also been work on the alternative conventional positron source and beam-line lattice design.
4.3.2 Undulator
At the time of the Reference Design Report (RDR), short superconducting helical-undulator prototypes
using niobium-titanium superconductors had been successfully fabricated and tested by groups at
Rutherford Appleton Laboratory (RAL) in the UK and at Cornell University [218, 219] in the US. This
gave confidence that the undulator period and field strength selected for the ILC were feasible. Since
that time the RAL group has successfully fabricated two identical long undulators, each 1.75 m in
length, which have been magnetically tested and proven easily to achieve the field strength required.
In fact, both exceeded the magnetic field specification by more than 30 % [220]. The quench training
for the two magnets is shown in Fig. 4.7.
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Figure 4.7
Quench history of the 2 of 1.8 m prototype super-
conducting helical undulator
In addition the subsequent analysis of the magnetic field results by staff at Daresbury Laboratory
in the UK has shown that both undulators have a very high field quality, certainly more than sufficient
to provide the intense source of photons that is required. The RAL team has since incorporated both
of these undulators into a single 4 m-long cryogenic module (which operates at -269 ◦C) of the design
required by the ILC, and has proven that both undulators can be powered simultaneously at the field
levels required [221]. A photo of the complete undulator cryomodule is shown in Fig. 4.8. In the
future it would be valuable to test the module in an electron beam to measure the properties of the
light generated by the undulators. The parameters of this undulator are given in Table 4.2.
Figure 4.8
The 4-m prototype
superconducting helical
undulator under test at
Rutherford Appleton
Laboratory.
Table 4.2
Parameters of ILC undulator [222]. Undulator Type helicalUndulator Period 11.5 mm
Undulator Strength, K 0.92
Field on-axis 0.86 T
Beam Aperture (diameter) 5.85 mm
Winding Bore 6.35 mm
The Daresbury/RAL team is now investigating the use of a more advanced superconducting
material, niobium tin, which should produce even higher field strengths. This would make an even
shorter-period undulator, which could generate the required positron yield at lower electron drive-beam
energies. Currently the team is winding short prototypes to gain experience with this technically
more challenging material and also to allow a direct comparison with the other prototypes built using
niobium titanium [223]. Simulations of an undulator with niobium-tin conductor predict that a higher
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field on axis is possible than with niobium titanium. The increased field could allow the period to
be reduced to around 10 mm whilst maintaining a K value of 0.92, which could reduce the active
undulator length by 10 %.
4.3.3 Conversion target
The conversion target is a 1-m-diameter wheel of titanium alloy that rotates at 100 m/s at the rim.
To increase the positron-capture efficiency, the target rim passes through a strong magnetic field.
Unfortunately, this then induces unwanted eddy currents in the wheel, causing the wheel to heat up.
The level of heating that can be tolerated limits the usable magnetic field. Several groups have tried
to model the eddy-current heating but inconsistent results were obtained from the different simulation
codes used [224–226]. Consequently a full-scale prototype target was built at the Cockcroft Institute
in the UK to benchmark the simulation codes. The target wheel was fabricated from the required
titanium alloy and was rotated over a range of rim velocities in a strong magnetic field (Fig. 4.9a).
The results of this unique experiment have accurately quantified the eddy-current effects and have
confirmed which simulations were correct [227]. Furthermore, the experiment has proven that the
magnetic-field level assumed by the positron-source design at the target wheel is feasible, with the
eddy-current heating being easily tolerated.
Figure 4.9
Rotating target.
(a) Prototype setup for eddy current
tests at Daresbury Lab.
(b) Schematic of the engineering design.
The target wheel also has to operate inside a vacuum chamber while the motor is in air. This
means that a rotating vacuum seal is required that is capable of operating at high velocity, near a
magnet and in a high radiation environment – quite a demanding challenge. The team has identified a
commercial vacuum seal that appears suitable for ILC conditions. Tests of the long-term performance
of the seal were performed at Lawrence Livermore National Laboratory (LLNL) in the US.
Initially, an equivalent load to the target was rotated in a vacuum at the design 2000 RPM. The
performance of the seal was evaluated by monitoring the vacuum level within the chamber along
with the torque, vibration and temperature of the shaft. The ongoing vacuum test looks promising
although these seals have occasional pressure spikes. A differential pumping solution will be required
to mitigate the effect of this feature of the ferrofluidic seal. The temperature of the ferrofluid at
these speeds is near the manufacturer’s limit using standard seal designs. Seals with improved cooling
characteristics will be needed for the final design. The full-size target wheel used at the Cockcroft
Institute is available at LLNL, and can be installed for testing under vacuum. The engineering design
concept for this test is shown in Fig. 4.9b.
Another issue is the effect of the shockwave on the target as a consequence of being struck by
the intense pulses of gamma photons generated by the undulator [227]. Concerns were raised over
possible material damage to the target itself on a shot-by-shot basis. Simulations with a numerical
code at LLNL suggested that the effect is not significant. This has since been confirmed with
a detailed analytical study, carried out at Durham University in the UK [228], and at DESY and
Hamburg University [226].
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4.3.4 Optical Matching Device
The flux concentrator is the pulsed magnet that generates the strong magnetic field close to the
target wheel in order to enhance the positron yield. Many of these have been used successfully in
the past but the parameters of the ILC are more technically challenging. A detailed R&D study has
been initiated at LLNL to confirm the feasibility of the proposed magnet and later to build a suitable
prototype to demonstrate the design performance.
The team has now completed the design [229] which operates at room temperature using a
water-cooled coil and disk (see Fig. 4.10). In this design, the device sits in vacuum; all power and
cooling connections move to the rim; the coils are kapton wound, hollow copper and water cooled; the
plates are OFHC copper with water cooling pipes soldered in; there is only metal in the high-radiation
areas; plates and coils are stacked and bolted together. With the help of a pulse-forming network, the
flux-concentrator B field has a much better flat top than the previous design (see Fig. 4.10b).
Figure 4.10
(a) Drawing of new
room-temperature flux
concentrator; (b) the
designed B field pulse
of the flux concentrator
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4.3.5 Photon collimator
The positron-beam polarisation of ∼ 30 % can be increased to 50–60 % with a photon collimator
upstream of the target. This reduces the number of photons, requiring compensation by a longer
active undulator (a length up to 231 m is to be reserved). The collimator must withstand a large heat
load as well as the deposition of a huge peak energy density [230]. Table 1 summarises the basic
requirements for the photon collimator depending on the centre-of-mass energy and the undulator
parameters based on a positron yield of Y = 1.5 e+/e−.
Table 4.3
Basic requirements for the
photon collimator at the
positron source and re-
sulting degree of positron
polarisation. The number
of bunches is 1312 with a
bunch population of 2× 1010
positrons; the positron yield
is Y = 1.5 e+/e− for the
smallest aperture of the final
collimator [222]
Parameter Unit L upgrade
Centre-of-mass energy GeV 200-250 350 500 500 500
Drive-electron-beam energy GeV 150 175 250 250 250
Undulator K value 0.92
Undulator period cm 1.15
Positron polarisation % 55 59 50 59 50
Collimator-iris radius mm 2.0 1.4 1.0 0.7 1.0
Active undulator length m 231 196 70 144 70
Photon beam power kW 98.5 113.8 83 173 166
Power absorbed in collimator kW 48.1 68.7 43.4 121 86.8
Power absorbed in collimator % 48.8 60.4 52.3 70.1 52.3
The collimator parameters, in particular the radius of the collimator iris, are coupled to the
drive-beam energy. Hence, instead of a universal collimator for the whole centre-of-mass-energy range,
a multi-stage collimator design with decreasing iris is used. Each stage is constructed from the same
materials but has different lengths to absorb the part of the photon beam with lower polarisation.
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The first and longest section of the collimator is made of pyrolytic Carbon. This is followed by layers
of materials with increasing Z, Titanium, Iron and Tungsten, which stop the shower and reduce the
intensity of the absorbed photon beam after the final collimator to less than 0.1 % . Each section
must be long enough to reduce the power to a value which can be handled by the next section.
Conical bores in the Carbon and Titanium parts ensure a smooth heat-load distribution over a large
region. The average heat load as well as the peak values of the energy deposition (PEDD) in the
material are below the recommended stress limits. The collimators are water cooled; the pipes are
embedded in a copper layer which encloses the carbon, titanium and iron parts.
175cm 190cm 320cm
1. Collimator
r = 2mm
2. Collimator
r = 1.4mm
3. Collimator
r = 1mm
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m
1 4
c m
pyrolytic C
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Figure 4.11. Basic layout of the multi-stage photon collimator at the positron source: (a) longitudinal section; (b)
three-dimensional CAD model showing copper lading and water-cooling channels.
A sketch of the collimator layout is shown in Fig. 4.11. Each collimator stage can be moved onto
or off the beamline. The maximum energy deposition and the average heat load in the collimator
materials is summarised in Table 4.4. For the luminosity upgrade at 500 GeV, the values given in the
last column have to be doubled.
Table 4.4. The peak power densities deposited in the components of the first ((r = 2 mm), second (r = 1.4 mm)
and third (r = 1 mm) collimator stage for different centre-of-mass energies and the corresponding degrees of
polarisation. The number of bunches is 1312 with a bunch population of 2 × 1010 positrons; the positron yield is
1.5 e+/e− for the smallest aperture of the final collimator. Note the 10 Hz mode is used for 200-250 GeV case.
Parameter Unit
Centre-of-mass energy Ecm GeV 200− 250 350 500
Drive-electron-beam energy GeV 150 175 250
collimator stages 1. 1. 2. 1. 2. 3.
iris radius r mm 2 2 1.4 2 1.4 1
e+ polarisation % 55 59 50
max. energy density in
pyrolytic C J/g 176.5 143.9 183 36.1 73.0 81.7
Titan J/g 16.4 18.4 21.6 5.8 30.0 12.9
Iron J/g 12.8 12.8 13.3 5.1 11.1 9.5
total power deposition in
pyrolytic C kW 44.8 36.3 25.9 7.9 12.9 17.9
Titan kW 0.8 0.8 0.9 0.2 0.6 0.2
Iron kW 0.2 0.3 0.2 0.1 0.1 0.1
Copper (cooling) kW 2.3 1.9 2.4 0.4 1.2 1.8
The dimensions of the collimator stages, the average heat load in the sections and the corre-
sponding cooling power are given in Table 4.5. The outer diameter is 20–30 cm. Due to radiation
activation, remote handling will be required.
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Table 4.5. Dimensions of the photon collimator parts. [222]
1st collimator 2nd collimator 3rd collimator
iris radius r 2 mm 1.4 mm 1 mm
length out. radius weight length out. radius weight length out. radius weight
[cm] [cm] [kg] [cm] [cm] [kg] [cm] [cm] [kg]
pyr. C 135 7.0 72.7 140 4.5 31.2 290 4.5 64.6
Titan 20 4.5 13.8 30 4.5 8.6 10 4.5 2.9
Iron 20 4.5 24.2 20 4.5 10 20 4.5 10
active length 175 190 320
4.3.6 Prototyping of normal-conducting RF accelerating structures and RF breakdown Study
Due to the extremely high energy deposition from positrons, electrons, photons and neutrons behind
the positron target, the 1.3 GHz pre-accelerator has to use normal conducting structures up to an
energy of 400 MeV. Major challenges are achieving adequate cooling with the high RF and heating
from particle loss, and sustaining high accelerator gradients during millisecond-long pulses in a strong
magnetic field. The positron-capture section contains both standing-wave (SW) and traveling-wave
(TW) L-band accelerator structures. Detail about the parameters of these standing wave and travelling
wave L-band accelerator structures can be found in Part II Section 5.5.4.
A half-length (5-cell) prototype standing-wave (SW) cavity was built at SLAC to verify that
the gradient of 15 MV/m in 1.0 ms pulses can be achieved stably and without significant detuning
from the RF heat load of 4 kW per cell. The cavity cross section is shown in Fig. 4.12. Figure 4.13a
is a plot of the cold-test measurement of the mode frequencies (dots); the solid line is the fitted
dispersion curve. The unloaded Q of the cavity is ∼29000 and the operating frequency (at pi phase
advance) is 1299.7 MHz. The time constant of this critically coupled cavity (0.5 Qo/ω) is 1.8 µs.
Figure 4.12
Cross section of 5-cell
standing-wave cavity
with cooling channels
The cavity has been rf processed at the pi mode for about 530 h and it has incurred about 6200
breakdowns. The gradient goal of 15 MV/m with 1 ms pulses has been achieved. Figure 4.13b shows
the breakdown-rate history during processing. For these data, the pulse repetition rate was 5 Hz
except for 1 ms pulses where it was lowered to 1 Hz to reduce the detuning as the reflected power was
causing waveguide breakdowns (the source of these breakdowns has since been eliminated and 5 Hz
operation is expected to be possible in the future). The cooling system was designed to have about
25 % reflected power when the cavity was turned on ‘cold’ which then dropped to zero in steady state
with full RF power dissipation (20 kW at 15 MV/m). In this way, a cavity temperature control system
is not needed (at least for testing). However, the flow rate that was achieved (due to a limited supply
of temperature-regulated water) was 86 gpm compared to the 140 gpm desired, which increased the
cavity temperature by about 50 % (to 0.13 ◦C per kW dissipated). Also, the detuning of -2.7 kHz/kW
was about 25 % larger than expected from simulations using the actual temperature rise and led to an
overall reflection of about 50 % when cold with the appropriate choice of RF frequency to minimise
the reflection at full power in steady state.
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Figure 4.13
(a) The 5 cell standing
wave linac dispersion
curve. (b) Breakdown-
rate history of the
cavity with different
pulse length.
(a) (b)
After hundreds of hours of conditioning, the breakdown rate was measured as a function of
unloaded gradient (G), as shown in Fig. 4.13b. A G21 dependence was found, which is less steep
than the G32 dependence recently observed for a CERN-designed, low a/λ, TW, X-band (11.4 GHz)
structure. However, the gradient exponent is within the 20–30 range measured for NLC/GLC X-band
prototype structures and close to the 19.5 value measured for the FNAL 805 MHz injector linac
cavities.
4.3.7 Performance simulation
The parameters for source subsystems and the determination of the source performance can only
be quantified using complex simulations. These simulations quite often require the combination of
several sophisticated computer codes. The primary performance figure of merit is the yield, defined as
the number of positrons captured in the acceptance of the damping ring per electron passing through
the undulator. (Ideally a yield of 1 is required, but the design goal is set at 1.5 to allow a 50 % safety
factor.) The second figure of merit is the polarisation of the captured positrons, which depends on
additional parameters such as the collimation aperture of the photon beam before the target.
As shown in Fig. 4.14 and in Part II Fig. 5.3, for a given undulator and positron-capturing
system, the performance of the positron source strongly depends on the energy of the main electron
beam. At higher energy, the undulator B field is re-optimised to restore the polarisation to 30 %. The
final parameters are listed in Part II Table 5.2. Performance simulation studies have also been done
to determine the target energy deposition and the impact of the undulator on the electron-beam
parameters [231–233].
Figure 4.14
Simulation results of positron source
yield and polarization for 231 m RDR
undulator with QWT as OMD.
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4.3.8 Lattice design
The layout of the ILC positron source beam line is shown in Part II Fig. 5.2 and the optics functions
are shown in Part II Fig. 5.6. The lattice downstream of the separation chicane and through the
transport line is the same as in the RDR. The quad settings of the FODO transport lattice have been
re-optimised to minimise emittance growth and maximise transmission. The booster Linac lattice has
been redesigned around the real geometry of cryomodules. The Linac-to-Ring lattice has also been
redesigned to adapt to the central-region integration [234].
4.3.9 Spin flipper
The positron source based on a helical undulator provides a beam with a net polarization; its direction
is defined by the helical winding of the undulator. Since the helicity of the positrons must be reversible
as fast as that of the electrons, a spin flipper [235] complements the spin rotator system located in
the PLTR line. The principle of the spin rotator and flipper system is shown in Fig. 4.15.
Figure 4.15
Schematic layout of
positron transport to
Damping Ring with
spin rotator section
To Damping Ring
From polarised
positron source
Dipole
Line with positive
solenoid eld
Solenoid
Kicker
Spin direction
Line with negative
solenoid eld
B = -Bo
B = +Bo
The beam is kicked into one of two identical parallel transport lines to rotate the spin in either
the up or down vertical direction. Horizontal bends rotate the spin by 3 × 90° from the longitudinal
to the transverse horizontal direction. In each of the two symmetric branches a 5 m long solenoid with
an integrated field of 26.2 Tm aligns the spins parallel or anti-parallel to the B field in the damping
ring. Both lines are merged using horizontal bends and matched to the PLTR lattice. The length
of the splitter section is approximately 26 m. Since the position of the solenoids is shifted along the
straight section a horizontal offset of 0.54 m for each branch is obtained.
4.3.10 Remote handling and radiation shielding
The target will be highly activated after one year of operation. The RAL group produced a conceptual
design of the target remote-handling system. Recent calculations confirmed the results from the RAL
studies and showed that, with the nominal 150 kW photon beam, after 5000 hours of operation and
1 week of shutdown, the equivalent dose rate at 1 m from the target wheel will be approximately
170 mSv/h. Concrete shielding 0.8 m thick around the target is thought to be sufficient fully to contain
the radiation associated with the beam and with the subsequently activated materials. Additional
shielding may be needed upstream and downstream of the target and around the beam dump.
Figure 4.16 shows the calculation results for the target activation and required shielding.
A remote-handling system is used to replace the target, OMD and 1.3 m NC RF cavities. To
minimise the time required to exchange the target, the whole target system is designed into a plug
with the top shielding. Inflatable seals for the vacuum enclosure form the interfaces of the target plug
with the two beam lines. The targets will be removed and replaced vertically by an overhead crane,
the disconnection and reconnection of the target being done locally. The used target is placed into
a shielding cask for storage until the radiation has decayed to a safe level. Figure 4.17 shows the
conceptual design of such a system.
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Figure 4.16
Shielding calculation for
used target
Figure 4.17
General layout concept for used-target remote han-
dling.
4.3.11 Alternative source
As described above, the baseline design adopts a novel concept of positron generation, i.e. the
undulator-based scheme. Although it can satisfy necessary requirements for the ILC positron source,
some components, in particular the rotating target and the flux concentrator, are still under develop-
ment for the final design. In view of this, two alternative positron sources are being investigated. First
is the conventional positron source [236], which makes use of a few GeV electron beam on a thick target
to produce positrons. This has been studied as a backup scheme for the baseline. The disadvantage
is that it cannot create a polarised positron beam. The second option is a laser-Compton-based
polarised-positron source as a possible future advanced scheme [237]. Both of these alternatives have
an advantage that the positron source is independent of the electron beam to be used for collision.
This would eliminate the complexity of operation, the need for an auxiliary source, the need for 10 Hz
operation, and the constraint on the beam-line length.
4.3.11.1 Conventional source
Figure 4.18
Schematic view of the 300 Hz
positron generation scheme.
The repetition rate of the drive
linac and the booster linac is
300 Hz, whereas the repetition
rate of the main linac is 5 Hz.
Though the concept of the electron-driven positron source is well known, ILC requires a new
regime of the thermal and shockwave parameters in the target. The current design avoids these
problems by stretching the pulse length of a bunch train. The schematic view of the 300 Hz scheme
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is shown in Fig. 4.18. (The parameters for 2640 bunches per pulse are given, which are close to those
at full power.)
The repetition rate of the ILC main linac is 5 Hz, giving an interval of 200 ms between two pulses,
which is adequate for pulse stretching. We employ a normal conducting 300 Hz electron linac to
create positrons. The pulse-to-pulse separation of the linac is 3.3 ms. Each pulse of the linac creates
about 130 bunches, so 20 linac pulses create about 2600 bunches of positron in about 63 ms. This
means 137 ms is left for the damping in the damping ring.
In the linac, a bunch-to-bunch separation of 6.15 ns is chosen, which is identical to that in the
damping ring. To match the mini-train beam structure in the damping ring, one RF pulse of the
linac accelerates three mini-trains with inter-mini-train gaps. This package of three mini-trains is
called a triplet. Each mini-train contains 44 bunches. With 6.15 ns bunch-to-bunch separation and 44
bunches per mini-train, the length of a mini-train is 264 ns. Since a triplet contains three mini-trains,
it consists of 132 bunches, thereby requiring 20 triplets to form 2640 bunches. There are gaps of
about 100 ns between the mini-trains in a triplet. They are necessary for suppressing the instability
caused by electron clouds in the damping ring.
In addition to employing 300 Hz generation, it is important to optimise the drive beam and target
parameters to reduce target thermal issues. An intense simulation study concluded that a single
production target made of tungsten alloy can be employed in the conventional source if appropriate
parameters are used. The typical choice of the drive-beam parameters are: bunch charge of 3.2 nC,
energy of 6 GeV, and R.M.S. spot size on the target of 4 mm. With these drive-beam parameters, the
optimal target thickness is 14 mm. The slow rotation (tangential speed 0.5-1 m/s) is enough to deal
with the thermal load. This is much slower than that of the undulator-based positron source.
Downstream of the target is a positron-capture system consisting of an Adiabatic Matching
Device (AMD) and an L-band RF-section. A flux concentrator forms the AMD. The required pulse
length of the flux concentrator is about 1 µs, which is the length of the triplet. This length is similar
to that of existing flux concentrators. Moreover, the pulse length is short enough to use a high
accelerating gradient in the RF section. After exiting the capture section, the positron energy is
boosted to 5 GeV in a 300 Hz normal-conducting linac. Then a kicker with a pulse length of about
1 µs and repetition rate 300 Hz is employed to inject triplets of positrons into the DR.
4.3.11.2 Compton Sources
A disadvantage of the conventional scheme is that it cannot provide polarised positrons. To overcome
this problem an upgrade to a polarised source in a later stage is considered by making use of
the inverse-Compton scattering between electrons and a laser. Three possible schemes are under
investigation: Ring-Compton; ERL-Compton; and Linac-Compton. The first two are similar: both
use a 1-2 GeV electron beam, 1 micron laser light, and high-finesse laser stacking cavities in multiple
laser-electron collision points. Both assume stacking of generated positrons in a storage ring. The
Linac-Compton is rather different. It uses a 5-6 GeV electron beam and CO2 laser light. Regenerating
amplification in low-finesse laser cavities are assumed at the collision points. Positron stacking is not
assumed.
The Compton source must match the 300 Hz normal-conducting linac for a smooth upgrade
from non-polarised to a highly polarised positron source. Linac-Compton will smoothly upgrade the
conventional source. The 6 GeV 300 Hz drive linac of the conventional scheme is reused. At the
end of the linac, Compton IPs are placed, followed by the positron-production target. The 5 GeV
booster linac is also reused. On the other hand, the Ring- and ERL-Compton will need relatively
large modification of the system. What must be added are: a storage ring or an ERL as the electron
driver for the Compton scattering; a low-energy storage ring for positron stacking; a long pulse linac
Accelerator: R&D in the Technical Design Phase ILC Technical Design Report: Volume 3, Part I 137
Chapter 4. Accelerator Systems R&D
(most probably superconducting) between positron production and the stacking ring. Figure 4.19
shows a typical schematic view of the Ring- and ERL-Compton scheme as upgrade options from the
conventional source.
Figure 4.19
The conceptual design
of Ring-Compton and
ERL-Compton for the
future upgrade from
the 300 Hz conven-
tional positron source.
Several critical issues remain with the Compton scheme.
For the Linac-Compton scheme, reliable CO2 laser technology with a regenerating laser cavity
and the heavy beam-loading compensation scheme of the linac are essential. For the Ring- and
ERL-Compton schemes there are many common issues to be addressed. Firstly, a high-finesse
laser-light stacking cavity is necessary. Both schemes assume a cavity with the enhancement factor
104, while the currently achieved value is 1200. Further improvement of the feedback system is
needed to achieve this goal. Secondly, the large stored power in the optical cavity is also an issue.
It raises heat and destruction issues for the cavity mirrors. To deal with the issue of the laser-light
power, it is necessary to develop very good mirror-coating with the surface loss less than 1 ppm. A
larger laser spot size on the mirror is also required to deal with the high power. It requires a longer
cavity (longer mirror-to-mirror distance). The length of the current optical 4-mirror cavity is 0.42 m
(round-trip path length 1.64 m). Development cavities with twice the lenght is now under way at
KEK. Reduction of the crossing angle is also one of the critical R&D issues. It significantly increases
the luminosity of laser-electron collision. A longer cavity makes a smaller crossing angle possible.
Head-on collision is optimal for luminosity production. A test of head-on collision with two bending
magnets upstream and downstream of the Compton collision point is under way at KEK. If head-on
collisions are employed, the generated gamma-rays pass through the downstream mirror. Studies of
possible mirror damage by the gamma-rays is necessary. Employing a crab-crossing is another way to
obtain head-on collisions. A detailed feasibility study will be necessary. In the ERL-Compton scheme,
the effect of finite crossing angle is much smaller than that in the Ring-Compton scheme because a
bunch length significantly shorter than that in the storage ring can be achieved.
The positron stacking in a storage ring is another challenge of the Ring- and ERL-Compton
schemes. The simulation studies performed at CERN showed that a positron-stacking efficiency
around 95 % can be achieved. This is significant progress but a still-higher efficiency is necessary to
avoid radiation activation of the stacking ring.
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4.4 Damping ring
The ILC R&D programme identified the key areas for work during the Technical Design Phase:
• developing methods to suppress the electron cloud instability
• demonstration of operation at ultra-low vertical emittance (vertical emittance of 2 pm)
• demonstration of fast injection/extraction kickers performance.
Two dedicated test facilities were identified for this effort: CesrTA at Cornell University and
ATF at KEK. Both programmes have been carried out by large collaborations, with contributors from
institutions worldwide working on simulation, experiment and design.
4.4.1 Electron-cloud mitigation
The R&D effort on electron-cloud mitigation involves the large international collaboration participating
in the CesrTA programme plus the effort that is in progress at other laboratories.
Results of the damping ring R&D program are described in Section 3.5 on the CesrTA programme.
4.4.2 Ultra-low-emittance operation
The demonstration of ultra-low emittance was carried out in the framework of the CesrTA and ATF
collaborations, but important results have also come from the synchrotron-light-source community.
4.4.2.1 Diagnostics for low-emittance beams at ATF
The ATF damping ring achieved a vertical emittance as low as 4 pm before the publication of the
RDR and has supported a wide range of important research for many years: low-emittance tuning
and intra-beam scattering studies, studies of the fast-ion effect and fast-kicker tests. Currently, the
main focus of activity at the damping ring is the production of an extracted beam with the required
characteristics for the ATF2 programme (see Section 3.6) and the development and test of diagnostics
for low-emittance beams. Instrumentation development includes laser wire, optical transition radiation,
optical diffraction radiation, and a high-resolution X-ray monitor [196, 238, 239].
4.4.2.2 Diagnostics and tuning algorithms at CesrTA
The low-emittance-tuning effort provides the foundation for studies of the emittance-dilution effects
of the electron cloud in a regime approaching that of the ILC damping rings. The vertical-emittance
goal for the initial phase of the CesrTA programme is less than 20 pm. Low-emittance-tuning efforts
have focused on the systematic elimination of optical and alignment errors that are the sources of
vertical-emittance degradation [169]. Techniques have been developed to eliminate systematic errors
in the beam-position monitors, measuring gain variation among the four button electrodes on each
beam-position monitor, and to centre the monitors with respect to the adjacent quadrupole. Work
has also been carried out to optimise the sextupole design, thus minimising sources of emittance
coupling. During the most recent experimental run, this effort resulted in measurements of the vertical
emittance consistent with having achieved the target vertical emittance of 20 pm in both single-bunch
and multi-bunch operations.
An X-ray beam size monitor has been developed and successfully demonstrated at CesrTA. It is
able to measure both integrated and single-bunch turn-by-turn beam sizes at positions for monitoring
the progress of the low-emittance tuning of the machine and for beam dynamics related to instabilities
driven by the electron cloud [170, 176].
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4.4.2.3 Demonstration of vertical emittance below 2 pm at synchrotron light sources
A step forward in the demonstration of very low vertical emittance has been achieved at some
synchrotron light sources, which operate low-emittance storage rings with characteristics very similar
to the ILC damping ring and have developed alignment procedures, machine modelling, tuning
algorithms, and orbit stabilisation for coupling correction and low-vertical-emittance tuning [240].
In particular, the Diamond Light Source in the UK, the Swiss Light Source and the Australian
Synchrotron storage ring have achieved betatron-coupling correction down to 0.1 % and vertical
emittances below 2 pm [241–243]. Significant progress has been made in the development of diagnostic
systems for the measurement of such small vertical emittances [244–246]. Two low-emittance-ring
workshops, LER10, at CERN in January 2010 and LOWRING 2011, in Crete in October 2011, were
organised by the joint ILC-CLIC working group on damping rings. They were very successful in
strengthening the collaboration within the two teams designing the damping rings and with the rest
of the low-emittance-rings community, including synchrotron-light sources and B factories.
4.4.3 Performance of fast injection/extraction kickers
4.4.3.1 ILC-like multi-bunch extraction at ATF
The injection/extraction kickers act as the bunch-by-bunch beam manipulator to compress and
decompress the bunch spacing into and from the damping ring. The kickers require high-repetition
rate, 3 MHz, and very fast rise and fall times of the kicker field: 6 ns for the nominal configuration and
3 ns for the proposed luminosity upgrade. The tolerance on horizontal beam jitter of the extracted
beam is approximately 10 % of the beam size, which requires the relative stability of the extraction
kicker amplitude to be below 7 × 10−4.
A rise and fall time of 3 ns has been already demonstrated in the ATF using a 30 cm-long strip-line
kicker together with a semiconductor source of high-voltage pulses [247]. The time response of the
strip-line kicker was observed by measuring the resulting betatron-oscillation amplitude of the stored
electron beam.
An ILC-type beam-extraction experiment using two strip-line kickers has been carried out at
ATF [248]. The length of the strip lines is 60 cm and the gaps of the two electrodes are 9 mm and
11 mm. Two pairs of pulsers with a peak amplitude of 10 kV, a rise time of 1.5 ns and a repetition
rate of 3.3 MHz are used to drive the strip lines. The strip-line kicker system produced a 3 mrad total
kick angle for the 1.3 GeV beam. The rise time of the kick field is less than 5 ns.
The multi-bunch beam stored in the damping ring with 5.6 ns bunch separation was successfully
extracted with 308 ns bunch spacing in the extraction line (see Fig. 4.20). No deterioration of the
extracted vertical beam size was observed (as measured with the laser wire). The resynchronisation
circuit used for precise timing adjustment worked stably. The relative angle jitter of the single-bunch
beam extraction was 3.5× 10−4 rms, which is better than the requirements for ILC damping-ring
extraction. For multi-bunch beam extraction a trigger timing circuit is needed to compensate the
time drift of the pulser. Very recently, 30-bunch extraction with an rms angle jitter 10−3 has been
achieved. This value can be further reduced by precise tuning of the timing system or by using a
feed-forward system.
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Figure 4.20. Bunch current monitor signals from the ATF damping ring and damping ring extraction line: (a) 3
trains of 10 bunches with 5.6 ns spacing stored in the damping ring; (b) close-up of one train in (a); (c) 1 train of
30 bunches with 308 ns spacing in the extraction line.
4.4.3.2 Strip-line-kicker design at DAΦNE
The design of the new, fast strip-line kickers for the injection upgrade of DAΦNE is based on strip-line
tapering to obtain a device with low beam impedance and an excellent uniformity of the deflecting
field in the transverse plane (see Fig. 4.21) [249]. These characteristics are essential also for the ILC
damping ring; the experience gained with the new DAΦNE injection system will be applied to the
design of the ILC damping-ring injection system. The rise and fall times of the kickers are all less
than 6 ns, corresponding to the ILC damping-ring requirement for the nominal configuration.
Figure 4.21
DAΦNE strip-line
kicker.
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The coupling impedance measurements and simulations have pointed out the absence of trapped
higher-order modes in the longitudinal and horizontal planes when at least two ports are loaded by
50 W [250]. In the vertical plane, only four trapped higher-order modes were found. The instability
growth rates of these resonances (in the worst case) were well below the damping rates provided
by the DAΦNE feedback systems. After installing the injection system, no instability effects due
to the kickers were observed and the DAΦNE broadband impedance arising from this and other
vacuum-chamber modifications made at the same time was reduced by about 50 % [251].
4.4.3.3 SLAC pulser modulator
At SLAC, two related paths to meet the ILC kicker driver requirements were studied: a transmission-
line adder topology, which combines the output of an array of ultra-fast MOSFET switches and a
drift step-recovery diode (DSRD) approach.
For the adder topology, an ultra-fast hybrid MOSFET/driver, recently developed at SLAC, has
achieved 1.2 ns switching of 33 A at 1000 V with a single power MOSFET die [252]. A transmission-line
adder has been designed based on the ultra-fast hybrid MOSFET/driver switching module. The
initial test demonstrated that the adder can combine pulses with 1.4 ns switching time without
any degradation [253]. An improved switching module (Fig. 4.22) has been tested in 6 MHz burst
operation [254].
Figure 4.22
Photo of improved HSM the insert shows the reverse
side.
For the DSRD programme, development of a fully capable DSRD kicker driver is proceeding
well, with excellent results obtained from the first commercially produced DSRDs, and from a refined
circuit for the MOSFET driver [255]. A prototype with a 4 ns pulse length (as required for ATF) and
3 MHz pulse train has been demonstrated (see Fig. 4.23). A recent success was to eliminate the post
pulse, which is unacceptable for the ILC kicker driver since it affects the bunches adjacent to the
kicked bunch [256].
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Figure 4.23. DSRD-based driver output; single pulse detail, 3 MHz 30-pulse pulse-train [256].
Figure 4.24a shows the output voltage of a kicker pulser (FPG10-3000KN, built by FID GmbH)
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and tested at ATF [210]. Figure 4.24b shows the time dependence of the estimated kick field when
applied to the KEK-ATF 60 cm strip line. In the ATF experiment, two 60 cm strip lines were installed
to extract single bunches from trains of ten bunches circulating in the damping ring. The bunch
spacing was 5.6 ns. The measured angle jitter of the extracted beam in the KEK-ATF experiment is
3.5× 10−4 of the kick angle.
Figure 4.24
(a) Pulse waveform of
the FID pulser; and
(b) estimated kick ob-
tained using the 60 cm
stripline kicker in the
KEK-ATF beamline.
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4.5 Beam Delivery System and MDI
4.5.1 Introduction
The beam-delivery system and the interface between the accelerator and detectors near the IP
constitute some of the foremost challenges to be faced at any linear collider. This is a direct
consequence of the extremely small beam size required for a “one-pass” collider to attain a luminosity
competitive with that of a storage ring in order to observe the rare physics processes of interest. In
many areas, the requirements of the ILC are beyond the current state of the art. This section describes
the R&D carried out in several of these areas: the design of the final-focus magnets, including both
superconducting and permanent-magnet options; maintaining the stability of the beams so that
luminosity during collisions in maximised using a fast intra-train feedback system based on digital
processing; the design of a high-accuracy but relatively rapid “push-pull” system that can exchange
two massive particle-physics detectors with a minimal loss of luminosity; and a precise and rapid
alignment system to ensure that all parts of the detector are aligned both internally and with respect
to the final-focus machine elements.
4.5.2 Cold QD0 Design
The ILC IR final-focus (FF) magnets must satisfy many conflicting requirements; before the start of
QD0 Prototype R&D work it was not clear that construction of such magnets would be feasible. The
ILC FF system brings the incoming e+e− beams to nanometre-scale focus with optical demagnifications
much greater than previously attempted but at the same time it must catch and refocus the disrupted
outgoing beams with sufficient aperture to avoid particle loss and generation of detector backgrounds.
The FF has strong quadrupoles with close side-by-side spacing, sextupole magnets to correct for
higher-order chromatic effects and octupole magnets to reduce halo-particle backgrounds. The need
for precision energy scans and low-energy running for detector calibration demands tuneable magnets
making a compact superconducting system advantageous. The presence of strong detector-solenoid
fields overlapping the magnets closest to the IP precludes magnetic yokes and requires incorporation
of an active shield to reduce the unwanted external field at the extraction beam line.
The Prototype R&D programme investigated producing the FF magnets using BNL direct-wind
magnet-production technology. This involves building up a multilayer coil structure with epoxy
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impregnation that is then fibre-compression wrapped and cured. The resulting structure handles
large magnetic Lorentz forces on the coil without the need for external clamping collars. Warm
field-harmonic measurements that are used to control harmonic errors are made between winding
different coil layers.
Initially, short prototype quadrupole and sextupole test coils were wound and tested. These
coils exceeded ILC operational requirements by reaching the conductor short-sample limit in the
presence of deliberately enhanced solenoidal background fields. Subsequently an opposite-polarity
outer-quadrupole coil was added outside the main quadrupole so as to demonstrate active shielding
via external field cancellation. Studies showed that it is important to rotationally align the main and
cancellation coils in order to achieve the best performance; with proper adjustment the external field
was dramatically reduced, with only a small impact on the overall QD0 operating margin.
In parallel, prototype full-length coils suitable for FF operation were produced. A major challenge
in winding the full-length coil is that the aspect ratio (20 mm ID, 3.5 m length) of the coil support
tube results in droop in the middle under a combination of its own weight and pressure applied to the
tube during winding. This droop causes systematic conductor mis-positioning and modulation of the
coil pattern, which lead to the generation of unwanted field harmonics. However, based on earlier
work, small, consistent, support-tube offset modulations can be compensated via software-based
corrections during coil winding. Rolling tube supports, that move along with the coil-winding head
and reduce local support-tube deflection, were hence implemented.
Despite these measurers, field harmonic variations symptomatic of significant residual tube-offset
motion were observed. Unfortunately stiffening the rolling support structure increased the risk of
damaging a coil already wound and, more problematically, was found to increase positioning hysteresis
that in turn made software compensation even more challenging. The moving support scheme was
hence abandoned in favour of a simple fixed central-tube support that was precisely aligned via a
laser system with the rest of the coil-winding mechanical structure.
The above approach requires that the quadrupole coil must be split into two parts. This has the
advantage that it is possible to energise the coil closer to the IP more strongly at low beam energy,
while reducing the gradient in the subcoil further from the IP. This causes the effective focusing
centre to be closer to the IP at low energy, and can be used to improve the FF optical performance.
Figure 4.25
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Another fundamental component of the R&D programme was to develop practical solutions
for installing and operating FF magnets located inside two different particle detectors. The MDI
issues are especially challenging in light of the requirement for rapid push-pull swapping of the
detectors. The conclusion is that each experiment should carry its own customised pair of QD0 and
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cryogenic-feed cryostats. Each detector must hence interface with a pair of fixed QF1 and service
cryostats that remain in place to define the IR beam-line axis. The QD0 cryostats must accommodate
the incoming and extraction beam-line magnetic elements with different L∗ and have customised
features to facilitate their installation and alignment, as well as compatibility with detector access
and maintenance. A QD0 cryostat is shown in Fig. 4.25.
Figure 4.26
QD0 service cryostat
The FF magnets are designed to operate using pressurised superfluid He-II in order to avoid
cryogens flowing through a long transfer supply line and the magnet cryostat structure. The interface
point for the He-II supply heat exchanger and the magnet current power leads is the service cryostat
shown in Fig. 4.26. Together, the service cryostat and cryogenic transfer line comprise an intricate
system that should be made as stable as possible against vibration during operation. In order to
explore the challenges inherent in such a system fully, the QD0 magnet cryostat is being fabricated to
accept the full-length prototype coils. This system should be horizontally tested while connected via
a transfer line to an ILC-style service cryostat that is also under construction. The partially assembled
QD0 helium-containment vessel with its alignment supports is shown in Fig. 4.27a and the start
of assembly of the service cryostat is shown in Fig. 4.27b. The QD0 prototype is designed to be
compatible with vibration stability measurement via a laser doppler vibrometer system, as well as
some internal accelerometers and external geophones. A conceptual design has also been developed
for a stabilised pickup-coil system that could be inserted into the QD0 bore in an attempt to measure
changes in the magnetic-field centre directly. Such a stabilised probe is also very useful for direct
measurement of the field-centre stability of the SuperKEKB IR quadrupole magnets; its planned
deployment there will gain valuable experience of direct relevance to ILC.
Figure 4.27
(a) Partially assem-
bled QD0 helium-
containment vessel
with alignment sup-
ports; (b) the start of
assembly of the service
cryostat.
(a) (b)
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4.5.3 Permanent QD0 design
4.5.3.1 Magnet Design and Test
Permanent-magnet quadrupoles (PMQ) [257–260] have been under study as an alternative technology
for the final-focus magnets in a linear collider since 2002. Since the system is passive, there is no
risk of introducing jitter via a cryogenic plant. However, demagnetisation is a concern, although
a rough estimate shows that continuous operation for 10 years at the ILC may cause about 1 %
demagnetisation on NEOMAX 32EH. Magnets made from SmCo are more durable against radiation
but has lower magnetic strength.
An adjustable-strength PMQ, which is divided into five rotatable rings, is shown in Fig. 4.28.
The rotation angles ±ø/2 of the PMQ rings at even positions are opposite in sign compared to those
at odd positions. By choosing a proper length for each magnet ring, the skew component can be
eliminated up to the 5th order of rotation angle. A model magnet unit was fabricated with five
magnet rings that have lengths of 20, 55, 70, 55, 20 mm, respectively. The total length is about
24 cm. Each magnet is divided into 20 pieces azimuthally and radially. The outer diameters of the
magnet rings are 100 mm (without the magnet holder ring). The inner diameters are set at 55 mm for
beam test at ATF2. Since the beam energy of ATF2 is about 0.5 % of that of the ILC, the gradient
required is smaller. This 24 cm-length unit has nearly the same focusing strength as the currently
used QD0 electromagnet in ATF2. Before the assembly of the magnet unit, the five rings have to be
adjusted individually [261–263].
Figure 4.28
(a) Schematic view of
the five-ring singlet; (b)
the fabricated model.
(a) (b)
Assuming a field gradient of 140 T/m and using 12 units of the five-ring-singlets, the total length
becomes about 3 m. Using this design for QD0, a preliminary fine-tuning simulation was carried out
with matching requirement for Twiss parameters: αx = αy = 0, βx = 0.021 m, βy = 400 µm, ηx = 0
at IP, starting with the ILC deck “ilc2006b.ilcbds1” (14 mrad version). The final rotation angle ø of
the PMQ is 6.58°. Off-momentum matching was performed by re-optimising the K2 of the sextupoles
by looking at the beam size at the IP [264]. The coupling between x and y was well suppressed and
the final beam sizes at the IP are σx/σy = 656/ 544 nm for γex/γey = 9.2× 10−6 m/ 3.4× 10−8 m
and σδ = 6× 10−4. Further optimisation will improve these results. A rough sketch of the closest
optical components is shown in Fig. 4.29. The QDEX1 and SD0 magnets can be also fabricated using
permanent magnets.
Figure 4.29
Rough sketch of QD0 and QDEX1.
An evaluation test of the fabricated five-ring-singlet model was successfully carried out at ATF2
to obtain practical experience in handling this new device [265].
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4.5.3.2 Anti-solenoid for Permanent QD0
Since the system has to be located close to the IP where stray magnetic field from the detector
solenoid exists and the permanent magnet should not be immersed in a high magnetic field, the stray
field has to be reduced. Figure 4.30 shows the partially passive hybrid anti-solenoid, where the major
part of the magnetic field is cancelled by the anti-solenoid coil [266]. The residual magnetic field can
be easily shielded by the iron shield pipe as long as it is not saturated. This passive scheme makes
the adjustment of the anti-solenoid current less critical. The outward thrust force on the solenoid coil
and inward force on the iron shield can be balanced. While the force may be cancelled out in normal
operation, it should have enough mechanical strength to hold the structure against an emergency
case such as a fault on the power supply of the anti-solenoid coil.
(a) (b)
Figure 4.30. (a) Partially passive hybrid anti-solenoid. The blue boxes denote the anti-solenoid coils wound on the
passive iron magnetic-shield pipe and the QD0 lies in the hatched box area; (b) the stray field is well suppressed.
4.5.3.3 External Stray Field of PMQ
Assuming an L∗ of 4.5 m, the distance between the in-coming and out-going beam is 63 mm at L∗
from the IP and the bore diameter required for the outgoing beam would be 25 mm. The external
stray field at the outgoing beam, which is located from x = 50 mm to 75 mm (see Fig. 4.31), is less
than 10 G. Figure 4.32 shows the measured stray field on a horizontal line 10 cm from the beam axis.
The distribution changes with the strength adjustment. An iron case as the PMQ holder will reduce
the field by a factor of one hundred. The external magnetic field from the detector solenoid has to be
dealt with when soft magnetic material is used; the iron case should be made of laminated iron with
small enough packing factor to have less longitudinal permeability.
Figure 4.31
PMQ and outgoing beam.
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Figure 4.32
Measured external stray field.
4.5.4 Intra-train Feedback System
A schematic of the IP intra-train beam-based feedback is shown in Fig. 4.33. Critical issues for the
feedback performance include the latency of the system, as this affects the number of corrections
that can be made within the duration of the bunch train, and the feedback algorithm.
Figure 4.33
Schematic of IP intra-train feedback system. The
deflection of the outgoing beam is registered in a
BPM and a correcting kick applied to the incoming
other beam.
A prototype system has been designed and tested on the extraction line of the KEK Accelerator
Test Facility (ATF). The FONT5 intra-train feedback system aims to stabilise the beam orbit by
correcting both the position and angle jitter in the vertical plane on bunch-to-bunch time scales,
providing micron-level stability at the entrance to the ATF2 final-focus system. The system comprises
three stripline beam-position monitors (BPMs) and two stripline kickers, custom low-latency analogue
front-end BPM processors, a custom FPGA-based digital processing board with fast ADCs, and
custom kicker-drive amplifiers.
A schematic of the prototype of the FONT5 feedback system and the experimental configuration
in the upgraded ATF extraction beamline, ATF2, is shown in Fig. 4.34. Two stripline BPMs (P2, P3)
are used to provide vertical-beam-position inputs to the feedback. Two stripline kickers (K1, K2) are
used to provide fast vertical beam corrections. A third stripline BPM (P1) is used to witness the
incoming beam conditions. Upstream dipole corrector magnets (not shown) can be used to steer the
beam so as to introduce a controllable vertical position offset in the BPMs. Each BPM signal is
initially processed in a front-end analogue signal processor. The analogue output is then sampled,
digitised and processed in the digital feedback board. Analogue output correction signals are sent to
a fast amplifier that drives each kicker.
The ATF can be operated to provide an extracted train that comprises up to 3 bunches separated
by an interval that is selectable in the range 140–300 ns. This provides a short ILC-like train which
can be used for controlled feedback system tests. FONT5 has been designed as a bunch-by-bunch
feedback with a latency goal of around 140 ns, meeting the ILC specification of c. 150 ns bunch
spacing. This allows measurement of the first bunch position and correction of both the second and
third ATF bunches.
The front-end BPM signal processor [267] utilises the top and bottom (y) stripline BPM signals,
added with a resistive coupler and subtracted using a hybrid, to form a sum and difference signal
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Figure 4.34
Schematic of FONT5
at the ATF2 extraction
beam line showing the
relative locations of
the kickers, BPMs and
the elements of the
feedback system.
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respectively. The resulting signals were band-pass filtered and down-mixed with a 714 MHz local
oscillator signal which was phase-locked to the beam. The resulting baseband signals are low-pass
filtered. The hybrid, filters and mixer were selected to have latencies of the order of a few nanoseconds
to yield a total processor latency of 10 ns [268, 269].
The custom digital feedback processor board is shown in Fig. 4.35. There are 9 analogue input
channels in which digitisation is performed using ADCs with a maximum conversion rate of 400 MS/s
and 2 analogue output channels formed using DACs, which can be clocked at up to 210 MHz. The
digital signal processing is based on a Xilinx Virtex5 FPGA [270]. The FPGA is clocked with a 357
MHz source derived from the ATF master oscillator and hence locked to the beam. The ADCs are
also clocked at 357 MHz. The analogue BPM processor output signals are sampled on peak to provide
the input signals to the feedback. The gain stage is implemented via a lookup table stored in FPGA
RAM, alongside the reciprocal of the sum signal for beam charge normalisation. The delay loop is
implemented as an accumulator in the FPGA. The output is converted back to analogue and used as
input to the driver amplifier. A pre-beam trigger signal is used to enable the amplifier drive output
from the digital board.
Figure 4.35
FONT5 digital feedback board.
The driver amplifier was manufactured by TMD Technologies [271] and provides ± 30 A of drive
current into the kicker. The risetime is 35 ns from the time of the input signal to reach 90 % of peak
output. The output-pulse length was specified to be up to 10 µs. The latencies were measured to be
133 ns (P2-K1) and 130 ns (P3-K2).
An example of the feedback performance is given in Fig. 4.36a and Fig. 4.36b, which show the
RMS vertical beam position (the ‘jitter’) of bunch 2 measured at P2 and P3, respectively. With
the feedback off, the incoming jitter was measured to be 3.42 µm at P2 and 3.21 µm at P3. With
the feedback on, the measured jitter was 0.64 µm and 1.04 µm, respectively, representing correction
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(a) (b)
Figure 4.36. (a) Distribution of vertical beam position for bunch 2 at P2, without (blue) and with (red) feedback.
(b) Distribution of vertical beam position for bunch 2 at P3, without (blue) and with (red) feedback.
factors of approximately 5 and 3 respectively.
The expected performance of the feedback can be calculated from the measured incoming jitter
and knowledge of the bunch 1 – bunch 2 correlations. These correlations were measured to be 98 %
and 97 % at P2 and P3, respectively. Using:
σ
′2
1 = σ21 + σ22 − 2σ1σ2ρ12 ≥ 2σ2r
it follows that one expects corrected beam jitters of 0.64 µm and 0.83 µm for bunch 2 at P2 and
P3 respectively, in very good agreement with the measured values. The coupled-loop feedback
is operating at close to the optimal performance given the degree of correlation between the two
bunches.
This measured performance of the system was input into a beam-transport simulation [272] of
the ATF2 beam line and the expected vertical beam position downstream of the FONT5 system was
evaluated and compared with measurements. In the absence of additional jitter sources and lattice
imperfections the performance is equivalent to stabilising the beam at the ATF2 IP to below the
10 nm level [272].
4.5.5 Push-pull system
The most efficient architectural scheme for the push-pull operation is to have both detectors installed
on individual reinforced-concrete platforms (see Fig. 4.37). A detailed report describes the outcome
of a platform design study, which has been carried out together with an external contractor [273]
based on the following assumptions:
• Maximum Detector Weight: 15 000 tons
• Movement duration: 5 hours
• Speed : > 1 mm/s
• Number of movements: 10/year
• Limit of acceleration: 0.1g
• Maintenance allowances On Beam: 2 m
• Maintenance allowances Off Beam: 6 m
• Positioning relative to beam: ± 1 mm
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Figure 4.37
Illustration of detector on motion plat-
form.
There are three essential results. First, a geological analysis indicates that special attention must
be given to the design of the cavern invert, i.e. the floor where the platform motion system acts,
to limit the deformations. Secondly, a reinforced-concrete platform with a maximum deformation
< 1 mm under the detector-support points must have an approximate thickness of 2.5 m with a weight
of ∼ 3000 t. The contact point between the platform and the floor must be carefully located under
the respective contact points of the detector with the platform. Finally, two motion systems were
considered, air-pads and rollers. Both can be engineered to meet the requirements with a guiding
system on the floor. Fifty air pads with 370 tons capacity (maximum capacity available on the market)
will be required. Only eighteen rollers of 1 ktons will be required. Air pads will need a lighter moving
system because the friction factor is only 1 % while for the roller it is estimated to 3-5 %. In both
case a propulsion system based on gripper jacks is possible
A detailed analysis of the propagation of the ground and technical noise has been carried
out [274, 275] to check if the push-pull scheme adopted is compatible with the stability requirements.
The basic results show that, with a combined transfer function of the detector plus the platform, the
ground vibration propagation at QD0 is < 50 nm, well under the maximum budget allowed. The
relative displacements of the QD0, for different ground models, is also very low (see Fig. 4.38) [275].
Figure 4.38
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A more refined model developed by Collette et al. (see Fig. 4.39) [276] shows that the technical
noise developed by the detector is not harmful for the stability of a QD0 supported from the endcap.
Figure 4.39
Induced vibrations
(r.m.s.) vs. frequency
on QF1(x0) and QD0
(x1) with (right) and
without (left) technical
noise [276].
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4.5.6 Alignment systems
The IR detector push-pull configuration places severe demands on the alignment system both for
the final-focus magnets and for the tracking subdetectors of the SiD and ILD detectors. Rapid
realignment of the quadrupoles will be essential to minimise the downtime for colliding-beam running.
In addition, the unprecedented momentum and impact-parameter resolutions envisioned for the
charged-particle trackers also argue for prompt and precise a priori alignment, without the need to
rely on the accumulation of millions of charged particles in the detectors. Hence it is desirable to
establish an integrated alignment system for the final-focus magnets and the tracking subdetectors
that can: 1) measure and correct magnet misalignments that interfere with establishing colliding
beams; and 2) measure any global tracker-distortion parameters that degrade tracking performance
(e.g. translation, rotation, twist, sag).
An attractive solution is offered by Frequency Scanned Interferometry (FSI), an alignment method
pioneered and implemented by the Oxford group for the ATLAS Experiment [277, 278]. In FSI a
geodetic grid of points attached to the object to be aligned and to nearby bedrock is used to measure
positions, rotations and distortions of detector and accelerator elements. The points in the grid are
optically linked via a network of laser beams, using optical fibres for beam launch and collection.
Small beam splitters and retroreflectors define interferometers for which a scanning of laser frequency
over a known range defines absolute distance measurements to sub-micron precision. The beam lines
(between beam splitters and retroreflectors) can be thought of as optical “trusses,” where degrees of
freedom that would be made most rigid by a corresponding mechanical truss network are those most
constrained by the FSI measurements. Conversely, degrees of freedom with the greatest remaining
“play” are least constrained by measurement.
Focusing here on the needs for quadrupole alignment, the preliminary design requirements for a
priori alignment for QD0 before attempting to establish beam collisions are 50 µm in x and y, 20 mrad
in roll, and 20 µrad in pitch and yaw [279]. Simulations [280] indicate that these tolerances can easily
be met, in principle, by a small network of 4 beam launchers mounted on the front face of the QF1
cryostat, each of which sends two beams to two similarly situated retroreflectors on the back end of
the QD0 cryostat. Much better performance can be achieved, however, by placing (in addition) beam
launchers on inner sections of the detector with retroreflectors on the QD0 front ends, provided a
complete grid network that spans the IP is installed. More simulation work is needed, incorporating
detailed detector line-of-sight constraints, to establish a design for the spanning task.
On the instrumental side, there has been recent R&D specific to an FSI system for SiD quadrupole
and silicon-tracker alignment [281, 282]. This work, carried out on a bench at the University of
Michigan, has used a multi-channel, dual-laser system to ensure robustness against systematic errors
due to environmental disturbances, such as from unstable temperatures and turbulent air. Two lasers
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are injected and scanned over the same wavelength range but in opposite directions and with optical
choppers creating alternating beam injections (a technique pioneered by the Oxford ATLAS group).
A number of significant technical complications had to be overcome in implementing the dual-
laser system. The most important were: the reduction by half of the light seen by the interferometer
photodiode from each chopped beam; the reduction of useful Fabry-Perot transmission peaks; and
the difficulty in handling “edge effects” at chopped-beam transitions. All of these lead to increased
statistical uncertainties in FSI distance determinations, despite the decrease in systematic uncertainties.
With refinement of the beam-chopping method and with improved analysis software, however, these
hurdles were overcome. As a result, precisions better than 200 nm have been achieved for distances
up to 40 cm under highly unfavourable conditions, using the dual-laser scanning technique. These
early single-channel studies used relatively large, commercial retroreflectors and commercial clamps
for the beam launchers. More recent work has focused on expanding to a multi-channel system, in
addition to developing small, customised retroreflectors and beam launchers.
A six-channel system has now been commissioned on a bench, allowing for successful sub-micron
reconstruction of 3-dimensional retroreflector translations of O(mm), with independent sub-micron
confirmation of translations in 2 dimensions and O(micron) confirmation in the 3rd dimension,
based on a precision, multi-axis translation stage. At the moment, the dynamic range for successful
reconstruction is limited to ±3 mm, with an eventual goal of ±1 cm.
Although material burden of FSI components is not a critical consideration in alignment of
quadrupole magnets, that burden is important for the use of FSI in the inner tracking system, where
multiple scattering and photon conversions degrade detector performance. Hence there have also
been recent studies using much smaller (but still commercial) retroreflectors which perform nearly as
well as the larger units used previously.
In addition, customised plastic cartridges have been fabricated that allow easier mounting of
launch/return fibres and beam splitters, with some flexibility in defining the relative displacement and
tilt of the beam splitter with respect to the launch and return fibres. These cartridges have given
comparable performance to the previous clamp system.
Significant R&D remains to be done in the context of an integrated alignment system for the
quadrupole magnets and tracker. Specific tasks include:
• full miniaturisation of FSI components, using lightweight materials;
• establish a detailed conceptual design for an integrated grid of FSI beams connecting the
magnets and tracker to bedrock on both sides of the interaction region;
• move from current visible to infrared laser wavelengths, from which significant cost reductions
may be gained by using mass-produced modulated infrared lasers and beam components, because
of the prevalence of infrared devices, including scannable lasers, in the telecommunications
industry;
• build a large-scale mock-up of an inner-tracker barrel layer attached to mock quadrupole
magnets, to test “bootstraping” the alignment to the required precision over tens of metres,
using the ends of the IR as anchors, without interfering with the hermeticity or performance of
the detector.
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4.6 Beam dynamics (simulations)
4.6.1 Overview
The luminosity performance of the ILC will be affected by many issues ranging from space-charge
effects at the electron gun to instabilities in the damping rings to timing errors at the IP. This section
addresses issues associated with the emittance preservation from the damping-ring extraction to the
IP which is referred to as the Low Emittance Transport (LET). Other accelerator physics issues are
addressed in the respective subsystem descriptions.
Static and dynamic imperfections in the LET impact the luminosity performance: examples are
the survey errors of beam-line components and ground motion. Preserving the ultra-small emittances
requires component-alignment tolerances far beyond that which can be achieved by traditional
mechanical and optical alignment techniques, hence the use of beam-based alignment and tuning
techniques are essential in obtaining the design luminosity. The corresponding sensitivity to ground
motion and vibration mandates the use of continuous trajectory-correction feedback systems in
maintaining that luminosity. The necessary procedures and specifications of the required hardware
and assessment of the potential luminosity degradations are described here.
Estimation of the luminosity performance, both the static (peak luminosity) and dynamic
(integrated luminosity) behaviour of the machine in realistic conditions relies on complex simulations.
The performance of the ILC has been simulated for a variety of errors and procedures. Design
performance was achieved in essentially all of these studies. There are no major obstacles that would
prevent the ILC from reaching design performance.
4.6.2 Sources of Luminosity Degradation
The performance of the real machine is degraded by errors in both component alignment and field
quality. For example, misaligned magnets result in beam-trajectory errors which cause emittance
growth via chromatic effects (dispersion) or impedance effects (wakefields). The primary sources of
emittance degradation considered are:
• dispersion - the anomalous kicks from misaligned quadrupoles, coupled with the non-zero
energy spread of the beam, cause dispersive emittance growth;
• cavity tilts - the transverse component of the accelerating field causes a transverse kick on
the beam, which, coupled with the non-zero energy spread of the beam, causes dispersive
emittance growth;
• x− y coupling - rotated quadrupoles and vertically misaligned sextupoles (for example) couple
some fraction of the large horizontal emittance into the small vertical emittance leading to
beam-emittance growth;.
• single-bunch wakefields - an off-axis bunch in a cavity or beam pipe generates a dipole wakefield,
causing a transverse deflection of the tail of the bunch with respect to the head; the wakefields
are relatively weak for the SCRF accelerating cavities, and the cavity-alignment tolerances
correspondingly loose;
• multi-bunch wakefields (higher-order modes) - leading bunches kick trailing bunches, which
can lead to individual bunches in a train being on different trajectories.
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4.6.3 Impact of Static Imperfections
4.6.3.1 Beam-Based Alignment and Tuning
The beam emittance at damping ring extraction is γx = 8 µm and γy = 20 nm. In a perfect machine,
the emittance would be essentially the same at the interaction point. To allow for imperfections, the
ILC parameters specify a target emittance at the IP of γx = 10 µm and γy = 35 nm. Depending on
the actual misalignments, the machine performance can differ significantly. The goal for the alignment
and tuning procedures is to ensure that the emittance growth is within the budget with a likelihood
of at least 90 %.
Similar beam-based alignment and tuning procedures are applied in the different subsystems
of the LET. First, the elements are aligned in the tunnel with high precision. When the beam is
established, the corrector dipoles are used to zero the readings in the Beam Position Monitors (BPMs)
(so-called one-to-one steering). Even with a very good installation accuracy, the final emittance will
be significantly above the target. Achieving the emittance goal requires more complex beam-based
alignment (BBA) to minimise the dispersive emittance growth (the dominant source of aberration).
All BBA algorithms attempt to steer the beam in a dispersion-free path through the centres
of the quadrupoles, either by physically moving the magnets (remote magnet movers) or by using
corrector dipoles close to the quadrupoles. The exact details of the algorithms and their relative
merits differ. The three most studied methods are:
• dispersion-free steering (DFS) – beam trajectories are measured for different beam energies by
changing acceleration upstream; the final trajectory minimises the difference, thereby minimising
the dispersion;
• kick minimisation (KM) – the BPM offsets with respect to the associated quadrupole magnetic
centres are measured by varying the quadrupole strength and monitoring the resulting down-
stream beam motion; this information is used in a second step to find a solution for the beam
trajectory where the total kick from quadrupoles and correctors on the beam is minimised;
• ballistic alignment (BA) – a contiguous section of quadrupoles (and in the linac the RF) is
switched off and the ballistic beam is used to determine the BPM offsets with respect to a
straight line. The quadrupoles/RF are then restored, and the beam is steered to match the
established straight line.
All BBA techniques rely on precise measurements from the BPMs to determine a near dispersive-
free trajectory. The final performance of the algorithms is determined by the resolution of the
monitors.
Once BBA is complete, a final beam-based tuning either minimises the beam emittance by direct
measurement of the beam size (emittance) or maximises the luminosity. Closed-trajectory bumps
or specially located and powered tuning magnets are used as orthogonal knobs to generate specific
aberrations, such as dispersion or x− y coupling. The knobs are tuned to minimise the emittance by
cancelling the remaining aberrations in the beam.
4.6.3.2 RTML before the Bunch Compressor
The issue of static emittance growth from misalignments and errors has been studied in detail for
the section of the RTML from the turnaround to the launch into the bunch compressor. The strong
focusing, strong bending, strong solenoids, and large number of betatron wavelengths in this area
can potentially lead to very serious growth in the vertical emittance, despite the relatively low energy
spread of the beam extracted from the damping rings.
The tolerances used in the study for the warm solid-core iron-dominated magnets are listed in
Table 4.6 and were similar to those found at the SLAC Final Focus Test Beam.
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BPM is attached to a quadrupole magnet and its offset error with respect to the quadrupole-field
centre is critically important for preserving low emittance. The accuracy is assumed to be 7 µm,
which will be achieved by a technique called “quad shunting”, where the strength of every quadrupole
magnet is changed one by one and the downstream orbit is measured. (There should be no orbit
change when the beam goes through the centre of the magnet.)
Table 4.6
Tolerance for RTML section up to the bunch
compressors.
Error RMS Value Reference
Quadrupole Misalignment 150 µm Design Line
BPM Misalignment 7 µm Quad Center
Quadrupole Strength Error 0.25% Design Value
Bend Strength Error 0.5% Design Value
Quadrupole Rotation 300 µrad Design
Bend Rotation 300 µrad Design
BPM Resolution 1 µm
Beam-size monitor 1 µm
Dispersion Correction The preferred dispersion correction method was found to be a combination
of Kick Minimization (KM) and dispersion knobs, the latter consisting of pairs of dedicated skew
quadrupoles located in the turnaround, where there is non-zero horizontal dispersion. The two skew
quads in a pair are separated by a −I transform such that exciting the quads with equal-and-opposite
strengths causes the resulting betatron coupling to cancel and the dispersion coupling to add. There
are two such dispersion knobs in the turnaround, which allow correction of dispersion at each betatron
phase. Simulations indicate that in the absence of measurement errors, the combination of KM and
dispersion knobs (DK) can eliminate dispersion as a source of emittance growth in this part of the
RTML. The principal remaining source of emittance dilution is betatron coupling, which typically
contributes about 7 nm of emittance growth.
Coupling Correction The coupling-correction section consists of four skew quads phased
appropriately to control all four betatron coupling parameters of the beam. The skew quads are used
to minimise the vertical beam sizes as measured in the downstream emittance-measurement station.
The correction system can eliminate the betatron coupling introduced by misalignments and errors in
this section of the RTML, without measurement errors.
In addition to the studies described above, the emittance preservation issues in the long transfer
line from the damping ring to the turnaround have been examined. Because of the weaker focusing,
the alignment tolerances are much looser than in the turnaround area, and emittance preservation is
relatively straightforward [283, 284].
Emittance growth in this section is expected to occur dominantly in the turnaround, assuming
1 µm BPM resolution. Simulations show the total emittance growth from the exit of the damping ring
to the entrance of the bunch-compressor section is 5.4 nmon average and 9.9 nm at 90 % confidence
level [285].
4.6.3.3 Bunch Compressors
The RF in the bunch compressor introduces an energy spread correlated to the longitudinal position
in the bunch. The long bunch from the Damping Ring (6 mm) makes the beam particularly sensitive
to cavity tilts in the bunch-compressor RF. The near-zero phase crossing of the bunch induces a
strong transverse kick which is also correlated to the longitudinal location in the bunch (i.e. the
bunch is crabbed), and therefore also strongly correlated to the induced energy spread. The resulting
transverse kick-energy correlation can effectively be compensated using downstream dispersion knobs.
Wakefield-driven head-tail correlations can also be compensated in the same way. As with other
sections of the LET, the other primary source of emittance dilution is dispersion due to misaligned
quadrupoles.
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Transverse kicks due to the input coupler and HOM couplers of an accelerating cavity have been
extensively studied [286]. The couplers induce asymmetries of the electromagnetic fields in the cavity,
which cause transverse components of the accelerating field (coupler RF kick) and transverse wake
field (coupler wake). The effects is included in the simulations.
Simulation studies with RMS random quadrupole offsets of 0.3 mm, cavity offsets of 0.3 mm and
cavity pitch of 0.3 mrad indicate that combined DFS and DK will reduce the mean emittance dilution
to 1.1 nm in average and 1.5 nm at 90 % confidence level [285].
4.6.3.4 Main Linac
Single-bunch emittance dilution in the main linac is dominated by chromatic (dispersive) effects and
wakefield kicks arising from misaligned quadrupoles and cavities respectively. The x − y coupling
arising from quadrupole rotation errors also adds a small contribution to the vertical-emittance growth.
The assumed installation errors are listed in Table 4.7. The tolerances for cavity offsets and quadrupole
rolls can be achieved mechanically, but beam-based tuning is required for reducing the effects of the
quadrupole and BPM offsets.
Table 4.7
Assumed installation errors in the main linac,
and the emittance growth for each error assum-
ing simple one-to-one steering. Note that with
perfectly aligned BPMs, the one-to-one steering
eliminates dispersive effects from quadrupole
magnet offset and cavity tilt. With realistic
BPM errors, the required emittance preserva-
tion can only be achieved using beam-based
alignment of the magnets/BPMs.
Error with respect to value ∆γy [nm]
Cavity offset module 300 µm 0.2
Cavity tilt module 300 µrad <0.1
BPM offset module 300 µm 400
Quadrupole offset module 300 µm <0.1
Quadrupole roll module 300 µrad 2.5
Module offset perfect line 200 µm 150
Module tilt perfect line 20 µrad 0.7
Figure 4.40
The fraction of simulated cases staying
below the emittance-growth target for
the main linac after Dispersion Free
Steering.
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The main linac follows the gravitational equipotential of the earth, and is therefore not laser-
straight. This gentle bending in the vertical plane results in a small but non-negligible design
dispersion which must be matched, and taken into consideration during beam-based alignment. A
variant of dispersion-free steering, dispersion-matched steering (DMS), is used to attain the matched
dispersion function along the lattice. This modified form of DFS requires well calibrated BPMs [287]
to the level of 5 % with very stable readout. The method achieves the required performance in
simulations [287–291]. An example simulation result is shown in Fig. 4.40. Additional tuning knobs
to modify the dispersion at the beginning and end of the linac reduce the emittance growth still
further [292]. Further improvement is possible with wakefield tuning knobs.
Studies of kick minimisation have shown similar performance as DMS [293, 294]. The ballistic
alignment method has not been applied to the latest ILC lattice, however studies for TESLA showed
that ballistic alignment and dispersion-free steering yielded comparable results (for a laser-straight
machine) [295].
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Multi-bunch wakefields (high-order modes, HOMs) with very high Q-values could lead to
unacceptable multi-bunch emittance growth. Suppression of HOMs is achieved by random cavity
detuning (∼ 0.1% spread in the HOM frequencies, expected from the manufacturing process), and
by damping using HOM couplers. All the modes for the baseline cavity shape have been calculated
and measured at FLASH. The resulting multi-bunch emittance growth due to cavity misalignment
is expected to be below 0.5 nm. If the transverse wakefield modes are rotated due to fabrication
errors, they can lead to a coupling of the horizontal and vertical planes, potentially increasing the
vertical emittance [296]. This effect is mitigated by using a split-tune lattice in which the vertical and
horizontal beam-oscillation wavelengths are different, thus avoiding resonant coupling.
Different codes have been compared in detail for the main linac [297], finding excellent agreement
for both tracking and performance predictions for a specific beam-based alignment method. This
cross-benchmarking increases confidence in the results of each individual code.
4.6.3.5 Undulator Section for Positron Production
At the end of the electron main linac, the beam passes through an undulator and emits hard photons
for positron production. This insert has several potential consequences for emittance preservation:
• stronger focusing in the 1.2 km insert leads to additional dispersive emittance growth, which
should be correctable using BBA methods;
• the undulator increases the energy spread of the beam, which increases the dispersive emittance
growth in the downstream linac; this effect is estimated to be small;
• the narrow-bore vacuum chamber of the undulator is a potential source of transverse wakefields;
the effect is expected to be small and can be corrected using precise alignment movers.
The total emittance growth in this insertion is estimated to be small compared to the overall
emittance-growth budget.
Final beam energy will be changed as physics requires. Low-emittance preservation tends to
be difficult for lower-energy operation, because of larger relative energy spread (dispersive effect)
and relatively stronger transverse-wakefield effect. However, simulation studies for beam energies of
100 GeV and 250 GeV shows the difference of expected normalised emittance is smaller than 2 nm.
4.6.3.6 Beam-Delivery System (BDS)
Beam-based procedures have been developed to align and tune the BDS. First, all multipole (sextupoles
and more) magnets are switched off and the quadrupoles and BPMs are aligned. Second the multipoles
are switched on and aligned. Finally, tuning knobs are used to correct the different beam aberrations
at the interaction point. Detailed simulations have been made assuming the realistic installation
alignment errors and magnetic-field errors given in Table 4.8.
Table 4.8
Assumed imperfections in the BDS.
The assumed magnet strength errors
are very tight; it is expected that
more realistic larger errors mainly
lead to slower convergence of the
procedures.
Error with respect to size
Quad, Sext, Oct x/y transverse alignment perfect machine 200 µm
Quad, Sext, Oct x/y roll alignment element axis 300 µrad
Initial BPM alignment magnet center 30 µm
Strength Quads, Sexts, Octs nominal 10−4
Mover resolution (x/y) 50 nm
BPM resolutions (Quads) 1 µm
BPM resolutions (Sexts, Octs) 100 nm
Power supply resolution 14 bit
Luminosity measurement 1 %
Studies have been performed using the beam-beam interaction code GUINEA-PIG to give
a realistic estimate of the luminosity, assuming the accuracy of luminosity measurement is 1 %.
Important results of the beam-beam interaction studies has been crosschecked with the CAIN code.
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Figure 4.41
Results of simulation of the luminosity tuning in the beam-
delivery system. The vertical axis indicates the ratio of the
random seeds simulated that results in a relative luminosity
greater than values in the horizontal axis [298].
Figure 4.41 shows an example of the BDS luminosity-tuning simulations for static errors. The
vertical emittance at the entrance of BDS was assumed to be 34 nm, which assumes an emittance
growth of 14 nm for the RTML and ML combined. The results show that for the given assumptions
on static errors and input conditions, all seeds exceed the design luminosity after application of the
beam-based tuning algorithms.
4.6.4 Dynamic Effects
The ILC relies on several different feedback systems to mitigate the impact of dynamic imperfections
on the luminosity. These feedback systems act on different timescales. The long ∼ 1 ms pulse length
and relatively large bunch spacing (∼ 554 ns, ∼ 366 ns in update configuration) makes it possible
to use bunch-to-bunch (or intra-train) feedbacks located at critical points. The most important is
the beam-beam feedback at the interaction point that maintains the two beams in collision. Other
feedback systems act from train to train (inter-train) at the 5 Hz pulse repetition rate of the machine.
Over longer timescales (typically days or more), the beam may have to be invasively re-tuned.
Main dynamic error sources and their effects to orbit jitter and emittance growth in Main Linac
are listed in Table 4.9.
Table 4.9
Dynamic errors and their effects in
the main linac.
Error assumed Orbit emittanceRMS amplitude change growth
Quad offset change (vibration) 100 nm 1.5 σ 0.2 nm
Magnet-strength jitter 10−4 1σ 0.1 nm
Cavity-tilt change 3 µrad 0.8σ 0.5 nm
Cavity-to-cavity strength change 1% 0.8σ 0.5 nm
Important sources of dynamic imperfections are ground motion and component vibration. The
ground motion depends strongly on the site location. For the ILC-TRC study, three ground motion
models were developed, all based on measurements at existing sites: Model A represents a very quiet
site (deep tunnel at CERN); Model B a medium site (linac tunnel at SLAC); Model C a noisy site
(shallow tunnel at DESY). A fourth model (K) was later developed based on measurements at KEK
and is roughly equivalent to C. These models have been used in all subsequent simulations of the
dynamic behaviour of the ILC.
Another possibly important source is cavity-to-cavity strength change within the ∼ 1 ms pulse,
with mechanical cavity tilt (static alignment error). The effect leads to trajectory errors of individual
bunches in a bunch train. While these trajectory errors (which are relatively slow over the 1 ms
pulse) can easily be corrected with intra-train feedback at the end of the linac, the large variation in
trajectories in the ML give rise to emittance growth. To suppress this effect, voltages in the individual
cavities will be corrected to within 1 % over the pulse.
One possible issue is time-varying stray fields in the long transfer line of RTML which can
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drive orbit oscillations. This orbit change can be cancelled downstream by the feed-forward system
located across the turnaround, though this system cannot compensate possible emittance growth
in the turnaround. Measurements at existing laboratories [297] indicate a reasonable estimate for
the magnitude of time-dependent stray field is about 2 nT, which will not cause a problem. Even in
the case that the stray fields turn out to be significant, adding an intra-pulse orbit-feedback system
before the turnaround can eliminate the emittance growth of most of the bunches in a bunch train.
Tolerances of other dynamic errors are listed in Tables 4.10–4.11 and 4.12. None of these errors
are expected to affect luminosity performance significantly.
Table 4.10
Other dynamic errors relevant to transverse
motions.
Error assumedRMS amplitude
Offset change (vibration) of warm magnet 10 nm
Strength change of warm magnet 1× 10−5
Strength change of cold magnet 1× 10−4
Table 4.11
Bunch-compressor RF dynamic
errors, which induce 2 % luminosity
loss.
Error RMS amplitude RMS phase
All klystron correlated change 0.5 % 0.32°
Klystron-to-klystron uncorrelated change 1.6 % 0.60°
Table 4.12
ML RF dynamic errors, which in-
duce 0.07 % beam energy change.
Error RMS amplitude RMS phase
All klystron correlated change 0.07 % 0.35°
Klystron to klystron uncorrelated change 1.05 % 5.6°
4.6.4.1 Bunch-to-Bunch (Intra-Train) Feedback and Feedforward Systems
The damping-ring extraction kicker extracts each bunch individually. If this kicker does not fully
achieve the required reproducibility, the beam will have bunch-to-bunch variations that cannot be
removed by an intra-pulse feedback system (effective white noise). The feed-forward system in the
RTML is designed to mitigate this effect. The position jitter of each bunch is measured before the
turn-around and then corrected on that bunch after the turn-around.
Quadrupole vibration in the downstream bunch compressor and (predominantly) in the main
linac will induce transverse beam jitter (coherent betatron oscillations). The tolerance on the
amplitude of this jitter (and hence on the quadrupole vibration) from the main linac itself is relatively
loose. Quadrupole vibration amplitudes of the order of 100 nm RMS lead to negligible pulse-to-pulse
emittance growth. However the resulting oscillation (one- to two-sigma in the vertical plane) in the
BDS could lead to significant emittance degradation from sources such as collimator wakefields. An
intra-train feedback at the exit of the linac solves this problem. In addition, this feedback could correct
any residual static HOM disturbance in the bunch train. If the main-linac quadrupole vibrations are
significantly less than 100 nm (e.g. 30 nm RMS, as expected for a typical quiet site), then intra-train
feedback at the exit of the linac may not be required.
Small relative offsets of the two colliding beams, in the range of nanometers, lead to significant
luminosity loss. The offsets are particularly sensitive to transverse jitter of the quadrupoles of the
final doublet. Fortunately, the strong beam-beam kick causes a large mutual deflection of the offset
beams, which can be measured using BPMs just downstream of the final quadrupoles. The intra-train
feedback system zeros the beam-beam kick by steering one (or both) beams using upstream fast
kickers. The system typically brings the bunch trains into collision within several leading bunches
(depending on the gain). The IP fast feedback and the long bunch train also affords the possibility to
optimise the luminosity within a single train, using the fast pair monitor as a luminosity monitor [300].
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4.6.4.2 Train-to-Train (5 Hz) Feedback
There are number of local feedbacks. At certain locations in the machine, a few correctors are
used to steer the beam back through a few selected BPMs, thus keeping the trajectory locally fixed.
These feedback systems can be used in a cascaded mode where each of the feedback anticipates the
trajectory change due to the upstream feedback systems. Such a system was successfully implemented
at SLC.
Since the system corrects only locally, a residual of the dynamic imperfections will remain,
due to deterioration of the trajectory between the feedback locations. After longer times, this will
require a complete re-steering of the machine back to the exact trajectory determined from the initial
beam-based alignment (gold orbit).
There are other alternative options. One is to perform permanent re-steering with a very low
gain; this method avoids the additional layer of steering but may be slower than local feedback.
Another option is the use of a MICADO-type correction. In this procedure all BPMs are used to
determine the beam orbit. A small number of the most effective correctors is identified after each
measurement and these are used to correct the trajectory.
4.6.4.3 Luminosity Stabilisation
A complete and realistic simulation of the dynamic performance of the collider requires complex
software models that can accurately model both the beam physics and the errors (e.g. ground motion
and vibration). The problem is further complicated by the various time scales that must be considered,
which span many orders of magnitude: performance of the fast intra-train feedbacks requires modelling
of the detailed 10 MHz bunch train; fast mechanical vibrations at the Hz level need to be accurately
modelled to test the performance of the pulse-to-pulse feedback systems; long-term slow drifts of
accelerator components over many days must be studied to determine long-term stability and the
mean time between invasive (re-)application of BBA. Ideally all these elements need to be integrated
into a single simulation of the complete machine.
However, practically it is enough to have sets of various simulations focusing on individual aspects
of the problem, with varying degrees of the feedback models. The results thus far give every indication
that the ILC can achieve and maintain the desired performance.
Figure 4.42
Example of integrated dynamic simulations, show-
ing the performance of the beam-beam intra-train
feedback system with realistic beams and beam jitter
(simulated from the Main Linac and BDS). The his-
tograms show performance over 100 seeds of random
vibration motion: green - achieved luminosity for an
infinitely fast beam-beam feedback and no bunch-
to-bunch variations (3 % reduction from ideal); blue
- performance including bunch-to-bunch variations
(driven by long-range wakefields in the Main Linac);
red - as blue but including a finite response time for
the feedback (8 % reduction from ideal) [301, 302].
0.80 0.85 0.90 0.95 1.00
Luminosity / % maximum
1/
N
dN
/d
L
0
5
10
15
20
25
30
35
40
Lplat �=0.95 �=0.01
Lmax �=0.97 �=0.01
L �=0.92 �=0.01
Extensive simulations have been made of the performance of the fast beam-beam (and other) intra-
train feedback using a model of the main linac and BDS to generate realistic bunch trains [301, 302].
For realistic component vibration amplitudes, the results indicate that feedback can maintain the
luminosity within a few percent of peak on a pulse-to-pulse timescale (5 Hz), as shown for example in
Fig. 4.42. These results are in agreement with earlier studies [303, 304].
Drifts of components on the timescale of seconds to minutes have been studied [303, 304].
Simulations of 5 Hz operation with all ground-motion models, and assuming the beams are maintained
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in collision by the fast IP feedback, indicate a slow degradation in luminosity. This can be mitigated
by pulse-to-pulse feedback, especially in the BDS, where the tolerances are tightest. Noisy sites
(model C) showed the most pronounced effect, and would place most demand on the slower feedback
systems.
Longer-term stability has been studied, assuming a variety of configurations for the slower
pulse-to-pulse feedbacks. Studies of the main linac [305] using local distributed feedback systems
indicate that the time between re-steering ranges from a few hours to a few days for ground-motion
models C and B respectively. After 10/200 days (models C/B), simple re-steering does not recover
the emittance, at which point a complete re-tuning would be necessary.
Dynamic studies integrating the main linac and BDS, again based on distributed local pulse-
to-pulse feedback systems (including one in the BDS) and incorporating many error sources and
comparing all ground-motion models have been made [306]. It was shown that luminosity reduction
in the noisy sites (models C and K) comes almost entirely from the BDS.
Other examples of such simulations of luminosity performances for models of ground motion
and vibration are shown in Fig. 4.43. The primary effect is a beam-beam offset at collisions, which is
quickly compensated by the intra-train feedback at the interaction point. The luminosity loss will not
be serious even for the models C and K, which are much noisier than expected for possible ILC sites.
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Figure 4.43. Time-dependent luminosity modelling in the beam-delivery system. (a): the luminosity is shown as a
function of bunch number for the first 300 bunches of a pulse for various ground motion (vibration) models. The
luminosity is quickly recovered by the beam-beam fast feedback. (b): a histogram of the results of 100 seeds, as-
suming model C, as referenced in the left graph, for the ground motion, with and without intra-pulse orbit feed-
back [299].
A key parameter is the maximum-allowed vibration of the Final Doublet (FD). This is primarily set
by the limitations of the IP fast feedback, which becomes increasingly ineffective for larger beam-beam
offsets. Figure 4.44 shows the luminosity as function of RMS offset of both final-doublet cryomodules.
The allowed RMS FD offset tolerances is conservatively specified as 50 nm.
4.6.4.4 Requirements of Field-Ramping Speed of Main-Linac Components
The field strengths of the superconducting quadrupole and correction dipole magnets must be able
to change at a sufficient speed to allow efficient commissioning and to adapt to the ground motion.
The required speed of have of magnetic fields in the main linac has been roughly estimated as
follows. [307]:
• Quadrupole magnet:
0.001 T/m×m/s (0.003 %/s) for adjustment of optics with RF failure.
0.01 T/m×m/s (0.03 %/s) for performing ”quad shunting”, beam-based alignment
measurement, within a reasonable time.
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Figure 4.44
Simulated luminosity as a function of rms offset of
both final-doublet cryomodules. Mean and standard
deviation from tracking simulation are shown [298].
• Steering magnet:
5× 10−6 T×m/s (0.01 %) for following ground motion
3× 10−4 T×m/s (0.6 %/s) for orbit correction after a long shut down within a reasonable
time end
For each type of magnets, the second number is the most stringent and should be adopted.
These numbers are obtained assuming very pessimistic cases for the correction process under the
ground-motion model C to safely define the specification of the magnets.
4.6.5 Optics for the Upgrade to 1 TeV
A possible scenario to upgrade ILC from the centre-of-mass energy 500 GeV to 1 TeV is described in
Part II Section 12.4. Each main linac, from 15 GeV (after the bunch compressor) to 250 GeV in the
baseline, will be extended to 500 GeV in the following way:
• the majority of the cryomodules of the 250 GeV linacs remain in place and become the final
225 GeV of the 500 GeV;
• the first section (from 15 GeV to 25 GeV) of the old linac will be moved to the upstream end of
the new linac. This is because the magnets (quadrupole and correction dipole) in this section
are shorter than others in order to avoid fields that are too low to be accurate;
• the newly constructed modules are inserted between these sections (25 GeV to 275 GeV).
The adoption of a FODO lattice in the entire new linac as in the old linac with the limited
maximum strength of the quadrupole magnets, the beta-function and the vertical dispersion (induced
by the beam line following the earth’s curvature) would be large in the high-energy beam part of
the linac. For a given lattice, the beta function is roughly proportional to the inverse of the magnet
strength (normalised by the beam energy) and the dispersion to inverse square.
To preserve low emittance, DMS (Dispersion Matching Steering), in which the vertical dispersion
at every BPM will be measured and adjusted to the designed non-zero value will be applied. This
correction requires accurate measurement of dispersion, whose error will be proportional to the scale
error of the BPMs and the designed dispersion. With large designed dispersion, the required accuracy
of the BPM scale becomes too tight.
To keep the dispersion small along the main linac, a FOFODODO lattice will be used instead of
a FODO lattice for the 250 GeV to 500 GeV section of the linac. In a curved linac, the typical vertical
dispersion with a FOFODODO lattice is approximately half of that with FODO lattice. Simulations
showed that emittance growth will be small enough in the whole linac if a FODO lattice is adopted
from 15 GeV to 250 GeV and FOFODODO lattice from 250 GeV to 500 GeV [307].
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Chapter 5
Conventional Facilities and Siting
Studies
5.1 CFS design considerations
The Conventional Facilities and Siting Group used the Technical Design Phase to improve the maturity
of the conventional design and respond to changes in the technical baseline criteria for the International
Linear Collider Project. The maturity of the conventional design was influenced, in general, by two
factors. First, more precise criteria were developed for the civil, mechanical and electrical design.
Secondly, instead of the more generic approach taken for the design of the conventional facilities
in the original reference design, regional conditions were taken into consideration and had a major
impact on the design. The changes to the technical baseline were provided primarily through the
Strawman Baseline 2009 (SB2009) analysis [104], which resulted in fundamental changes to the
design of the conventional facilities. This chapter will describe these changes and also provide brief
descriptions of the supporting consultant work and studies.
The overall maturity of the conventional facilities design was improved over the course of the
TDP. Several value-engineering exercises were conducted. Optimisation of mechanical- and electrical-
systems design, comparisons of tunneling techniques and configurations and more detailed criteria
were pursued in all regions by the Conventional Facilities Group. This effort has provided better
understanding of the impact of the design requirements and an overall increase in the level of detail.
The local site conditions had a large influence on the conventional facilities design. This was especially
the case with the two candidate sites in the Asian Region.
5.1.1 Central Region integration
In SB2009, the repositioning of the Electron Source and adjustments to the overall circumference,
location and size of the Damping Ring contributed to a major revision for the central-region design
and underground enclosures. Instead of encircling the Interaction Hall, the Damping Rings are now
shifted to the side but with their centre still aligned with the interaction point. Moving the Positron
Source to the end of the Main Linac reduced the length of transfer lines. The size of the tunnel for
the Damping Rings was enlarged to allow for the possibility of accommodating three rings. Also the
Electron and Positron Sources and transfer lines to and from the Damping Rings, the RTML and
Beam-Delivery Systems are all co-located in the same enclosures, complicating issues of installation,
life safety, personnel egress and equipment replacement. In addition, there are various improvements
to the requirements and the design maturity of the Detector Hall.
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5.1.2 Main Linac underground enclosures
Another major technical change, the development of different schemes for the High-Level RF system,
introduced opportunities for adjustments to underground enclosures for the main linac. Two options
for the High-Level RF system were considered: the Klystron Cluster system (KCS) and the Distributed
Klystron system (DKS).
In the reference design, all sites used vertical shafts for access to the main-linac tunnel. The
KCS system involved relocating all of the klystrons and supporting power-supply equipment to surface
buildings at the vertical shafts. The microwave power is then transported to the cryomodules that
make up the main linac through large-diameter waveguides that extend from the klystrons down the
shaft and through the main-linac tunnel. The KCS approach provided the opportunity to eliminate
the RDR service tunnel for the main linac since the klystrons and all supporting equipment are now
located in surface buildings. This applies to both the Americas and European Sites. This single
main-linac tunnel and shaft design was analysed by a Tunnel Configuration Study and a Tunnel Lining
Study in the Americas Region as well as Life Safety studies in both the Americas and European
Regions. The tunnel cross sections for the Americas and European regions are shown in Fig. 5.1 and
Fig. 5.2, respectively.
Figure 5.1
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For the Asian region, another solution was required. Two candidate sites were identified in
mountainous regions of Japan, resulting in vertical shafts becoming less desirable. Horizontal access
tunnels, with a slight downward incline, became the preferred solution for these sites. The lengthier
horizontal tunnel access posed a problem for the KCS RF system. As the conventional design
progressed in the Asian Region, different tunnel cross sections were studied. Eventually it was decided
that, for the Japanese candidate sites, drilled tunnels using tunnel boring machines (TBMs) were
not cost effective. As an alternative, the Asian CFS Group proposed the use of the New Austrian
Tunnelling Method (NATM), which is basically a drill-and-blast method of construction, as a more
cost-effective approach for construction of the underground enclosures. The cross section of the
main-linac tunnel is larger than the circular cross sections of the Americas and European Regions
that result from using a TBM. The larger tunnel illustrated in Fig. 5.3 is wide enough to be divided
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Figure 5.2
European Region tun-
nel Cross Section
CV - Extraction 1m2
Survey parmanent 
equipment
Survey window
EL - 4 Cable trays
520mm
Fire fighting 
water DN80
LCW supply
LCW return
MCM ground
Cryo.
Machine
Electronic racks + 
Shielding
Drainage
Transport zone
Safe passage
RTML
Waveguide
CV - Air supply 1m2
Compressed air 
DN150
250
520
1200
R260
0
700
14
00
20
50
31
50
into two compartments, making an alternative klystron system possible. One side will be used for
the accelerator and the other for the DKS scheme, which is similar to the approach used in the ILC
Reference Design. The DKS klystrons are shielded by the tunnel wall and can therefore be accessed
while the beam is on. This solution works for both Asian candidate sites. The Civil design in the Asian
region was also supported by a Tunnel Configuration Study and preliminary geotechnical investigation
at both candidate sites.
Figure 5.3
Asian Region tunnel
Cross Section
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5.1.3 Detector hall and detector assembly
The local site conditions also had a direct impact on the configuration of the Detector Hall and
ultimately the assembly of the detectors themselves. In both the Americas and European Regions,
large sections of the detectors are assembled in a surface assembly hall and lowered into the detector
hall through a large diameter central shaft located directly over the eventual interaction point. Other
vertical shafts are used to access the out-of-beam detector “garage” areas and for personnel access.
In the Asian candidate sites, a single horizontal access tunnel provides the only access to the detector
hall. Detector components must be assembled in small pieces and transported to the detector hall
for final assembly. These regional differences, based on local conditions, have a significant effect on
detector assembly and shaft/tunnel coordination strategies. In all regions, both detectors will be
assembled on individual moveable platforms that will allow for movement to the interaction point. In
the Americas Region, a consultant study was completed to provide design and movement alternatives
for the detector platforms. In the European Region, a consultant study provided a 3-dimensional
model to study the effects of the sample-site geology on detector hall construction.
5.1.4 Life-safety and egress
In all regions, life safety and egress solutions for local underground tunnel configurations were an
important aspect of the technical design. The decision to eliminate the main-linac service tunnel and
have only one main linac tunnel presented challenges for the Americas and European Region with
respect to life safety and personnel egress. While the main-linac tunnel configuration in the Asian
Region went through significant changes, the final solution produced a configuration very similar to
the original twin-tunnel RDR scheme. Each regional solution for life safety and egress was shaped by
local codes and regulations. It is important to note that the solutions described below are the direct
result of extensive in-house analysis of regional requirements by the CFS Group, supported in part by
independent consultant studies. Work to date has provided confidence that a single-tunnel solution
can be constructed in all regions that will provide a safe working environment when personnel are
underground performing machine installation and maintenance activities.
The Asian main-linac tunnel configuration for the two Japanese mountainous sites provides a
single tunnel that is divided into two compartments separated by a concrete radiation shielding wall.
This effectively creates two separate enclosures that can be used for egress. If a fire or other hazard
occurs in one of the tunnels, the second tunnel can be isolated and used as the emergency escape
route. The compartments are connected by labyrinths, spaced every 500 m, through the shielding wall.
Each labyrinth is protected by fire doors to allow safe passage from the affected area to the other side
of the tunnel for egress to the surface. At each horizontal access tunnel, a similar protected pathway
is provided to the surface.
In the Americas Region, the main linac enclosure is a single tunnel. The prevailing codes require
containment of those areas of the underground space that have the highest hazard potential by
fire-rated walls and doors, so that the most likely hazardous areas are contained in the event of an
emergency. Oil-filled electrical equipment, water pumps, motors and other utility equipment constitute
the highest potential for fire. This equipment is located in the caverns at the base of the vertical
access shafts located along the single main-linac tunnel enclosures. In the Americas Region solution,
these local areas are isolated by fire-rated walls and doors, leaving the main linac (or damping ring)
tunnel enclosure available for personnel access to the surface. Due to the overall length of the tunnels,
it is required to have a fire-protected area of refuge at intervals of 1200 m along the length of the
single tunnel to provide an intermediate safe area for injured personnel or to await emergency-response
assistance.
In the European Region, the main-linac enclosure is also a single tunnel. However, local regulations
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and previously established precedents with the LHC at CERN produced a very different life-safety
solution that divides the single-tunnel enclosure for the main linac and damping ring into 500 m
increments or “compartments” that are separated by fire walls and automatic fire doors that can
isolate areas that are involved in a fire or other hazardous incident. Another important part of this
approach is the requirement for the control of air flow in an emergency. A continuous duct for air
supply and extraction, located at the tunnel crown, extends along the entire length of the tunnel. In
the event of fire, dampers will close in the supply duct, preventing fresh air from contributing to the
fire and stopping smoke from permeating beyond the area of the fire. In this way, the unaffected areas
of the tunnel can be used for personnel egress to the surface and for emergency-response personnel
to access the affected area.
5.1.5 Electrical and mechanical utilities
Another important part in the development of a mature design for the ILC conventional facilities is
the optimisation of the design for the utility systems that support the accelerator operation. After the
underground civil construction, the mechanical and electrical systems represent the second and third
largest cost drivers in the conventional facilities cost. As design development progressed and local
conditions contributed to different regional design solutions, the mechanical and electrical designs
were also adapted to local conditions.
Another factor that contributed to progress in the mechanical and electrical design was the
refinement of the mechanical and electrical criteria used to develop the designs. Early in the TD
phase, the Americas CFS team completed a formal value-engineering review of the process water
system. The value-engineering process involves the identification of major drivers of the design and
identifying alternatives for evaluation and possible inclusion into the design to improve efficiency and
reduce costs. One of the most important outcomes of the formal value-engineering review was the
identification of specific extreme technical specifications that were complicating the design of the
process water system. The CFS group worked with the various accelerator systems groups to relax
some of the more stringent criteria of the identified specifications. In doing so a more uniform and
simplified design was achieved and costs were reduced.
During the course of the TDP, the CFS group used a similar process to review all of the mechanical
and electrical criteria provided by the various accelerator systems design teams. Improvements were
identified in all areas and included into the formal mechanical- and electrical-design process in both
the Americas and Asian Regions. This effort produced simplified designs and substantial cost savings.
In each case the designs reflect the improved criteria and local conditions and were supported by
independent consultant studies.
5.2 Descriptions of studies
The conventional facilities design for the TDR represents a much more complete effort in the Americas
and Asian Regions. In all cases, the work represents significant improvement over the RDR design.
The conventional facilities work to date provides a global approach to understanding the implications
of site-specific design solutions and the relative cost for each of those solutions. The following is a
listing of various consultant studies that were conducted in each of the three ILC Project Regions.
These studies were conducted in the support of the work provided by the in-house Conventional
facilities and Siting Group. They provide added depth and independent expertise for the overall
Convention Facilities and Siting design effort.
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5.2.1 Americas Region
5.2.1.1 ILC Tunnel Configuration Study
The purpose of this study [308] was to analyse various options for main-linac tunnel configuration
for the Americas Region sample site. The original RDR deep twin-tunnel configuration was used
as the baseline, alternative configurations were considered and cost estimates were provided. The
alternatives were based on a single tunnel using the KCS system and investigated both deep-tunnel
and near-surface solutions.
5.2.1.2 Tunnel Cross-Section Configuration Study
The purpose of the Tunnel Cross-Section Configuration Study Technical Design Report [309] was to
evaluate tunnel-lining/ground-support systems; and systems to support equipment and utilities. Five
tunnel-lining alternatives were compared to determine their relative cost and schedule. Supports for
equipment and utilities were compared on the basis of cost. This study also compared a pre-cast
concrete flooring system to a cast-in-place concrete floor.
5.2.1.3 Black and Veach: ILC Constructibility Study
The Constructability Study [310] reviewed the current method of construction considered for the
Americas Region sample site including both tunnel boring and drill and blast methods for various
parts of the underground enclosures, shaft construction and location, muck removal, disposal and
alternatives for the finished tunnel lining. Other aspects of the construction process including
community considerations, impact of construction noise and traffic were also considered.
5.2.1.4 Holabird and Root: Fermilab ILC Programming Study
The Surface Building study [311] developed a comprehensive plan for the size and arrangement for
the surface buildings required for the Americas Region sample site using the KCS system. Plans were
developed for the surface buildings required at both major and minor access shafts with respect to
Klystron Service and Cryogenic Buildings.
5.2.1.5 Americas Region: Life-Safety/Fire-Protection Analysis for the ILC
The Life-Safety/Fire-Protection Analysis [312] determines life-safety requirements for the ILC single-
tunnel designs for both the 30 m- and 100 m-depth designs. The analysis was prepared in accor-
dance with the National Fire Protection Association (NFPA) 520-2005 Standard for Subterranean
Spaces [313]. NFPA 205 categorizes underground facilities using two designations: “building” and
“common space”. Building portions of subterranean spaces are areas that are occupied. Common
space portions are all other areas.
5.2.1.6 Americas Region: “Fire Egress Analysis for the ILC”
The Fire and Egress Analysis for the International Linear Collider (ILC) [314] provides a performance
based analysis of the feasibility of the single-tunnel designs for the ILC from a life-safety standpoint.
The basis for the analysis was the Life-Safety/Fire-Protection Analysis prepared by Hughes Associates,
Inc., May 21, 2010 [312].
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5.2.1.7 ILC Process Water and Air Treatment VE Cost Evaluation
The Value Engineering (VE) effort [315] was implemented with the intent of understanding the
process water cost-driver elements and providing for a lower first-cost alternative solution for the
process water and its impact on other systems. The effort was started with the VE session facilitated
by the United States Army Corps of Engineers, which produced a number of potential VE lists for
evaluation. The VE items selected were evaluated and the resulting report summarised the results of
the assessments in terms of a matrix of cost savings versus impacts. Applicable elements from the
study were incorporated into the current baseline design.
5.2.1.8 Mechanical Design and Cost Report
The Mechanical Design Study [316] provided the first comprehensive effort to develop a full design for
the air-treatment equipment, piped utilities and process cooling water for the Americas Region sample
site using the KCS scheme. Alternatives were evaluated and a cost-effective solution was developed.
5.2.1.9 Electrical Design and Cost Report
The Electrical Design Study [317] provided the first comprehensive effort to develop a full design for
the electrical power and distribution for the Americas Region sample site using KCS. Alternatives
were evaluated and a cost effective solution was developed.
5.2.2 Asian Region
5.2.2.1 AAA Report, “Investigating the Single Tunnel Proposal in a Japanese Mountainous Site”
The Advanced Accelerator Association Report [318] for tunnelling methods used for a mountain site
was the first study completed for sites in the Asian Region. The study provided guidance for tunnel
methods previously used for transportation tunnels in Japan’s mountainous areas. It described primarily
tunnel construction experience using tunnel-boring machines and methods used for dewatering tunnels
in mountainous regions.
5.2.2.2 J-Power Asian Tunnel Configuration Study (FY2010)
Construction costs and schedules are studied in eight cases for different combinations of high-level RF
systems, tunnel configurations and excavation methods including TBM and NATM [319].
5.2.2.3 J-Power Asian Tunnel Configuration Study (FY2011)
Case 8 in the FY2010 study was developed and revised [320]. A “Kamaboko” shape was selected for
the Main Linac single-tunnel cross section and other tunnel and cavern designs were also updated.
5.2.2.4 J-Power Asian Detector-Hall Study
A structural design, construction costs and schedule were described [321]. An analysis for structural
behavior for both detectors, ILD (14.700 t) and SiD (8.600 t) was shown.
5.2.2.5 Nikken-Sekkei Electrical and Mechanical Design Study
Electrical and Mechanical (process cooling-water system, piping system and air-ventilation system)
designs were developed including an equipment layout in the underground caverns [322]. Construction
cost estimates were also developed as part of this study.
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5.2.2.6 Asian Region Fire Safety for ILC Single Tunnel
Fire safety was reviewed for various tunnel configurations including double- and single-tunnel configu-
rations in Americas, Asian and European sample sites [323].
5.2.3 European Region
5.2.3.1 Site-Selection Criteria for European ILC Sites
The “Site Selection Criteria for European ILC Sites” [324] provided an overview of the site investigation
work conducted in the European Region. Three sites, located at high energy physics laboratories,
were considered as prospects for a European Region sample site and are described in this study.
Sites included in the study were located at the DESY Laboratory in Hamburg, Germany, the JINR
Laboratory in Dubna, Russia and the CERN Laboratory located near Geneva, Switzerland.
5.2.3.2 Siting Study for European ILC Sites
The “Siting Study for European ILC Sites” [325] described a set of selection criteria for possible sites
in the European Region. A general description of the overall parameters and site requirements for the
construction of the ILC project was provided. In addition, geological properties, environmental impact
issues, and electrical and cooling requirements were also identified.
5.2.3.3 Dubna Site Investigation
This report [326] was developed using the information of the site specific geologic study that was
conducted at the proposed ILC sample site near the JINR Laboratory in Dubna, Russia. Based on
geologic information obtained, alternatives for the construction of the ILC tunnels and enclosures
were considered.
5.2.3.4 Report on the Results of the Preliminary Geological Engineering Surveys Along the Proposed
Route of the International Linear Collider (ILC) in the Taldom Area of the Moscow Region
In conjunction with the Joint Institute for Nuclear Research (JINR), the Russian Governmental Unitary
Enterprise and the State Specialised Projecting Institute conducted a geological study of the proposed
European Sample site near Dubna, Russia [327]. Overall geologic conditions were identified and
along the proposed ILC alignment, vertical electric soundings were conducted that identified optimum
locations for three soil-boring samples. This study was a preliminary investigation for a possible
European sample site.
5.2.3.5 Linear Collider Interaction Region Design Studies. Review of Interaction Region Cavern Layout
Design
This report [328] was completed in conjunction with the Americas Region. The purpose of the report
was twofold. First, a computerised geotechnical model was developed using the ILC Interaction Region
configuration and the criteria of the geology of the European sample site. This model provided an
analysis of the anticipated movement to the interaction region due to the short-term and long-term
effects of the excavation of the interaction region. Second, the study developed a solution for the
platform and movement system to allow the two detectors planned for both the ILC and CLIC
projects to move in and out of the interaction point in an alternating data-taking mode. Designs were
provided for platforms for both detectors that met the criteria for both deflection and repositioning
and alignment requirements during the “push-pull” operation of the two detectors.
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5.2.3.6 Guidelines and Criteria for an Environmental Impact Assessment for the Linear Collider Project at
CERN
The report [329] is a preliminary manual for an environmental-impact statement (EIA) which will have
to be conducted for the linear collider project. It describes the process for conducting an EIA and the
environmental impact criteria that will have to be evaluated for an environmental impact study.
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Post-TDR R&D
6.1 The R&D Program
The realisation of the ILC requires the global high-energy physics community to agree on the high
priority of the project. During the time required to prepare recommendations and await government
actions, a global ILC core accelerator and technology team must remain in being and continue
development of the project in collaboration with the physics community. As it has in the past, ILC
R&D will continue to benefit other projects having significant technical or design overlaps. The ILC
project team will continue its partnership with those working on such projects, ensuring that new
developments can modify the ILC design as appropriate.
The post-TDR program will have a different flavour than the GDE R&D efforts, which were
primarily aimed at demonstrating project viability. The next phase will be more closely coupled to
preparing for a possible construction project and thus will be more D than R. This work will cover any
remaining technical elements needing further work, such as the positron target. Some effort will be
made to simplify component designs to streamline industrial production. It is not expected that the
baseline design presented in this document will change significantly, although a site specific design
will require customisation of the baseline concept in certain systems.
A small cavity R&D program will be maintained with the goal of increasing the effective
accelerating gradient aimed at 1 TeV operation (see Section 2.3.4). Cavity improvements are essentially
independent of the cryostat design and as such can be adopted at almost any point in the program.
Cavity gradient R&D is viewed as an independent effort from preparation for a construction project.
The main missions of the post-TDR R&D effort will be:
1. Accelerator Design and Integration (AD&I) (with physics and detector groups);
The AD&I team will further develop the machine design, including:
a) development of (potentially phased) options for running at other energies;
b) incorporating new R&D results, and programmatic synergies;
c) analysing specific siting choices.
2. coordination of R&D on improving the performance and reducing the cost of the superconducting
main linac;
3. continuation of the industrialisation programme for mass production of key technical components,
especially cavities and cryomodules.
As during the Technical Design Phase, the R&D Program for the ILC is a central focus for the
community and will also produce any technical information requested by the contracting governments
in order to proceed to approval of the project.
The post-TDR program will feature closer collaboration with the CLIC project under the new
Linear Collider Collaboration (LCC). Many elements of the CLIC activities such as the beam-delivery
system pose similar challenges.
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6.2 Accelerator Design and Integration
6.2.1 Physics Requirements
The ILC baseline Technical Design satisfies criteria published by the ILC Steering Committee in the
‘Parameters for the Linear Collider’ document in 2003 (updated in 2006) [330, 331]. In the next few
years the LHC will provide insight into some of the processes the ILC is intended to study, which may
alter the physics requirements. The ILC design, because of the maturity and high performance of its
underlying technology, will be able to satisfy the needs of a broad range of collider physics, in terms
of energy reach, luminosity, polarisation and energy-scan flexibility.
The recent discovery at the LHC of a Higgs particle at 125 GeV is highly significant for the ILC.
It provides a guaranteed physics program, ranging from precision measurements of Higgs branching
ratios via ZH associated production, requiring a 250 GeV centre-of-mass energy, to measurements
of ZHH (the Higgs self-coupling), which requires at least 500 GeV. This scenario suggests that a
phased energy approach to a linear collider could be attractive. This dove-tails well with the possibility
of a 1 TeV energy upgrade. This was specified in the ILCSC parameters document as a secondary
goal of the TDP. The machine implications of energy scaling in a phased fashion both up and down
from the 500 GeV baseline design will be the highest priority for the AD&I program after the TDP.
The scientific requirements dictated in the ILCSC parameters document include references to
options beyond the baseline linear collider. These include operation at the Z-boson resonance, an
electron-electron collider, operation at the WW threshold, and a polarised gamma-gamma collider.
It appears unlikely that sufficient resources will be available to do significant work on any of these
topics in the near future but should the physics program dictate, then AD&I priorities would change
accordingly.
6.2.2 Programmatic Synergies
Few aspects of accelerator development have remained untouched by work done in the ILC programme
in the last two decades. It is not surprising that this impact has been greatest on linac technology, as
this is the primary cost-driver of the linear collider. However, further technological developments are
to be expected from ongoing linear-accelerator projects, for example to provide high-intensity photon
beams (XFEL) [6, 332, 333] or high-intensity proton beams (ESS [334, 335] and Project X [336]).
Certainly, experience with large-scale production of SRF technology for the above projects will yield
valuable lessons on how best to manufacture it for the ILC.
The impact of ILC R&D has also been large outside linac technology. Examples include control
of collective effects (electron cloud), which has directly affected the B-factories Super KEK-B and
Super B [337, 338] and implementation of precision optics, which has improved the performance of
synchrotron-radiation sources. Both B factories have adopted electron-cloud mitigation schemes in
their designs, and will provide valuable lessons for the ILC from the production, deployment and
operation of this mitigation hardware. Precision optics, supported by multi-step correction sequences
and ultra-high-resolution beam monitors, have been deployed at synchrotron-radiation sources, inspired
by work on the linear-collider beam delivery. These developments have allowed these accelerators
to produce beams with quantum-limited emittance [117]. The operation of these machines and the
completion of new ones will deliver valuable experience with ultra-low-emittance tuning.
Other linear-collider beam-development work outside the ILC community is likely to yield
information and experience valuable and relevant enough to be applied to the ILC design. Such work
includes targetry, sources, feedback and low-emittance transport.
The knowledge gained from these developments must be understood and assimilated by the full
AD&I team in order to translate it into improvements to the overall ILC design.
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6.2.3 Site Studies
Studies of two specific ILC sites in Japan have started and will continue beyond the publication of the
TDR. These possible sites have quite different characteristics from the sample sites considered during
the preparation of the Reference Design (2007). They are in relatively remote hilly (or mountainous)
locations; detailed ongoing dialog between the AD&I team and the site-study teams will be required
to understand the implications. Planned site-development work includes geotechnical exploration
and alignment optimisation. Both are intended to allow the tunnel and surface-building complex to
be configured in the optimal, cost-effective manner in the rugged Japanese topography. While the
deployment of ILC technology is largely site-independent, a few key systems, namely linac high-power
RF and cryogenics, are not and these must be optimised together with their housing and support
utilities. These SCRF linac subsystems are expensive and will require ongoing evaluation as site
decisions proceed.
The topography of the sites suggests that the optimum location of utility equipment may be
underground, since it may be cumbersome and intrusive to provide adequate surface facilities with
appropriate easements. Underground location of high-power utilities, (power transformers, pumps,
cryogen compressors etc.) has associated drawbacks that will require study by the AD&I team. Other
sites that might be proposed will have specific characteristics that will require investigation.
6.3 Main-Linac Technical Components
The ILC Technical Design Phase has seen an unprecedented global technology transfer by the R&D
teams who did pioneering work in the decade or so leading up to the ITRP choice of SCRF technology
in 2004. In that decade, the TESLA Collaboration R&D on 1.3 GHz technology succeeded in reducing
the cost per MeV by a large factor over the early 1990’s state-of-the-art SCRF and demonstrated
operation of a high-current pulsed SCRF linac. During the TDP, the ILC GDE established and
deployed a reliable, industrial process for consistent production of 35 MV/m cavities worldwide. This
critical step, implemented through the global GDE SCRF team, was the single most important action
taken, enabling the community to move beyond an unreliable R&D fabrication process toward a
mature technology suitable for a practical project plan. With mature infrastructure and industry and
projects underway in each region, progress is expected to move at an increasing pace in the next few
years. The role of the ILC team will be to coordinate and provide paths for communication between
teams working on key aspects (gradient, Q0 and cost) of the technology.
6.3.1 Test Facilities – Superconducting Linac Technology
The most substantial and promising infrastructures built or under construction during the Technical
Design Phase are the beam facilities: VUVFEL FLASH and XFEL (DESY), NML/ASTA (Fermilab)
and STF (KEK).
Beam tests at FLASH were used to demonstrate main-linac parameters and show the effectiveness
of the control schemes planned. The next step is to evaluate cost-performance trade-offs through the
process of characterisation and analysis. There has not been enough time or resources to complete a
main-linac technology value-engineering cycle using the new facilities. Given the R&D progress of the
last few years, this effort is expected to be an important component of post–TDR work.
In Europe, the 20 GeV XFEL project is midway through construction and is expected to accelerate
first beams in 2015 with almost 1000 TESLA-like cavities in operation. The scale of this production
is a natural intermediate step between the recently completed technology transfer and the order-
of-magnitude larger-scale production needed for ILC. Although the details are different, the XFEL
beam-performance parameters, cavity and cryomodule-fabrication process overlap that foreseen for
the ILC to an extent sufficient to allow experience to directly feed into the project.
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In Asia, the STF and the Cavity Fabrication Facility at KEK uniquely provide in one location all
the tools needed for significant advances in the standard production process, allowing studies and
associated improvements of a sort not practical to explore in a construction project like the XFEL.
6.3.2 Cavity gradient
During the TDP, some 90 cavities were built for the purpose of demonstrating the ILC gradient. Of
these, more than half were subjected to the defined standard process as described in Section 2.3.2,
while the others were used for developing the process. Under the prioritised R&D guidance set by the
ILC-GDE, the baseline cavity-processing recipe was fixed and improved in the so-called S0 study. The
success of the study, (including the successful qualification of production and test infrastructures),
has provided fresh insight into basic SCRF processes. With the ability to build high-performance
cavities reliably, an R&D program aimed at higher gradients than in the baseline parameter set, based
on new fabrication procedures, can be crafted. The techniques used reflect a sound understanding
of the basic physics processes. These techniques will include studies of new welding technology,
coating technology, new surface-preparation techniques and basic material parameters. Alternate
cavity shapes will also be investigated.
6.3.3 Cryomodule
Around 10 cryomodules, three of which were assembled by teams outside Europe, were produced during
the TDP. Many more will be made in the next three years as the roughly 100 cryomodules for the XFEL
(DESY) are built and tested. In contrast to earlier cryomodule experience and to cavity-performance
improvements, cryomodule performance suffers significantly from gradient degradation. It is presumed
that this is associated with field emission due to contamination that happens during string assembly.
Attention will be focused on this problem post-TDR, in each region.
6.3.4 Industrialisation
The pace of progress is evident in the fostering of cavity fabrication companies in each region.
Four institutional cavity process-and-test facilities (one in Europe, two in the Americas and one in
Asia), are actively providing ILC cavities fabricated by four companies (two in Europe, one in the
Americas and one in Asia). This number will be roughly doubled soon after the TDP. Fully functional
high-technology cavity-production capability in each region is mandatory for providing the ILC project
with a strong global technology basis.
Up to now the industrialisation process has focused on cavity production. Post-TDR, the
practicality of having cavities assemblies produced in industry will be examined. These assemblies,
called dressed cavities, include a cavity together with its helium tank, 2-phase helium-supply line, the
cold part of the high-power coupler, and the mount for the tuner. This step requires that dressed
cavities can undergo the standard process and test cycle in a similar fashion to the bare cavities.
Maximising the industrial content in a cryomodule will lead to cheaper and more reliable assembles.
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Beam tests at FLASH were used to demonstrate main-linac parameters and show the effectiveness of
the control schemes planned. The next step is to evaluate cost-performance trade-offs through the
process of characterisation and analysis. There has not been enough time or resources to complete a
main-linac technology value-engineering cycle using the new facilities. Given the R&D progress of the
last few years, this effort is expected to be an important component of post–TDR work.
Two large-scale beam-test facilities intended for the study of beam dynamics were built and
commissioned during the TDP: the CESR Test Accelerator at Cornell [339] and the Accelerator Test
Facility – BDS test ’ATF2’ at KEK [204]. Both of these will remain active for ILC-related studies
following the TDR. The CesrTA program in support of ILC is largely completed [8] and a smaller
program will be targeted on small-emittance-beam techniques, but the work at ATF2 has been delayed
by roughly a year due to damage caused by the Great East Japan Earthquake of 2011. The aim is to
complete the ATF2 program.
The most noteworthy partnership in beam dynamics is with the CLIC Study. Although the
two-beam CLIC linac design is quite different from the ILC superconducting linac, other aspects of
the collider complex are very similar – in some cases almost identical. This includes for example,
beam emittance, precision optics and collective effects.
6.4.1 Main Linac Technology - FLASH, XFEL, STF, NML
It is especially important that each region deploy a full superconducting-linac system, including
cryomodules, beam generation and handling, and RF power source and distribution systems, to
integrate the accelerator technology and gain sufficient experience in that region. NML at Fermilab
and STF at KEK were conceived as ILC beam-test facilities for the Americas and Asian regions,
respectively. During the Technical Design phase, both operated as single-cryomodule test facilities
supported the S1 programme. Post TDR, both NML and STF should be upgraded with additional
ILC-type cryomodules capable of ILC average gradients and subsequently be capable of accelerating
ILC-like beams.
Continuing the programme of joint studies at FLASH will allow characterisation of operation at
the limits of RF-power overhead and gradient margins to evaluate cost-performance and operability
trade-offs. Experience at FLASH will be transferred to the European XFEL, which in turn will provide
a wealth of experience for ILC.
6.4.2 Electron Cloud – Cesr Test Accelerator (CesrTA)
The next phase of the CesrTA program will involve an investigation of low-emittance beams. As
is typical in precision storage rings, the low-emittance tuning procedure is limited by systematics
associated with measurements of vertical dispersion. The CesrTA group is developing a beam-based
technique for compensating for systematic errors in beam-position monitors. This, together with tools
for measuring horizontal beam size, beam energy spread and bunch length, will allow the simultaneous
measurement of vertical, horizontal and longitudinal phase space. This is essential to the study of
emittance dilution.
Measurement and analysis of intra-beam scattering is an important component of the next
phase of the CesrTA program. The instrumentation described above will provide a complete set
of measurements of the equilibrium charge density. As that equilibrium has a strong beam-energy
dependence, measurements over a range of energies will help to distinguish IBS from other emittance-
diluting effects. Measurements with electron as well as positron beams will isolate contributions from
ions and electron cloud.
CesrTA is also an excellent laboratory for investigating ion effects in electron beams, and in
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particular the fast ion instability in bunch trains in the ultra-low vertical-emittance regime. The turn-by-
turn spectra gathered with the high-bandwidth beam-position and vertical-beam-size monitors for each
bunch in a train can provide signatures of ion-beam coupling and emittance dilution. Measurement of
instability thresholds as a function of vacuum pressure, both for positrons as well as electrons, will be
used to isolate the effects of ions from other collective phenomena.
6.4.3 Beam Delivery – Accelerator Test Facility (ATF / ATF2)
The challenge of colliding nanometre-sized beams at the interaction point involves three distinct
issues:
• creating small emittance beams in the damping ring;
• preserving the emittance during acceleration and transport;
• focusing and stabilising the beams to nanometres before colliding them.
These three issues are being addressed at the Accelerator Test Facility (ATF/ATF2) at KEK.
The prototype damping ring (ATF) is used as a beam injector for the final-focus test beam line, ATF2,
built and commissioned during the TDP, but with different beam-line optics based on a scheme of
local chromaticity correction [198]. The purpose of ATF2 is to demonstrate and characterise the
performance of this scheme.
Regarding the first of the three issues highlighted above, R&D work needed to support the
damping-ring design includes the development of the fast injection/extraction kicker system and the
beam-optics tuning to achieve 2 pm-rad extracted-beam vertical emittance.
A vertical emittance of 2 pm-rad has been achieved in several light-source storage rings around
the world. However, typical beam sizes in these rings are small enough to make verifying low-emittance
performance difficult and these measurements were made using indirect methods [117]. Therefore,
a key goal to measure directly an extracted-beam emittance of 2 pm-rad or less remains. This can
only be done at the ATF, which is the only low-emittance storage ring with a properly instrumented
extraction line. An important challenge is to transport the beam through the extraction kickers and
septum magnets without causing emittance growth due to x-y coupling or wakefields.
The remaining two main goals of ATF2 are:
1. achieving the 37 nm vertical beam size of the ILC design;
2. stabilizing the beam at the nanometre level.
These goals were not achieved during the Technical Design Phase and work toward them is on-
going. Achieving the first goal requires the development and implementation of a variety of methods to
validate the design optics in the presence of imperfections, in particular beam measurement and tuning
techniques to cancel distortions of the beam phase space. For the second goal, aimed at characterising
and improving beam-line stability, the collaboration pursues hardware developments of particular
relevance to future linear colliders. These include long baseline ultra-high-precision laser-alignment
schemes, low-latency high-precision beam feedback and iterative algorithms for beam-optics aberration
tuning.
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6.5 Remaining R&D at other facilities
6.5.1 Positron source
The ILC positron source must create positrons efficiently and reliably at a rate close to the existing state
of the art. The R&D program during the TDP had a two-pronged aspect that included R&D on critical
components for the baseline undulator-driven source and R&D on alternative source technologies that
might be applied to an auxiliary source or, possibly, in different collider configurations.
Following the completion of the TDR, work will continue on target and pulsed-magnet flux-
concentrator component testing for several years. Studies aimed toward superconducting undulators
with shorter periods, perhaps using Nb3Sn conductor, are also underway and are expected to continue
for several years.
The high-speed rotating-target mechanism and the tapered-solenoid flux-concentrator pulsed-
magnet R&D studies include the construction of a fully functional test device capable of operating at
nominal ILC parameters. Specifically, these tests will prove the performance of a high-vacuum rotary
seal and a full-power flux concentrator.
6.5.2 Beam-Delivery System (BDS) and Machine-Detector Interface (MDI)
The primary BDS R&D goals, preserving beam emittance and focusing the beams to nanometres, are
closely linked to the ATF2 Beam Test Facility program. In addition, specific studies for BDS technical
components include the design and testing of the superconducting final-doublet focusing magnet
and development of a design for the high-power beam dump [214]. The design and prototyping of a
superconducting final doublet that includes the required specialised correction coils has been finished
but laboratory testing remains to be done. The integrated design of the final doublet and detectors
must also be completed.
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