Journal Impact Factors (JIFs) are widely used and promoted but have important limitations. In particular, JIFs can be unduly influenced by individual highly cited articles and hence are inherently unstable. A logical way to reduce the impact of individual high citation counts is to use the geometric mean rather than the standard mean in JIF calculations. Based upon journal rankings 2004-14 in 50 sub-categories within 5 broad categories, this study shows that journal rankings based on JIF variants tend to be more stable over time if the geometric mean is used rather than the standard mean. The same is true for JIF variants using Mendeley reader counts instead of citation counts. Thus, although the difference is not large, the geometric mean is recommended instead of the arithmetic mean for future JIF calculations. In addition, Mendeley readership-based JIF variants are as stable as those using Scopus citations, confirming the value of Mendeley readership as an academic impact indicator.
Introduction
JIFs are probably the most used and misused scientometric indicators. The Thomson Reuters JIF for the year X is the number of citations from Web of Science (WoS)-indexed documents published in year X to journal articles published in years X-1 and X-2 divided by the number of articles published in the journal in years X-1 and X-2 ( Thomson Reuters, 2014) . It is thus an indicator of the average citation rate of recent articles in a journal. Other JIFs use different citation databases (e.g., Scopus) and different timeframes (e.g., 5 years) and different concepts of citable items. JIFs seem to be displayed on the home pages of almost all journals that have them and are an important part of the annual reports sent by some publishers to editorial boards. Some countries also use JIFs to help their funding model, for example by using them to aid peer review in the ranking of journals. Moreover, researchers in Spain (Brown, 2007) and elsewhere (Al-Awqati, 2007) can be directly rewarded for publishing in high JIF journals. Less formally, it seems likely that a substantial fraction of researchers use JIFs to help decide where to publish and a substantial minority of hiring and promotion decisions are influenced by the JIFs of candidates' publications. JIFs may also be important for generating citations because the journal in which an article is published appears to be an important indicator of its value to the scientific community and therefore plays an important role in publicising the article. As evidence of this, one study found that 4,532 published articles tended to attract twice as many citations as similar articles (with same first author, title and references) published in journals with lower JIFs (Larivière & Gingras, 2010) .
Thomson Reuters clearly signals the limitations of the JIF on its website, such as "The impact factor can be used to provide a gross approximation of the prestige of journals in computer science conference, suggesting faith in a combination of the peer review process and citation counts. Ranked journal lists are also commonly produced in disciplines, reflecting a belief that the choice of journal for an article can be an important indicator of its value (e.g., ABS, 2010; Kalaitzidakis, Mamuneas, & Stengos, 2003 , 2011 Nisonger & Davis, 2005; Rainer & Miller, 2005; Steward & Lewis, 2010) . A belief that the journal in which an article is published in is an important (and convenient) indicator of its value is presumably the main reason why JIFs continue to be widely used, despite their acknowledged limitations at indicating the quality of a journal.
The second fundamental criticism of JIFs is that they can be greatly influenced by small numbers of highly cited articles (Seglen, 1992) . For example, one highly cited article in a small journal may double or triple the journal Thomson Reuters JIF during the two years in which the article is included in the JIF calculation, without any change in the average impact of the remaining articles in the journal. Small numbers of highly cited articles are to be expected because the distribution of citation counts to individual articles is highly skewed (Seglen, 1994) , following a hooked power law or lognormal distribution (Thelwall & Wilson, 2014) . Evidence about the influence of highly cited articles on JIFs has led to particularly strong condemnation (e.g., Baum, 2011) .
A logical way to reduce the influence of individual highly cited articles on JIFs is to average using the geometric mean rather than the arithmetic mean (Zitt, 2012) . The geometric mean averages the logs of a set of numbers rather than the numbers themselves, thus reducing the influence of very high values. The use of logs in response to skewed citation data has been previously proposed for individual articles and field normalisation benchmarks (Lundberg, 2007) as well as for whole journals (Stringer, Sales-Pardo, & Amaral, 2008) . The latter study analysed the 2,267 journals that had published at least 50 articles in WoS per year for at least 15 years, showing that the distribution of the log of the citation counts of articles in a journal tends to stabilise after 10 years and proposes the mean of this distribution as the key factor for ranking journals, effectively generating a very stable 10-year logarithmic JIF (Stringer, Sales-Pardo, & Amaral, 2008) but which cannot be sensitive to underlying changes in the importance of a journal. Previous scientometric studies have also used the geometric mean for a variant of the h-index (Moussa & Touzani, 2010) , for library data (Robinson, & Smyth, 2008) , for questionnaires (Donohue & Fox, 2000) and as part of a modelling approach to the standard JIF (Greenwood, 2007) . This article assesses whether the geometric JIF, or gJIF, is an improvement on the standard JIF with a comparison across a range of different fields. The basis for the comparison is purely the stability of the results for individual journals over time.
It is also possible and practical to calculate journal impact indicators from alternative types of data, such as from parts of the web (Thelwall, 2012) , from usage data (Shepherd, 2007) or by counting mentions in the social web (Priem, Taraborelli, Groth, & Neylon, 2010) . Although social web data has been widely used to calculate article-level metrics (Adie & Roe, 2013; Shema, Bar-Ilan, & Thelwall, 2014; Thelwall, Haustein, Larivière, & Sugimoto, 2013; Zahedi, Costas, & Wouters, 2014) , journal-level metrics are also possible. For example, a variant of the JIF, called journal usage intensity, has been calculated with readership data from the social reference sharing site Mendeley for articles in 45 physics journals 2004 (Haustein & Siebenlist, 2011 . The results had mostly low or moderate correlations with a range of other indicators. Against the traditional JIF, the rank correlation was only 0.136. Mendeley is currently the most promising web-based alternative article-level impact metric because readership counts have a high correlation with citation counts (Li, Thelwall, & Giustini, 2012) , and because people who register as readers of articles in Mendeley seem to be genuine readers (Mohammadi, Thelwall, & Kousha, in press) although they are predominantly junior academics and doctoral students (Mohammadi, Thelwall, Haustein, & Larivière, in press ). An additional advantage for JIFs is that Mendeley readership accumulates more rapidly than do citations (Maflahi & Thelwall, in press; Thelwall & Wilson, in press) , and so Mendeley JIFs could be more timely than citation-based JIFs. As a second research direction, then, this article assesses the stability over time of JIFs calculated from Mendeley data.
Research questions
The objective of this paper is to assess whether journal rankings based on JIFs would be more stable with the geometric mean instead of the standard mean. Whilst this is clear at an abstract mathematical level, it is important to test with real data. In terms of stability, it seems reasonable to use ranking changes over time as the key measure since it is unlikely that the characteristics of journals often change dramatically over time. A possible exception is that changes in editor, whole editorial board or direction may occasionally occur for journals but this does not seem likely to be a frequent occurrence. Since disciplinary differences are important in research, it is useful to assess whether the answer is likely to vary between subjects. The following research questions drive the study.
1. Do journal rankings based upon citation counts for journal articles more stable over time if the geometric mean is used rather than the arithmetic mean? 2. Do journal rankings based upon Mendeley reader counts for journal articles more stable over time if the geometric mean is used rather than the arithmetic mean? 3. Are journal rankings based upon Mendeley reader counts for journal articles less stable over time than journal rankings based upon citation counts? 4. Do the answers to the above vary by discipline?
Methods
To answer the above questions, a set of data for citation counts to journal articles is needed for a variety of disciplines and years. Scopus was chosen for the citation count data. Although the Thomson Reuters JIFs are better known than the Scopus equivalents, the wider coverage of Scopus (Bartol, Budimir, Dekleva-Smrekar, Pusnik, & Juznic, 2014; Moed & Visser, 2008) is an advantage for testing purposes is because of the higher citation counts that it is likely to generate (Haddow & Genoni, 2010; Torres-Salinas, Lopez-Cózar, & Jiménez-Contreras, 2009 ). The following Scopus categories were chosen to represent a varied range of subjects: Agricultural and Biological Sciences; Business, Management and Accounting; Decision Sciences; Pharmacology, Toxicology and Pharmaceutics; and Social Sciences. The time period was chosen to be 2004-2014 and the citation counts were downloaded from 18 November 2014 to 16 December 2014, with a maximum of 10,000 articles per year and subcategory studied. Mendeley reader counts were extracted from the Mendeley API from 20 November 2014 to 18 December 2014. Articles were identified in Mendeley with a Digital Object Identifier (DOI) query (Zahedi, Haustein, & Bowman, 2014) in the free Webometric Analyst software, when a DOI was available in Scopus, as well as a search by title, year and first author last name, automatically checking the results returned by Mendeley for accuracy (for more details see the methods section of: Thelwall & Wilson, in press ). The reader counts of all matching articles were totalled in cases where there was more than one match (i.e., where different readers had recorded the same article separately).
For each journal in the dataset and for each year, two JIFs were calculated. The arithmetic JIF (called aJIF henceforth) is the arithmetic mean of the citation counts for all the documents of type article in the journal and year. Similarly, the geometric JIF (called gJIF henceforth) was calculated in the same way except for the use of the geometric mean instead of the arithmetic mean. For the geometric mean, 1 was added to the citation counts for each article, then the log of the result taken. The antilog was then taken of the mean of the logs for all articles in the journal and 1 was subtracted from the result, as shown below for a set of articles, with the th article having citations.
The procedure of adding 1 before taking the logs avoids the problem of taking the log of zero in the geometric calculation and is a standard variant. Note that the gJIF and aJIF differ from the Thomson Reuters JIF in that they use citation counts for articles from only one year (rather than citation counts for articles from two years) and they use citations from all articles (rather than from articles in just one year). Both differences (and the swap from WoS to Scopus) should make the calculations more unstable due to the focus on citations to a smaller set of articles from a larger set of articles, which increases the scope for individual high citation scores to change the results. Since the results could be unduly affected by journals with small numbers of articles, the calculations were repeated after excluding from the rankings any journal that had published less than 10 articles in a year. For each subcategory of each major category above, and for each year, two ranked lists of the journals were created, one using the aJIF and the other using the gJIF. To measure the stability of the ranking in each case, a Spearman correlation was calculated for the rankings of consecutive years (e.g., the journal ranking for 2005 was correlated with the journal ranking from 2004), ignoring journals with fewer than ten articles in the subject category for one or both years. These correlations were calculated for each consecutive pair of years and then the results averaged.
To give an idea of the magnitude of the numbers involved, all the data sets together contained a total of 22,470,090 citations and 24,596,045 Mendeley readers. The mean number of readers per article was 9.3 and the mean number of citations per article was 7.6. Although there were more readers than citations overall, this varied considerably between disciplines, from Drug Discovery (12.5 citations and 4.7 readers per article) to Business, Management and Accounting (misc.) (3.8 citations and 8.4 readers per article).
Results
Tables 1-5 show the average correlations between years. Although for the citation data the geometric JIF tends to be better than the arithmetic JIF in most or all sub-categories of each broad category, the differences are not large and the rankings are quite stable over time in both cases. The geometric JIF also tends to be slightly better than the arithmetic JIF for the data based on Mendeley readership. Finally, the Mendeley readership-based gJIF is about as stable as the Scopus citations-based gJIF, although in some broad areas one seems to be significantly more stable than the other. *The highest out of the aJIF and gJIF is in bold, and the highest out of the Mendeley and Scopus gJIF is underlined. + The 10+ JIF variants exclude journals publishing less than 10 articles in a given year. *The highest out of the aJIF and gJIF is in bold, and the highest out of the Mendeley and Scopus gJIF is underlined. + The 10+ JIF variants exclude journals publishing less than 10 articles in a given year. *The highest out of the aJIF and gJIF is in bold, and the highest out of the Mendeley and Scopus gJIF is underlined. + The 10+ JIF variants exclude journals publishing less than 10 articles in a given year.
-The first category had no journals in the early years. *The highest out of the aJIF and gJIF is in bold, and the highest out of the Mendeley and Scopus gJIF is underlined. + The 10+ JIF variants exclude journals publishing less than 10 articles in a given year. -The first category had no journals in the early years. *The highest out of the aJIF and gJIF is in bold, and the highest out of the Mendeley and Scopus gJIF is underlined. + The 10+ JIF variants exclude journals publishing less than 10 articles in a given year.
A more detailed examination was made of one category, Insect Science, for which the (10+) gJIF was a substantial improvement on the (10+) aJIF, to see whether the cause could be tracked down to highly cited articles. As shown in Figure 1 The other date during which the Insect Science aJIF differs most from the gJIF is 2011-12. From Figures 4 and 5, this discrepancy is again due to a single journal, Fly, and the cause is again a single highly cited article in the journal. This article, "A program for annotating and predicting the effects of single nucleotide polymorphisms, SnpEff: SNPs in the genome of Drosophila melanogaster strain w1118; iso-2; iso-3", had received 192 citations and the next most highly cited Fly article from 2012 had only 8 citations. This is a larger journal than Systematics and Diversity, with 52 articles in 2012, and so the relatively huge value of 192 did not disturb the gJIF much. 
Discussion and Conclusions
This study has several limitations. First, the coverage of disciplines is not comprehensive and, whilst it seems unlikely that there would be disciplines for which the gJIF is substantially less stable than the standard aJIF, there may be subject areas for which they are essentially the same, for example due to low overall citation counts. Second, the calculations tested are not the same as for the Thomson Reuters JIF, but are in a format that should accentuate the difference between the geometric and arithmetic variants of the JIF. Hence, the difference between the two is likely to be smaller than the numbers in the tables suggest. In addition, the assumption underlying the test is that the impact of a journal is relatively stable from year to year so that a high correlation between years indicates stability in the metric. Whilst this underlying journal stability has not been proven, intuitively it seems to be likely, in general. Nevertheless, there will be exceptions, such as journal direction changes, particularly with the appointment of a new editor, and with the publication of unusually high or low impact special issues. Nevertheless, these do not seem to be likely to give more stability to either variant of the JIF and so should not undermine the results.
The results show that the geometric JIF is superior to the standard JIF in terms of stability. It is presumably more resistant to changes due to individual highly cited articles temporarily increasing JIFs for a single year, unless there is a more subtle reason. Although the difference between the two JIFs is not large, since it is an improvement, it should be used in future in place of the standard JIF unless there are other reasons why the standard JIF is superior for a particular application. This conclusion applies to all broad fields since some fields had universally better results for the geometric JIF and none had universally better results for the arithmetic JIF. One disadvantage of the geometric JIF, however, is that it is less intuitive, especially for non-mathematical people, because the arithmetic mean is better known. This is also an advantage in the sense that it may discourage policy makers, research managers and scientists from considering it to be an obvious and intuitively correct measure of the impact of a journal. Additional analyses are needed, however, to assess whether the increase in stability of the gJIF has been made at the expense of other desirable, properties. For example, the standard JIF might more closely reflect peer judgements of journal quality if scientists valued the ability of a journal to occasionally produce highly cited articles.
The relatively small differences in stability between the aJIF and gJIF are perhaps surprising, given the prominence of the stability issue in DORA. This is especially true because the aJIF variant was calculated in a way to enhance its instability by considering only citations to articles from a single year. The Insect Science example confirms that the gJIF can ameliorate the effect of individual highly cited articles on a journal's ranking. Nevertheless, the small stability differences between the aJIF and gJIF suggest that individual highly cited articles in journals with low JIFs are rare. Hence, whilst there is at least one well-known example of this, and the impact on journal rankings can be stark (Foo, 2013) , it should be acknowledged that, journal rankings tend to be relatively stable and this phenomenon is unusual rather than a normal part of science.
There are variations by discipline in the extent to which the gJIF is more stable than the JIF variant calculated for the table. Nevertheless, the variations do not seem to be large or systematic enough to suggest the presence of underlying disciplinary differences, except perhaps differences due to the amount of data available for the calculations -assuming that more data would tend to give more consistent results. There are also disciplinary differences in the extent to which Mendeley readership-based journal rankings are more stable (or less stable) than Scopus citation-based journal rankings. These differences seem likely to be due to differing relative amounts of citation and readership data, on the basis that the results are likely to be more stable for data based on larger counts.
The same conclusion is also valid for Mendeley-based JIFs: the geometric mean variant is more stable, and hence likely to be a better indicator of impact, than the standard arithmetic mean variant, unless standard JIFs are superior in terms of other properties, such as correlation with peer judgements. In addition, the magnitudes of the Mendeley-based correlations are similar to those for the Scopus citation-based JIFs, which is evidence of their stability and, hence is evidence that Mendeley reader counts consistently indicate the same type of impact, which is presumably academic impact with a bias towards more junior scholars.
