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Multivariate analysis (MVA) is a class of statistical and pattern recognition techniques that
involve the processing of data that contains multiple measurements per sample. MVA can
be used to address a wide variety of neurological medical imaging related challenges
including the evaluation of healthy brain development, the automated analysis of brain
tissues and structures through image segmentation, evaluating the effects of genetic and
environmental factors on brain development, evaluating sensory stimulation’s relationship
with functional brain activity and much more. Compared to adult imaging, pediatric,
neonatal and fetal imaging have attracted less attention from MVA researchers, however,
recent years have seen remarkable MVA research growth in pre-adult populations. This
paper presents the results of a systematic review of the literature focusing onMVA applied
to healthy subjects in fetal, neonatal and pediatric magnetic resonance imaging (MRI) of
the brain. While the results of this review demonstrate considerable interest from the
scientific community in applications of MVA technologies in brain MRI, the field is still
young and significant research growth will continue into the future.
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INTRODUCTION
The developing brain undergoes rapid structural and functional changes via a variety of
processes including neuronal migration, axonal elongation, pruning, maturation of circuits and the
emergence of convolution which support efficient signal processing regionally and among distant
brain regions. Basic and higher-cognitive functions both require the coordination and cooperation
of neurons located in multiple brain regions all of which are in a state of rapid development with
a variety of different growth rates. Differences in brain activity between children and adults (Casey
et al., 1997; Thomas et al., 2001; Bunge et al., 2002), the structural changes in many developing
regions (Reiss et al., 1996; Gogtay et al., 2004; Fair et al., 2009; Supekar et al., 2009) which is linked
to gradual changes in tissue contrast (Ketonen et al., 2004) and the recruitment of large cohorts
of age matched subjects are major challenges facing researchers in fetal, neonatal, and pediatric
imaging. Higher-order brain functions are supported by distributed patterns of brain activity and
structure (Mesulam, 1981; Vaadia et al., 1995; McIntosh et al., 1996; Fox et al., 2005) and assessing
and identifying these distributed patterns is particularly challenging in a pediatric/neonatal/fetal
population due to small brain sizes, a rapidly changing physiology, a high degree of brain plasticity,
patient motion, increased metabolism and an incomplete understanding of brain development.
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Multivariate analysis (MVA) techniques (i.e., multivariate
regression, multivariate analysis of variance, machine
learning etc.) are advanced statistical, computational and
pattern recognition technologies that evaluate multiple
variables/measurements simultaneously. MVA technologies
provide a theoretical improvement over univariate techniques
which examine each acquired measurement individually.
MVA has particularly large potential in studies of magnetic
resonance imaging (MRI)-based brain development as many
physiological and structural parameters can be measured, new
measurements are constantly under development and distributed
measurements across the entire brain are acquired. The ideal way
to combine a distributed set of a variety of different physiological
measurements for any particular application/investigation is not
known a priori, making MVA research applied to the developing
brain a challenging field of ongoing investigation. MVA
techniques can be employed to discover what brain regions and
what physiological biomarkers are most correlated with a variety
of subject measurements such as sleep cycles in newborns,
cognitive/psychological measures including the intelligence
quotient (IQ) and language functions and lifestyle habits in older
children. It is also possible to retrospectively correlate cognitive
abilities (e.g., academic activities), lifestyle choices (e.g., smoking
habits), or even pathogenesis of brain diseases exhibited later
in life to developmental imaging examinations acquired during
early brain development.
MRI provides a wide variety of different physiological
measurements distributed across the brain, thus providing a
wealth of information that may assist in an array of research
problems in both clinical applications and basic research.
The most common MRI modality produces basic structural
information related to the concentration of hydrogen protons.
Water is the most abundant molecule in the human body
with two hydrogen protons found in each molecule. Since
the body regulates many tissues and organs by controlling
the concentration of water molecules across membranes,
structural MRI provides excellent tissue contrast. Perfusion MRI
measures blood perfusion by tagging fast moving hydrogen
protons in the blood stream and monitoring the tissues to
which they travel. Functional MRI (fMRI) measures a blood
oxygen level-dependent signal which is associated with brain
activity, an important method for monitoring brain function
during an assigned task. fMRI can also be used to monitor
normal blood oxygen levels in the brain while the subject
is at rest. Diffusion weighted imaging (DWI) is focused on
acquiring measurements of water diffusion which can be
a useful physiological measurement in many applications.
Diffusion tensor imaging (DTI) is a directional extension of
DWI, measuring water diffusion in six or more different
spatial directions while assuming a principal direction of water
diffusivity at each pixel/voxel location in the brain. DTI allows
the tracking of coherent tissue structures that are often associated
with axonal and even glial fiber pathways (Takahashi et al.,
2012; Xu et al., 2014) which has enormous potential for
monitoring brain maturation in early developmental stages.
MRI can acquire considerably more types of images as well
that have not had a major impact in studies focused on
imaging-based MVA of pediatric, neonatal, and fetal populations
such as chemical exchange saturation transfer imaging (which
includes pH sensitive amide proton transfer imaging) and MR
spectroscopy (which is often not spatially resolved but a single
measurement that is acquired across the entire brain or at a
localized region-of-interest—ROI).
Recent years have exhibited remarkable growth in the use
of MVA techniques in pediatric, neonatal and fetal imaging.
An excellent review article on the use of MVA classification
technologies in developmental brain imaging was previously
published in 2009 (Bray et al., 2009), however, at the time
of publication the number of research studies using MVA in
a pediatric, neonatal and fetal population was limited. In the
years since 2009, pre-adult brain MRI studies employing MVA
technologies have exhibited remarkable growth, warranting a
thorough systematic review. This article reviewsMVA techniques
applied to brain MRI of pediatric, neonatal and fetal populations
and focuses on the imaging of healthy subjects.
MATERIALS AND METHODS
Multivariate Analysis Techniques
MVA techniques can be divided into several classes. Multivariate
statistical techniques are quite varied in their potential
applications, with a prominent example being techniques
focused on the identification of measurements correlated
with an important patient characteristic. With a large set of
measurements available, MVA techniques such as multivariable
linear regression (Rencher and Christensen, 2012) can be
used to identify a subset of variables associated with a patient
characteristic of interest. MVA techniques such as multivariate
analysis of variance (MANOVA) (Warne, 2014) can help assess
the effect of changes in one variable on dependent variables and
can generally help elucidate the existing relationships between
dependent and independent variables. Multivariate analysis of
covariance (MANCOVA) (Smith, 1958) is a technique similar
to MANOVA but can factor out noise or error introduced by a
covariant variable. This review will discuss many applications
of multivariate statistics in pediatric, neonatal and fetal
populations without neurological/psychiatric disorders which
will help illustrate the wide variety of potential uses of these
techniques in a medical research context. Multivariate regression
based techniques can also create new measurements that
are a combination of existing measures creating customized
factors/components associated with underlying physiological
conditions. Principal Components Analysis (PCA) (Dunteman,
1989) is a representative example that computes orthogonal
components that maximize the variance captured from the
underlying measurements provided. Manifold learning performs
dimensionality reduction non-linearly (Goldberg et al., 2008).
Independent Components Analysis (ICA) (Hyvarinen et al.,
2004) is a powerful technique based on discovering non-
Gaussian distributions in datasets exhibiting mixed signals.
These data reduction methods bridge the gap between statistical
analysis techniques and related computational technologies that
are used automatically and semi-automatically.
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Machine learning (Carbonell et al., 1983) is a related class
of analysis technique that exhibits considerable overlap with
multivariate statistical approaches in that many also involve
the selection of measurements and employ data reduction.
However, machine learning is often considered a technology
rather than a statistical analysis technique. Machine learning is
divided into two main approaches: supervised and unsupervised
learning. Supervised learning is a class of technologies that use
training data which is a collection of measurements associated
with multiple groups such as two different types of tissues of
interest. The training data is used to inform future predictions,
allowing the computer algorithm to assign new unknown
samples to one of the groups for which it was provided example
measurements. Some supervised learning algorithms include
feature selection as part of the overall technology (the process
of selecting measurements to rely upon for prediction), however,
many do not and feature selection is often addressed as a
separate topic in the scientific literature. Bayesian classification
bases prediction on posterior probabilities computed from the
distribution of training data provided (Devroye et al., 1996).
The support vector machine (Vapnik, 1995) is a popular
and high performing statistical machine learning technique
that attempts to minimize the error on unseen samples and
maximizes the margin that separates a decision function from
the neighboring training samples provided. The relevance vector
machine (Tipping, 2001) is an adaptation of the support vector
machine that incorporates probabilistic Bayesian learning. The
artificial neural network (Yegnanarayana, 2009) models the
behavior of many neurons connected together in a wide variety
of topologies to simulate the natural learning process exhibited
in the brain. Linear discriminant analysis (McLachlan, 2004)
computes a linear combination of measurements in order
to characterize or separate two or more groups of samples.
The decision tree is a simple methodology for embedding a
series of decisions in a hierarchical structure and boosting
trees (Friedman et al., 1998) is an adaptation that involves
generating weights for imbalanced prediction or voting. The
random forest (Breiman, 2001) is an additional extension
of the decision tree in which a large collection of decision
trees (dubbed a forest) are created with different predictive
behavior allowing the algorithm classify a sample based on
the most common predictions among those decision trees in
the forest. The k nearest neighbor algorithm classifies a new
sample based on the local data density of the provided training
samples (Altman, 1992). Finally, the generalized linear model
(Nelder and Wedderburn, 1972) is a flexible generalization of
linear regression that allows for response variables with error
distribution models other than the standard normal distribution.
The generalized linear model is sometimes referred to as
a multivariate statistical analysis technique, highlighting the
considerable overlap between machine learning technologies and
traditional statistical MVA techniques.
Unsupervised learning differs from supervised learning in that
these MVA technologies are not provided with a set of example
training data on which to base predictions. Instead, unsupervised
learning technologies are tasked with performing a basic level of
pattern recognition on a medical imaging examination based on
the data in the examination itself. This typically involves dividing
a medical examination into multiple regions-of-interest which
can facilitate a variety of in depth analyses (this is also known
as image segmentation). These technologies can be applied to
isolating a particular tissue or structure in the brain and can
be used to monitor changes due to healthy brain development.
Unsupervised learning technology can support the extraction of
regional physiological statistics and in turn can play a critical
role in computer-aided diagnosis systems, supporting high-
level patient-wide diagnoses. Example unsupervised learning
technologies include the ISODATA algorithm (Ball and Hall,
1965) and cluster analysis (Manton et al., 2014). Cluster
analysis is a family of techniques that includes hierarchical
clustering in which data is structured across a hierarchical
tree and also includes the k-means algorithm which finds k
groups in a high dimensional dataset after random initialization.
Graph cuts are formalized as an energy minimization problem
(Greig et al., 1989). The Watershed method is inspired from
geography and the image is modeled as a topographic map. The
image is segmented based on ridge lines separating watershed
catchment basins which represent regions-of-interest on the
image (Beucher and Meyer, 1993). Also of interest is fuzzy set
theory, which is used in situations where available information is
incomplete or imprecise and functions by modeling uncertainty
(Zadeh, 1965). Finally, the expectation maximization algorithm
is a parametric approach that involves iterative refinement of
parameter estimates (Dempster et al., 1977).
Several of the research papers included in this review made
use of unsupervised learning algorithms and reported evaluative
metrics for assessing the quality of the regions-of-interest
produced by the learning technique. These metrics are reported
in the results section of this paper and each of the relied upon
evaluative metrics are introduced here. The Dice coefficient
measures the amount of overlap between the computed region-
of-interest (ROI) and ground truth data, defining that overlap as
2 times the magnitude of the intersect of the two ROIs divided by
the sum of the magnitude of each individual ROI (Dice, 1945).
The Jaccard index is closely related to the Dice coefficient though
it assesses overlap as the magnitude of the intersection of the
two ROIs divided by the magnitude of the union of the two
ROIs (Jaccard, 1901). The Kappa statisticmeasures the agreement
between raters by adjusting the relative observed agreement with
the hypothetical probability of chance agreement (Cohen, 1960).
For all three parameters, higher values indicate greater agreement
between the gold standard ROI and the ROI computed by
the learning procedure. Finally, Pearson’s correlation coefficient
(PCC) assesses the linear correlation between two variables.
Highly correlated variables approach a PCC of 1, uncorrelated
variables yield a PCC of 0 and highly negatively correlated
variables approach a PCC of -1.
Review Parameters
The search engine MEDLINE/PubMed was used for this
review on May 4th, 2015. The search terms employed were
<Multivariate pediatric brain MRI> or <machine learning
pediatric brain MRI> or <Multivariate neonatal brain MRI>
or <machine learning neonatal brain MRI> or <Multivariate
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fetal brain MRI> or <machine learning fetal brain MRI>. This
yielded 166 articles whose titles and abstracts were reviewed for
their appropriateness for inclusion in this paper. Articles were
excluded if brain MRI was not performed in a fetal, neonatal
or pediatric population. Articles were excluded if they did not
involve an MVA that included brain MRI data acquired as an
important component of the analysis. Articles were excluded if
not authored in English. Articles were excluded if they were not
focused on healthy brains or normal neurological development.
Articles from this search process that were not excluded were
analyzed for this systematic review and noteworthy citations
within these articles were considered for inclusion (subject to the
same exclusion criteria).
RESULTS
At present we have an incomplete understanding of healthy
human brain development and the results of this review
demonstrate that MVA techniques combined with MR imaging
can play a substantive role in helping elucidate our knowledge
pertaining to developmental brain imaging. In addition to
enhancing our fundamental knowledge, theoretically, a more
complete understanding of healthy human brain development
may lead to the accurate identification of deviations from
expected neurodevelopment. This in turn may assist in
the detection, characterization, diagnosis and progression
monitoring of a wide variety of medical disorders as aberrations
from healthy brain development. MVA technologies can be
used to assist in understanding, characterizing, and monitoring
healthy brain development. MVA technologies based on MRI
can be used to create tools to assist in the analysis of the
images we acquire such as assessing gray and white matter
volumes, detecting structural changes during development,
identifying anatomical substructures associated with a phase of
brain development and predicting a subject’s age or gender.
MVA provides considerable potential over traditional univariate
analyses with a wide variety of flexible applications of MVA
available. MVA can be used to generate a custom index
that combines multiple measurements (as in Figures 1, 2).
Additionally, MVA can be used to visualize the extent of tissue
connectivity (as in Figure 3). MVA can also be used to create
images that allow for visual comparison of regional differences
in group-wise analyses (see Figures 1, 4).
Patterns of Brain Development
MVA technologies can be applied to brain MR imaging data to
help identify patterns associated with a wide variety of aspects of
healthy brain development. Studying human brain development
is first possible with fetal imaging, which allows the assessment
of a subject’s neurodevelopment in utero. Schopf et al. (2012)
investigated a fetal population with resting state fMRI of the
brain using ICA and demonstrated that resting state functional
networks in the fetal brain are detectable in utero. Their
study looked at a population observed across gestational weeks
FIGURE 1 | The spatial relative cerebral blood flow discrepancy map comparing groups of subjects 7 and 13 months old. Red values indicate greater
blood flow in the 13 month group, blue values indicate greater blood flow in the 7 month group. Results were computed with a support vector machine. Figure is
reproduced with permission (Wang et al., 2008).
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FIGURE 2 | A functional brain maturation curve comparing the
functional connectivity maturation index as computed with
multivariate techniques with subject age (Dosenbach et al., 2010).
Figure is reproduced with permission.
(GW) 20–36 and found three important network components
associated with this developmental stage: a bilateral frontal, a
bilateral occipital and a unilateral temporal component located
in the left hemisphere. Thomason et al. (2013) studied a healthy
fetal population with resting state fMRI also making use of ICA
for analysing functional networks of activation in the brain.
ICA identified eight bilateral networks. ICA was also able to
isolate five components associated with noise, emphasizing the
technique’s ability to not only identify regions of the brain
with similar activation patterns, but also to separate noise from
imaging datasets which can assist in improving the signal-
to-noise ratio (SNR) of the MR examinations. Jakab et al.
(2014) investigated the use of fMRI for in utero imaging of the
fetal brain. Their work used PCA-based feature measurement
reduction as a means of removing noise from the imaging data
to support more reliable analyses. Results demonstrated that
the overall connectivity network in the brain as well as short
range and interhemispheric connections exhibited a sigmoid
expansion curve which peaked at 26–29 GW. By contrast, long
range connections exhibited a linear increase with no periods of
peaking development. Their results demonstrate heterogeneous
development of functional networks in the fetal brain. Ferrazzi
et al. (2014) presented a framework for improving fetal MRI
studies that make use of ICA by correcting for imaging artifacts
induced by motion, bias field and spin history. Their results were
found to be consistent with identified resting state functional
networks reported in previous fetal imaging studies.
Children born healthy but prematurely or with very low
birth weight represent an interesting research group which
does not necessarily have neurodevelopmental disorders. This
group provides unique opportunities for study as they represent
an intermediary between fetal and standard neonatal imaging.
Tich et al. (2011) applied multivariable regression to data from
very preterm infants and demonstrated that larger birth weight,
shorter duration of assisted ventilation and older postmenstrual
age (gestational age at birth + postnatal period) at MRI
were predictive of larger brain metrics. Furthermore, biparietal
diameter was found to be the variable most associated with the
Mental Development Index and the Psychomotor Development
Index. Nosarti et al. (2004) investigated the size of the corpus
callosum among very preterm birth children and its relationship
to neuropsychological outcome. Their analysis included MRI
and MANCOVA. Their results indicated that in preterm boys
only, verbal IQ and verbal fluency scores were positively
associated with total mid-sagittal corpus callosum size and mid-
posterior surface area. Adams et al. (2010) investigated the use
of diffusion tractography in premature newborns and applied
multivariate regression which indicated that gestational age at
birth was not significantly associated with DTI measures of
corticospinal tract development. Fearon et al. (2004) investigated
the long-term effect on the brains of very low birth weight
newborns by imaging them with MRI during adulthood and
analysing the results with the general linear model (GLM).
The GLM demonstrated that ventricular volume was larger
and posterior corpus callosum volume was smaller in very
preterm individuals compared with controls. Delpolyi et al.
(2005) investigated the microstructural and macrostructural
development of the cerebral cortex in premature newborns using
DTI and traditional statistical multivariate techniques. Cortical
gyration was measured as the ratio of gyral height to width
on volumetric MRI bilaterally in the superior frontal, superior
occipital, precentral, and postcentral gyri. Although, cortical
gyration scores, fractional anisotropy and radial diffusivity were
all significantly correlated with the estimated gestational age,
MVA found no statistically significant relationship between
DTI parameters and cortical gyration beyond their common
association with estimated gestational age.
Imaging of neonatal brain development is a challenging task
as the brain is relatively immature and exhibits a reduction
in organized neuronal activity as compared to adults. The
newborn brain is also maturing rapidly both structurally and
metabolically. Aljabar et al. (2010, 2011) demonstrated that
MVA based manifold learning technology can be applied to the
developing neonatal brain and has potential toward identifying
patterns in the trajectories of brain development. Their results
demonstrated a strong correlation between clinical data such as
gestational age, weight and head circumference with multivariate
MRI-based measurements. Furthermore, their approach was
shown to produce improved correlations with subject age over
measurements extracted from MR examinations. Wang et al.
(2008) demonstrated that blood perfusion MRI can be used
in combination with the multivariate technique known as the
support vector machine to analyse cerebral blood flow increases
in the hippocampi, anterior cingulate, amygdalae, occipital lobes,
and auditory cortex demonstrating increased cerebral blood flow
in 13 month old infants relative to a 7 month old group. Their
results also demonstrated decreased blood perfusion in the right
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FIGURE 3 | A map of functional connectivity in the brain computed with the support vector machine. Connections positively correlated with age are shown
in orange. Negative correlations with age are shown in light green (Dosenbach et al., 2010). Figure is reproduced with permission.
temporal lobe, right prefrontal region and the left putamen.
Figure 1 is provided to demonstrate relative cerebral blood
flow discrepencies between the 13 and 7 month old groups as
computed by a support vector machine. Matsuzawa et al. (2001)
studied age-related volumetric changes in both gray and white
matter in healthy infants and children. Their analysis included
the use of a Bayesian algorithm to assist in characterizing
gray matter, white matter and cerebrospinal fluid from MRI
examinations. Their study also included a MANOVA statistical
analysis. Their results helped quantify natural growth spurts
occurring during the first 2 years after birth, a period during
which the frontal lobes grew more rapidly than the temporal
lobes. Right-left hemispheric asymmetry was more noticeable in
the temporal lobes than in the frontal lobes.White matter volume
was shown to increase at a higher rate than gray matter volume
throughout childhood. Koshiba et al. used principal component
analysis to examine factors associated with the neurological and
behavioral development of “Head Control” and “Roll Over” in a
neonatal population (Koshiba et al., 2015). They determined that
hematological and brain anatomical factors were correlated with
these basic neonatal movement patterns.
Imaging of children that have grown beyond the neonatal
phase is another important aspect of neurodevelopmental brain
imaging. These pediatric populations are less challenging to
image than fetal and neonatal populations due to a variety of
factors including a larger nervous system and some degree of
cooperation from the subjects regarding remaining still during
imaging (movement can corrupt the examination with motion
artifacts). Giedd et al. (1999) presented a landmark longitudinal
study which helps to introduce this topic. Their analysis included
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FIGURE 4 | A three-dimensional rendering of the brain with overlaid color maps illustrating the relative contribution to variability of different
neurological locations based on genetic and environmental factors (Schmitt et al., 2007). Figure is reproduced with permission.
145 healthy subjects between 4 and 20 years old. Their study
incorporated an artificial neural network for tissue classification.
Their results demonstrated linear increases in white matter
and nonlinear changes in cortical gray matter that varied by
brain region. Shaw et al. (2008) presented a large-scale cortical
thickness study investigating 764MRI examinations acquired
longitudinally from 375 typically developing children and young
adults. They used regression analysis to determine if each cortical
measurement was best modeled by a cubic, quadratic, or linear
function as they vary with age. They determined that most of the
lateral frontal, lateral temporal, parietal, and occipital isocortex
developed with a cubic trajectory exhibiting a period of initial
childhood increase followed by adolescent decline and then
stabilization. The quadratic model exhibiting a period of initial
childhood increase followed by a decrease of cortical thickness
without a period of stabilization was identified in the insula
and the anterior cingulate cortex. A linear growth trajectory was
observed in the posterior orbitofrontal and frontal operculum,
portions of the piriform cortex, the medial temporal cortex,
subgenual cingulate areas, and medial occipitotemporal cortex.
Chen et al. (2014) investigated a combination of neonates and
children up to 4 years old helping to bridge the gap between
neonatal and pediatric imaging analysis of brain development.
Their study used multivariate adaptive regression splines to
derive data-driven growth trajectories for the three eigenvalues
(measures along three principal directions of water diffusivity)
associated with DTI and demonstrated that insights into
brain maturation can be gained through analysing eigenvalues.
Specifically, their work revealed limitations in relying upon the
average of the secondary and tertiary eigenvalues for radial
diffusivity because they exhibited significantly different growth
velocities compared to that of the first eigenvalue. Based on the
three primary eigenvalues, their results also demonstrate growth
trajectory differences between the central and peripheral white
matter, between the anterior and posterior limbs of the internal
capsule and between the inferior and superior longitudinal
fasciculus. Schmithorst et al. (2007) investigated the development
of effective connectivity pertaining to narrative comprehension
in children aged 5–18 using fMRI, independent components
analysis and the general linear model. Feedback networks were
identified during a narrative processing task involving effective
connectivity from Broca’s area and the medial aspect of the
superior frontal gyrus to the posterior aspects of the superior
temporal gyrus bilaterally. They also demonstrated that the
effective connectivity from Broca’s area to the superior temporal
gyrus in the left hemisphere increases with age. The results
demonstrate that it is feasible to investigate effective connectivity
using MVA applied to multiple subjects in the absence of an a
priori model. In their analysis functional activation maps in the
brain were computed with the general linear model.
Predicting Brain Age/Maturity
Predicting brain age/maturity from MRI examinations has
the potential to play an important role in both improving our
understanding of healthy brain development and studying
the nature by which developmental disorders deviate from
expectation. Brown et al. (2012) studied healthy brain
development with structural MRI and multivariate regression
and demonstrated that their model of human brain maturation
accounted for over 92% of the individual variability in brain
development as defined by subject age. Mwangi et al. (2013) used
the relevance vector machine combined with diffusion tensor
imaging demonstrating that they could produce an index closely
related to subject age (with Pearson correlation coefficients
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ranging from 0.870 to 0.899 depending on the DTI measurement
relied upon). Brain maturity assessment was demonstrated to
be feasible based on combining resting state fMRI with support
vector machine technology in subjects aged 7–30 years old
(Dosenbach et al., 2010). The greatest contribution to predicting
brain maturity was based on the weakening of short-range
functional connectivity between the brain’s major functional
networks, consistent with the work by Jakab et al. (2014).
However, it should be noted that the work by Power et al. (2012)
calls into question fMRI findings of a shift from short to long
range connectivity in the presence of patient motion artifacts
which can bias fMRI based short and long range connectivity
analyses. Figure 2 provides a functional maturation index
computed with the aid of multivariate techniques relative to age
demonstrating how MVA can be used to help better understand
and characterize brain development (Dosenbach et al., 2010).
The resultant functional maturation curve accounted for
55% of the sample variance following a nonlinear asymptotic
growth curve shape. Figure 3 provides a connectivity map
demonstrating functional connections as computed with the
support vector machine (Dosenbach et al., 2010). Greene et al.
(2014) utilized the support vector machine to reliably classify
individuals as children or adults based on basal ganglia cortical
system functional connectivity yielding an accuracy of 83.3%.
Smyser and Neil (2015) demonstrated that they could use
the MVA technique known as the support vector machine
to demonstrate differences between term and very preterm
infants based on resting state functional MRI examinations.
Franke et al. (2012) demonstrated that the relevance vector
machine combined with MRI could accurately predict the age
of the brain being analyzed. Furthermore, they demonstrated
that preterm-born adolescents exhibited a significantly lower
estimated brain age than their chronological age. Correlations
between subject age and that estimated by their approach ranged
from 0.9 to 0.95 and represents a statistically significant finding.
Serag et al. (2012) employed unsupervised learning technologies
and reported that their approach can produce a good biomarker
of brain development. Toews et al. (2012) presented a model
that can be used to identify age-related anatomical structure
using Bayesian techniques to predict the age of subjects with
an average error of only 72 days. Khundrakpam et al. (2015)
presented an approach to assessing brain maturity based on
cortical gray matter thickness and a linear regression model
and found that the leading predictors were highly localized
sensorimotor and association areas. An approach to estimating
brain age based on DTI was presented by Han et al. (2014) at
conference. Dittrich et al. (2014) used a random forest classifier
to construct an atlas of fetal brain development which was
used to estimate a brain structure’s age morphologically. Erus
et al. (2015) demonstrated that multivariate regression can be
used to model healthy structural brain maturation and showed
that deviations from expectation are correlated with cognitive
performance for both developmentally delayed individuals as
well as those with cognitive precocity. Results demonstrated that
the brain development index that they present is correlated with
subject age with a correlation coefficient of 0.89.
Identifying Brain and Tissue Structures
MVA technologies can be used to perform pattern recognition
on a pediatric patient’s brain MRI examination in order to
divide the image into regions-of-interest (ROIs) separating
tissues and structures for further analysis, a process referred
to in the literature as image segmentation. Such techniques
establish a set of ROIs in the examination which can facilitate
studies investigating changes in white and gray matter volumes,
structural changes, and tissue outcome prediction studies.
These techniques can be used as an important component in
a computer-aided detection system which can assist in the
characterization and identification of a variety of complex
regional variations of brain development. This subsection of the
results first presents MVA studies applied to a fetal population
followed by neonatal and then pediatric populations.
The germinal matrix is a transient deep brain region of
developing cells adjacent to ventricles that is present in the fetal
brain between 8 and 28 weeks gestational age. Habas et al. (2008)
presented an approach to the segmentation of the germinal
matrix from in utero clinical MRI examinations of the fetal brain
at conference. Their approach was based on a constructed tissue
atlas formed by a combination of subjectMR examinations which
yielded average shape and intensity images. Keraudren et al.
(2013) developed a technique using MRI to detect the location
of the fetal brain from the mother’s abdomen and applied it
to a database of 59 fetal examinations and also applied their
segmentation approach to motion correction (Keraudren et al.,
2014). Their work was based on fetal T2 weighted structural MRI.
Altaye et al. (2008) developed infant brain probability
templates for MRI segmentation and normalization. Their
approach was based on creating tissue probability maps from
76 infants ranging in age from 9 to 15 months. They
demonstrate the utility of their approach by segmenting imaging
examinations into gray matter, white matter and cerebrospinal
fluid. Commowick and Warfield (2010) used an expectation
maximization approach to support the segmentation of neonatal
brain MRI examinations using T1 and T2 structural imaging.
Shi et al. (2010) created an approach to neonatal brain image
segmentation based on probabilistic atlases. The authors reported
Dice coefficients (range 0.85–0.87) that demonstrated that their
approach has similar agreement to the results of two experts.
He and Parikh (2013) developed a brain segmentation technique
based on T2 relaxometry and demonstrated their work on very
preterm infants yielding a Dice coefficient of 0.95.
Weisenfeld and Warfield (2009) presented an approach to
the probabilistic segmentation of each pixel/voxel from spatially
aligned T1 and T2-weighted neonatal MRI examinations of the
brain into cortical and subcortical gray matter, unmyelinated
white matter, myelin, cerebrospinal fluid, and background
(non-brain). Their approach shares similarities with Bayesian
techniques and was reported to have achieved an accuracy
comparable to that obtained by semi-automatic methods that
require manual interaction from the user (with average Dice
coefficients ranging from 0.72 to 0.92 depending on tissue type).
Song et al. (2006) developed an approach to the segmentation
of T2 MRI examinations of neonates based on graph cuts
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technology incorporating a new method for information
integration. Tissue priors and local boundary information
are integrated with standard image intensity values into the
edge weight metrics used by graph cuts. Their approach also
incorporated inhomogeneity correction. They demonstrated that
their method outperformed a commonly used optimization
method applied to segmentation.
Xue et al. (2007a) developed an automatic approach to
cortical segmentation in the developing brain that uses a priori
knowledge of the inverted contrast exhibited between gray and
white matter when myelination is incomplete. Their approach
was tested on T2 imaging examinations from 25 neonates
and compared with the results of manual segmentations.
In an additional study, Xue et al. (2007b) focused on the
segmentation and reconstruction of the neonatal cortex from
T2 MRI examinations using an expectation maximization
Markov Random Field approach. Their results indicated that
cortical surface area and curvature increase with age. They
determined that whole brain surface area scales to cerebral
volume according to a power law while cortical gray matter
thickness is not related to age or brain growth. They report
Dice coefficients of 0.76 for gray matter and 0.79 for white
matter. Isgum et al. (2015) presented the results of the
NeoBrainS12 challenge which involved eight participating
research teams attempting to segment preterm neonatal T1 and
T2 MRI brain examinations into cortical gray matter, non-
myelinated white matter, brainstem, basal ganglia and thalami,
cerebellum, and cerebrospinal fluid in the ventricles and in the
extracerebral space. Teams involved in the competition took
a variety of multivariate approaches including one based on
watershed segmentation, three techniques based on the k nearest
neighbor algorithm and four techniques based on expectation
maximization. An implementation of k nearest neighbor yielded
the highest Dice coefficients (0.56–0.95 depending on tissue
type) on axial images. Analysis of the results of the competition
indicated that the automatic segmentation of brain tissues from
neonatal MRI examinations is feasible, however, the automatic
segmentation of myelinated white matter in these images is not
feasible (with a Dice coefficient of 0.56 corresponding to the
segmentation of myelinated white matter).
Zhang et al. (2015) developed a neonatal brain segmentation
system using artificial neural networks based on multiple MRI
modalities achieving Dice coefficients of 0.83–0.86 depending
on tissue type. Wang et al. (2015) presented an approach
to neonatal brain segmentation based on the random forest
supervised learning algorithm yielding Dice coefficients ranging
from 0.83 to 0.92 depending on tissue type. Song et al. (2007)
presented an approach to neonatal brain segmentation based
on Bayesian analysis and the support vector machine and
published their work at conference. A level-set based brain
extraction technique was developed by Shi et al. (2012) and
applied to both neonatal and pediatric examinations yielding
Jaccard indices of 0.95–0.96 depending on subject age. Devi et al.
(2014) presented an approach to automatic brain segmentation
of neonates employing atlas based probabilities and Gousias et al.
(2012) also employed probability based atlases but their approach
was applied to a pediatric population yielding Dice coefficients
ranging from 0.9 to 0.92 depending on the brain’s substructure
being evaluated.
The segmentation of the pediatric brain has been the
subject of numerous studies. Glass et al. (2003) developed an
approach to the prediction of total cerebral tissue volumes
based on multimodal MRI examinations (T1, T2, proton density,
FLAIR). Their approach employed a hybrid artificial neural
network segmentation and classification algorithm used to
identify normal parenchyma. They reported an average error of
estimation of total cerebral tissue volumes of 6% in 27min of
computational processing time or alternatively an average error
of less than 2% based on 2 h and 4min of processing time. Shan
et al. (2006) developed a brain atlas based on the structural
T1 volumetric MRI examination of a 9-year-old girl, involving
the construction of a three-dimensional triangular mesh model
and indicated that their results could be used to plan treatment,
conduct model-driven segmentation and to analyze the shapes
of brain structures in pediatric patients. They reported kappa
statistics of 0.97 for cortical regions and 0.91 for subcortical
regions indicating substantial similarities between their mesh
model and the original volumes.
The segmentation of the caudate nucleus from pediatric
(aged 2–4 years) MRI examinations was the subject of a
component of a grand challenge as part of a workshop
associated with the Medical Image Computing and Computer
Assisted Intervention Conference (van Ginneken et al., 2007).
The competition entrants included Arzhaeva et al. (2007) who
presented a method based on the k-nearest neighbor classifier.
Wels et al. presented a method (Wels et al., 2007) based on
probabilistic boosting trees. A multiple atlas based approach was
presented by van Rikxoort et al. (2007) and a probabilistic atlas
approach was presented by Gouttard et al. (2007). Levy et al.
(2007) presented an approach based on Bayesian optimization.
Babalola et al. (2007) presented an approach based on active
appearance models. Tu et al. (2007) presented an approach based
on hybrid generative/discriminative models. Schonmeyer and
Schmidt (2007) presented an approach combining pixel-based
and object-based measurements derived from cognition network
technology. Finally, Liu et al. (2007) presented an approach
based on active contour models. There were reporting differences
between the studies that entered the competition, making direct
comparisons of their performance on the pediatric population
challenging. However, of those studies that reported a Pearson
correlation coefficient specific to the pediatric population
included in the competition, Babalola et al.’s results (Babalola
et al., 2007) were the most accurate (Pearson coefficient: 0.8320).
Shape Analysis
Shape analysis typically involves a statistical approach to taking
measurements from images indicative of a brain structure’s
morphological properties such as how spherical, irregular or
elliptical a region presents on MRI. Shape measurements
are typically extracted from ROIs established through image
segmentation (see previous subsection). Shape information can
be useful for assessing healthy growth patterns and theoretically
can assist in creating measurements that may be able to
identify aberrations from healthy growth trajectories. In terms
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of healthy brain development, Batchelor et al. (2002) proposed
an MVA approach to studying the shape of the cerebral cortex
using a set of measurements useful to assist in quantifying
folding in the brain from fetal MRI examinations. Their study
focused on the imaging of ex vivo brain specimens which
included a wide variety of pathological findings. Their subjects
included a sample that was the result of spontaneous miscarriage
without pathological findings. Rodriguez-Carranza et al. (2006)
developed a system for measuring regional surface folding in
neonatal brain MRI examinations, allowing evaluation of surface
curvature within subregions of the cortex. Their method was
applied to seven premature infants born at 28–37 gestational
weeks and gray matter and gray-white matter interface surfaces
were extracted. Their research can theoretically support the
study of structural development in the neonatal brain within
specific subregions. Serag et al. (2012) created a system capable
of performing unsupervised learning of shape complexity and
reported that their approach can produce a good biomarker of
brain development.
Studying Gender in the Brain
Comparing gender differences based on MRI examinations is
a common technique used to help elucidate developmental
variability between the sexes. There have been a few studies
focused on the analysis of gender differences in healthy subjects
using MVA techniques. Casanova et al. (2012) used the random
forest algorithm to investigate gender differences based on resting
state functional imaging yielding a classification accuracy of
65%. They concluded that gender differences may be related to
regional connectivity differences between critical nodes. Awate
et al. (2010) developed a multivariate modeling approach to the
analysis of cerebral cortical folding and demonstrated its utility
in studying cerebral cortical folding differences between genders.
Skiold et al. (2014) studied boys and girls born extremely preterm
withMRI using the generalized linear model and determined that
cognitive and language outcomes at 30 months were poorer in
boys.
Relating Genetics to Brain MRI
Genetics provides a wealth of information about subjects studied.
Given that there is still limited knowledge on the functional
role and organization of the human genome, it is expected that
genetic analyses will continue to grow in importance. There
have been several studies to date focused on combining genetic
data with MR brain imaging and also making use of MVA
techniques. Giedd et al. (2007) investigated the relative impact
of genetic and environmental factors on human brain anatomy
during childhood and adolescent development by applying
multivariate analysis techniques used in genetic analyses to a
large sample of monozygotic and dizygotic pediatric twin’s MRI
examinations. Their results indicated that cross twin correlations
were substantially higher in the monozygotic group relative to
the dizygotic group, indicative of a strong genetic impact on
brain volume variations. Although, their results indicated that
environmental factors provided a much smaller contribution
to brain volume variations (both whole brain and in specific
subregions), environmental factors did influence a substantial
portion of the variance in the dataset.
Schmitt et al. (2010) demonstrated that in a large pediatric
population most of the variance in the brain’s substructures
is associated with highly correlated lobar latent factors with
differences in genetic covariance and heritability driven by
a common genetic factor that influences white and gray
matter differently. In another study Schmitt et al. (2009)
developed a novel method that combines classical quantitative
genetic methodologies for variance decomposition with semi-
multivariate algorithms for high resolution measurement
of phenotypic covariance assessed with structural T1 MRI
examinations. Their results indicated that mean cortical gray
matter thickness was most strongly correlated with genetic
factors in association cortices. Their study suggests that genetics
plays a large role in global brain patterning of cortical gray
matter thickness. In an additional contribution, Schmitt et al.
(2008) employed principal components analysis of the genetic
correlation matrix and structural MRI examinations of pediatric
twins and siblings. Their results identified genetically mediated
fronto-parietal and occipital networks. Figure 4 provides a
three-dimensional rendering of the brain with overlaid color
maps which illustrate the relative contribution to the variability
seen in different neurological locations based on genetic and
environmental factors as computed with the aid of multivariate
techniques. In yet another contribution, Schmitt et al. (2007)
analyzedMRI examinations and genetic factors with multivariate
techniques from genetic analyses to investigate whether different
anatomical subdivisions share common genetic factors. Based
on the analysis of a large pediatric population, their work
suggests that the great majority of variability in cerebrum,
thalamus, cerebellum and basal ganglia is determined by a single
genetic factor. Most of the variability in the corpus callosum
was explained by additive genetic effects that were largely
independent of other structures. Their work also observed small
but significant environmental effects common to the thalamus,
basal ganglia and lateral ventricles.
Optimizing MRI Brain Imaging and Analysis
MVA techniques can play a role in assessing imaging
performance and optimizing image acquisition and its analysis.
White et al. (2014) employed fuzzy set theory in a pediatric
resting state fMRI study and determined that 5.5min of resting
state acquisition time was required to produce a stabilized set of
brain network measurements. Zhou et al. (2011) demonstrated
that deriving a Granger causality model from multivariate
autoregressive models can yield greater accuracy in detecting
network connectivity in fMRI examinations. Shehzad et al.
(2014) developed a multivariate distance-based regression to
assist in connectome-wide association studies and demonstrated
it on healthy development data. Pontabry et al. (2013) developed
a probabilistic approach to Q-ball imaging (an extension of
DTI) tractography and demonstrated the technique on in utero
fetal brain imaging examinations. They also demonstrated
that their technique can outperform existing fiber tracking
algorithms based on the Fiber Cup phantom challenge data
(Pontabry et al., 2013). Goodlett et al. (2008) presented a
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framework for hypothesis testing of differences between DTI
tractography pathways identified as bilateral cortico-spinal
tracts and tracts running through the genu and splenium of the
corpus callosum. Their approach incorporates PCA for signal
smoothing. Multivariate discriminant analysis is performed
on the PCA smoothed data and normalization is performed
across a population with DTI atlas building procedures.
Their methodology was evaluated on a pediatric study of 22
one-year-old and 30 two-year-old children.
The Effect of the Senses on the Brain
Sense organs (eyes, ears, etc.) contain concentrations of sensory
neurons which can be stimulated by external physical effects
(light, sound, etc.). These sensory neurons then stimulate
additional neural activity in the brain. Considerable research
has looked at the relationship between functional MR brain
imaging and controlled sensory stimulation and a few of these
studies have also incorporated MVA. Schopf et al. (2014) used
fMRI technology to study fetal eye movements in utero. Their
approach included the use of the random forest machine learning
algorithm (Breiman, 2001) to classify whether individual pixels
were part of the fetal eye. Their results indicate that the
relationship between eye movement and vision develops before
birth. Their work also incorporated ICA to identify networks
showing the highest correlation with fetal eye movement. This
included association related areas such as the angular gyrus,
inferior parietal gyrus, the superior frontal gyrus and the medial
occipital gyrus.
Jardri et al. (2008) investigated fetal cortical activation due
to sound stimulus at 33 GW using fMRI examinations. Their
approach included the use of ICA for processing fMRI data to
assist in the identification of brain regions exhibiting similar
activation patterns. This study involved a direct auditory stimulus
applied to six pregnant women’s abdomens. Standard univariate
voxel-wise analysis demonstrated that two of the six subjects
exhibited significant activation in the left temporal lobe. MVA
using ICA demonstrated that three out of six subjects exhibited
significant activation in the left temporal lobe, implying that
MVA techniques have the potential to identify patterns of
brain activation missed by traditional univariate analyses. In an
additional study, Jardri et al. (2012) studied fetal response to
auditory stimulation induced bymaternal speech using fMRI and
ICA. This analysis was performed in utero on subjects at 33 and
34 GW. Their results demonstrated left temporal lobe activation
in each of three fetuses imaged without motion artifacts. The
authors reported their results as representing the first in vivo
evidence for the development of maternal voice recognition
in utero.
DISCUSSION
The results of this systematic review demonstrate a wide variety
of applications of multivariate analysis (MVA) techniques applied
to brain MRI examinations of healthy pediatric, neonatal and
fetal populations. Since the ideal combination of MVA technique
and medical imaging derived clinical information is unknown
a priori, an enormous amount of research is required to fully
optimize MVA’s potential in this domain. Recent years have
exhibited ample growth in the application of MVA techniques
with ongoing growth expected. However, substantial challenges
will accompany future research in this domain.
There are substantial strengths and weaknesses of the wide
variety of multivariate analysis techniques available. Feature
reduction techniques (such as PCA and ICA) can be useful in
finding latent factors that can represent underlying physiological
conditions that can only be assessed by acquiring a multitude of
measurements. These techniques have considerable overlap with
the functionality of machine learning algorithms. In supervised
learning, the support vector machine (SVM) has shown itself
to be a high performing robust learning algorithm which is
particularly resilient to situations where it is provided with
small numbers of training samples. The related relevance vector
machine has been shown to produce learning solutions that rely
on fewer training samples than the SVM allowing prediction to
be computed more efficiently. Linear discriminant analysis is a
classical learning technique which can reliably perform pattern
recognition but often underperforms techniques like the SVM.
The artificial neural network’s strength lies in modeling the
learning abilities of the human brain which is unmatched by
current machine learning technology. However, artificial neural
networks typically attempt to model a learning problem with
far fewer neurons than the task would likely need in order to
be accomplished in the human brain. The random forest is
a high performing algorithm that explores a wide variety of
possible decisions that could lead to accurate predictions and
is particularly capable of exploiting feature measurements with
limited separation information embedded therein. Finally, it
should be noted that machine learning technology is too often
treated as a black box whose internal behavior is unknown to
the researcher. The technologies available provide the ability
to analyse their behavior, a task that all pattern recognition
researchers should engage in, not only to understand the nature
of the technology they’ve developed, but also to understand the
physiological significance of the patterns that the technology
exploits in order to make its predictions.
One major obstacle in this application domain is caused by
patient motion which is particularly challenging in pediatrics
because children tend to have a harder time remaining still during
imaging. Children asked to remain still in the scanner may forget
over the course of the examination. Image registration is a class
of technology used to compensate for patient motion but this is a
challenging problem for which there is no accepted gold standard
solution. Registration to standard templates (or brain atlases) is
typically based on adult brains (Talairach and Tournoux, 1988)
and it has been shown that normalization procedures used can
cause distortions in the brain examinations of children 6 years old
and under (Muzik et al., 2000). Distortional effects may adversely
affect MVA results and so care should be taken to avoid providing
data exhibiting distortional artifacts to MVA technology.
While feature selection can be addressed as a class of
technology independent of supervised learning, some supervised
learning techniques incorporate feature selection while others
do not. Feature selection is particularly important in the
characterization of neurodevelopment in a fetal, neonatal
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and pediatric population because we acquire a multitude of
measurements distributed across the brain and we don’t know
a priori all the brain regions that should be included in a given
analysis. The same is also true for identifying brain regions
whose structure or function at a particular time point is critical
in a future phase of healthy brain development, thus feature
selection technologies have considerable potential in improving
our understanding of healthy brain development. Feature
selection research could lead to new technologies to assist in the
characterization, detection and diagnosis of a variety of medical
conditions as aberrations from expected healthy growth patterns.
DTI and tractography are critical tools to assess maturation
of brain development, especially emerging or regressing tissue
coherency. However, limited MVA research has been conducted
incorporating diffusion imaging examinations as compared with
T1- or T2-weighted MRI. This may be because of a variety of
factors including the complexity of interpretation and analysis
of DTI data with multiple directions of tissue coherency,
higher sensitivity to motion, higher dependencies on SNR,
reliability of tractography reconstruction and DTI’s much more
limited routine clinical use. However, considerableMVA research
incorporating DTI is under development and exciting advances
in this field are expected in the next few years that combine
advanced MVA technologies with the enormous amounts of data
acquired in DTI examinations.
The scientific literature has seen enormous growth in studies
focused on developmental imaging of pre-adult populations that
make use of MVA technologies. However, much of this work has
been focused in pediatric imaging with considerably less focus
on neonatal and fetal populations. Neonatal imaging is more
challenging as brain size is considerably smaller than in pediatrics
and it is more challenging for imaging technicians to get a
neonate to remain motionless during their imaging examination.
Patient movement induces multiple types of imaging artifacts
which can negatively affect MVA. Fetal imaging is the largest
challenge of the three as the brain sizes are the smallest and
movement remains a major issue. Furthermore, MRI technology
is reliant on the spatial proximity of a coil/antenna to the
tissue/organ being imaged. Normal brain imaging benefits from
a specialized head coil that is mounted immediately adjacent
to the subject’s cranium, however, in fetal imaging this is not
possible and so coils are located outside the mother’s abdomen,
inherently reducing image quality. Additional challenges exist in
fetal imaging due to in utero variations in tissue contrast relative
to that observed at later developmental stages. Regardless of the
many challenges inherent in the use of MVA in the imaging of
fetal, neonatal and pediatric populations, there is considerably
large potential for ongoing growth in this research field.
CONCLUSION
Multivariate analysis (MVA) technologies can play a useful
role in helping to answer questions about structural and
functional organization in the developing brain. Furthermore,
MVA techniques have the potential to better characterize subject
anatomy and physiology than a univariate technique could
produce alone. MVA technologies have tremendous potential
in the creation of the next generation of clinical diagnostic
tests informed by the large amount of information acquired
by MRI. MVA technologies have exhibited enormous growth
in developmental brain MRI in pre-adult populations with an
emphasis on pediatric imaging. The technologies are very flexible
and a wide range of potential applications have already been
investigated, however, so many variations on MVA technologies
are available in the scientific literature that ample research will
need to be performed in order to properly evaluate the trade-
offs imposed by the selection of a given MVA technique for any
particular analysis task. Future work will look at improving MVA
techniques and adapting them to better characterize healthy
neurological development in pre-adult populations.
ACKNOWLEDGMENTS
This article was supported by the National Institute of Health
grants R01HD078561 and R03NS091587 to ET.
REFERENCES
Adams, E., Chau, V., Poskitt, K. J., Grunau, R. E., Synnes, A., and Miller, S. P.
(2010). Tractography-based quantitation of corticospinal tract development
in premature newborns. J. Pediatr. 156, 882–888. doi: 10.1016/j.jpeds.2009.
12.030
Aljabar, P., Wolz, R., Srinivasan, L., Counsell, S., Boardman, J. P., Murgasova, M.,
et al. (2010). Combining morphological information in a manifold learning
framework: application to neonatal MRI. Proc. Med. Image Comput. Comput.
Assist. Interv. 13(Pt 3), 1–8. doi: 10.1007/978-3-642-15711-0_1
Aljabar, P., Wolz, R., Srinivasan, L., Counsell, S. J., Rutherford, M. A., Edwards,
A. D., et al. (2011). A Combined manifold learning analysis of shape and
appearance to characterize neonatal brain development. IEEE Trans. Med.
Imag. 30, 2072–2086. doi: 10.1109/TMI.2011.2162529
Altaye, M., Holland, S. K., Wilke, M., and Gaser, C. (2008). Infant brain probability
templates for MRI segmentation and normalization. Neuroimage 43, 721–730.
doi: 10.1016/j.neuroimage.2008.07.060
Altman, N. S. (1992). An introduction to kernel and nearest-neighbor
nonparametric regression. Am. Statistic. 46, 175–185.
Arzhaeva, Y., van Rikxoort, E., and van Ginneken, B. (2007). “Automated
segmentation of caudate nucleus in MR brain images with voxel classification,”
in Proceedings Medical Image Computing and Computer Assisted Intervention
Workshop on 3D Segmentation in the Clinic: A Grand Challenge, eds T.
Heimann, M. Styner, and B. van Ginneken (Brisbane, QLD: Springer), 65–72.
Awate, S. P., Yushkevich, P. A., Song, Z., Licht, D. J., and Gee, J. C. (2010). Cerebral
cortical folding analysis with multivariate modeling and testing: studies on
gender differences and neonatal development. NeuroImage 53, 450–459. doi:
10.1016/j.neuroimage.2010.06.072
Babalola, K. O., Petrovic, V., Cootes, T. F., Taylor, C. J., Twining, C. J., Williams,
T. G., et al. (2007). “Automatic segmentation of the caudate nuclei using active
appearance models,” in Proceedings Medical Image Computing and Computer
Assisted Intervention Workshop on 3D Segmentation in the Clinic: A Grand
Challenge, eds T. Heimann, M. Styner, and B. van Ginneken (Brisbane, QLD:
Springer), 57–64.
Ball, G. H., and Hall, D. J. (1965). ISODATA, A novel method of DATA analysis
and classification. Stanford Res. Inst. 699, 1–61.
Batchelor, P. G., Castellano Smith, A. D., Hill, D. L. G., Hawkes, D. J., Cox,
T. C. S., and Dean, A. F. (2002). Measures of folding applied to the
Frontiers in Neuroanatomy | www.frontiersin.org 12 January 2016 | Volume 9 | Article 163
Levman and Takahashi Healthy Pre-Adult Neurodevelopment: Multivariate MRI
development of the human fetal brain. IEEE Trans. Med. Imag. 21, 953–965.
doi: 10.1109/TMI.2002.803108
Beucher, S., and Meyer, F. (1993). “The morphological approach to segmentation:
the watershed transformation,” in Mathematical Morphology in Image
Processing, ed E. R. Dougherty (Rochester, NY: CRC Press), 433–481.
Bray, S., Chang, C., and Hoeft, F. (2009). Applications of multivariate pattern
classification analyses in developmental neuroimaging of healthy and clinical
populations. Front. Hum. Neurosci. 3:32. doi: 10.3389/neuro.09.032.2009
Breiman, L. (2001). Random forests. Mach. Learn. 45, 5–32. doi:
10.1023/A:1010933404324
Brown, T. T., Kuperman, J. M., Chung, Y., Erhart, M., McCabe, C., Hagler, D. J. Jr.,
et al. (2012). Neuroanatomical assessment of biological maturity. Curr. Biol. 22,
1693–1698. doi: 10.1016/j.cub.2012.07.002
Bunge, S. A., Dudukovic, N. M., Thomason, M. E., Vaidya, C. J., and Gabrieli, J. D.
E. (2002). Immature frontal lobe contributions to cognitive control in children:
evidence from fMRI. Neuron 33, 301–311. doi: 10.1016/S0896-6273(01)
00583-9
Carbonell, J. G., Michalski, R. S., and Mitchell, T. M. (1983). “An overview of
machine learning,” inMachine Learning, an Artificial Intelligence Approach, ed
R. S. Michalski (Heidelberg: Springer), 3–23.
Casanova, R., Whitlow, C. T., Wagner, B., Espeland, M. A., and Maldjian,
J. A. (2012). Combining graph and machine learning methods to analyze
differences in functional connectivity across sex. Open Neuroimag. J. 6, 1–9.
doi: 10.2174/1874440001206010001
Casey, B. J., Trainor, R. J., Orendi, J. L., Schubert, A. B., Nystrom, L. E., Giedd, J.
N., et al. (1997). A developmental functional MRI study of prefrontal activation
during performance of a Go-No-Go task. J. Cogn. Neurosci. 9, 835–847. doi:
10.1162/jocn.1997.9.6.835
Chen, Y., Zhu, H., An, H., Armao, D., Shen, D., Gilmore, J. H., et al. (2014). More
insights into early brain development through statistical analyses of eigen-
structural elements of diffusion tensor imaging using multivariate adaptive
regression splines. Brain Struct. Funct. 219, 551–569. doi: 10.1007/s00429-013-
0517-7
Cohen, J. (1960). A coefficient of agreement for nominal scales. Educ. Psychol.
Meas. 20, 37–46. doi: 10.1177/001316446002000104
Commowick, O., and Warfield, S. K. (2010). Estimation of inferential uncertainty
in assessing segmentation performance from STAPLE. IEEE Trans. Med.
Imaging 29, 771–780. doi: 10.1109/TMI.2009.2036011
Delpolyi, A. R., Mukherjee, P., Gill, K., Henry, R. G., Partridge, S. C.,
Veeraraghavan, S., et al. (2005). Comparing microstructural and
macrostructural development of the cerebral cortex in premature newborns:
diffusion tensor imaging versus cortical gyration. Neuroimage 27, 579–586.
doi: 10.1016/j.neuroimage.2005.04.027
Dempster, A. P., Laird, N. M., and Rubin, D. B. (1977). Maximum likelihood from
imcomplete data via the EM algorithm. J. R. Statist. Soc. B 39, 1–38.
Devi, C. N., Chandrasekharan, A., Sundararaman, V. K., and Alex, Z. C. (2014).
“Automatic segmentation of neonatal brain magnetic resonance images,” in
Proceedings International Conference on Communications and Signal Processing
(Bangkok: IEEE), 640–643.
Devroye, L., Gyorfi, L., and Lugosi, G. (1996). A Probabilistic Theory of Pattern
Recognition. New York, NY: Springer.
Dice, L. R. (1945). Measures of the amount of ecologic association between species.
Ecology 26, 297–302. doi: 10.2307/1932409
Dittrich, E., Riklin Raviv, T., Kasprian, G., Donner, R., Brugger, P. C., Prayer, D.,
et al. (2014). A spatio-temporal latent atlas for semi-supervised learning of fetal
brain segmentations and morphological age estimation. Med. Image Anal. 18,
9–21. doi: 10.1016/j.media.2013.08.004
Dosenbach, N. U. F., Nardos, B., Cohen, A. L., Fair, D. A., Power, J. D., Church,
J. A., et al. (2010). Prediction of Individual Brain Maturity Using fMRI. Science
329, 1358–1361. doi: 10.1126/science.1194144
Dunteman, G. H. (1989). Principal Components Analysis. Newbury Park: SAGE
Publications Inc.
Erus, G., Battapady, H., Satterthwaite, T. D., Hakonarson, H., Gur, R. E.,
Davatzikos, C., et al. (2015). Imaging patterns of brain development
and their relationship to cognition. Cereb. Cortex 25, 1676–1684. doi:
10.1093/cercor/bht425
Fair, D. A., Cohen, A. L., Power, J. D., Dosenbach, N. U. F., Church, J.
A., Miezin, F. M., et al. (2009). Functional brain networks develop from
a “local to distributed” organization. PLoS Comput. Biol. 5:e1000381. doi:
10.1371/journal.pcbi.1000381
Fearon, P., O’Connell, P., Frangou, S., Aquino, P., Nosarti, C., Allin, M., et al.
(2004). Brain volumes in adult survivors of very low birth weight: a sibling-
controlled study. Pediatrics 114, 367–371. doi: 10.1542/peds.114.2.367
Ferrazzi, G., Murgasova, M. K., Arichi, T., Malamateniou, C., Fox, M. J.,
Makropoulos, A., et al. (2014). Resting state fMRI in the moving fetus: a robust
framework for motion, bias field and spin history correction. Neuroimage 101,
555–568. doi: 10.1016/j.neuroimage.2014.06.074
Fox, M. D., Snyder, A. Z., Vincent, J. L., Corbetta, M., Van Essen, D. C.,
and Raichle, M. E. (2005). The human brain is intrinsically organized into
dynamic, anticorrelated functional networks. Proc. Natl. Acad. Sci. U.S.A. 102,
9673–9678. doi: 10.1073/pnas.0504136102
Franke, K., Luders, E., May, A., Wilke, M., and Gaser, C. (2012). Brain maturation:
predicting individual BrainAGE in children and adolescents using structural
MRI. Neuroimage 63, 1305–1312. doi: 10.1016/j.neuroimage.2012.08.001
Friedman, J., Hastie, T., and Tibshirani, R. (1998). Additive logistic
regression: a statistical view of boosting. Ann. Stat. 28, 337–407. doi:
10.1214/aos/1016218223
Giedd, J. N., Blumenthal, J., Jeffries, N. O., Castellanos, F. X., Liu, H., Zijdenbos,
A., et al. (1999). Brain development during childhood and adolescence: a
longitudinal MRI study. Nat. Neurosci. 2, 861–863. doi: 10.1038/13158
Giedd, J. N., Schmitt, J. E., and Neale, M. C. (2007). Structural brain magnetic
resonance imaging of pediatric twins. Hum. Brain Mapp. 28, 474–481. doi:
10.1002/hbm.20403
Glass, J. O., Ji, Q., Glas, L. S., and Reddick,W. E. (2003). Prediction of total cerebral
tissue volumes in normal appearing brain from sub-sampled segmentation
volumes.Magn. Reson. Imaging 21, 977–982. doi: 10.1016/j.mri.2003.05.010
Gogtay, N., Giedd, J. N., Lusk, L., Hayashi, K. M., Greenstein, D., Vaituzis, A.
C., et al. (2004). Dynamic mapping of human cortical development during
childhood through early adulthood. Proc. Natl. Acad. Sci. 101, 8174–8179. doi:
10.1073/pnas.0402680101
Goldberg, Y., Zakai, A., Kushnir, D., and Ritov, Y. (2008). Manifold learning: the
price of normalization. J. Machine Learn. Res. 9, 1909–1939.
Goodlett, C. B., Fletcher, P. T., Gilmore, J. H., and Gerig, G. (2008). Group
statistics of DTI fiber bundles using spatial functions of tensor measures.
Proc. Med. Image Comput. Comput. Assis. Interv. 11(Pt 1), 1068–1075. doi:
10.1007/978-3-540-85988-8_127
Gousias, I. S., Hammers, A., Counsell, S. J., Edwards, A. D., and Rueckert, D.
(2012). “Automatic segmentation of pediatric brain MRIs using a maximum
probability pediatric atlas,” Proceedings of the International Conference on
Imaging Systems and Techniques (Manchester: IEEE), 95–100. doi: 10.1109/ist.
2012.6295511
Gouttard, S., Styner, M., Joshi, S., Smith, R. G., Hazlett, H. C., and Gerig, G.
(2007). “Subcortical structure segmentation using probabilistic atlas priors,”
in Proceedings Medical Image Computing and Computer Assisted Intervention
Workshop on 3D Segmentation in the Clinic: A Grand Challenge, eds T.
Heimann, M. Styner, B. van Ginneken (Brisbane, QLD: Springer), 37–46.
Greene, D. J., Laumann, T. O., Dubis, J.W., Ihnen, S. K., Neta,M., Power, J. D., et al.
(2014). Developmental changes in the organization of functional connections
between the basal ganglia and cerebral cortex. J. Neurosci. 34, 5842–5854. doi:
10.1523/JNEUROSCI.3069-13.2014
Greig, D. M., Porteous, B. T., and Seheult, A. H. (1989). Exact maximum a
posteriori estimation for binary images. J. R. Statist. Soc. Ser. B 51, 271–279.
Habas, P. A., Kim, K., Rousseau, F., Glenn, O. A., Barkovich, A. J., and Studholme,
C. (2008). Atlas-based segmentation of the germinal matrix from in utero
clinical MRI of the fetal brain. Proc. Med. Imaging Comput. Comput. Assist.
Interv. 11(Pt 1), 351–358. doi: 10.1007/978-3-540-85988-8_42
Han, C. E., Peraza, L. R., Taylor, J.-P., and Kaiser, M. (2014). “Predicting age
of human subjects based on structural connectivity from diffusion tensor
imaging,” in Proceedings of the IEEE Biomedical Circuits and Systems Conference
(Lausanne: IEEE), 137–140.
He, L., and Parikh, N. A. (2013). Automated detection of white matter
signal abnormality using T2 relaxometry: application to brain segmentation
on term MRI in very preterm infants. Neuroimage 64, 328–340. doi:
10.1016/j.neuroimage.2012.08.081
Hyvarinen, A., Karhunen, J., and Oja, E. (2004). Independent Component Analysis.
New York, NY: John Wiley & Sons Inc.
Frontiers in Neuroanatomy | www.frontiersin.org 13 January 2016 | Volume 9 | Article 163
Levman and Takahashi Healthy Pre-Adult Neurodevelopment: Multivariate MRI
Isgum, I., Benders, M. J. N. L., Avants, B., Cardoso, M. J., Counsell, S. J., Gomez,
E. F., et al. (2015). Evaluation of automatic neonatal brain segmentation
algorithms: the NeoBrainS12 challenge.Med. Image Analysis 20, 135–151. doi:
10.1016/j.media.2014.11.001
Jaccard, P. (1901). Étude comparative de la distribution florale dans une portion
des Alpes et des Jura. Bull. de la Soc. Vaudoise des Sci. Nat. 37, 547–579.
Jakab, A., Schwartz, E., Kasprian, G., Gruber, G. M., Prayer, D., Schopf, V.,
et al. (2014). Fetal functional imaging portrays heterogeneous development
of emerging human brain networks. Front. Hum. Neurosci. 8:852. doi:
10.3389/fnhum.2014.00852
Jardri, R., Houﬄin-Debarge, V., Delion, P., Pruvo, J. P., Thomas, P., and Pins,
D. (2012). Assessing fetal response to maternal speech using a noninvasive
functional brain imaging technique. Int. J. Dev. Neurosci. 30, 159–161. doi:
10.1016/j.ijdevneu.2011.11.002
Jardri, R., Pins, D., Houﬄin-Debarge, V., Chaffiotte, C., Rocourt, N.,
Pruvo, J. P., et al. (2008). Fetal cortical activation to sound at 33
weeks of gestation: a functional MRI study. Neuroimage 42, 10–18. doi:
10.1016/j.neuroimage.2008.04.247
Keraudren, K., Kuklisova-Murgasova, M., Kyriakopoulou, V., Malamateniou, C.,
Rutherford, M. A., Kainz, B., et al. (2014). Automated fetal brain segmentation
from 2D MRI slices for motion correction. Neuroimage 101, 633–643. doi:
10.1016/j.neuroimage.2014.07.023
Keraudren, K., Kyriakopoulou, V., Rutherford, M., Hajnal, J. V., and Rueckert,
D. (2013). Localisation of the brain in fetal MRI using bundled SIFT features.
Proc. Med. Image Comput. Comput. Assist. Interv. 16(Pt 1), 582–589. doi:
10.1007/978-3-642-40811-3_73
Ketonen, L. M., Hiwatashi, A., Sidhu, R., and Westesson, P.-L. (2004). Pediatric
Brain and Spine: An Atlas of MRI and Spectroscopy.Heidelberg: Springer.
Khundrakpam, B. S., Tohka, J., Evans, A, C., and the Brain Development
Cooperative Group (2015). Prediction of brain maturity based on cortical
thickness at different spatial resolutions. Neuroimage 111, 350–359. doi:
10.1016/j.neuroimage.2015.02.046
Koshiba, M., Kakei, H., Honda, M., Karino, G., Niitsu, M., Miyaji, T., et al.
(2015). Early-infant diagnostic predictors of the neuro-behavioral development
after neonatal care. Behav. Brain Res. 276, 143–150. doi: 10.1016/j.bbr.2014.
05.054
Levy, J. H., Gorczowski, K., Liu, X., Pizer, S. M., and Styner, M. (2007).
“Caudate segmentation using deformable M-reps,” in Proceedings Medical
Image Computing and Computer Assisted Intervention Workshop on 3D
Segmentation in the Clinic: A Grand Challenge, eds T. Heimann, M. Styner, and
B. van Ginneken (Brisbane, QLD: Springer), 47–55.
Liu, J., Smith, C., and Chebrolu, H. (2007). “Automatic subcortical structure
segmentation using local likelihood-based active contour,” in Proceedings
Medical Image Computing and Computer Assisted Intervention Workshop on
3D Segmentation in the Clinic: A Grand Challenge, eds T. Heimann, M. Styner
and B. van Ginneken (Brisbane, QLD: Springer), 91–98.
Manton, K. G., Lowrimore, G., Yashin, A., and Kovtun, M. (2014).Cluster Analysis:
Overview. Wiley StatsRef: Statistics Reference Online.
Matsuzawa, J., Matsui, M., Konishi, T., Noguchi, K., Gur, R. C., Bilker, W.,
et al. (2001). Age-related volumetric changes of brain gray and white
matter in healthy infants and children. Cereb. Cortex 11, 335–342. doi:
10.1093/cercor/11.4.335
McIntosh, A. R., Bookstein, F. L., Haxby, J. V., and Grady, C. L. (1996).
Spatial pattern analysis of functional brain images using partial least squares.
Neuroimage 3, 143–157. doi: 10.1006/nimg.1996.0016
McLachlan, G. J. (2004). Discriminant Analysis and Statistical Pattern Recognition.
Hoboken, NJ: Wiley Interscience.
Mesulam, M. M. (1981). A cortical network for directed attention and unilateral
neglect. Ann. Neurol. 10, 309–325. doi: 10.1002/ana.410100402
Muzik, O., Chugani, D. C., Juhasz, C., Shen, C., and Chugani, H. T.
(2000). Statistical parametric mapping: assessment of application in children.
Neuroimage 12, 538–549. doi: 10.1006/nimg.2000.0651
Mwangi, B., Hasan, K. M., and Soares, J. C. (2013). Prediction of
individual subject’s age across the human lifespan using diffusion tensor
imaging: a machine learning approach. Neuroimage 75, 58–67. doi:
10.1016/j.neuroimage.2013.02.055
Nelder, J., and Wedderburn, R. (1972). Generalized linear models. J. R. Statist. Soc.
Ser. A 135, 370–384. doi: 10.2307/2344614
Nosarti, C., Rushe, T. M., Woodruff, P. W. R., Stewart, A. L., Rifkin, L.,
and Murray, R. M. (2004). Corpus callosum size and very preterm birth:
relationship to neuropsychological outcome. Brain 127(Pt 9), 2080–2089. doi:
10.1093/brain/awh230
Pontabry, J., Rousseau, F., Oubel, E., Studholme, C., Koob, M., and Dietemann, J.
L. (2013). Probabilistic tractography using Q-ball imaging and particle filtering:
application to adult and in-utero fetal brain studies. Med. Image Anal. 17,
297–310. doi: 10.1016/j.media.2012.11.004
Power, J. D., Barnes, K. A., Snyder, A. Z., Schlaggar, B. L., and Petersen, S.
E. (2012). Spurious but systematic correlations in functional connectivity
MRI networks arise from subject motion. Neuroimage 59, 2142–2154. doi:
10.1016/j.neuroimage.2011.10.018
Reiss, A. L., Abrams, M. T., Singer, H. S., Ross, J. L., and Denckla, M. B. (1996).
Brain development, gender and IQ in children. A volumetric imaging study.
Brain 119(Pt. 5), 1763-1774. doi: 10.1093/brain/119.5.1763
Rencher, A. C., and Christensen, W. F. (2012). Methods of Multivariate Analysis.
New York, NY: John Wiley & Sons Inc.
Rodriguez-Carranza, C., Mukherjee, P., Vigneron, D., Barkovich, J., and
Studholme, C. (2006). A system for measuring regional surface folding of the
neonatal brain from MRI. Proc. Med. Image Comput. Comput. Assist. Interv.
9(Pt 2), 201–208. doi: 10.1007/11866763_25
Schmithorst, V. J., Holland, S. K., and Plante, E. (2007). Development of
effective connectivity for narrative comprehension in children. Neuroreport 18,
1411–1415. doi: 10.1097/WNR.0b013e3282e9a4ef
Schmitt, J. E., Lenroot, R. K., Ordaz, S. E., Wallace, G. L., Lerch, J. P., Evans, A.
C., et al. (2009). Variance decomposition of MRI-based covariance maps using
genetically informative samples and structural equation modeling. Neuroimage
47, 56–64. doi: 10.1016/j.neuroimage.2008.06.039
Schmitt, J. E., Lenroot, R. K., Wallace, G. L., Ordaz, S., Taylor, K. N., Kabani,
N., et al. (2008). Identification of genetically mediated cortical networks: a
multivariate study of pediatric twins and siblings. Cereb. Cortex 18, 1737–1747.
doi: 10.1093/cercor/bhm211
Schmitt, J. E., Wallace, G. L., Lenroot, R. K., Ordaz, S. E., Greenstein, D., Clasen,
L., et al. (2010). A twin study of intercerebral volumetric relationships. Behav.
Genet. 40, 114–124. doi: 10.1007/s10519-010-9332-6
Schmitt, J. E., Wallace, G. L., Rosenthal, M. A., Molloy, E. A., Ordaz, S., Lenroot,
R., et al. (2007). A multivariate analysis of neuroanatomic relationships
in a genetically informative pediatric sample. Neuroimage 35, 70–82. doi:
10.1016/j.neuroimage.2006.04.232
Schonmeyer, R., and Schmidt, G. (2007). Segmentation of caudate nucleus
from magnetic resonance imaging using Cognition Network Technology,” in
Proceedings Medical Image Computing and Computer Assisted Intervention
Workshop on 3D Segmentation in the Clinic: A Grand Challenge, eds T.
Heimann, M. Styner, and B. van Ginneken (Brisbane, QLD: Springer), 81–89.
Schopf, V., Kasprian, G., Brugger, P. C., and Prayer, D. (2012). Watching
the fetal brain at ‘rest’. Int. J. Dev. Neurosci. 30, 11–17. doi:
10.1016/j.ijdevneu.2011.10.006
Schopf, V., Schlegl, T., Jakab, A., Kasprian, G., Woitek, R., Prayer, D., et al. (2014).
The relationship between eye movement and vision develops before birth.
Front. Hum. Neurosci. 8:775. doi: 10.3389/fnhum.2014.00775
Serag, A., Gousias, I. S., Makropoulos, A., Aljabar, P., Hajnal, J. V., Boardman, J. P.,
et al. (2012). Unsupervised learning of shape complexity: application to brain
development. Spatio Temp. Image Anal. Longit. Time Ser. Image Data 7570,
88–99. doi: 10.1007/978-3-642-33555-6_8
Shan, Z. Y., Parra, C., Ji, Q., Ogg, R. J., Zhang, Y., Laningham, F. H., et al.
(2006). A digital pediatric brain structure atlas from T1-weighted MR images.
Proc. Med. Image Comput. Comput. Assist. Interv. 9(Pt 2), 332–339. doi:
10.1007/11866763_41
Shaw, P., Kabani, N. J., Lerch, J. P., Eckstrand, K., Lenroot, R., Gogtay, N.,
et al. (2008). Neurodevelopmental trajectories of the human cerebral cortex.
J. Neurosci. 28, 3586–3594. doi: 10.1523/JNEUROSCI.5309-07.2008
Shehzad, Z., Kelly, C., Reiss, P. T., Cameron Craddock, R., Emerson, J.
W., McMahon, K., et al. (2014). A multivariate distance-based analytic
framework for connectome-wide association studies. Neuroimage 93, 74–94.
doi: 10.1016/j.neuroimage.2014.02.024
Shi, F., Fan, Y., Tang, S., Gilmore, J. H., Lin, W., and Shen, D. (2010).
Neonatal brain image segmentation in longitudinal MRI studies. Neuroimage
49, 391–400. doi: 10.1016/j.neuroimage.2009.07.066
Frontiers in Neuroanatomy | www.frontiersin.org 14 January 2016 | Volume 9 | Article 163
Levman and Takahashi Healthy Pre-Adult Neurodevelopment: Multivariate MRI
Shi, F., Wang, L., Dai, Y., Gilmore, J. H., Lin, W., and Shen, D. (2012). LABEL:
pediatric brain extraction using learning-based meta-algorithm. Neuroimage
62, 1975–1986. doi: 10.1016/j.neuroimage.2012.05.042
Skiold, B., Alexandrou, G., Padilla, N., Blennow, M., Vollmer, B., and Aden,
U. (2014). Sex differences in outcome and associations with neonatal brain
morphology in extremely preterm children. J. Pediatr. 164, 1012–1018. doi:
10.1016/j.jpeds.2013.12.051
Smith, H. F. (1958). A multivariate analysis of covariance. Biometrics 14, 107–127.
doi: 10.2307/2527733
Smyser, C. D., and Neil, J. J. (2015). Use of resting-state functional MRI to study
brain development and injury in neonates. Semin. Perinatol. 39, 130–140. doi:
10.1053/j.semperi.2015.01.006
Song, Z., Awate, S. P., Licht, D. J., and Gee, J. C. (2007). Clinical neonatal brain
MRI segmentation using adaptive nonparametric data models and intensity-
based markov pairs. Proc. Med. Image Comput. Comput. Assist. Interv. 10(Pt 1),
883–890. doi: 10.1371/journal.pbio.1000157
Song, Z., Tustison, N., Avants, B., and Gee, J. C. (2006). Integrated graph cuts
for brain MRI segmentation. Proc. Med. Image Comput. Comput. Assist. Interv.
9(Pt 2), 831–838. doi: 10.1007/11866763_102
Supekar, K., Musen, M., and Menon, V. (2009). Development of large-
scale functional brain networks in children. PLoS Biol. 7:e1000157. doi:
10.1371/journal.pbio.1000157
Takahashi, E., Folkerth, R. D., Galaburda, A. M., and Grant, P. E. (2012). Emerging
cerebral connectivity in the human fetal brain: an MR tractography study.
Cereb. Cortex 22, 455–464. doi: 10.1093/cercor/bhr126
Talairach, J., and Tournoux, P. (1988). Co-planar Stereotaxic Atlas of the Human
Brain: 3-Dimensional Proportional System – An Approach to Cerebral Imaging.
New York, NY: Thieme Medical Publishers.
Thomas, K. M., Drevets, W. C., Whalen, P. J., Eccard, C. H., Dahl, R. E., Ryan, N.
D., et al. (2001). Amygdala response to facial expressions in children and adults.
Biol. Psychiatry 49, 309–316. doi: 10.1016/S0006-3223(00)01066-0
Thomason, M. E., Dassanayake, M. T., Shen, S., Katkuri, Y., Alexis, M.,
Anderson, A. L., et al. (2013). Cross-hemispheric functional connectivity in
the human fetal brain. Sci. Transl. Med. 5, 173ra24. doi: 10.1126/scitranslmed.
3004978
Tich, S. N. T., Anderson, P. J., Hunt, R. W., Lee, K. J., Doyle, L. W., and Inder,
T. E. (2011). Neurodevelopmental and perinatal correlates of simple brain
metrics in very preterm infants. Arch. Pediatr. Adolesc. Med. 165, 216–222. doi:
10.1001/archpediatrics.2011.9
Tipping, M. E. (2001). Sparse bayesian learning and the relevance vector machine.
J. Mach. Learn. Res. 1, 211–244.
Toews, M., Wells, W. M. III, and Zollei, L. (2012). A feature-based
developmental model of the infant brain in structural MRI. Proc. Med.
Image Comput. Comput. Assist. Interv. 7511, 204–211. doi: 10.1007/978-3-642-
33418-4_26
Tu, Z., Mizra, M., Dinov, I., and Toga, A. W. (2007). “Automatic caudate
segmentation by hybrid generative/discriminative models,” in Proceedings
Medical Image Computing and Computer Assisted Intervention Workshop on
3D Segmentation in the Clinic: A Grand Challenge, eds T. Heimann, M. Styner,
and B. van Ginneken (Brisbane, QLD: Springer), 73–80.
Vaadia, E., Haalman, I., Abeles, M., Bergman, H., Prut, Y., Slovin, H., et al. (1995).
Dynamics of neuronal interactions in monkey cortex in relation to behavioural
events. Nature 373, 515–518. doi: 10.1038/373515a0
van Ginneken, B., Heimann, T., and Styner, M. (2007). “3D Segmentation in
the clinic: a grand challenge,” in Proceedings Medical Image Computing and
Computer Assisted Intervention Workshop on 3D Segmentation in the Clinic: A
Grand Challenge, eds T. Heimann, M. Styner, and B. van Ginneken (Brisbane,
QLD: Springer), 7–15.
van Rikxoort, E., Arzhaeva, Y., and van Ginneken, B. (2007). “A multi-atlas
approach to automatic segmentation of the caudate nucleus in MR brain
images,” in Proceedings Medical Image Computing and Computer Assisted
Intervention Workshop on 3D Segmentation in the Clinic: A Grand Challenge,
eds T. Heimann, M. Styner, and B. van Ginneken (Brisbane, QLD: Springer),
29–36.
Vapnik, V. N. (1995). The Nature of Statistical Learning Theory. New York, NY:
Springer.
Wang, L., Gao, Y., Shi, F., Li, G., Gilmore, J. H., Lin, W., et al. (2015).
LINKS: learning-based multi-source IntegratioN framework for
Segmentation of infant brain images. Neuroimage 108, 160–172. doi:
10.1016/j.neuroimage.2014.12.042
Wang, Z., Fernandez-Seara, M., Alsop, D. C., Liu, W.-C., Flax, J. F., Benasich,
A. A., et al. (2008). Assessment of functional development in normal infant
brain using arterial spin labelled perfusion MRI. Neuroimage 39, 973–978. doi:
10.1016/j.neuroimage.2007.09.045
Warne, R. T. (2014). A primer on multivariate analysis of variance (MANOVA) for
behavioral scientists. Practical Assess. Res. Eval. 19, 1–10.
Weisenfeld, N. I., and Warfield, S. K. (2009). Automatic segmentation of newborn
brain MRI. Neuroimage 47, 564–572. doi: 10.1016/j.neuroimage.2009.04.068
Wels, M., Huber, M., and Hornegger, J. (2007). “Fully automated knowledge-based
segmentation of the caudate nuclei in 3-D MRI,” in Proceedings Medical Image
Computing and Computer Assisted Intervention Workshop on 3D Segmentation
in the Clinic: A Grand Challenge, eds T. Heimann, M. Styner, and B. van
Ginneken (Brisbane, QLD: Springer), 19–27.
White, T., Muetzel, R., Schmidt, M., Langeslag, S. J., Jaddoe, V., Hofman, A.,
et al. (2014). Time of acquisition and network stability in pediatric resting-
state functional magnetic resonance imaging. Brain Connect. 4, 417–427. doi:
10.1089/brain.2013.0195
Xu, G., Takahashi, E., Folkerth, R. D., Haynes, R. L., Volpe, J. J., Grant, P. E., et al.
(2014). Radial coherence of diffusion tractrography in the cerebral white matter
of the human fetus: neuroanatomic insights. Cereb. Cortex 24, 579–592. doi:
10.1093/cercor/bhs330
Xue, H., Srinivasan, L., Jiang, S., Rutherford, M., Edwards, A. D., Rueckert, D., et al.
(2007a). Automatic cortical segmentation in the developing brain. Inf. Process.
Med. Imaging 20, 257–269. doi: 10.1007/978-3-540-73273-0_22
Xue, H., Srinivasan, L., Jiang, S., Rutherford, M., Edwards, A. D., Rueckert, D.,
et al. (2007b). Automatic segmentation and reconstruction of the cortex from
neonatalMRI.Neuroimage 38, 461–477. doi: 10.1016/j.neuroimage.2007.07.030
Yegnanarayana, B. (2009). Artificial Neural Networks. New Delhi: PHI Learning
Pvt. Ltd.
Zadeh, L. A. (1965). Fuzzy sets. Informat. Control 8, 338–353. doi: 10.1016/S0019-
9958(65)90241-X
Zhang, W., Li, R., Deng, H., Wang, L., Lin, W., Ji, S., et al.
(2015). Deep convolutional neural networks for multi-modality
isointense infant brain segmentation. Neuroimage 108, 214–224. doi:
10.1016/j.neuroimage.2014.12.061
Zhou, Z., Wang, X., Klahr, N. J., Liu, W., Arias, D., Liu, H., et al. (2011).
A conditional Granger causality model approach for group analysis in
functional magnetic resonance imaging. Magn. Reson. Imaging 29, 418–433.
doi: 10.1016/j.mri.2010.10.008
Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.
Copyright © 2016 Levman and Takahashi. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The use,
distribution or reproduction in other forums is permitted, provided the original
author(s) or licensor are credited and that the original publication in this journal
is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.
Frontiers in Neuroanatomy | www.frontiersin.org 15 January 2016 | Volume 9 | Article 163
