Abstract-Functional electrical stimulation (FES) is effective to restore movement in spinal cord injured (SCI) subjects. Unfortunately, muscle fatigue constrains the application of FES so that output torque feedback is interesting for fatigue compensation. Whereas, inadequacy of torque sensors is another challenge for FES control. Torque estimation is thereby essential in fatigue tracking task for practical FES employment. In this work, the Hammstein cascade with electromyography (EMG) as input is applied to model the myoelectrical mechanical behavior of the stimulated muscle. Kalman filter with forgetting factor is presented to estimate the muscle model and track fatigue. Fatigue inducing protocol was conducted on three SCI subjects through surface electrical stimulation. Assessment in simulation and with experimental data reveals that the muscle model properly fits the muscle behavior well. Moreover, the time-varying parameters tracking performance in simulation is efficient such that real time tracking is feasible with Kalman filter. The fatigue tracking with experimental data further demonstrates that the proposed method is suitable for fatigue tracking as well as adaptive torque prediction at different prediction horizons.
I. INTRODUCTION
Functional electrical stimulation (FES) is one of the existing solution to partly restore the lost motor function in persons with spinal cord injury (SCI). The electrical stimulus can artificially generate action potential on the axons of the alpha motor neurons to drive the muscle contraction instead of central nervous system. To date, FES has been used over a wide range of FES-aided support of standing, gait, grasp, or foot drop correction and tremor compensation.
In these applications, the stimulation is required to provide strong, consistent muscle force. It is well known, however, that muscles get fatigued more rapidly when artificially stimulated than when excited by the central nervous system due to the way which the motor units are recruited: inverse size principle, synchronized activation of motor units and constant order of recruitment. As a result, successful implementation of FES paradigms for rehabilitation has been greatly constrained by the early occurrence of fatigue. In addition, since SCI individuals have also lost sensory pathways, they cannot perceive their muscle fatigue as stimulation proceeds. This leads to movement failures and sub-optimal FES parameters tuning in practical applications.
Several techniques have been developed for muscle fatigue tracking. A fitness function was introduced to describe the effect of muscle fatigue on shank motion prediction induced Q. Zhang by FES [1] . Muscle fatigue was modeled based on the metabolic profiles to represent force reduction and recovery in intermittent stimulation [2] , [3] . A fatigue model, coupled with the force model that predicts the fatigue induced by different stimulation patterns on different days during isometric contractions was reported [4] . However, due to high nonlinearity and dynamic complexities, these muscle models are difficult to implement in application and it remains difficult to estimate the parameters.
In order to take into account the effect of muscle fatigue for FES control, reliable sensors are required to produce desired feedback or feed-forward signals. However, torque measurement through external sensors might be affected by slight voluntary motion, recording missing or other disturbances, and the devices, such as torque measuring chair, are not convenient at all for patients' daily use. The implanted sensor is a possible technique [5] but not available for practical use yet. As electromyography (EMG) signal was reported highly correlated with FES-induced torque in different muscle condition [6] [7] , it was demonstrated able to be used as fatigue indicator. A predictive model using EMG instead of electrical stimulation as model input was developed in [8] , and it was underlined evoked EMG could be used as a synthetic torque sensor. In [9] , it was suggested to combine time and frequency domain variables for better prediction of force. Embedded in these works, a fixed relationship between EMG and force/torque during sustained stimulation was assumed. Nevertheless, some researchers found nonlinear relationship and dissociation between myoelectrical and mechanical activity in different fatigue states [10] or in the recovery process [11] . The evidence figures out the limitation of fatigue prediction strategies based on models with fixed parameters. Therefore, it is essential to find a suitable model in order to properly represent various muscle behavior.
The present work focuses on developing a method to predict the FES-induced mechanical contraction behavior during different muscle fatigue states. Online estimation and fatigue prediction are presented, based on a time-varying myoelectrical mechanical model, where the parameters are estimated by Kalman filter (KF) with forgetting factor. In terms of the improvements in fatigue tracking, the proposed method can be directly applied for fatigue prediction when perfect sensor data are available. Furthermore, if the measurements of the sensors are affected by external disturbances, the method can bridge the disturbances and provide sufficient fatigue tracking accuracy.
II. MYOELECTRICAL MECHANICAL MODEL OF ELECTRICALLY STIMULATED MUSCLE

A. Model Structure
The discrete-time Hammerstein cascade is used to model electrically stimulated muscle, relating FES-evoked EMG to induced torque under isometric condition. This model structure has ever been used to represent some highly nonlinear systems, for example, biomechanical systems, such as stretch reflex [12] and electrically stimulated muscle, but relating stimulation to muscle force under isometric conditions [13] . It consists of a memoryless nonlinear part followed by a linear dynamic part as shown in Fig. 1 . In this work, the linear part is chosen as an autoregressive with external input (ARX) model, which has been shown experimentally to yield good prediction of output force/ torque in isometric situation [14] . Given model order (l, m), it can be described in operator notation:
where y(t) is the muscle torque at time instant t, h(t) is the activation level of muscle. A(z) and B(z) are the polynomials with respect to the backward shift operator z −1 , defined by the following equations:
The memoryless nonlinear part maps the system input, i.e., instantaneous EMG signal u(t),t oh(t). Traditionally, it is modeled with a nth order polynomial, in which case,
Substituting (2) and (3) into (1) and expanding, the generated output at a given instant t can be parameterized as:
where
T is a vector containing the muscle model coefficients. At a given instant t, the computation of k-step future output estimations using (4) is performed by assuming the system is stationary during the prediction horizon. The elements of g as well as the torque versus the EMG features are time-varying due to the effects of fatigue and the associated biochemistry. Moreover, model reidentification can effectively improve prediction performance in different muscle states [15] , which inspires us to employ Kalman filter to estimate the timevarying model parameters online, and improve torque prediction for fatigue tracking.
B. State-Space Representation of Time-Varying Model
For the use of KF algorithm, a model representation in state space form is required. Such a model consists of process equation and measurement equation. Generally, for a model (l, m, n), its state-space model can be written in a compact form:
1) process equation
2) measurement equation
state vector, q = max{l, m}. The q × q matrix A relates the state at the previous time step x k−1 , to the state at the current step x k . The q × 1 matrix B i relates the model input at the previous time step
, 2, ··· ,n, to the state at the current step x k . They are represented as
In practice, the matrices A and B i might change with each time step due to time-varying property of muscle fatigue. The y in (6) is the measurement of output torque. The 1 × q matrix C relates the state at the current step x k ,t o the measurement at the current step y k with the following expression:
III. IDENTIFICATION OF THE MYOELECTRICAL MECHANICAL MUSCLE MODEL
In this study, a method to predict FES-induced torque only driven by EMG was developed, where KF with forgetting factor was employed to estimate the model states and parameters. The EMG and ankle torque will be used as model input and output for estimation.
A. Kalman Filter with Forgetting Factor
For online estimation and prediction, a KF was employed for the recursive estimation of the model parameters. The KF is an efficient recursive filter that estimates the internal states and parameters of a discrete-time system from a series of noisy measurements. It has some advantages in explicit modeling of the uncertainties associate with the proposed model and output measurements. Online estimation of the states in x and model parameters in g is investigated simultaneously. Parameter estimation with KF is performed considering the unknown parameters as elements of the state vector. In this way, the basic KF algorithm does not need to be changed except that the state vector x will be augmented with the unknown parameters. That is, the meta-state vector w has the expression w = x T g T T . The parameters in g are assumed time-invariant or slowly varying comparing to the process, that is, g k = g k−1 . The augmented system is then described by
The recursive estimation of the state-space model using KF consists of two phases, prediction and correction. The main equations are given as follows. More details can be found in [16] . 1) prediction phase:
2) correction phase:
Equations (9), (10) project the state and error covariance estimates forward from time step k − 1 to step k. Thê w k−1 and P k−1 are initial estimates for the state and for the measurement variance, respectively. R k is measurement noise covariance, while Q k is process noise covariance. D k is the Jacobian matrix of the plant transfer functions with respect to the involved variables at step k, with each element
In correction phase, equations (11) - (13) adjust the projected estimates by an actual measurement at step k. K k is called Kalman gain.
Although KF is an effective way to estimate the state and parameters of a discrete-time controlled process. Its performance in estimating the time-varying parameters is degraded since it refers to the entire history of the past measurements [17] . This is particularly troublesome since the myoelectrical and mechanical activity of stimulated muscle may vary with different fatigue states in prolonged or repetitive stimulation. Deliberately, forgetting factor λ is incorporated to allow tracking of time-varying parameters [17] . Thus, equation (10) and (11) can be rewritten as
Choosing λ ∈ [0, 1] is based on how much we expect the filter to forget the past measurements. In most application, λ is only slightly lower than 1 (for example, 0.85 ∼ 1). In our study, λ is chosen to be 0.97 in simulation and 0.997 in experimental validation. These values represent a compromise between the smoothness of tracking and lag in detecting the changes in model parameters or muscle condition.
B. Experimental Setup for Model Identification
In order to investigate the estimation and prediction method proposed in this paper, experiments were conducted on SCI subjects in PROPARA rehabilitation center, Montpellier, France. The experimental setup, stimulation and recording electrodes configuration are depicted in Fig. 2 . The subjects were seated on the chair with their ankle at 
90
o , while the foot was strapped on the pedal. Amplitude modulated electrical current pulses were sent to the the right triceps surae muscle via surface electrodes (10cm×3cm) and caused muscle contractions and ankle-joint motion in isometric condition. One electrode was placed 5cm beneath the popliteal cavity and the other beneath the insertion point of the medial and lateral gastrocnemius on the Achilles tendon. The muscle group was stimulated with amplitude modulation at a constant frequency (30Hz) and constant pulse-width (450µs), under isometric conditions by a portable stimulator (Cefar Physio 4, Cefar Medical AB, Lund, Sweden).
Evoked EMG activity of soleus were recorded, amplified (gain 1000) and sampled at 4KHz by an acquisition system (Biopac MP100, Biopac Systems Inc., Santa Barbara, CA, USA). Two bipolar AgCl EMG electrodes were positioned over muscle belly along the muscle fiber direction with 20mm interelectrode spacing. The reference electrode was placed on the patella of another leg. The skin under the electrodes was shaved to minimize the impedance. Isometric ankle plantar-flexion torque was measured using a calibrated dynamometer (Biodex, Biodex Medical Systems, Inc., New York, USA), interfaced with the acquisition system (Biopac MP100) and sampled at 4KHz.
The detailed experimental protocol has been shown previously [15] . The data used for this work include intermittent four series of five stimulation trials which were enforced to induce muscle fatigue. Each trial consists of 1s ramp, 2s plateau at intensity evoking 50% of maximum torque, 1s falling and 2s interval between adjacent trials. It means each trial began and ended without other stimulations. Hence, if desired, data from successive trials could be concatenated for model estimation.
This study was approved by the ethical committee of France. Three SCI subjects participated in the experiments and signed informed consent form.
IV. IDENTIFICATION RESULTS
The proposed model structure and KF estimation method were evaluated in simulations and with experimental data.
For a model (l, m, n), we need to estimate max(l, m)+ (l+m * n) dimensional meta-state. As the stimulus amplitude is quite small at the beginning of stimulation, when initializing the filter, we choose the meta-state vectorŵ 0 =0and the output estimateŷ 0 =0 . The initial error covariance is P 0 = I, where I is an identity matrix.
A. Time-Varying Parameters Tracking in Simulation
In simulation, invariant parameters tracking was evaluated with KF firstly to investigate the stability of the muscle model estimation. Secondly, since the muscle behavior represents gradual time-varying property with muscle fatigue, we slowly change the model parameters at different time instants to simulate the changes of muscle condition. The advantage of simulation is that the true parameters are known to be compared with the estimated ones. The drawback is that it is difficult to design suitable time-varying parameters in a high order model which will not cause too much variation in output. Thereby, we chose simulation model order (2, 2, 1) to reduce the model complexity and have fewer parameters. Fig. 3 shows the plant simulator output as well as the corresponding simulator input. The output estimate of KF is also shown in this plot. In the upper graph, the solid line indicates the actual model output, while the dotted line indicates its estimate. The corresponding parameter estimates of the model are depicted in Fig. 4 . The solid lines indicate the true parameters, while the dotted lines indicate parameters estimates. All the parameters converge steadily after 5s when the parameters are static. From 35s, 50s and 60s, the model parameters were changed gradually, the estimates track the changes well. Even at 35s, a 1 suddenly decreases, the estimate tracks the variance fast. The simulation results imply that the identification method is suitable for timevarying parameters tracking in muscle contraction model.
B. Fatigue Tracking Based on Experimental Data
The proposed estimation method was further evaluated with the experimental data on three SCI subjects. The data from successive trials were concatenated for estimation. The normalized MAV and normalized torque served as input and output, respectively. The signal was processed in four steps before estimation:
• Blanking window method is used to remove stimulation artifact from EMG raw signal and extract muscle response signal (Mwave); • Lowpass filter of measured ankle torque (6th-order, cutoff frequency 100Hz) and measured EMG (6th-order, cutoff frequency 300Hz);
• The filtered EMG signal is divided into epochs with each epoch containing one Mwave, the MAV is calculated every five epochs, the average torque is calculated in the same time window;
• The MAV and torque are normalized with respect to their maximum value. During 100s intermittent stimulation, the torque of each subject decreased to different levels due to muscle fatigue. The nonlinear relationship between MAV of EMG and torque was revealed in experiments [15] .
The selection of model order (l, m, n) is a key stage of model parameters estimation. We chose n =3for the polynomial function as proposed in [13] . The model order of linear part is determined by comparing the Rissanen's minimum description length (MDL) [18] , which provides a criterion for tradeoff between model simplicity and model's fitness for the data. Finally model order l =3 ,m =4was chosen with relatively less MDL value and simpler model. 
1) Torque Prediction Performance:
To investigate the torque prediction performance in time, different prediction horizons, 6s, 18s and 30s, are tested. The idea is illustrated in Fig. 5 , featuring the estimated model at time instant t0. The torque predictions are computed using (4), considering a static system within the prediction horizon. The root mean square (RMS) error and peak prediction error at every torque sample for a given prediction horizon are computed and then averaged. The prediction errors are quantified in Table I . For evaluating prediction performance, the prediction errors for prediction horizon t1, t2, and t3 (6s, 18s and 30s respectively) are computed.
2) Predictive Performance with Fatigue Tacking:
In order to evaluate the tracking robustness against recording missing, slight voluntary motion or failures, torque prediction is integrated to the fatigue tracking task. The event, such as torque recording error or disturbances, is assumed to result in tracking failures. The estimated model at t0 and EMG signal are used to predict generated torque. Fig. 6 reveals the prediction performance in subject1 when muscle torque decreases to 71% by the maximum torque during 100s-stimulation. Assuming the measurement is missing or interrupted from time t0 to t1, the estimated model at t0 was used to predict the torque until instant t1. When prediction is executed, the torque estimation is only driven by EMG signal, while the online model identification is suspended. To evaluate the prediction performance in different muscle fatigue states, this process is repeated until the end of stimulation, where every 18s the measurement is suspended. We can find the prediction fits the measured torque well, suggesting that even if the torque measurement is interrupted, the predicted torque based on EMG can be used to bridge such gap for long-time application of FES.
The estimated parameters are partly depicted in Fig. 7 . This plot shows the parameters denoting the weights of the past torque. It is obvious that the parameters vary gradually representing different myoelectrical mechanical correlation during fatigue. Whereas, the proposed muscle model and KF algorithm with forgetting factor provide a good prediction performance as shown in Fig. 6 .
C. Discussion for Fatigue Tracking Control
The prediction result presented in Fig. 5 reveals good performance of the predictive filter, successively acquiring the muscle mechanical behavior during FES. In addition, the error values given in Table I indicate that the RMS error and peak error do not increase significantly when the prediction horizon is extended. It indicates the proposed myoelectrical mechanical muscle model fits properly the muscle behavior. If the prediction quality degrades when an expanded prediction horizon is selected, it is probably due to the difference of muscle fatigue levels. This can occur when prolonged or repetitive stimulation is delivered to the muscle. In this application, 18s prediction horizon, is considered as the optimal choice.
The myoelectrical mechanical muscle model has been described in previous work [8] , with recursive least squares method for identification. However, there was no significant consideration for different fatigue condition in intermittent stimulation as illustrated in Fig. 6 . Moreover, the proposed approach in this paper can be further expanded to use other measurement, like joint angle, or multiple measurements update with KF thus avoiding torque sensor.
In this paper, the proposed method represents feasible and effective torque prediction only based on EMG in isometric condition for fatigue tracking. It is also promising to be applied in dynamic condition by multiplying a force-length or force-velocity function to the proposed myoelectrical mechanical muscle model as proposed in [19] .
V. C ONCLUSIONS AND FUTURE WORKS
In this work, we propose a method to predict the FESinduced ankle torque based on a time-varying myoelectrical mechanical muscle model, where the model parameters are estimated by Kalman filter with forgetting factor. The proposed prediction method is applied in fatigue tracking task with satisfactory results. The future work will be extended to adaptive FES control for muscle fatigue compensation in SCI patients. It is also possible to introduce joint dynamics model and joint angle sensors along with the proposed method, then we will work on FES control with torque prediction based on EMG without the use of torque sensor.
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