We propose an incomplete-data, quasi-likelihood framework, for estimation and score tests, which accommodates both dependent and partially-observed data. The motivation comes from genetic association studies, where we address the problems of estimating haplotype frequencies and testing association between a disease and haplotypes of multiple tightly-linked genetic markers, using casecontrol samples containing related individuals. We consider a more general setting in which the complete data are dependent with marginal distributions following a generalized linear model. We form a vector Z whose elements are conditional expectations of the elements of the complete-data vector, given selected functions of the incomplete data. Assuming that the covariance matrix of Z is available, we form an optimal linear estimating function based on Z, which we solve by an iterative method. This approach addresses key difficulties in the haplotype frequency estimation and testing problems in related individuals: (1) dependence that is known but can be complicated; (2) data that are incomplete for structural reasons, as well as possibly missing, with different amounts of information for different observations; (3) the need for computational speed in order to analyze large numbers of markers; (4) a well-established null model, but an alternative model that is unknown and is problematic to fully specify in related individuals. For haplotype analysis, we give sufficient conditions for consistency and asymptotic normality of the estimator and asymptotic χ 2 null distribution of the score test. We apply the method to test for association of haplotypes with alcoholism in the GAW 14 COGA data set.
INTRODUCTION
Genetic association analysis is an important tool for searching for genetic variants that play a role in human complex disease. Typical approaches compare the frequency distribution of marker alleles, genotypes or haplotypes between cases and controls. A genetic marker is a segment of DNA sequence with an identifiable physical location, and it is said to be polymorphic if its sequence varies across the population. Each of the variant forms of a polymorphic marker is called an allele. For autosomal genetic markers, a human inherits two copies of the marker, one from each parent. An individual's genotype at a marker is the observation of the two alleles of the individual at that marker. The kinship coefficient between a pair of related individuals is determined by their relationship and is the probability that, at any given marker, a randomly chosen pair of alleles, one from each individual, is identical by descent, i.e. is an inherited copy of the same founder allele. For example, the kinship coefficient for a parent-offspring or sibling pair is 1/4, while that for a grandparent-grandchild, avuncular, or half-sibling pair is 1/8. In genetic association analysis, the most widely-used type of marker is currently the single nucleotide polymorphism (SNP), which is a DNA sequence variation that occurs at a single nucleotide and generally has two alleles. When q markers are considered simultaneously, the ordered q-tuple of alleles inherited from the same parent defines a haplotype. SNP haplotypes are more informative for disease mapping than are single SNPs. By capturing the dependence structure among multiple markers, haplotypes potentially provide information on untyped variants as well as on interactions among tightly-linked, typed variants. However, standard genotyping methods do not provide the information of the individual's two haplotypes. Only the unphased genotype (i.e. the observation of the two alleles at each marker, but not their parental origin) is generated. As a consequence, we are faced with an incompletedata problem for haplotype analysis.
There is a vast literature on statistical methods for analysis of haplotype association with genetic traits in samples of unrelated individuals; a relatively recent review paper is Schaid (2004) . For related individuals, the approaches can roughly be divided into two types: "case-control," which is the type of approach we pursue, and "family-based." Family-based haplotype association tests, such as FBAT (Horvath et al. 2004) , condition on both trait values and parental genotypes. When some or all parental genotype data are missing, the analysis is conditional on sufficient statistics for parental genotypes. Generally, this conditioning approach has the advantage of making the analysis more robust to population structure and the disadvantage of losing power compared to case-control studies (Risch and Teng 1998) . Familybased methods also typically require genotype data for family members of an affected individual. Thus they do not allow unrelated individuals in the analysis. In addition to being more powerful, case-control analyses are less restrictive than family-based approaches, because they can allow but do not require genotype data for relatives of affected individuals. For case-control studies that include related individuals, where general relationship types are allowed, methods for single-marker allele frequency estimation (McPeek, Wu, and Ober 2004) and for single-marker association testing (Slager and Schaid 2001; Bourgain et al. 2003 ; Thornton and McPeek 2007) have been proposed. Haplotype-based association analysis for case-control samples consisting of related individuals has been considered by Browning et al. (2005) and Zhang, Schneider, Ober, and McPeek (2005) .
Even for single-marker genetic analysis, sampling of related individuals can introduce complicated dependence structure. In addition, current genetic association analyses typically consider on the order of 10 4 to 10 6 markers throughout the genome, putting a premium on computational speed of inference. Furthermore, although the genetic model of the disease is typically unknown, the first and second moment structure of genotype data, under the null hypothesis of no association and no linkage, is a known function of the pedigree information and the unknown allele frequency. For these reasons, quasi-likelihood estimation and quasilikelihood score tests have proved useful for single-marker, case-control, genetic association studies with related individuals (Bourgain et al. 2003; McPeek et al. 2004; Thornton and McPeek 2007) . Quasi-likelihood inference (reviewed in McCullagh and Nelder 1989, chap. 9; Heyde 1997 ) was introduced by Wedderburn (1974) and is closely connected to the theory of optimal estimating functions (Godambe 1960) . To extend previous quasi-likelihood methods to haplotype-based case-control association testing in related individuals, we need to allow for both incomplete data and dependence of observations. Recent work on estimating equations in the context of incomplete data includes Heyde and Morton (1996) and Elashoff and Ryan (2004) .
We propose an incomplete-data quasi-likelihood (IQL) framework to address both dependent and partially-observed data. Under a generalized linear model for the marginal distributions of the complete data, we form an optimal linear estimating function, which we call an incompletedata quasi-likelihood score (IQLS) function, based on certain conditional expectations of the elements of the complete-data vector. In doing this, we take advantage of the availability of a correctly-specified covariance matrix in the genetics applications we consider. We provide detailed development of the method for the specific contexts of haplotype frequency estimation and testing for association of haplotypes with a genetic disease, and we apply it to test for association of haplotypes with alcoholism in the GAW 14 COGA data set.
METHODS

Incomplete-data Quasi-likelihood Score Function
Our genetics applications involve genotypes and haplotypes, which are modeled using dependent binomial random variables whose parameters depend on covariates. In this section, we develop our IQLS methods for a more general setting of dependent observations, in which the marginal distribution of each observation is a generalized linear model. 
, and β is an r × 1 parameter vector. The marginal score function with respect to the natural parameter
, and assume that Σ can be specified in terms of β.
We emphasize the following key features of the inference problems we consider: (1) The effects of interest can be described by a model for μ as a known function of the unknown parameter β. (2) The matrix Σ is also a known function of β. This latter point distinguishes our setting from, for example, that assumed in the GEE approach Zeger and Liang 1986 ) in which Σ is generally unknown. The assumption that Σ is a known function of β is applicable to practical applications in genetics such as allele and haplotype frequency estimation and association mapping.
In our setting, the quasi-likelihood score function is
Here D is the derivative matrix ∂μ/∂β. Even when the marginal log-likelihood l Y i is not correctly specified, provided that μ and Σ are the correctly-specified moments of Y, the quasi-likelihood score function is optimal in the class of linear unbiased estimating functions {H T (β)(Y − μ (β)) : H(β) is an n × r matrix}, in the sense that it has maximum information, where the information of an unbiased estimating function G is defined as ∂G/∂β) , and the maximum is taken in the partial order of nonnegative definite matrices. In our setting, Λ(U) = D T Σ −1 D. A quasi-likelihood estimator β̂ is obtained by solving U(β) = 0. Under regularity conditions, β̂ is consistent and asymptotically efficient.
We are particularly interested in the case when the complete data Y are partially observed. In that case, let I be the observed data (incomplete data). In some contexts, it might be natural to express I as I = (I 1 , …, I n ), where I i is a deterministic function of Y i , but this is not a requirement.
Indeed, we need not even require that I be a deterministic function of Y at all. For instance, we could allow I to consist of noisy observations on functions of Y.
We use the following approach to form incomplete-data estimating functions. We define
, where f i (I) is some function of I. As a special case, we could have f i (I) = I for all 1 ≤ i ≤ n, leading to Z = E(Y|I). In the general case, we note that E(Z) = μ, and we define Ω = Cov(Z) and F = −E(∂(Z − μ)/∂β). We then form an IQLS function, (2) where Ω −1 is replaced by the Moore-Penrose generalized inverse if Ω is singular. An IQL estimator for β is a solution of U I (β) = 0. We can typically obtain a solution β̂ by an iterative algorithm that is analogous to Newton-Raphson with Fisher scoring (Wedderburn 1974) . Starting at β (0) sufficiently close to β, we iterate according to (3) where β (t) is the parameter estimate at the tth iteration.
The IQLS function has information (4) and is the optimal estimating function within the class of linear, unbiased, estimating functions H I = {H T (β)(Z − μ) : H is an n × r matrix}. The optimality depends on correct specification of the first and second moments of Z and does not require correct specification of other aspects of the distribution. Yuan and Jennrich (1998) give conditions for existence, consistency, and asymptotic normality of estimators from a wide class of estimating functions that includes Equation (2). The conditions of Xie and Yang (2003) for GEE estimators can also be adapted to IQL estimators. For the haplotype estimation and association testing problems in section 3, we directly verify the conditions of Yuan and Jennrich (1998) .
Consider the special case when I can be expressed as I = (I 1 , …, I n ), where I i = g i (Y i ), with g i a deterministic, measurable function not depending on β. Then the following three properties follow (e.g. from Theorem 1.5.8 of Lehmann and Casella 1998) , where l I i is the log-likelihood of
Therefore, if we choose f i (I) = I i , then Z i −μ i = ∂l I i /∂θ i , and Z−μ can be viewed as the vector of incomplete-data, marginal score functions. In this special case, U I arises naturally as the optimal, linear, un-biased, estimating function based on the vector of incomplete-data, marginal score functions, while the complete-data estimating function U was the optimal, linear, unbiased, estimating function based on the vector of complete-data, marginal score functions. If, in addition, we restrict Y i , 1 ≤ i ≤ n to be independent, then U I is the incomplete-data, likelihood score function, and the IQL estimators are the maximum likelihood estimators (MLEs).
One would expect that the optimal choice of f i (I) in the IQLS function would be f i (I) = I, 1 ≤ i ≤ n. However, in some problems (for example, in many instances of the haplotype inference problems we consider), E(Y|I) is not computationally practical to obtain, so the IQLS function with f i (I) = I is not practically useful in such problems. In that case, we ideally want to choose
and the resulting Ω and F are not onerous. Heyde and Morton (1996) consider the problem of quasi-likelihood estimation with incomplete data. Suppose that Q is the complete-data quasi-score within some convex class H Y of unbiased, square-integrable, complete-data, estimating equations. Given a convex class H I of unbiased, square-integrable, incomplete-data, estimating equations, where H I is a linear subspace of H Y , Heyde and Morton (1996) show that the quasi-score within H I is the projection of Q into H I . However, dependence across observations would often lead to H I ⊄ H Y (e.g. in the haplotype analysis setting we consider), in which case the projection result does not hold. Elashoff and Ryan (2004) give an approach to constructing an estimating function for incomplete data based on an estimating function for complete data, with a practical computational method for obtaining the estimate. Applying the Elashoff-Ryan approach to our setting would yield estimating function
Comparison with Previous Approaches
One drawback of applying the Elashoff-Ryan approach to the haplotype inference problems we consider is that it is not always practical to obtain E(Y|I). Another consideration is that U ER is, in general, sub-optimal in the class of linear unbiased estimating functions {H T (β)[E(Y|I)−μ(β)] : H(β) is an n × r matrix}. In our setting, when it is practical to obtain E(Y|I), the IQLS function will be optimal in that class. Thus, for example, if β̂ is the IQL estimator and β̃ solves U ER = 0, then the relative efficiency of c T βĉ ompared to the c T β̃ (or equivalently, the ratio of non-centrality parameters for testing in the direction specified by c),
, for every choice of real vector c of length r, where Λ(U I ) is given by Equation (4).
Hypothesis Testing
We also consider the problem of hypothesis testing in the case when the unknown parameters β can be partitioned as β = (γ T ,α T ) T , where γ are the parameters of interest and α are nuisance parameters. Suppose we want to test the null hypothesis that γ = γ 0 . We partition the vector U I into and , where F γ = −E(∂(Z − μ)/∂γ) and F α = −E (∂(Z − μ)/∂α). Under the null hypothesis, the nuisance parameter α is estimated by α̂0 which solves U Iα = 0 when γ = γ 0 . Consider the information matrix Λ(U I ) of Equation (4), which we assume is positive definite. We can think of Λ as being composed of four blocks: Λ γγ which is the (γ,γ)th diagonal block of Λ, Λ αα which is the (α,α)th diagonal block of Λ, and two offdiagonal blocks: Λ γα and Λ αγ , which are transposes of each other. Similarly, we partition Λ −1 into Λ γγ , Λ αα , and Λ γα , Λ αγ . Then, in analogue to the classical likelihood-based score statistic in the presence of nuisance parameters, the IQLS statistic has the following form (5) where Λ γγ can be expressed as . More explicitly, we obtain the following equivalent form of the IQLS test statistic where the entire right-hand side is evaluated at (γ, α) = (γ 0 , α̂0. Under regularity conditions, the asymptotic null distribution of W is χ 2 with degrees of freedom equal to the dimension of γ. (For the haplotype association testing problem, sufficient conditions are given in the Appendix.) Note that in order to obtain W, it is not necessary to have a fully specified joint alternative distribution. It is sufficient to provide μ under the alternative and (∂Z/ ∂β) (γ,α)=(γ 0 ,α0) , which, in the haplotype testing application, can be derived under relatively weak assumptions on the alternative model.
APPLICATION TO HAPLOTYPE ANALYSIS
We apply the IQLS method to the problems of haplotype frequency estimation (sub-section 3.1) and testing for association between haplotypes and a binary genetic trait (subsection 3.2) in samples that contain related individuals. The following general set-up applies to both problems.
Suppose we have a sample of m outbred individuals, some of whom may be related with relationships specified by known pedigrees. (We assume a random sampling scheme under which the event that any particular set of individuals in the population is sampled is conditionally independent of their haplotypes, given the pedigree information and covariate values x.) Consider a set of q ordered, tightly-linked SNPs, where each SNP is a binary marker with alleles labeled 0 and 1. (Here, tightly-linked means that recombination among the SNPs is observed only over large time scales of many generations and is not observed within families.) Let ℋ = {h 1 , …, h a+1 } ⊂ {0, 1} q be the set of a + 1 distinct possible observed haplotypes for the q SNPs. In practice, we can have a + 1 < 2 q when certain haplotypes do not occur in nature. For simplicity, we assume that ℋ is known. The complete-data vector of length n = ma is taken to be
Under the assumption of Hardy-Weinberg equilibrium, the marginal model for Y ij is .5 × Bin(2,p ij ), where . The resulting marginal log-likelihood in terms of the natural parameter, θ ij = 2logit(p ij ), is l Y ij (y) = yθ ij − 2 log (1 + exp(θ ij /2)) plus a term not depending on θ ij , and we use the canonical link function, so that . 
, where M ij is the indicator of missingness of i's genotype at the jth SNP. We assume that genotype data are missing at random, i.e. conditional on the pedigree information and on x, the vector M is independent of Y, and we condition the analyses on M, x, and the pedigree information. We denote the observed data by I = (I 1 , …, I m ), where I i is the information of the values of the nonmissing entries of G i .
Haplotype Frequency Estimation
We first consider the problem of estimating the haplotype frequency distribution p = (p 1 , …, p a ) T for the population from which the m sampled individuals are drawn, where we assume P
We take x ij = e j , the vector of length a having jth entry equal to 1 and all other entries 0, for 1 ≤ i ≤ m, 1 ≤ j ≤ a. Then θ ij /2 = logit(p j ) = β j , so β j is a one-to-one function of p j for 1 ≤ j ≤ a. We have μ = 1 m ⊗ p, where 1 m is an m-vector of 1's, and ⊗ is Kronecker product. Mendelian inheritance in the pedigree implies that Σ = K ⊗ B, where K m× m , which is the correlation matrix of the m-vector (Y 1j , …, Y mj ) T for each 1 ≤ j ≤ a, is given by K i,j = 2ϕ ij , where ϕ ij is the kinship coefficient between individuals i and j, with 2ϕ ii = 1. (We will also refer to K as the kinship matrix.) Here B a×a , which is the covariance matrix of the a-vector
where ∂p/∂β is the a × a diagonal matrix with jth diagonal element p j (1 − p j ). The completedata quasi-likelihood score function is U(β) = (∂p/∂β)U(p), where U(p) is the quasi-likelihood score function in terms of p (used by McPeek et al. 2004) which is given by , where . U(p) and U(β) are equivalent in that they produce the same estimators of p. Here K is invertible provided the sample does not contain MZ twins (Thornton and McPeek 2007) , and the Moore-Penrose generalized inverse is used when the sample does contain MZ twins. For the case when complete haplotype data are available, the quasi-likelihood estimator, p̂ which solves U(p) = 0, is given explicitly by McPeek et al. (2004) .
With incomplete data, we form Z = (Z 11 , …, Z 1a , …, Z m1 , …,Z ma ) T , where
In the special case of unrelated individuals, provided f ij (I) contains at least the information of I i , the IQL haplotype frequency estimator is the same as the MLE, and, when the iterative algorithm of Equation (3) is applied to solve U I (p) = 0, it is the same as the EM algorithm. For large complex pedigrees, the optimal choice, f ij (I) = I, is not practical from a computational point of view. We consider two other choices: (a) f ij (I) = I i , the non-missing SNP genotypes of individual i, and (b) f ij (I) = (I i , I m(i) , I f(i) ), the non-missing SNP genotypes of individuals i,m(i), and f(i), where m(i) and f(i) are the mother and father, respectively, of i. We expect choice (b) to improve efficiency of estimation over choice (a), and this is explored in the simulations of section 4. In the Appendix, we give sufficient conditions for existence, consistency, and asymptotic normality of the IQL haplotype frequency estimator.
Case-Control Association Testing: M IQLS
We consider the problem of testing for association between a binary trait, which we call the phenotype (typically a disease with some genetic component), and haplotypes for a set of tightly-linked SNPs. We use the IQLS approach to extend the single-marker, complete-data M QLS test of Thornton and McPeek (2007) to the M IQLS test based on haplotypes with incomplete data. We allow for missing phenotypes and missing genotypes. Phenotype is treated as a covariate, and the analysis is conditioned on it. Let A be the m-vector of phenotype information, with A i = 1 − k if i is affected, −k if i is unaffected, and 0 if i's phenotype is missing, where k is an estimate of prevalence of the disease in the relevant reference population. A can be thought of as the mean-corrected phenotype indicator with adjustment for retrospective sampling. The resulting hypothesis test will be valid for any fixed 0 < k < 1.
For association studies of complex traits in samples of related individuals, there is an "enrichment effect," namely, that affected individuals with affected relatives have a higher expected frequency of the alleles that increase susceptibility for a complex disease than do affected individuals who do not have affected relatives. We allow for this enrichment effect by including Ã = KA instead of A as a covariate in our generalized linear model, where K is the kinship matrix. We take Y ij ~ .5 × Bin(2,p ij ) as before, where we now let
The 2a × 1 parameter vector is β = (γ T , α T ) T where γ = (γ 1 , …, γ a ) T is the parameter of interest, which measures trait-haplotype association, and α = (α 1 , …, α a ) T is a nuisance parameter whose entries are the logits of the haplotype frequencies unconditional on phenotype. The form of Equation (6) is justified by an asymptotic argument applied to a single-gene model with effect size tending to zero (see Thornton and McPeek 2007) . Note that the definition of Ã can be easily extended to allow for contributions from relatives who are phenotyped but not genotyped, by extending the summation over k in Equation (6) to include these additional relatives. The null hypothesis of no trait-haplotype association is H 0 : γ = 0, while the alternative is γ ≠ 0. Under H 0 , assuming no linkage, the first and second moment structure for Y is the same as in the previous subsection. Applying Equation (5) to the special case of complete data (Z = Y), we obtain a quasi-likelihood score statistic that is equal to the M QLS test statistic of Thornton and McPeek (2007) .
To form the M IQLS test statistic with incomplete data, we consider the same two choices of f ij as in the previous subsection. If we view Z ij (γ,α) as a function of (γ, α), then the calculation of M IQLS requires Z ij (0,α̂0), which is the same as Z ij (p) in the previous subsection. We require Var(Z) only under the null hypothesis, which equals the Ω that would be obtained for the estimation problem of the previous subsection. We keep μ the same as in the complete data case (specified by inverting the logit of Equation (6)). To obtain F(0,α̂0) = −E(∂(Z − μ)/ ∂β) (0,α̂0 ), we also need an expression for E(∂Z/∂β) (0,α̂0) . For any given alternative model, consider a power series expansion for Z ij (γ, α) = E(Y ij |f ij (I)) around γ = 0. In fact, we only need the first-order term of the series to obtain the derivative at γ = 0. It turns out that this first-order term, which depends on Ã, will be the same for a single-gene multiplicative model and a singlegene additive model, and that is what we use to obtain E(∂Z/∂β) (0,α̂0) . The M IQLS test is the resulting score test for the null hypothesis γ = 0, obtained from Equation (5). Note that to obtain an asymptotic null distribution for M IQLS , it is sufficient to have correct specification of μ, Ω, and F under the null hypothesis (under conditions given in the Appendix).
When expected counts of some haplotypes are small, one can usually increase power by pooling haplotypes to reduce the degrees of freedom, a. In the analysis of 5-SNP haplotypes in section 5, we combine haplotypes by a variation on the "clustering" method of Tzeng, Devlin, Wasserman, and Roeder (2003) . This involves grouping rare haplotypes with more common ones that differ at a single site until every category has estimated frequency ≥ .05, while rare haplotypes that differ at two or more sites from every other sampled haplotype are pooled to form a new category.
Connection between M IQLS and Retrospective Likelihood
To clarify the relationship of IQL to likelihood-based haplotype methods (e.g. Lin and Zeng (2006) , developed for unrelated individuals), we describe a close connection between M IQLS and the score test based on a retrospective likelihood. Assume without loss of generality that the first ρ ≤ m of the m ordered individuals have known phenotype, and for these individuals, let X i = 1 if i is affected, and X i = 0 if i is unaffected. Here we treat Y and A as m-vectors, as before, while X is a ρ-vector which is a function of A. We condition the analysis on the pattern of missing phenotype information among the sampled individuals. Consider the following prospective logistic regression model for phenotype given complete haplotype data:
where , with the parameter r = (r 1 , …, r a ) T representing association of the haplotypes with the phenotype, and with β 0 = logit(k) representing logit of disease prevalence under the null hypothesis. Model (7) is not appropriate for complex traits in related individuals, because under the null hypothesis of no association, H 0 : r = 0, the phenotypes of related individuals are modeled as independent, which is unrealistic. Therefore, we generalize Equation (7) to the following larger class of models, which allows dependence of the phenotypes under the null hypothesis: (8) where is the normalizing constant and P 0 (X) is the joint distribution of X when r = 0. Here P 0 (X) allows for dependence among the X i 's and need not be specified. We assume that P 0 (X) has the property that all the marginals are the same, i.e. that P 0 (X i = 1) = ∑ x∈{0,1} m P 0 (x)x i = k for all 1 ≤ i ≤ m, where this is the same prevalence, k, that we use in the definition of the phenotype vector A. Equation (8) represents exponential tilting of P 0 (X). Equation (7) is obtained as a special case of Equation (8) (8), we can obtain the retrospective likelihood for complete haplotype data, L Y = P(Y|A). Under assumptions on missing genotype data stated in the beginning of section 3, the retrospective likelihood for incomplete haplotype data is modeled by (9) where the second and third summations are over all complete-data vectors Y that are compatible with the observed data I. As a consequence, the incomplete haplotype data retrospective likelihood score function, lİ satisfies (10) where l̇Y is the complete haplotype data retrospective likelihood score function. Using the above observations, it is easy to verify that when the nuisance parameter, p, is known and with k chosen as above, the retrospective likelihood score test for every model in the class given by Equation (8), with related individuals and complete or incomplete data, is the same as the M IQLS with choice f ij (I) = I. However, the nuisance parameter is generally not known, and in the likelihood score test, p is estimated by the MLE under the null hypothesis, while in the M IQLS , it is estimated by the computationally-simpler IQL estimator under the null hypothesis. The different estimators of the nuisance parameter, p, cause the variance portions of the two test statistics to differ as well because they account for estimation of p. For unrelated individuals, the MLE and IQL estimators of p are the same, and the retrospective likelihood score test is identical to the M IQLS , under the weak assumption that f ij (I) contains at least the information of I i for each 1 ≤ i ≤ m.
Estimators and Tests to be Compared by Simulation
In section 4, we perform simulation studies to assess our IQL haplotype frequency estimators and M IQLS disease-haplotype association tests, and we compare them to a few other tests and estimators, which are described in this subsection.
In our IQLS haplotype tests and estimators, calculation of the covariance matrix Ω is one of the more challenging aspects. Particularly in the estimation context, it is natural to wonder how much is gained by accounting for relatedness of individuals in the calculation of Ω. Therefore, we also consider what we call the equal-weight (EW) estimating function, U EW . Let
, and
, which can be viewed as Equation (2) with Ω replaced by the block-diagonal matrix Ω diag = diag(Ω 1 , …, Ω m ). In the special case of unrelated individuals, U EW = U I , and the EW estimator coincides with the IQL estimator. When relatives are sampled, if we choose f ij (I) = I i (choice (a) of subsection 3.1), the EW estimator is the estimator obtained by applying the MLE for unrelated individuals to a sample of related individuals. We also use U EW to obtain a score test for γ = 0 by Equation (5). (Note that Λ(U EW ), which is needed in Equation (5), does involve the off-diagonal blocks of Ω.)
Because of its close connection to prior work (Elashoff and Ryan 2004; Browning et al. 2005; Zhang et al. 2005) , the estimating function, U CDW , which we call the complete-dataweight (CDW) estimating function, is also considered. We define , where . In the special case of complete data, we have U CDW = U, where U is the complete-data, quasi-likelihood score function given in subsection 3.1. The CDW estimator is closely related to the estimator of Zhang et al. (2005) , who applied essentially the same estimating function to a somewhat different context of control haplotype-frequency estimation based on the non-transmitted haplotypes of parent/affectedchild trios, under the further constraint that the haplotype frequencies follow a Markov model. Furthermore, U CDW is equivalent to the estimating function, U ER , of Elashoff and Ryan (2004) in the special case when both of the following hold: (2) is constant in 1 ≤ i ≤ m and of full rank.
For complete-data, case-control association testing with related individuals, Bourgain et al. (2003) formed a quasi-likelihood score test statistic (W QLS ) using Equation (5), but instead of modeling the mean by Equation (6), they used the simpler model (11) where X i = 1 if i is affected and 0 if i is unaffected, and individuals with missing phenotype are dropped from the analysis. The model of Equation (11) ignores the enrichment effect described in subsection 3.2. For any of the estimating functions, U I , U EW , or U CDW , when we form a score test for γ = 0 by Equation (5), we can use either Equation (6) or Equation (11) for the mean model. The score test constructed from U CDW with the mean model of Equation (11) is the score-test version of the composite-likelihood ratio test of Browning et al. (2005) for case-control haplotype association in related individuals.
SIMULATION STUDIES
To assess MSE of the IQL haplotype frequency estimators and type I error and power of the IQLS haplotype association tests, we consider three study designs, which are similar to those of Thornton and McPeek (2007) . In the first, 60 outbred, three-generation, 16-person pedigrees are sampled, where 20 of the pedigrees have 4 affected individuals, 20 have 5, and 20 have 6. The pattern of affected and unaffected individuals varies randomly according to the trait models described in the next paragraph. In each sampled pedigree, phenotypes for all 16 individuals are observed. An individual's genotypes are observed if and only if at least 30% of the individual's siblings, parents, and offspring are affected. The second study design is similar to the first with two differences: (1) an additional 200 unrelated, unaffected controls are included in the study; and (2) for each individual in a sampled pedigree, the individual's genotypes are observed if and only if at least half of the individual's siblings, parents, and offspring are affected. The third study design consists of 120 pedigrees of the above structure, where exactly 40 have 1 affected individual, 40 have 2, and 40 have 3. Phenotypes are observed for all individuals, and genotypes are observed for all affected individuals plus two unaffected individuals randomly chosen in each pedigree. To assess the impact of parental genotype information, we further simulate parental genotypes for all genotyped individuals and compare the results with and without this additional parental genotype information.
We simulate under multilocus trait models I and III of Thornton and McPeek (2007) , where we replace their SNP 2 with a trio, T 2 , of tightly-linked SNPs for which there are 6 possible haplotypes. We replace alleles 1 and 0 of their SNP 2 by the sets of haplotypes {101, 110} and {000, 001, 010, 100}, respectively, for T 2 . Table 1 gives haplotype frequencies for T 2 with resulting population prevalence, k, and sibling risk ratio, λ s = k s /k, where k s is the prevalence conditioned on having an affected sibling.
MSE Comparison for Haplotype Frequency Estimation
In Table 2 , we compare 6 incomplete-data, haplotype-frequency estimators from section 3, where the subscript a or b denotes the choice for f ij (I). We generate 5,000 data sets under design 1 with model Ia. Haplotype frequencies are estimated at a trio of tightly-linked SNPs that are unlinked and unassociated with any causal variants. For each setting, we use the method of Nicolae (2006) to quantify the extent to which genotype data are informative about the given haplotype. Specifically, we measure the proportion of an individual's haplotype-j information that is provided by his genotype as
, where Z ij is calculated with f ij (I) = G i . The proportion of haplotype-j information on an individual obtained when the genotype data of both the individual and his parents are available is m Gtrio , which equals the above ratio calculated with f ij
IQL b , which incorporates parental genotypes and uses optimal weights, has the smallest MSE in all cases. CDW b performs almost as well, because G trio provides close to complete haplotype information (m Gtrio close to 1). The use of optimal weights provides a more marked improvement over the use of complete-data weights when the amount of information is lower (IQL a vs. CDW a for which the information is m G ). The EW estimators perform worse than the CDW and IQL estimators under both choices (a) and (b).
Power and Type I error of Haplotype Association Tests
We compare score tests based on U I , U EW , and U CDW , where we denote the resulting tests by IQLS, EWS, and CDWS, respectively. We consider each of these with options (a) and (b) for f ij , where these are denoted by subscripts a and b, respectively, and we consider two alternative mean models, given by Equation (6) and Equation (11), which we denote by M and W, respectively. Thus, e.g., W IQLS b denotes the score test based on U I with choice (b) for f ij and the mean model of Equation (11).
To further investigate the effect of the choice of f ij on the power of the IQLS tests, in addition to choices (a) and (b) described above, we would ideally like to compare the choice f ij (I) = I. Because this choice presents computational difficulties, we instead consider choice (c), which gives an upper bound on the power when f ij (I) = I. For choice (c), if individual i's typed relatives are a subset of {i, f(i),m(i)}, then we take f ij (I) = I, and if individual i has typed relatives other than parents, we use complete haplotype data for individual i.
To assess type I error, association is tested with haplotypes at a trio of tightly-linked SNPs that are unlinked and unassociated with any causal variant, where individuals are sampled according to design 1 with model Ia. Based on 5,000 replicates, we find that for all 14 tests, type I error is not significantly different from the nominal when α = .05 or .01 (results not shown).
In Table 3 , we compare power to detect trait-haplotype association at the trio T 2 of tightlylinked SNPs that are associated with the trait, under designs 2 and 3. In every setting, the M IQLS tests perform best, with M IQLS c and M IQLS b having, respectively, the highest and secondhighest power among all tests for all simulation settings, and with M IQLS a having highest power among the tests in which only the individual's genotype data are conditioned on (choice (a)). This suggests that with related individuals, all three of the following are important for power: optimal weighting of individuals, accounting for the enrichment effect, and incorporating parental genotype information. The comparison of choices (a), (b), and (c) for f ij in the IQLS tests indicates that little power is lost when f ij (I) = (I i , I m(i) , I f(i) ) is used compared to the more computationally intensive or infeasible approach of using f ij (I) = I. The power difference between these is no more than .05 across all simulation settings. This is not surprising, because adding parental genotype information allows one to capture most of the haplotype information for an individual, as reflected, for example, in the high values of the measure of information, m G trio in Table 2 .
Interestingly, although the CDW approach performs substantially better than the EW approach for estimation, it performs noticeably worse for association testing, probably because the EW approach tends to have a built-in enrichment effect in these study designs, i.e. it effectively gives extra weight to affected individuals with affected relatives in the sample. For the IQLS and CDWS tests, use of the mean model of Equation (6) always provided at least as much power, and usually more, than did use of the mean model of Equation (11), illustrating the enrichment effect. For the EWS test, because there is already a built-in enrichment effect, one can often have worse power with Equation (6) than with Equation (11).
DATA ANALYSIS
We apply our IQLS score tests to study association of haplotypes with alcoholism in the GAW 14 COGA data set described in detail in Edenberg et al. (2005) . Of the 1,614 individuals from 143 families, we include only those coded as "white, non-Hispanic." After exclusion of two individuals with apparent relationship errors and five who appear to have mixed or misclassified ethnicity, 1,067 individuals remain. We classify as affected those who are "affected with ALDX1" or who have "symptoms of ALDX1." We classify as unaffected those coded as "pure unaffected," and we classify as missing phenotype those coded as "never drank alcohol." By these criteria, there are 855 affected, 199 unaffected and 13 missing phenotype. Among these 1,067 individuals, there are 1,023 individuals with available SNP data. We analyze the 10,407 autosomal SNPs in the data set having minor allele frequency > .01.
We test for association with haplotypes based every adjacent pair of SNPs, using the M IQLS with k = .05. Table 4 lists three pairs of SNPs for which the M IQLS test is significant at the 5% level after Bonferroni correction. In each of these examples, the detected association is driven by a rare two-SNP haplotype that occurs only in individuals with large values of Ã. Association is not detected for any of the SNPs marginally, because the individual SNPs do not have rare alleles, and their alleles are not strongly associated with Ã. This could occur, for example, if a predisposing allele at an untyped variant were in linkage disequilibrium with the haplotype.
We follow up the 2-SNP haplotype analysis with a 5-SNP haplotype analysis, based on a sliding window, across all SNPs on each of the three chromosomes on which we detected association. For each 5-SNP window, we reduce the degrees of freedom of the test by clustering haplotypes as described in subsection 3.2. In addition, we compute p-values using a wide range of values for the estimated population prevalence, k. Table 5 gives the three windows for which the resulting M IQLS association test has p-value < 10 −6 . The effect of k on the p-value is slight, suggesting that the results are quite robust to choice of k. If we instead use a p-value threshold of 10 −5 , we gain two additional significant windows, one that overlaps by 4 SNPs with the third window in Table 5 and one that overlaps by 4 SNPs with the second window in Table 5 , so that the same 3 regions are still identified. Two of the regions identified by 2-SNP haplotype analysis in Table 4 are identical to regions identified by 5-SNP haplotype analysis in Table 5 , with comparable p-values between the two analyses. A region on chromosome 10 was detected by 2-SNP but not 5-SNP haplotype analysis. This is a result of low linkage disequilibrium among typed SNPs in the region: r 2 between SNPs tsc0041916 and tsc0048856 is .98, while r 2 of either of these two with other typed SNPs is less than .16. Thus, the 3 additional SNPs, in a 5-SNP haplotype containing tsc0041916 and tsc0048856, mainly introduce noise to the analysis.
The first set of five SNPs in 
DISCUSSION
Genetic association analysis is widely used to identify genetic variants that underlie human complex disease. Haplotypes are more informative for disease mapping than are single markers, because haplotypes can provide additional information on untyped variants as well as on interactions among tightly-linked, typed variants. However, we generally have only partial haplotype information on each individual. Dependence among observations in an association study, due to relatedness of sampled individuals, commonly arises when families sampled for a linkage study are included in an association study. We introduce the IQLS method for assessment of disease association with haplotypes in case-control studies in which some individuals may be related. The method is applicable to completely general samples of related and unrelated individuals, including large complex pedigrees as well as samples that combine small families with unrelated individuals. The IQLS method effectively addresses the problems of dependent and partially informative observations in a way that is computationally practical and that does not require specification of a full joint distribution.
In simulation studies, the M IQLS tests perform well for a range of complex disease models. We consider the impact of each of the following features of our M IQLS haplo-type association test:
(1) incorporation of the "enrichment effect" that is characteristic of complex genetic models; (2) use of optimal weights (as opposed to complete-data or equal weights); and (3) use of parental genotype data to obtain more information about an individual's haplotype. All three of these features seem to have a noticeable impact on power. In an analysis of the GAW 14 COGA data set, we detect significant association of haplotypes with alcoholism in a casecontrol sample consisting of families, where these associations are not apparent from single-SNP analysis.
The IQLS method for parameter estimation and hypothesis testing is presented in a somewhat more general setting in which the complete data are dependent with marginal distributions following a generalized linear model. When the first and second moment structure can be correctly specified, the quasi-likelihood score method provides a way to draw inference without specifying the full joint distribution. This is advantageous when the MLE is very difficult to calculate or when there is in-sufficient information to construct a likelihood function. With incomplete data, we form an IQLS function, which is a quasi-likelihood score function based on a vector Z whose elements are conditional expectations of the elements of the completedata vector, given selected functions of the incomplete data. We use an iterative algorithm to obtain the IQL parameter estimates. The computational complexity of the method will depend on the choice of conditioning events. There is wide latitude in this choice, provided that the covariance matrix and expected derivative of the conditional expectations are correctly specified. (For the testing problem, these need only be evaluated under the null hypothesis.) An estimated variance-covariance matrix for the IQL estimator, appropriately adjusted for incomplete data, is obtained as part of the iterative algorithm. Under regularity conditions, the IQL estimator is consistent and asymptotically normal with minimum asymptotic variance among estimators that are solutions to linear unbiased estimating equations based on Z. Table 2 Ratios of MSE for estimation of haplotype frequency p, based on 5,000 simulated replicates, where, for each estimator, the ratio of its MSE to the MSE of IQL b is reported Table 3 Empirical power results, based on 5,000 simulated replicates, α = .05 
