I. INTRODUCTION
Dynamic metric is a well-known method to improve performance of WMNs (Wireless Mesh Networks). By quantifying quality of links, and by computing optimal paths based on the values, dynamic metrics enable packets to be forwarded with high-quality links while avoiding low-quality links. ETX [1] would be the best-known dynamic metric, which measures the average retransmission count on a link via periodically transmitted probe packets. Many dynamic metrics have been proposed so far, which include those for multi-channel WMNs such as WCETT [2] and MIC [3] . They proved that dynamic metrics improve network performance in multi-channel environments by pursuing relatively slow transition of link quality.
Nevertheless, communications over WMNs are definitely unstable from the viewpoint of users' experience; our simulation and real experiments showed that throughput largely fluctuates in the scale of minutes when networks are crowded, resulting in the unstable networks that are not acceptable for users. The reason of this instability is that link metrics cannot pursue the rapid transition of link quality caused by congestion, rather than the natural transition caused by external factors. Specifically, because dynamic metrics include significant delay due to measurement, metric values inevitably include significant gap against the real link quality, resulting in forwarding paths being far from optimal.
In this study, we combine the speedy local decision of forwarding channels with dynamic metrics in multi-channel WMNs to complement the delay drawback of dynamic metrics. Our method switches forwarding channels adaptively through instant local measurements of channel conditions to select the best channel even under rapid transition of link quality.
II. PROPOSED METHOD

A. The Idea
Dynamic metrics inevitably include delay against the real link-quality values due to two reasons: (i) metrics are measured through the observation of links during a certain period of time, and (ii) metrics are propagated over networks via periodically forwarded messages. Thus, we try to complement dynamic metrics by introducing local switching of forwarding channels. By instantly checking the quality of several links that connect to the next-hop node (since a link corresponds to a unique channel in C, we use the terminology "links" instead of "channels," hereafter.), we would select the best link for the next-hop transmission. Because this local switching follows rapid change of link quality, we can make more-optimal path selection by following both the rapid link-quality transition (by the proposed method) and the network-wide trend of communication quality (by dynamic metrics).
B. Assumptions in Our Multi-channel WMNs
We assume multi-radio, multi-channel networks deploying IEEE 802.11 MAC where the number of channels is the same as that of radio. Thus, we suppose that every node has the same number of radios, each of which corresponds to each channel c ∈ C, where C is the set of available channels. For example, the networks in which every node has |C| NICs are fit into this assumption. We further assume that proactive routing protocols such as OLSR as well as dynamic metrics are deployed to compute forwarding paths. Therefore, to each neighbor, the channel used to transmit frames is selected from C based on the shortest-path computation.
C. The Proposed Method
The proposed method prepares two links that are possibly used as the forwarding link. Every node has a primary link for each neighbor that is computed as the next-hop link through the shortest-path computation. Thus, the primary link (u, v) has the lowest metric among all links from node u to v. For each primary link (u, v), we select the secondary link from u to v with the second-lowest metric. We forward packets using those two links switched adaptively.
We detect congestion through an instant observation of a link based on the mechanism of CSMA/CA, to perform the local selection of links to forward packets. Remember that, in CSMA/CA, a node retransmits a data frame when the node does not receive the corresponding ACK frame. Naturally, the retransmit count goes larger when congestion on the link grows larger. Thus, in our method, we take a threshold on retransmission counts to detect congestion. Specifically, every node measures the transmission counts of data frames on every connecting link l, and holds the results for the past n packets as well as their average r l . If r l exceeds the threshold T r , the node regards that the link is congested, and for a certain period of time T c the node assumes that the congestion on the link continues.
Our basic strategy on selecting the forwarding link is to use an uncongested link between primary and secondary links. To do this, we maintain three states of nodes for each neighbor, i.e., primary, secondary, and return states. The specific linkselection procedure is as follows: Initially, (1) a node is in the primary state. In this state, a node uses the primary link l p as the forwarding link, and watches the average retransmission count r lp on that link. If r lp exceeds the given threshold T r , the node transits to the secondary state, and the node remembers the value r lp for a while. (2) If a node is in the secondary state, it uses the secondary link l s as its forwarding link. The node watches the average retransmission count r ls of that link, and when r lp < r ls , the node transits to the return state. (3) If a node is in the return state, it uses the primary link as its forwarding link. In this state, nodes will not transit to any other state for a certain period of time. Finally, (4) when the certain period of time T c has passed after a node transits to the secondary state, the node returns back to the primary state and reset the state, i.e., it transits to the primary state. In this way, nodes switch the forwarding link with less frequency than the interval of T c .
In steps (1) and (2), a node selects the less congested link to forward packets. If both links are congested, step (3) chooses to use the primary link. Because quick repetition of link switching would bring worse performance, we apply T c to prevent the frequent oscillation of forwarding links in step (4).
III. EVALUATION
A. Simulation Scenarios
We evaluated the proposed method using Qualnet 5.0 simulator. Table I shows the simulation environment. In our 7 × 7 grid topology, we generated 48 CBR (Constant Bit Rate) flows, each of which sends packets from each node (except for the center node) to the center node of the grid. Note that the center node is supposed to be the gateway to the Internet.
As the performance criteria used in this evaluation, we used the aggregated throughput of all flows, and the coefficient of variation C v . The latter represents the stability of communications experienced by users, and is computed with the formula
x , where σ represents the standard deviation of the throughputs measured at every second and x does the average of them. For each set of simulation parameters, we conducted 5 repeated experiments with different random seeds, and output the average of them. Figures 1 and 2 show the aggregated throughput and C v , respectively, with variation of the total transmission rate of flows. In these results, the performance of the proposed method over WCETT metric is compared to the conventional shortestpath routing over WCETT.
B. Results
These two figures indicate that the proposed method improves both the aggregated throughput and the stability compared to the conventional method, when the total transmission rate is less than 6 Mbps. In contrast, when the total transmission rate exceeds 7.5 Mbps, we see that the difference of the throughput between WCETT and the proposed method shrinks as the transmission rate goes higher, and finally the performance is reversed in some cases. This result shows that the proposed method improves both the throughput and the stability unless networks are saturated with heavy traffic load.
IV. CONCLUSION
In this paper, we focused on the instability of communications over multi-channel WMNs with dynamic metrics, and showed that the instability can be improved using the local link switching unless networks are overloaded. We showed that the combination of the local switching of links (that follow rapid transition of link quality) and dynamic metrics (that follow the network-wide trend of communication quality) works well in multi-radio multi-channel WMNs.
