The nonresponse adjustment estimator, derived in this paper by standard regression tools, is surprising by its form. The weights of the new estimator, called the f-estimator, are (general) inverses of the respective weights in the classical linear calibration estimator and propensity adjusted estimator. In a simulation experiment on real data, the new estimator is the best for several study variables.
Introduction
Nowadays, response rates are low in many sample surveys. It is dicult to estimate population parameters from the response set since the response mechanism is unknown. In the full-sample design-based theory, there are universial results holding for any study variable (y-variable) and any sampling design. Examples of these important properties are unbiasedness of the HorvitzThompson estimator [5] , or nearly unbiasedness of the calibration estimator [3] . Such universal results are not available for the estimators under nonresponse. Estimators are usually biased, and the situation is even more complicated − the bias is dierent for dierent variables in the same sample survey.
There is a long history and large literature on the estimation under nonresponse [10] . The extensive development of new methods took place after auxiliary information (from various registers) became available. Auxiliary variables (x-variables) are used to construct nonresponse adjusted estimators. A review on nonresponse weighting adjustments is given in [2] . Classical adjustment estimators are the calibration and the response propensity (called also double expansion) estimators. Their task is to reduce bias. The arguments here are: (1) calibration estimator is exact for auxiliary variables, therefore, perhaps, is less biased for study variables, (2) response propensities estimate response probabilities, the latter, if known, produce unbiased estimator by double expansion.
Additional requirements are postulated for auxiliary variables. For estimating response probabilities they have to be related to both, the response indicator and the y-variable ( [6] , [1] ). In calibration, the x-variables have to be related to the y-variable.
Theory concentrates on one xed y-variable and seeks the best possible, least biased estimator for this variable. The received estimator involves weights computed with auxiliary variables. In practice, these weights are uniformly applied for all study variables in the survey at hand. The problem occurs when the response is poorly explained by available auxiliary variables; usually response also depends on study variables. More important, study variables (there are many in a survey) have dierent relationships with auxiliary variables, and therefore the weights computed with the same auxiliary variables cannot work well for all study variables. There are even cases where adjustment increases bias compared with simple unadjusted estimator [4] .
It is important to evaluate goodness of the estimator not just for one study variable, but rather over all study variables of the survey. Here we use the average absolute relative bias. We call the estimator best if its absolute relative bias is smallest on the average (average over all study variables in the current survey).
We derive a new estimator by regressing the study variable y on the auxiliary vector x. The estimation of the regression slope can go in two dierent ways. One of these gives well-known classical linear calibration estimator, another gives the new f-estimator. Basically, the f-estimator is the mean of tted values in the response set r. The received mean uses auxiliary information outside r, which may decrease bias for some study variables.
The f-estimator is theoretically compared with well-known estimators, such as the simple unweighted, propensity adjusted and calibration estimators. The weights of the f-estimator and of the calibration estimator are each other's inverses in a general sense. Two modications are dened: the scaled f-estimator and the mixture estimator. The scaled f-estimator uses rescaled weights that have mean 1 in the response set, similarly to the weights of the calibration estimator. The mixture estimator chooses for each y-variable either calibration or f-estimator. The decision is made using upper bounds for the dierences from the target sample mean of both estimators.
Preliminaries
The sample s is drawn from the population U = {1, . . . , k, . . . , N } so that unit k has the known inclusion probability π k > 0 and the sampling weight d k = 1/π k . The response r is the set of units k having delivered their values of study variables. The mechanism that generates r from s is unknown, r ⊂ s ⊂ U . The (sample-weighted) survey response rate is
In the nonresponse context, three types of variables play a role. The study variable (continuous or categorical) y has values y k observed for k ∈ r only, and is used to estimate the population total Y = k∈U y k , or the mean Y = k∈U y k /N . The response indicator I has value I k = 1 for k ∈ r and I k = 0 for k ∈ s − r. The auxiliary vector x with value x k is available at least for k ∈ s, possibly for k ∈ U . The J ≥ 1 variables in the vector x can be continuous or categorical. They are recorded from registers or available as paradata from the data collection process. More particularly, x can be a group vector, that is, of the form x k = (0, . . . , 1, . . . , 0) with a single entry 1 to indicate the group membership of k.
We assume that all x-vectors used here have the following feature: there exists a constant vector µ (not depending on k) such that µ x k = 1 for all k.
(1)
Most vectors of interest satisfy this requirement. When the vector x k has one constant element, e.g., 1 in the rst position for all k, then µ = (1, 0, . . . , 0) satises (1) . When x is a group vector, the vector µ = (1, 1, . . . , 1) satises (1). The reason for the requirement is convenience in many derivations and simple forms of the results. In the following, the design-weighted means and the second moments of the x-vector are needed, both in r and in s:
where the matrices Σ r and Σ s are assumed to be nonsingular. Also, the following quadratic forms are used:
Both Q s and Q r express the balance of auxiliary variables in the response set with respect to the full sample s. Särndal [8] has dened the imbalance measure as IM B = P 2 Q s . There are limits for Q s , 0 ≤ Q s ≤ (1 − P )/P .
Estimators based on regression
Our target is the sample mean of the study variable,
The sample meanȳ s is unbiased for the population mean but, regrettably, not computable under nonresponse. Estimators can be constructed from the response set r, with the aim to be unbiased or close toȳ s . Note that speaking about the bias with respect toȳ s , we mean the conditional bias over the response mechanism (over realizations of the response r, given a sample s). Below we consider estimators derived by the linear regression − two well-known estimators and one new estimator. Under nonresponse, the classical two-phase approach [10] leads to the estimatorȳ
where θ k = P (I k = 1|k ∈ s) is the response probability. For xed s, the resultingȳ 2ph is unbiased forȳ s . Since θ k is rarely known, the natural move is to estimate it. Under available auxiliary information, it is possible to estimate the response propensity P (I k = 1|x k , k ∈ s) and use it as an estimator for θ k . The propensity adjusted or double expansion estimator is received. For estimating response propensities, and also θ k , we regress I k on x k in s, and nd coecient-vector b in b x k by weighted least square method (WLS). We get b = Px r Σ −1 s , and use the respective linear combination, the tted value, as an estimator for θ k ,
where
The propensity adjusted estimator follows from (5) to (7) and from the expression for P ,ȳ
For the linear calibration estimator and for the new f-estimator we regress y k on x k in s. The WLS method gives the coecient-vector
The problem with (9) is missing y k in s, they are only known in r, r ⊂ s. We consider two ways for estimating b s . First, estimating both factors in (9) by the respective means in r, we get the coecient-vector
The respective tted values are b r x k . It appears that the mean of the tted values in s is the classical linear calibration estimator,
where g k is the calibration weight,
It is easy to check that calibration property holds, i.e., applying g k on the auxiliary vector x k results with the exact sample mean in s,
The second way for estimating (9) avoids estimating Σ s . It can be computed if auxiliary variables are known for each k ∈ s (standard situation). Thus, estimating only the rst factor in (9) gives
Taking the mean of the respective tted values b sr x k in r gives the new estimatorȳ f which we call f-estimator,
where f k is given in (7) . Comparingȳ f and the well-known propensity adjusted estimatorȳ pro in (8), we notice the surprising opposite role of the factor f k : in one case it divides y k , in the other case it multiplies it. The estimatorsȳ f andȳ cal are also opposite in a certain sense. They both have their weights, respectively f k and g k , in the numerator, but these weights are inverses of each other in a general sense, namely the means of their product are equal to 1 both in s and in r,
The above property and many others of the factors f k and g k are proved in [11] . The relationship (1) for the auxiliary vector is important in derivations. Inserting µ x k = x k µ = 1 in suitable places helps to simplify matrix expressions. If the auxiliary vector is a group vector, then g k = 1/f k , and y cal =ȳ pro , i.e.,ȳ cal andȳ f have opposite use of the weight f k .
In [11] the means of weights f k and g k in r are given as
where Q s is in (4) . Here comes the motivation to rescale the weights f k to have average 1. One more comparable estimator, the scaled f-estimator is given byȳ
When derivingȳ f , we have taken the mean of the tted values over r. However, it uses auxiliary information outside r; through Σ s . On the contrary, taking the mean over s and using property (1) results in the simple unweighted mean,
The estimatorsȳ unw ,ȳ f ,ȳ pro ,ȳ cal are related, as studied below.
Relationships between estimators
The CauchySchwarz inequality gives for nonnegative y k and f k
In another way,
We see from (16) that ifȳ f ≤ȳ unw , thenȳ pro ≥ȳ unw , i.e., in each response set r the propensity weighted and the f-estimator are on either sides of the unweightedȳ unw . Suppose that we know thatȳ unw is biased and, e.g., underestimatesȳ s . Most probably, for a given r, one hasȳ unw <ȳ s . We want to make nonresponse adjustment with estimators using auxiliary information. Suppose thatȳ pro <ȳ unw . Clearly, it is not wise to useȳ pro , but rather stay withȳ unw , or perhaps choose insteadȳ f . Similar arguments hold for the calibration estimator, at least for the group-vector x case, thenȳ pro =ȳ cal . The important question is, which is closer toȳ s ? Is itȳ pro ,ȳ cal , or is it y f orȳ scf ? A drawback ofȳ pro is that f k placed in the denominator may be near zero for some k. Below we compareȳ cal andȳ f toȳ s . We get the upper bounds,
The above inequalities suggest to chooseȳ f for estimatingȳ s if it is closer tō y unw thanȳ cal , and otherwise to chooseȳ cal . We call the respective estimator mixture estimator, and denote it byȳ mix .
Dierent y-variables of the same survey may require dierent estimators. Correlations between y and the response indicator, y and x-variables affect behavior of the estimators. Since x is a vector, we rather observe onedimensional summaries of it, the f -and g-factors. The covariance in s of two variables a and b is dened by the formula
whereā s ,b s are the weighted means in s, similarly to (2) . The covariance in r is dened analogously. We get:
cov
We see from (18) that if response is negatively correlated with the study variable y, the simple unweighted estimator underestimatesȳ s . We know that the factors f k and g k are (general) inverses of each others. Negative covariances in (21) conrm their opposite behavior. In fact, their correlation is nearly −1, cor s (f, g) ≈ −1, [11] . Inverse relationship between f and g causes opposite signs to their covariances with y in (19)(20). Consequently, ifȳ cal is smaller thanȳ unw , thenȳ f is bigger thanȳ unw , more bigger for unbalance response sets where Q s > 0. The response r is called perfectly balanced with respect to the vector x ifx r =x s , [8] . For a balanced response set, f k = 1 and g k = 1 for all k. This follows from their expressions and the property (1) . For example,
All the estimatorsȳ pro ,ȳ cal ,ȳ f , andȳ scf reduce toȳ unw for a balanced response set. Nevertheless, since balancing means conditions on x-variables, the resultingȳ unw may still be biased for y s . Särndal and Lundquist [9] have conrmed that deviation ofȳ cal fromȳ s decreases, but not to zero, if balance of the response set increases.
Strong relationship between y and x-variables is expected to reduce bias. Suppose, we have the exact linear relationship y k = b x k . In this extreme case, the calibration estimator is exact,
The estimatorȳ f does not have this property. It needs additional condition − balanced response, or even a stronger condition, Σ r = Σ s . Exact linear relationship does not exist in real life for variables under interest. Even if, for some y-variable the relationship with the x-variables is strong, and calibration reduces bias, then for other y-variables the same calibration estimator may increase bias. As simulation shows, in this case one ofȳ unw ,ȳ f ,ȳ scf , or y mix may be better.
Simulation set-up
Real data from the Estonian household surveys in 20042007 were used. The data set for our use consisted of 1000 households (considered as a simple random sample s), and of the following variables, where H denotes Household and HD the Household Head:
HD_sex (binary; 1 for woman), HD_active (binary; 1 for employed), HD_educ (discrete; 1, 2, 3 coding education levels "low", "medium", "high"), H_size (discrete; 1,2, . . .,12), H_No_of_Children (discrete; 0, 1, . . .,9), HD_educ1 (binary; 1 for education level "low"), HD_educ2 (binary; 1 for education level "medium"), HD_educ3 (binary; 1 for education level "high"), H_With_Children (binary; 1 if yes), H_big (binary; 1 for H_size bigger than 1), H_income (min=0, median=7233, mean=9392, max=57163), H_transfer (social benets; min=0, median=2442, mean=2827, max=47284), H_expenditure (min=577, median=6020, mean=7812, max=54723).
The values of variables H_income, H_transfer, H_expenditure are monthly values in Estonian Kroons (EEK).
Response probabilities θ k (where k designates a household) were computed for k ∈ s by the model
The model deliberately assigns lower response probability to high income households where the head is an unemployed female.
The auxiliary vector used in calibration and f-estimator is a four-dimensional group vector formed by crossing 2 binary variables, x = (HD_sex × HD_active).
(23)
We see that the x-vector is related to the response probabilities by its 2 variables, but x does not involve information about income. This choice aspires to mimic the real life situation, where auxiliary variables are various demographic and other variables obtainable from registers, but response, however, depends on study variables, such as income. We also consider another choice of the x-vector, the 5-dimensional x = (HD_sex × HD_active, H_expenditure).
The x-vector in (24) is unrealistic in practice since it is very hard to nd out H_expenditure for nonrespondents. Here, it helps to see the behavior of estimators under stronger auxiliary information.
The response r of m = 600 households was generated according to the response probabilities θ k . The order-sampling scheme was used. Accordingly, the value u k = U (0, 1)/θ k was generated for each household k ∈ s, where U (0, 1) denotes a random outcome from the uniform distribution. Then the 600 households with the smallest values of u k were selected as respondents r. As a result, the household k responds with probability θ 0 k , very close to θ k . As shown in [7] , lim m→∞ θ k /θ 0 k = 1. The response set was generated 1000 times. From each response set the estimatorsȳ unw ,ȳ cal ,ȳ pro ,ȳ f ,ȳ scf ,ȳ mix were computed. They are also referred to as UNW, CAL, PRO, f, SCf, and MIX. One by one, all 13 variables of our data set were taken in the role of the y-variable. The arrangement where x-variables can also serve as study variables may seem unusual. The reason to do so was to observe the behavior of estimators under perfect linear relationship.
The absolute relative bias was computed for each estimator and for each y-variable according to the formula
whereŷ denotes an estimator and E rep refers to its mean over all 1000 repetitions. The overall absolute relative bias of an estimator is just the average of ARB in (25) over all y-variables. This is a measure characterizing the behavior of an estimator for the entire survey.
Simulation results
Response probabilities (Table 1) were varying from very small to very high. Their mean is equal to the response rate 0.6. Table 2 displays correlations in s. The x-variable HD_active is correlated with the income related variables. Those households with employed heads get less transfers, they have higher income and higher expenditures. Income and expenditure have very high correlation (0.716). Correlations with response probabilities follow the model (22). The strongest correlation is with the x-variable HD_sex (−0.655). On Figure 1 we see distributions of our estimators around the true valuē y s over 1000 repeated response sets. The x-vector is a group vector (23). In this particular case,ȳ pro =ȳ cal . Therefore,ȳ pro was dropped from Figure 1 and Tables 34. Calibration estimator is exact for HD_sex and HD_active, these variables are used as auxiliary variables in the calibration estimator. Basically, here is the case where y-variable depends linearly on x-variables.
We see that f-and SCf-estimators still have variability and are biased in this case, even more than the simple UNW-estimator.
The behavior of the CAL-estimator is surprising. Usually it is expected to decrease bias compared to the UNW-estimator. But here, it increases bias in many cases. Especially large bias appears for income related variables − income, transfer, and expenditure. This happens despite the correlations, not very strong but of order 0.4, that these y-variables have with the calibration variable HD_active. Quite strong correlation between another calibration variable HD_sex and response probabilities (≈ −0.7) has not been able to reduce bias either. Increased bias in calibration with some calibration functions has been also experienced by [4] ; this has been in spite of the strong relationship between the study and auxiliary variables. One notes in Table 5 that CAL is considerably improved when the calibration is done instead with the x-vector (24) that contains the income related variable H_expenditure. Nevertheless, in our case, for the income related variables (excluding due to natural reasons H_expenditure), the f-estimator is the best.
Compared with unweighted estimator UNW, the f-and the CAL-estimators tend to be on opposite side of it. Very often, they are even on opposite side of the trueȳ s . The mixture estimator MIX behaves similarly to the CALestimator for almost all study variables.
Absolute relative biases in Table 3 show that for dierent variables dierent estimators are the best. The overall relative bias is smallest for the UNWestimator (Table 4 ). In Table 4 , the average is taken over 11 variables, i.e., HD_sex and HD_active were dropped out. These variables are used in the auxiliary x-vector, they are known in s, and there is no need to estimate them. They are used here to demonstrate the case where the calibration estimator is exact.
We have also studied the eect of the auxiliary vector (24) on the estimators CAL, PRO, f, SCf, MIX. The vector (24) involves additional auxiliary variable H_expenditure. Stronger auxiliary vector reduces bias of CALestimator for almost all variables. Note that with auxiliary vector (23), PRO-and CAL-estimators are equal, but with auxiliary vector (24) they are dierent, CAL appeared to be better than PRO. Comparing Tables 4 and 6, we see that the overall absolute relative bias has strongly decreased for the CAL-estimator, but increased for f-and SCf-estimators. Comparing absolute relative biases by each of the 13 variables (Tables 3 and 5) , we see the same tendency: ARB of CAL-estimator has decreased, but of f-estimator increased. Remarkable is the position of the UNW-estimator. In spite of the stronger calibration, the CAL-estimator has larger ARB than the UNWestimator for several study variables. In the overall, these two estimators have almost equal ARB (Table 6 ). This paper studied estimation under nonresponse. We have constructed a new estimator, the f-estimator, using regression of the study variable y on the vector of auxiliary variables x. Uncomputable regression slope in sample s is estimated in two dierent ways, one of them results in the well-known linear calibration estimator, the other one in the new f-estimator. The estimators are compared theoretically and experimentally. The estimators have opposite behavior: if one of them is smaller than the simple unweighted estimator, then the other tends to be bigger. Weights of the calibration estimator and of the f-estimator are general inverses (sometimes exact inverses) of each other. Based on the opposite nature of these two estimators, we have dened a mixture estimator. It has smaller upper bound for the absolute dierence from target sample mean.
In simulation experiment on real data, the f-estimator is better than the calibration estimator for some study variables. In fact, for dierent variables dierent estimators are the best. Sometimes calibration may even increase bias compared to the simple unweighted estimator. One can say that in the overall sense, the UNW-estimator is superior. Its average absolute relative bias (average over all study variables) is the smallest ( Table 4 ) or nearly the smallest ( Table 6 ). In the latter case the winner is the CAL-estimator. The reader should keep in mind that ranking of estimators is based on simulation results that depend on choices made in this paper.
In survey practice the same auxiliary vector x and, consequently, the same set of weights is used for the nonresponse adjustment in the entire survey.
The vector x cannot be strongly related to each survey variable, and therefore cannot work well for each variable in widely used calibration estimator. Even if strongly related, it does not remove all the bias in that estimator. Based on the same vector x, the constructed f-estimator is not perfect either. But it works well for some variables where calibration does not work. We proposed here a mixture of the CAL-and the f-estimator, but it appeared to behave similarly to the CAL-estimator.
The calibration and the f-estimator are both constructed by using regression tools. As noticed by many authors, the dilemma with nonresponse is inconsistent regression. A regression model in s does not hold in r due to selective response mechanism, the unequal response probabilities. Bias of the calibration estimator is largely dened by the dierence in slopes b r − b s , [9] . Bias of the f-estimator is respectively dened by the dierence b sr − b s . But for dierent y-variables one of these two biases is smaller. Consequently, it is protable to choose between these estimators.
