Abstract. This paper considers a multiserver queueing system with finite capacity. Customers that find the service facility being fully occupied are blocked and enter a virtual waiting room (called orbit). Blocked customers stay in the orbit for an exponentially distributed time and retry to occupy an idle server again. After completing a service, the server starts an additional job that we call an after-call work. We formulate the queueing system using a continuous-time level-dependent quasi-birth-and-death process, for which a sufficient condition for the ergodicity is derived. We obtain an approximation to the stationary distribution by a direct truncation method whose truncation point is simply determined using an asymptotic analysis of a single server retrial queue. Some numerical examples are presented in order to show the influence of parameters on the performance of the system. 1. Introduction. Retrial queues are characterized by the fact that arriving customers that find the service facility being fully occupied enter an orbit to retry for their luck after some random time. Recently, retrial queues are paid much attention because they have applications in various telecommunication systems, service systems and call centers [3, 7, 11] . The authors in [3, 7, 11] state that retrial phenomena cannot be disregarded in a careful design of these systems. Furthermore, numerical results in [17] show that there is a large difference between the blocking probability obtained by a multiserver retrial queue and that computed by the corresponding loss model when the retrial rate is large.
1. Introduction. Retrial queues are characterized by the fact that arriving customers that find the service facility being fully occupied enter an orbit to retry for their luck after some random time. Recently, retrial queues are paid much attention because they have applications in various telecommunication systems, service systems and call centers [3, 7, 11] . The authors in [3, 7, 11] state that retrial phenomena cannot be disregarded in a careful design of these systems. Furthermore, numerical results in [17] show that there is a large difference between the blocking probability obtained by a multiserver retrial queue and that computed by the corresponding loss model when the retrial rate is large.
Nowadays, call center is an important industry, which provides a large amount of employment in many countries. Therefore, optimal design of call centers is important from both practical and theoretical points of view. In call centers, after-call work is an additional operation that should be done by a call agent immediately after finishing a call. An after-call work (also known as post-call activity and wrapup) includes entering or updating data into the customer database to complete the transaction. It should be noted that a call agent cannot answer a new call while handling an after-call work; however the call line is released. As a result, an arriving call can occupy a released call line in order to wait for a free call agent. If the system capacity (i.e., the number of call lines) is infinite, the after-call work can 640 TUAN PHUNG-DUC AND KEN'ICHI KAWANISHI be regarded as a part of the service time. However, since the system capacity is limited in real call centers, the blocking probability is influenced by the after-call work. In fact, the effects of the after-call work on the performance of queueing models are discussed by several authors [6, 8, 9] . These papers conclude that the blocking probability computed by a queueing model with after-call work is smaller than that obtained by the corresponding queueing model where the duration of after-call work is included in the service time.
In practice, both retrial and after-call work coexist in a call center and they influence each other. Therefore, the two phenomena should be taken into account concurrently in order to obtain an accurate performance evaluation of a call center. However, to the best of our knowledge, there is no literature that analyzes these two phenomena in a unified way. This fact motivates us to consider a multiserver queueing system with both retrial and after-call work in order to quantify the mutual effects of both phenomena on the performance of call centers.
We formulate the queueing system by a level-dependent quasi-birth-and-death (QBD) process, where the level is referred to as the number of customers in the orbit. Because the Markov chain has an infinite state space, we need to establish an ergodic condition under which the stationary distribution exists. To this end, we derive a sufficient condition of the ergodicity for the Markov chain by exploiting the special structure of the model and by using the approach by Diamond and Alfa (1998) [2] . Furthermore, we show that the ergodic condition is significantly simplified and is more intuitive when the number of call agents is not bigger than the number of call lines.
Under the ergodic condition, we analyze the stationary distribution of the Markov chain. Unfortunately, analytical solutions for the stationary distributions of retrial queues are difficult and are obtained in a few special cases [15] . In this paper, we focus on an approximation solution to the stationary distribution from which we compute some performance measures. In the context of M/M/ / retrial queues, many approximation methods have been developed. The common idea of these methods is to approximate the analytically intractable Markov chain of retrial queues by another analytically tractable one. Neuts and Rao (1990) [14] approximate the original level-dependent QBD process of M/M/ / retrial queues by a level-independent QBD process with multiple boundary levels. In particular, the retrial rates are assumed to be constant beyond a certain level. The method by Falin and Templeton (1997) [5] assumes that all the servers are busy if the number of customers in the orbit exceeds a certain level. Artalejo and Pozo (2002) [1] relax the assumption of Falin and Templeton (1997) [5] by assuming that there is at most one idle server when the number of customers in the orbit exceeds some level. The certain level in these methods is referred to as the truncation point, which plays an important role in the accuracy of the approximations.
In this paper, we obtain an approximation to the stationary distribution of our level-dependent QBD process by a direct-truncation method [17] , for which the truncation point is determined based on asymptotic results of a single server retrial queue [10] . The advantage of our method is that the truncation point is determined without any matrix computation and therefore the computational cost is low. It should be noted that the methods [1, 5, 14] aim at minimizing the truncation point while our purpose is to find a large enough truncation point from which the tail probabilities can be disregarded. To the best of our knowledge, our paper is the first that obtains the truncation point using an asymptotic analysis.
The rest of the paper is organized as follows. Section 2 describes the retrial queueing system with after-call work. In Section 3, we present a level-dependent QBD formulation of the queueing system and derive a sufficient condition for the ergodicity of the queueing system. Section 4 presents an algorithm to obtain the stationary distribution. Section 5 devotes to the presentation of numerical examples for the performance measures. Finally, Section 6 concludes the paper and discusses some extensions.
2. System model. We consider a queueing system shown in Fig. 1 . The queueing system has identical servers which correspond call agents in a call center. The capacity of the queueing system is which is equivalent to call lines in a call center. In addition, we make the following assumptions for the queueing system. rate . An arriving customer joins the queue if a waiting space (i.e., a call line) is available. Customers in the queue are served by the first-come firstserved (FCFS) discipline. The service time of customers follows an exponential distribution with mean 1/ . 2. After the completion of a service, the customer leaves the system while the server is forced to handle an additional job whose duration follows an exponential distribution with mean 1/ . We call this additional job an after-call work. It should be noted that during the after-call work, the server cannot commence the service of any waiting customer. However, a waiting space is released for a newly arrived customer. 3. An arriving customer that finds the queue (i.e., call lines) being fully occupied joins the orbit. After an exponentially distributed time with mean 1/ , each customer in the orbit retries to enter the queue again. The behavior of a retrial customer is the same as that of a primary customer. Note that it is not necessary to assume ≥ for our queueing system. In case of < , at most customers are served in parallel and each of the rest − servers either handles an after-call work or is idle. In this case, some idle servers cannot serve customers because the queueing system cannot accommodate more than customers due to the limited capacity. It is equivalent to saying that at most customers can hold the call lines in a call center. There is also the case that all servers are handling after-call work for which the maximum number of customers that can wait for a free server is equal to .
3. Markov chain and ergodic condition.
3.1. Markov chain. Let 1 ( ) and 2 ( ) denote the number of servers handling an after-call work and the number of customers in the queue at time , respectively. Furthermore, let ( ) denote the number of customers in the orbit at time . Then, it is easy to see that { ( ); ≥ 0} = {( 1 ( ), 2 ( ), ( )); ≥ 0} forms a Markov chain on the state space defined by = {( , , ) : = 0, 1, . . . , , = 0, 1, . . . , , ∈ ℤ + }, ( , , ) denote the transition rate from state ( , , ) to state ( , , ). We then have
otherwise, for = 0, 1, . . . , − 1, and 
(1) 1
are square matrices of order ( + 1)( + 1), and denotes a matrix of an appropriate size with entries being zeros. It is clear that { ( ); ≥ 0} is a level-dependent QBD process, where the level and the phase are referred to as ( ) and ( 1 ( ), 2 ( )), respectively. In this paper, we assume that { ( ); ≥ 0} is ergodic, whose sufficient condition will be derived in the next section. Let , , denote the stationary distribution of { ( ); ≥ 0}, i.e.,
We arrange the states ( , ) for = 0, 1, . . . , and = 0, 1, . . . , in a reverse lexicographic order, i.e., (0, 0), (1, 0), . . . , ( , 0), (0, 1), . . . , ( , ). Let and denote = ( 0,0, , 1,0, , . . . , , , ) and = ( 0 , 1 , . . . , , . . .), respectively. We then have = 0,
where 0 and 1 ⊤ denote a row vector and a column vector of zeros and ones with an appropriate size, respectively. Moreover, according to the matrix analytic method, { ; ∈ ℤ + } has a matrix-product form solution given by
where ℕ = {1, 2, . . . }. The boundary vector 0 is the solution of 0 (
1 +
(1) (1) 2 ) = 0,
where denotes an identity matrix with an appropriate size and { ( ) ; ∈ ℕ} is the minimal nonnegative solution to the following system of equations:
Under the reverse lexicographic order, the square matrices
( ∈ ℕ) are given by
where 0 = and
We further have
for ∈ ℤ + , where ,2 ( = 1, 2 . . . , ) and ,1 ( = 0, 1, . . . , ) are given by
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and by
We observe that the row sums of = 0 + ,1 + ,2 ( = 1, 2, . . . , ) are all equal to zero. Furthermore, since has negative diagonal and nonnegative off-diagonal elements, is an infinitesimal generator of an irreducible Markov chain.
Ergodic condition.
We consider an irreducible continuous-time Markov chain { ( ); ≥ 0} on state space {0, 1, . . . , }, whose infinitesimal generator is given by
It is easy to see that { ( ); ≥ 0} is a birth-and-death process and then we obtain 0,
We define as
, where we have used
is regular and ergodic.
Proof. A proof of this proposition is given in the Appendix A.
Remark 1. An intuitive interpretation of Proposition 1 is given as follows. The stability condition is equivalent to
whose the left hand side is the arrival rate to the system and the right hand side is the average total departure rate of calls from the servers while all the waiting positions are fully occupied.
For the case where < , the expression for { , ; = 0, 1, . . . , } may not be further simplified. However, if ≥ , then the expression for { , ; = 0, 1, . . . , } is reduced to
where = 1/(1 + / ), i.e., { , ; = 0, 1, . . . , } is a binomial distribution. We obtain
representing the traffic intensity of a server. The probability can be interpreted as the fraction of the time that a server is in the after-call work to the total time of the service and the after-call work. In this case, it is easy to obtain the following two corollaries.
Remark 2. The condition is quite natural because the left hand side represents the total offered load, which must be smaller than the number of servers in a stable queueing system. It is intuitively suggested that the sufficient condition is also the necessary condition.
Corollary 2. For the case of ≥ , then the condition further reduces to
Remark 3. Corollary 2 agrees with the ergodic condition of the conventional M/M/ / retrial queue presented in [15] . It should be noted that when → ∞, our system is reduced to the conventional M/M/ / retrial queue with the arrival rate and the service rate but without after-call work.
The sufficient condition in case of ≥ can also be expressed by
whose right hand side is interpreted in different ways. If we define an effective service rate¯ as the service rate multiplied by the fraction of time that a server is in service to the time that the server is in service and after-call work, then we have¯ = /( + ). Thus, the sufficient condition reads as < ¯ . If we consider a virtual server that handles only the service time exponentially distributed with mean 1/ , then the average number of such virtual servers¯ in the system can be considered as¯ = /( + ). Hence, the condition reads as <¯ . In case of = 1, we can see that
Then, the following corollary is straightforward from the condition < 1.
Corollary 3. If = 1, then the condition
is sufficient for the ergodicity of { ( ); ≥ 0}. Because 1, = 1,1 ( ∈ ℕ) for the case of = 1, the inequality shows that the sufficient condition for the case ≥ = 1 implies that for the case ≥ = 1, but not necessarily vice versa.
4. Algorithm for stationary distribution. As is reviewed in the previous section, the stationary distribution { ; ∈ ℤ + } of our level-dependent QBD process is expressed in terms of a sequence of rate matrices { ( ) ; ∈ ℕ}. Unfortunately, ( ) does not have an explicit form in general. Therefore, in Section 4.1, we focus on computing an approximation {ˆ ; = 0, 1, . . . , } to { ; ∈ ℤ + } where is referred to as the truncation point given in advance. In Section 4.2, we use the asymptotic result for M/G/1 retrial queues presented by Kim et al. (2007) [10] in order to determine .
Stationary distribution.
Once the truncation point is given, the stationary distribution is easily obtained by several methods [14, 16] . Neuts and Rao (1990) approximate the original level-dependent QBD process by a level-independent one by assuming that the retrial rate is given by provided that there are (≥ ) customers in the orbit. In Neuts and Rao's method, the tail probability after can also be approximately obtained. However, if we can choose a sufficiently large , the tail probability after level can be disregarded. Therefore, in this paper, we adopt a direct-truncation method recently developed by Phung-Duc et al. (2010b) [16] . This method consists of Algorithms 1 and 2 for the computations of the rate matrix at and an approximation to the stationary distribution, respectively. The ideas behind the method are presented in Propositions 2 and 3. [17] ). Let ℳ denote a set of real square matrices of order ( + 1)( + 1). We define : ℳ → ℳ as
Then, the matrices { ( ) ; ∈ ℕ} satisfy the following backward recursive equation.
where ∘ (⋅) = ( (⋅)).
Proposition 2 shows that ( ) can be viewed as an infinite matrix continued fraction. The following proposition provides a sequence of matrices that converges to ( ) .
Proposition 3 (Proposition 2.4 in Phung-Duc et al. (2010b) [16]).
If we define the matrix sequence { ( ) ; ∈ ℤ + } by
Proposition 3 implies that ( ) is the -th order approximation of ( ) . It also means that we can obtain ( ) with a sufficient accuracy if we compute ( ) for a large value of . These observations lead to Algorithm 1. Note that { ; ∈ ℤ + } in Algorithm 1 is an increasing sequence of nonnegative integers.
We use Algorithm 2 in order to obtain an approximation to the stationary distribution. We denote by {ˆ ; = 0, 1, . . . , } the approximate distribution on = ℓ(0) ∪ ℓ(1) ∪ ⋅ ⋅ ⋅ ∪ ℓ( ). It should be noted that {ˆ ; = 0, 1, . . . , } is the stationary distribution of the censored Markov chain on associated with { ( ); ≥ 0} provided thatˆ ( ) is replaced by ( ) (see also Bright and Taylor (1995) [4] ). 
Truncation point.
We need to choose the truncation point beyond which the tail probability is small enough to be disregarded. However, since our model does not have an explicit solution, a direct evaluation of the tail probability is difficult. It is reported in [15] that the tail probability of an M/M/ / retrial queue ( ≥ 1) is less than or equal to that of an M/M/1/1 retrial queue with the same traffic intensity and retrial rate. This fact suggests us to determine a truncation point based on an analytic result of a conventional M/G/1 retrial queue with the same retrial rate and traffic intensity but without after-call work. In Section 4.2.1 we summarize the asymptotic results of Kim et al. (2007) [10] . In Section 4.2.2, we use the results of Section 4.2.1 to obtain an asymptotic formula for the tail probability of our M/G/1 retrial queue, based on which we determine the truncation point . 
Compute using (5).
Computeˆ ( ) using Algorithm 1.
end for (1) 2 ) = 0 with 0 1 ⊤ = 1.
⇐ + 1 ⊤ ; end for for = 0 to dô ⇐ / ; end for End Algorithm 2 customer in the orbit retries to enter the server after an exponentially distributed time with mean 1/ . We restrict to a class of light-tailed service distribution, i.e., there exists a > 0 such that
where ℝ denotes the set of real number. Under this assumption, it is easy to prove that there exists a unique such that (see e.g. Kim et al. (2007) [10] )
Proposition 4 (Theorem 1 in Kim et al. (2007) [10]
). Let , ( = 0, 1; ∈ ℤ + ) denote the probability that there are customers in the orbit and customer in the server at the steady state. Provided that (1) is satisfied, we have
Determination of truncation point.
In this section, we derive the truncation point for our multiserver retrial queue using the asymptotic result in Section 4.2.1.
To this end, we consider an auxiliary conventional M/G/1 retrial queue with the same retrial rate , where the service time is equal to the total of the duration of a call and that of its associated after-call work in our original multiserver model. Furthermore, we choose the arrival rate for this M/G/1 retrial queue by = /(1/ + 1/ ) in order to guarantee the ergodicity of the single server retrial queue under the ergodic condition of our multiserver model. It should be noted that the arrival rate of the M/G/1 retrial queue is different from that of our multiserver model.
Let denote the service time in our M/G/1 model, i.e., = 1 + 2 , where 1 and 2 are exponentially distributed random variables with means 1/ and 1/ , respectively. Let ℒ( ) represent the LST of a random variable . We then have
Because 1 and 2 are independent, we have
It is easy to check that is also a light-tailed random variable. Using the LST in (2) yields
where
Furthermore, we have
It should be noted that > 0 and > 0. We further have
Under the ergodic condition
it is easy to see that 2 > 1 > 1. Applying Proposition 4 with an appeal to (3) and (4) yields
It is easy to see that
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Based on this observation, we propose setting the truncation point for a given precision 2 > 0 as follows.
Remark 5. For the truncation point obtained by (5), we expect that the tail probability of our system
1 ⊤ is also sufficiently small to be disregarded.
Remark 6. For M/M/ / retrial queues without after-call work, Neuts and Rao (1990) [14] propose a method to obtain the truncation point , which can also be applied to our model. However, because the approach of Neuts and Rao is involved with the computation of the spectral radius of the rate matrix of a level-independent QBD process, the computational cost may be large. In contrast, our approach by (5) does not concern with any matrix and therefore the computational cost is low.
Performance measures and numerical examples.
In this section, we derive the blocking probability and the average number of customers in the orbit for our model. We also derive the stationary distribution for a multiserver queueing system without retrial. Furthermore, we provide some numerical examples in order to investigate the influence of the parameters on the performance measures.
Performance measures.
In this section, first we derive some performance measures for our model in Section 5.1.1. Second, we consider a corresponding loss model without retrials and derive its performance measures in Section 5.1.2.
Model with retrials.
Let denote the blocking probability that an arriving customer sees all the call lines being occupied. Also let E[ ] denote the average number of customers in the orbit. We have
Furthermore, let E[ ] and E[
] denote the average number of servers with a call and that with an after-call work, respectively, i.e,
Let E[ ] denote the average number of busy servers with either a call or an after-call work, i.e.,
E[ ] = E[ ] + E[ ]. It should be noted that in numerical examples , E[ ], E[ ], E[
] and E[ ] are computed based on {ˆ ; = 0, 1, . . . , } instead of { ; ∈ ℤ + }.
Proposition 5. The following formulae are established by the Little's law [12] .
Proof. We consider a new system constituted only by the servers. This system serves two types of customers, i.e. calls and after-call works. Because customers in our original system are not lost, i.e. every customer is eventually served and leaves the system. Therefore, the arrival rates of these two types of customers to our new system are equal to . On the other hand, the average sojourn times of a call and an after-call work are 1/ and 1/ , respectively. As a result, the first and the second formulae of Proposition 5 follow from the Little's law [12] and thus the third formula immediately follows from the definition. 
1 . It is easy to see that {( 1 ( ), 2 ( )); ≥ 0} is the underlying Markov chain of the corresponding multiserver loss model with after-call work, i.e., without retrial, where 1 ( ) and 2 ( ) represent the number of servers handling an after-call work and the number of customers in the queue (i.e., holding a call line), respectively. Let
The stationary distribution of this model is determined by (
0
Let ∘ denote the blocking probability for the model with after-call work but without retrial. We then have
Numerical results.
In this section, first we present the validation of our algorithm in Section 5.2.1. In particular, we compare the results calculated by the algorithm and the explicit formulae obtained by the Little's law. Second, we investigate the impact of the parameters on the performance of the system in Section 5.2.2. In all the numerical results, we use 1 = 10 −10 and employ = 2 +1 − 1 ( ∈ ℤ + ) for Algorithm 1 and 2 = 10 −6 for the determination of the truncation point in Algorithm 2. In this parameter setting, the total average duration of a call and its after-call work is 12 minutes and the average call arrival interval is 1 minute. We consider three different cases, where average durations of a call and an after-call work are (10,2), (6, 6) and (2, 10) . We think that these parameters are reasonable in some real world call centers. In Table 3 , the number of servers is changed from 16 to 25. These numbers are considered to be suitable for small-scale call centers. We observe that the numerical results are consistent with the explicit ones. This suggests that we have chosen a large enough truncation point and that our algorithm is numerically stable and is accurate.
5.2.2.
Blocking probability and average number of calls in the orbit. First, we compare and ∘ under the same parameters: , , , and . Other parameter settings are the same as those of Section 5.2.1. It should be noted that in the loss model with after-call work, the arrival rate is the same as that of primary customers, i.e., retrial customers are not taken into account. In Table 6 , we show We observe that is larger than ∘ . This indicates that retrial customers deteriorate the blocking probability. It is also observed that both and ∘ increase as the average time in the after-call work decreases. Second, we show the blocking probability and the average number of customers in the orbit in Table 7 . In Table 7 , we investigate the impact of and on the blocking probability and the average number of retrial customers, while = 70, = 1/6, = 1/280 and = 1/20. In this parameter setting, the total average duration of a call and its after-call work is 300 seconds (5 minutes) while the average arrival interval is 6 seconds. In Table 7 , the number of servers varies from 60 to 80 which Table 6 . and ∘ with = 20, = 1, = 1. 
1.6868×10
−4 blocking probability and the average number of customers in the orbit decrease with , as expected. We also observe that the average number of retrial customers E[ ] increases with the retrial rate .
6. Conclusion and future work. In this paper, we have proposed a Markovian multiserver retrial queue with after-call work. We have formulated the queueing model by a level-dependent QBD process and have derived a sufficient condition for the ergodicity using the approach by Diamond and Alfa (1998) [2] . We have obtained the stationary distribution of the level-dependent QBD process by a directtruncation method for which the truncation point is simply determined using an asymptotic analysis of a conventional M/G/1 retrial queue. Because the truncation method does not require operations with respect to matrices, it is easy to implement and is efficient. We have obtained an approximation to the stationary distribution using the algorithm developed by Phung-Duc et al. (2010b) [16] . Some numerical examples have been presented to demonstrate the performance of the queueing system. For future work, we plan to take into account the impatience of customers in the queueing model and investigate the ergodic condition. Furthermore, we also pay attention to the derivation of the waiting time distribution.
Appendix A. Proof of Proposition 1.
Lemma A.1 (Tweedie (1975) [18] or Statement 8, p. 97 in Falin and Templeton (1997) [5] ). Let {Ξ( ); ≥ 0} denote a Markov process with discrete state space and infinitesimal transition rates , 's ( , ∈ ) such that ∑ ∈ , = 0. We assume that the statements below are true.
1. There exists a lower bounded function ( ) for ∈ .
2. There exists a positive number such that < ∞ (∀ ∈ ) and ≤ − , for all ∈ except a finite number of states, where
Then {Ξ( ); ≥ 0} is regular and ergodic.
Proof. The proof mostly follows that of Proposition 1 in Diamond and Alfa (1998) [2] . We consider an embedded Markov chain at each jump epochs of the irreducible finite continuous-time Markov chain with the infinitesimal generator = 0 + ,1 + ,2 . Then, we can construct a discrete-time homogeneous (level-independent) QBD with blocks * 0 = Δ If we denote by = sp( ) the spectral radius of , then < 1. By using the argument in the proof of Lemma 1.3.4 in Neuts (1981) [13] , we have ( ) < for < < 1. Let ( ) ⊤ denote the right eigenvector corresponding to ( ). We can choose ( ) . . .
It is clear that each element of ⊤ , is lower bounded. In order to show the ergodicity, it is sufficient to check that ⊤ ≤ − 1 ⊤ holds for some positive number
