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Abstract
LISA (Laser Interferometer Space Antenna) is a proposed spaceborne gravitational
wave detector that will observe gravitational waves in the frequency range from
10−4 to 1 Hz. The measuring principle of this detector is based on heterodyne in-
terferometry with beat-note frequencies between 2 and 20 MHz. The phase of these
beat-notes has to be measured with microradian precision. For this purpose a high
sensitive phase metrology system is required.
For this thesis a digital phasemeter based on a DPLL (Digital Phase-Locked Loop)
designed at AEI Hannover was investigated and further developed.
The phase noise performance of this system was characterised by differential phase
measurements between two electronically generated sinusoidal input signals that are
split and applied to two channels (zero measurement). One of the dominant noise
sources of the phasemeter was the time jitter noise of the ADC (Analog-to-Digital
Converter) sampling process that directly induced phase noise. This noise contri-
bution could successfully be corrected for in post-processing by using information
about the differential time jitter obtained from a simultaneously injected calibration
tone. The requirements were met even for signals generated by optical beat-notes
of two offset phase-locked Nd:YAG NPRO lasers whereas a measurement using free
running lasers showed excess phase noise. A further problem was the phase noise
introduced by the analog front end electronics. Since the recommended transform-
ers turned out to be unsuitable to reach the desired sensitivity other ADC driving
schemes were investigated. A design based on the implementation of fully differen-
tial operational amplifiers (OpAmps) showed satisfying noise behaviour. The phase
measuring system, including noise of the ADC driving units, met the desired re-
quirements over the whole frequency range of interest (10−4 to 1 Hz) for all chosen
sinusoidal input signals with frequencies between 2 and 20 MHz.
The sensitivity of the phasemeter was also characterised with respect to frequency
modulated input signals which led to a ’common mode peak’ in the spectrum obvi-
ously caused by differential delays between the ADC clock signals. This peak could
successfully be removed by applying a time-delay correction scheme.
By imprinting a tiny phase modulation on one of the two input signals it was shown
for the first time that a phase measuring system for LISA is capable of differen-
tially detecting a tiny (sub-µrad) phase modulation in the presence of a LISA-like
frequency drift while delivering the required performance.
Amplitude modulations and frequency modulations at certain frequencies were iden-
tified to cause additional peaks in the phase noise which could not be removed by
any correction scheme.
The frequency noise of a free running Nd:YAG NPRO laser was measured by means
of a balanced detector yielding the first results for Fourier frequencies between 1 and
20 MHz.




LISA (Laser Interferometer Space Antenna) ist ein satellitengestu¨tzter Gravitations-
wellendetektor, der Gravitationswellen im Frequenzbereich von 10−4 bis 1 Hz mes-
sen wird. Das Messprinzip dieses Detektors basiert auf heterodyner Interferometrie
wobei die Schwebungsfrequenzen zwischen 2 und 20 MHz liegen werden. Die Phasen
dieser Schwebungssignale mu¨ssen mit einer Genauigkeit im Bereich von Mikroradian
gemessen werden. Hierfu¨r wird ein hochempfindliches Phasenmesssystem beno¨tigt.
Fu¨r die vorliegende Arbeit wurde ein am AEI Hannover entwickeltes, auf dem Prin-
zip einer DPLL (Digital Phase Locked Loop) basierendes, digitales Phasenmeter
untersucht und weiterentwickelt.
Die Phasenempfindlichkeit dieses Systems wurde mittels differentieller Phasenmes-
sungen an einem elektrischen Eingangssignal, das nach Aufsplittung in zwei Ein-
gangskana¨le eingebracht wurde, charakterisiert (Null-Messung). Eine der dominaten
Rauschquellen war das zeitliche Schwanken der Abtast Zeitpunkte der AD-Wandler,
welches unmittelbar zu Phasenrauschen fu¨hrte. Mit Hilfe eines zeitgleich in das Sys-
tem eingebrachten Kalibrierungssignals konnte das differentielle zeitliche Schwanken
des Abtastvorgangs bestimmt werden und so dieser Rauschbeitrag in der der Mes-
sung folgenden Datenbearbeitung eliminiert werden. Die Anforderungen konnten
sogar fu¨r Signale, die aus Schwebungssignalen zweier phasengekoppelter Nd:YAG
Laser resultierten, erfu¨llt werden. Die entsprechende Messung mit zwei freilaufen-
den Lasern wies ein zu hohes Rauschniveau auf. Als weiteres Problem stellte sich die
den AD-Wandlern vorgeschaltete Elektronik heraus. Da die zum Ansteuern der AD-
Wandler empfohlenen Transformatoren sich fu¨r die beno¨tigte Empfindlichkeit als
ungeeignet erwiesen, wurden andere Mo¨glichkeiten untersucht. Nur Operationsver-
sta¨rker erwiesen sich hierbei als ausreichend rauscharm. Selbst mit dem zusa¨tzlichen
Rauschbeitrag dieser Operationsversta¨rker genu¨gte das Phasenmeter den Anforde-
rungen u¨ber den gesamten Frequenzbereich von 10−4 bis 1 Hz fu¨r alle getesteten
Eingangsfrequenzen zwischen 2 und 20 MHz.
Die Empfindlichkeit des System wurde auch bezu¨glich frequenzmodulierter Ein-
gangssignale charakterisiert. Trotz der symmetrischen Einbringung der Signale zeigte
sich im Spektrum ein Peak bei der Modulationsfrequenz, der auf eine zeitliche Ver-
zo¨gerung zwischen den Taktsignalen der AD-Wandler zuru¨ckgefu¨hrt werden konnte.
Mit Hilfe eines diesen Zeitversatz korrigierenden Algorithmus konnte dieser Peak
eliminiert werden.
Durch Aufbringung einer sehr kleinen Phasenmodulation auf eines der beiden Ein-
gangssignale, welche bereits eine Frequenzschwankung aufwiesen wie sie im Rahmen
des LISA Projektes zu erwarten ist, konnte erstmals gezeigt werden, dass das System
geignet ist, eine solche Phasenmodulation mit einer Amplitude unterhalb eines Mi-
kroradian zu detektieren. Die Anforderungen an das Rauschverhalten des Systems
wurden dabei nicht u¨berschritten.
Desweiteren wurde das Frequenzrauschen eines freilaufenden Nd:YAG NPRO Lasers
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fu¨r Fourier Frequenzen zwischen 1 und 20 MHz mit Hilfe eines sog. ausbalancierten
Detektors gemessen.
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1 Introduction
In this chapter the theory of gravitational wave propagation using the linearized weak
field approximation and the effect of gravitational waves on free particles is briefly
presented (section 1.1). In section 1.2 an overview of ground-based gravitational
detectors and of LISA is given. LISA will be the first gravitational wave detector to
operate in space.
Comprehensive reviews of gravitational wave detection can be found in [1],[2],[3].
1.1 Theoretical Background
1.1.1 Gravitational Waves in Linearized Theory
The description given here is based on [4],[5],[6] (see also e.g. [7],[8],[9]).
In General Relativity the paths of free particles are geodesics in the geometry of
spacetime. The curvature of this spacetime (generated by all forms of energy and
energy fluxes) is characterised by the metric gαβ. For weak gravitational fields it can
be approximated by a very small perturbation hαβ (|hαβ| 1) on the flat space-time
(Minkowski) metric ηαβ = diag(−1,1,1,1):
gαβ = ηαβ + hαβ. (1.1)
By defining the trace-reverse
h¯αβ := hαβ − 12ηαβh (1.2)









Hence the Einstein field equations using geometrical units
Gαβ = 8piTαβ (1.4)





h¯αβ = −16piTαβ. (1.5)
These are the field equations of linearized theory.





h¯αβ = 0. (1.6)
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These solutions describe gravitational waves which do not exist in Newtonian theory.
They travel at the speed of light.
By choosing appropriate gauge conditions (h¯αβ,β = 0, Lorentz gauge) one can set
restrictions on the waves’ complex amplitude Aαβ:
Aαβkβ = 0 (1.8)
Aαα = 0 (1.9)
and
AαβU
β = 0 (1.10)
for Uβ being the components of some fixed four-velocity ~U . Equations (1.8) to (1.10)
are referred to as the transverse-traceless gauge. This gauge implies that
h¯αβ = hαβ (1.11)
and the amplitude of the wave simplifies to
(Aαβ) =

0 0 0 0
0 Axx Axy 0
0 Axy −Axx 0
0 0 0 0
 (1.12)
for a wave travelling in z-direction. Such a wave having only Axx components
(Axy = 0) is said to be ’+’(plus)-polarised and a wave with amplitude components
Axy (Axx = 0) is called ’×’(cross)-polarised. The corresponding perturbations hαβ
of the Minkowski metric ηαβ can be written as
(hαβ) =

0 0 0 0
0 h+ 0 0
0 0 −h+ 0
0 0 0 0
 (1.13)





0 0 0 0
0 0 h× 0
0 h× 0 0
0 0 0 0
 (1.14)
with h× = Axyeikαx
α
(’×’-polarisation) and ~k= (ω, 0, 0, ω) for a wave propagating
with velocity c in the z-direction.
How gravitational waves having one of these polarisation states affect free particles
is explained in the next section.
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1.1.2 Effects on free Particles
In can be seen from Equations (1.13) and (1.14) that the two polarisation states
of a gravitational wave propagating in the z-direction yield line elements ds2 =
gαβdx
αdxβ of the form
ds2 = −dt2 + (1 + h+)dx2 + (1− h+)dy2 + dz2 (1.15)
for the pure ’+’-polarisation and
ds2 = −dt2 + (1 + h×)dxdy + (1 + h×)dydx+ dz2 (1.16)
for the pure ’×’-polarisation.
Such (time varying) metrics induce effects on the proper distance between geodesics
marked by free test particles as shown in Figure 1.1. It shows the distortions of a








Figure 1.1: The distortion of a circle of free particles in the rest frame of the centre particle
due to tidal accelerations over one wave period T differs for the ’+’ and the ’×’-polarisation.
The ratio ∆L/L is defined as the strain of the wave.
circle of testmasses for a ’+’ and a ’×’ polarised gravitational wave incident from the
z-direction. These distortions are depicted for distinct times within a wave period
T. Each of the test particles is assumed to be free falling. The figure depicts the tidal
accelerations seen in the rest frame of the centre particle due to the time varying
metric.





whereas the relative deformation ∆L/L is called the strain of the gravitational wave.
1.2 Gravitational Wave Detectors
1.2.1 Ground-based Detectors
The first attempts to measure gravitational waves were based on the effects of varying
tidal forces (explained above) on resonances of metal bars (’bar’-detectors). These
19
Chapter 1. Introduction
measurements were performed by Joseph Weber in the 1960s. Though increased in
sensitivity until today these type of detectors could not reach the required sensitivity.
























Figure 1.2: Principle of measuring the
tidal effects of a gravitational wave by
means of a Michelson interferometer
The most promising method to measure the
tiny changes in the test particle separation is
to sense them by interferometry. A Michel-
son interferometer placed within the circle of
test masses shown in Figure 1.1 is predestined
to fulfil this task. In Figure 1.2 the corre-
sponding measuring principle is sketched. The
recombination beam splitter is located in the
centre of the circle and the two mirrors of the
interferometer act as ’test particles’ moving
on geodesics. (At least they should be free
floating along the sensitive axis of the corre-
sponding arm.) Such an interferometer mea-
sures the changes in the differential armlength
caused by a gravitational wave. All interfer-
ometric ground-based detectors are based on
the principle of a Michelson interferometer.
At present there is a whole network of those types of detectors in operation: the
LIGO project (USA, 4 and 2 km armlength), GEO600 (Germany, 600 m), Virgo
(Italy, 3 km) and TAMA300 (Japan, 300 m). These detectors search for gravita-
tional waves in the bandwidth from about 10 Hz up to a few kHz. The lowest limit
in frequency for these detectors is set by the Earth’s Newtonian gravitational field
which is too noisy. For a review of ground-based detectors based on interferometry
see e.g. [10]. However, a large variety of the strongest and scientificly interesting
sources are expected to emit gravitational radiation in the mHz range. To detect
waves in this part of the gravitational spectrum it is necessary to go to space. LISA
(Laser Interferometer Space Antenna) is a proposed space mission to detect gravi-
tational radiation in the frequency band below 1 Hz (down to about 10−4 Hz) and
will be presented below.
1.2.2 LISA
LISA is a space mission for the detection of gravitational waves in the frequency
range from 10−4 to 1 Hz. It comprises three spacecraft (satellites) separated by
5 · 106 km forming an equilateral triangle. This constellation will orbit the sun at a
distance of 1 AU and trailing the earth by 20◦ (see Figure 1.3). The three satellites
are linked by laser beams forming in principle three giant Michelson interferome-
ters. Recent cost saving studies also consider versions with 1 million km armlength
and 4 links between 3 spacecraft. The reference points of these interferometers are
free floating gold-platinum cubes shielded by the spacecraft from the suns radiation
pressure and solar wind. ’Free floating’ means that these cubes (referred to as ’test
mass’ or ’proof mass’) are markers for geodesics. The proper distance between these
geodesics will change when a gravitational wave passes the detector and the effect
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(the relative tidal acceleration of the test masses) will be sensed interferometrically.
The received light at each satellite is already quite weak (∼300 pW) after a travel of
5 · 106 km. This light can not be directly reflected back from the test masses since
Figure 1.3: The LISA constellation orbits the sun 20◦ behind the Earth. Its orbital
plane is tilted relative to the ecliptic by 60◦. The distance between Earth and satellites of
approximately 50 · 106 km is a trade-off between minimisation of the Earth’s gravitational
influence and proper data communication.
it would be too weak for detection after the second propagation along the arm. For
that reason a transponder scheme is implemented meaning that a local laser is offset
phase-locked to the received light coming from the remote satellite and sends back
a frequency shifted copy of this light (preserving the phase information) with 2 W
output power. The frequency shift between outgoing and incoming beam is neces-
sary since due to the relative movement of the satellites (caused by their individual
orbits) the interferometer can not be kept at a certain working point. Hence the
principle of heterodyne detection has to be employed. It will be explained in chapter
2. The frequency shift guarantees that the heterodyne frequencies remain within a
frequency range between 2 and 20 MHz.
LISA will make observations complementary to those of ground-based detectors. It
will deliver information about the formation of intermediate black holes to generate
massive black holes in galactic nuclei. It will explore the populations of stellar-mass
compact objects in galactic nuclei and study the signals from thousands of stellar-
mass close binaries in the galaxy. It will observe highly relativistic mergers of black
holes binaries and will provide strong tests of General Relativity. LISA will also
probe new physics and search for unforseen gravitational wave sources ([16]). It will





In this chapter the phasemeter developed and tested at AEI Hannover will be in-
troduced. It will be explained why the phasemeter is an essential component for
the LISA mission (section 2.1) and what the basic functioning principle is (section
2.2). After briefly presenting the hardware used (section 2.3) it will be shown that
the system successfully passed the first fundamental functionality tests (section 2.4).
Furthermore a theoretical description of the phase-locked loop (the logical core of
the phasemeter) and the first adjustments performed will be presented (section 2.5).
2.1 Field of Applications in LISA
2.1.1 Overview
The interferometric science measurement of LISA is based on heterodyne interferom-
etry (the basics will be explained in the next subsection) meaning that laser beams
having different frequencies ν1 and ν2 are brought to interference which results in an
optical beat-note of frequency ∆ν = ν1 − ν2. The phase of this beat-notes contain
the desired information about optical pathlength changes caused by gravitational
waves passing the detector.
The basic principle (omitting e.g. polarisation states of the laser beams) for the
determination of these length changes between two test masses located on different
satellites (single link) is sketched in Figure 2.1. The complete length measurement
of one LISA link (transmit/receive) is divided into 3 parts:
• the distance measurement between the optical bench of one satellite (A) and
the bench of the remote one (B),
• the distance measurement between the optical bench and the test mass of
satellite A and of satellite B, respectively.
For the bench-to-bench measurement the light received by satellite B is used to offset
phase-lock laser B on this incoming light. Then laser B sends a frequency shifted
copy (maintaining the phase information) of the incoming light back to satellite A
where it is interfered with the initial light from laser A (main science interferome-
ter).
For determining the test mass motion relative to the optical bench the test mass
interferometer and the reference interferometer are used. For this purpose the in-
terference of the light from e.g., laser A with light received via a backlink fibre
connection from the second laser onboard the same satellite is used as depicted in
Figure 2.1.
For all these measurements the phase changes in the beat-notes with frequency ∆ν
have precisely to be determined by some phase measuring system.
Additionally this system must be able to
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Satellite A Satellite B
Figure 2.1: The LISA science measurement is divided into 3 different length measurements:
test mass to optical bench (satellite A), optical bench satellite A to optical bench satellite
B and optical bench to test mass (satellite B).
• track beat-notes between GHz-sidebands imprinted on the outgoing laser beams
by means of the EOMs to compare clock noise between the USOs
• modulate and demodulate PRN codes for absolute distance measurements
(ranging, see e.g. [24],[25]) between the satellites (input for TDI, see e.g.
[23])
• measure beam misalignment in the science interferometer, the test mass inter-
ferometer and the PAAM (not sketched in Figure 2.1) by differential wavefront
sensing ([26],[27])
• deliver output for offset phase-lock of lasers
• prepare filtered and downsampled data for transmission to ground
This thesis is focused on the determination of phase changes in electrical signals
obtained from the optical main and sideband beat-notes. Due to Doppler shifts
caused by the relative motion of the satellites (the ’breathing’ of the LISA constella-
tion) these beat notes will have frequencies between 2 and 20 MHz with a maximum
Doppler drift of 4 Hz/s.
2.1.2 Main Science Measurement
The principle of a heterodyne beat-note measurements is depicted in Figure 2.2.
The interference of two light fields having frequencies ωLO = 2piνLO (local oscillator,
laser A) and ωR = 2piνR and phases ϕLO and ϕR yields a photocurrent (assuming a














PLOPR sin(∆ωt+ ∆ϕ) (2.2)
where P denotes the power of the light beams, ∆ω = ωR − ωLO the difference
between the angular frequencies of the two light fields and ∆ϕ = ϕR − ϕLO the
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corresponding phase differences. This photocurrent is converted into a voltage by
means of a transimpedance amplifier (attached to the photodetector) and is input
for the phasemeter. The noise contribution of this phasemeter must not exceed
2pi µrad/
√
Hz between 0.3 mHz and 1 Hz Fourier frequency per readout channel (this
requirement corresponds to approximately 1 pm/
√
Hz and will be derived in the
beginning of chapter 3). The important phase information is contained in ∆ϕ =
ϕR − ϕLO since ϕR is the phase the light has picked up on its way to the remote



















Figure 2.2: The light from the local oscillator interferes with the received light from the
remote laser yielding a beat-note with angular frequency ∆ω = ωR−ωLO. The phase of
this beat-note contains the desired information about optical pathlength changes caused by
gravitational waves. The interference pattern at the second port of the beamsplitter contains
basically the same information and will also be sensed by an equivalent system for increased
SNR and hot redundancy.
2.2 Phase-Locked Loop Basics
2.2.1 Possible Phase Detection Techniques
As mentioned above the phasemeter has to measure the phase of beat-note signals
with frequencies between 2 and 20 MHz having a maximum frequency drift of 4 Hz/s.
It has to be capable to simultaneously track 3 of these tones (main beat-note and
two sideband beat-notes) plus the pilot tone being present in one and the same in-
put signal. Additionally the PRN code has to be demodulated. The required PMS
sensitivity for the main beat-note detection is 6µrad/
√
Hz (this will be derived in
the beginning of chapter 3). For the other tones there are relaxed requirements.
Since this phase measuring system has to store and transmit data and since it should
be easy to modify it for testing purposes, a digital system is the preferred choice.
There are basically 3 different digital phase detection methods that have been in-
vestigated by different experimental groups: zero crossing timing, use of the LTP
phasemeter and a DPLL (Digital Phase-Locked Loop).
The zero crossing timing ([31],[28]) measures the time between the zero crossing of
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an AC signal with respect to a reference clock. The main drawback of this methods
amongst others is that it is unsuitable for tracking multiple tone signals.
The use of the LTP phasemeter ([30],[29]) requires a downmixing of the input signal
to a fixed frequency of a few kHz before phase detection. This in turn requires a
variable PLL due to the variable input frequency. Another disadvantage is that due
to the ’image frequency’ ending up at the signal frequency as well, the SNR will be
reduced by a factor of
√
2 which is not acceptable.
The most promising method capable to fulfil all the desired tasks without any appar-
ent drawbacks is a Digital Phase Locked Loop (DPLL) which is under investigation
by several groups1 worldwide ([32],[33],[34],[35],[36]).
2.2.2 Working Principle DPLL
The Digital Phase Locked Loop is a digital feedback control system that tracks the
phase of an incoming digitised signal by trying to keep the error signal (outLPF) at
zero. A block diagram of such a control loop is sketched in Figure 2.3. It comprises
a digital mixer (multiplier), a LPF, a PI (Proportional-Integral) Controller, a PIR
(Phase Increment Register), a Phase Accumulator (PA) and a Sine Look-Up-Table
(LUT). The entity consisting of the PIR, the PA and the LUT is referred to as NCO
(Numerically Controlled Oscillator).
sin( ω   t + ϕ )in1A
)cos(A
nco

















Figure 2.3: A PLL is feedback control system that tracks the incoming signal by generating
a feedback signal that matches (despite of a 90◦ phase shift) the phase of the input signal.
It only works in closed loop condition
A phase difference between the incoming and the feedback signal (assuming that
their angular frequencies ω are equal, which should be the case if the system tracks
the input signal properly) leads to a mixer output of




A1A2[sin(ϕin − ϕnco) + sin(2ωt+ (ϕin + ϕnco))] (2.5)
1NASA/JPL, University of Florida and AEI Hannover
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This is the error signal of the loop which depends linearly on the signal amplitudes
and also linearly on the phase error ∆ϕ for small phase differences. This linearity
is a precondition to analyse the system by the concept of a transfer function. This
error signal (Equation (2.8)) is amplified (PIC), a frequency offset value is optionally
added (to help the system to get into lock) and the resulting value is sent to the
PIR. The values of the PIR (which are a measure for the current NCO frequency)
are integrated in the PA giving the phase ramp that can be seen in Figure 2.3. The
fractional part (of one cycle) of the PA addresses the LUT where the amplitude
values of one cycle of a sine wave are stored (see also Figure 2.5 of section 2.2.4).
This yields a sinusoidal output that is mixed with the incoming signal.
The NCO output is basically a 90◦ phase-shifted copy of the input signal (the quadra-
ture signal Q). Any phase deviation ∆ϕ between the incoming and the NCO signal
will lead to a change in the NCO output phase to suppress this error. Direct readout
of the phase of this feedback signal yields the desired phase information about the
input signal. The main benefit of this architecture is that the analog phase of the
input signal is converted into digital form. The readout and phase reconstruction
schemes will be explained in section 2.2.4. This digital PLL is implemented on an
FPGA (Field Programmable Gate Array) chip using the VHDL Programming lan-
guage.
One PLL is able only to track one signal. For e.g. 4 different signals to be tracked
there need to be 4 PLLs implemented on the FPGA chip. In the remainder of this
thesis the DPLL will also be denoted just as ’PLL’ or ’PLL core’.
2.2.3 PLL Core Description
The principle of how a PLL tracks an incoming signal is based on the Quadra-
ture (’Q’) mixing scheme since the incoming signal and the feedback signal are 90◦
(quadrature) out of phase. To completely analyse an incoming signal the In-Phase
(’I’) mixer output (containing information about the signal’s amplitude) should also
be considered. Figure 2.4 shows a complete overview over a PLL and depicts how
all necessary information to completely characterise the tracked signal are obtained:
• The PA Register contains information of the phase of the incoming signal
plus a phase offset due to the lock-in process. Its fractional phase can be
used to determine the differential phase between two PLL channels for e.g.
differential wavefront sensing.
• The PI Register contains the phase increment (the ’phase step’) during one
NCO duty cycle. Basically this is the information about the instantaneous
frequency of the signal.
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• The I-mixer readout is a measure for the current amplitude of the input
signal. It is obtained by multiplying the digitised input signal with the in-
phase feedback signal giving an mixer output of




A1A2[cos(ϕin − ϕnco)− cos(2ωt+ (ϕin + ϕnco))] (2.10)
which gives after low pass filtering (’2f -filter’ meaning that the signal having













• The Q-mixer readout is the error signal of the loop proportional to 11+G(s)
where G(s) is the Open Loop Gain. For G(s) being infinite this signal would
be zero. If necessary, this readout can be used in combination with the ’I’-
readout to correct for the phase error ∆ϕ of the feedback signal with respect





























Figure 2.4: From the PLL all desired information of the input signal can be obtained:
Phase (PA), frequency (PIR) and amplitude (’I’-readout). The ’Q’-readout can be used to
correct for phase errors due to finite loop gain.
For the phasemeter protoype investigated for this thesis the data are read out with
a frequency of 24 Hz downsampled and averaged from 50 MHz operating frequency
of the system. The system developted according to [17] will run at 80 MHz clock
frequency.
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It should be emphasised that all values obtained from this PLL outputs are digital
numbers that have to be converted into quantities with physical meaning. This will
be explained for the PIR output in the following section.
2.2.4 Phase Reconstruction
Since the PA register content is a rapidly increasing ramp of a 84 bit register, the
phase of the feedback signal is reconstructed from the PIR output. For some initial
basic measurements the PA readout was evaluated, but due to more comfortable
filtering possibilities the reconstruction from the PIR is the preferred method for
nearly all measurements presented in this thesis. As already mentioned above the
content of the PIR is a measure for the instantaneous frequency of the tracked signal.
How this content (which is actually only a digital number) is scaled to a frequency
value can easily be seen from Figure 2.5 showing the working principle in more
detail than Figure 2.3. The full scale of the PIR is 60 bit which is 260 in decimal
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Figure 2.5: Principle of NCO signal generation (the numbers assigned to the bars refer to
bits): the fractional part from the 48th to the 59th bit of the Phase Accumulator (PA) is
used to address the Look-Up-Table (LUT) to generate the feedback signal.
value would correspond to a phase step (phase increment) of 2pi during one clock
cycle (corresponding to 20 ns for 50 MHz operating frequency) of the phasemeter.
Hence the full range of the PIR corresponds to 50 MHz meaning that the frequency
can be calculated as
f = PIR · 50 MHz
260
(2.15)
where PIR is the content of the PI register converted into a digital number after
EPP readout. This is the averaged frequency value over 221 clock cycles (50 MHz
downsampled to 24 Hz readout). So the whole phase step ∆ϕ processed by the NCO
during one readout cycle (40 ms) is
∆ϕ = 2pi · f ·∆t (2.16)
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2pi · fi ·∆t (2.17)
with
fi : averaged frequency of i-th readout cycle
∆t : period of one readout cycle (221·20 ns)
ϕ(t) : corresponding phase
This is the desired phase information used for further investigations.
2.3 Hardware Implementation
Figure 2.6 shows a photograph of the PMS demonstration model developed and
tested at the AEI. Its components are located on a 4-layer specially designed Printed
Circuit Board (PCB).
Signals can be injected via 4 analog inputs that are digitised by 4 ADCs (AD
8446, 16 bit, 100 MHz maximum sampling rate) initially driven by one transformer
(MC ADT1-1WT+, recommended by ADC manufacturer) each. These digitised
data are further processed on an FPGA (ProAsics A3PE 3000 or 1500 with 3 or
1.5 million system gates, respectively) which contains the desired number of PLLs.
These FPGA-Chips were chosen because there exist space qualified comparable ver-
sions. The system operates at 50 MHz sampling frequency (corresponds to 20 ns
duty cycle time) which is generated by an onboard crystal oscillator.
The data of interest, i.e. information about phase, frequency and amplitude of
the injected signals, are filtered and downsampled to about 24 Hz on the FPGA for
readout via an Enhanced Parallel Port (1024 bit packets) for post-processing on a
computer (LINUX operating system).
2.4 Functionality Tests
2.4.1 Tracking of unmodulated Signals
One of the very first test measurements performed with the phasemeter is depicted in
Figure 2.7. The goal was to check if the system is capable to lock on an input signal,
to track it and to put out a reasonable frequency value (PIR readout). For this
purpose a sinusoidal 12 MHz signal was injected. From the PI register the measured
frequency was read out via the EPP. The results of this measurement, i.e. the time
series of the measured frequency, can be seen in Figure 2.8. Obviously the system
is capable to lock on the 12 MHz signal (this process takes at most 200 ms) and to
hold lock over a period of one hour. The decrease in frequency within the first 30
minutes is not caused by an imprecision of the measurement but by the warm-up
process of the frequency generator. Whether the fast sub-Hertz fluctuations in the
time series are noise of the phase measuring system or frequency variations that are
actually present in the input signal (frequency noise of the generator) can not be










Figure 2.6: A photograph of the 1st generation phasemeter tested and used for further

























Figure 2.7: The purpose of the first functionality test was to check if the system is able to
track an injected RF signal and if there is a correct frequency output of the PIR.
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12 MHz external input
Figure 2.8: Time series of the PIR readout for a 12 MHz input signal: the phasemeter
delivers reasonable data and is able to keep lock condition over at least one hour. The
frequency deviation from the exact value of 12 MHz is caused by the fact that the clock of
the frequency generator is not locked on the clock of the phasemeter.
2.4.2 Tracking of phase modulated Signals
An additional test was carried out to confirm that the phasemeter is also capable
of detecting a known phase modulation applied to a MHz input signal. The setup
for this measurement is depicted in Figure 2.9. The input signal (5 MHz) was phase
modulated with a modulation depth of 1 radian peak-to-peak and a modulation
frequency of 0.01 Hz. The information about the signal’s phase was obtained by
reading out the PA register. As already mentioned the PA output is a rapidly
increasing ramp with slope 5 · 106 ·2pi rad/s. On such a ramp the phase modulation
is not visible. For this reason a ’reference ramp’ was generated by means of the




























Figure 2.9: From the PA readout one phase modulated ramp and one not phase modulated
ramp with nearly identical slopes are obtained. After subtraction the average phase is flat.
removed and the phase modulation became clearly visible as shown in Figure 2.10.


















Figure 2.10: The sinusoidal phase modulation is clearly visible in the time series of the
measured phase yielding correct amplitude and modulation frequency without any distor-
sions.
can be determined by means of the phasemeter with correct frequency (0.01 Hz)
and amplitude (0.5 rad) and without any apparent distortions. The average phase
difference shown in Figure 2.10 is slightly decreasing which means that the apparent
frequency of the NCO generated signal is slightly higher than that of the frequency
generator, but this phase detection principle works.
This way of determining the phase modulation of a known phase modulated input
signal is used in the next section to measure the transfer function of the PLL.
2.5 Loop Analysis
In principle every PLL is inherently nonlinear making it hard to be analysed. But,
as already emphasised in section 2.2.2 where the basic working principle of a PLL
was explained, for a small phase error ∆ϕ there are linear techniques to analyse
the loop. In particular the very powerful concept of a transfer function describing
the relation between the input and the output of a linear system in Laplace domain
(continuous) or z-domain (discrete) can be applied (see e.g. [13],[14]). Although the
PLL described in this thesis is a digital system it will be shown that a linear analog
(continuous) model is an appropriate tool to analyse this system.
2.5.1 Linear Analog Model
To analyse the PLL presented in this thesis the loop model sketched in Figure 2.11
was used. It is basically a model of a continuous system meaning that it is analysed
in the Laplace domain. The simplification to a continuous model is justified since
the operating frequency (50 MHz) is much higher than the frequencies of interest.
It should be emphasised that this model describes the behaviour of the system with
respect to phase changes in the input signal. This means that frequencies referred
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to by the Laplace variable s are not the amplitude frequencies of the input signals
(MHz range) but the frequencies of phase oscillations of these signals.































Figure 2.11: The principle of measuring the open loop transfer function depicted here can
not be used to measure it but this linear continuous model of the PLL can be used to derive
the transfer functions of the system (see text). The numbers assigned to the signal lines
refer to bus width in bits.






where the ’e’ subscript stands for ’error’. Unfortunately, the principle depicted
in Figure 2.11 can not be used to measure the open loop transfer function since
the system only works in closed loop condition. The open loop gain can only be
formally derived from the cascade of the loop elements (phase detector, loop control
and NCO) that the error signal ϕe has to pass. For the system sketched in Figure











and T being the sampling frequency.












s2T 2 + κTcs+ κ
(2.24)
Since this is a closed loop transfer function (see Figure 2.12) it can be measured as































Figure 2.12: The system transfer function is defined as ϕnco(s)ϕin(s) and can be measured with
the setup sketched in Figure 2.9.
in s. For this reason the PLL here is said to be a second order PLL. Since the PLL
contains two integrators in total (phase accumulator and integral gain register of
the controller) it is denoted as a type 2 PLL (of second order). These type of PLL
is widely used since it does not introduce steady state phase errors if a phase or a
frequency step occurs in the RF input signal (assuming the system to remain locked
on the signal).
2.5.2 Transfer Function Measurement
To confirm that the model derived in the previous section is an appropriate de-
scription of the loop, its predictions have to be compared to measured data. The
setup that was chosen to perform the corresponding measurement is the same as
already depicted in Figure 2.9. A phase modulated signal generated by means of
the frequency generator (Rohde & Schwarz SML-03) was injected in one phaseme-
ter channel. The signal frequency was constant at 12 MHz with input amplitude of
2 Vpp. The depth (amplitude) of the phase modulation was kept fixed at 0.6 radian
peak-to-peak. Nine different measurements where performed with phase modulation
frequencies between 100 Hz and 2 kHz. The amplitude of the feedback phase was
determined by applying the readout scheme shown in Figure 2.9 and Figure 2.10
to calculate the ratio of feedback and input phase (see Equation (2.22)). These
experimental derived ratios were compared with the theoretical values for H(s)
(Gi = 220, Gp = 26). The results of this measurement can be seen in Figure 2.13.
It shows the Bode plot of the system transfer function H(f). It can clearly be seen
that the measured data match quite well the theory. H(f) behaves in principle like
a low pass filter. The gain peak has a maximum at about 400 Hz Fourier frequency.
Gain peaking always appears in the system transfer function of second order type
2 PLLs (see e.g. [37] for details). Furthermore it can be seen that the relation
between feedback and input phase approaches a one-to-one relation the lower the
Fourier frequency is. This is the reason why phase oscillations of the input signal in
the mHz regime can be directly determined by the feedback signal.
These results show that the linear continuous model is an appropriate tool to de-
scribe the control loop.
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Figure 2.13: The Bode plot for the measured and the calculated STF clearly shows the
compliance of theory and measurement (top). For completeness the theoretical phase be-
haviour is also plotted (bottom).
2.5.3 Loop Gain Adjustment
In the previous section the PLL was characterised by the gains of the loop elements
and the sampling frequency. A second order type 2 PLL can also be completely
described by two different loop parameters: the undamped natural frequency ωn
and the dimensionless damping factor ζ. With these parameters the system transfer
function can be described by
H(s) =
2ζωns+ ω2n

















A preferred value of the damping constant ζ is 0.707 (critical damping). From





to get a desired value of 0.707 for ζ. In Figure 2.14 the theoretical curve for Gi and
Gp to get the system critically damped is plotted. The assumed input amplitude
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Figure 2.15: The open loop transfer function indicates that Gi=223 and Gp=228 are gain
combinations with acceptable unity gain frequency and sufficient phase margin.
Figure 2.15 shows the Bode plot of the open loop transfer function for three differ-
ent gain combinations for the system to be approximately critically damped. For the
system to have a proper one-to-one relation between input and feedback phase with-
out the necessity of performing an I/Q correction the unity gain frequency should be
sufficiently high. Furthermore a high unity gain will be needed for digital locking of
lasers which requires a bandwidth of approximately 30 kHz. The gain combination
Gi=223 and Gp=228 seemed to be an appropriate choice. The unity gain frequency
is 200 kHz and the phase margin is 40◦.
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Figure 2.16: Setup for investigating
the noise dependence of one PLL chan-
nel on the gain combinations
To test if this gain combination is really a good
choice the measurement depicted in Figure
2.16 was carried out. An NCO onboard the
FPGA was used to generate a 12 MHz signal
which was input for a PLL. The tracked phase
was read out from the PA register. Several
measurements were performed using different
gain combinations. The results of the ob-
tained spectral densities of the phase for these
one-channel measurements are shown in Fig-
ure 2.17. (The requirement for the phasemeter
is set to 2pi µrad/
√
Hz. This will be derived in
the beginning of the next chapter.) From the
left graph of Figure 2.17 it can be seen that
the noise floor of the measurement using a pro-






















































Figure 2.17: Results of the measurement depicted in Figure 2.16: To choose a proportional
gain of 228 or 229 and an integral gain of 223 seemed to be most promising. No other gain
combination showed better noise behaviour with respect to this measurement
of the measurement using Gp = 230 did not change significantly when changing the
integral gain Gi (not sketched). Increasing Gi for Gp = 228 (left graph of Figure
2.17) led to an increase of the noise floor. All noise curves show a large number of
peaks but for Gp = 228(229) these peaks are below the requirements.
The measurements done here indicate that a good choice for the gains of the loop
control were Gp = 228(229) and Gi = 223. During the further work on the phasemeter
it came out that this gain combinations delivered best results.
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3 Phasemeter Sensitivity Investigations
In this chapter the way from the first already quite promising phase noise perfor-
mance results towards a satisfying phasemeter sensitivity with respect to unmodu-
lated sinusoidal input signals will be presented.
In the first two sections (3.1 and 3.2) the requirements on the phase noise of the
phasemeter are briefly discussed and termini like ’sensitivity’ and ’performance’
(which will be used synonymously) are defined. In the sections that follow (3.3
and 3.4) the most serious noise sources with respect to the experiments described
in this chapter are identified. It will be described how they could be eliminated to
a sufficient degree. The focus lies on the so-called ADC time jitter noise and on the
noise introduced by different analog front end designs. In section 3.5 the results are
summarised and it will be shown that the phasemeter sensitivity defined in section
3.2 meets the desired requirements. This opens the door for a more sophisticated
and detailed analysis of the phasemeter performance (chapter 4) and for the first
applications more directly related to the LISA project (section 4.3).
3.1 Phasemeter Requirements
The requirements on the full LISA/NGO instrument is basically derived from the
scientific objectives, the transfer function of the interferometer and a 35 % margin
on strain sensitivity ([15],[16],[19]).
The scientific objectives to obtain information from astrophysical sources in the
frequency band from 1·10−4 Hz to 1 Hz (goal : 3·10−5 Hz to 1 Hz) with a SNR of 5σ
over 1 year integration time defines the requirement on strain sensitivity of the full
detector ([21],[20]). A 35 % system margin is applied to this strain sensitivity for
the instrumental requirements being below the scientific ones ([19]). Furthermore
the transfer function of the interferometer, i.e., the frequency dependent response
to a gravitational wave passing the detector, has to be taken into account ([22],[1]).
This chain results in a simplified ([19]) requirement for the optical pathlength noise












One fundamental noise contribution is the shot noise due to the weak light received
from the remote satellite. It gives a frequency independent contribution of about
8 pm/
√
Hz assuming 100 pW of received light after the beam has passed the compo-
nents of the optical chain prior to the photo detector ([19],[16]). This noise contribu-
tion is already included in the 12 pm/
√
Hz requirement stated in Equation (3.1). The
situation differs for NGO since the armlengths are shorter by a factor of 5 and the
received power is 270 pW corresponding to about 5 pm/
√
Hz shot noise contribution
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([15]). For the phase readout not to give a significant contribution compared to the
shot noise expected for LISA the phasemeter sensitivity requirement (excluding op-
tics and residual clock noise) is allocated at 1 pm/
√
Hz with the frequency dependent
shape given by Equation (3.1) ([16]). This corresponds to 2pi µrad/
√
Hz for a laser
wavelength of 1µm (this is the wavelength of the Nd:YAG NPRO laser baselined for
LISA). A graphical presentation of the requirements are shown in Figure 3.1. In the
remainder of this thesis the differential phase noise between two phasemeter chan-
nels will be used to characterise the phasemeter’s sensitivity and will be compared
with the 2pi µrad/
√





















Figure 3.1: Requirements for a single phasemeter channel and for a single interferometer
link
3.2 Initial Sensitivity Measurements
3.2.1 Principle of Zero Measurement
For determining the phase noise of the phasemeter a zero measurement is an appro-
priate tool. The basic principle of such a measurement is sketched in Figure 3.2.
The output signal of a frequency generator is split before being injected into two
phasemeter channels. For each single channel the phase is reconstructed from the
PIR output and for each readout cycle these phases are subtracted in post-processing
on a computer indicated by ’phase difference’ in Figure 3.2. The basic functioning
principle of such a measurement is that noise introduced to the signal by one arbi-
trary component before splitting cancels by subtraction, since it is the very same in
both readout channels. In the case of the measurement shown in Figure 3.2 the noise
of the generator cancels and the phase noise of the transformers, of the ADCs and
of the PLLs remain. Depending on which noise contribution is to be investigated
this basic setup (Figure 3.2) can be modified as will be explained in the subsequent
sections.
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Figure 3.2: Setup zero measurements : the noise of the frequency generator cancels by
subtraction. The phase difference is reconstructed from the PIR content.
If the PMS would be noise-free the difference between the two channels would be
flat at zero or at most at a constant value, due to initial offsets during the lock-in
process. The deviation of the phase difference from zero between these two channels
is used to define the sensitivity of the PMS with respect to a certain setup.
The practical approach of measuring this sensitivity by this method is explained in
section 3.2.2. It should be emphasized that such a zero-measurement can not be
Figure 3.3: The hexagon interferometer is designed such that the beat-notes obtained by
interference of the 3 laser beams can be used to test the linearity of the phasemeter. The
photograph shows the prototype designed and built at AEI.
used to test the linearity of the system since the two phasemeter channels basically
have to track identical signals. In further investigations it has to be shown that the
system works linear in the sense that:
OUT [sin(ω1t+ϕ1(t)] +OUT [sin(ω2t+ϕ2(t)] = OUT [sin((ω1 +ω2)t+ϕ1(t) +ϕ2(t)]
(3.2)
where ”OUT” assigns the phasemeter output that yields the phase information. To
test this linearity the system will have to track signals with frequencies ω1, ω2 and ω3
and phases ϕ1(t), ϕ2(t) and ϕ3(t), respectively. These signals must be constructed
such that
(ω1t+ ϕ1(t)) + (ω2t+ ϕ2(t))− (ω3t+ ϕ3(t)) = 0. (3.3)
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This can be achieved by creating them as differences (a−b), (b−c) and (a−c) from
independent sources a, b, c. If the system works linearly only the noise of 3 phaseme-
ter channels remains after adding the signals to verify Equation (3.3). This test can
be implemented in the digital domain, with analog signals (including analog compo-
nents and ADCs) and finally in an optical system which includes photo diodes etc..
The optical test was implemented by means of the hexagon interferometer depicted
in Figure 3.3. The beat-notes obtained by interference of the 3 laser beams deliver
signals that fulfil the condition stated in Equation (3.3). Such a hexagon interfer-
ometer has been designed and implemented at the AEI. Investigation on this system
are succesfully ongoing but are not topic of this thesis.
3.2.2 First Sensitivity Results
One of the first measurements to characterise the sensitivity of the phasemeter with
respect to the setup depicted in Figure 3.2 was carried out using a 12 MHz input
signal. The time series of the frequency difference obtained from the two phasemeter
PIRs and the reconstructed phase difference are shown in Figure 3.4. The frequency
difference fluctuates around zero with a peak amplitude of about 20µHz (blue curve,
left). The corresponding phase difference (red curve, right) shows fluctuations in the
order of hundreds of microradians.
The linear power spectral density of this time series is the desired measure for the
phasemeter sensitivity. The result for the time series of the phase difference in Figure












































Figure 3.4: Time series of differential frequency measurement (left) and the corresponding
reconstructed phase difference (right) for a 12 MHz zero measurement using two transformers
For Fourier frequencies between 0.3 mHz and 400 mHz the noise curve is above the
requirements. It increases to lower frequencies with approximately 1/f . Further-
more there appear peaks in the differential phase noise which seem to be harmonics
of 0.86 Hz.
Figure 3.6 shows the results for measurements performed with different input fre-
quencies between 2 and 20 MHz. The noise is above the requirements for Fourier
frequencies below 400 mHz for each chosen input signal frequency. A clear depen-
dence between input frequency and phase noise is not observable although there are
differences in phase noise of up to one order of magnitude (e.g. at 10 mHz). In
particular for lower input frequencies (2, 4 and 6 MHz) the noise shows a shoulder-
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Figure 3.5: Spectral density of differential phase measurement for a 12 MHz input signal
derived from the time series shown in Figure 3.4; the noise is above the requirements for
nearly the whole frequency range of interest. The peaks appearing above 1 Hz Fourier
























Figure 3.6: First sensitivity measurements using input frequencies between 2 and 20 MHz
show unsatisfying noise performance.
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like spectrum. The peaks already visible for the 12 MHz measurement in Figure
3.5 appear at the very same Fourier frequencies independent of the input frequency.
One possible explanation for this peaks might be the behaviour of the PLLs. In
section 2.5.3 it was shown that a single PLL tracking a digital NCO output shows
comparable peaks (Figure 2.17) to those in Figure 3.6. If two PLLs do not get the
very same signal the peaks might not cancel in subtraction as it is the case for two
PLLs tracking the very same signal from one ADC (this will be shown below).
This performance is of course unsatisfying and further investigations had to be done
to improve it.
3.2.3 Influence of Loop Gains
One could be tempted to assume that a bad choice of the gains (or of the gain
combinations) of the PLLs is the origin of this phase noise. Figure 3.7 shows the
results for a 12 MHz measurement using different gain combinations. Obviously this
has no influence on the sensitivity. The phase noise remains the same apart from
usual statistical fluctuations of the noise curves. Also the peaks remain at the same









































Figure 3.7: Phase noise for a 12 MHz input signal using different PLL gain combinations;
the choice of gains is not the source of the poor performance
3.2.4 Input Amplitude Digitisation Noise
Another possible reason for the poor noise behaviour could be the amplitude of
the input signal. To investigate this, measurements with different amplitudes of a
12 MHz input signal were performed using the setup depicted in Figure 3.2. The
results can be seen in the left graph of Figure 3.8. Although no improvement was
possible an amplitude dependence of the phase noise can clearly be seen. By de-
creasing the amplitude of the input signal below 1 Vpp there is an increase in the
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flat noise floor limiting the performance at the high frequency end (above the LISA
band). Since this noise floor is white and increases with decreasing input amplitude
it is most probably caused by the digitising process of the input signal. This type of
noise is usually proportional to the inverse of the amplitude (n˜dig ∝ 1/amplitude).
The right graph of Figure 3.8 shows that for this experiment this relation is obvi-
ously valid for input amplitudes up to 1 Vpp. A further increase in input amplitude
does not enhance the performance so there must be some additional limiting factor.
The assumption is that this is the limit set by the digital output of the NCO which
is mixed in the PLLs with the digitised input signal. This amplitude output is by
design fixed in amplitude and LSB width. Probably this NCO output dominates the
digitising noise of the phasemeter for input amplitudes higher than 1 Vpp. Since this
noise is well below the requirements for sufficient high input amplitudes it should
not be a limiting noise source in further considerations. The problem is still the




















































Figure 3.8: Phase noise dependence on the input signal amplitude clearly shows the ex-
pected reciprocal relation.
3.2.5 Modified Zero Measurements
As already mentioned in the beginning of this section the setup sketched in Figure 3.2
can easily be modified to exclude potential noise sources and add them back in step
by step to the measurement chain. Since the origin for the poor noise performance
shown e.g. in Figure 3.6 was still unknown the setups depicted in Figure 3.9 were
used to find out which components are the main noise sources. The upper sketch
in Figure 3.9 shows the setup for investigating the noise of the PLLs since noise
introduced by the transformers or the ADCs cancels in subtraction. The result of
this measurement was that the differential signal of two PLLs receiving the very
same signal from one ADC is flat at zero. In this sense the PLLs are noise free.
This does not mean that each single PLL is noise free but that the noise that might
be introduced is perfectly common mode. But even twice the noise measured for a
single PLL-NCO combination (cf. section 2.5.3) would not explain the excess phase
noise presented in the previous sections.
The next step was to implement two ADCs into the measurement chain as is depicted
in the lower sketch of Figure 3.9. This includes the ADCs as noise source, but not
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the transformers since the transformer noise is common mode in both channels.
Again a differential phase measurement was performed using a 12 MHz input signal.




























































Figure 3.9: Different setups for investigating the noise contributions of the PLLs (top) and
the contributions of the PLLs plus ADCs (bottom)
obtained by using the setup sketched in Figure 3.2. From this graphical presentation
3 important informations can be extracted:
• The phase noise of the measurement using two transformers is obviously dom-
inated by the noise introduced right by these devices below 1 Hz.
• The performance using only one transformer is limited for frequencies below
3 Hz by ADC noise since noise of the transformer cancels by subtraction and
the PLLs are at most responsible for the peaks above 0.8 Hz Fourier frequency.
• Though improved significantly when using only one transformer the sensitivity
is dominated by some ADC noise that still shows an unacceptable 1/f shape
that does not meet the requirements.
In the subsequent section the origin of this noise source will be further investigated.
3.3 ADC Time Jitter Noise
In this section the ADC noise will be identified to be caused by a timing jitter in
the ADC sampling process, a known problem inherent to ADCs. Furthermore a
correction scheme using a calibration (or pilot) tone to correct for this type of noise
will be presented. It will also be demonstrated that this correction scheme suppresses
this noise to a level below the requirements.
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12 MHz, 2 transformers
12 MHz, 1 transformer
Figure 3.10: Phase noise obtained from a measurement with only one transformer and two
ADCs still shows 1/f shape and does not meet the requirements.
3.3.1 Phase Noise due to Sampling Jitter
The origin of the 1/f phase noise introduced by the ADCs is timing jitter in the
sampling process of the ADCs (this will be confirmed below). In Figure 3.11 the
sampling points on an incoming sinusoidal wave (red) of a perfectly sampling ADC
are represented by the vertical lines. They are equidistant in time with sampling
period Ts.
A real ADC does not sample that perfectly. The sampling points jitter in time
TS
Figure 3.11: Sampling points for a perfectly sampling ADC are equidistant in time with
sampling period Ts.
as shown in Figure 3.12. The periods between these sampling points jitter around
the average period Ts. This has a significant impact on the phase measurement. In
principle the phasemeter measures the phase steps between two adjacent sampling
points and these phase steps vary in time due to the jitter (actually we measure
the average over 221 of those steps from the PIR (cf. section 2.2.4), but the effect
does not cancel out by averaging and for a basic consideration it does not make any
difference).
In Figure 3.13 it can be seen how a time deviation δt with respect to a perfectly
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Figure 3.12: For a real ADC the sampling points jitter in time.
sampling ADC influences the detected phase even though the sampled signal is at
constant frequency. It can easily be seen that this time shift δt corresponds to a
difference in phase of
δϕ = 2pifin · δt (3.4)




Figure 3.13: A time deviation of δt between sampling points leads to an input frequency
dependent deviation in the measured phase step although the signal frequencies are constant.
jitter having a linear spectral density of t˜1,jit and t˜2,jit for channel 1 and channel 2,
respectively, leads to a differential phase noise of




= 2pifin · t˜jit (3.5)
since t˜1,jit and t˜2,jit are not correlated and add quadratically. It should be emphasised
that this time jitter is not caused by the jitter between the clocks driving the ADCs
(this would lead of course to an additional time jitter noise contribution). It is a
feature inherent to the ADCs that also appears in difference if two ADCs are driven
by the very same clock.
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3.3. ADC Time Jitter Noise
3.3.2 ADC Jitter Measurements
To confirm that it is the time jitter explained above causing the ADC noise shown
in Figure 3.10 some additional measurements had to be performed. From Equation
(3.5) it can be seen that comparable ADC time jitter behaviour should lead to an
input frequency dependent differential phase noise. To check this, additional phase
noise measurements using the setup depicted in Figure 3.14 were performed for
different input signals (2, 6 and 12 MHz). The differential phase noise obtained by



























































Figure 3.15: Measured differential phase noise for different input frequencies clearly de-
pends on the input frequency.
One can clearly see the input frequency dependence of the phase noise. The
phase noise increases for higher input frequencies. In the next step the values of the
spectral densities of the phase difference shown in Figure 3.15 were converted into
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This convertion of course only makes sense if the time jitter is the dominating noise
source. The results of this conversion can be seen in Figure 3.16. It shows that below
500 mHz Fourier frequency all three signals seem to experience at least a comparable
time jitter. The frequency region above 500 mHz is limited by digitising noise which
does not have the same frequency dependence as stated in Equation (3.6), so the
conversion can not yield useful information. Also below 500 mHz the three curves
do not lie exactly on top of each other. The reasons for this are that the jitter is
a statistical process that varies from measurement to measurement and that it is
also influenced by changes in environmental conditions (in particular temperature).





























Figure 3.16: Phase noise equivalent time jitter below 500 mHz is roughly identical for 2,
6, and 12 MHz input signals.
perform two zero measurements simultaneously. A 20 MHz and a 2 MHz signal were
added in front of the transformer. Afterwards the signals are both sampled by the
same ADCs to experience the very same time jitter. They are tracked by different
PLLs by choosing 2 and 20 MHz as initial offset value, respectively. (Actually this
was the first test showing that the phasemeter is able to track two different frequen-
cies being present in one and the same input channel.)
The results after converting the measured phase noise into equivalent time jitter
noise can be seen in Figure 3.18. It can clearly be seen that for Fourier frequencies
below 300 mHz the curves seem to lie exactly on top of each other. Since it is known
that ADCs show this time jittering behaviour and since the measurements clearly
match the assumed theory it can be regarded as proven that the dominant noise in
the measurements performed with one transformer and two ADCs is the ADC time
jitter.
The setup depicted in Figure 3.17 and the fact that two signal of different frequencies
passing simultaneously the same ADC experience the same time jitter can be used
to correct for this noise source. How this is done is described in the next section.
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Figure 3.17: Setup for simultaneously performing two zero measurements for investigating

























time jitter requirements 2 MHz
time jitter requirements 20 MHz
20 MHz
2 MHz
Figure 3.18: Phase noise equivalent time jitter is identical for 2 and 20 MHz input signals
below 300 mHz.
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3.3.3 ADC Time Jitter Correction Principle
The time jitter correction principle is based on three assumptions:
• Two signals of different frequency that are electrically added and simultane-
ously sampled by one and the same ADC experience the very same time jitter.
• The relation between this time jitter and the corresponding phase noise scales
linearly with the signal frequency.
• The time jitter of the ADCs is the dominating noise source.
The first two points have been explained and confirmed in the previous sections.
The third one is obviously true for Fourier frequencies below 300 mHz (see Figure
3.18), but this will become an issue in section 3.4.
One of these two signals is assumed to be the one of scientific interest (e.g., carrying
information about a gravitational wave). The other one (usually set to a higher
frequency to get highest possible correction accuracy) is the so-called pilot or cali-
bration tone.
Two correction schemes will be presented below which differ in the time reference
of the correction scheme.
The first scheme assumes a phase stable pilot tone as reference. ’Stable’ means that
the inherent phase noise equivalent time jitter of this tone is below the requirements
to be fulfilled. If this pilot tone is coherently derived from a USO, this USO can be
regarded as reference. This scheme is the choice for the implementation in LISA.
The second possible scheme is a relative jitter correction between two ADC input
channels. In this case the time reference is the time period between two sampling
points of one of the ADCs. (Actually it is the average during one readout cycle but
this fact doesn’t change the principle explained here.) This correction scheme has
been used here to characterise the phasemeter performance including jitter correc-
tion.
3.3.3.1 Pilot Tone Reference
This correction scheme can be applied using only one ADC as depicted in Figure
3.19. If the pilot tone is sufficiently stable then for each readout cycle of the pilot tone
the deviation in phase δϕpilot from the nominal phase increment length ∆ϕpilot,nom
caused by a time deviation δt (the jitter) can be measured as
δϕpilot = ∆ϕpilot,det −∆ϕpilot,nom (3.7)
where ∆ϕpilot,det is the detected phase step during one readout cycle. The nominal
phase step is assumed to be constant at
∆ϕpilot,nom = 2pi · fpilot · Treadout (3.8)
with Treadout being the readout period.
Due to the fact that the signal of interest has passed the same ADC and that there
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Figure 3.19: Setup for the jitter correction with the pilot tone being the reference; the
correction can be performed using only one ADC
is a linear relation between time jitter induced phase noise and signal frequency the





This value can then be subtracted from the measured value ∆ϕsignal,det to obtain
the corrected phase increment value for one readout cycle
∆ϕsignal,cor = ∆ϕsignal,det − δϕsignal (3.10)
This principle can successively be applied to the whole time series of the measured
data to get, after summing up all these values, the jitter corrected phase for the
signal of interest.
3.3.3.2 ADC Sampling Process Reference
Since during the work on this thesis no stable pilot tone was available to perform the
first correction scheme (section 3.3.3.1), the second one using a relative correction
was used to characterise the noise performance of the phasemeter including the jitter
correction. The experimental setup is depicted in Figure 3.20. It is a simultaneous
zero measurement including two ADCs just as already used in section 3.3.2 (see
Figure 3.17 and 3.18). The principle of this correction scheme is basically the same as
for the scheme using the pilot tone as time reference. The main difference is that the
correction scheme is applied to the phase differences between the two ADC channels.
In particular the (relative) time jitter is determined via the phase difference between
the two channels tracking the pilot tone and not as deviation from a nominal value.
In Figure 3.21 the sampling points of each ADC on the incoming signals are sketched.
Due to the time jitter, the periods between the two sampling processes of the two
ADCs differ. The difference is
δt = t2 − t1 (3.11)
This difference is the same for both pilot and signal of interest. It leads to a difference
in the measured phase difference (or, more precisely, phase increment difference) for
the pilot tone of
δϕpilot = 2pi · fpilot · δt (3.12)
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Figure 3.20: Setup for jitter correction using the period between sampling points of one









   of 1st ADC
sampling process
of 2nd ADC
Figure 3.21: The sampling points (black vertical lines) of the two ADCs jitter differently
in time but the difference t2 − t1 is the same for both pilot tone and signal.
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Figure 3.22: Assuming both pilot tone and signal to be constant during one readout cycle
the correction term for the signal δϕcorr can easily be obtained from the difference in phase
difference δϕpilot.
In Figure 3.22 the effect of this time difference in the sampling process on the
measured phase during one readout cycle is sketched. It shows the phases that the
two signals have processed during one readout cycle having passed the first ADC
or the second ADC, respectively. For simplicity the origin is assumed to be the
same for all curves. This assumption is justified because the correction is performed
for one readout cycle where the zero time stamp is set by the FPGA clock. The
correction is then performed with respect to the sampling process of one of the two






One can now either subtract this value from the measured phase increment value of
the signal that passed the second ADC or add it to the one having passed the first
ADC. One just has to be consistent over the whole time series.
Basically this correction scheme ’pretends’ that e.g. the first ADC jitters in the
same manner as the second one does.
3.3.4 Experimental Results
The jitter correction scheme explained above was used to correct a 2 MHz input
signal using a 20 MHz signal as pilot tone. The setup used was the same already
shown in Figure 3.17 and Figure 3.20 but it is for completeness shown in Figure
3.23. The 20 MHz signal serves as pilot tone to perform a jitter correction on the
2 MHz input signal just as explained in the previous subsection.
The results of the jitter correction of the 2 MHz signal are shown in Figure 3.24
and Figure 3.25.
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Figure 3.23: With the setup already used in subsection 3.3.2 the jitter correction of the

























2 MHz, raw data
2 MHz, jitter corrected
Figure 3.24: The time jitter corrected time series (blue) of the 2 MHz input signal shows
significant improvement with respect to the uncorrected one (red).
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Figure 3.24 shows the raw data (not corrected) time series of the phase difference for
the 2 MHz input signal compared to the jitter corrected time series. The improve-
ment can clearly be seen. The low frequency fluctuations with amplitudes present
in the uncorrected data about 0.18 mrad peak-to-peak have completely disappeared.
The jitter corrected timeseries is flat at a constant offset level with fluctuations in
the order of microradians. The corresponding spectral densities are shown in Fig-
ure 3.25. The noise curve of the corrected 2 MHz timeseries is (below 1 Hz Fourier
frequency) up to 2 orders of magnitude below the noise of the uncorrected curve.
It clearly meets the desired requirements. Furthermore down to about 10 mHz the
curve of the corrected data is flat at approximately 1µrad/
√
Hz. This indicates (cf.


















20 MHz, raw data
2 MHz, raw data
2 MHz, jitter corrected
Figure 3.25: Spectral density of the differential phase measurement for the 20 MHz and
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Figure 3.26: The difference of the phase noise equivalent time jitter between the two
input signals (right) underlies higher fluctuations the lower the Fourier frequency is; this
downgrades the jitter correction.
The phase noise of the jitter corrected curve starts to increase below 10 mHz.
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The reason for this can be seen in Figure 3.26 showing again (cf. Figure 3.18)
the phase noise equivalent time jitter of the 2 MHz and the 20 MHz signal (left
graph) and the difference between these two curves (right graph). It shows that this
difference is not perfectly at zero as one might think if one just looks at the left
graph which has a logarithmically scaled y-axis. Figure 3.26 shows that the phase
noise equivalent time jitters for 2 MHz and 20 MHz coincide less for lower Fourier
frequencies. This indicates that there must be additional noise sources having a
different input frequency dependence than the time jitter has. This noise does not
dominate the time jitter but it makes the jitter correction less efficient since this
correction scheme is based on the linear input frequency dependence between time


















12 MHz, raw data
2 MHz, raw data
12 MHz, jitter corrected
2 MHz, jitter corrected
Figure 3.27: Spectral densities for the corrected time series of a 12 MHz and a 2 MHz input
signal using a 20 MHz pilot tone are below the requirements.
signal to be jitter corrected by means of the 20 MHz pilot tone. The results of
this measurement compared to the one carried out with a 2 MHz input signal are
shown in Figure 3.27. Apart from the broad peaks above 3 Hz appearing in the
spectral estimate of the 12 MHz input signal both jitter corrected curves show similar
behaviour. The corrected noise curve of the 12 MHz signal starts to increase already
below 30 mHz but it still meets the requirements.
One can regard these first measurements applying a jitter correction to the signal
of interest as a very successful proof of principle. The correction scheme works very
well and at least for a 2 MHz and a 12 MHz signal the raw data can be corrected to
a level below the requirements using a 20 MHz signal as calibration tone.
To further improve the accuracy of this measurements and to correct for input
signals up to 20 MHz (the maximum LISA heterodyne frequency) pilot tones with
frequencies higher than 20 MHz were chosen. Experiments have shown that pilot
tone frequencies of 48 MHz, 49 MHz, 49.5 MHz and 72 MHz yielded excellent results
(this can be seen in the next section). Since the sampling frequency of the system
is 50 MHz (corresponding to 25 MHz Nyquist frequency) these signals are aliased
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Figure 3.28: Setup for performing a zero measurement with jitter correction using a 48 MHz
calibration tone; the PLL has to track the aliased 2 MHz signal.
down to 2 MHz, 1 MHz, 0.5 MHz and 22 MHz, respectively. The phase noise caused
by time jitter is not scaled down when the signal is aliased. This means that the
time jitter induced phase noise of e.g. a 48 MHz input signal appears unchanged



























20 MHz, jitter corrected
12 MHz, jitter corrected
5 MHz, jitter corrected
3 MHz, jitter corrected
Figure 3.29: For input frequencies between 3 and 20 MHz corrected by means of a 48 MHz
calibration tone the corrected noise curves are at comparable levels below the requirements.
frequency pilot tones is that there is a higher conversion factor between time jitter
and phase noise. The relative error of the phase noise gets smaller the higher the
pilot tone frequency is (unfortunately this is only valid for the frequencies mentioned
above; for a pilot tone frequency of 98 MHz the performance gets worse).
The first pilot tone frequency above the Nyquist limit (25 MHz) was chosen to be
48 MHz being aliased to 2 MHz. Hence 3 MHz was the lowest signal frequency to
be jitter corrected. The setup for this measurements is shown in Figure 3.28. It is
basically the same setup as for the jitter correction measurements performed before.
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The difference is the 48 MHz pilot tone aliased to 2 MHz. This is the frequency the
corresponding PLLs have to track.
The results of this measurements using input frequencies between 3 and 20 MHz
are shown in Figure 3.29. The graphical presentation contains the noise curves for
the uncorrected and for the corrected time series. All of the jitter corrected noise
estimates are below the requirements over the whole frequency range of interest.
The phasemeter sensitivity determined with these experiments already includes the
PLLs and the ADCs as noise sources. This had to be further extended by the noise
contribution of the analog front end electronics which is topic of the next section.
3.4 Analog Front End Noise
In the previous section it has been shown that the jitter corrected phase noise of
the phasemeter using only one transformer as driving unit for two ADC channels is
well below the requirements. Since the input signal is split directly in front of the
ADCs, all these measurements do not yet include any noise contribution of the ana-
log front end. These contributions, i.e. noise of transformers, are common for both
ADC channels and should cancel by subtraction of the reconstructed phase values
of the two channels in post-processing in these experiments. In the real application,
however, there have to be separate front ends for each channel.
In this section the noise investigations will be extended to the ADC driving units
(which used to be the manufacturer recommended transformers) meaning that in-
stead of one ADC driving unit (a transformer) splitting one signal into two ADC
channels each ADC will now be driven by a separate device. Since not common mode
for both input channels the noise introduced will no longer cancel by subtraction
but of course the sensitivity requirements have to be met also with this additional
noise contribution.
There were three different possibilities under investigation:
• designs using transformers (section 3.4.1)
• a capacitive coupling scheme (section 3.4.2)
• a design using fully differential OpAmps (section 3.4.4)
In secton 3.4.3 the disadvantages of the transformer design and the capacitor design
will be pointed out. It will be shown that the only design having the desired features
for adding pilot tone and beat-note signal and for properly driving the ADCs is the
OpAmp design. Furthermore it will be demonstrated that this design is capable of
fulfilling the sensitivity requirements of the phasemeter over the whole frequency
range of interest (0.1 mHz to 1 Hz) for beat-notes between 2 and 20 MHz.
3.4.1 Transformer Design
Due to the very good results using one transformer (MC ADT1-1WT+, recom-
mended by ADC manufacturer, see section 3.3.4) the first choice for signal injection
with separated ADC driving units was to use two transformers. Unfortunately it
turned out that the recommended transformers were not capable of delivering sat-
isfying results.
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3.4.1.1 2-Transformer Design
To investigate the influence of the analog front end transformers on the phase noise
performance of the phasemeter the setup shown in Figure 3.30 was used. It is a zero
measurement using a 48 MHz signal as pilot tone for ADC jitter correction. The
adding of the pilot tone to the signal takes place by means of the combiner before
converting the single ended signals to differential ones. The main difference to the















































48 MHz pilot tone
Frequency
Generator
Figure 3.30: Correction setup for investigating analog front end noise of transformers
Using this setup the noise introduced by the transformers is not identical for both
input channels and will not cancel by subtraction.
The result of this measurement compared to the one using only one transformer is
shown in Figure 3.31. These graphs clearly show two major experimental results:
• First, there is an increase in noise for the non-corrected spectra (blue and
magenta curve) between 6 mHz and 2 Hz using two transformers.
• Second, the jitter corrected curve for the 2-transformer measurement (red
curve) lies essentially right on top of the one representing the noise of the
non-corrected signal (blue curve).
Since the jitter correction shows nearly no effect on the signal of interest the
phase noise of at least one of the signals (pilot tone or signal of interest) can not be
dominated by ADC time jitter noise, otherwise the correction scheme would show
a comparable effect as it does for the 1-transformer measurement (orange curve).
This can also be seen in Figure 3.32, which shows the phase noise equivalent time
jitter t˜jit for both the 3 MHz signal and the 48 MHz pilot tone calculated from the





where fin is the corresponding input signal frequency. It can clearly be seen that
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1 Transformer, no jitter correction
1 Transformer, jitter corrected
2 Transformers, no jitter correction
2 Transformers, jitter corrected
Figure 3.31: Comparison between jitter corrected spectral density of a 3 MHz signal using




























Figure 3.32: Phase noise equivalent time jitter for 3 MHz and 48 MHz using two trans-
formers
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2 Transformers, 20 MHz raw data 
2 Transformers, 20 MHz jitter corrected
1 Transformer, 20 MHz jitter corrected
Figure 3.33: Comparison between jitter corrected spectral density of a 20 MHz signal using
one and two transformers
the equivalent time jitter is higher for the 3 MHz signal. If the time jitter was the
dominating noise source for both the pilot tone and the signal the two curves would
lie on top of each other. This means that there is an additional noise introducing
mechanism having a different frequency dependence than that of the ADC time jit-
ter. In particular the 3 MHz signal experiences a phase equivalent time jitter which
is up to a factor of 5 higher than the jitter of the 48 MHz pilot tone. Since the pilot
tone correction scheme is based on both pilot and signal being dominated by the
very same ADC time jitter the jitter correction does not show any significant effect.
The measurement was carried out not only for 3 MHz but also for a 20 MHz input
signal. The setup was the one sketched in Figure 3.30. The corresponding noise
curves are shown in Figure 3.33. It can be seen that the correction works much
better for 20 MHz input than for the 3 MHz input signal but the phase noise even
with jitter correction at, e.g., 10 mHz Fourier frequency is still about one order of
magnitude above the requirements and about 2 orders of magnitude above the jitter
corrected spectral density including no relevant front end noise.
The reason for this high front end noise is probably variations in the phase behaviour
of the transfer function of the transformers caused by thermal environmental fluc-
tuations. These variations are different for the two transformers and result in a
differential phase noise that dominates the time jitter noise in particular for the
3 MHz signal.
3.4.1.2 3-Transformer Design
In all implementations described so far the pilot tone was always added to the signal
of interest before being converted into a differential signal for ADC input. This has
the disadvantage that the pilot tone may experience phase noise in the analog front
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end paths. The frequency dependence of this noise most probably differs from that




















































Figure 3.34: Setup for phasemeter sensitivity measurement using three transformers
not be possible anymore even if the signal of interest would be dominated by jitter
noise. One possibility to avoid this drawback is to use the analog front end depicted
in Figure 3.34. The transformers were placed on a separate PCB board and were
connected by cables (Figure 3.34, blue) to the phasemeter board. The pilot tone is
passing only one single transformer, so the phase noise introduced by this device is
common mode for the pilot tone in both phasemeter channels and should not influ-
ence a relative jitter correction. Unfortunately (it can easily be seen from Figure
3.34) there is a short-circuit between the two ADC input signals meaning that this
design is not suitable to measure two different input signals separately. This setup
can only be used to characterise the sensitivity of the phasemeter without noise con-
tribution of the transformers, but with the additional noise of the cables connecting
the transformer board with the phasemeter board. These cables (e.g. their lengths)
are affected by thermal fluctuations of the environment. In the previous experiments
the transformers were placed directly on the phasemeter board with rigid PCB-track
connections to the ADCs.
There were basically three different measurements performed using a 12 MHz input
signal and a 72 MHz pilot, which turned out to be the most promising pilot tone
frequency for this design. The measurement was performed without any thermal
isolation of the whole setup, then with better isolation (setup was placed under
plastic cover) and finally with better isolation and shortened cables connecting the
transformers to the ADCs. The results can be seen in Figure 3.35. There is a clear
improvement when there is a better thermal isolation of the whole setup. This might
be due to the cables being less affected by temperature fluctuations but also to all
other analog components involved in the experiment since they were also placed
in a thermally more stable environment. Another improvement in the phase noise
performance, which is even more significant, can be achieved by using shorter cables
between transformers and ADCs. In Figure 3.36 the results for various input fre-
quencies between 2 and 20 MHz can be seen. The pilot tone frequency was 72 MHz.
The phase noise for all used beat-note frequencies meet the requirements, only at 19
and 20 MHz the curves slightly touch the 3 mHz knee of the requirements.
As already mentioned the drawback of this design is the short-circuit after the two
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thermal isolation, shortened cables























Figure 3.36: Spectral density of beat-notes between 2 and 20 MHz using the front end
design depicted in Figure 3.34
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beat-note converting transformers, meaning that this measurements basically char-
acterises the noise contributions of the devices after the point of short-circuiting.
Nevertheless the results obtained by using this three transformer design are impor-
tant because:
• The method of short-circuiting the signal lines will also be used to characterise
the analog front end noise in the framework of [17].
• In Figure 3.35 the importance of avoiding cable connections in the analog front
end is obvious. This was a very important result for the work that followed.
• This ADC driving scheme was used to perform the first measurements using
optically generated signals which delivered interesting results (see below).
3.4.1.3 Optical Measurements with 3-Transformer Design
The setup depicted in Figure 3.37 was used to perform a measurement using an
optical beat-note signal. Compared to the previous measurements the beat-note
signal was generated by analog offset phase-locking of two Nd:YAG NPRO lasers
(Innolight Mephisto 500 spezial). The results of measurements performed with offset
frequencies of 2, 12 and 20 MHz are shown in Figure 3.38. The jitter corrected noise
floor is below the requirements in all three cases. As opposed to the electrically
generated signal measurements there appear peaks at about 3 mHz (common to the
spectral densities of all three beat-notes), at 6 mHz (in the 20 MHz spectral density)
and at 10 mHz (in the 2 MHz spectral density). The origin of these peaks was not
clear. Later it came out (cf. Section 3.4.4) that the peaks where most probably







































































































































Figure 3.37: Setup for phasemeter sensitivity measurement using an optically generated
beat-note signal as input
The setup sketched in Figure 3.37 was also used for measuring the phasemeter
sensitivity using an input signal generated by the beat-note of two free running
lasers (not phase-locked). The timeseries of the beat-note can be seen in Figure
3.39. Its frequency variations over a time of about two hours are in the MHz range.
The corresponding spectral noise density of a zero measurement is depicted in 3.40.
It is far above the requirements over the whole frequency range of interest. The
reason for this is not clear yet, but there is a possible explanation to this behaviour.
The high frequency fluctuation (see Figure 3.39) compared to a frequency stable
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Figure 3.39: Timeseries of the beat-note frequency of two free running Nd:YAG NPRO
lasers
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Figure 3.40: Phasemeter sensitivity using signal generated by free running Nd:YAG NPRO
lasers
input signal delivered by e.g. a frequency generator have severe influence on the
noise performance of the phasemeter in particular at frequencies in the vicinity of





















Figure 3.41: Principle of capac-
itive coupling
In this section an alternative approach for driving
the ADCs and for adding the pilot tone to perform
jitter correction is briefly presented.
For this attempt the transformers used in the 2-
transformer design were replaced by a capacitive
coupling into the ADCs as sketched in Figure 3.41.
Film capacitors with 100 pF capacity were imple-
mented. Capacitors are necessary to remove the DC
part of the input signal. They are not that sensitive
on electro-magnetic environmental disturbances as
the coils used in the transformers are, since these
coils act like antennas. Since the input signals are single ended ones while the ADCs
expect a differential input one of the two differential ADC inputs was connected to
ground. This is not a desirable solution since the ADC input gets highly asymmet-
ric which is according to the manufacturer not recommended. The setup for the
measurements using this capacitively coupled ADC input is sketched in Figure 3.42.
The results of the measurements with 3, 12 and 20 MHz beat-notes are shown in
Figure 3.43. The spectral density for the 3 MHz signal meets already the require-
ments except for the frequency range from approximately 1 to 7 mHz, nevertheless
the noise for the 12 and the 20 MHz input signal only meets the requirements above
tens of mHz. A comparison between capacitive coupling and two transformer design
for the zero measurement using a 20 MHz input signal is depicted in Figure 3.44.
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Figure 3.43: Jitter corrected spectral densities of the capacitive single ended driven ADC
measurement
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20 MHz, transformer driven ADCs
20 MHz, capacitively single ended driven ADCs
Figure 3.44: Comparison of jitter corrected spectral densities for a 20 MHz input signal
Although much to high below 50 mHz the phase noise has significantly improved
using no transformers but capacitive signal injection.
Apart from the fact that the ADCs are driven asymmetrically the most probable
reason for this analog front end noise is (just as for the transformers) the tempera-
ture dependence of the electronic properties of the capacitors causing this differential
phase noise.
3.4.3 Fundamental Disadvantages of Transformer and Capacitor Designs
Apart from the dissatisfying phase noise behaviour the designs (with transformers
and capacitors, respectively) presented in the previous sections have additional fun-
damental disadvantages.
In particular the transformer designs were unsuitable for the following reasons:
• For the design using two transformers (Figure 3.30) the jitter correction shows
no effect for low frequency input signals, e.g., 3 MHz.
• Transformers are affected by electro-magnetic fields and by thermal fluctua-
tions of the environment. This can not be completely eliminated under labo-
ratory conditions.
• Adding of the pilot tone to the beat-note signal must be done by means of a
power splitter (Figure 3.45) if two different beat-note signals from e.g. photodi-
odes are under investigation, otherwise there would be a short-circuit between
the signal lines. This power splitter would be an additional source of noise.
(Later it came out that there exist SMD power splitters with acceptable phase
noise behaviour).
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Figure 3.45: Necessity of using power splitter for pilot tone injection
• As already mentioned the design using three transformers (Figure 3.34) does
not include the transformers as potential noise source due to the short-circuit
of the signal lines. It is not applicable for any extension of front end noise
investigations.
The design using capacitive coupling also has various fundamental disadvantages:
• The ADCs are driven asymmetrically.
• As for the transformer designs the pilot tone has to be split by a power splitter
to decouple the signal lines.
• It is not possible to achieve impedance matching for the input signals between
2 and 20 MHz. This would be a serious problem if the input signals are not
identical in frequency.
For all these various disadvantages it was desireable to find a design which fulfils all
these practical requirements. One possibility is described in the next section.
3.4.4 Operational Amplifier Design
In the previous sections it has been shown that the attempts using transformers
or a capacitive coupling scheme as ADC driving units do not lead to satisfying re-
sults. For none of the tested beat-note frequencies the requirements were met due
to analog front end noise. Additionally there are the various disadvantages men-
tioned in section 3.4.3. The approach presented in this section uses Operational
Amplifiers (OpAmps). The basic setup is depicted in Figure 3.48. The transformers
were replaced by fully differential OpAmps (AD8132, 350 MHz −3 dB bandwidth).
These amplifiers were placed on PCB daughter boards (Figure 3.46) that could be
attached to the phasemeter board by using the pin connectors also shown in Fig-
ure 3.46 to avoid the cable connections between Balun and ADC. Furthermore the
OpAmps were used for both adding beat-note signal and pilot tone and convert-
ing the single ended signals into differential ones as sketched in Figure 3.47. Each
single ended input is amplified as for a usual OpAmp. The second output is com-
plementary to the first one. This gives a differential signal obtained from a single
ended input. So the cable connection between adding point and Balun is eliminated.
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Figure 3.47: The differential OpAmp converts each single ended input into a differential
output. The capacitors remove the DC part of the OpAmp output signal.
This scheme has the following advantages compared to the methods described before:
• Pilot tones for each input channel are decoupled by means of the OpAmps.
• ADCs are driven symmetrically.
• Impedance matching is possible.
• Fast OpAmps usually show better phase stability than transformers or capac-
itors do.
For all these reasons the OpAmp design was the one that was followed although the
initial results using this front end scheme (see below) were comparable to those of
the other ones.
3.4.4.1 Measurements with separated Daughter Boards
The setup of the first measurements using the scheme described above is shown in
Figure 3.48. This setup still contains different cable paths for different analog front
end channels (after splitting the signal by means of the power splitter and after
splitting the pilot tone). These are of course remaining sources of noise. Initially
the pilot tone frequency was chosen to be 72 MHz since this turned out to be also
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20 MHz, transformer driven ADCs
20 MHz, capacitively single ended driven ADCs


















20 MHz, jittter corrected
19 MHz, jitter corrected
5 MHz, jitter corrected
Figure 3.49: Comparison between phase noise (jitter corrected) for a 20 MHz input signal
using 2 transformers, capacitive coupling and 2 operational amplifiers, respectively (left),
and comparison between 20 MHz, 19 MHz and 5 MHz measurements using OpAmp design
scheme for a 20 MHz beat-note is shown in Figure 3.49 compared to the results using
one of the other schemes (left) and compared to the results of 19 MHz and a 5 MHz
signal measurement using OpAmps (right). The results using OpAmp design in
non-stable thermal conditions are not more promising compared to the previous
measurements (in particular the capacitive coupled ADC driving scheme) but for
the various reasons explained in the previous section the OpAmp design was the
one followed up. Furthermore the measurement of the noise for a 5 MHz beat-note
measurement already was quite promising in particular because the jitter correction
for lower frequency beat-notes was not possible at all using the transformer design
(cf. Figure 3.31). To reduce the noise introduced by the power splitter and by the
signal cables (see Figure 3.48) the beat-note signal was split according to Figure
3.50. The power splitter is removed and all cables are kept as short as possible. The
improvement for a 19 MHz beat-note measurement can be seen in Figure 3.51 (blue
and red curve). Since the cables were still affected by temperature fluctuation (all
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Figure 3.50: Setup of OpAmp design using separated daughter boards without power

















jitter corrected, with power splitter, long cables
jitter corrected, no powersplitter, short cables
more stable thermal environment
Figure 3.51: Effect of cables length and environmental temperature stability on a jitter
corrected 19 MHz beat-note measurements, pilot tone was 72 MHz
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OpAmp measurements so far were performed under unstable thermal conditions)
the measurements were repeated under thermally more stable conditions, i.e., the
setup was under a plastic cover in the laboratory. The improvement can also be
seen in Figure 3.51 (magenta curve). Figure 3.52 shows the comparison between two
sensitivity measurements using 72 MHz pilot and 48 MHz pilot tone frequency. In
both cases the beat-note frequency was 19 MHz. It clearly shows a decrease in phase
noise when a 48 MHz signal is used for time jitter correction. This measurement has
been repeated for other beat-note frequencies which have shown the same result.

















19 MHz using 72 MHz pilot tone
19 MHz using 48 MHz pilot tone
Figure 3.52: Difference between 19 MHz beat-note measurements being jitter corrected
using 72 MHz and 48 MHz pilot tone frequency, respectively
3.4.4.2 Measurements with one single Daughter Board
3.4.4.2.1 2-OpAmp Measurements Obviously the analog front end noise can sig-
nificantly be reduced by avoiding the use of cables (unshielded single conductor
stranded wire or even shielded cables with two conductors) which are affected by
temperature fluctuations. This has been done by placing all analog front end compo-
nents sketched in Figure 3.50 and 3.48 on one single PCB front end board using no
cable connections but rigid electrical lines on a PCB daughter board. This daughter
board, attachable to the phasemeter board, is shown in Figure 3.53 (left) together
with the spectral densities (right, 19 MHz input) showing the improvement in sensi-
tivity achieved by avoiding cable connections.
Figure 3.54 shows the comparison for some frequencies between 2 and 20 MHz.
The noise floor is well below the requirements. As already mentioned before the
peaks appearing in the mHz-range are caused by using 10 bit NCO output instead
of 12 bit. This will become obvious in the next paragraph. The peaks appearing
in the Hz-range are not yet completely understood. An attempt to explain them is
75

















front end electronics on TWO separated PCB boards
on ONE single PCB board
Figure 3.53: Photograph of a 2 OpAmp single daughter board (left) an the improvement
in analog front end noise due to using rigid PCB tracks instead of cables (right) for a 19 MHz





















Figure 3.54: Spectral densities for beat-notes using 2 OpAmps show particular peaks in
the mHz and in the Hz-range, noise floor is below requirements, pilot tone frequency was
48 MHz
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Figure 3.55: Analog front
end board containing only one
OpAmp
3.4.4.2.2 1-OpAmp Measurements From the
previous measurements using two operational am-
plifiers it is not yet clear what the source of the
peaks (Figure 3.54) is. They could be caused by the
analog front end, i.e the OpAmps, by the digitising
process, the PLL itself or they might also be intro-
duced in data post-processing.
To exclude the analog front end as candidate for
this strange behaviour the daughter board shown in
Figure 3.55 containing only one OpAmp was used
as front end. The setup depicted in Figure 3.56 was
chosen to perform a measurement with 18 MHz in-
put frequency. The noise introduced by the OpAmp
is common mode in both ADC channels and should
cancel in subtraction (so this measurement charac-
trises only the phasemeter sensitivity without front
end). As can be seen in Figure 3.57 the peaks re-














































48 MHz pilot tone
Frequency
Generator
Figure 3.56: Setup for measuring the phasemeter phase performance using only one
OpAmp to exclude analog front end as noise source
Another source causing this peaks could be the use of a 10 bit instead of a 12 bit
NCO output in the PLL design which might also be responsible for the peaks emerg-
ing in the spectra of the measurements with optically generated signals (cf. section
3.4.1.3). Figure 3.57 shows the comparison between the two measurements using 12
and 10 bit NCOs. There appear no peaks in the spectral density using a 12 bit NCO
design. Furthermore there is a significant improvement in phase noise for Fourier
frequencies higher than 1 mHz. The digitising white noise limit decreases using an
NCO output bit-length of 12 bits.
For all measurements that follow the 12 bit NCO output was chosen.
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18 MHz input, 12 bit NCO
10 bit NCO
Figure 3.57: Spectra of 18 MHz zero measurement showing clear dependence of peaks and
overall differential phase noise on bit-length of NCO amplitude
3.5 Phasemeter Sensitivity Summary
In this section the final results for the measured phasemeter sensitivity using elec-
trical unmodulated input signals for one and two analog front end OpAmps are
presented. It will be shown that the required sensitivity is met for beat-note signals
between 2 and 20 MHz. It should be emphasised that the signals used to determine
the sensitivity were all obtained from a signal generator (Tektronix AFG3102) with
constant frequency and amplitude i.e. without any modulation. This way of inves-
tigating the noise performance has the disadvantage that noise common mode for a
fixed frequency input in two different channels can not be detected since it is can-
celled by subtraction. But the successful implementation of the zero measurements
presented is the precondition for further, more sophisticated investigations to char-
acterise the phasemeter noise performance, in particular the so-called 3-signal-test,
which is not a topic of this thesis.
3.5.1 1-OpAmp Measurements
As already mentioned this measurement basically characterises the phase noise per-
formance of the digital part of the phasemeter including the remaining noise after
ADC time jitter correction. The chosen setup was the one already depicted in Figure
3.56. A photograph of the analog front end daughter board is shown in Figure 3.58.
The main difference to the 1-OpAmp measurements presented in the previous sec-
tion is the choice of pilot tone frequency. Since a 48 MHz pilot tone is aliased down
to 2 MHz the correction of a 2 MHz beat-note signal is not possible. It has turned
out that 49.5 MHz pilot tone frequency is an appropriate choice for jitter correcting
also the low frequency signals (2 and 3 MHz). The spectral noise densities of this
measurement are shown in Figure 3.59.
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The most important result is that for all input signals taken within the LISA























Figure 3.59: Differential phase noise obtained from a one OpAmp zero measurement with
beat-note signals between 2 and 20 MHz. A pilot tone frequency of 49.5 MHz was used.
beat-note band (2 to 20 MHz) the phasemeter sensitivity is well below the require-
ments. The sensitivity measured with this OpAmp design is even better than the
one measured with the transformer design (cf. section 3.3.4). In particular at the
critical Fourier frequency around 3 mHz (the requirement knee) there is a margin
of approximately half an order of magnitude. But there is one peculiarity: the flat
digitising noise at the higher LISA Fourier frequencies is at different levels for dif-





Hz for the 3 MHz signal. The reason for this behaviour is not
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clear yet, but there are two possible explanations:
• It is the digitising process in the ADC combined with the digital feedback
signal from the NCO that causes this behaviour since the digitising noise is
not independent of the frequency for fsignal ≈ fsampling ([40]). But then the
question arises why this effect is not present when the transformer is used
as ADC driving unit. It is possible that the noise floor for this transformer
measurements was not yet low enough to make this effect observable.
• Signals with frequencies that are integer multiples or integer factors of 10 MHz
(2, 2.5, 5, 10, 20 MHz) might be affected by a 10 MHz parasitic signal present
in the laboratory.
3.5.2 2-OpAmp Measurements
3.5.2.1 Summary of Sensitivity Measurements
The measurement of the previous section was extended to include the noise intro-
duced by the OpAmps. The setup is depicted in Figure 3.60, a photograph of the
daughter board containing both OpAmps is shown in Figure 3.61. The differential
phase noise curves obtained by carrying out zero measurements for various beat-note
frequencies are shown in Figure 3.62 and Figure 3.63 for a 49.5 MHz and a 49 MHz
pilot tone, respectively. The amplitude ratio Asignal/Apilot was 4, the differential
sum amplitude at one ADC input about 2 Vpp.
The measurements using a 49.5 MHz pilot tone frequency yielded phase noise esti-
mates well below the requirements for 2 and 3 MHz. The 2 MHz curve shows tiny
peaks in the frequency range of interest. The noise floor for the 18 and 10 MHz
measurement is quite high and scratches the requirement in the vicinity of 3 mHz.
The 20 MHz curve shows out-of-band peaks in the Hz-range, but the results are
still acceptable. Using a 49 MHz pilot tone (Figure 3.63) has negative influence on
2−20 MHz signal
















































Figure 3.60: Correction setup with two operational amplifiers
the 2 MHz signal; the peaks are more pronounced than for the measurement with
49.5 MHz pilot tone but they are still below the requirement. For the higher beat-
note frequencies the phase noise performance gets better. All spectra are now well
below the requirements. The strange peaks appearing in the Hz-range for 10 and
20 MHz will be briefly discussed in the following section.
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Figure 3.62: Spectra for two OpAmps slightly exceed the requirements for 18 and 20 MHz
when using a 49.5 MHz pilot tone.
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Figure 3.63: Spectra of various input frequencies using a 49 MHz pilot tone for jitter
correction and two OpAmp analog front end
3.5.2.2 Origin of Sensitivity Peaks
From the graphical presentations shown above it is clear that the peaks appearing
in the LISA measurement band for the 2 MHz signal are related to the pilot tone
frequency. The cause of the peaks appearing in the noise of the 10 and 20 MHz
signal measurements above 1 Hz Fourier frequency is obviously different from that.
Since the 20 MHz spectral density for both pilot tone frequencies (49 and 49,5 MHz)
appear with comparable significance the main reason for this behaviour is not the
pilot tone. This gets more clear from the graphical presentation in Figure 3.64.
This measurement was performed with the setup sketched in Figure 3.60 but with-
out pilot tone injection. From Figure 3.64 it is obvious that the pilot tone present
in the input channels can not be the cause of this peaks since they are present (red
curve) at the same level as in Figure 3.62. Figure 3.64 also shows that for input
frequency 1 kHz above 10 MHz these peaks have disappeared at least to the level of
the non-corrected phase noise (jitter correction is not possible since no pilot tone is
measured). Comparable measurements (setup Figure 3.60) were performed with a
5 MHz and a 2.5 MHz beat-note signal using a 49 MHz pilot tone for jitter correc-
tion. The results are shown in Figure 3.65 and show the same effect. For a frequency
200 Hz above 5 MHz or 500 Hz above 2.5 MHz the peaks have nearly disappeared.
The interesting point is that this significant peaks do not show up in office measure-
ments and in measurement performed with input signals having an odd frequency
value (except 2.5 and 5 MHz). The assumption is that this is also (cf. end of section
3.5.1) caused by parasitic signals present in the laboratory.
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10 MHz, NO pilot tone
10.001 MHz, NO pilot tone
Figure 3.64: Dependence of peaks above 1 Hz in the vicinity of a 10 MHz beat-note signal
in the absence of a pilot tone
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Figure 3.65: For beat-note frequencies a few hundred Hz above 5 MHz (left) and 2.5 MHz
(right) input signal peaks vanish also in the presence of a 49 MHz pilot tone
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3.5.2.3 Sensitivity Dependence on Input Amplitudes
As already mentioned above the optimal amplitude ratio Asignal/Apilot is in the range
from 3 to 4. The effect of inverting this ratio can clearly be seen in Figure 3.66.

















18 MHz 0.8V,corrected with 49 MHz 3.2 V
18 MHz 3.2V, corrected with 49 MHz 0.8V
Figure 3.66: Inverting the amplitude ratio of signal and pilot tone significantly changes






















Figure 3.67: Comparison of the 18 MHz and 49 MHz raw data for different input levels
amplitude of 3.2 V and 0.8 V are the displayed values of the frequency generator. If
the pilot tone is at a high input amplitude level compared to the beat-note signal the
phase noise above 1 mHz Fourier frequency increases by a factor of 5. The reason
for this is not an increase in the overall phase noise in the raw data of the signal or
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the pilot tone as can be seen in Figure 3.67 showing the non-corrected noise curves
for the different input amplitudes. The raw data curves corresponding to the poorly
corrected result (red curve in Figure 3.66, red and green curve in Figure 3.67) are
even below the ones corresponding to the very good result (blue curve in Figure 3.66).
The jitter correction for a high pilot and low signal amplitude combination obviously
does not work as good as for low pilot and high signal amplitude combination.
3.5.3 Phasemeter Sensitivity Limits
As already seen in subsection 3.2.4 the digitising noise most probably caused by
the finite bit length of the NCO output amplitude is a fundamental limit of the
phasemeter’s sensitivity in particular for the higher frequencies of the LISA band.
Another limiting noise source is the finite length of the PIR (and the PA which
usually has the same fractional part precision). To investigate the dependence of
the phasemeter performance on the PIR precision a zero measurement with 7 MHz
input signal and 48 MHz pilot tone was carried out. The frequency values obtained
from the PIR (converted into decimal code for post-processing) where truncated
to different precisions from 10−11 Hz to 10−6 Hz. Afterwards the phase difference
between the two signal channels was reconstructed from this truncated values. The
sensitivity results can be seen in Figure 3.68. It can be seen that the PIR precision
limits the sensitivity at low frequencies with a 1/f envelope while for high Fourier
























Figure 3.68: The fundamental digital limits of the phasemeter’s sensitivity are digitising
noise (flat) and the precision of the PIR driving the NCO (1/f noise)
3.5.4 Phasemeter Lock-In-Range
In this section the lock-in-ranges for one and two input signals and the phasemeter’s
capability of separately tracking two nearby input signals will be presented.
The lock-in-range is the maximum deviation of the initial offset frequency (see Figure
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3.69) from the input signal frequency for the phasemeter to get locked on the signal.
This lock-in process takes at most 200 ms. Experiments have shown that the chosen
initial offset frequency must not deviate from the frequency of the input signal by
more than 150 kHz. This was tested for 3, 7 and 18 MHz. For higher frequency














Figure 3.69: Initial frequency offset has to be chosen close to the input signal frequency
to get the PLL track the signal
3.5.4.1 Lock-in-Range for two distinct Signals
To determine the lock-in-range if 2 different signals are present in the input of the
PLLs the setup depicted in Figure 3.70 was used. Signal 2 was set to 7 MHz and
signal 1 to 8 MHz. The offset frequencies of PLL core (signal 1) and PLL core (signal












































Figure 3.70: Setup for testing for which initial offset frequency values the PLL locks on
one of two input signals separated in frequency by 70 kHz
of signal 1 was decreased (so was the frequency offset in the corresponding PLL)
and the system was restarted. It turned out that for a frequency difference smaller
than 70 kHz (signal 1 at 7.07 MHz and signal 2 at 7.00 MHz) the PLLs could not get
into lock even if the offset frequencies had precisely the correct value.
By setting the offset frequency higher than 7.07 MHz (lower than 7.00 MHz) a
lock on the desired frequency was only possible up to a frequency mismatch between
signal and offset frequency of 120 kHz. These results are summarised in Figure 3.71.
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Figure 3.71: Two nearby (70 kHz distance) signals present in the input of one and the
same PLL can only be locked by the PLL for initial offset frequency values in the light green
(light blue) shaded area. The frequencies of the input signals were fixed.
3.5.4.2 Signal Resolution of two locked Signals
The setup depicted in Figure 3.72 was used to determine the minimum frequency dis-
tance of two tracked signals before they become indistinguishable for the phasemeter.
For this purpose the input signals were set to 8 MHz and 7 MHz, respectively, and
locked on by the phasemeter. By decreasing manually the frequency of the signal
initially set to 8 MHz it was tested at which frequency distance no precise lock was
possible anymore. This measurement was performed also with 18 MHz and 17 MHz












































Figure 3.72: Setup for testing how close signal 1 can approach signal 2 in frequency before
the PLL can not resolve the signals
as the difference between the two input signal has decreased to about 40 kHz the
unique lock on each signal is lost, but the phasemeter remains noisy somewhere be-
tween the two input frequencies. By further decreasing the frequency difference in
5 kHz steps the tracked frequency difference becomes (at a certain point, 20 kHz for
the 17 MHz measurement) exactly zero, so both phasemeter outputs have exactly
the same frequency. From Figure 3.74, which shows the frequencies of the tracked
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individual signals, one can see that this frequency is not identical to one of the input












































Figure 3.73: Timeseries of the tracked frequency difference for the inputs close to 7 MHz

























Figure 3.74: Timeseries of the two phasemeter frequency outputs: at 20 kHz frequency
difference (according to frequency generator display) the phasemeter locks on a frequency
right in the middle of the two input frequencies.
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4 Modulated Input Signals
In the previous chapter the sensitivity of the phasemeter was determined by using
clear, unmodulated input signals. An exception was presented in section 3.4.1.3,
where the input was generated by an optical beat-note between two laser outputs.
For a measurement using two free running lasers the differential phase noise in-
creased up to 3 orders of magnitude with respect to a measurement using phase
locked-lasers. The reason might be that the input signal was neither constant in
frequency nor constant in amplitude.
In this chapter the influence of a frequency modulation (section 4.1) and an ampli-
tude modulation (section 4.2) of the input signals on the differential phase noise of
the phasemeter will be presented. Furthermore it will be shown (section 4.3) that for
7 MHz nominal input frequency the phasemeter is capable of detecting an externally
imprinted phase modulation having an amplitude in the range of 10−7 rad.
4.1 Input Frequency Modulation
4.1.1 Initial Measurements
For the first measurement to investigate the behaviour of the phasemeter with re-
spect to frequency modulated input signals the setup depicted in Figure 4.1 was
used. It is basically the same setup already used to investigate the ADC time jit-
ter noise. A frequency modulation was applied to the 7 MHz input signal with a
modulation frequency of fm = 2 mHz (period Tm = 500 s) and a modulation depth
of Dm = 500 Hz. Figure 4.1 shows a graph of the frequency output of the frequency
generator (actually these are measured data from one of the phasemeter channels,
but the input is of course assumed to be identical). One can see that the carrier
frequency is not exactly at 7 MHz but approximately 30 Hz above due to clock off-
sets between frequency generator and phasemeter. Since the modulation is common
mode in both phasemeter channels after being split by the single OpAmp it should
not be observable in the differential phase measurement of these two channels. The
spectral density of this zero measurement is shown in Figure 4.2. It can clearly be
seen that obviously this common mode frequency modulation of 2 mHz modulation
frequency shows up in a peak at exactly that frequency in the phase noise after ADC
jitter correction. This is a suprising result, but it turns out that it can be explained
by assuming the input signals experiencing different time delays after splitting. It
will be justified that it is actually not a delay of the input signals but a differential
delay in the sampling process of the ADCs. The effect is the same as if the signals
were time delayed before entering the ADC. This will be explained in detail in the
following section.
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Figure 4.1: Setup to investigate the effect of a frequency modulated input signal on the
noise performance; modulation depth (500 Hz) and modulation period (500 s) are drawn in



















Figure 4.2: Though it should cancel out by subtraction, a common mode peak at 2 mHz
clearly emerges after ADC time jitter correction.
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4.1.2 Delay Correction
4.1.2.1 Origin of Common Mode Peak
One possibility to explain the appearance of the common mode peak in Figure 4.2
is to assume a differential time delay ∆t between the two signals tracked by the
PLLs. In Figure 4.3 the frequency of two time delayed, frequency modulated signals
is shown. The black curve is the frequency difference of these two signals which
oscillates around zero with the very same modulation frequency (this will be shown
below in a mathematically precise way). This scheme can be used to analyse the
peak emerging at 2 mHz in Figure 4.2.





















frequency of delayed signal
frequency difference
Figure 4.3: Principle of the difference of two time delayed frequency modulated signals
resulting in an frequency difference oscillating around zero
∆t and no additional noise is given by
f1 = fc +Dm · sin(ωmt) (4.1)
f2 = fc +Dm · sin(ωm(t+ ∆t)) (4.2)
where fc is the carrier frequency (7 MHz), ωm=2pifm the modulation frequency
(fm=2 mHz) and Dm the modulation depth (500 Hz).
Subtracting f2 from f1 gives
∆f = Dm · [sin(ωmt)− sin(ωm(t+ ∆t))] (4.3)
evaluating the expression ([11]) yields
















This is a sinusoidal oscillation with frequency ωm and peak amplitude with respect
to frequency
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This peak appears in the spectral density shown in Figure 4.2 (actually it has to be
divided by the effective noise bandwidth at 2 mHz Fourier frequency ([39])).
Approximation of the sine by its argument (ωm∆t1 is assumed) yields an expres-






It should be possible to determine Aϕ,rms by calculating the spectrum corresponding
to the spectral density shown in Figure 4.2.
At this point it should be emphasised that for a signal with nearly constant frequency
a time delay is indistinguishable from a constant phase shift. It will be shown in the
remainder of this section that it is obviously a time delay that is the root cause for
the 2 mHz peak by applying an input signal of varying frequency.
4.1.2.2 Delay correction principle
If the delay ∆t between the two channels is known (it will be determined below),
the frequency values can be delay corrected by linear interpolation as sketched in




























Figure 4.4: Principle of linear interpolation: two adjacent frequency output values of
the channel to be time delay corrected are used to obtain the corrected frequency value
f1,ch2 corrected. The input signals are assumed to be identical (they originate from one split
signal) but for some reason time delayed. The correction scheme also works for signals that
are not identical.
and it is performed after time jitter correction. The time delay ∆t is not related to
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any ADC time jitter ; it is assumed to be a constant time delay between the input
signals. From Figure 4.4 it is easy to see how the time delay corrected frequency
value f1, ch2 corrected is obtained:




where ∆f = f2, ch2− f1, ch2 is the difference between two successive frequency values
in the ouput sequence of channel 2, treadout is the readout period (≈ 40 ms), f1, ch2
the initial frequency value and ∆t the constant time delay. This correction scheme
can be successively applied to the whole time series.
It is assumed (and will be confirmed below) that a linear interpolation is sufficient
for a proper correction since the change in frequency due to the low modulation
frequency of 2 mHz is small enough (the theoretical maximal frequency change dur-
ing one readout cycle is about 0.25 Hz). For higher modulation frequencies (what is
somehow already implied in Figure 4.4, since the frequency curves are only to a cer-
tain extend straight and parallel) this linear interpolation might better be replaced
by more sophisticated methods.
4.1.2.3 Delay corrected Spectra
The first step to perform the time delay correction explained above is to determine
the time delay ∆t. It was already derived that ∆t can be obtained by using the
expression given in Equation (4.7).
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Figure 4.5: Spectrum of the differential phase measurement yields a phase amplitude of
approximately 4.5 ·10−7 rad
In Figure 4.5 the spectrum corresponding to the spectral density (Figure 4.2) is
shown. The rms phase amplitude of the 2 mHz peak has a height of approximately
4.5 ·10−7 rad. According to Equation (4.7) with Dm = 500 ·2pi rad/s the correspond-
ing time delay is approximately 0.2 ns, which was used to obtain the time delay
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0.21 ns time delay corrected
Figure 4.6: The 2 mHz common mode peak (red solid line) has completely vanished (green
dashed curve) after delay correcting the corresponding time series
corrected timeseries. Afterwards a spectral density was calculated. Using the trial
and error method a value of 0.21 ns was found to yield the best correction results.
The corresponding noise curves can be seen in Figure 4.6. The 2 mHz peak has com-
pletely disappeared (green, dashed curve), while the noise floor remains unaffected
by the time delay correction.
4.1.2.4 ADC Clock Time Delay
If the delay between the two channels equivalent to ∆t= 0.21 ns is really a time
delay (not a phase delay) common for all input frequencies, there should be a linear
relation between frequency f and phase difference ∆ϕ:
∆ϕ = 2pif ·∆t (4.9)
The setup depicted in Figure 4.7 was chosen to investigate this frequency depen-
dence. The phase difference between two input channels can be measured also by
using the PA (phase) output of the PLLs. This principle was used here as can be
seen in Figure 4.7. The contents of the PA registers were directly subtracted on the
FPGA chip to get as output the phase difference ∆ϕ of the two phasemeter chan-
nels. Simultaneously the frequency was read out from the PI register. A frequency
modulation of the input signal was chosen such that the input frequency changes
sinusoidally between 3 and 19 MHz (11 MHz nominal frequency, 8 MHz modulation
depth) with a modulation frequency of 2 mHz.
The result of this measurement can be seen in the left graph of Figure 4.8. On this
scale there is a linear dependence between frequency and phase difference. This was
expected according to Equation 4.9. Since the frequency f of the signal is known,












































Figure 4.7: Phase difference of two input signal was obtained by subtracting the binary
values of the PA registers onboard the FPGA
The result of this conversion can be seen in the right graph of Figure 4.8. From this
graph 3 observations can be made:
• The phase equivalent time delay is for all frequencies between 3 and 19 MHz
in the order of 0.21 ns.
• There is a tiny (equivalent to picoseconds) but clear frequency dependend
structure on it.















































Figure 4.8: Conversion from phase difference (left) into time delay (right) yields a value
about 0.21 ns independent of input frequency
This behaviour can be explained as a combination of constant time delay and some
additional phase shift due to the analog front end. There is obviously a time delay
of 0.21 ns between the two input signals when they enter the PLLs. For copper lines
(e.g., on a PCB board) 0.21 ns signal travelling time corresponds to approximately
4 cm in electrical pathlength (assuming 2/3 of the vacuum speed of light for the
signal velocity). This length can be found on the phasemeter board as the difference
between the electrical lines of the clock driving the sampling process of the two ADCs
(see Figure 4.9). This most probably causes the time delay. This delay is of course
independent of the input signal meaning that the frequency dependent tiny structure
in Figure 4.8 (right graph) is probably caused by the difference in electrical signal
paths after being split behind the OpAmps. Assuming the 0.21 ns delay common for
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ADCs
~4 cm
Figure 4.9: The difference between the clock lines on the phasemeter board is responsible

























Figure 4.10: After subtracting the phase shift caused by time delay the phase difference
due to electric connection between OpAmp and ADCs remains.
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all input frequencies and subtracting the corresponding phase difference according
to
∆ϕ = 2pi∆t · f (4.11)
from the values obtained from the left graph of Figure 4.8 gives the graph shown in
Figure 4.10. This might be the phase difference introduced by the analog front end,
i.e., by the connection between OpAmp and ADCs.
4.1.3 Analog Front End Phase Delay
The previous measurement of the phase delay was performed on an input signal that






































Figure 4.11: Setup to investigate phase delay including the OpAmps as additional potential




























Figure 4.12: The phase noise equivalent time delay for 2 OpAmps shows a completely
different behaviour than the one for a measurement using only one OpAmp. The variation
of the delay is for both cases (cf. Figure 4.8) in the order of a few picoseconds.
analog front end (i.e., the OpAmps) on the differential phase delay is depicted in
Figure 4.11. It is basically the same setup as for the measurement depicted in Figure
4.7 but with two OpAmps comprising the analog front end. Again the input signal
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from the generator was chosen such that it sweeps sinusoidally in frequency between
3 and 19 MHz with a modulation frequency of 2 mHz. The phase difference between
the input channels was taken directly onboard the FPGA and read out via EPP.
Converting the phase difference of the two input channels into equivalent time delay
yielded the results depicted in Figure 4.12. It can be seen that the average delay is
not at 0.21 ns as for the measurement using one OpAmp but at 0.16 ns. Furthermore
the shape of the of the tiny structure (picosecond-range) is also different from that
shown in the right graph of Figure 4.8. The difference in average delay can be
explained by the front end (the OpAmps) introducing a differential time or phase
delay having opposite sign with respect to that introduced by the ADC clock lines
and hence partly compensating for it.
4.2 Input Amplitude Modulation
In this section it will be shown that an amplitude modulation has even more dras-
tic influence on the differential phase noise of the phasemeter than the frequency
modulation has. The reason for this is not yet understood.
4.2.1 Initial experimental Results
To investigate the effects of an amplitude modulated input signal on the differential
phase noise the setup depicted in Figure 4.13 was used. It is basically the same setup
as used for the frequency modulated input signals. The difference is that the input
signal was constant in frequency (7 MHz) and modulated in amplitude (modulation
frequency was 2 mHz and modulation depth 10 % of the nominal amplitude). The
amplitude of the two input signals could be determined by recording the I-readout
of the PLLs. A graphical presentation of the measured input amplitude can also be
seen in Figure 4.13. Simultaneously the PIR readout was used to reconstruct the
differential phase of the two signals. The result of the differential phase measurement
are shown in Figure 4.14 (time series of phase difference) and Figure 4.15 (differential
phase noise). Both show the drastic influence of the amplitude modulation on the
phase noise. The peak at the modulation frequency of 2 mHz is observable even in
the spectral density of the raw data. In contrast to the phase noise of frequency
modulated input signals there appear peaks at each harmonic of 2 mHz up to nearly
100 mHz Fourier frequency. The first 6 of them are even above the requirements. It
was tried to remove these peaks by performing a time delay correction with several
different delays ∆t without any success. None of the peaks could be attenuated.
Figure 4.16 shows the time series of the amplitude difference between the two
channels (left graph) and the corresponding linear spectral density (right graph).
The time series shows fluctuations in the amplitude difference in the range of 0.6 mV.
The differential amplitude noise (right graph) shows a common mode peak at 2 mHz,
but also two tiny peaks at 4 and 6 mHz are visible. This impact of an amplitude
modulated input signal on the differential phase noise is not yet understood and has
to be investigated. A possible explanation for the peaks appearing in the phase noise
shown in Figure 4.15 could be that the amplitude difference of the two input channels
affects the gain of the PLL. The open loop gain G(s) depends linearly on the input
amplitude meaning that G(s) changes in the same manner as the amplitude does.
98




























































Figure 4.13: Setup for investigating the influence of a common mode amplitude modulation
























Figure 4.14: Phase difference of the two amplitude modulated signals shows triangular-like
oscillation.
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Figure 4.15: Spectral density for amplitude modulated input signals shows peaks at 2 mHz
and its harmonics.







amplitude noise couples nonlinear into the phase measurement. Another reason















































Figure 4.16: Differential amplitude noise has main peak at 2 mHz but also tiny peaks at 4
and 6 mHz.
4.2.2 Frequency Drift coupled Amplitude Modulation
4.2.2.1 Frequency dependence of Input Amplitude
From the previous subsection it is obvious that a modulation of the input amplitude
has severe impact on the phase noise of the phasemeter. This might not be caused
by the modulation itself but by the difference between the amplitude variations of
the two input signals. To investigate if this difference in input amplitude shows any
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Figure 4.17: Setup for measuring the frequency dependence of input amplitude differences:
the I-mixer and the PIR readout deliver the needed data. This setup was extended to also
perform a measurement with two OpAmps, the measuring principle remains the same.
dependence on the frequency of the input signal the setup depicted in Figure 4.17
was chosen. The frequency of the input signal was sinusoidally modulated (modula-
tion frequency 2 mHz, modulation depth 8 MHz, nominal frequency 11 MHz). The
output amplitude of the generator was kept constant at 2 Vpp. From the I-mixer
readout the amplitudes detected at the input of the PLLs were measured. Simulta-
neously the PIRs were read out to determine the current frequency. The results of
this measurements are shown in Figure 4.18 for a measurement using one OpAmp
(left graph) and two OpAmps (right graph). It can clearly be seen that there is a
dependence of the input amplitude difference on the frequency of the input signal.
The variations of the amplitude differences are in both cases (one OpAmp and two
OpAmps) in the range of a few mV. The dynamic range of these variations is more

















































Figure 4.18: Both measurements (one and two OpAmp analog front end) clearly show a
dependence of the differential amplitude on the frequency of the input signal.
4.2.2.2 Frequency modulated 17 MHz Input
Since the effect of an amplitude modulated input signal has significant influence on
the differential phase noise of the phasemeter (see Figure 4.15) similar effects might
occur if an amplitude modulation is induced by a varying frequency of the input
signal. To test if the phase noise of a frequency modulated input signal with higher
frequency (> 10 MHz) is as excellent as for the measurement using a frequency mod-
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ulated 7 MHz signal (see, e.g., Figure 4.6) a measurement was performed using a
17 MHz input. The setup is depicted in Figure 4.19. The modulation frequency
was 2 mHz and the modulation depth was 500 Hz. The I-mixer output was recorded
to get the information about the input signals’ amplitude. Simultaneously the fre-
quency was obtained from the PIRs.
The spectral estimate for the phase difference is shown in Figure 4.20. After jitter
correction there appears the 2 mHz common mode peak just as for the measurement
using a 7 MHz input signal. Additionally there appear peaks at the harmonics of
the modulation frequency (2 mHz) just as for the amplitude modulated input (cf.
Figure 4.15) but with peak heights below the requirements. The common mode peak
can be removed by applying a time delay correction of 0.18 ns (which is a surprising
result since one would expect a time delay of 0.21 ns according to subsection 4.1.2)
but the harmonic peaks remain unaffected by this correction scheme.






















































Figure 4.19: Setup for investigating the phase noise for a frequency modulated 17 MHz
input signal using one OpAmp
shown. The spectral density of the amplitude of one single channel shows a noise
behaviour similar to that of the jitter corrected phase difference. In the differential
amplitude noise there appear no peaks anymore. It might be that they perfectly
cancel out by subtraction but it might also be possible that there are still peaks in
difference which are covered by ADC time jitter noise (that also corrupts the am-
plitude measurement). The peaks appearing in the spectrum of one single channel
could also be caused by frequency dependent amplitude fluctuations of the generator
output. This would have in principle the same effect as the amplitude modulation ex-
plained in section 4.2 but the generators amplitude output does not differ by 100 mV
within 1 kHz frequency deviation for an output of 1 V. It is unlikely that the am-
plitude differences shown in Figure 4.18 are responsible for the excess noise (Figure
4.20) since a deviation of 500 Hz (modulation frequency) would cause a differential
amplitude deviation 3 orders of magnitude below the differential fluctuations be-
tween the amplitude modulated input signals shown in the left graph of Figure 4.16.
As a conclusion one can say that it is possible that a frequency modulation of the
input signal with frequency 17 MHz is somehow related to an amplitude modulation
causing peaks in the phase noise. Whether these amplitude fluctuations are caused
by the generator or by the electronics of the phasemeter needs to be investigated.
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0.21 ns delay corrected
0.18 ns delay corrected
Figure 4.20: The common mode peak at the modulation frequency can be removed by























amplitude of single channel
amplitude difference
Figure 4.21: The amplitude noise of one single channel shows behaviour comparable to
that of the differential phase noise (Figure 4.20) while the differential amplitude noise is
rather smooth.
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4.3 LISA-like Modulation
In this section it will be confirmed that the phasemeter is capable of detecting a phase
modulation signal imprinted externally on the RF signal of one of two input channels
to mimic a gravitational wave signal (subsection 4.3.2). Furthermore it will be shown
that in principle such a detection is possible in the presence of a common mode
frequency modulation taking the expected Doppler drift into account (subsection
4.3.3). In both cases the information about this asymmetric phase modulation will
not be corrupted by any correction scheme applied.
























































Figure 4.22: The setup for LISA-like signal detection uses periodically heating of one
coaxial cable to mimic a gravitational wave signal in one ’arm’ of the detector.
Figure 4.23: Photograph of the LISA signal detection setup; the pilot tone is not yet
connected to the phasemeter.
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4.3. LISA-like Modulation
For each of the measurements mentioned above the setup sketched in Figure 4.22
was used. Figure 4.23 shows a photograph of this setup. It is basically a differential
measurement between two input channels using two OpAmps as analog front end.
Compared to the measurements presented in this thesis so far there are two main
differences. The first difference is that after splitting the signal of interest there are
two cables of approximately 70 cm length each the two signals have to pass before be-
ing injected into the phasemeter’s analog front end. These coaxial cables have been
proven to have an excellent phase stability meaning that the usual environmental
temperature fluctuations present in the laboratory do not induce significant phase
changes on the signals passing the cables. This would corrupt the whole measure-
ment. The second difference to measurements performed before is the possibility of
imprinting a phase modulation on one of the split signals by using the temperature
modulation block (see Figure 4.22 and Figure 4.23) to periodically heat the cables.
It consists of Peltier elements driven by a current source delivering a (sinusoidal)
current in the range of several Ampere. The frequency of this modulation is ad-
justable by means of the frequency generator. A 48 MHz signal is used as pilot tone
for ADC jitter correction.
4.3.2 Asymmetric Phase Modulation
The first measurement was intended to show that a phase modulation of known
frequency imprinted on the signal of one input channel by means of the temperature
modulation can be detected in a differential phase measurement between the two
input channels. The frequency output of the generator was kept constant at 7 MHz
(the frequency modulation sketched in Figure 4.22 was not yet applied). Two mea-
surements with 5 mHz and 50 mHz temperature modulation frequency were carried


















5 mHz temperature modulation
jitter corrected
50 mHz temperature modulation
jitter corrected
Figure 4.24: The two different temperature modulations show up as peaks in the differential
phase noise as expected.
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due to the modulation clearly appear at the corresponding frequencies (5 mHz and
50 mHz) in the differential phase noise. For the 50 mHz modulation the peak does
not appear before the jitter correction is applied. The noise floor of the measure-
ment with 5 mHz modulation frequency is for Fourier frequencies below 200 mHz
worse than the one of the measurement using a 50 mHz modulation but it still meets
the requirements. The decrease in the peak height of the 5 mHz modulation signal
after jitter correction is most probably caused by the corresponding decrease in the
background noise floor.
4.3.3 Phase Modulation in Presence of Frequency Drift
For measuring the asymmetric phase modulation in the presence of a LISA-like
frequency drift the setup depicted in Figure 4.22 was used. The frequency of the
input signal fin= 7 MHz was frequency modulated with a modulation depth (D) of
500 Hz and a modulation frequency (fmod) of 2 mHz. For a frequency modulated
signal having a frequency of
f(t) = fin +D · sin(2pi ·fm · t) (4.13)
the frequency change with respect to time is
f˙(t) = 2pi ·fm ·D · cos(2pi ·fm · t) (4.14)
having a maximum slope of 2piHz/s for the values given above. This is a faster
change than the maximum Doppler drift of 4 Hz/s expected during the LISA mis-
sion.
The temperature modulation was set to 50 mHz.


























ADC time jitter corrected
ADC time jitter and 0.3 ns delay corrected
Figure 4.25: The phase modulation peak emerging after ADC jitter correction remains
unaffected by the removal of the common mode frequency modulation peak; the increase in























Figure 4.26: The spectrum of the phase difference of the two input signals yields a value
below 3·10−7 rad rms phase amplitude of the phase modulation signal.
tion both the phase modulation peak and the common mode frequency modulation
peak emerge in the spectral density. The common mode peak can be removed by
applying a usual time delay correction of 0.3 ns. The phase modulation peak is not
affected by this correction. Unfortunately, there is an increase in phase noise below
6 mHz Fourier frequency after applying this correction scheme. This was caused by
an insufficient accuracy in the stored data used for the time delay correction.
From Figure 4.26 showing the spectrum corresponding to the spectral density shown
in Figure 4.25 it can be seen that the phase modulation has an rms amplitude below
3·10−7 rad.
The measurements presented in this section clearly show that in principle the
phasemeter is capable to detect a tiny phase modulation (3·10−7 rad rms) imprinted
on a LISA-like frequency drifting input signal.
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5 Nd:YAG NPRO Frequency Noise
In this section a technique for measuring the frequency noise between 100 kHz and
20 MHz Fourier frequency of a free running Nd:YAG NPRO laser ([41],[42],[43])
(Innolight Mephisto NE spezial) and the corresponding experimental results are
presented. This type of laser is baselined to serve as the a master laser onboard
LISA. The results of the measurements presented are amongst others important for
the development of a digital signal simulator within the framework of [17]. This
simulator should be able to generate the signals expected as input for the LISA
interferometry including all types of noise. To the authors best knowledge only
frequency noise measurements up to 100 kHz Fourier frequency have been performed
for this type of laser to date ([44],[45]).
5.1 Balanced Detection Principle
The technique used to measure the high frequency noise of the lasers is based on




















































































Figure 5.1: Balanced Detection Principle: the frequency of the noise to be measured is
not suppressed by the control loop that keeps the beat-note frequency at zero. The setup is
adjusted such that the DC parts of the two photocurrents I1 and I2 cancel by subtraction
to avoid a coupling of amplitude noise into phase noise. The resulting current I is said to
be balanced.
depicted in Figure 5.1. The principle of the measurement is to keep the beat-note
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frequency between the two lasers at zero (DC-lock) by means of a control loop having
a unity gain frequency of approximately 10 kHz and evaluating the remaining phase
noise above 100 kHz Fourier frequency which is not suppressed by the control loop.
(This can easily be converted into frequency noise.)













2 − E1E2 sin(∆ωt+ ∆ϕ) (5.2)
where E1 and E2 are the light field amplitudes and ∆ω = ω1−ω2 is the beat-note
frequency between the two lasers. The phase difference ∆ϕ contains the information
about the noise. Subtraction of these currents gives an input current I= I1 − I2 of
the transimpedance amplifier of
I ∝ 2E1E2 sin(∆ωt+ ∆ϕ) (5.3)
= 2E1E2 sin(∆ϕ) (5.4)
since the loop keeps ∆ω at zero. The DC parts of the interference signals are
assumed to be identical. This principle of eliminating the DC parts of the currents
is called balanced detection. This balancing is necessary for the amplitude noise not
to couple into the phase noise measurement. For small ∆ϕ the resulting changes in
the photocurrent I depends to first order on ∆ϕ:
I ∝ 2E1E2∆ϕ. (5.5)
This yields a voltage output of the transimpedance amplifier of Uti = α · ∆ϕ
where α is the proportionality factor at DC. The remaining high frequency noise is
amplified in the AC-readout path and analysed by means of the spectrum analyser
(R&S FSL 18).
5.2 Experimental Results
The raw data obtained by the measurement principle explained above are shown
in Figure 5.2. The curves present the measured data in dBm of the AC output
of one actual measurement and the dark noise of the detector without light on
the photodiodes (also at AC output). After converting the measured voltage into
frequency noise, taking into account the dark noise of the detector, the transfer
function of the AC path, the spectrum analyser’s bandwidth of the stored data
and the scaling factor to DC, the noise curves shown in Figure 5.3 were obtained.
They present the results for measurements performed with and without noise eater,
an active feedback loop for suppressing the relaxation noise ([46]). Above 200 kHz
Fourier frequency the curves do not show the 1/f frequency noise behaviour typical
for NPROs at lower frequencies. It looks more like some structure upon some lowest
limit being at approximately 0.2 Hz/
√
Hz for Fourier frequencies above 200 kHz. The





















AC output raw data
Figure 5.2: The raw data of the AC readout are given in dBm (which is basically a voltage
value) and have to be converted into the corresponding rms phase amplitude. Also the dark



















Figure 5.3: The measured frequency noise of a free running NPRO above 100 kHz does not
show a smooth behaviour. The impact of the relaxation oscillation suppression by means of
the noise eater is obvious. The peak at 2.2 MHz remains unaffected.
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at about 900 kHz is removed. The peak at about 2.2 MHz remains unaffected by
the noise eater function. Its origin is not clear yet, as it is not clear for the noise
structure between 200 kHz and 2 MHz. Further investigations need to be performed
to clarify this.
Figure 5.4 shows the result of this balanced detection measurement (blue curve) and
the results presented in [44] (red curve). Both curves show a limiting behaviour that
matches in shape the assumption of the frequency noise of a free running NPRO
according to [17] (black solid curve). Unfortunately, both curves are by a factor
up to 5 higher than expected. Obviously, this assumption is too optimistic. The
increase in frequency noise of the blue curve below 200 kHz do not match the values


























measurement Troebs et al.
Assumption in LISA−EST−SOW−848
Figure 5.4: The frequency noise of a free running Nd:YAG NPRO presented in [44] and in
this thesis are above the assumptions of ESA.
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6 Summary and Outlook
In this thesis a digital phasemeter suitable to measure the phase of the LISA het-
erodyne signals with frequencies between 2 and 20 MHz with microradian precision
is investigated. This phasemeter is based on a DPLL (Digital Phase Locked Loop)
implemented on an FPGA (Field Programmable Gate Array) chip located on a PCB
(Printed Circuit Board).
The first functionality tests showed that the system is capable of tracking an elec-
trically generated RF input signal while delivering its correct frequency value. It
was further demonstrated that a phase modulation (0.5 rad amplitude) of an input
signal can be detected with the correct amplitude.
The next steps were to investigate and to improve the sensitivity of the system. The
required phase sensitivity has to be below 6µrad/
√
Hz corresponding to 1 pm/
√
Hz.
For this purpose differential phase measurements with split input signals (zero mea-
surements) were performed.
For measurements excluding the noise contributions of the analog front end by split-
ting the input signal behind the transformers the ADC (Analog-to-Digital Converter)
time jitter was identified as the limiting noise source for Fourier frequencies below
a few Hz. At higher Fourier frequencies digitising noise was dominating. To correct
for the time jitter noise in post-processing a pilot tone was simultaneously injected
into the input channels to measure the differential time jitter between the two chan-
nels under investigation. This information was used to perform a jitter correction
of the signals of interest in post-processing. It was shown that by implementing this
correction scheme the requirements were met for the whole frequency range of inter-
est. This type of measurements was carried out also with input signals generated by
optical beat-notes of two phase-locked Nd:YAG NPRO lasers. The resulting phase
noise was below the requirements.
The corresponding measurement performed with beat-notes of two free running
lasers showed excess phase noise above the requirements.
The next step was to extend the noise investigations by including the analog front
end electronics, i.e., the ADC driving units, as potential noise sources. After several
measurements both the recommended transformers and a capacitive coupling scheme
were excluded from further investigations due to severe disadvantages. Either these
schemes did show unsatisfying noise behaviour or they turned out to be unsuitable
to properly drive the ADCs. It was shown that a front end design using differential
operational amplifiers implemented on a PCB daughter board had sufficiently low
noise contribution. The differential phase noise of the system including this analog
front end met the requirements over the whole frequency range of interest (10−4 to
1 Hz) for beat-note frequencies between 2 and 20 MHz.
A further step was to determine the sensitivity of the phasemeter with respect to
modulated input signals.
A frequency modulation on a 7 MHz input signal showed up in a ’common mode
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peak’ at the modulation frequency in the noise spectrum. It could be successfully
removed by applying a time-delay correction on the time series of the measured fre-
quency of one channel.
Measurements with amplitude modulated input signals at a fixed signal frequency
showed a surprising result. Peaks appeared in the noise spectrum at the modulation
frequency and its harmonics partly exceeding the requirements. This peaks could
not be removed by any correction scheme. The reason for this behaviour might be
variations in the open loop gain of the system, that linearly depends on the input
amplitude, or nonlinear behaviour of other components.
A noise measurement using a frequency modulated 17 MHz input signal showed a be-
haviour comparable to the noise obtained for the pure amplitude modulation. Here
the peak at the modulation frequency could be removed by time-delay correcting
the respective timeseries of the phasemeter output. The remaining peaks might be
caused by a change in the input amplitude induced by the frequency modulation.
One of the measurement using modulated input signals had the purpose to show that
the system is capable of detecting an asymmetric phase modulation on a LISA-like
drifting input signal. This experiment was implemented and carried out successfully.
The detected phase modulation had an amplitude of 3 · 10−7 rad rms.
Finally an experiment was performed to determine the frequency noise of a free run-
ning Nd:YAG NPRO laser between 1 and 20 MHz Fourier frequency by means of a
balanced detector. The measured frequency noise showed a broad peak with max-
imum height at about 2 MHz Fourier frequency. It might be caused by resonances
(e.g., laser piezo), coupling of amplitude noise into the phase measurement (if the
detector input was not exactly balanced) or uncertanties in the determination of the
detector’s transfer function. The lowest limit of the obtained noise curve could be
the Schawlow-Townes limit of the lasers which is flat in frequency.
The excessive phase noise of the measurements with input obtained from the beat-
note of two free running lasers could not be explained in the framework of this thesis.
According to the results obtained by performing measurements with amplitude and
frequency modulated input signals this noise might be caused by the frequency noise
of the free running lasers being present in the input of the phasemeter. Another rea-
son might be the asymmetry of the signal lines after the transformers resulting in a
delay between the input signals at each ADC. The measurements should be repeated
using the operational amplifier front end design since it has been proven to deliver
best performance results. The investigations with respect to these measurements
are currently ongoing at the AEI and improvements were already achieved.
The sensitivity measurements performed with unmodulated input signals presented
in this thesis can be regarded as excellent basis for further investigation. In particular
the implementation of a hexagon interferometer to perform a 3-signal measurement
to test the linearity of the phasemeter is currently ongoing at our institute.
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