This paper presents a prediction model for crude oil price spot price direction in the short-term. The prediction model based on artificial neural network (ANN) to forecast and compared with least square method (LSM). The results show that on the short-term, the best prediction model for ANN of four, three, two and one hidden layers, respectively. The ANN of one -four hidden layers is found to be able to forecast better than the LSM.
Introduction
Crude oil is the significance of global economic variable. It is a vital component for the economic development and growth for industrialized. However, extreme weather, speculation in financial market, amongst others is major characteristics of crude oil market which increase the level of price volatility in the oil markets. The effect of oil price fluctuation extends to reach large number of goods and services which have direct impact on the economy as well as the communities. Therefore, to reduce the negative impact of the price fluctuations, it is very important to predicate the price direction.
Artificial Neural Network (ANN) is the science of Artificial Intelligence (AI) that being applied in various fields effectively, for example, pattern recognition, prediction, control, optimization and clustering. The concept is that it simulates the working of the human brain neurons. Generally, it can be seen from the nodes of neural network which are simulated from synapse. Also, the signal transmission of nodes is simulated from dendrite and axon. Finally, activation function or transfer functions are simulated from the human neuron. The mathematical model of ANN is a dynamic weighted sum, a general possibly convergent function, which is far different from any of the basic neural models or their compositions. It is perhaps a good instance which indicates that artificial intelligent not be rigorously studied before the natural intelligence [1] [2] [3] . Least Square Method (LSM) is probably the most popular technique in statistics. LSM arise when fitting a parameterized linear or nonlinear function to a set of measured data points by minimizing the sum of the squares of the errors between the data points and the linear or nonlinear function [4] [5] [6] .
This paper presents a very brief review of the related and recent studies. Wang et al [7] present a hybrid methodology to forecast crude oil monthly prices. The model consists of combination of three separate components that they extract rule based system. These three components work disjointedly, and then intergraded together to get the final results. They claimed that nonlinear integration of these three models has outperformed any single one. However, there are several issues in this system. For example, the rule base system of the text mining model 3 depends on the knowledge base which developed by human experts. This process is not only controversial, but also unreliable, experts opinions vary on the same problem. Moreover, neither the rules nor the knowledge base was made available to the public.
Bopp and Sitzer tested [8] whether futures prices are good predictors for cash price in the future for the heating oil market. In attempt to answer if futures prices has the capacity to improve forecasting ability of econometrical models. The results showed that only futures contract 1 and 2 months to maturity are statistically significant for cash price forecast. In other words contain new information.
Abosedra and Baghestani tested [9] monthly future prices for long term-forecast. The results showed that only future 1 and 12 months ahead produced significant forecast and could be useful for policy making purposes.
In this study, we presented the ANN for crude oil price prediction for the short-term. Next, we test whether crude oil future prices contain information about spot price direction on the short-term. The prediction model based on ANN of four layers feedforward network with backpropagation algorithm to forecast and compared with LSM. First, section 2 presents model and calculations, and preprocessing along with our methodology. Second, section 3 presents results and discussion. Finally the paper is concluded in Section 4.
Prediction model for crude oil price
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Model and calculations
ANN architecture is divided into 2 types: a single neural network layer and a multi neural network layer. The single layer has only input and output level (see Figure 1 ). However, the multi neural network layer has one or more than one hidden levels which are in the middle of the input and output level (see Figure 2) . LSM is probably the most popular technique in statistics. LSM arise when fitting a parameterized function to a set of measured data points by minimizing the sum of the squares of the errors between the data points and the function. LSM based methods have received considerable attention for crude oil price forecasting. These models have been used to deal with the nonlinearity of crude oil price. The methodology of this study is based on four layers feedforward network with backpropagation algorithm. The goal is to forecast crude oil prices. Convergence, the ability of the model to perform with new data and Satiability, consistency of the network output are main requirements for any successful ANN [10] . The points are successfully, a large number of considerations need to be taken into account, the size and frequency of the data, network architect, the number of hidden neurons, and activation function. The residuals mean squared error (RMSE) used metric for ANN performance regardless of the network goal. The measure of linear correlation between the forecasted and value [10] . In this study, we used mean squared error (MSE) for ANN. Finally, the information coefficient given by equation 2.1 was used.
Where   i y x is the observation data,   , i y w x is the predicted value that ensconced activation function and weight, i
x is the original time series, and w is weight.
The observation data is daily closing price; from Sep 2002 to Aug 2013, it includes 3057 data points for each time series. All data sets retrieved from Energy Information Administration web site: http://www.eia.doe.gov/ [11] . We used 85 % of the data for training and 15 % for out of sample testing.
The network normalization is transferred the data to fit within the limit of transfer function. A linear normalization method is given by equation 2.2 to transfer the data to fit between [-1, 1].
The most widely used activation functions for ANN in the hidden layer are the sigmoid functions and the hyperbolic tangent. We used sigmoid function in Figure 3 for activation function. Finally, parameters are used learning rate, training time, optimization algorithm that selected base on experiments.
Results and discussion
The methodology of this study was compared a fully connected feedforward for backpropagation algorithm networks of one to four hidden layers with LSM. Hence, we focus our interest on modeling with feedforward network. The Choice of activation function, learning rate, were determined by experiments. The optimization algorithms was chosen Leveberg-Maquardt [12] [13] that was approximated the second order. A linear normalization method is given by Figure  3 for the data to fit between [-1, 1]. The network architecture is 4 layers feedforward with 9 neurons in the hidden layer. The network was trained for 1000 iterations or until one of the stopping criteria is met. The learning rate is 0.01 and training algorithm is Levenberg-
Marquardt.
The results of the prediction model for ANN show that on Table I -III, ANN (one, two, three and four hidden layer) are found to be able to forecast better than the LSM. This makes sense, the targets of ANN shown in Table I -II and the output of the prediction model based on ANN shown the best solution in four, three, two and one hidden layer, respectively. The outputs of ANN are found to be able to forecast better than the LSM. The MSE is by far the most used metric for ANN performance regardless of the network goal and LSM used MSE for measure information. The results of the prediction model between ANN of one to four hidden layers with LSM. This makes sense, the a measure of the predictions model shown in Figure 5 -9 and the MSE of the prediction model based on ANN shown the error of information coefficient in four, three, two and one hidden layer, respectively. The error between observations data with predicted value of ANN are found to be able to forecast better than the LSM. 
Conclusion
In this paper we presented a prediction model for crude oil price spot price direction in the short-term. Data was obtained from Energy Information Administration covering from 2002 to 2013. In addition, we tested the relation crude oil prices and the prediction model based on ANN to forecast and compared with LSM. The results shown that on the short-term, the best prediction model for ANN of four, three, two and one hidden layers, respectively. The ANN of one to four hidden layers is found to be able to forecast better than the LSM in Figure  5 -9. Finally, our future research continue to investigate other variable which could lead to improving the short-term forecast, such as heating oil prices, share of stock, share of business, interest rate, and gold prices.
