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Abstract
The optimal tradeoff between average service cost rate, average utility rate, and average
delay is addressed for a state dependent M/M/1 queueing model, with controllable queue length
dependent service rates and arrival rates. For a model with a constant arrival rate λ for all queue
lengths, we obtain an asymptotic characterization of the minimum average delay, when the
average service cost rate is a small positive quantity, V , more than the minimum average service
cost rate required for queue stability. We show that depending on the value of the arrival rate λ,
the assumed service cost rate function, and the possible values of the service rates, the minimum
average delay either: a) increases only to a finite value, b) increases without bound as log
(
1
V
)
,
c) increases without bound as 1V , or d) increases without bound as
1√
V
, when V ↓ 0. We then
extend our analysis to a complementary problem, where the tradeoff of average utility rate and
average delay is analysed for a M/M/1 queueing model, with controllable queue length dependent
arrival rates, but a constant service rate µ for all queue lengths. We obtain an asymptotic
characterization of the average delay, when the average utility rate is a small positive V less
than the maximum utility rate which can be obtained with the queue being stable. However,
we find that in this case the minimum average delay always increases without bound, either as
log
(
1
V
)
, 1V , or
1√
V
depending on µ, the assumed utility rate function, and the possible values
of the arrival rates. We then consider a M/M/1 queueing model, with controllable queue length
dependent service rates and arrival rates, for which we obtain an asymptotic characterization of
the minimum average delay under constraints on both the average service cost rate as well as the
average utility rate. The results that we obtain are useful in obtaining intuition as well guidance
for the derivation of similar asymptotic lower bounds, such as the Berry-Gallager asymptotic
lower bound, for discrete time queueing models.
1 Introduction
We consider the tradeoff between average service cost rate, average utility rate, and average delay for
a continuous time queueing model in this paper. The mathematical model considered captures the
problem of how a constrained/scarce resource should be dynamically allocated to randomly arriving
demands, which may be subjected to admission control. Herein, this dynamic allocation problem
is modelled using a simple state dependent M/M/1 queueing model. Our primary motivation for
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modelling and studying this tradeoff problem as such, is to understand the tradeoff problems that
arise in resource allocation problems in wireless networks. The observations that can be obtained
from studying this model also help in the study of discrete time queueing models (such as in [19]
and [18]) which may be more appropriate in modelling wireless networks.
The state dependent M/M/1 model that we consider in this paper is a birth death process with the
state corresponding to the queue length. We assume that the arrival rate and service rate at queue
length q are λ(q) and µ(q) respectively. We also assume that the arrival rates and service rates are
controllable, i.e., for every q ≥ 0, λ(q) can be chosen from a set Xλ and for every q > 0, µ(q) can be
chosen from a set Xµ. A policy γ is the choice of λ(q) and µ(q), ∀q. We consider the problem of the
choosing the optimal policy such that the average queue length is minimized subject to constraints
on the average service cost rate and average utility rate. Then, from Little’s law, we obtain bounds
on the minimum average delay subject to average service cost and utility rate constraints.
The average queue length Q(γ) for a particular policy γ is the time average of the expectation of
the queue length Q(t) (as in [17]), where Q(t) is the state of the birth death process at time t under
γ. We associate an utility rate function u(.) with the arrival of customers and a cost rate function
c(.) with their service. The utility rate function models the benefit in serving customers, while the
cost rate function models the cost incurred in serving customers. We assume that utility is accrued
at the rate of u(λ(Q(t))) and service cost is incurred at the rate of c(µ(Q(t))), where u(λ) is a
non-decreasing concave function of λ and c(µ) is a non-decreasing convex function of µ. For the
policy γ, the average utility rate U(γ) and average service cost rate C(γ) are defined as the time
averages of the expectation of the utility rate u(λ(Q(t))) and the expectation of the service cost
rate c(µ(Q(t))) respectively. The tradeoff problem that we consider is the minimization of Q(γ),
subject to a positive lower bound constraint uc on U(γ), and a positive upper bound constraint cc
on C(γ), over all policies γ, i.e.,
minimize
γ
Q(γ),
such that U(γ) ≥ uc and C(γ) ≤ cc. (1)
In the following, we consider the above problem for the subset of admissible policies. Admissible
policies are defined to be monotone, i.e., λ(q) and µ(q) are non-increasing and non-decreasing
functions of q respectively. This monotonicity property of admissible policies is motivated by the
analysis of the unconstrained Lagrange dual problem, with the associated Lagrange dual function:
minimize
γ
Q(γ) + β1(C(γ)− cc)− β2(U(γ)− uc), (2)
where β1 and β2 are non-negative Lagrange multipliers. We note that variations of the above
problem have been formulated as Markov decision problems (MDP) and studied in [8] and [2]. We
note that in this paper, we obtain bounds on the optimal solution of (1) in an asymptotic regime
<, in which the constraint cc approaches a minimum average service cost rate (a function of uc)
which must be incurred for the queue to be stable.
An example of the solution to (1) is shown in Figure 1, where we have considered a particular
case with λ(q) fixed to be λ such that u(λ) = uc. The set of possible values that µ(q) can take is
restricted to S = {0, 0.2, 0.4, 0.5, 0.6, 0.8, 1}. The service cost constraint approaches the value c(λ)
in the asymptotic regime <, where c(µ) : [0, 1]→ R+ is the piecewise linear lower convex envelope of
2
c(µ) : S → R+. We assume that c(µ) = µ2, µ ∈ S. We have plotted the optimal solution 1 Q∗(cc) as
a function of cc, for λ = 0.39, 0.40, and 0.41. We observe that the behaviour of Q
∗(cc) is dependent
on the value of λ. In this paper, we show that for λ = 0.39 and 0.41, Q∗(cc) = Θ
(
log
(
1
cc−c(λ)
))
while for λ = 0.40 we show that Q∗(cc) is Θ
(
1
cc−c(λ)
)
.
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Figure 1: The optimal tradeoff curve with µ(q) ∈ S = {0, 0.2, 0.4, 0.5, 0.6, 0.8, 1} ,∀q, service cost rate
c(µ) = µ2,∀µ ∈ S, and λ = 0.39, 0.40, and 0.41. The minimum average service cost rates are c(0.39) =
0.154, c(0.40) = 0.160, and c(0.41) = 0.169.
1.1 Related work
The tradeoff problem for continuous time single server queueing models has been addressed by many
researchers. The most common approach has been to pose this problem as a constrained Markov
decision problem (CMDP) [21] (as in (1)) which is then converted into a Markov decision problem
(MDP) by a Lagrange relaxation [11] (as in (2)). The approach is then to find the optimal policy,
or the optimal service rate and arrival rate as a function of queue length for (2). Characterization
of optimal policies for (2) using the MDP approach yields structural properties, which are useful in
reducing the search space for optimal policies, for example see [23], [8], [1] and [3]. In most cases,
a monotonicity property of any optimal policy for (2) is obtained, i.e., the optimal rate of service
is a non-decreasing function of the queue length and the optimal arrival rate is a non-increasing
function of the queue length. Stidham and Weber [23] show that the optimal service rate is non-
decreasing, and that the optimal arrival rate is non-increasing, for a state dependent M/G/1 model,
where the objective is to minimize the expected total cost from any initial queue length by serving
customers until the queue length is zero. George and Harrison [8] show that the optimal service rate
is non-decreasing, for a state dependent M/M/1 model with λ(q) = 1, ∀q, where the objective is to
1For each λ, each point in the tradeoff curve Q∗(cc) in Figure 1 is obtained by numerically solving (2) (via policy
iteration) for a particular value of β1 (since u(λ) = uc, the second constraint is satisfied). From [11], we have that
any optimal policy γ∗(β1) for (2) is also optimal for (1) with cc = C(γ∗(β1)). For a particular value of β1, we obtain
points
{
C(γ∗(β1)), Q(γ∗(β1))
}
.
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minimize the time average cost, which is only composed of the service cost and the queue length.
Similar results have also been obtained by Ata in [1], and Ata and Shneorson in [3]. Surveys of the
above approach can be obtained from [10] and [22]. The above monotonicity property is used to
motivate the definition of admissible policies in the next section. The complete characterization of
an optimal arrival rate control policy of threshold form for a continuous time queueing model was
obtained in [15]. An approximate solution to the tradeoff problem has been obtained by Ata et
al. [2] by approximating the evolution of the number of the customers in the queue by a diffusion
process, which enables the authors to find an optimal stationary policy in closed form.
In this paper, we present an asymptotic analysis of the tradeoff between average service cost
rate, average utility rate, and average queue length, for admissible policies, in the regime <. The
asymptotic analysis that we present for admissible policies is motivated by the asymptotic bounds
derived by Berry and Gallager [5] for the tradeoff of average delay with average service cost for a
discrete time queueing model. For infinite buffer systems, it is intuitive that a minimum average
service cost rate (a quantity such as c(λ)) has to be incurred to keep the queueing system stable.
Let V be the difference between the average service cost and c(λ). Berry and Gallager show that
the minimum average delay is at least Ω
(
1√
V
)
for any sequence of policies with average service
cost V more than c(λ), for a discrete time queueing model2. A sequence of policies is said to be
order-optimal, if it achieves the optimal growth rate of the minimum average length with respect
to V , in the asymptotic order sense. For example, for the Berry Gallager model, if the average
queue length of a sequence of policies increases as O
(
1√
V
)
with the average service cost being
V more than c(λ), then the sequence of policies is order-optimal. We note that families of good
policies can be identified by using the criterion of order-optimality. The notion of order optimality
for discrete time queueing models has been further explored in many other papers, such as [12], [7],
and surveyed comprehensively in [14]. Order optimality has also been explored for discrete time
finite buffer queueing models. In [4, Chapter 6] it is shown that for a finite buffer discrete time
queueing model, as the buffer size B goes to infinity, for any sequence of policies such that the
buffer overflow probability is o
(
1
B2
)
, the average service cost is at least Ω
(
1
B2
)
more than cmin. We
note that an order optimality result for a two sided birth death queueing model was obtained by
Ramaiyan [16]. Our approach which uses the detailed balance equations to solve for the stationary
distribution of the birth-death process is similar to that in [16]. However, we obtain observations
about the nature of the stationary distribution which were previously not available.
Order optimality results are not available for continuous time queueing models, which motivates us
to develop asymptotic upper and lower bounds for the continuous time M/M/1 model considered
in this paper. Furthermore, we shall see that the analysis which leads to these bounds leads to
observations about the stationary probability distribution for the M/M/1 model, which can be used
in deriving new asymptotic lower bounds for discrete time queueing models as in [18] and [19].
1.2 Overview and contributions
The state dependent M/M/1 model is discussed in Section 2. Assumptions on the properties of
the utility and cost functions as well as the average queue length, average utility rate, and average
service cost rate are also defined in the same section. The tradeoff problem is then set up in Section
2See Section 1.3 for the definitions of Ω(.) and O(.)
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3. We define the restricted set of admissible policies in this section. This restriction is motivated by
the monotonicity properties of optimal policies, as reviewed in the previous section. We also present
necessary and sufficient conditions for the feasibility of the tradeoff problem in the same section. We
then define three cases of the tradeoff problem: µ-CHOICE, λ-CHOICE, and λµ-CHOICE which
are then analysed in the rest of the paper. We note that µ-CHOICE, λ-CHOICE, and λµ-CHOICE
are queueing models with service rate control and no arrival rate control, no service rate control
and arrival rate control, and both service and arrival rate control, respectively. Thus, they cover
all cases of interest. We also define the asymptotic regime < in Section 3. In Sections 4, 5, and
6 we analyse µ-CHOICE, λ-CHOICE, and λµ-CHOICE respectively. We note that results for a
special case of µ-CHOICE, with Xµ being a discrete set, were presented in [20]. We conclude the
paper in Section 8.
1.3 Notation and conventions
We use the following notation for the asymptotic bounds: (i) f(x) is O(g(x)) if there exists a c > 0
such that limx→0
f(x)
g(x) ≤ c; f(x), g(x) ≥ 0, (ii) f(x) is Ω(g(x)) if there exists a c > 0 such that
limx→0
f(x)
g(x) ≥ c; f(x), g(x) ≥ 0, (iii) f(x) is o(g(x)) if limx↓0 f(x)g(x) = 0, and (iv) f(x) is ω(g(x))
if limx↓0
f(x)
g(x) = ∞. All logarithms are natural logarithms unless specified otherwise. Sequences
which are monotonically increasing to a limit point are denoted using ↑, while those monotonically
decreasing are denoted using ↓. The stationary version of a random process is denoted by dropping
the time index, e.g. Q ∼ Q(t). We denote the set of non-negative integers and non-negative real
numbers by Z+ and R+ respectively.
2 System model
The system evolves in continuous time, which is denoted by t ∈ R+. The number of customers
in the queue at time t (including the one in service, if any) is denoted by Q(t) ∈ Z+. The state
dependent M/M/1 model for the process Q(t) is a birth death process with birth rate λ(q) ∈ Xλ
from q to q+ 1 for all q ∈ Z+, and death rate µ(q) ∈ Xµ from q to q− 1 for all positive q. A policy
γ is the sequence (µ(0) = 0, λ(0), µ(1), λ(1) · · · ) 3. The state transition diagram of the birth-death
process for a policy γ is shown in Figure 2. The set of all policies is denoted as Γ.
We recall that utility is accrued at the rate of u(λ(Q(t))) and cost is incurred at the rate of
c(µ(Q(t))) at time t. The functions u(.) and c(.) are assumed to satisfy the following properties:
U1 : The function u(λ) : Xλ → R+ is strictly increasing and concave in λ, with u(0) = 0. The set
of all possible arrival rates is Xλ.
C1 : The function c(µ) : Xµ → R+ is strictly increasing and convex in µ, with c(0) = 0. The set
of all possible service rates is Xµ.
3We note that for the tradeoff problems that we are interested in, if we restrict to policies that update the control
of arrival rate and service rate only at customer arrivals and/or departures, then as in [9], it can be shown that we
can restrict to stationary policies.
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Figure 2: The birth death process under a particular policy γ
We assume that Xλ = [ra,min, ra,max] and Xµ = [rmin, rmax], where ra,min < rmax. Let u−1 : R+ →
Xλ and c−1 : R+ → Xµ be the inverse functions of u(.) and c(.) respectively.
The average service cost rate for the policy γ, C(γ) is defined as
C(γ) = lim
T→∞
1
T
E
[∫ T
0
c(µ(Q(t)))dt
∣∣∣∣Q(0) = q0] . (3)
The average utility rate for the policy γ, U(γ) is defined as
U(γ) = lim
T→∞
1
T
E
[∫ T
0
u(λ(Q(t)))dt
∣∣∣∣Q(0) = q0] . (4)
The average queue length for the policy γ, Q(γ) is defined as
Q(γ) = lim
T→∞
1
T
E
[∫ T
0
Q(t)dt
∣∣∣∣Q(0) = q0] . (5)
In this paper, we restrict attention to policies for which the above three performance measures are
independent of the initial state q0, hence in the above definitions the dependence of these quantities
on q0 is not made explicit. We note that the above definition of average utility rate (as in [3]) is
much more general and encompasses scenarios where the utility of average throughput is of interest
(e.g. as in [13]).
3 Problem formulation
In this paper, we consider the tradeoff problem (1) for a set of admissible policies only. The set of
admissible policies is defined as follows.
Definition 3.1. (Stability) A policy γ is defined to be stable if: (i) the birth death process Q(t)
under policy γ has a single positive recurrent class Rγ, and stationary distribution piγ and (ii) the
expected cumulative (i) queue cost, (ii) service cost, and (iii) utility until, Rγ is hit starting from
any initial state q0, are finite.
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Definition 3.2. (Admissibility) A policy γ is admissible, if: (G1) it is stable, (G2) the se-
quence (µ(0), µ(1), µ(2), · · · ) is non-decreasing, and (G3) the sequence (λ(0), λ(1), λ(2), · · · ) is non-
increasing. We define the set of admissible policies as
Γa
∆
= {γ : γ ∈ Γ, γ is admissible}.
Remark 3.3. We restrict to the set of admissible policies, since there exists an optimal policy for
(1) which possesses the properties G1, G2, and G3 in many cases. Consider the unconstrained
MDP in (2) denoted as MDP (β1, β2). We note that this MDP is obtained by uniformizing Q(t) at
rate ru with single stage cost
q+β1c(µ)−β2u(λ)
ru
as in [3]. Then from [3] we know that an optimal policy
γ∗(β1, β2) ∈ Γa exists for MDP (β1, β2). From [11], we have that γ∗(β1, β2) is also optimal for (1)
if cc = C(γ
∗(β1, β2)) and uc = U(γ∗(β1, β2)). Let Γ∗(β1, β2) be the set of all optimal admissible poli-
cies for MDP (β1, β2). Let Odu =
{
(C(γ∗(β1, β2)), U(γ∗(β1, β2))), γ∗(β1, β2) ∈ Γ∗(β1, β2), ∀β1, β2 ≥ 0
}
.
Then, there exists an optimal γ ∈ Γa for the constrained optimization problem (1), when (cc, uc) ∈
Odu.
We note that for any γ ∈ Γa, we have that
C(γ) = Epiγc(µ(Q)),
U(γ) = Epiγu(λ(Q)), and
Q(γ) = EpiγQ,
where Q ∼ piγ . We also note that for γ ∈ Γa the performance measures are independent of the
initial state q0. The set Rγ for a γ ∈ Γa is contiguous and is of the form (qr,l, · · · , qr,u), where
µ(qr,l) = 0 and λ(qr,u) = 0. Also, for q > qr,l, µ(q) > 0 and q < qr,u, λ(q) > 0.
In the following discussion we consider the problem TRADEOFF,
minimize γ∈Γa Q(γ)
such that C(γ) ≤ cc,
and U(γ) ≥ uc, (6)
where we minimize over the set Γa only. The optimal value of TRADEOFF is denoted as Q
∗(cc, uc).
Remark 3.4. We note that if (cc, uc) ∈ Odu then: (i) from Remark 3.3 we have that Q∗(cc, uc) is
the optimal value of (1), (ii) there exists an optimal admissible policy for TRADEOFF, which is
also optimal for (1). If (cc, uc) 6∈ Odu then we note that (i) and (ii) above may not hold. In Section
7.1 we discuss how TRADEOFF can be used to obtain solutions for (1) if (cc, uc) 6∈ Odu.
We now address the question of feasibility for TRADEOFF. Consider the example where Xλ = {λ},
then we note that the average service rate Epiγµ(Q) has to be λ for any γ ∈ Γa. Therefore, C(γ)
has to be at least c(λ) (this arises from Jensen’s inequality applied to Epiγc(µ(Q)). Thus, we have
that for a given cc, if there exists any feasible policy for TRADEOFF then cc ≥ c(λ). The following
lemma gives the necessary condition for feasibility of TRADEOFF for more general cases.
Lemma 3.5. If TRADEOFF has any feasible solutions, then u−1(uc) ≤ c−1(cc).
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The proof is given in Appendix A.1. For TRADEOFF, if c−1(cc) > u−1(uc), then it can be shown
that a feasible admissible policy exists. We present this feasible admissible policy γ ∈ Γa on a case
by case basis in the following discussion.
We also note that if even c−1(cc) > u−1(uc), unless (cc, uc) ∈ Odu, an optimal policy γ∗ ∈ Γa may
not exist for TRADEOFF. This leads to the following definition of -optimal policies which are
close to optimal.
Definition 3.6. (-optimal policy) Suppose c−1(cc) > u−1(uc). Then there exists some feasible
γ ∈ Γa for TRADEOFF. By definition, for every  > 0, there exists a feasible γ such that Q(γ) <
Q∗(cc, uc) + . Then, γ is defined to be -optimal for (cc, uc).
We note that TRADEOFF is feasible iff cc > c(u
−1(uc)). So c(u−1(uc)) can be interpreted as the
infimum of the average service cost rate which must be incurred for TRADEOFF to be feasible.
We analyse TRADEOFF in an asymptotic regime < defined as follows.
Definition 3.7. (The asymptotic regime <) We consider a non-increasing sequence cc,k and a
non-decreasing sequence uc,k. The asymptotic regime < is defined as the regime in which cc,k −
c(u−1(uc,k)) ↓ 0.
In this paper, we obtain bounds on the optimal value of TRADEOFF for three different cases:
µ-CHOICE, λ-CHOICE, and λµ-CHOICE which are defined below.
Definition 3.8. (µ-CHOICE) We consider the case with Xλ = {λ} and Xµ = [0, rmax]. Then for
γ, U(γ) = u(λ). We assume that λ is such that u(λ) = uc in TRADEOFF. We note that only the
service rate can be controlled for this case. We note that in the asymptotic regime < for µ-CHOICE
cc,k ↓ c(λ) since λ is fixed to be u−1(uc).
Definition 3.9. (λ-CHOICE) We consider the case with Xµ = {µ} and Xλ = [ra,min, ra,max].
Then for γ, C(γ) ≤ c(µ). We assume that µ is such that c(µ) = cc in TRADEOFF. We note that
only the arrival rate can be controlled for this case. We note that in the asymptotic regime < for
µ-CHOICE uc,k ↑ u(µ) since µ is fixed to be c−1(cc).
Definition 3.10. (λµ-CHOICE) In this case, we assume that Xµ = [0, rmax] and Xλ = [ra,min, ra,max].
We note that in the asymptotic regime < for λµ-CHOICE, cc,k− c(u−1(uc,k)) ↓ 0, where either one
of cc,k or uc,k can be fixed.
We are motivated to study these three cases since they correspond to the study of queueing systems
with only service rate control, only admission control, and both service rate and admission control
respectively. In the following discussion, we assume that c(µ) is convex and either strictly convex
or piecewise linear and u(λ) is concave and either strictly concave or piecewise linear. In practice
service costs have increasing marginal returns, while utilities have diminishing marginal returns,
which leads to the convexity and concavity assumptions for c(µ) and u(λ) respectively. However, the
strict or piecewise linear nature of c(µ) or u(λ) are motivated by scenarios which arise for discrete
time queueing models, such as those considered in [18, Chapter 4]. We note that for discrete
time queueing models, the possible control variables are the batch size (A(q)) of the number of
customers admitted and the batch size (S(q)) of the number of customers which are served in each
slot, which are possibly random functions of the queue length q. Since for the M/M/1 model the
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control variables λ(q) and µ(q) are deterministic, one way to capture the nature of the control
variables for the discrete time model via the M/M/1 model is to have a correspondence between
λ(q) and EA(q), and µ(q) and ES(q). We note that the service cost rate and utility rate for discrete
time models are Eud(A(q)) and Ecd(S(q)) respectively, where ud and cd are the utility and cost
functions for the discrete time model. The maximum value of Eud(A(q)) is u(EA(q)), where u is
the upper concave envelope of ud, and the minimum value of Ecd(S(q)) is c(ES(q)), where c is the
lower convex envelope of cd. Again, one way in which to capture the nature of the cost and utility
functions for the discrete time model via the M/M/1 model is to have a correspondence between
u(λ) and u(EA(q)), and c(µ) and c(ES(q)). Depending upon whether S(q) (or A(q)) takes values
in R+ or Z+ the form of the function c(.) (or u(.)) can be strictly convex or piecewise linear. These
choices turn out to be good in retrospect.
4 Analysis of µ-CHOICE
We note that for µ-CHOICE, λ(q) = λ and µ(q) ∈ [0, rmax], ∀q ∈ Z+. The tradeoff problem for
µ-CHOICE is
minimize γ∈Γa Q(γ)
such that C(γ) ≤ cc.
The optimal value of µ-CHOICE is denoted as Q∗(cc). The study of µ-CHOICE is classified into:
µ-CHOICE-1: c(µ) is strictly convex for µ ∈ [0, rmax], and
µ-CHOICE-2: c(µ) is piecewise linear, i.e., (a) there exists a minimal partition of [0, rmax] into
intervals {[ai, bi], i ∈ {1, . . . , P}} with a1 = 0, bP = rmax, and bi = ai+1, and (b) there are
linear functions fi such that ∀µ ∈ [ai, bi], fi(µ) = c(µ).
It turns out that the asymptotic behaviour of Q∗(cc) for µ-CHOICE-2 depends on the behaviour
of c(µ) in a neighbourhood of µ = λ. Therefore, we consider the following cases for µ-CHOICE-2:
µ-CHOICE-2-1: λ ∈ (0, bλ ∆= b1),
µ-CHOICE-2-2: λ ∈ (aλ ∆= ai, bλ ∆= bi) for some i ∈ {2, . . . , P}, and,
µ-CHOICE-2-3: aλ
∆
= λ = ai for some i ∈ {2, . . . , P}.
The different cases are illustrated in Figure 3. We also define a line l(µ) as follows: (i) for µ-
CHOICE-1, l(µ) is defined as the tangent to c(µ) at µ = λ, (ii) for µ-CHOICE-2-1 and µ-CHOICE-
2-2, l(µ) is defined to be line through (aλ, c(aλ)) and (bλ, c(bλ)), and (iii) for µ-CHOICE-2-3, l(µ) is
defined as any line through (aλ = ai, c(aλ)) with slope m such that
c(ai)−c(ai−1)
ai−ai−1 < m <
c(ai+1)−c(ai)
ai+1−ai .
We note that for µ-CHOICE-1, the function c(µ) is strictly convex for every µ ∈ [0, rmax] and
therefore the asymptotic behaviour is the same for all λ. We now present the asymptotic lower
bounds for Q∗(cc) in the regime <, in which cc ↓ c(λ) for the above cases. Then, in Section 4.2, we
show that there exists a sequence of admissible policies γk such that C(γk) ↓ c(λ).
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Figure 3: Illustration of the relationship between λ, µl, and µu along with the minimum average cost c(λ)
and the line l(µ) for the four cases of the µ-CHOICE problem.
4.1 Asymptotic lower bounds
We obtain an asymptotic lower bound on Q(γ) by: (a) obtaining an upper bound on the stationary
probability for a certain set of service rates in terms of C(γ) and c(λ), (b) relating the stationary
probability of this set of service rates to the stationary probability pi(q), of a set of queue lengths, and
(c) obtaining a lower bound on Q(γ) in terms of pi(q). We note that even though µ(q) ∈ [0, rmax],
the set {µ(q), q ∈ Z+} is only countable. Let (µ0 = 0, . . . , µk, . . .), with µk < µk+1 denote the set
of service rates that is used by a policy γ. Also let piµ(k) =
∑
q:µ(q)=µk
pi(q) be the stationary
probability of using rate µk. The relationships in steps (a) and (b) above are obtained in the
following lemma.
Lemma 4.1. Let pi be the stationary probability distribution of Q(t) and let Q ∼ pi. Let V ∆=
cc − c(λ). Let S ⊆ [0, rmax] and QS ∆= {q : µ(q) ∈ S}. Then for any V > 0,
1. for µ-CHOICE-1 with S = [0, λ − V )
⋃
(λ + V , rmax] we have that Pr {µ(Q) ∈ S} ≤ Va12V ,
where a1 > 0,
2. for µ-CHOICE-2-1 and µ-CHOICE-2-2 with S = [0, aλ − V )
⋃
(bλ + V , rmax] we have that
Pr {µ(Q) ∈ S} ≤ VmaV ,
3. for µ-CHOICE-2-3 with S = [0, λ− V )
⋃
(λ+ V , rmax] we have that Pr {µ(Q) ∈ S} ≤ VmaV ,
where ma > 0. Since Pr {Q ∈ QS} = Pr {µ(Q) ∈ S}, the same bounds hold for Pr {Q ∈ QS}. We
also note that the above bounds are valid for any subset of S.
The proof is given in Appendix A.2.
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Remark 4.2. We note that the set Rγ is dependent on the policy γ. Since {0, . . . , qr,l − 1} and
{qr,u + 1, . . .} are transient states, we note that Q(γ), C(γ), and U(γ) can be obtained by considering
a birth death process Qr(t) on {0, . . . , qr,u − qr,l}. The process Qr(t) is obtained by restricting Q(t)
to {qr,l, . . . , qr,u} and then relabelling the states. The birth rate λr(q) and death rate µr(q) of Qr(t)
are λ(q + qr,l) and µ(q + qr,l), respectively. We have that
C(γ) = Ec (µ(Qr + qr,l)) ,
U(γ) = Eu (µ(Qr + qr,l)) ,
Q(γ) = qr,l + EQr.
Since qr,l ≥ 0, EQr ≤ Q(γ). In the following, we use EQr to obtain asymptotic lower bounds on
Q(γ).
We first consider µ-CHOICE-1, for which c(µ) is a strictly convex function of µ ∈ [0, rmax]. We
make the following assumption regarding c(µ) at µ = λ.
C2 : For µ-CHOICE-1, the second derivative of c(µ) is non-zero at µ = λ.
The above assumption has been used in [5]. We note that since c(µ) is strictly convex, the second
derivative of c(µ) is non-zero for all µ ∈ [0, rmax] except for µ in a countable set. In the derivation of
the asymptotic lower bounds in this paper, we assume that the process Q(t) is irreducible. However,
the assumption of irreducibility can be removed by considering the process Qr(t) instead of Q(t)
as defined in Remark 4.2.
Lemma 4.3. For µ-CHOICE-1, for any sequence of admissible policies γk such that C(γk)−c(λ) =
Vk ↓ 0 we have that Q(γk) = Ω
(
1√
Vk
)
. Therefore, Q∗(cc) = Ω
(
1√
cc−c(λ)
)
.
The proof is given in Appendix A.3. We now obtain asymptotic lower bounds for µ-CHOICE-2.
Lemma 4.4. For µ-CHOICE-2-1, for any sequence of admissible policies γk with C(γk)− c(λ) =
Vk ↓ 0 we have that Q(γk) = λbλ−λ − O
(
V 1−δ log
(
1
V
))
, for 0 < δ < 1. Therefore, Q∗(cc) =
λ
bλ−λ −O
(
(cc − c(λ))1−δ log
(
1
cc−c(λ)
))
, for 0 < δ < 1.
The proof is given in Appendix A.4. We note that if Xµ were a discrete set, as in the case of
FINITE-µCHOICE-1 in [18, Chapter 2] then an asymptotic order of O (V log ( 1V )) can be obtained.
However, for µ-CHOICE-2-1, we are only able to show that the order is O (V 1−δ log ( 1V )), where δ
can be made arbitrarily close to zero.
Lemma 4.5. For µ-CHOICE-2-2, for any sequence of admissible policies γk with C(γk)− c(λ) =
Vk ↓ 0, we have that Q(γk) = Ω
(
log
(
1
Vk
))
.
The proof is given in Appendix A.5.
Remark 4.6. We note that the lower bounding technique in [5] and [13] can be used to obtain the
asymptotic lower bounds for µ-CHOICE-1 and µ-CHOICE-2-2 respectively. This method, which
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Figure 4: Possibilities for the behaviour of the stationary distribution pi(q) in the regime <
considers a uniformized version of Q(t), is outlined in [18, Chapter 3]. However, using the sta-
tionary probability of the queue length has its advantages, since it gives us additional insights into
the form of the optimal policy. We use bounds on the stationary probability of the queue length to
obtain an asymptotic characterization of the cardinality of the set QS, where QS = {q : µ(q) ∈ S}
(e.g. S = [0, λ− V 12 ] for µ-CHOICE-1) in [18, Proposition 2.3.16, Lemma 3.2.18].
Lemma 4.7. For µ-CHOICE-2-3, for any sequence of admissible policies γk with C(γk)− c(λ) =
Vk ↓ 0, we have that Q(γk) = Ω
(
1
Vk
)
.
The proof is given in Appendix A.6.
Observations regarding pi(q): We make some observations about the nature of the stationary
distribution pi(q) in the regime <, for µ-CHOICE-1, µ-CHOICE-2-2, and µ-CHOICE-2-3. These
observations are significant since these are the cases for which Q∗(cc) ↑ ∞ and the observations can
also be used in guiding the derivation of asymptotic lower bounds for discrete time models in [18,
Chapters 4 and 5]. For the purposes of finding asymptotic lower bounds on the queue length, we
note that the elements of Rγ can be relabelled as starting from zero. In the following, the state
zero corresponds to smallest queue length in Rγ . We note that in the asymptotic regime <, for
µ-CHOICE-1, µ-CHOICE-2-2, and µ-CHOICE-2-3, piµ(0) = Pr {µ(Q) = 0} ↓ 0. Then, we have
that pi(0) ↓ 0. We have that pi(q) ↓ 0 for any finite q ∈ Rγ . Hence, the average queue length should
increase.
The difference in the rate at which the average queue length increases for the three cases is due
to the difference in the shape of pi(q) in the regime < with V ∆= cc − c(λ) ↓ 0. We note that for
any admissible policy γ, the stationary distribution pi(q) has the behaviour shown in (S1) Figure
4, since λ(q) is non-increasing and µ(q) is non-decreasing as a function of q. For µ-CHOICE-
2-2, let Qh = {q : µ(q) ∈ [aλ − V , bλ + V ]} and for µ-CHOICE-1 and µ-CHOICE-2-3, let Qh =
{q : µ(q) ∈ [λ− V , λ+ V ]}, where V is ω(V ). Let q1 = minQh. For µ-CHOICE-2-2, in the regime
<, pi(q) retains the shape (S1) since aλ ≤ µ(q) ≤ bλ, ∀q ∈ Qh. Then, we have that pi(q1−1) = O(V ).
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The stationary distribution for q ∈ Qh increases geometrically from q1 − 1 with a geometric factor
of at most λaλ−V . We note that for µ-CHOICE-1 and µ-CHOICE-2-3, µ(q) → λ for q ∈ Qh as
V ↓ 0. Then the shape of pi(q) tends towards (S2) as shown in Figure 4. For µ-CHOICE-2-3,
pi(q1− 1) is O(V ) (as in (P1) in Figure 4) while for µ-CHOICE-1, pi(q1− 1) is O(
√
V ) (as in (P2)).
Then, pi(q) for q ∈ Qh tends towards a constant which is O(V ) for µ-CHOICE-2-3 and O(
√
V ) for
µ-CHOICE-1. Therefore, the average queue length scales as Ω
(
1
V
)
and Ω
(
1√
V
)
for µ-CHOICE-2-3
and µ-CHOICE-1 respectively.
4.2 Asymptotic behaviour of the tradeoff curve
In this section, we present asymptotic upper bounds for the cases µ-CHOICE-1, µ-CHOICE-2-1,
µ-CHOICE-2-2, and µ-CHOICE-2-3. We use these upper bounds along with the asymptotic lower
bounds derived in the previous section to obtain a complete asymptotic order characterization of
Q∗(cc) for µ-CHOICE-2-2 and µ-CHOICE-2-3. Since in this paper we limit our scope to asymptotic
lower bounds, we only present proof outlines for these asymptotic upper bounds. The complete
proofs can be found in [18, Chapter 3].
Lemma 4.8. For µ-CHOICE-1, there exists a sequence of admissible policies γk with a sequence
Vk ↓ 0, such that Q(γk) = O
(
1√
Vk
log
(
1
Vk
))
and C(γk)− c(λ) = Vk.
We note that the asymptotic upper bound above for the sequence γk does not match the asymptotic
lower bound Ω
(
1√
Vk
)
, which was derived in Lemma 4.3. We present an outline of the proof in
Appendix A.7.
Lemma 4.9. For µ-CHOICE-2-1, there exists a sequence of admissible policies γk, with a sequence
of Vk ↓ 0, such that λbλ−λ −Q(γk) = Θ
(
Vk log
(
1
Vk
))
and C(γk)− c(λ) = Vk.
We note that the above asymptotic upper bound does not match the asymptotic lower bound
in Lemma 4.4. However, if Xµ were a discrete set, as in the case of FINITE-µCHOICE in [18,
Chapter 2], then the above asymptotic upper bound matches with the asymptotic lower bound and
a complete order characterization can be obtained (see [18, Proposition 2.3.9]). An outline of the
proof is given in Appendix A.8.
Lemma 4.10. For µ-CHOICE-2-2, there exists a sequence of admissible policies γk, with a sequence
Vk ↓ 0, such that Q(γk) = O
(
log
(
1
Vk
))
and C(γk)− c(λ) = Vk.
An outline of the proof is given in Appendix A.9.
Using the asymptotic lower bound on Q(γk) from Lemma 4.5, and the asymptotic upper bound
above, we obtain the following result.
Proposition 4.11. For µ-CHOICE-2-2, we have that the optimal tradeoff curve Q∗(cc,k) is Θ
(
log
(
1
cc,k−c(λ)
))
,
for a sequence cc,k = C(γk), where γk is the sequence of policies in Lemma 4.10.
The proof is given in Appendix A.10.
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Lemma 4.12. For µ-CHOICE-2-3, there exists a sequence of admissible policies γk, with a sequence
Vk ↓ 0, such that Q(γk) = O
(
1
Vk
)
and C(γ)− c(λ) = Vk.
An outline of the proof is given in Appendix A.11.
Using the asymptotic lower bound on Q(γk) from Lemma 4.7, the asymptotic upper bound above,
and proceeding as in the proof of Proposition 4.11 we obtain the following result.
Proposition 4.13. For µ-CHOICE-2-3, we have that the optimal tradeoff curve Q∗(cc,k) is Θ
(
1
cc,k−c(λ)
)
,
for a sequence cc,k = C(γk), where γk is the sequence of policies in Lemma 4.12.
For µ-CHOICE we note that the arrival rate is λ. Hence the minimum average delay as a function
of the constraint cc is
Q∗(cc)
λ (from Little’s law). Thus, the asymptotic behaviour of the minimum
average delay is the same as that of Q∗(cc).
5 Analysis of λ-CHOICE
In this section, we obtain asymptotic bounds for λ-CHOICE, which are obtained using techniques
similar to those presented above for µ-CHOICE. We note that for λ-CHOICE µ(q) = µ,∀q ∈
{1, 2, . . .} and λ(q) ∈ [0, ra,max]. We note that C(γ) for γ ∈ Γa is (1 − pi(0))c(µ), which depends
on the policy, unlike µ-CHOICE where the choice of λ fixed U(γ) to be u(λ). For λ-CHOICE,
we restrict to admissible γ such that µ(q) = µ,∀q > 0, where µ is such that c(µ) = cc, so that
C(γ) ≤ cc. The tradeoff problem λ-CHOICE is
minimize γ∈Γa Q(γ)
and U(γ) ≥ uc. (7)
The optimal value of the above problem is denoted as Q∗(uc). We also note from Lemma 3.5, that
the maximum value of U(γ) over all admissible γ is u(µ). We obtain an asymptotic characterization
of Q∗(uc) in the asymptotic regime <, where uc ↑ u(µ). We note that for γ ∈ Γa, U(γ) ≤
u(Eλ(Q)) ≤ u(µ).
We assume that µ is such that ra,max > µ. If ra,max = µ, then we note that only the non-admissible
policy γ, with λ(q) = ra,max,∀q, can achieve u(µ). For the asymptotic analysis of λ-CHOICE, we
define a line l(λ) whose definition is similar to that of l(µ) for µ-CHOICE. For λ-CHOICE-1, l(λ)
is defined as the tangent to u(λ) at λ = µ. For λ-CHOICE-2-1, l(λ) is defined as the line through
(aµ, u(aµ)) and (bµ, u(bµ)), while for λ-CHOICE-2-2, l(λ) is any line through (aµai, u(aµ)) with slope
m, such that u(ai+1)−u(ai)ai+1−ai < m <
u(ai)−u(ai−1)
ai−ai−1 . We note that l(λ) ≥ u(λ) and El(λ(Q)) = l(Eλ(Q)).
We also note that the function l(λ)− u(λ) is a convex function.
Lemma 5.1. For λ-CHOICE, for any sequence of admissible policies such that u(µ) − U(γk) =
Vk ↓ 0, we have that pi(0) = O(Vk). Therefore, as uc ↑ u(µ), pi(0) ↓ 0, for any sequence of feasible
policies for (7).
The proof is given in Appendix A.12. Thus, intuitively for problem (7) we do not have a case where
Q∗(uc) increases only up to a finite value as uc ↑ u(µ) (unlike µ-CHOICE-2-1).
As for µ-CHOICE, we consider the following cases for λ-CHOICE:
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λ-CHOICE-1: u(λ) is strictly concave for λ ∈ [0, ra,max].
λ-CHOICE-2: u(λ) is piecewise linear and concave, i.e., (a) there exists a minimal partition of
[0, ra,max] into intervals {[ai, bi], i ∈ {1, . . . , P}} with a1 = 0, bP = rmax, and bi = ai+1 and (b)
there are linear functions fi such that ∀µ ∈ [ai, bi], fi(λ) = u(λ). This is further subdivided
into two cases:
1. aµ
∆
= ai < µ < bµ
∆
= bi, for some i ≥ 1.
2. aµ
∆
= ai = µ, for some i > 1.
We first present asymptotic lower bounds on Q∗(uc) in the regime uc ↑ u(µ). Then for λ-CHOICE-1
as well as for λ-CHOICE-2, we show that there exists a sequence of admissible policies γk such that
U(γk) ↑ u(µ) in Lemma 5.8. Asymptotic lower bounds for λ-CHOICE are obtained along similar
lines as for µ-CHOICE. For all cases, we first obtain upper bounds on the stationary probability
of certain arrival rates (rather than service rates), which go to zero as uc ↑ u(µ). Then as before,
these upper bounds on the stationary probability of certain arrival rates lead to constraints on the
stationary probability of all queue lengths. Since the stationary probability of the queue length
determines the average queue length, the constraints determine the behaviour of average queue
length as uc ↑ u(µ).
For any policy, the set of arrival rates {λ(q) : q ∈ Z+} is countable and is denoted as (λ0, λ1, . . . ),
with λk < λk+1. For an admissible policy, let piλ(k) denote the stationary probability of using
an arrival rate λk, i.e., piλ(k) = Pr {λ(Q) = λk} =
∑
{q:λ(q)=λk} pi(q). We make the following
assumption, which is similar to (C2):
U2: For λ-CHOICE-1, the second derivative of u(λ) at λ = µ is non-zero.
Since the techniques used in the analysis of µ-CHOICE and λ-CHOICE are similar, we expect
that asymptotic upper bounds and lower bounds on any sequence of order-optimal policies can be
obtained for λ-CHOICE as for µ-CHOICE, with the roles of µ(q) and λ(q) interchanged.
5.1 Asymptotic lower bounds
We recall the convention in relabelling the states in Rγ as in Remark 4.2. We first obtain bounds
on pi(q) as a function of uc in the following lemma.
Lemma 5.2. Let pi be the stationary probability distribution of Q(t) and let Q ∼ pi. Let V ∆=
u(µ)− uc. Let S ⊆ [0, ra,max] and QS = {q : λ(q) ∈ S}. Then for V > 0,
1. for λ-CHOICE-1 with S = [0, µ− V )
⋃
(µ+ V , ra,max] we have that Pr {λ(Q) ∈ S} ≤ Va12V ,
where a1 > 0,
2. for λ-CHOICE-2-1 with S = [0, aµ−V )
⋃
(bµ+V , rmax] we have that Pr {λ(Q) ∈ S} ≤ VmaV ,
3. for λ-CHOICE-2-2 with S = [0, µ− V )
⋃
(µ+ V , rmax] we have that Pr {λ(Q) ∈ S} ≤ VmaV ,
where ma > 0. Since Pr {Q ∈ QS} = Pr {µ(Q) ∈ S}, the same bounds hold for Pr {Q ∈ QS}. We
note that similar bounds hold for any subset of S.
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The proof is given in Appendix A.13.
Lemma 5.3. For λ-CHOICE-1, for any sequence of admissible policies γk such that u(µ)−U(γk) =
Vk ↓ 0, we have that Q(γk) = Ω
(
1√
Vk
)
. Therefore, Q∗(uc) = Ω
(
1√
u(µ)−uc
)
.
The proof is given in Appendix A.14.
Lemma 5.4. For λ-CHOICE-2-1, then for any sequence of admissible policies γk such that u(µ)−
U(γk) = Vk ↓ 0, we have that Q(γk) = Ω
(
log
(
1
Vk
))
. Therefore Q∗(uc) = Ω
(
log
(
1
u(µ)−uc
))
.
The proof is given in Appendix A.15.
Remark 5.5. We note that the above asymptotic lower bound holds even in the case where aµ = 0.
For µ-CHOICE-2, we note that the case with aλ = 0 corresponds to the case µ-CHOICE-2-1, for
which Q∗(cc) only increased to a finite value.
Remark 5.6. We note that in many cases, for queueing models with a single queue, the utility
constraint is on the average throughput. Then we have that u(λ) is a line segment, with aµ = 0
and bµ = ra,max. We note that the asymptotic Ω
(
log
(
1
V
))
lower bound holds for Q∗(uc), from the
above result.
Lemma 5.7. For λ-CHOICE-2-2, for any sequence of admissible policies γk such that u(µ) −
U(γk) = Vk ↓ 0, we have that Q(γk) = Ω
(
1
Vk
)
.
The proof is given in Appendix A.16.
Observations regarding pi(q): For λ-CHOICE, from Lemma 5.1, we have that pi(0) ↓ 0 in the
asymptotic regime < where uc ↑ u(µ). Then, as in the case of µ-CHOICE, we have that pi(q) for
any finite q ∈ Rγ , decreases to 0 in the regime <. Therefore, the average queue length has to
increase to infinity. We note that the observations for the asymptotic behaviour of λ-CHOICE and
µ-CHOICE are similar except that the roles of µ(q) and λ(q) are interchanged. Again the different
asymptotic behaviours of Q∗(uc) can be attributed to the different behaviours of pi(q) as shown in
Figure 4.
5.2 Asymptotic upper bound
We note that as for µ-CHOICE, using policies with similar structure as in Lemmas 4.8, 4.10,
and 4.12 it is possible to obtain a O
(
1√
V
log
(
1
V
))
asymptotic upper bound for λ-CHOICE-1 and
tight asymptotic upper bounds for λ-CHOICE-2-1 and λ-CHOICE-2-2. Here, we present a single
asymptotic upper bound for λ-CHOICE-1, λ-CHOICE-2-1, and λ-CHOICE-2-2, which shows that
there exists a sequence of admissible policies γk such that U(γk) ↑ u(µ).
Lemma 5.8. There exists a sequence of admissible policies γk such that Q(γk) = O
(
1
Vk
)
and
u(µ)− U(γk) = Vk.
16
Since in this paper, we limit our scope to asymptotic lower bounds we skip the proof. The proof
can be found in [18, Lemma 3.2.28].
For λ-CHOICE we note that the average arrival rate Eλ(Q) for any feasible admissible policy
satisfies
u−1(uc) ≤ Eλ(Q) ≤ µ.
Therefore, the minimum average delay as a function of the constraint uc, D
∗(uc), satisfies
Q∗(uc)
µ
≤ D∗(uc) ≤ Q
∗(uc)
u−1(uc)
.
In the asymptotic regime <, for a sequence uc,k ↑ u(µ), we note that a uniform upper bound on
D∗(uc,k) is
Q∗(uc)
u−1(uc,1) . Thus, the asymptotic behaviour of D
∗(uc) is the same as that of Q∗(uc).
6 Analysis of λµ-CHOICE
We recall that for λµ-CHOICE, λ(q) ∈ [ra,min, ra,max] and µ(q) ∈ [0, rmax], ∀q ∈ Z+, with ra,min <
rmax. The tradeoff problem for λµ-CHOICE is:
minimize γ∈Γa Q(γ)
such that C(γ) ≤ cc,
and U(γ) ≥ uc. (8)
The optimal value of the above problem is denoted as Q∗(cc, uc). Although it is possible to consider
various forms of the function c(µ) as in the case of µ-CHOICE and λ-CHOICE here we present
a complete analysis for the case where c(µ) is a strictly convex function of µ ∈ [0, rmax] (with
assumption C2) and u(λ) is either a strictly concave (with assumption U2) or a piecewise linear
function of λ ∈ [ra,min, ra,max]. We then comment on the asymptotic bounds for other forms of
c(µ) in the following discussion.
Remark 6.1. In this analysis, we assume that uc ≤ u(ra,max). If uc > u(ra,max), then there does
not exist any feasible policies for (8). We note that if uc = u(ra,max), then policies which satisfy
this utility constraint need to have λ(q) = ra,max,∀q, and if ra,max < rmax the problem is the same
as that considered in µ-CHOICE-1.
We recall the convention in relabelling the states in Rγ as in Remark 4.2. We note that for any
feasible policy for λµ-CHOICE, C(γ) ≥ c(u−1(uc)) from Lemma 3.5. We consider λµ-CHOICE
in the asymptotic regime < where cc,k approaches c(u−1(uc,k)). We first consider the special case
where uc,k is fixed and comment on the other cases in Section 6.3.
6.1 Asymptotic lower bound
In this section we present an asymptotic lower bound on Q(γk) for any sequence of admissible
policies γk for which U(γk) ≥ uc and C(γk) ↓ c(u−1(uc)). Subsequently, in Lemma 6.3 we show that
there exists a sequence of admissible policies γk for which C(γk) approaches c(u
−1(uc)) arbitrarily
closely.
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Lemma 6.2. For λµ-CHOICE, for any sequence of admissible policies γk such that C(γk) −
c(u−1(uc)) = Vk ↓ 0 and U(γk) ≥ uc, we have that
Q(γk) = Ω
(
log
(
1
Vk
))
.
The proof is given in Appendix A.17. We note that in the proof, no use is made of the assumption
that the sequence of policies satisfies the constraint Epiu(λ(Q)) ≥ uc. The difficulty with λµ-
CHOICE is in actually constructing a sequence of policies which achieves the above asymptotic
lower bound.
Observations regarding pi(q): We again have that pi(0) ↓ 0 in the asymptotic regime < where
V
∆
= cc−c(u−1(uc)) ↓ 0. Then, as in the case of µ-CHOICE or λ-CHOICE we have that pi(q) for any
finite q ∈ Rγ , decreases to 0 in the regime <. Therefore, the average queue length has to increase to
infinity. We note that as in the case of µ-CHOICE-1 or µ-CHOICE-2-3, a set of queue lengths Qh
occurring with high probability can be defined as Qh =
{
q : µ(q) ∈ [u−1(uc)− V , u−1(uc) + V ]
}
,
where V is ω(V ). We note that as V ↓ 0, µ(q) for q ∈ Qh tends to u−1(uc). However, since λ(q)
can be controlled, unlike µ-CHOICE-1 or µ-CHOICE-2-3, for λµ-CHOICE the behaviour of pi(q) is
as in (S1) in Figure 4 rather than (S2). Then, the average queue length scales only as Ω
(
log
(
1
V
))
.
6.2 Asymptotic behaviour of the tradeoff curve
In this section, we construct a sequence of admissible policies γk which achieves c(u
−1(uc)) arbi-
trarily closely with Q(γk) scaling as in Lemma 6.2, showing that the scaling is optimal. However,
we are able to obtain an asymptotic upper bound only for the case where u(λ) is strictly concave
or linear (and not piecewise linear).
Lemma 6.3. For λµ-CHOICE, with u(λ) strictly concave or linear, there exists a sequence of
admissible policies γk with a corresponding sequence Vk ↓ 0 such that
Q(γk) = O
(
log
(
1
Vk
))
,
C(γk)− c(u−1(uc)) = Vk,
U(γk) ≥ uc,
for any 0 < uc < u(ra,max).
The proof is given in Appendix A.18. The construction of the sequence of admissible policies γk is
motivated by the following intuition, that we have obtained from the lower bound in Lemma 6.2.
The sequence of policies should be such that as Vk ↓ 0, the service rate used, at a queue length
in Qh, should be close to u−1(uc). But the arrival rate λ(q) should not exactly equal u−1(uc), for
all queue lengths q ∈ Qh. Then it should be possible to have a stationary distribution which is
geometrically growing and then decaying, leading to the required log
(
1
Vk
)
scaling of Q(γk).
Remark 6.4. We note that the above proof also applies if u(λ) is piecewise linear and (u−1(uc), uc)
lies on a linear segment of the piecewise linear function u(λ). However, the proof does not apply if
u(λ) is piecewise linear and uc is such that the slope of u(λ) changes at (u
−1(uc), uc).
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Using the asymptotic lower bound from Lemma 6.2, the asymptotic upper bound above, we arrive
at the following result.
Proposition 6.5. For λµ-CHOICE, for strictly concave or linear u(λ), we have that the opti-
mal tradeoff curve Q∗(cc,k, uc) = Θ
(
log
(
1
cc,k−c(u−1(uc))
))
, for the sequence cc,k = C(γk), for the
sequence of policies γk in Lemma 6.3.
Remark 6.6. We note that for λµ-CHOICE we have considered the case where c(µ) is strictly
convex and u(λ) is either strictly concave or linear (also piecewise linear for the asymptotic lower
bound in Lemma 6.2). Although we have not presented the analysis for other forms of c(µ), such
as when c(µ) is piecewise linear, here we outline how the methods presented above can be used in
obtaining asymptotic lower bounds in these cases, in the asymptotic regime where cc,k ↓ c(u−1(uc)).
Suppose c(µ) is piecewise linear. We note that as in µ-CHOICE-2, we can define service rates aλ
and bλ with respect to u
−1(uc) rather than λ. Then the asymptotic behaviour of Q∗(cc, uc) depends
upon whether (i) aλ < u
−1(uc) < bλ and aλ = 0 or (ii) otherwise. For case (i), we note that
Q∗(cc, uc) only increases to a finite value, since we can fix λ(q) = u−1(uc) and apply the analysis of
µ-CHOICE-2-1. However, we do not have an asymptotic lower bound in this case. For case (ii),
we can proceed as in the proof of Lemma 6.2, except that µ∗ ∆= µl − , where  > 0, to obtain that
Q∗(cc, uc) is Ω
(
log
(
1
V
))
.
For λµ-CHOICE we note that the average arrival rate Eλ(Q) for any feasible admissible policy
satisfies
u−1(uc) ≤ Eλ(Q) ≤ c−1(cc).
Therefore, the minimum average delay as a function of the constraints cc and uc, D
∗(cc, uc), satisfies
Q∗(cc, uc)
c−1(cc)
≤ D∗(uc) ≤ Q
∗(cc, uc)
u−1(uc)
.
We consider the asymptotic regime <, with cc,k and uc,k such that cc,k ↓ c(u−1(uc,k)). We assume
that there exists cc,1 = maxk cc,k and uc,1 = mink uc,k. Then we have that
Q∗(cc,k, uc,k)
c−1(cc,1)
≤ D∗(uc) ≤ Q
∗(cc,k, uc,k)
u−1(uc,1)
.
Thus, the asymptotic behaviour of D∗(cc, uc) is the same as that of Q∗(cc, uc).
6.3 Other asymptotic regimes for λµ-CHOICE
In our discussion of λµ-CHOICE, the utility constraint uc was kept fixed while cc,k ↓ c(u−1(uc)).
A similar problem (SP1) is one in which cc is fixed and uc,k ↑ u(c−1(cc)). Another problem
scenario (SP2) is one in which both cc,k and uc,k vary such that (a) cc,k − c(u−1(uc,k)) ↓ 0 or (b)
u(c−1(cc,k))−uc,k ↓ 0. We note that SP2(b) encompasses SP1 since the sequence cc,k can be chosen
such that cc,k = cc,∀k ∈ Z+. In Appendix A.19 we show that the asymptotic regime for SP2(b) is
equivalent to that for SP2(a), i.e., cc,k − c
(
u−1(uc,k)
) ↓ 0.
We have the following result, under the stronger assumption that u(λ) is m-strongly concave [6,
Section 9.1.2], with m > 0. The proof is similar to that of Lemma 6.2.
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Lemma 6.7. For λµ-CHOICE, for any sequence of admissible policies γk and a sequence uc,k > 0
such that C(γk)− c(u−1(uc,k)) = Vk ↓ 0 and U(γk) ≥ uc,k, we have that
Q(γk) = Ω
(
log
(
1
Vk
))
.
The proof is given in Appendix A.20. We note that an asymptotic upper bound can be obtained
by evaluating Q(γk), C(γk), and U(γk) for a sequence of policies γk as in Lemma 6.3, but with uc
now being the sequence uc,k. Then we have the following result
Proposition 6.8. For λµ-CHOICE, for strongly concave or linear u(λ), we have that the optimal
tradeoff curve Q∗(cc,k, uc,k) = Θ
(
log
(
1
cc,k−c(u−1(uc,k))
))
, for the sequence cc,k = C(γk) and uc,k =
U(γk), for the sequence of policies γk as above.
7 Discussion
7.1 Solutions for (1) from TRADEOFF
We note that TRADEOFF is a specific case of (1), obtained by restricting to the set of admissible
policies. As discussed before, Q∗(cc, uc) is optimal for (1) whenever (cc, uc) ∈ Odu. In this section,
we discuss how asymptotic lower bounds can be obtained for (1) for other values of the constraints
cc and uc.
We note that the optimal solution of (1) is lower bounded by the optimal value of its Lagrange
dual
max
β1≥0,β2≥0
[
min
γ∈Γ
{
Q(γ) + β1
(
C(γ)− cc
)− β2 (U(γ)− uc)}] .
We note that there exists an admissible policy which is optimal for the inner optimization over the
set of policies. Then using the asymptotic lower bounds which were obtained for TRADEOFF, it is
possible to obtain asymptotic lower bounds for the above problem. For example, for µ-CHOICE-2-2,
we have the following result.
Proposition 7.1. Suppose γk is any sequence of policies such that C(γk) − c(λ) = Vk ↓ 0 and
Q(γk) = O
(
log
(
1
Vk
))
. Let cc,k be any sequence such that cc,k = Θ
(
C(γk)− c(λ)
)
. Then the
optimal value of (1) is Ω
(
log
(
1
cc,k−c(λ)
))
.
The proof is given in Appendix A.21. Similar results are presented in [18, Proposition 4.3.22]. For
any sequence cc,k ∈ Odu, there exists a sequence of policies which satisfies the requirements for γk
in the above proposition. We note that the above result only requires that a sequence of policies,
admissible or otherwise, exists with the stated properties. Thus, we have asymptotic lower bounds
for (1) for a set of cc which contains Odu.
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7.2 Tradeoff for mixture policies
We now consider a tradeoff problem, where the set of policies also include policies which are obtained
by mixing the pure policies in Γa. The set of policies which are obtained by a finite mixture of
the policies in Γa is denoted as Γa,M . We note that associated with a γM ∈ Γa,M we have a set
Γ(γM ) ⊆ Γa, which is the set of pure policies which are mixed according to a probability mass
function pγ , for γ ∈ Γ(γM ). For a γM ∈ Γa,M , Q(γM ) =
∑
γ pγQ(γ) (which is also denoted as
EpγQ(γ)). The average service cost rate and average utility rate are defined similarly for γ ∈ Γa,M .
For Γa,M we have the following optimization problem, TRADEOFF-M:
minimize γ∈Γa,M Q(γ)
such that C(γ) ≤ cc,
and U(γ) ≥ uc, (9)
where cc and uc are constraints on the average service cost rate and average utility rate respectively.
The optimal value of the above problem is denoted byQ∗M (cc, uc). Asymptotic bounds onQ
∗
M (cc, uc)
can be obtained from Q∗(cc, uc) (e.g. [18, Proposition 2.3.9]) and are the same as that of Q∗(cc, uc).
8 Summary and Conclusions
In this paper, we have obtained asymptotic lower bounds and presented asymptotic upper bounds
for the tradeoff of average queue length, with average service cost rate and average utility rate for
a continuous time state dependent M/M/1 queueing model. The results that we have presented in
this paper are summarized in Table 1. The asymptotic lower bounds are obtained by considering
the stationary distribution pi(q) of the queue length in the asymptotic regime <, with V = cc −
c(u−1(uc)) ↓ 0. We presented some observations about the behaviour of pi(q) in the regime <. In
the regime <, the difference in the behaviour of pi(q) leads to different asymptotic growth rates
for the average queue length and thus the average delay. The general observations regarding the
behaviour of pi(q) that we obtain are significant - the observations are used in obtaining bounds on
the stationary probability distribution of queue length for discrete time queueing models. These
bounds have similar behaviour as pi(q) in a similar asymptotic regime <. The bounds on the
stationary probability distribution of queue length for discrete time queueing models are then
used in deriving similar asymptotic lower bounds. For example, in [18, Chapter 5] we rederive
the Ω
(
1√
V
)
Berry-Gallager asymptotic lower bound for admissible policies for a discrete time
queueing model, with a strictly convex service cost function. We also obtain new asymptotic lower
bounds or rederive known asymptotic lower bounds for other discrete time queueing models in [18,
Chapters 4 and 5]. We also note that our approach using bounds on pi(q) is also useful in obtaining
asymptotic bounds on the structure of order-optimal admissible policies for the state dependent
M/M/1 model. We obtain an asymptotic characterization of the cardinality of the set QS , where
QS = {q : µ(q) ∈ S} (e.g. S = [0, λ − V 12 ] for µ-CHOICE-1) in [18, Proposition 2.3.16, Lemma
3.2.18]. These asymptotic bounds on the cardinality of QS are useful in obtaining guidance for
designing order-optimal admissible policies for both the state dependent M/M/1 model as well as
discrete time models as in [18, Chapters 4 and 5].
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Control Service cost and utility functions
Results (in the regime <,
for admissible policies)
Xµ = [0, rmax], Xλ = {λ} c(µ) is strictly convex
Minimum average queue
length is Ω
(
1√
V
)
c(µ) is piecewise linear
Depending on λ, minimum
average queue length either
increases to a finite value, is
Θ
(
log
(
1
V
))
, or Θ
(
1
V
)
Xµ = {µ}, Xλ = [0, ra,max] u(.) is strictly concave
Minimum average queue
length is Ω
(
1√
V
)
u(.) is piecewise linear
Depending on λ, minimum
average queue length is
Ω
(
log
(
1
V
))
, or Ω
(
1
V
)
Xµ = [0, rmax], Xλ =
[0, ra,max]
c(.) is strictly convex, u(.) is
strictly concave
Minimum average queue
length is Θ
(
log
(
1
V
))
Table 1: Asymptotic results derived in this paper
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A Proofs
A.1 Proof of Lemma 3.5
We assume that there is an policy γM ∈ Γa,M which is feasible for TRADEOFF. For brevity,
let us denote Epγ
[
Epiγ [.]
]
by just E [.] in this proof. From Jensen’s inequality we have that
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c(E[µ(Q)]) ≤ E [c(µ(Q))] and E [u(λ(Q))] ≤ u(E [λ(Q)]). Therefore Eµ(Q) ≤ c−1(Ec(µ(Q))) and
u−1(Eu(λ(Q))) ≤ Eλ(Q). As EpiγQ < ∞, Epiγµ(Q) = Epiγλ(Q), ∀γ ∈ Γ(γM ). Therefore for γ,
u−1(Eu(λ(Q))) ≤ c−1(Ec(µ(Q))). From the non-decreasing properties of c(.) and u(.) we have
that c−1(.) and u−1(.) are also non-decreasing. Hence, if there is any one feasible policy γ, then
u−1(uc) ≤ c−1(cc). 
A.2 Proof of Lemma 4.1
We first consider µ-CHOICE-1. We have that
V =
∞∑
k=0
(c(µk)− l(µk))piµ(k) =
∞∑
q=0
(c(µ(q))− l(µ(q)))pi(q), (10)
=
∞∑
q=0
(
c(λ) +
dc(µ)
dµ
∣∣∣∣
µ=λ
[µ(q)− λ]− l(µ(q)) +G(µ(q)− λ)
)
pi(q),
where G(x) is a strictly convex function in x as in [5, Proposition 4.2]. We note that c(λ) +
dc(µ)
dµ |µ=λ(µ(q) − λ) = l(µ(q)). Thus we have that V =
∑∞
q=0G(µ(q) − λ)pi(q). From C2, we have
that G(µ(q)− λ) ≥ a1(µ(q)− λ)2 for some constant a1 > 0. Thus we have that
V ≥ a1
∞∑
q=0
(µ(q)− λ)2pi(q). (11)
Consider q such that µ(q) ∈ S. Then µ(q)− λ > V . Therefore, we have that∑
q∈QS
2V pi(q) ≤
V
a1
,
or Pr {Q ∈ Qs} = Pr {µ(Q) ∈ S} ≤ Va12V , where a1 > 0.
Now we consider µ-CHOICE-2. For µ-CHOICE-2-1 and µ-CHOICE-2-2, let Sl = [0, aλ − V ) and
Sr = (bλ + V , rmax]. For ease of exposition, in this proof, for µ-CHOICE-2-3 we set bλ = aλ = λ.
For µ-CHOICE-2-3, then Sl and Sr are as for µ-CHOICE-2-1 and µ-CHOICE-2-2. From (10) we
have that
V ≥
∑
q∈QSl
(c(µ(q))− l(µ(q)))pi(q) +
∑
q∈QSr
(c(µ(q))− l(µ(q)))pi(q).
Suppose ai = aλ and bi = bλ. Let ml be the tangent of the angle made by the line through
(ai−1, c(ai−1)) and (ai, c(ai)) with l(µ). Also let mu be the tangent of the angle made by the
line through (bi+1, c(bi+1)) and (bi, c(bi)) with l(µ). Then, we note that for q ∈ QSl , c(µ(q)) −
l(µ(q)) ≥ ml (µ(q)− aλ), while for q ∈ QSu , c(µ(q)) − l(µ(q)) ≥ mu (µ(q)− bλ). Therefore, with
ma = min(ml,mu), we have that
4
maV
 ∑
q∈QSl
pi(q) +
∑
q∈QSu
pi(q)
 ≤ V.
Therefore, we have that Pr {Q ∈ QS} = Pr {µ(Q) ∈ S} ≤ VmaV . 
4If ai = 0, then we note that ma = mu.
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A.3 Proof of Lemma 4.3
Consider a particular policy γ in the sequence γk with Vk = V . Let µ
∗ ∆= λ− V , where V > 0 is
a function of V . The functional form of V will be chosen later.
Let qµ∗
∆
= min {q : µ(q) ≥ µ∗}. From the non-decreasing property of µ(q) for γ, we have that
Pr {µ(Q) < µ∗} = Pr {Q < qµ∗}. Then, from Lemma 4.1 we have that Pr {µ(Q) < µ∗} =
∑qµ∗−1
q=0 pi(q) ≤
V
a12V
. We choose V as a2
√
V , so that α
∆
= 2V
a12V
= 2
a1a22
. We choose a2 such that α < 1.
In fact, we note that α can be made arbitrarily close to zero by the choice of a2. Therefore,
Pr {µ(Q) ≥ µ∗} ≥ 1− α2 , which can be made arbitrarily close to one.
In order to obtain a lower bound on Q(γ), we intend to find the largest q such that Pr {Q ≤ q} ≤ 12 .
But we note that Pr {Q < qµ∗} ≤ Va12V =
α
2 . Therefore the largest q satisfies
qµ∗−1∑
q=0
pi(q) +
q∑
q=qµ∗
pi(q) ≤ 1
2
If q1 satisfies
q1∑
q=qµ∗
pi(q) ≤ 1
2
− α
2
,
then q1 ≤ q, for α sufficiently small. As Q(t) is a birth-death process, we have that pi(q)λ =
pi(q+1)µ(q+1). Furthermore, if q ≥ qµ∗ we have that pi(q−1)λ ≥ pi(q)µ∗. By induction, we obtain
that for q ∈ {qµ∗ , . . . }
pi(q) ≤ pi(qµ∗)
(
λ
µ∗
)q−qµ∗
≤ pi(qµ∗ − 1)
(
λ
µ∗
)q−qµ∗+1
, (12)
and for any q′ ≥ qµ∗ ,
q′∑
q=qµ∗
pi(q) ≤ pi(qµ∗ − 1)
q′−qµ∗+1∑
m=1
(
λ
µ∗
)m
. (13)
Using the above upper bound on
∑q′
q=qµ∗ pi(q), we obtain a lower bound q2 to q1. If q2 is the largest
integer such that
pi(qµ∗ − 1)
q2−qµ∗+1∑
m=1
(
λ
µ∗
)m
≤ 1
2
− α
2
, (14)
then
∑q2
q=0 pi(q) ≤ 12 and q1 ≥ q2.
Now we obtain an upper bound on pi(qµ∗ − 1), which is tighter than the upper bound α2 derived
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before. From (11) we have that
V
a1
≥
∞∑
q=0
(µ(q)− λ)2pi(q) ≥
∑
q<qµ∗
(µ(q)− λ)2pi(q)
=
∑
q<qµ∗
(µ(q)− λ)2pi(q) + 0
∑
q≥qµ∗
pi(q),
≥
 ∑
q<qµ∗
(µ(q)− λ)pi(q)
2 (using Jensen’s inequality as in [5]). (15)
But, as pi(q)µ(q) = pi(q − 1)λ, we obtain that∑
q<qµ∗
(µ(q)− λ)pi(q) = −λpi(0) +
∑
1≤q≤qµ∗−1
(λpi(q − 1)− λpi(q)) = −λpi(qµ∗ − 1),
or
V
a1
≥ λ2pi(qµ∗ − 1)2. (16)
Now we find a lower bound q3 on q2 by using the above upper bound on pi(qµ∗ − 1) in (14). Let q3
be the largest integer such that
1
λ
√
V
a1
q3−qµ∗+1∑
m=1
(
λ
µ∗
)m
≤ 1
2
− α
2
.
Then q3 ≤ q2. We have that q3 satisfies
1
λ
√
V
a1
q3−qµ∗+1∑
m=1
(
λ
µ∗
)m
≤ 1
2
− α
2
,
(
λ
µ∗
)q3−qµ∗+1 − 1
λ− µ∗ ≤
√
a1
V
[
1− α
2
]
,(
λ
µ∗
)q3−qµ∗+1
≤ 1 + (λ− µ∗)
√
a1
V
[
1− α
2
]
q3 − qµ∗ + 1 ≤ log λ
µ∗
[
1 + (λ− µ∗)
√
a1
V
[
1− α
2
]]
.
Since qµ∗ > 0, we note that q3 is at least⌊
log λ
µ∗
[
1 + (λ− µ∗)
√
a1
V
[
1− α
2
]]
− 1
⌋
.
Therefore,
q3 ≥ log 1
1− V
λ
[
1 + V
√
a1
V
[
1− α
2
]]
− 2,
=
log
[
1 + V
√
a1
V
[
1−α
2
]]
− log(1− Vλ )
− 2.
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Since V = a2
√
V , we have
q3 ≥
log
[
1 + a2
√
a1
[
1−α
2
]]
− log
(
1− a2
√
V
λ
) − 2.
Since Q(γ) ≥ q2 ≥ q12 ≥ q22 ≥ q32 we have that
Q(γ) ≥ 1
2
 log [1 + a2√a1 [1−α2 ]]
− log
(
1− a2
√
V
λ
) − 2
 .
As V ↓ 0, we note that log
(
1− a2
√
V
λ
)
= Θ
(√
V
)
. Hence, for the sequence γk with C(γk)−c(λ) =
Vk ↓ 0, we have that Q(γk) = Ω
(
1√
Vk
)
. We consider a sequence cc,k ↓ c(λ). Let γk, be any
sequence of -optimal policies for cc,k, for some  > 0. Then we have that Q(γk,) ≤ Q∗(cc,k) + .
Therefore, we have that Q∗(cc,k) = Ω
(
1√
cc,k−c(λ)
)
. 
A.4 Proof of Lemma 4.4
We note that in this case there exists a policy γ∗, for which the birth death process is irreducible
on Z+ and µ(q) = b1 = bλ,∀q > 0, with C(γ∗) = c(λ) and Q(γ∗) = λbλ−λ . For V = 0, we note that
the above policy is optimal. Consider a particular policy γ in the sequence γk with Vk = V . Let
µ∗ = bλ + V , where V is a function of V to be chosen later. Then from Lemma 4.1 we have that
V
maV
≥
∑
µk≥µ∗
piµ(k), (17)
Intuitively, since
∑
µk≥µ∗ piµ(k) should approach 0 as V ↓ 0, we require that the choice of V should
be such that VV ↓ 0 as V ↓ 0.
Let qµ∗
∆
= min {q : µ(q) ≥ µ∗}. For q < qµ∗ , µ(q) < µ∗ and therefore pi(q)λ < pi(q + 1)µ∗. Hence,
by induction we obtain that
pi(qµ∗ −m) < pi(qµ∗)
(
µ∗
λ
)m
, for m ∈ {1, . . . , qµ∗}. (18)
From (17), we have ∑
q<qµ∗
pi(q) = 1−
∑
q≥qµ∗
pi(q) ≥ 1− V
maV
.
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Now from (18) we have
∑
q<qµ∗
pi(q) ≤
qµ∗−1∑
q=0
pi(qµ∗)
(
µ∗
λ
)qµ∗−q
, hence we have that,
1− V
maV
≤ pi(qµ∗)
qµ∗∑
m=1
(
µ∗
λ
)m
,
1
pi(qµ∗)
(
1− V
maV
)
≤
qµ∗∑
m=1
(
µ∗
λ
)m
=
µ∗
µ∗ − λ
[(
µ∗
λ
)qµ∗
− 1
]
.
We note that as pi(qµ∗) ≤
∑
q≥qµ∗ pi(q) ≤ VmaV , we have that 1pi(qµ∗ ) ≥
maV
V and therefore
maV
V
(
1− V
maV
)
≤ µ
∗
µ∗ − λ
[(
µ∗
λ
)qµ∗
− 1
]
,
log µ∗
λ
[
µ∗ − λ
µ∗
maV
V
(
1− V
maV
)
+ 1
]
≤ qµ∗ .
By definition, for every q < qµ∗ , µ(q) < µ
∗, and for every q ≥ qµ∗ , µ(q) ≤ rmax. Let us define
qµ∗,l =
⌈
log µ∗
λ
[
µ∗ − λ
µ∗
maV
V
(
1− V
maV
)
+ 1
]⌉
,
which is the smallest possible value for qµ∗ for any feasible admissible policy γ. Consider another
policy γ′ defined as follows :
µ(0) = 0,
µ(q) = µ∗, for 1 ≤ q ≤ qµ∗,l,
µ(q) = rmax, for q > qµ∗,l.
Then Q(γ′) ≤ Q(γ). We now obtain a lower bound on Q(γ′). For γ′ it can be shown that
Q(γ′) ≥ (1− a)
[
a
(1− a)2 {1− (1− a)(qµ∗,l + 1)a
qµ∗,l − a.aqµ∗,l}+ aqµ∗,l
{
qµ∗,l
b
1− b +
b
(1− b)2
}]
,
=
a
1− a + (1− a)
[
aqµ∗,l
{
qµ∗,l
b
1− b +
b
(1− b)2
}
− a
(1− a)2 {(1− a)(qµ∗,l + 1)a
qµ∗,l + a.aqµ∗,l}
]
,
≥ a
1− a −
a
1− aa
qµ∗,l [1 + (1− a)qµ∗,l] ,
where a = λµ∗ and b =
λ
rmax
. We note that for V ↓ 0, the term a1−a = λbλ−λ
(
1− Vbλ−λ + o(V )
)
. If
V ↓ 0, since we require that VV ↓ 0, qµ∗,l ↑ ∞ and therefore the second term in the lower bound
for Q(γ′) is aqµ∗,laqµ∗,l . We note that at V = 0, since we require that the lower bound is tight,
we only consider V such that V ↓ 0 as V ↓ 0. Then it can be shown that Q(γ) ≥ Q(γ′) =
λ
bλ−λ −O
(
V +
V
V
log
(
V
V
))
, for any sequence V ↓ 0 and VV ↓ 0 as V ↓ 0. By choosing V = V 1−δ,
where 0 < δ < 1, we obtain that
Q(γ) =
λ
bλ − λ −O
(
V 1−δ log
(
1
V
))
.
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For the sequence γk, we therefore obtain that Q(γk) =
λ
bλ−λ − O
(
V 1−δ log
(
1
V
))
. We consider a
sequence cc,k ↓ c(λ). Let γk,k be any sequence of k-optimal policies for cc,k, for a sequence k.
We choose k = cc,k − c(λ). Then we have that Q(γk,) ≤ Q∗(cc,k) + k. Therefore, we obtain that
Q∗(cc,k) = λbλ−λ −O
(
(cc,k − c(λ))1−δ log
(
1
cc,k−c(λ)
))
, for 0 < δ < 1. 
A.5 Proof of Lemma 4.5
Consider a particular policy γ in the sequence γk with Vk = V . Let µ
∗ ∆= aλ − V . Define
qµ∗ = inf {q : µ(q) ≥ µ∗}. As γ is admissible, we have that Pr {µ(Q) < µ∗} = Pr {Q < qµ∗}. From
Lemma 4.1 we have that
Pr {Q < qµ∗} ≤ V
maV
,
and pi(qµ∗ − 1) ≤ V
maV
.
We now choose V = , a positive constant. To find a lower bound on Q(γ), in the following, we
intend to find the largest q such that
∑q
q=0 pi(q) ≤ 12 . But we note that Pr {Q < qµ∗} ≤ Vma and
for any q < qµ∗ , pi(q) ≤ Vma . Therefore, pi(qµ∗) ≤ pi(qµ∗ − 1) λµ∗ ≤ λVmaµ∗ . Let q1 be the largest
integer such that
q∑
q=qµ∗
pi(q) ≤ 1
2
− V
ma
,
then q1 ≤ q. Proceeding as for problem µ-CHOICE-1, we obtain a lower bound q2 on q1 by using
an upper bound for pi(q). We note that if q ≥ qµ∗ we have that pi(q − 1)λ ≥ pi(q)µ∗. By induction,
we obtain that for q ∈ {qµ∗ , . . . }
pi(q) ≤ pi(qµ∗ − 1)
(
λ
µ∗
)q−qµ∗+1
,
and for any q′ ≥ qµ∗ ,
q′∑
q=qµ∗
pi(q) ≤ pi(qµ∗ − 1)
q′−qµ∗+1∑
m=1
(
λ
µ∗
)m
.
Using the above upper bound on
∑q′
q=qµ∗ pi(q), and pi(qµ
∗ − 1) ≤ Vma , we obtain the following lower
bound q2 to q1.
If q2 is the largest integer such that
V
ma
q2−qµ∗+1∑
m=1
(
λ
µ∗
)m
≤ 1
2
− V
ma
,
then
∑q2
q=0 pi(q) ≤ 12 and q2 ≤ q1. Hence, q2 is the largest integer such that(
λ
aλ − 
)q2−qµ∗+1
≤ 1 +
(
λ− aλ + 
λ
)
ma
V
(
1
2
− V
ma
)
q2 ≤ qµ∗ − 1 + log λ
aλ−
[
1 +
(
λ− aλ + 
λ
)
ma
V
(
1
2
− V
ma
)]
.
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Since qµ∗ ≥ 0, q2 is at least⌊
log λ
aλ−
[
1 +
(
λ− aλ + 
λ
)
ma
V
(
1
2
− V
ma
)]
− 1
⌋
.
Therefore,
Q(γ) ≥ q
2
≥ q1
2
≥ q2
2
≥ 1
2
[
log λ
aλ−
[
1 +
(
λ− aλ + 
λ
)
ma
V
(
1
2
− V
ma
)]
− 2
]
.
Hence, for any sequence γk with C(γk)− c(λ) = Vk ↓ 0, we obtain that Q(γk) = Ω
(
log
(
1
Vk
))
. 
A.6 Proof of Lemma 4.7
Consider a policy γ in the sequence γk, with Vk = V . Let µ
∗ ∆= λ − V = aλ − V . Define
qµ∗ = inf {q : µ(q) ≥ µ∗}. Since γ is admissible, from Lemma 4.1 we have that Pr {Q < qµ∗} =
Pr {µ(Q) < µ∗} ≤ VmaV . Let V
∆
= a2V , where a2 is chosen so that α
∆
= 2VmaV < 1. We note that
a2 can be chosen such that α is arbitrarily close to zero. Then, we have
Pr {Q < qµ∗} ≤ α
2
,
and pi(qµ∗ − 1) ≤ α
2
.
To find a lower bound on Q(γ), in the following, we intend to find the largest q, such that∑q
q=0 pi(q) ≤ 12 . But we note that Pr {Q < qµ∗} ≤ α2 and for any q < qµ∗ , pi(q) ≤ α2 . There-
fore, pi(qµ∗) ≤ pi(qµ∗ − 1) λµ∗ ≤ λα2µ∗ . If q1 is the largest integer such that
q∑
q=qµ∗
pi(q) ≤ 1
2
− V
maV
,
then q1 ≤ q. Proceeding as for problem µ-CHOICE-1, we obtain a lower bound q2 on q1 by using
an upper bound for pi(q). We note that if q ≥ qµ∗ we have that pi(q − 1)λ ≥ pi(q)µ∗. By induction,
we obtain that for q ∈ {qµ∗ , . . . }
pi(q) ≤ pi(qµ∗ − 1)
(
λ
µ∗
)q−qµ∗+1
,
and for any q′ ≥ qµ∗ ,
q′∑
q=qµ∗
pi(q) ≤ pi(qµ∗ − 1)
q′−qµ∗+1∑
m=1
(
λ
µ∗
)m
.
Using the above upper bound on
∑q′
q=qµ∗ pi(q) we obtain the following lower bound q2 to q1. If q2
is the largest integer such that
pi(qµ∗ − 1)
q2−qµ∗+1∑
m=1
(
λ
µ∗
)m
≤ 1− α
2
,
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then q2 ≤ q.
We note that
V ≥
∑
µk<µ∗
ma(λ− µk)piµ(k),
=
∑
q<qµ∗
ma(λ− µ(q))pi(q).
Again, since pi(q)µ(q) = pi(q − 1)λ, it follows that
V ≥ maλpi(qµ∗ − 1).
Now if q3 is the largest integer such that
V
maλ
q3−qµ∗+1∑
m=1
(
λ
µ∗
)m
≤ 1− α
2
,
then q3 ≤ q2. We have that q3 satisfies
q3 ≤ qµ∗ − 1 + log λ
µ∗
[
1 +
V
λ
maλ
V
1− α
2
]
,
q3 ≤ qµ∗ − 1 +
log
[
1 + Vλ
maλ
V
1−α
2
]
− log (1− Vλ ) .
Since qµ∗ ≥ 0, and V = a2V , we have that q3 is at least⌊
log
[
1 +maa2
1−α
2
]
− log (1− a2Vλ ) − 1
⌋
.
So that
Q(γ) ≥ q
2
≥ q1
2
≥ q2
2
≥ q3
2
≥ 1
2
[
log
[
1 +maa2
1−α
2
]
− log (1− a2Vλ ) − 2
]
.
Since log
(
1− a2Vλ
)
= Θ (V ) as V ↓ 0, we have that for any sequence γk with C(γk)−c(λ) = Vk ↓ 0,
Q(γk) = Ω
(
1
Vk
)
. 
A.7 Proof outline for Lemma 4.8
Each policy γ in the sequence of policies γk is defined as follows.
µ(0) = 0,
µ(q) = λ− U , for q ∈ {1, . . . , q1} ,
µ(q) = λ+ ′U , for q ∈ {q1 + 1, . . . , 2q1} ,
µ(q) = λ+K, for q ∈ {2q1 + 1, . . .} .
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Let U =
√
U , ′U =
λU
λ−U , andK > 0 be such that λ+K ≤ rmax. We also let q1 =
⌊
log( λ
λ−U
) (1 + UUλ)⌋.
The sequence of policies γk is obtained by choosing U from a sequence Uk ↓ 0.
We obtain Q(γ) and C(γ) for γ by evaluating pi(q). We have that
pi(q) =

pi(0)
(
λ
λ−U
)q
for q ∈ {1, . . . , q1} ,
pi(0)
(
λ
λ−U
)q1 (
λ
λ+′U
)q−q1
for q ∈ {q1 + 1, · · · 2q1} ,
pi(0)
(
λ
λ+K
)q−2q1
for q ∈ {2q1 + 1, . . .} .
Since
∑∞
q=0 pi(q) = 1 and q1 ≥ log( λ
λ−U
) (1 + UUλ)−1, it can be shown that pi(0) = O(U). We note
that
C(γ) = pi(0).0 + piµ(λ− U )c(λ− U ) + piµ(λ+ ′U )c(λ+ ′U ) + piµ(λ+K)c(λ+K).
Then it can be shown that C(γ) ≤ c(λ) + O(U). Or if V = C(γ) − c(λ), then V = O(U).
Corresponding to the sequence Uk, we have a sequence Vk = O(Uk)
We note that λ− µ(q) = K, for q > 2q1. Then from Proposition B.1, Q(γ) = O
(
2q1
K
)
, or Q(γ) =
O
(
1√
U
log
(
1
U
))
. Therefore, we have a sequence of policies γk with Q(γk) = O
(
1√
Uk
log
(
1
Uk
))
.
Then, we have that Q(γk) = O
(
1√
Vk
log
(
1
Vk
))
and C(γk)− c(λ) = Vk.
A.8 Proof outline for Lemma 4.9
Each policy γ in the sequence of policies γk is defined as follows.
µ(0) = 0,
µ(q) = bλ, for q ∈ {1, . . . , qk} ,
µ(q) = rmax, for q ∈ {qk + 1, . . .} .
The sequence γk is obtained by choosing qk from the sequence {1, 2, . . .}. We evaluate Q(γ) and
C(γ) for the policy γ by evaluating pi(q) as in the proof of Lemma 4.8. Then it can be shown that
for the sequence γk,
bλ
bλ−λ −Q(γk) = Θ
(
Vk log
(
1
Vk
))
, where Vk = C(γk)− c(λ).
A.9 Proof outline for Lemma 4.10
Each policy γ in the sequence of policies γk is defined as follows.
µ(0) = 0,
µ(q) = aλ, for q ∈ {1, . . . , q1} ,
µ(q) = bλ, for q ∈ {q1 + 1, . . .} .
We choose q1 =
⌈
log( λ
aλ
) (1 + λ−aλλ 1U )⌉, where U > 0. The sequence γk is obtained by choosing
U from a sequence Uk ↓ 0. We again evaluate Q(γ) and C(γ) for the policy γ by evaluating pi(q) as
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in the proof of Lemma 4.8. Then it can be shown that for the sequence γk, Q(γk) = O
(
log
(
1
Vk
))
,
where Vk = C(γk)− c(λ).
A.10 Proof of Proposition 4.11
Let Vk = C(γk)−c(λ) for the sequence of policies γk as in the proposition. Let γ,k be any sequence
of -optimal policies for cc,k = C(γk) for some  > 0. Then we have that Q (γ,k) ≤ Q∗(cc,k) + .
Or we have that Q∗(cc,k) = Q (γ,k) − . From Lemma 4.5 we have that Q (γ,k) = Ω
(
log
(
1
Vk
))
.
Therefore, Q∗(cc,k) = Ω
(
log
(
1
cc,k−c(λ)
))
. Combining this with the asymptotic upper bound from
Lemma 4.10 we have that Q∗(cc,k) = Θ
(
log
(
1
cc,k−c(λ)
))
. 
A.11 Proof outline for Lemma 4.12
Each policy γ in the sequence of policies γk is defined as follows.
µ(0) = 0,
µ(q) = λ, for q ∈ {1, . . . , q1} ,
µ(q) = λ+K, for q ∈ {q1 + 1, . . .} .
We note that λ = ai for i > 1. Then K is chosen such that λ + K ≤ ai+1. We choose q1 =
⌈
1
U
⌉
,
where U > 0. The sequence γk is obtained by choosing U from a sequence Uk ↓ 0. We again
evaluate Q(γ) and C(γ) for the policy γ by evaluating pi(q) as in the proof of Lemma 4.8. Then it
can be shown that for the sequence γk, Q(γk) = O
(
1
Vk
)
, where Vk = C(γk)− c(λ).
A.12 Proof of Lemma 5.1
Consider a particular policy γ in the sequence with Vk = V . We note that U(γ) ≤ u(Eλ(Q)). Since γ
is admissible, we have that U(γ) ≤ u(Eµ(Q)). We then have that u−1(U(γ)) ≤ Eµ(Q) = (1−pi(0))µ,
since u−1(.) exists if u(λ) is concave and increasing in λ. Therefore, we have that
pi(0) ≤ 1− u
−1(U(γ))
µ
= 1− u
−1(u(µ)− V )
µ
.
We note that u−1(x) ≥ l−1(x), x ∈ R+, where l−1(.) is the inverse function of l(λ). Then we have
pi(0) ≤ 1− l
−1(u(µ)− V )
µ
= 1− l
−1(u(µ))−mV
µ
=
mV
µ
,
since u(µ) = l(µ) and where m is the slope of l−1. Therefore, for the sequence γk, pi(0) = O(Vk).
For λ-CHOICE, as uc ↑ u(µ), for any sequence γk of feasible policies, u(µ) − U(γk) ↓ 0 and hence
pi(0) ↓ 0. 
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A.13 Proof of Lemma 5.2
The proof is very similar to that of Lemma 4.1. We consider λ-CHOICE-1 first. As in the proof of
Lemma 4.3, we have that
V =
∞∑
q=0
pi(q)
[
(µ− λ(q)) du(λ)
dλ
|λ=µ +G(λ(q)− µ)
]
,
where G(x) is as in the proof of Lemma 4.1. From U2, we have that there exists a positive a1 such
that
V ≥
∞∑
q=0
pi(q)
[
(µ− λ(q)) du(λ)
dλ
|λ=µ + a1(λ(q)− µ)2
]
.
Since
∑∞
q=0 pi(q)λ(q) ≤ µ, we have that
V ≥
∞∑
q=0
pi(q)a1(λ(q)− µ)2.
The rest of the proof for λ-CHOICE-1 is similar to that of Lemma 4.1. For λ-CHOICE-2, we define
Sl = [0, aµ − V ) and Su = (bµ + V , ra,max] and proceed as in the case of λµ-CHOICE-2 to obtain
the bounds as stated in the lemma. 
A.14 Proof of Lemma 5.3
The proof is similar to that of Lemma 4.3, but with some minor differences. We again consider a
particular policy in the sequence with Vk = V . Let λ
∗ ∆= µ+ V , where V > 0 is a function of V to
be chosen later. Let qλ∗
∆
= min {q : λ(q) ≤ λ∗}. We note that unlike qµ∗ in Lemma 4.3, qλ∗ could
be 0. We proceed as in the proof of Lemma 4.3 by choosing V = a2
√
V . Then from Lemma 5.2
Pr {Q < qλ∗} ≤ 1a1a2 if qλ∗ > 0. As before, we choose a2 such that Pr {Q < qλ∗} ≤ α2 , where α can
be made arbitrarily close to zero. If qλ∗ = 0, then Pr {Q < qλ∗} = 0 ≤ 1a1a2 .
As in the proof of Lemma 4.3 we find the largest q such that Pr {Q ≤ q} ≤ 12 . We note that if
q ≥ qλ∗ , then pi(q − 1)λ∗ ≥ pi(q)µ. Then by induction we obtain that for any q ≥ qλ∗ ,
q∑
q=qλ∗
pi(q) ≤ pi(qλ∗)
q−qλ∗∑
m=0
(
λ∗
µ
)m
. (19)
We note that this is similar to (13), except that we express the above upper bound in terms of
pi(qλ∗) rather than pi(qµ∗ − 1) in (13), since qλ∗ could be zero.
If qλ∗ = 0, then from Lemma 5.1 we have that pi(qλ∗) = pi(0) = O(V ). If qλ∗ > 0, we obtain an
upper bound on pi(qλ∗), as in the proof of Lemma 4.3. We have that
V
a1
≥
∑
q<qλ∗
pi(q)(λ(q)− µ)2 ≥
 ∑
q<qλ∗−1
(λ(q)− µ)pi(q)
2 .
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Since for q > 0, since pi(q)λ(q) = µpi(q+1), we proceed as in the proof of Lemma 4.3 to obtain that
V
a1
≥ (µpi(qλ∗)− µpi(0))2 ,
= µ2pi(qλ∗)
2 + µ2pi(0)2 − 2µ2pi(qλ∗)pi(0).
Since pi(0) ≥ 0 and pi(0) = O(V ) from Lemma 5.1, we have that
V
a1
+ 2µ2pi(qλ∗)pi(0) ≥ µ2pi(qλ∗)2,
V
a1
+ 2µ2O(V ) ≥ µ2pi(qλ∗)2,
or pi(qλ∗) = O(
√
V ).
We note that for both qλ∗ = 0 or qλ∗ > 0, we have that pi(qλ∗) = O(
√
V ).
We now proceed as in the proof of Lemma 4.3, by using (19), to find the largest integer q such that
pi(qλ∗)
q−qλ∗∑
m=0
(
λ∗
µ
)m
≤ 1
2
− α
2
.
The rest of the proof is similar to that of Lemma 4.3, and we obtain that Q(γk) = Ω
(
1√
Vk
)
. Then
given a sequence of uc,k ↑ u(µ), we have that there exists a sequence of -optimal γk such that
Q(γk) ≤ Q∗(uc,k) + , for some  > 0. Therefore, Q∗(uc,k) = Ω
(
1√
u(µ)−uc,k
)
, since uc,k ≤ U(γk).
A.15 Proof of Lemma 5.4
We first consider the case i < P , where i is such that bi = bµ. The proof follows that of Lemma
4.5. We define λ∗ = bµ + , where  > 0. Let qλ∗
∆
= min {q : λ(q) ≤ λ∗}. We note that qλ∗
could be 0, unlike qµ∗ in Lemma 4.5. If qλ∗ = 0, then we have that pi(qλ∗) = pi(0) = O(V ). If
qλ∗ > 0, then from Lemma 5.2 we have that Pr {Q < qλ∗} ≤ Vma and pi(qλ∗ − 1) ≤ Vma . Since
pi(qλ∗ − 1)λ(qλ∗ − 1) = pi(qλ∗)µ we have that pi(qλ∗) ≤ pi(qλ∗ − 1) ra,maxµ . We note that therefore
pi(qλ∗) = O(V ) for both qλ∗ = 0 and qλ∗ > 0.
Now proceeding as in the proof of Lemma 4.5 we have that for any q ≥ qλ∗ (we express the bound
in terms of pi(qλ∗))
q∑
q=qλ∗
pi(q) ≤ pi(qλ∗)
q−qλ∗∑
m=0
(
λ∗
µ
)m
. (20)
We note that independently of whether qλ∗ is 0 or not, if we find the largest q such that
q∑
q=qλ∗
pi(q) ≤ 1
2
− V
a1
,
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then Q(γ) ≥ q2 . We now proceed as in the proof of Lemma 4.5, using the upper bound in (20) and
pi(qλ∗) = O(V ) to obtain that Q(γk) = Ω
(
log
(
1
Vk
))
. Now given a sequence of uc,k ↑ u(µ), we
have that there exists a sequence of -optimal γk such that Q(γk) ≤ Q∗(uc,k) + , for some  > 0.
Therefore, Q∗(uc,k) = Ω
(
log
(
1
u(µ)−uc,k
))
, since uc,k ≤ U(γk).
Now we consider the case i = P . We consider λ-CHOICE-2-1 for a larger Xλ defined as follows.
We extend Xλ to X λ = Xλ ∪ (bP , bP + δ], for some δ > 0. We also extend the definition of u(.) to
X λ, by choosing a piecewise linear function on (bP , bP + δ] which preserves the strictly increasing
concave property of u(.). We denote Q∗(uc) when λ(q) ∈ X λ, by Q∗e(uc). Then we note that
Q∗e(uc) ≤ Q∗(uc). The asymptotic lower bound for Q∗e(uc) follows from the above derivation, which
then also holds for Q∗(uc). 
A.16 Proof of Lemma 5.7
The proof is similar to that of Lemma 4.7. We choose λ∗ = µ + V = aµ + V . Let qλ∗
∆
=
min {q : λ(q) ≤ λ∗}. We note that qλ∗ could be 0, unlike qµ∗ in Lemma 4.7. If qλ∗ is 0, then we
note that pi(qλ∗) = pi(0) = O(V ) from Lemma 5.1. If qλ∗ > 0, then from Lemma 5.2 we have that
Pr {Q < qλ∗} ≤ VmaV and pi(qλ∗−1) ≤ VmaV . We also note that since pi(qλ∗−1)λ(qλ∗−1) = pi(qλ∗)µ
we have that pi(qλ∗) ≤ pi(qλ∗ − 1) ra,maxµ . Therefore pi(qλ∗) ≤ VmaV
ra,max
µ . We choose V = a2V , so
that
ra,max
maµa2
≤ α2 . We note that a2 can be chosen such that α is arbitrarily small.
Then, as in the proof of Lemma 4.7, if q is the largest integer such that
q∑
q=qλ∗
pi(q) ≤ 1
2
− α
2
,
then Q(γ) ≥ q2 , independently of whether qλ∗ = 0 or not.
We note that for any q ≥ qλ∗ we have that
q∑
q=qλ∗
pi(q) ≤ pi(qλ∗)
q−qλ∗∑
m=0
(
λ∗
µ
)m
. (21)
We also note that if qλ∗ > 0, then we have that
V ≥
∑
λk>λ∗
ma (λk − µ)piλ(k),
= ma
∑
q<qλ∗
(λ(q)− µ)pi(q),
= maµpi(qλ∗)− µpi(0).
Then since pi(0) = O(V ) we have that pi(qλ∗) = O(V ). Thus independently of whether qλ∗ = 0 or
not, we have that pi(qλ∗) = O(V ).
Now proceeding as in the proof of Lemma 4.7, using the above upper bound on pi(qλ∗) in (21) we have
that Q(γk) = Ω
(
1
Vk
)
. Now given a sequence of uc,k ↑ u(µ), we have that there exists a sequence of
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-optimal γk such that Q(γk) ≤ Q∗(uc,k) + , for some  > 0. Therefore, Q∗(uc,k) = Ω
(
1
u(µ)−uc,k
)
,
since uc,k ≤ U(γk). 
A.17 Proof of Lemma 6.2
We consider a particular policy γ in the sequence γk with Vk = V . Since γ is admissible, we
have that Epiµ(Q) = Epiλ(Q). From the concavity of u(λ), we have that Epiλ(Q) ≥ u−1(uc). Let
µ∗ = u−1(uc)−V , where V is a function of V to be chosen later. Define qµ∗ ∆= min {q : µ(q) ≥ µ∗}.
We note that ∀q < qµ∗ , µ(q) < µ∗. As µ(q) is non-decreasing, we have that
Pr {Q < qµ∗} = Pr {µ(Q) < µ∗} .
Let the countable set of service rates be denoted by {µ0 = 0, µ1, . . .}, where µi < µi+1 and µi ∈
[0, rmax]. Let l(µ) be the tangent line at (u
−1(uc), c(u−1(uc))) to the curve c(µ). Then V =∑∞
q=0 [c(µ(q))− l(µ(q))]pi(q). Proceeding as in Lemma 4.1 we have that ∃a1 > 0 such that
Pr {Q ≤ qµ∗ − 1} ≤ V
a12V
,
and pi(qµ∗ − 1) ≤ V
a12V
.
Now, since Q(t) is a birth death process ∀q, we have that pi(q)λ(q) = pi(q + 1)µ(q + 1). For any
q ≥ qµ∗ ,
pi(q + 1) =
pi(q)λ(q)
µ(q + 1)
≤ pi(q)ra,max
µ∗
,
pi(q) ≤ pi(qµ∗ − 1)
(
ra,max
µ∗
)q−qµ∗+1
. (22)
Let q be the largest integer such that
∑q
q=0 pi(q) ≤ 12 . We find a lower bound on q as in the proof
of Lemma 4.5. We note that Pr {Q ≥ qµ∗} ≥ 1− Va12V . Let V = , where 0 <  < u
−1(uc). For V
small, let q1 be the largest integer such that
q1∑
q=qµ∗
pi(q) ≤ 1
2
− V
a12V
.
Then q1 ≤ q. We find a lower bound on q1 by using the upper bound on pi(q) from (22). Let q2 be
the largest integer such that
pi(qµ∗ − 1)
q2−qµ∗+1∑
q=1
(
ra,max
µ∗
)q
≤ 1
2
− V
a12V
.
Then q2 ≤ q1. After substituting for µ∗, we have that any q2 satisfying the above inequality is such
that
q2 − qµ∗ + 1 ≤ log( ra,max
u−1(uc)−V
)(1 + ra,max − u−1(uc) + V
ra,max
1
pi(qµ∗ − 1)
(
1
2
− V
a12V
))
.
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Hence we obtain that q2 is at least
log(
ra,max
u−1(uc)−V
)(1 + ra,max − u−1(uc) + V
ra,max
1
pi(qµ∗ − 1)
(
1
2
− V
a12V
))
− 2.
We note that 1pi(qµ∗−1) ≥
a12
V and is the dominant term in the regime where V ↓ 0. Since q ≥
q1 ≥ q2 and Q(γ) ≥ q2 , we have that for any sequence of γk with C(γk) − u−1(uc) = Vk ↓ 0,
Q(γk) = Ω
(
log
(
1
Vk
))
. 
A.18 Proof of Lemma 6.3
Consider a policy γ of the following form:
µ(0) = 0,
µ(q) = µ1 = u
−1(uc)− U , for q ∈ {1, . . . , q1} ,
µ(q) = µ2 = u
−1(uc) + U , for q ∈ {q1 + 1, . . .} ;
and λ(q) = λ1, for q ∈ {0, . . . , q1 − 1} ,
λ(q) = u−1(uc), for q ∈ {q1, . . . , q1 +K} ,
λ(q) = λ2, for q ∈ {q1 +K + 1, . . .} .
Let U = U , λ1 > u
−1(uc) > λ2, λ1 > µ1, λ2 < µ2, and q1 =
⌈
log(λ1
µ1
) (1 + λ1−µ1λ1 1U )⌉, We will
specify K, λ1, and λ2 later. Let
dc(u−1(uc))
dµ
∆
= dc(µ)dµ |µ=u−1(uc). We now obtain C(γ).
C(γ) = pi(0).0 + piµ(µ1)c(µ1) + piµ(µ2)c(µ2),
= piµ(µ1)
(
c(u−1(uc)) + (−U )dc(u
−1(uc))
dµ
+O(2U )
)
+
piµ(µ2)
(
c(u−1(uc)) + (U )
dc(u−1(uc))
dµ
+O(2U )
)
,
≤ c(u−1(uc)) +O(U2) + (−Upiµ(µ1) + Upiµ(µ2))dc(u
−1(uc))
dµ
,
≤ c(u−1(uc)) + U dc(u
−1(uc))
dµ
+O(U2),
≤ c(u−1(uc)) +O(U),
where dc(u
−1(uc))
dµ
∆
= dc(µ)dµ |µ=u−1(uc). Let V = C(γ)− c(u−1(uc)), then we have that V = O(U). For
γ, the average utility is
U(γ) = u(λ1)
q1−1∑
q=0
pi(q)
+ uc q1+K∑
q=q1
pi(q) + u(λ2)
∞∑
q=q1+K+1
pi(q).
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Let λ1 = u
−1(uc) +  and λ2 = u−1(uc)− , where  is a small positive constant. Then for strictly
concave and linear u(.) we have that
U(γ) ≥ uc +
 q1−1∑
q=0
pi(q)− 
∞∑
q=q1+K+1
pi(q)
D(u(u−1(uc))) +O(u(u−1(uc))),
where D(u(u−1(uc))) and O(u(u−1(uc))) are defined as follows. If u(.) is a strictly concave function,
then it is differentiable at u−1(uc) and D(u(u−1(uc)))
∆
= du(λ)dλ |λ=u−1(uc) and O(u(u−1(uc))) = O(2),
with the above inequality being an equality. If u(.) is linear then D(u(u−1(uc)))
∆
= du(λ)dλ |λ=u−1(uc)
and O(u(u−1(uc))) = 0, with the above inequality being an equality.
In the following we show that
∑∞
q=q1+K+1
pi(q) ≤∑q1−1q=0 pi(q), in which case we have that U(γ) ≥ uc
for sufficiently small  (which is fixed and independent of V ). We have that
pi(q) = pi(0)
(
λ1
µ1
)q
, for q ∈ {1, . . . , q1} ,
pi(q) = pi(0)
(
λ1
µ1
)q1 (u−1(uc)
µ2
)q−q1
, for q ∈ {q1 + 1, . . . , q1 +K} ,
pi(q) = pi(0)
(
λ1
µ1
)q1 (u−1(uc)
µ2
)K (
u−1(uc)
µ2
)(
λ2
µ2
)q−q1−K−1
, for q ∈ {q1 +K + 1, . . .} .
Therefore,
q1−1∑
q=0
pi(q) = pi(0) + pi(0)
q1−1∑
q=1
(
λ1
µ1
)q
,
= pi(0) + pi(0)
(
λ1
λ1 − µ1
)((
λ1
µ1
)q1−1
− 1
)
.
And,
∞∑
q1+K+1
pi(q) = pi(0)
(
λ1
µ1
)q1 (u−1(uc)
µ2
)K (
u−1(uc)
µ2
) ∞∑
q=0
(
λ2
µ2
)q
,
= pi(0)
(
λ1
µ1
)q1 (u−1(uc)
µ2
)K (
u−1(uc)
µ2 − λ2
)
.
If (
λ1
µ1
)q1 (u−1(uc)
µ2
)K (
u−1(uc)
µ2 − λ2
)
≤
(
λ1
λ1 − µ1
)((
λ1
µ1
)q1−1
− 1
)
+ 1 (23)
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then
∑∞
q=q1+K+1
pi(q) ≤∑q1−1q=0 pi(q). We note that (23) can be simplified to the question
µ1
λ1 − µ1
?≤
(
λ1
µ1
)q1 ( µ1
λ1 − µ1 −
(
u−1(uc)
µ2
)K (
u−1(uc)
µ2 − λ2
))
,
µ1
λ1 − µ1
?≤
(
λ1
µ1
)q1 (u−1(uc)− U
+ U
−
(
u−1(uc)
u−1(uc) + U
)K (
u−1(uc)
+ U
))
,
µ1
λ1 − µ1
?≤
(
λ1
µ1
)q1 (u−1(uc)
+ U
)(
1− U
u−1(uc)
−
(
1 +
U
u−1(uc)
)−K)
.
We use the lower bound on q1, obtained by removing the ceiling, to arrive at the following question
:
u−1(uc)− U
+ U
?≤
(
1 +
+ U
u−1(uc)− U
1
U
)(
u−1(uc)
+ U
)(
1− U
u−1(uc)
−
(
1 +
U
u−1(uc)
)−K)
For sufficiently small U , with U = U , we have that
(
1 + U
u−1(uc)
)−K ≤ 1− KU
2u−1(uc) . So, instead of
the above question we can ask the stronger question
u−1(uc)− U
+ U
?≤
(
1 +
+ U
u−1(uc)− U
1
V
)(
u−1(uc)
+ U
)(
U
u−1(uc)
(
K
2
− 1
))
.
We choose K > 2
(
1 + (u
−1(uc))2

)
. Then we can ask the even stronger questions
u−1(uc)− U
?≤
(
1 +
+ U
u−1(uc)− U
1
V
)(
U
(u−1(uc))2

)
,
u−1(uc)− U
?≤ + U

(u−1(uc))2
u−1(uc)− U
which indeed hold. Hence for sufficiently small V and , U(γ) ≥ uc. From Proposition B.1 we have
Q(γ) =
(q1 + 1)(U + + ra.max)
U + 
+
rmax
2(U + )
,
Q(γ) ≤ (q1 + 1)(+ ra,max)

+
rmax
2
.
As q1 = O
(
log
(
1
U
))
, we obtain that Q(γ) = O (log ( 1U )). We note that the policy γ is admissible.
The sequence of policies is obtained by choosing Uk =
1
k . We note that then we have a corresponding
sequence Vk = O(Uk). Thus, Q(γk) = O
(
log
(
1
Vk
))
, and we have that there exists a sequence of
admissible policies γk with a corresponding sequence Vk ↓ 0 such that
Q(γk) = O
(
log
(
1
Vk
))
,
C(γk)− c(u−1(uc)) = Vk,
U(γk) ≥ uc.

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A.19 Proof of equivalence of SP2(b) and SP2(a) in Section 6.3
We now show that the asymptotic regime for SP2(b) is equivalent to that for SP2(a), i.e., cc,k −
c
(
u−1(uc,k)
) ↓ 0. We note that for any (uc,k) and (cc,k), for which the problem (8) is feasible, and
also such that u(c−1(cc,k))−uc,k ↓ 0, we have that ∀ > 0, ∃K such that, ∀k > K, u(c−1(cc,k))− ≤
uc,k ≤ u(c−1(cc,k)) (since uc,k ≤ u(c−1(cc,k)) if the problem (8) is feasible). Then we have that
u−1
(
u(c−1(cc,k))− 
) ≤ u−1(uc,k) ≤ c−1(cc,k). For every cc,k, we define l1,k(λ) to be (i) the tangent
to u(λ) at (c−1(cc,k), u
(
c−1(cc,k)
)
), if u(λ) is strictly convex, (ii) the line passing through (aµ, u(aµ))
and (bµ, u(bµ)), if u(λ) is piecewise linear and c
−1(cc,k) lies on a linear segment, and (iii) any line
through (aµ, u(aµ)) with slope m, such that
du(λ)
dλ
−|λ=µ < m < du(λ)dλ
+|λ=µ, if u(λ) is piecewise
linear and c−1(cc,k) is a corner point of u(λ). We note that l1,k(c−1(cc,k)) = u(c−1(cc,k)) in all three
cases. Then
u−1
(
u(c−1(cc,k))− 
) ≥ l−11,k (u(c−1(cc,k))− ) = l−11,k (u(c−1(cc,k)))−m1,k,
where m1,k is the slope of l
−1
1,k. Since l
−1
1,k
(
u(c−1(cc,k))
)
= c−1(cc,k), we have that
c−1(cc,k)−m1,k ≤ u−1(uc,k) ≤ c−1(cc,k),
c
(
c−1(cc,k)−m1,k
) ≤ c(u−1(uc,k)) ≤ cc,k.
Let l2,k(µ) be the tangent to c(µ) at (c
−1(cc,k), cc,k). Then we have that
l2,k
(
c−1(cc,k)−m1,k
) ≤ c(u−1(uc,k)) ≤ cc,k,
cc,k −m2,km1,k ≤ c(u−1(uc,k)) ≤ cc,k,
where m2,k is the slope of l2,k. We note that ∃M1,M2 ∈ R+ such that m1,k ≤ M1 and m2,k ≤ M2
for every k, since both u(λ) and c(µ) are defined on bounded domains. Since the above inequality
holds for every  > 0 and k > K, we have that that cc,k − c(u−1(uc,k)) ↓ 0.
A.20 Proof of Lemma 6.7
The proof follows that of Lemma 6.2 closely. Hence, we only state the differences here. We define
µ∗ = u−1(uc,k) − V and qµ∗ = inf {q : µ(q) ≥ µ∗}. We note that unlike in the proof of Lemma
6.2, we define a different tangent line lk(µ) for every uc,k. Let lk(µ) be the tangent line to c(µ) at
(u−1(uc,k), c(u−1(uc,k))). From U2, we have a positive a1,k such that
Vk ≥ a1,k
qµ∗−1∑
q=0
[
µ(q)− u−1(uc,k)
]2
pi(q).
We note that unlike the proof of Lemma 6.2, here a1,k depends on the sequence uc,k. Let a
∆
=
infk {a1,k}. Since u(.) is m-strongly convex, we have that a ≥ m > 0. Then we have that
Pr {Q ≤ qµ∗ − 1} ≤ Va2U and pi(qµ∗ − 1) ≤
V
a2U
. Then, we proceed as in the proof of Lemma
6.2 to obtain that Q(γk) = Ω
(
log
(
1
Vk
))
. 
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A.21 Proof of Proposition 7.1
Let γk be any sequence of policies such that C(γk) − c(λ) ↓ 0 and Q(γk) = O
(
log
(
1
C(γk)−c(λ)
))
.
Let β˜k = 1/(C(γk)− c(λ)). Consider the problem
min
γ
{
Q(γ) + β˜k
(
C(γ)− c(λ))} , (24)
for a particular value of k. Let γ∗
β˜k
be an admissible optimal policy for (24) (we know from [2]
that such an admissible optimal policy exists). We show that C(γ∗
β˜k
) − c(λ) = O
(
1/β˜δk
)
, where
0 < δ < 1. We proceed by contradiction. Suppose C(γ∗
β˜k
) − c(λ) = ω
(
1/β˜δk
)
. Therefore, the
optimal value of (24), Q
(
γ∗
β˜k
)
+ β˜k
(
C
(
γ∗
β˜k
)
− c(λ)
)
= ω
(
β˜1−δk
)
. However, we note that the
sequence γk is such that Q(γk) + β˜k
(
C(γk)− c(λ)
)
= O
(
log β˜k
)
, which contradicts the optimality
of γ∗
β˜k
. Therefore, C(γ∗
β˜k
) − c(λ) = O
(
1/β˜δk
)
. Now consider a sequence cc,k for (1). Suppose
cc,k − c(λ) = Θ
(
C(γk)− c(λ)
)
. Then, the Lagrange dual of (1) can be bounded below as follows.
max
β1≥0
[
min
γ
Q(γ) + β˜k
(
C(γ)− cc,k
)] ≥ Q(γ∗
β˜k
)
+ β˜k
(
C
(
γ∗
β˜k
)
− c(λ)
)
− β˜k (cc,k − c(λ)) .
We have that β˜k
(
C
(
γ∗
β˜k
)
− c(λ)
)
≥ 0. Since cc,k − c(λ) = O
(
C(γk)− c(λ)
)
, we have that
β˜k (cc,k − c(λ)) = O(1). Furthermore, since C(γ∗β˜k) − c(λ) = O
(
1/β˜δk
)
, we have that Q(γ∗
β˜k
) =
Ω
(
log β˜k
)
. Since cc,k − c(λ) is also Ω
(
C(γk)− c(λ)
)
, we have that
Q
(
γ∗
β˜k
)
+ β˜k
(
C
(
γ∗
β˜k
)
− c(λ)
)
− β˜k (cc,k − c(λ)) = Ω
(
log
(
1
cc,k − c(λ)
))
.

B Additional result
The following upper bound on the average queue length is obtained via a Lyapunov drift argument.
Proposition B.1. Assume that the admissible policy γ is such that the birth death process is
irreducible on Z+ and there exists a q such that µ(q)− λ(q) =  > 0. Then
Q(γ) ≤ q (+ ra,max)

+
rmax + ra,max
2
.
The complete proof is presented in [18, Proposition 2.A.1].
42
