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Abstract. In this paper, we consider the classical wave equation with time-dependent, spatially
multiscale coefficients. We propose a fully discrete computational multiscale method in the spirit of the
localized orthogonal decomposition in space with a backward Euler scheme in time. We show optimal
convergence rates in space and time beyond the assumptions of spatial periodicity or scale separation
of the coefficients. Further, we propose an adaptive update strategy for the time-dependent multiscale
basis. Numerical experiments illustrate the theoretical results and showcase the practicability of the
adaptive update strategy.
Key words. wave equation, numerical homogenization, multiscale method, time-dependent multi-
scale coefficients, a priori estimates
AMS subject classifications. 35L05, 65M15, 65M60, 65N30
Time-modulated metamaterials [3, 4] have recently received growing interest because
of their astonishing physical properties such as the ability to break time-reversal sym-
metry [14, 24]. These can be modeled by the classical wave equation with space- and
time-dependent coefficients. Additionally, the metamaterials are characterized by fine
spatial structures, such that these coefficients are in general rapidly varying on small
spatial scales. Besides time-modulated metamaterials, multiscale problems with time-
dependent coefficients also occur in multiphysics simulations and for problems posed on
evolving domains. Furthermore, similar difficulties also arise for nonlinear wave-type
problems, cf. [21, 29,32].
Wave equations with time-dependent coefficients that are slowly varying in space were
studied with finite element space discretizations and various time integration schemes
in [5, 6]. However, in the metamaterial context with spatially multiscale coefficients,
standard finite element methods need to resolve all scales leading to an enormous and
often impractical computational effort. Therefore, computational multiscale methods
are suggested such as heterogeneous multiscale methods [1, 9], multiscale finite element
methods [22,23], and rough polyharmonic splines [33], to name a few.
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In the present paper, we study wave equations with time-dependent multiscale coeffi-
cients, i.e., coefficients with a continuum of spatial scales that are only slowly evolving
in time. We propose a fully discrete computational multiscale method in the spirit
of the Localized Orthogonal Decomposition (LOD) [20, 27, 28] with a backward Euler
scheme for the time integration. The LOD was successfully applied to time-harmonic
wave propagation problems such as the Helmholtz equation, e.g., in [11, 31, 34, 36], and
Maxwell’s equation [10, 19]. Wave equations with time-invariant multiscale coefficients
were studied in [2], using the implicit Crank–Nicolson scheme for the integration in
time. In [12,30,35] these results were extended to the explicit leapfrog scheme including
mass lumping to further enhance the computational efficiency. The presence of strong
damping is considered in [25].
Our main contribution is the first rigorous fully discrete a priori error analysis of the
LOD for the wave equation with time-dependent coefficients. We combine techniques
for time-invariant multiscale [2] and smooth time-dependent [5] coefficients in order to
prove the expected order of convergence in space and time. We strongly emphasize
that merging these frameworks requires additional sophisticated concepts. For instance,
we prove exponential decay of time derivatives of the correction operators and rely on
a special projection onto the multiscale space, which is not the usual Ritz projection.
Moreover, to enhance the computational efficiency of our scheme, we further propose an
adaptive update strategy for the time-dependent multiscale basis using error indicators
in the spirit of [16,17].
Our paper is organized as follows. In Section 1 we introduce the wave equation with
time-dependent multiscale coefficients and our basic assumptions. Section 2 consists
of two parts, where we first review the main concepts of the LOD and highlight the
additional difficulties due to the time-dependent coefficients. Finally, we present the fully
discrete numerical scheme and state our main error result. Subsequently, we provide a
rigorous proof for this a priori error estimate in Section 3. In Section 4 we propose a
Petrov–Galerkin variant of our scheme and introduce the adaptive update strategy. We
conclude with numerical experiments that confirm our theoretical findings in Section 5.
1 Setting
For T > 0 and a bounded polyhedral Lipschitz domain Ω ⊂ Rd, d ∈ N, we consider the
wave equation with time-dependent multiscale coefficients




+ f(t, x), t ∈ [0, T ], x ∈ Ω,
uε(t, x) = 0, t ∈ [0, T ], x ∈ ∂Ω,
uε(0, x) = u
0, ∂tuε(0, x) = v
0, x ∈ Ω,
(1.1)
with given initial values u0, v0 ∈ H10 (Ω) and right-hand side f ∈ C1([0, T ], L2(Ω)). We
assume that there are constants ca, Ca, C
∂t
a > 0 which are in particular independent of
0 < ε  1 such that the time-dependent multiscale parameter aε ∈ C1
(




ca ≤ aε(t, x) ≤ Ca, |∂taε(t, x)| ≤ C∂ta , (1.2)
for all t ∈ [0, T ] and almost every x ∈ Ω. We emphasize that we do not assume aε to be
regular in space, since this would contradict the multiscale structure of aε. We use the
subscript ε to stress the multiscale nature of quantities, but assume neither periodicity
nor scale separation.
Remark 1.1. Note that for the sake of simplicity we only consider scalar-valued co-
efficients aε here, but all arguments also extend to aε being a symmetric matrix-valued
coefficient. Further, we point out that wellposedness of (1.1) is shown in [13] under com-
patibility conditions on the initial data, i.e., on u0, v0, and f(0, ·). In particular, for
vanishing initial data and f ∈ W 2,1([0, T ], L2(Ω)), there exists a unique solution uε of
(1.1) satisfying
uε ∈ C3([0, T ], L2(Ω)) ∩ C2([0, T ], H10 (Ω)).
We introduce the Hilbert spaces
H = L2(Ω), (ϕ | ψ)H = (ϕ | ψ)L2(Ω) ,
V = H10 (Ω), (ϕ | ψ)V = (∇ϕ | ∇ψ)L2(Ω) .
Moreover, for t ∈ [0, T ] we use the time-dependent weighted inner product
(ϕ | ψ)V(t),D = (aε(t, ·)∇ϕ | ∇ψ)L2(D) , D ⊂ Ω,
which is well defined due to (1.2). For D = Ω we omit the subscript and simply write
(· | ·)V(t). Note that (1.2) implies the norm equivalence
ca‖ϕ‖2V ≤ ‖ϕ‖2V(t) ≤ Ca‖ϕ‖
2
V . (1.3)
We further define the product spaces X = V ×H and X (t) = V(t)×H.
Based on these spaces, we study (1.1) with yε = (uε, ∂tuε) as the first-order Cauchy
problem {




with the initial value y0 = (u0, v0), the right-hand side F = (0, f), and the time-
dependent operator












for t ∈ [0, T ]. In particular, this implies for ϕ = (ϕ1, ϕ2), ψ = (ψ1, ψ2)
(Aε(t)ϕ | ψ)X (t) = (ϕ2 | ψ1)V(t) − (ϕ1 | ψ2)V(t) .
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2 Fully discrete localized orthogonal decomposition
At the end of this section, we propose a fully discrete numerical scheme for the wave
equation with time-dependent multiscale coefficients (1.1). To this end, we first introduce
the spatially discrete setting in the spirit of the LOD in the first subsection. We then
state the fully discrete scheme and our main result, which yields wellposedness as well
as a rigorous error estimate.
2.1 Localized orthogonal decomposition
For time-invariant multiscale coefficients, the LOD is a well-established approach to
improve the computational efficiency of numerical schemes. In particular, we refer to [28]
for a detailed introduction to the topic. However, in our setting additional difficulties
arise due to the dependency of the multiscale coefficient on time. Thus, we review the
main ideas of the LOD in the following and highlight the additional difficulties. Overall,
we mostly stick to the notation of [26].
Let {Th}h>0 and {TH}H>h be two families of shape-regular and quasi-uniform trian-
gulations of Ω, with h and H denoting the respective mesh width. Moreover, let Wh
and WH be the corresponding finite element spaces consisting of Lagrange elements of
lowest order. In the following, we always assume that Th is a refinement of TH such that
WH ⊂Wh is satisfied.
Further, since the construction of the scheme is built on quasi-local projections, we
recursively define for K ∈ TH the patch of size k ∈ N0 by




K ∩Nk−1(K) 6= ∅
}
. (2.1)
Fine finite element space In the following, we assume that the fine mesh width h is
chosen sufficiently small such that all oscillations of aε are resolved. Thus, based on Wh
the standard finite element method is applicable. However, due to the smallness of ε
and the associated high dimension of Wh, this is computationally at least very costly,
if possible at all. Nevertheless, we introduce the scheme here, since this is used as the
reference solution in the error estimates for our multiscale scheme. We emphasize that
this reference solution is not needed for our scheme and is never computed in practice.
Based on the fine space Wh, we define the Hilbert spacesHh = Wh, Vh = Wh, equipped
with the inner product of H and V, respectively. Additionally, we introduce the product
space Xh = Vh ×Hh. We consider the discrete first-order Cauchy problem{


















where the operator Ah(t) : Vh → Hh satisfies
(Ah(t)ϕ1 | ψ2)H = (ϕ1 | ψ2)V(t) , ϕ1, ψ2 ∈ Vh. (2.3)
In general Ah is not uniformly bounded with respect to h. Nevertheless, this implies
(Ah(t)ϕ | ψ)X (t) = (ϕ2 | ψ1)V(t) − (ϕ1 | ψ2)V(t) , ϕ, ψ ∈ Xh. (2.4)
Moreover, the initial value y0h ∈ Xh and the right-hand side fh : [0, T ]→ Hh approximate
y0 and f , respectively, and we set Fh = (0, fh). Note that the wellposedness analysis
in [13] also extends to the spatially discrete setting (2.2).
Coarse finite element space Correspondingly, for the coarse space WH we introduce
the Hilbert spaces HH = WH , VH = WH , XH = VH × HH . Moreover, we introduce a
projection IH ∈ L(Vh,VH), which satisfies for K ∈ TH the bounds
‖ϕ− IHϕ‖H,K ≤ CIH‖ϕ‖V,N1(K), ‖ϕ− IHϕ‖V,K ≤ CI‖ϕ‖V,N1(K), ϕ ∈ Vh,
with a constant CI > 0 depending on the regularity of the mesh, but independent of H.
In particular, this implies the global bounds
‖ϕ− IHϕ‖H . CH‖ϕ‖V , ‖ϕ− IHϕ‖V . C‖ϕ‖V , ϕ ∈ Vh. (2.5)
Moreover, we assume that IH is not only stable in V, but also in H, i.e., we rely on
‖IHϕ‖H . C‖ϕ‖H, ϕ ∈ Hh. (2.6)
Note that the quasi-interpolation operator introduced in [28, Chap. 3.3], which is also
known as the Oswald operator, is a suitable choice for IH satisfying our assumptions.
Based on IH we decompose the fine space Vh = Vf ⊕ VH , where Vf = ker IH and
the dimension of VH is sufficiently small such that it allows for the construction of a
computationally efficient scheme. However, we point out that this decomposition is
not orthogonal with respect to the inner product of Vh and thus VH is not an optimal
approximation space.
Time-dependent multiscale space We now enhance the coarse space WH to get an
orthogonal decomposition of Vh with respect to the time-dependent inner product of V(t).
To this end, we introduce the time-dependent orthogonal projection Rf(t) ∈ L(Vh,Vf )
given by
(Rf(t)ϕ | ψ)V(t) = (ϕ | ψ)V(t) , t ∈ [0, T ], ϕ ∈ Vh, ψ ∈ V
f . (2.7)
Furthermore, we make use of the corresponding mapping for time-dependent functions
Rf : C
1([0, T ],Vh) → C1([0, T ],Vf ), which is well defined due to the regularity (1.2) of





VH , t ∈ [0, T ]. (2.8)
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Note that for all t ∈ [0, T ] we have the orthogonal decomposition Vh = Vms(t)⊕Vf with
respect to (· | ·)V(t).
We define for t ∈ [0, T ] the orthogonal projection Rms(t) ∈ L(Vh,Vms(t)) by
(Rms(t)ϕ | ψ)V(t) = (ϕ | ψ)V(t) , t ∈ [0, T ], ϕ ∈ Vh, ψ ∈ Vms(t). (2.9)
As before, we also introduce the corresponding mapping for time-dependent functions
Rms : C
1([0, T ],Vh)→ C1([0, T ],Vh). In particular, we have Rms = Id−Rf.
Localized time-dependent multiscale space Since Rf(t) is globally defined on Ω, the
multiscale space Vms(t) in general consists of functions with global support and thus
is not suited for the construction of an efficient numerical scheme. To circumvent this
issue, we consider the element-wise contributions Rf,K(t) : Vh → Vf given by
(Rf,K(t)ϕ | ψ)V(t) = (ϕ | ψ)V(t),K , K ∈ TH , t ∈ [0, T ], ϕ ∈ Vh, ψ ∈ V
f . (2.10)
In particular, (2.7) implies Rf =
∑
K∈TH Rf,K . As shown for instance in [28, Chap. 4.1],
Rf,Kϕ decays exponentially. Moreover, in Proposition 3.3 we show that this also holds




. This motivates the localization of Rf, Rms, and
Vms(t).
Based on the notation introduced in (2.1), the localized element-wise contributions

















ϕ ∈ Vf | suppϕ ⊂ Nk(K)
}
.
Recombination yields the localized projection Rf,k =
∑
K∈TH Rf,k,K . Again, we also
use the mapping for time-dependent functions Rf,k : C
1([0, T ],Vh) → C1([0, T ],Vf ).






VH , t ∈ [0, T ], (2.12)
and Rk,ms(t) ∈ L(Vh,Vk,ms(t)) as well as Rk,ms : C1([0, T ],Vh)→ C1([0, T ],Vh) via
(Rk,ms(t)ϕ | ψ)V(t) = (ϕ | ψ)V(t) , t ∈ [0, T ], ϕ ∈ Vh, ψ ∈ Vk,ms(t).
Additionally, we introduce R̃k,ms(t) ∈ L(Vh,Vk,ms(t)) and correspondingly for time-
dependent functions R̃k,ms : C






In contrast to the (Ritz) projection Rk,ms, the projection R̃k,ms is not orthogonal to
Vk,ms(t) with respect to the inner product of V(t). We emphasize that, nevertheless, the
structure of R̃k,ms is very similar to the ideal multiscale projection Rms = Id−Rf. This
is a key aspect of our error analysis.
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Finally, we introduce the space Hk,ms(t) consisting of the same functions as Vk,ms(t),
but equipped with the inner product of H, as well as Xk,ms(t) = Vk,ms(t) × Hk,ms(t).
The corresponding time-dependent multiscale projections Pk,ms(t) ∈ L(Hh,Hk,ms(t))
and Pk,ms : C
1([0, T ],Hh)→ C1([0, T ],Hh) satisfy
(Pk,ms(t)ϕ | ψ)H = (ϕ | ψ)H , t ∈ [0, T ], ϕ ∈ Hh, ψ ∈ Hk,ms(t).
Remark 2.1. The time-dependency of aε requires the multiscale spaces to be time-
dependent as well, which largely influences the fully discrete scheme and its error analysis
below. In the special case where aε(t, x) = a1,ε(x)a2(t), the localized element projections
Rf,k,K(t) in (2.11) can be equivalently formulated with a1,ε only, so that they become time-
independent. Hence, in this special case, we can work with time-independent multiscale
spaces and the following error analysis can be simplified. We illustrate this fact also in
the numerical experiments.
2.2 Fully discrete scheme
Following the method-of-lines approach, we now present the fully discrete localized or-
thogonal decomposition method for the wave equation with time-dependent multiscale
coefficients (1.4) based on the backward Euler scheme for the discretization in time. To
this end, let τ > 0 denote the fixed time step, N ∈ N with Nτ ≤ T , and tm = mτ
for all m ≤ N . We introduce for m = 0, . . . , N the short notation Xm = X (tm),













Amk,ms = Pmk,msAh(tm), Fmk,ms = Pmk,msFh(tm), y0k,ms = P0k,msy0h. (2.15)









k,ms, n = 0, . . . , N − 1. (2.16)
Note that we apply the projection Pn+1k,ms to the previous approximation y
n
k,ms in order to
ensure yn+1k,ms ∈ X
n+1
k,ms. Thus, the right-hand side of (2.16) is well defined.
We now state our main result, which yields wellposedness and a rigorous error estimate
for the fully discrete scheme.
Theorem 2.2. Let yh = (uh, ∂tuh) be the solution of (2.2) with
uh ∈ C3([0, T ],Hh) ∩ C2([0, T ],Vh) (2.17)
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|logH|/|logµ|. Then, the approxi-




k,ms) obtained by the fully discrete localized orthogonal decom-
position method (2.16) for the wave equation with time-dependent multiscale coefficients
(1.4) satisfy for n = 1, . . . , N the error estimate





where the constants Cu,f , Ca > 0 depend on ca, Ca, C∂ta , and the mesh regularity, but not
on the variations of aε. Further, Cu,f depends on (2.17), but not on ε. The constant
0 < µ < 1 is given by Proposition 3.3.
The proof of the main result is given at the end of the next section. We conclude this
section with the following remarks.
Remark 2.3. As stated in Remark 1.1, wellposedness of wave equations with time-
dependent coefficients of the form (1.4) and (2.2) is studied in [13]. In particular, the
author derives compatibility conditions on the initial data and the right-hand side such
that the regularity assumption (2.17) on uh holds. In order to have ε-independent a
priori bounds on uh in the associated norms, it is additionally required that the initial
values and the right-hand side satisfy ε-independent bounds in appropriate norms, cf. [2]
for a detailed discussion in the case of time-independent aε. For instance, it is shown
in [13] that the assumption of well-prepared data is satisfied for vanishing initial data
and fh ∈W 2,1([0, T ],Hh).
Remark 2.4. Similar arguments as in the proof of Theorem 2.2 also yield an error
estimate for the spatially discrete problem without the discretization in time. However,
since wellposedness thereof is much more involved, we refrain from presenting the details
here.
Remark 2.5. We emphasize that our analysis for the backward Euler scheme offers a
good starting point for the derivation of higher-order schemes. For instance, correspond-
ingly to (2.16) we propose the following fully discrete scheme for the wave equation with
























n = 0, . . . , N − 1. (2.18)
The discrete operators are defined as in (2.14) and (2.15) with tm+1/2 = tm +
τ
2 . In




k,ms , which is crucial for the right-hand side to
be well defined, but not yn+1k,ms ∈ X
n+1
k,ms. We point out that in our numerical experiments
in Section 5 this scheme is second-order convergent. However, since the corresponding




The aim of this section is to provide a rigorous proof for our main result Theorem 2.2.
To this end, in the first subsection we investigate the approximation properties of the
projection operators. Based on these estimates, we finally conclude an error estimate
for the fully discrete scheme in the second subsection.
3.1 Approximation properties of projections
In the following, we study the projections introduced in Section 2.1. In particular, this
includes the derivation of estimates for the corresponding time derivatives.




= 0 in Vh
imply





Thus, in the following lemmas we study the ideal multiscale projection Rms and the
perturbation error due to the localization Rf,k of the finescale projection Rf. Finally, we
conclude bounds for the non-orthogonal multiscale projection R̃k,ms.
We start with the ideal multiscale projection Rms introduced in (2.9).



















where the hidden constant might depend on ca, Ca, C
∂t
a , and the mesh regularity, but not
on the spatial variations of aε.
Proof. The estimate (3.2) follows directly from Rf = Id−Rms, the norm equivalence






































For the first term, we derive with the definition (2.3) of Ah, ψ ∈ ker IH , and (2.5) the
bound























Finally, (3.2) and the norm equivalence (1.3) conclude the proof.
Although ‖Ah(t)ϕ‖H is in general not uniformly bounded in h, we point out that the
finite element solution yh = (uh, ∂tuh) ∈ C1([0, T ],Xh) of (2.2) satisfies
‖Ah(t)uh(t)‖H = ‖∂ttuh(t)− fh(t)‖H. (3.5)
Thus, for ϕ = uh and Fh ∈ C([0, T ],Xh) the right-hand side of (3.2) is uniformly bounded





‖H = ‖∂tttuh(t)− ∂tfh(t)‖H. (3.6)
Thus, for ϕ = uh the right-hand side of (3.3) is also uniformly bounded in h if we have
yh ∈ C2([0, T ],Xh) and Fh ∈ C1([0, T ],Xh).
However, note that for time-dependent multiscale coefficients the same trick is not
feasible for ϕ = ∂tuh, since the product rule yields









uh(t)‖H is in general not uniformly bounded in h. Thus, we provide
alternative bounds in the following lemma using only the energy norm on the right-hand
side.















where the hidden constant might depend on ca, Ca, C
∂t
a , and the mesh regularity, but not
on the spatial variations of aε.
Proof. The bound (3.7) follows from Rf = Id−Rms, (2.5), and (2.7). Furthermore, we
obtain with Rf : C




















we also have (3.8).
So far we only studied the ideal multiscale projection Rms. In order to obtain similar
bounds for the localized projection R̃k,ms, we first study the error introduced by the
localization.
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Proposition 3.3. Let t ∈ [0, T ] and ϕ ∈ C1([0, T ],Vh). There is a constant 0 < µ < 1















The hidden constant might depend on ca, Ca, C
∂t
a , and the mesh regularity, but not on
the variations of aε.
Proof. The estimate (3.9) was shown for instance in [18, Lem. 3.6]. Thus, we focus on
the proof of (3.10) in the following, which consists of three parts. In the first two parts,




















In the last part, we then conclude the global estimate (3.10). Note that in the remainder
of the proof we omit the time-dependency of functions for the sake of readability. More-
over, we refrain from specifying the element K ∈ TH for each patch Nk(K) whenever
this is clear from the context.
Step 1: Proof of (3.11): A corresponding estimate for constant-in-time coefficients
is shown in [28, Thm. 4.1]. In the following, we extend this result to time-dependent
multiscale coefficients.
For k ≥ 4 and K ∈ TH fixed we introduce the cut-off function η1 ∈ VH with
η1 = 0 in Nk−3(K), η1 = 1 in Ω \Nk−2(K).
Thus, we obtain for ϕ̃ = Rf,Kϕ the estimate
‖∂tϕ̃‖2V(t),Ω\Nk ≤ (∂tϕ̃ | (Id−IH)(η1∂tϕ̃))V(t) + (∂tϕ̃ | IH(η1∂tϕ̃))V(t)
− (aε∇ ∂tϕ̃ | (∇η1)∂tϕ̃)H .






















(∂tϕ̃ | (Id−IH)(η1∂tϕ̃))V(t) = − (∂taε∇ ϕ̃ | ∇ψ)H
. ‖ϕ̃‖V,Ω\Nk−4‖∂tϕ̃‖V,Ω\Nk−4 ,
where we used (2.5) in the last step. Since the other two terms can be bounded as
in [28, Thm. 4.1], we obtain with constants C1, C2 > 0
‖∂tϕ̃‖2V(t),Ω\Nk ≤ C1‖∂tϕ̃‖
2
V(t),Nk\Nk−4 + C2‖ϕ̃‖V,Ω\Nk−4‖∂tϕ̃‖V,Ω\Nk−4 .
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for some 0 < µ < 1 and C3 > 0. Thus, we finally obtain with
‖∂tϕ̃‖V . ‖ϕ‖V,K + ‖∂tϕ‖V,K
and the exponential decay of ϕ̃ = Rf,Kϕ from [28, Thm. 4.1] the estimate (3.11), which
remains valid for k < 4.










































∂taε∇w | ∇ ψ̃k
)
H


















‖∂tϕ̃− ψk‖V + ‖w‖V‖∂tw‖V ,
where we used the Cauchy–Schwarz inequality together with the norm equivalence (1.3)
and the regularity (1.2) of aε in the last step. Since ψk is arbitrary, we have shown
‖∂tw‖V . ‖w‖V + inf
ψk∈Vf (Nk)
‖∂tϕ̃− ψk‖V .
Using the estimate for w = (Rf,K−Rf,k,K)ϕ from [28, Cor. 4.2], the first term is bounded
by the right-hand side of (3.12). For the second term, without loss of generality let k ≥ 3.
We choose ψk = (Id−IH)(η2∂tϕ̃) with the cut-off function η2 ∈ VH with
η2 = 1 in Nk−2(K), η2 = 1 in Ω \Nk−1(K).
The estimate (3.12) then follows with the same arguments as in the proof of [28, Cor. 4.2].
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Step 3: Proof of (3.10): To obtain the global bound (3.10), we use (3.12) and the




















Due to the mesh regularity, this yields (3.12).
Remark 3.4. Compared to (3.9) the estimate (3.10) for the time derivative seems to
be sub-optimal. However, we point out that due to the dominant exponential decay,





Theorem 2.2 is sufficient to ensure the optimal convergence rates of the fully discrete
scheme. Nevertheless, in future research it might be possible to improve the estimate
(3.10).
Due to (3.1), we directly conclude approximation properties of the localized projection
R̃k,ms based on the previous lemmas.
Corollary 3.5. Let t ∈ [0, T ] and ϕ ∈ C1([0, T ],Vh). There is a constant 0 < µ < 1












































The hidden constant might depend on ca, Ca, C
∂t
a , and the mesh regularity, but not on
the variations of aε.
We emphasize that (3.14) and (3.15) are also valid for the standard localized multi-
scale projection Rk,ms, cf. [26, Lem. 3.5]. However, up to our knowledge it is unclear
whether this also extends to the estimates (3.16) and (3.17) for the time derivatives,
even with Proposition 3.3 at hand. To circumvent this, in our analysis we rely on the
non-orthogonal localized multiscale projection R̃k,ms instead.
3.2 Analysis of fully discrete localized orthogonal decomposition
Finally, we present the proof of our main result.
Proof of Theorem 2.2. Using a similar notation as in (2.15), i.e.,
ymh = yh(tm), Amh = Ah(tm), Fmh = Fh(tm), m = 0, . . . , N,
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the solution yh = (uh, ∂tuh) of (2.2) satisfies the perturbed scheme
yn+1h = y
n






BE , n = 0, . . . , N − 1,








Thus, the multiscale error enk,ms = y
n






































Taking the inner product in X n+1k,ms with e
n+1














To further bound the right-hand side, we first obtain due to the stability of R̃k,ms,
(3.9), and (3.14) for ϕh ∈ Vh and ψH ∈ VH the estimate((
R̃n+1k,ms − Id
)
































Based on an inverse estimate, cf. [7, Thm. 4.5.11], and the stability (2.5) and (2.6) of
IH in V and H, respectively, we further have




H,v ‖V . H
−1‖en+1k,ms,v‖H.




|logH|/|logµ| we conclude with the Cauchy–Schwarz
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For the defect, we deduce with Taylor’s theorem
‖δn+1BE ‖Xn+1 . τ
(
‖∂ttuh‖L∞([0,T ],V) + ‖∂tttuh‖L∞([0,T ],H)
)
.














+ ‖uh(t)‖V + ‖∂tuh(t)‖V + ‖∂ttuh(t)‖V
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for some ε-independent constant Ĉu,f > 0 depending on the regularity assumptions
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h) the initial error satisfies
due to (2.15) and (3.15) the estimate
















. H‖v0h‖V‖e0k,ms‖X 0 .
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4 Practical aspects
In the previous sections, we proved that our fully discrete scheme (2.16) for the wave
equation with time-dependent multiscale coefficients is wellposed and first-order conver-
gent. However, since the multiscale coefficient aε is time-dependent, we have to recom-
pute all correctors (2.10) in each time step, which might become rather time-consuming
in practice. To circumvent this, we modify (2.16) in the following two subsections. First,
we propose a Petrov–Galerkin variant in the spirit of [8] to avoid products of multiscale
functions thereby reducing the communication in the assembly of the mass and stiff-
ness matrices of the discrete system. Furthermore, this allows for an adaptive update
strategy, which significantly improves the computational efficiency, cf. [16,17]. We work
with the backward Euler time stepping scheme as before, but emphasize that the fol-
lowing derivations can be easily transferred to the implicit midpoint rule mentioned
in Remark 2.5.
4.1 Petrov–Galerkin formulation
We introduce the Petrov–Galerkin formulation in the matrix-vector-notation. To do
so, we denote the nodal basis of the coarse finite element space WH by {λj}Jj=1, i.e.,
there are grid points {xj}Jj=1 ⊂ Ω such that λi(xj) = δij , i, j = 1, . . . , J , where δij
denotes the Kronecker delta. Due to the structure of the localized multiscale space
Vk,ms(t) (2.12), we identify any time-dependent function ζ : [0, T ] → Vk,ms(t) with its
time-dependent vector-valued representation ζ = (ζ
1
, . . . , ζ
J








λjζj(t), t ∈ [0, T ].
For the Petrov–Galerkin variant of (2.16) we directly use the coarse finite element
space VH instead of the time-dependent localized multiscale space Vk,ms(t) as the test

























i, j = 1, . . . , J,
based on the short notation amε = aε(tm, ·) and Rmf,k,K = Rf,k,K(tm) for the multiscale























j , m = 0, . . . , N,
where the vector-valued representations satisfy the recursion
Mn+1zn+1i =M




i , n = 0, . . . , N − 1. (4.1)
For the initial value, we set z0 = IHy
0
h. Further, we set F
n+1
i = (fh(tn+1, ·) | λi)L2(Ω).
Remark 4.1. Note that in (4.1), we slightly modified the projection of zni in com-
parison to (2.16). Namely, we use the finescale projection Rn+1f,k,K instead of projecting
(Id−Rnf,k,K)λizni onto V
n+1
k,ms. This, however, is justified by the error estimates obtained
through (3.9). In fact, one can even use the standard finite element mass matrix on the
coarse mesh, see [30], and mass lumping is possible as well, see [12].
4.2 Adaptive update strategy
As a remedy for the recomputation of all correctors in each time step, we propose an
adaptive update strategy for the correctors and LOD matrices that will be investigated
in detail in the numerical experiments. The strategy is based on the following local error
indicators. Let aiε = aε(ti, ·) and anε = aε(tn, ·) be the coefficients at two different time
instances with associated correctors Rif,k and R
n






the local average of aε and by
ˆ̂aε,Nk(K)(t, x) = aε(t, x)|Nk(K)/aNk(K)(t)
the locally scaled version of aε. Similar to [16, 17], we define for each element K ∈ TH






2 = ‖ˆ̂aiε(ˆ̂anε )−1‖L∞(K)
∑
K′∈Nk(K)






where χK denotes the characteristic function of K. We emphasize that we consider
locally scaled versions of the coefficients in contrast to the original indicators [17]. This
scaling is important in the present setting of time-dependent coefficients: As discussed
in Remark 2.1, the correctors and multiscale spaces do not need to change over time in
the case of coefficients with “tensor-product structure”, i.e., aε(t, x) = a1,ε(x)a2(t). The




ε ) = 0 for
all K, i and n for such tensor-product coefficients aε.
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Remark 4.2. We choose to scale the coefficient by dividing with its local average. Other
scalings, such as the local minimum or maximum, are equally possible. To extend the
procedure to matrix-valued coefficients, one can, for instance, scale with the local average
of the trace of aε.
We now explain the adaptive algorithm which we illustrate for the LOD stiffness
matrix An in the nth time step. For the first time step, all correctors R̂f,k = R
1
f,k are
computed based on â1 = aε(t1, ·), as described in the previous section. In the subsequent
time steps, we evaluate EK(â
n−1, anε ) for all elements K. Given a prescribed tolerance
tol, we mark all elements with EK(â
n−1, anε ) ≥ tol and compute a new corrector Rnf,k,K
for these elements based upon anε . Otherwise, the available corrector from the previous
time step(s) is used. We then set
R̂nf,K,k =
{




anε |Nk(K), K marked,
ân−1K , else,









This simply means that the LOD stiffness matrix is defined as a mixture of newly
computed correctors as well as local coefficients of the current time step and reused
correctors and local coefficients of previous time step(s). A similar procedure can be
applied to calculate the other LOD matrices if necessary. Finally, we note that in the
extreme cases tol = 0 or tol = ∞, we obtain the Petrov–Galerkin variant of the
method from Section 2.2 or a time-stepping with fixed multiscale space based upon
a(t1, ·), respectively.
Remark 4.3 (Practical choice of tol). Since the absolute value of the error indicator
is hard to predict in practice, we suggest the following choice of the tolerance that is
also used in our numerical experiments: Fix a tolerance factor ζtol ∈ [0, 1] and set the
















where EnK = EK(â
n−1, anε ) denotes the error indicator in the nth step.
It was shown in [17] that Rnf,k,K − R̂nf,k,K can be bounded by EK(ân, anε ) and thereby




‖ . kd/2 tol
holds for all n in a suitable matrix norm.
Let ŷnk,ms ∈ (1 − R̂nf,k)XH be the LOD solution computed with the adaptive update
strategy. From Theorem 2.2 and a perturbation argument, we expect the following error
estimate
‖ŷnk,ms − ynh‖X ≤ Cu,f eCatn (τ +H + tol).
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In fact, our numerical experiments show that the LOD with adaptive update strategy
still converges with (spatial) rate H if tol is chosen small enough and consequently the
consistency error is sufficiently small in comparison to the discretization error.
5 Numerical examples
In this section, we illustrate the theoretical error estimate and the adaptive update
strategy by numerical examples. We implemented the Petrov–Galerkin method with
the implicit midpoint rule as the time integration scheme using the python module
gridlod [15]. The code to reproduce the examples below is publicly available at https:
//github.com/BarbaraV/gridlod-timedependent.
Throughout the experiments, we consider the wave equation with time-dependent
multiscale coefficients on the spatial domain Ω = [0, 1]2 and for the time interval [0, T ]
with final time T = 1. We always use homogeneous initial conditions, i.e., u0 = 0 and
v0 = 0. The numerical experiments study the relative error between a finescale finite
element (reference) solution and the LOD solution measured in the energy norm of X
at final time T = 1.
5.1 Spatial and temporal convergence
In our first numerical experiment, we illustrate spatial and temporal convergence rates
of the LOD where all correctors are updated in every time step. We choose a periodic
time-dependent multiscale coefficient as













with ε = 2−7 and compare two right-hand sides with different spatial regularity, namely
f1(t, x) =
{
20t+ 230t2, x1 > 0.4,
100t+ 2300t2, x1 < 0.4,
and
f2(t, x) = 20t(x1 − x21)(x2 − x22) + 230t2(x1 − x21 + x2 − x22).
Note that f1 ∈ C∞(0, T ;L2(Ω)) and f2 ∈ C∞(0, T ;H1(Ω)). The reference solution is
computed using the finite element method on a fine mesh with mesh width h = 2−9 and
the implicit midpoint rule with step size τ = 2−7.
We first fix τ = 2−7 for the LOD and study the spatial convergence on meshes with
H = 2−2, 2−3, . . . , 2−6 and k = 1, 2, 2, 3, 3. Figure 5.1 (left) shows that for f1, we obtain a
bit more than linear convergence (rate of about H3/2) and for f2, the convergence is even
of quadratic order. Note that f1 fulfills the regularity and compatibility requirements
for our theoretical error estimates and the results underline the spatial convergence rates
predicted. Slightly more than linear convergence was also observed in numerical exper-
iments for the autonomous wave equation, cf. [30]. The better rate for f2 is explained
by its higher spatial regularity H1(Ω) as also shown theoretically in the time-invariant
19





































Figure 5.1: Convergence of the relative energy error for the experiments of Section 5.1,
left: spatial convergence, right: temporal convergence.
case [2]. These refined error estimates may carry over to the present non-autonomous
case. The slower convergence for the smallest H for f2 can probably be cured by a larger
choice of k.
To study the temporal convergence, we fix H = 2−6 and k = 3 and vary τ =
2−2, 2−3, . . . , 2−6. Figure 5.1 (right) shows that we obtain a quadratic rate in τ for
both right-hand sides. This is the expected result for the implicit midpoint rule, cf. Re-
mark 2.5. Altogether, this experiment clearly underlines the theoretically expected con-
vergence rates for the LOD energy error when all correctors are updated in every step.
5.2 Adaptive update strategy
We now study the adaptive update strategy presented in Section 4.2 and its influence on
the energy error. In the following we focus on the spatial convergence for fixed tolerance
as well as the dependence of the error on the chosen tolerance. We compare different
multiscale coefficients, which are discontinuous in space. We choose as right-hand side
f(t, x) = sin(πx1) sin(πx2)(5t+ 50t
2),
which has the same regularity properties as f2 in the first example. The reference finite
element solution is again computed with h = 2−9 and τ = 2−7.
The first coefficient is
a1(t, x) = (1 + 0.5 cos(9t))adisc(x), with adisc(x) =
{
10, xε ∈ [0.25, 0.75]
2,
1, else,
with ε = 2−7. The coefficient adisc is visualized in Figure 5.2 (left), where we chose
ε = 2−5 for better visibility. The structure of a1 allows us to keep the correctors constant
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Figure 5.2: First experiment in Section 5.2: coefficient adisc for ε = 2
−5 (left – blue is 1
and yellow is 10) and spatial convergence of the LOD method for a1 (right).
in time, cf. Remark 2.1, and only multiply the stiffness matrix with the global value
(1+0.5 cos(9tn+1/2)) in the nth time step. Hence, in this case the method is as efficient as
for time-independent coefficients: We can pre-compute the multiscale basis (or the LOD
stiffness matrix) and only have to solve a small linear system in each time step. Figure 5.2
(right) shows the spatial convergence for H = 2−2, 2−3, . . . , 2−6, k = 1, 2, 2, 3, 3, and
τ = 2−7, where we observe a quadratic rate as expected due to the spatial regularity
of the right-hand side, as discussed in the previous section. We emphasize that it is
crucial to use the error indicator with scaled coefficients in this example since otherwise
unnecessary updates of the correctors would be triggered.
Now we consider two coefficients without this “tensor-product” structure in space and
time to study the influence of the update strategy. We consider
a2(t, x) =
{
(1 + 0.5 cos(9t))adisc(x), x ∈ [0.25, 0.75]2,
adisc(x), else,
and
a3(t, x) = adisc(x) + 1 + 0.5 cos(9t)
with the same adisc as for a1. We first update all correctors where the indicator has
a value larger than the mean value of all error indicators, i.e., ζtol = 0.5 as explained
in Remark 4.3. The spatial convergences for H = 2−2, 2−3, 2−4, 2−5, k = 1, 2, 2, 3, and
τ = 2−6 are shown in Figure 5.3 (left). Except for the last mesh size, we still obtain at
least linear convergence in H, while especially for a2 we even have quadratic convergence.
The theoretically expected order is O(H2) if we update all correctors in every time step
and slower linear convergence as well as the stagnation for the last mesh size can be
explained by the dominance of the updating error. Still, the relative energy error is only
a few percent for mesh sizes of H = 2−4 or H = 2−5, which is satisfactory in many
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Figure 5.3: Second experiment in Section 5.2: spatial convergence for fixed tolerance
factor 0.5 (left) and error as well as maximal tolerance in dependence on
tolerance factor (right).
applications. Moreover, we emphasize that by the adaptive strategy we only need to
update 14.1% or 50.6% of the correctors on average in every step for a2 or a3, respectively.
As the main computation time is spent on the assembly of the LOD stiffness matrices,
such an adaptive update strategy reduces the computational complexity considerably in
comparison to the “perfect” case where correctors are computed in every time step. The
smaller update percentage for a2 is caused by the time modulation acting only in some
part of the domain. Figure 5.3 (right) shows how the maximal tolerance (over all time
steps) as well as the energy error evolve for different choices of the tolerance factor for
fixed H = 2−5 and k = 3. We see that tolerance factors around 0.5 seem to provide a
good compromise between computational efficiency and accuracy.
On the whole, we conclude that in all cases considered, we could achieve relative
energy errors of only a few percent already using moderate mesh widths and time step
sizes and updating only about half of the correctors on average in every time step.
Conclusion
In this work, we analyzed a multiscale method in the spirit of the localized orthogo-
nal decomposition for wave equations with time-dependent multiscale coefficients. The
method constructs (coarse) multiscale spaces in each time step. We rigorously proved
convergence rates in the mesh width and the time step size for spatially rough coeffi-
cients. For this, we showed the exponential decay of the time derivative of the multiscale
basis functions. To obtain a computationally efficient method, we proposed an adaptive
update strategy for the multiscale basis based upon an appropriate error indicator. The
22
presented numerical examples have underlined the theoretical findings and in particular
show that small updates in every time step and moderate choices of the oversampling
parameter are already sufficient to obtain reasonable approximations.
We expect the methodology and the techniques of error analysis to carry over to other
problem classes as well, for instance parabolic problems with space- and time-dependent
coefficients. Further, by considering several previous time steps in the adaptive update
strategy, even more coefficient classes such as (almost) time-periodic coefficients may
become treatable in the future.
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[32] V. Nikolić and B. Wohlmuth. A priori error estimates for the finite element ap-
proximation of Westervelt’s quasi-linear acoustic wave equation. SIAM J. Numer.
Anal., 57(4):1897–1918, 2019.
[33] H. Owhadi and L. Zhang. Numerical homogenization of the acoustic wave equations
with a continuum of scales. Comput. Methods Appl. Mech. Engrg., 198(3-4):397–406,
2008.
[34] D. Peterseim. Eliminating the pollution effect in Helmholtz problems by local sub-
scale correction. Math. Comp., 86(305):1005–1036, 2017.
[35] D. Peterseim and M. Schedensack. Relaxing the CFL condition for the wave equa-
tion on adaptive meshes. J. Sci. Comput., 72(3):1196–1213, 2017.
[36] D. Peterseim and B. Verfürth. Computational high frequency scattering from high-
contrast heterogeneous media. Math. Comp., 89(326):2649–2674, 2020.
25
