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Abstract 
Let v(A) be the extinction probability for a contact process on a countable set S with initial 
state A c S. We prove that for any sets A, B c S, 
v(AnB)v(AuB) > v(A)v(B). 
We also prove an analogous statement for oriented percolation. 
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1. Introduction 
Let S be any countable set, and take 6(x), x E S and J(x, y), x, y E S to be nonnegative 
numbers which satisfy 
sup 6(x) < cc and sup c [1(x, y) + n(y, x)] < z. 
XPS ES yss 
Let q, be the corresponding contact process on S, which is the Markov process on 
(0, 1)’ with the following transitions at x E S: 
0 --* 1 at rate 1 n(x, Y)~(Y), 
Y 
1 -+O at rate S(x). 
This process has been intensively studied for two decades ~ see Liggett (1985), Ch. VI), 
Durrett (1988, Chs. 4 and 11) and Konno (1994), for example. Among the objects of 
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greatest interest is the extinction probability for the process with initial state A c S: 
v(A) = P’~{Q = 0 for some t}. 
The first part of this paper is devoted to the proof of some inequalities which this 
quantity must satisfy. Then we consider the analogous issue for oriented bond 
percolation, which can be viewed as a discrete time version of the contact process. 
In order to motivate our results, we begin by discussing correlation inequalities for 
the contact process. A probability measure p on (0, 11” is said to have positive 
correlations if 
for all increasing continuous functions f and g on (0, l}“. Harris (1977) proved the 
following statement for processes which are more general than contact processes: If 
the initial distribution p,, has positive correlations, then so does the distribution pr at 
time t. (See Liggett (1985, Section 2, Chap. II) for the precise statement.) If PO is taken 
to be the point mass on the configuration q E 1 (which has positive correlations), then 
the upper invariant measure v of the process is given by 
v = lim pLt. 
f’rn 
Therefore, v has positive correlations by Harris’ theorem. 
By duality (see Liggett, 1985, Theorem 1.7, Chap. VI), the extinction probability 
v(A) for the process starting from ‘1 = lA satisfies 
v(A) = v{ljq(x) = 0 VXEA}. 
(It is because of this identity that we use the letter v to denote both the upper invariant 
measure and the extinction probabilities.) It follows that 
v(AuB) 2 v(A)v(B). (1.1) 
In another paper, Harris (1974, Theorem 6.2) proved that 
v(AuB) + V(AUB) 2 v(A) + v(B), (1.2) 
a property he called submodularity. 
In this paper, we prove a version of Harris’ (1977) Theorem, which (in the same way 
as for (1.1)) leads to the statement in the summary: 
v(AnB)v(AuB) 3 v(A)v(B), A, B c s. (1.3) 
Note that (1.3) is stronger than both (1.1) and (1.2). This is clear in the case of(l.1). For 
(1.2), use the monotonicity of v( .) to write 
[V(A) - v(AuB)] [v(AnB) - v(A)] 2 0, 
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which implies that 
?(A) + v(AuB)v(AnB) < v(A)[v(AuB) + v(AnB)]. 
Now use (1.3) to replace the left-hand side of this inequality by 
v(A)Cv(A) + v(B)1 
and cancel the common factor of v(A) to get (1.2). Inequality (1.3) was conjectured by 
Konno (1994, Conjecture 3.4.13). 
Theorem 1.4. Let pt(A) = ,ur(q: q(x) = 0 VXE A), where pLt is the distribution of the 
contact process qt at time t. Zf 
AAnBMAuB) > ~d4~dB) 
for all A, B c S ancl all t > 0. 
This theorem will be proved in the next section. Note that its consequence (1.3) can 
be interpreted as saying that the upper invariant measure v satisfies the following 
conditional positive correlations property: 
v{y~ E 0 on AABlq G 0 on AnB} 
> v{q E 0 on A\BIq E 0 on AnB}v{q = 0 on B\Alq E 0 on AnB}. 
One reason for our interest in (1.3) is that the corresponding statement in which the 
conditioning is on {q z 1 on AnB} in each of these probabilities instead of on {q = 0 
on AnB} is not true, as was shown in Liggett (1994). 
When S = Z’, the set of integers, we can define a sequence by 
a, = v({l, 2, . . . ,n}). 
A special case of (1.3) is then the statement that a,, is logarithmically convex: 
a,-la,+1 b 4. 
Logarithmic convexity of related quantities has played an important role in the theory 
of the contact process - see Liggett (1985, Lemma 1.24, Ch. VI) and Liggett (1992, 
Theorem 2.1), for example. 
Now we turn to the case of oriented (bond) percolation. For background on this 
subject, one can refer to Durrett (1984) or Durrett 1988, Ch. 5). Let 
I/ = ((m,n)EZ*:m + n is even} 
be a vertex set, with oriented bonds leading from (m, n) to (m f 1, n + 1) for each 
(m, n)~ V. Bonds are taken independently to be open with probability p and closed 
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with probability 1 - p. Paths are sequences of consecutive bonds which respect their 
(upward) orientations. A path is called open if each edge in the path is open. For 
A c 22, let 
v,(A) = P [there is no open path from (m, 0) to (k, n) for any m E A and any k], 
and 
v(A) = lim v,(A) 
n-+03 
be the extinction probability for the process with initial set A. Then we have the 
following result. 
Theorem 1.5. For any A, B c 22, 
v(AnB)v(AuB) > v(A)v(B). 
The main work of the proof of Theorem 1.5 is contained in Theorem 1.6 below, 
which is proved in Section 3. It formalizes the induction step which corresponds to 
Theorem 1.4, which is in effect a “continuous time” induction statement. The discrete 
time context is in principle harder, because many transitions can occur in one discrete 
time interval, while the contact process allows only one transition at a time. In fact, 
Harris’ (1977) theorem is false in discrete time, as he pointed out in his paper. Versions 
of Theorem 1.5 for other oriented percolation models (e.g., site models or models in 
higher dimensions) are also easy consequences of the next result. 
Theorem 1.6. Suppose that S is a countable set, and that v( .) is a positive decreasing 
function of subsets of S which satisfies 
v(AnB)v(AuB) > v(A)v(B), A, B c S. (1.7) 
Let now A, B, C, D be random subsets of S obtained by including points independently 
with the following probabilities: 
P(x E A) = a(x), P(x E B) = b(x), P(x E C) = c(x) and P(x E D) = d(x), 
where the functions a, b, c, d satisfy 
0 e d(x) d c(x), b(x) d a(x) < 1 (1.8) 
and 
[l - b(x)][l - c(x)] d [l - a(~)][1 - d(x)] 
for XES. Then 
(1.9) 
(1.10) Ev(A)Ev(D) 2 Ev(B)Ev(C). 
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Remark. If a(x), b(x), c(x), d(x) take only the values 0 and 1, then A, B, C, D are 
deterministic, and (1.8) and (1.9) become 
DC BnC and A= BuC, 
so that (1.7) is also necessary for (1.10) to hold whenever (1.8) and (1.9) do. 
Proof of Theorem 1.5. It suffices to prove the inequality for v,, which we do by 
induction on n. The initial case is immediate, since 
v,(A) = lc,=,,. 
For the induction step, assume that v, satisfies the inequality, and condition on the set 
of sites reached from A after the first step to write 
vn + I (4 = Ev,(A’), 
where A’ is a random subset of Z in which points are placed independently with the 
following probabilities: 
I 
0 ifm-l,m+l$A, 
P(meA’)= q ifm-l,m+lEA, 
p otherwise, 
where 4 = 2p - p2, and similarly for B’. (The only difference in the proof for the site 
percolation case is that then q = p.) Thus, we need to show that 
Ev,((AnB)‘)Ev,((AuB)‘) 2 Ev,(A’)Ev,(B’). 
But this follows from Theorem 1.6 applied to the four random sets 
(AuB)‘, A’, B’, (AnB)‘, 
since the possible values of the vector (a, b, c, d) in this application are the following: 
(4, 4, 4,4)> (4, 42 P, P), (4, P, 4, PL (P, P2 P, P)> (a 43 O>O)> 
(4, p, p, O), (P, P> O,O)? (4>0, 4, O), (P? 07 P, (9, (09 02 09 O), 
all of which satisfy (1.8) and (1.9). These possibilities correspond to which of 
(m-l,m+l}areinwhichofA,B: 
m + 1 E AnB (4, 4, q,q) (4,4, P, P) (4, P, 4, P) (PY P, PY P) 
m + 1 E A\B (q, q, P, P) (4, q, 0, 0) (4, Pt P, 0) (P, P> @o) 
m + 1 E B\A (4, P, q, P) (4, P, ~~0) (4, q9 O,(J) (~2 03 PY 0) 
m + l$AuB (P,P,P,P) (P,P,O,O) (P~@P,O) (0~0~0~0). 
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2. Proof of Theorem 1.4 
By standard approximation arguments, it is enough to prove the theorem in case 
S is finite - see Liggett (1985, Corollary 3.14, Ch. I). By an even easier approximation 
argument, we can assume that p. (and hence pI) assigns strictly positive probabilities 
to all points in (0, l}“. Define 
f,(A B) = k(An%L,(Au@ - P@)P#) 
for A, B c S and t > 0. In order to show that the nonnegativity of these quantities is 
preserved by the evolution, we need to compute 
-&(A, B), (2.1) 
and express it appropriately in terms of f,(A, B) for other A’s and B’s. The derivative in 
(2.1) is the sum of terms, each corresponding to a 6(x) or a A(x, y), as can be seen by 
writing 
g ~tb4 = c W)CM\x) - PMI - 1 4x, Y)CPL,(A) - PL,(AuY)I 
XEA XPA, ~64 
and using the product rule. In this expression and subsequently, we often write x for 
{x}. We will consider each term in (2.1) separately, omitting the 6 and A factors for 
now. 
Terms in (2.1) corresponding to S(x): 
AAnBM(AuB)\x) + ~dAuBh((AnB)\4 - 14&4B\x) 
- ~tPh(A\x) - X-4,B). 
If x # AuB, (2.2) is zero. If x E A\B, (2.2) is 
while if x E B\A, (2.2) is 
.LM B\x) -f,(A, B). 
If XE AnB, then by adding and subtracting terms, (2.2) can be written as 
~dAM(AnB)\x) - dA\xMAnB) 
AAn@ 
X 
dBM(AnB)\x) - dB\xMAnB) 
d(AnB)\x) 
(2.2) 
+ k@nB) 
pL,((AnB),x) C~~((AuB)\x)~Lt((AnB)\x) - II~A\~cL~(B\x)I 
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since 
(A\x)u(AnB) = A, (A\x)n(AnB) = (AnB)\x, 
(B\x)u(AnB) = B, (B\x)n(AnB) = (AnB)\x, 
(A\x)u(B\x) = (AuB)\x, (A\x)n(B\x) = (AnB)\x. 
Terms in (2.1) corresponding to A(x, y), x # y: 
d(AnB)MAuBuy) - P~(AuB)I GARB 
+ P~(A~B)LM(A~WY) - AAnB)l GARB 
- ,~WK@JY) - ~t(B)l lBtx) - PAB)CA(AUY) - k(A)] IA(~). 
If x # Au B, (2.3) is zero. If x E A\B, (2.3) is 
G4nB)CAAuBuy) - ~dAuB)l - MOC~t(Au~) - ~~(41 
=MuY, B) -S,M B) + G4uBuy)MAnB) - dVwW)l, 
while (similarly) if x E B\A, (2.3) is 
f;(A BUY) -f,(A B) + A4uBuy)CAAnB) - AAnPuy))l. 
If x E Au B, then (2.3) becomes 
pUnB)AAuBuy) + AAuB)pt((AnB)uy) 
- PL,(&L~(BuY) - P~(B)P,(AuY) - 2Y&4> B). 
When y E AuB, (2.4) can be written as 
f,(A, BUY) +Muy, B) - J&4, B), 
since AuBuy = AuB and 
(2.3) 
(2.4) 
UInB) + pt((AnB)uy) = AMBuy)) + A(Auy)nB). 
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When y$AuB, by adding and subtracting terms, (2.4) can be written as 
X 
PtwJYM~n~) - Pt(~)Pc,((~nwY) 
Pt((~nmJY) 
+ b(AnB) 
pt((AnB)uy) CC1,(AuBuy)y,((AnB)uy) - P~(A~YM~W)I 
=f,(A W4uy)f,((~n~)uy~ B) + 14W-4 
~d~~%((~n~)uy) I* f ((AnB)uy)f;(AUy’ Buy) 
+ kU~nWv) 
i4VnB) 
f,(A B) - 2%4, B). 
Putting all of these computations together, we obtain the following expression: 
ii’( A’ ‘) = c ‘(‘) .W\x, AnBMW-4 B\x) xsAnB p (AnB)p ((AnB)\x) f t 
+ 1 &4 
[ 
AAnRW\x, B\x) + k4((~n~)\xM(4 B) _ 2f(A B) 
h((AnB)\x) f 2 XEAUB k4A4 1 
+ c 4% YUX~UY, f4 -.a% WI 
.xA\B,yeS 
+ c 4x9 Y)Cf,(A BUYI -.a% @I 
xeE\A,ycS 
+ 1 4x, y)~d~u~uy)CMn~) - M~w)n~)l 
xeA\B, yoS 
+ 1 4x, y)k(~u~uy)M~n~) - &MBuy))l 
xsB\A, ysS 
+ c a Y)C.w, BUYI +.wuY, B) - v&4> WI 
XEA~B,~EAUB 
+ c 4% Y) f,G4 (AnWy)f,((Anf4uy, B) 
XEA~B,~#AUB iWn%4(~n~)u~) 
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Recalling that p,(A) is a decreasing function of A, we see that the summands in the 
two sums which do not contain J’s are nonnegative. Let 
M = 2 c d(x) + 2 1 4% Y), 
X X.Y 
multiply the expression for the derivative above by eMt and add Me”ff,(A, B) to both 
sides of the equation. Write the index (A, B) as i, and define functions ui(t) by 
ui(t) =J;(A, B)e”‘. 
The resulting family of differential equations can be written as 
g Ui(t) = Ui(t) + i bij(t)Uj(t) + i Cijk(t)Uj(t)Uk(t) (2.5) 
j= 1 j,k=l 
for 1 6 i 6 n, where all the functions appearing there are continuous in t, and 
Ui(O) > 0, ai > 0, bij(t) > 0, Cijk(t) > 0. 
The theorem will be proved once we know that this implies that ui(t) 2 0 for all t > 0. 
This is a local question, since if 
T = inf{t > 0: ui(t) < 0 for some i} < CO, 
then Ui( T) 3 0 for each i, and hence we need only prove the local result for the 
problem with initial time T. There is local existence and uniqueness for the system 
(2.5) and the solution can be obtained as the limit 
Ui(t) = lim U”(t), 
N-Z?, 
where u” is defined 
UN+ ‘(t) = Ui(0) 
recursively by up(t) = ui(O) and 
+ S[ ’ Ui(S) + i bij(S)Ur(S) + i cijk(s)u~(s)u~(s) 0 j=l j,k=l 1 ds. 
(See Walter, 1970, Ch. II, for example.) Clearly, u”(t) t u<(t), and u”(t) 2 0 for small t, 
thus proving that ui(t) > 0 for small t and all i. 
3. Proof of Theorem 1.6 
As in the previous section, it is sufficient to prove this theorem in case S is finite. 
Suppose S = { 1,2, . . , n}. Given the functions a( .), b( .), c( .), d( .) on S, define new 
functions on S by 
ck(_d = 
a(j) if j d k, 
c(j) ifj < k, 
and 
d,(j) = 
b(j) ifj < k, 
d(j) ifj>k. 
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Then co = c, do = d, c, = a, d, = b, and ck-r(j) = ck(j), dk_l(j) = dk(j) for j # k. If 
(1.10) holds for the random sets (C,, Dk, C,_ 1, Dk_ 1 ) for each k, then 
so that (1.10) holds for (A, B, C, D). It follows that it is enough to prove (1.10) in the 
case that for some x E S, 
4~) = c(y) > b(y) = d(y) for all y # x, 
which we now assume. 
Now let a = a(x), b = b(x), c = c(x), d = d(x) for that x, and let G, H be the random 
subsets of S\x obtained by removing x from the random sets A, B: 
G = A\x, H = B\x. Then (1.10) becomes 
E[av(Gux) + (1 - u)v(G)]E[dv(Hux) + (1 - d)v(H)] 
2 E[cv(Gux) + (1 - c)v(G)]E[bv(Hux) + (1 - b)v(H)]. (3.1) 
Define two probability measures pl and p2 on the power set of S\x by 
s fdp 1 = -WdvWux) + (1 - 4v(ff)lfW)) E[uv(Hux) + (1 - d)v(H)] 
and 
s fdp 2 = E(Ccv(Gux) + (1 - cMG)lf(G)) E[cv(Gux) + (1 - c)v(G)] ’ 
Also, define two functions fr and f2 on the power set of S\x by 
fi W) = 
bv(Kux) + (1 - b)v(K) 
dv(Kux) + (1 - d)v(K) 
and 
f,(K) = 
uv(Kux) + (1 - a)v(K) 
cv(Kux) + (1 - c)v(K) 
Then (3.1) becomes 
j-f&l G j-f&b 
This will follow from the following three facts: 
K = L =+fi(K) <fi(U 
f,(K) d f2(K) for all K c S\x 
(3.2) 
(3.3) 
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and 
Pl G 1123 (3.4) 
where the last inequality refers to stochastic domination. 
The monotonicity in (3.2) follows easily from d < b (see (1.8)) and the fact that the 
function 
v(Kux) 
h(K) = ~ 
v(K) 
is nondecreasing in K (see (1.7)). To see this, simply write 
fi (K) = 
bh(K) + 1 - b 
dh(K) + 1 - d 
For (3.3), we need the following fact: If the numbers 
a, b, c, d, he CO, 11 
satisfy (1.8) and (1.9), then 
(1 - b + bh)(l - c + ch) < (1 - a + ah)(l - d + dh). 
To check this, note that 
the right-hand side of (3.5) - the left-hand side of (3.5) 
is a concave function of h, since ad < bc by (1.8) and (1.9) 
(1 - a)(1 - d) 
l-c l- ad 
(3.5) 
= Cc - W - 4 > o 
l-c ‘. 
Therefore, it is enough to check (3.5) for h = 0 and h = 1. When h = 0, this is just (1.9) 
while when h = 1, (3.5) is immediate. 
Finally, we need to check (3.4). This is a consequence of Holley’s theorem - see 
Liggett (1985, Theorem 2.9, Ch. II). In order to apply this result, we need to check its 
hypothesis: 
This is a consequence of 
P(H = KnL)P(G = KuL) > P(H = K)P(G = L) (3.6) 
and 
[dv((KnL)ux) + (1 - d)v(KnL)] [cv(KuLux) + (1 - c)v(KuL)] 
2 [dv(Kux) + (1 - d)v(K)] [cv(Lux) + (1 - c)v(L)]. (3.7) 
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The two sides of (3.6) are products, and the ratio of the left-hand side to the 
right-hand side is 
rI 
U(Y)Cl - b(Y)1 
yoK\L b(Y)11 - U(Y)1 ’ 
which is 2 1 by (1.8). To check (3.7) it is enough, by the fact that the expressions 
involved are linear in c and d, to check it when c = 1, d = 0 and for c = d (since 
0 6 d < c < 1). In the first case, (3.7) becomes 
v(KnL)v(KuLux) > v(K)v(Lux), 
which is a consequence of (1.7). When c = d, 
the left-hand side of (3.7) - the right-hand side of (3.7) is 
d2[v((KnL)ux)v(KuLux) - v(Kux)v(Lux)] 
+ d(1 - d)[v(KnL)v(KuLux) + v(KuL)v((KnL)ux) 
- v(K)v(Lux) - v(L)v(Kux)] 
+ (1 - d)2 [v(KnL)v(KuL) - v(K)v(L)]. (3.8) 
The first and last terms in (3.8) are nonnegative by (1.7). For the middle term, note that 
by (1.7), the coefficient of d(1 - d) is 2 : 
v(KnL)v(Kux) - v((KnL)ux)v(K) 
v((KnL)ux) 
X 
v(KnL)v(Lux) - v((KnL)ux)v(L) 
v(KnL) 
Each of the factors in the numerator is nonnegative by (1.7) since 
Ku((KnL)ux) = Kux, Kn((KnL)ux) = KnL, 
Lu((KnL)ux) = Lux, Ln((KnL)ux = KnL. 
This completes the proof of Theorem 1.6. 
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