Abstract. Droughts can result in enormous impacts for environment, societies, and economy. In arid or semiarid regions with bordering high mountains, snow is the major source of water supply due to its role as natural water storage. The goal of this study is to examine the influence of snow water equivalent (SWE) on droughts in the United States and find large- 
sc-PDSI value shows a memory of 9-18 months in North America. Both PDSI versions are based on monthly temperature and precipitation and use the Thornthwaite scheme (Thornthwaite, 1948) for potential evapotranspiration (PET).
Secondly, the Standardized Precipitation Evapotranspiration Index (SPEI) (Vicente-Serrano et al., 2010a) , version 2. 5 (1901-2015 , monthly, 0.5°) (Beguería et al., 2014; Beguería and Vicente-Serrano, 2017) , a revised form of the Standardized Precipitation Index (SPI) (McKee et al., 1993) , is considered. The SPEI can be investigated on scales of 1-48 months which is a strong advantage over PDSI and sc-PDSI with their constant duration factors as different lengths of droughts can be investigated (Guttman, 1998; Wells et al., 2004) . Due to standardization a spatio-temporal comparison of values is possible (Vicente-Serrano et al., 2010a) . Since version 2, the PET is calculated with the Penman-Monteith scheme (Monteith, 1965) .
This performs better but requires more variables, namely net radiation, moisture, and wind speed in the boundary layer (Beguería et al., 2014) . We employ the SPEI of 6 months (SPEI06) to investigate shorter periods than sc-PDSI and compare the 10 results. In addition, the analysis were made with a SPEI of 1 month (SPEI01) to exclude the memory of the index.
Low (High) index values of the indices indicate drier (wetter) conditions. All indices contain monthly values averaged over the hydrological year (October-September) to close the hydrological cycle. Solely for the predictive potential (section 3.4) the non-averaged monthly values were used.
Atmospheric indices

15
The temporal variation of the atmospheric patterns influencing the study area is represented by atmospheric indices (AIs). We consider the North Atlantic Oscillation Index (NAOI (Jones, 1997; CRU, 2017) ), the Pacific North American Index (PNAI (Leathers et al., 1991 ; NOAA / National Weather Service, 2017)), and the Multivariate ENSO Index (MEI Timlin, 1993, 1998; ESRL, 2015) ). The first index uses the standardized pressure difference between Gibraltar and southwestern Iceland whereas a positive value represents a positive NAO anomaly (Jones, 1997) . The PNAI is calculated with the difference 20 of standardized pressure anomalies in 700 mb height between the sum of anomalies at two northern locations in Montana and the North Pacific and the eastern Gulf of Mexiko (Leathers et al., 1991) . The MEI is expressed by the first principal component (PC) of six standardized variables. Positive (Negative) values mark El Niño (La Niña) (Wolter and Timlin, 1993) .
Maximum Covariance Analysis
The Maximum Covariance Analysis (MCA), also called Singular Value Decomposition, is performed to identify the spatio-25 temporal fields or modes of two variables (here SWE and DI) with coupled variabilities. In the following, there is a short description of the method. For further details, see Bretherton et al. (1992) , Wallace et al. (1992) , and Björnsson and Venegas (1997) .
MCA is based on two matrices S(n × p) and P (n × q) with n time steps and p and q grid points (locations). Thus, the method can deal with different spatial data resolutions. We consider time series of standardized anomalies. Subsequently, the 30 joint covariance or correlation matrix is calculated. Correlation matrix is advantageous, if one variable varies substantially 4 Hydrol. Earth Syst. Sci. Discuss., https://doi.org /10.5194/hess-2018-420 Manuscript under review for journal Hydrol. Earth Syst. Sci. Discussion started: 24 October 2018 c Author(s) 2018. CC BY 4.0 License. stronger than the other due to its effect on the covariances. The resulting matrix C(p × q) gives the definition of MCA:
U (p × p) and V (q × q) are called the left and right patterns and contain the singular vectors of the matrices S and P in their columns. L(p × q) is a diagonal matrix containing the singular values.
On the basis of this, the PCs, often called the expansion coefficients, are calculated by projecting S and P onto the singular To interpret the spatial connections, homogeneous and heterogeneous correlation maps are produced. The first type is the vector of correlations between the data of S and P , respectively, and the i th PC of the same dataset and shows the locations 10 of active covariance patterns of the variables (Wallace et al., 1992) . The latter ones show the vector of correlations of S and P , respectively, and the i th PC of the other dataset. They represent the spatio-temporal correlation between the first variable (here SWE) and the second one (here DI). Hence, they show how well the second field can be predicted by the PC of the first field. Generally, the homogeneous correlations are stronger than the heterogeneous ones (Bretherton et al., 1992; Wallace et al., 1992) .
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The results of MCA should be treated with caution as the patterns in the correlation maps might be solely a mathematical construct or the underlying system is not completely understood. Thus, interpretation has to be supported by a (geo)physical explanation (Newman and Sardeshmukh, 1995; Cherry, 1997) . As MCA maximizes the covariance between multivariate variables, it is possible that the resulting homogeneous and heterogeneous patterns are closely correlated but do not represent major modes of the variability of each original variable (Wallace et al., 1992; Cherry, 1996) . To encounter this, a PCA was performed 20 to compare the PCs and patterns and confirm or contradict the results of the MCA (Cherry, 1997). The PCA reduces the data dimensionality by finding linear combinations that maximize the variance. It acts on one field instead of two which leads to an independent view on the variances of each variable (Wilks, 2011) .
Results
First, regression analysis (not shown) was performed to evaluate, if the datasets show the observed and described trends of 25 recent literature. Due to high variability during the considered period, which might overlap the trends, linear trends were mostly not significant at the 5 % level. Nevertheless, the resulting patterns for SWE and DIs resemble those from the literature with declining SWE in southwestern and mountainous US and drying conditions in the south, southwest, and central US. Thus, the data capture the recent developments. Additionally, the correlation between the PCs is given in the xy-plot. Explained covariance is given in the heterogeneous sc-PDSI map.
Correlation maps of MCA
The correlation maps of the first PCs and the original data as well as the associated PCs are shown in figure 1. The PCs' trend confirm the general tendency of less SWE and drier conditions over the study period and area. Furthermore, they show a strong correlation of 0.67 which demonstrates a coupling of SWE and sc-PDSI. The PCs explain 36.22 % of the total covariance.
The homogeneous correlation maps (top row) illustrate the high variability of SWE west of 100°W in the Rocky Mountains 5 and neighboring mountain ranges. High variances of sc-PDSI are located in the arid southwestern US and the Great Plains as well as in parts of Florida. These centers of variance fit well with the general occurrence of the variables and the patterns of the regression analysis. Thus, the patterns in the homogeneous correlation maps capture the dominating trends well.
The heterogeneous maps (figure 1; bottom row) show the spatial influence of SWE on sc-PDSI. The patterns are weaker but similar, thus, the cross-validation works. Where correlations of SWE and sc-PDSI in the heterogeneous maps are strong, 10 the variables are associated with each other. Thus, SWE in regions with high correlations has an influence on sc-PDSI in highly correlated regions. High correlations of SWE mainly occur in the southwestern US, for sc-PDSI they are located in the southwestern and central US. To validate the occurring patterns and investigate a shorter drought period of 6 months, the MCA was performed with SPEI06, too. Figure 2 shows the resulting heterogeneous maps of the first PC of SWE from ERA-Interim and SPEI06. The PCs show the same negative trend as in the first examined situation but a stronger correlation. Also, the SCF is marginally higher.
Hence, both drought indices capture the same effects. Generally, the heterogeneous maps of SWE show similar patterns. Here, the extent of medium to strong correlations is greater around the Rocky Mountains and southwestern regions. The patterns of
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SPEI06 are more heterogeneous and show a dipole structure with centers in the southwest and northeast. The southwestern center shows the same structure as in the sc-PDSI situation but of smaller extent. Consequently, the same observations as in the previous case can be made for the southwest and the southeast where SWE around the mountain areas influences SPEI06
in the southwestern and central US. Furthermore, there seems to be a negative influence between snow in the southwest and SPEI06 in the northeast and central north but of lower extent.
10 Figure 3 shows the second PC of SWE with sc-PDSI and the resulting heterogeneous maps. The PCs still show a slightly decreasing trend as it was already observed in the leading mode. Furthermore, they also are highly correlated (0.72) which shows 
EOFs of PCA and comparison of PCs
The PCA was performed to address the mentioned limitations of MCA and verify the already described findings of MCA.
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The top row of figure 4 illustrates the first eigenvectors of SWE of ERA-Interim (left map) and sc-PDSI (right map) with the associated standardized PCs. The bottom row shows the same but for the second eigenvectors and PCs. The explained variances are located in the bottom right corner of each map. The PCs show a much higher variation than for MCA. However, there is a decreasing trend in the PCs of both variables and in both observed modes. Taking a view on the right plot, it is obvious that the first and second mode of MCA are summarized in the first mode of PCA. The multiple correlation of this is found to be nearly 1. Thus, the previously made assumption can be confirmed, too.
Additionally, the third mode of MCA shows a strong negative correlation with the second mode of PCA. From this, it can be concluded that for our data the MCA is generally able to capture the same patterns as PCA and, hence, represent not only strong correlations but also an important feature of each individual variable. Furthermore, it gives an additional scope of maximizing 5 the correlations between the datasets. As the first two modes of MCA represent basically the same patterns as these of PCA, the further investigation is done on the basis of the PCs of MCA.
Influence of atmospheric patterns
Subsequently, the link between SWE and sc-PDSI, respectively, and three dominating atmospheric patterns in the study area is investigated. Figure 6 shows correlation patterns of AIs with SWE and sc-PDSI. As the atmospheric patterns mainly act Mid West, and with strongest expression in the southwest. Additionally, a negative center is located in the southeast. The MEI pattern shows a clear influence of ENSO on sc-PDSI in the southern US which is also represented in the first PC. Furthermore, it has to be taken into account that the PCs are time series which represent the contiguous US, where the high 10 loadings in the homogeneous maps of figure 1 have the highest influence on their generation. The atmospheric patterns on the other hand mostly act on regional and not on continental scale. Thus, a more regional analysis might lead to higher correlations between the PCs and AIs.
Drought predictability
To investigate the influence of snow on droughts on monthly scales and a possible prediction approach, the MCA is performed 15 in a time shifted way to predict the sc-PDSI, the SPEI06, and the SPEI01. The latter is calculated solely with values of the specific month, thus, there is no memory of the index inherent to the method. This is important as the DIs are no longer highest. For April, the skill is the lowest one for these four months. SPEI06 shows a similar development but with higher SCFs in the first months. This allows the same conclusion of a predictive skill from March to June with an extension to July. After
July, the SCFs range constantly between 20 and 30 %. In terms of both indices, the memory has to be taken into account which is for sc-PDSI between 9-18 months and for SPEI06 at 6 months. The corresponding patterns (not shown) are of similar shape as for the annual MCA which confirms the relationship between SWE and DIs in the mentioned regions. SPEI01, without any 10 memory, shows slightly different characteristics. There, only for April and July the SCF of 30 % is exceeded in the first five months where the other DIs show their lowest values. After July it is constantly between 20 and 30 %. However, the value of December (month 9) is extraordinary as it reaches 44 % which is the highest SCF of all DIs.
