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ABSTRACT 
The determination of level-average properties (e.g. the level density) of physical 
systems often reduces to the calculation of spectral-average properties of the rational 
Jacobi matrices, i.e. Jacobi matrices whose elements are rational fractions of the 
suffix. Of special importance among these properties are the asymptotic ones, due to 
the infinite dimension of the Hilbert spaces associated with those systems. Here the 
author makes a detailed study of the asymptotical eigenvalue density of the rational 
Jacobi matrices by means of its moments. Compact expressions of these quantities in 
terms of the parameters which define the matrix elements are found analytically. 
1. INTRODUCTION 
The importance of the determination of spectral average properties, e.g. 
the eigenvalue distribution density of a Jacobi matrix H (i.e. a real, N-dimen- 
sional and symmetric matrix whose only nonvanishing elements are h,,, = a, 
andhm,+l=hm+,m=bm) was realized long ago (Dyson [5]) in studying the 
dynamics of a disordered linear chain. Recently the same problem appeared 
in calculating the electronic state density of a disordered tight-binding 
system (Thouless [ll], Jones [9], Haydock [S]) and the level density in the 
nuclear shell model (Wbitehead [12]). 
Dyson was probably the first one to obtain [5] the asymptotical (N-+co) 
eigenvalue density p(x) of a Jacobi matrix in terms of its matrix elements. 
However, he was only able to do that for those matrices with all a, = 0. Three 
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years later Dean succeeded in generalizing the method to a Jacobi matrix 
whose elements a, and b,,, verify the following inequality: 
4bi %pk+lr k=i,i+1,i+2 )..., d=l,2 )...’ 
This method (Dean [l]) is not often a practical one, since it requires the 
convergence of a continued fraction and the inversion of a functional 
transformation. 
Recently two new methods for the calculation of the function p(r) in 
terms of the entries a, and b, of the Jacobi matrix have been proposed. We 
will call them method I (Dehesa [4]) and method II (Dehesa [3]). Both of 
them characterize the eigenvalue density p(x) by means of its moments, and 
then calculate these quantities explicitly in terms of the matrix elements. To 
do that, method I makes use of a theorem of orthogonal polynomials (Nevai 
and Dehesa [lo]) and of the close connection between the theory of these 
polynomials and the theory of Jacobi matrices. Although method I is very 
simple to use, it has a common disadvantage with Dean-Dyson method: they 
cannot be applied to an arbitrary Jacobi matrix. The applicability of method 
I requires a nice behavior of the matrix elements a, and b,,, when m-cc. 
Contrary to this, method II may be used to calculate the moments of the 
eigenvalue density o(x) of any Jacobi matrix in terms of its elements. 
Here method II is used to investigate in a detailed way the eigenvalue 
density of the so-called rational Jacobi matrices, whose important role in 
physics has been recently shown (see for instance Gaspard and Cyrot- 
Lackmann [S]). The rational Jacobi matrices are Jacobi matrices with ele- 
ments a,,, and b,,, defined as follows: 
Cm) 
um=Qpo’ 
b2 _ Oh) 
m Qyb) ’ 
where Qdmh Qp(4, Q,(m), and Q,( ) m are arbitrary polynomials of degree 
8, P, (Y, and y respectively, that is, 
Qdm) = i$o qmepip 
Q,(m) = igo qm”-‘, 
Qs(m) = i$o 4mPmiy 
(2) 
Q,(m) = i$ohmypi 
with the ci’s, di’s, e,‘s, and A’s supposed to be real numbers. 
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The eigenvalue distribution of the rational Jacobi matrices with elements 
(l)-(2) has already been studied with method I (Dehesa [4]) when the 
parameters 8, p, CX, and y verify 8 < P and (or) cx <y. However, matrices with 
B >/3 and (or) (Y > y are also important for physicists; for example, to this 
kind of matrices correspond the unbound electron energy bands of dis- 
ordered systems (Gaspard and Cyrot-Lackmann [S]). The main purpose of 
this paper is to determine in a compact and analytic way the moments of the 
eigenvalue density of any rational Jacobi matrix with elements a, and b,,, 
given by (l)-(2) t m erms of the parameters 0, P, (Y, 7, c,,, do, e,, and fa. 
The structure of the paper is as follows. Section 2 gives a brief descrip- 
tion of method II. In Sec. 3 the asymptotic eigenvalue density of the rational 
Jacobi matrices is calculated by means of its moments. Finally conclusions 
are included in Sec. 4. 
2. DESCRIPTION OF METHOD II 
The asymptotic eigenvalue density p(x) of the Jacobi matrix H is defined 
as follows: 
p(x) = N’ll dN)M (3) 
where P(~)(X) represents the discrete eigenvalue of the N-dimensional matrix 
H. The distribution density P(~)(X) can be completely characterized by the 
knowledge of all its moments { dN); m = 0, 1,2,. . . }. Then from Eq. (3), one 
gets that the moments of the density o(x) are given by 
m=0,1,2 ).... (4) 
asymptotic eigenvalue density We will go further. We will investigate the 
p*(x) defined as 
p’(x) = _lilim p( -$), 
whose moments can be expressed as follows: 
A 20, (5) 
f W 
l-h 
lim - 
N-+oo NmA ’ 
m=0,1,2 ,.... (6) 
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Here we have used a known property of moments: if the variate values are 
multiplied by a constant a, the moments d are multiplied by urn. Notice 
that p*(r)=p(x) when A=O. 
Recently it has been shown (Dehesa [2]) that the moments dv) of the 
eigenvalue density P@‘)(X) of the Jacobi matrix H can be expressed in terms 
of the entries ai and bi as follows: 
Pm ‘tN)=i ~)F(r;,r,,r;,r, ,..., ri’,ri,r;+l) 
m 
N-t 
x x ai4b,?ki$ 1 . . . ai”+ i _ 1 b&j i _ ,aip/, 
i=l 
m=l,2,3 ,..., N, (7) 
where (m) denotes that the sum extends over all partitions 
( I-;, T1, r;, . . . , r;, rj, r;+ 1 ) of the number m such that 
If r,=O, l<s<j, then rk=ri=O foreach k>s, @b) 
i=;or?!!fL 
In the second summation, 2 denotes the number of nonvanishing ri which 
take part in the corresponding partition of m. The coefficients F are defined 
by 
for m even or odd respectively. (W 
F( r;,r1.r~,r2,...,r~_1,ri_1, i 4 
(r;+ri--l)! (ri+ri+rs-l)! (rs+r$+rs-l)! 
=m 
r;! rl! (rl- l)!ri!r,! (ra-l)!rj!ra! 
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The first moments dN), m = 1,2,3,4,5, are given explicitly in Ref. [4]. Now 
method II is clear: First Eq. (7) calculates pzN), and then Eq. (4) and/or (6) 
are used to find the searched moments &, and/or &,. 
3. THE ASYMPTOTIC EIGENVALUE DENSITY 
In this section the moments &, of the asymptotical eigenvalue density 
p(x) of a Jacobi matrix with elements defined by (l)-(2) are to be calculated. 
Following method II, one first calculates quantities dN). According to (7), 
(l), and (2) they can be written down as 
N-t 
xx 
i=l 
I=0 
5 dkiSpk 
. k-0 J ’ 
l=O 
kiofkiy-k 
5 dk(i+l)p-k ~ k=O II k.iofk(i+')ywk 
x... 
2 d((i+j-l)‘-’ 
-ti, 
I=0 
$oeJi+j-l)a-’ 
5 d,(i+j-l)“-’ $j fk(i+j-l)Y-k 
k=O k=O 
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From this one can easily get that 
N-t iW’+U”(i+1)Y+“‘2.. . (i+j-1)8~+a~(i+j)&;+l+O(i4-1) 
with 
q=f?(r;+ri+... +r;+,)+a(rl+r2+... +rj), 
p=P(r;+rL+... +ri+J+y(r,+r2+..* +1;), 
or, taking into account (8), 
4 2 
=am+ 0-t (r;+r&+..* +ri+J, 
( 1 
p=$m+( p-i)(<+rk+.*. +q!+J. 
Using the binomial theorem, i.e. that 
(10) 
(a+b)“= 2 (;)b”-k 
k-0 
and considering Eq. (7), the moments &,, of the asymptotic eigenvalue 
density are given by the following simplified expression: 
&= ~)F(r;,r,,r~.r,...,r~,r,,r~+,) 
Xc0 ( 1 
,:+t'e+... +r;+, e, r,+r*+... +r, 
d0 ( 1 fo 
X J” +j ~~t{iq~p+O(iq~p-l)}. 
-+ 1=1 
(11) 
To go further, one has to investigate the nature of q-p according to the 
values of the parameters 0, fi, (Y, and y. One notices from Eq. (10) that 
q-p =:(a-y)+[(e-P)-$(a-y)](r;+rL+*-. +r;+l). (12) 
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Since the differences 8 - p and (Y - y can be negative, positive, or zero, one 
has the following nine possibilities: 
1. e<p and LX <y. Then 
q-p<o. 
2. tI<p and a=y. Then 
if r;+rh+.*. +r;+l=O, q-p=O; 
otherwise, q-p<o. 
3. e <p and a > y. Then equation (12) implies that: 
if r;+ri+..* +r;+l>B, q-p<@ 
if r;+ri+..* +$+I=& q-p=o; 
if r;+r;+... +ri+l<B, q-p>% 
where B is defined by 
4. 8=j3 and LX <y. Then 
if T;+&+... +$+1=m, q-p=o; 
if r;+rh+ . f. +$+,#m, q-p<o. 
5. e=panda=y. Then 
q-p=o. 
6. e=Panda>y. Then 
if r;+rL+... +<+l=m, q-p=o; 
if r;+rL+... +$+,#m, q-p>o. 
(13) 
(14 
(16) 
(17) 
(18) 
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7.6>/3anda<y. Then 
if r;+ri+... +r;+i>B, 9-p=o; 
if r;+r&+... +r;+r=B, q-p=o; (19) 
if r;+rL+... +r;+r<B, 9-p<o. 
8. tl>panda=y. Then 
9-p>o. (20) 
9. 8 >p and a >y. Then 
q-p>o. 
These nine possibilities lead us in a straightforward manner to a classification 
of the rational Jacobi matrices into nine different classes according to their 
corresponding asymptotical eigenvalue density. In the following we will 
calculate the moments of the asymptotical eigenvalue density of the matrices 
of each of these nine classes. 
Here s =p - 9 is always positive due to Eq. (13). On the other hand one 
knows (Wilf [13]) that for s # 1, 
i v-X={(s)+ 1 *,s 1 
v=l (I- .sinSpl 
+2n”-2 1 ns+1_“’ 
( 1 
1 
ns+2k-l 
+ (2k+ I)!( ;,=“;)s,” ;$!:’ dx, 
where k is taken large enough so that the integrals converge. Bi are the 
Bemouilli members, and s(s) is the {-function of Biemann. From (11) and 
the last equation one obtains 
X lim i$ + ’ 1 1 ( )I - N-CC (l-s)N(N-t)“_’ +o NS+l ’ 
m=0,1,2,3 ,..., 
which clearly vanishes for all positive values of s. 
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Here q - p is always negative unless T; + I$ + . . * + r;+ 1 = 0, in which case 
q-p=O. The re ore f the maximum value of q - p is zero and occurs for 
ri+ra+ . . . + ri = m/2. Taking into account the discussions in connection to 
class I, the expression (11) says that the moments d of the asymptotic 
density p(x) are as follows: 
m=0,1,2 ).... 
Then using Eq. (9) one finally gets 
14k=(;)k(2”)9 
/ 
k=0,1,2 ).... 
&+i=Q 
Cla.9~ III: e<p and a >y. 
The equations (14) show that q - p B 0 only when r; + r; + . . * + (+ 1 < B, 
where B is given by (15). Bearing in mind the considerations used in the 
discussion of class I, taking into account the relation (Gradsteyn and Ryzhik, 
171) 
u>o 
(21) 
(where B2,B4 are always the Bemouilli numbers), and using the binomial 
theorem, Eq. (11) reduces to 
xc0 ( 1 
r;+i,+... +‘j+, &,, r,+r,+..- +‘; 
4 ( 1 fo 
+@F-P-1+A2Nq-P-2+. . . 
> (22) 
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where A,,A,, . . . are functions of 9,rj,rj+,,B,a,/?, and the Bernouilli num- 
bers. Here (m*) denotes that the sum extends over all the partitions 
( r;,rr,r; ,..., r;+r;+r ) of the number m such that not only the three condi- 
tions (8) are satisfied but also the following one: 
From (22) one notices that all the quantities & diverge. However, one can 
proceed by defining an asymptotical eigenvalue distribution function o*(x) of 
the type (5), whose moments d are given by the expression (6). Parallel to 
the way used to reach (21), one obtains that 
j.L;= z qr;,r,,r; ,..., f;+r;+,) 
cm*) 
1 N4-P N4-P-’ N4-P-2 
q-p+1 N”A +A1 N”A +A2 N”A +.** ’ 
where A is any nonnegative real number. 
On the other hand, from (12) one sees that the maximum value for the 
difference 9 - p in this case is (m/2)(a - y) and occurs for r; + r; 
+ * . * + r! = 0, which implies that 2(r, + r2 + . - . + 1;) = m. Then taking 
A = (m/2\;: - y), Eq. (24) gives for the moments of the asymptotical eigen- 
value distribution function p*(x) = lim,,, p(N)(x/Nm(a-y)/2) the following 
values: 
Due to Eq. (9), this expression reduces to 
k=0,1,2 ,.... (25) 
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The equations (16) give that the difference 9 - p vanishes only when 
r;+r;+ -. . +T;+l = m, which implies, due to (8), that r1 + rs + * * . + T/ = 0. 
Otherwise 9 - p is negative. Then the expression (11) simply reduces to 
A= $ m, 
( 1 
m=0,1,2,3 ,.... (28) 
0 
Class V: e=p and cw=y 
In this case, always 4 - p = 0. Then the limit in Eq. (11) is unity, and the 
moments & 
&= 
take the following values: 
_. 
zz F( r;,r,,r; ,..., ‘i’,, 
CO 
)( 1 
<+4+... +<+, e. 
(ml 
-j- 
0 ( 1 
II + r* + . + r, 
fo 
or, taking into account (8), 
Using Eq. (9), one finally obtains 
-2i 
(27) 
with 1 equal to m/2 or (m- 1)/2 if m is even or odd respectively. 
Here q-p=0 for r;+rL+... +r;+i=m. Otherwise, q-p>O. Using 
(21), the expression (11) for the moments & can he written as follows: 
+A,Nq-P-1+A2Nq-P-2+ . . . 
Notice that all the moments & also diverge, as in class III. Also as in that 
class, one easily gets that the moments & of the asymptotical eigenvalue 
distribution p*(x) = lim,,, p@‘)(x/Nm(“-y)/2) are given by the expressions 
(25). 
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Claw VII: 8 >/I and a <y 
In this case the equations (19) show that q-p > 0 only when r; + r; 
+ ... +r;+i > B, where B is given by (15). Otherwise q - p is negative. 
Bearing in mind the discussions of class I and taking into account (21), one 
gets for the moments & of the asymptotical eigenvalue density p(x) just the 
expression (22) except for the replacement 
Here (m**) means that the sum extends over all partitions 
( r;,r,,rL ,..., rjl,ri,r;+I ) of the number m such that not only the three condi- 
tions (8) are to be satisfied but also the following one: 
r;+ri+... +r;+l>B 
m 
&I.l. 
(30) 
(y--t 
It seems clear that all moments &, are infinite. However, the asymptotic 
eigenvalue function p*(x) defined by (5) has as moments & the values given 
by the expression (24) with the replacement (29). 
To go on one observes from (12) that the maximum value for the 
difference q-p is m(0 - /I), which occurs when r; + rk+ * * * + rr!+, = m, 
which together with (8) says that r1 + r, + . . . + rj = 0. Taking into account 
that the simplest partition of m is (m,O,O,O,. . .,O,O), one can express the 
moments pg as follows: 
&=F(m,O,O,O ,..., 0,O) 2 
( 1 
m 
0 
1 NW-P) 
m(0-p)+l Nd 
+ o(N~~(~-P)-AI-~[(~-P)-~(~-Y)]) 
One gets convergent moments when A = 8 - fi. Then the moments 4 of the 
asymptotic eigenvalue distribution function p**(z) = limN-too p(N)(~/Nm@‘-~)) 
are given by 
1 
( ) 
m 
p; = CO 
m(8-/?)+l d, ’ 
m=0,1,2 ,.... (31) 
ClassVZZZ:fl>/3anda=y 
From (12) one notices that in this case q - p = (0 - /?)(til + I$ 
+ . . . + <+ Jr which is always positive. Then with (11) and (21) one would 
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obtain the expression (28) for the moments A, which would diverge. 
However, let’s see what happens with the moments 4 of the function p*(x) 
defined by (5). Here the maximum value of q-p is m(@-fi), which 
corresponds to the situation in which r; + rh + . . * + $+, = m and ri + rs 
+ . . . + ri =O. Then the same situation as in class VII happens, that is, the 
only chance for the moments pLII:, to be convergent is for the value A = 
m(r9 - p). The result is now clear: the moments of the function p**(x) z 
lim,,p@“)(x/Nm(B-8)) are given by (31) in this class also. 
Class IX: 13 >/? and (II >y 
Here 9-p is always positive. Then Eqs. (11) and (21) lead to the 
expression (28) for the moments &,,, which would vanish simultaneously. But 
now the point is the following: is there any asymptotic eigenvalue function 
P*(x) = link, P (N)(r/NA) with all of its moments convergent? 
The answer is yes. But three different subclasses appear: 
(a) 8-/?>$(a-~). Then Eq. (12) shows that (q-p),=m(@-/3) 
when r;+G+... +~!+i =m. Now it is easy to prove that the moments 
of the asymptotic eigenvalue distribution density n**(x) = 
hmkoo P (W(a./NW-8) ) are given by the expression (31). 
(b) 8-p=t(a--y). In th’ is case q-- p=m(O-fi). Following the con- 
siderations of class IV, one obtains in a similar manner that the moments II”; 
of the function p**(r) = limN+m ~(“‘)(x/N~(~-~)) are as follows: 
m=0,1,2,... (32) 
with i equal to m/2 or (m - I)/2 if m is even or odd respectively. 
(c) 0 - /3 < ~(CX - y). Here (9 - p),, = (m/2)(cx - y). Then one obtains 
for the moments ~2 of the distribution function p*(x) = 
lim,, p(N)(~/Nm(a-y)/2) the values (25). 
4. CONCLUSIONS 
In conclusion, one can summarize the results of this paper as follows: 
THEOREM 1. Let H be an arbitray rational Jacobi matrix with elements 
defined by Eqs. (1) and (2). Let p(r), p*(x), and p**(x) be the asymptotic 
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eigenvalue distribution functions defined as follows: 
p*(x) = $rnw pCN)( x/N(~/~)(~-~)), 
+ 
p**(x) = zrn_ p ~ (N)( Nm;-PJ* 
Here P(~)(X) denotes the eigenvalue o!ensity of a N-dimensional matrix whose 
moments are 
&W= $TrH”= ?_ 2 Ekm, 
N k-l 
m=0,1,2 ,.... 
Notice that the moments of the functions p(x), p*(x), and p**(x) are 
respectively 
’ 0’) 
d:= bm cc, 
N-_*oo N(‘d)(‘--Y) ’ 
m=0,1,2 ,,.,. 
Then according to the different behavior of the asymptotic eigenvalue 
distribution, the rational Jacobi matrices may be classified into six groups: 
’ (N) 
&a 
Pm- 
111 - firn 
N_,m N”‘(@-8) ’ 
Group 1: e-p<0 and a-y<O. Matrices of this group are such that 
/&=o, m=0,1,2 ,.... 
To this group belong the matrices of class I. 
Group 2: 0 - /3 < :(a - y). These matrices have all moments A diver- 
gent, but the quantities & are given by the expressions (25). All matrices of 
class II, class III, class VI, and class IXc are included. 
Group 3: e-p=0 and cy- y<O. This group coincides with ckzss IV. 
The moments r-l;, are given by Eq. (26). 
Group 4: 0 - /3 = 0 and a - y = 0. This group coinci~s with class V. Its 
matrices have as eigenvalue moments &, the values given by Eq. (27). 
Group 5: B - /3 > i(cx - y). This group includes class VII, class VIII, 
and class IXa. Here all the moments &, diverge, but the eigenvalue quanti- 
ties p”k are expressed by (31). 
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Group 6: 0 - p = i(o - y). This group only includes subclass IXb. In 
this case all the moments p,!,, diverge but the quantities p’” are given by Eq. 
(32). 
Finally, one should mention that the results obtained here also follow 
from a general theorem proved in Ref. [lo]. I thank an anonymous referee 
for this observation. 
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