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Abstract
In this paper we obtain a rate of convergence in the central limit theorem for high
order weighted Hermite variations of the fractional Brownian motion. The proof is
based on the techniques of Malliavin calculus and the quantitative stable limit theo-
rems proved by Nourdin, Nualart and Peccati in [15].
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1 Introduction
The fractional Brownian motion B “ tBt, t ě 0u is characterized by being a zero-mean
Gaussian self-similar process with stationary increments and variance EpB2t q “ t2H . The self-
similarity index H P p0, 1q is called the Hurst parameter. The fractional Brownian motion
was first introduced by Kolmogorov in 1940. However, the landmark paper by Mandelbrot
and Van Ness [9] gave fractional Brownian motion its name and inspired much of the modern
literature on the subject.
The study of single path behavior of stochastic processes often uses their power variations.
In particular, the fractional Brownian motion is known to have a 1{H-variation on any finite
time interval equal to the length of the interval multiplied by the constant κH “ Er|Z1{H |s,
where Z is a Np0, 1q random variable. That means, if we consider the uniform partition of the
interval r0, 1s into n ě 1 intervals and for 0 ď k ď n´ 1 we denote ∆Bk{n “ Bpk`1q{n´Bk{n,
we have
lim
nÑ8
n´1ÿ
k“0
|∆Bk{n|1{H Ñ κH ,
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where the convergence holds almost surely and in LppΩq for any p ě 2. A central limit
theorem associated with this approximation can be obtained by expanding the function |x|1{H
into Hermite polynomials. In particular, as a consequence of the Breuer-Major theorem [5],
for each integer q ě 2 such that H ă 1´ 1
2q
, we have the convergence in law
lim
nÑ8
n´1ÿ
k“0
1?
n
HqpnH∆Bk{nq LÑ Np0, σ2H,qq,
where Hq is the qth Hermite polynomial and
σ2H,q “ q!
ÿ
kPZ
ρHpkqq. (1.1)
Here
ρHpkq “ 1
2
p|k ` 1|2H ` |k ´ 1|2H ´ 2|k|2Hq, k P Z (1.2)
denotes the covariance of the stationary sequence tBk`1 ´Bk, k ě 0u.
There has been intensive research on the asymptotic behavior of the weighted Hermite
variations of the fractional Brownian motion B, defined by
Fn “ 1?
n
n´1ÿ
k“0
fpBk{nqHqpnH∆Bk{nq, (1.3)
where f is a given function. The analysis of the asymptotic behavior of these quantities
is motivated, for instance, by the study of the exact rates of convergence of some approxi-
mation schemes of scalar stochastic differential equations driven by the fractional Brownian
motion (see, for instance, [6, 11]), in addition to the traditional applications of q-variations
to parameter estimation problems. Additionally, as discovered in [12], new phenomena arise
in the presence of weights. These phenomena were more fully studied in [16] and [18].
It was shown by Nourdin, Nualart, and Tudor in [16] that, when 1
2q
ă H ă 1 ´ 1
2q
, the
sequence Fn defined in (1.3) converges in law to a mixture of Gaussian distributions. More
precisely, the following stable convergence holds as n tends to infinity
pB,Fnq LÑ
ˆ
B, σH,q
ż
1
0
fpBsqdWs
˙
, (1.4)
whereW “ tWt, t P r0, 1su is a standard Brownian motion independent of B, and σH,q is given
by (1.1). ForH outside the interval p 1
2q
, 1´ 1
2q
q different phenomena occur. Specifically, it was
shown in [14] that when 0 ă H ă 1
2q
, nqH´1{2Fn converges in L
2pΩq to p´2q´q ş1
0
f pqqpBsq ds,
and when 1 ´ 1
2q
ă H ă 1, nqp1´Hq´1{2Fn converges in L2pΩq to
ş
1
0
fpBsq dZpqqs where Zq is
the Hermite process. In the critical case H “ 1
2q
, there is convergence in law to a linear
combination of the H ă 1
2q
and 1
2q
ă H ă 1 ´ 1
2q
cases, and in the critical case H “ 1 ´ 1
2q
there is convergence in law with an additional logarithmic factor (see [14]).
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We recall the assumption 1
2q
ă H ă 1´ 1
2q
, under which convergence of the sequence Fn
was shown in [16]. A natural question is to study the rate of the convergence in law of the
sequence Fn to σH,q
ş
1
0
fpBsqdWs stated in (1.4). When f ” 1, Stein’s method, combined
with Malliavin calculus, allows one to derive upper bounds for the rate of convergence of the
total variation distance (see the monograph by Nourdin and Peccati [17] and the references
therein). The series of papers [3, 12, 14, 15, 16, 18, 19] have greatly contributed to the
development of the Mallavin-stein approach, which has become a powerful and general tool to
study limit theorems for functionals of Gaussian processes. In the case of weighted variations,
this methodology is no longer applicable. In [15], Noudin, Nualart, and Peccati developed
a new approach based on the interpolation method that provides quantitative rates for the
convergence of multiple Skorohod integrals to a mixture of Gaussian laws. A basic result in
this direction is Proposition 2.7 below. In [15], the authors apply this approach to deduce a
rate of convergence for Fn in the case q “ 2 and 14 ă H ă 34 .
The main purpose of this paper is to apply the technique introduced in [15] to weighted
Hermite variations of any order q ě 2, extending the results proved for weighted quadratic
variations. We will show that the rate of convergence is bounded, up to a constant, by nΦpHq,
where the exponent φpHq is defined by
φpHq “
ˆˇˇˇˇ
H ´ 1
2
ˇˇˇˇ
´ 1
2
˙
_
ˆ
q
ˇˇˇˇ
H ´ 1
2
ˇˇˇˇ
´ q ´ 1
2
˙
. (1.5)
That is,
φpHq “
#
p´Hq _ p´qH ` 1
2
q if H ď 1
2
,
pH ´ 1q _ pqpH ´ 1q ` 1
2
q if H ą 1
2
.
Notice that φpHq “ 0 when H is equal to one of the end points of the interval p 1
2q
, 1 ´ 1
2q
q
and it is symmetric with respect to the middle point 1
2
. Moreover, there are unexpected
transition phases when H “ 1
2q´2
and when H “ 1´ 1
2q´2
.
In order to state our main result, we need some notation and definitions. We say that a
function f : R Ñ R has moderate growth if there exist positive constants A, B, and α ă 2
such that for all x P R, |fpxq| ď A exppB|x|αq.
Given a measurable function f : R Ñ R, an integer N ě 0 and a real number p ě 1, we
define the semi-norm
}f}N,p “
Nÿ
i“0
sup
0ďtď1
}f piq}LppR,γtq (1.6)
where γt is the normal distribution Np0, tq.
We can now state the main result of this paper. This result extends the work done in
[16] that proves stable convergence for any q, and the work done in [15] that provides a
quantitative bound in the q “ 2 case.
Theorem 1.1. Let q P N, q ě 2. Assume that the Hurst index H of the fractional Brownian
motion B belongs to
´
1
2q
, 1´ 1
2q
¯
. Consider a function f : R Ñ R of class C2q such that f
3
and its first 2q derivatives have moderate growth. Suppose in addition that
E
«ˆż
1
0
f 2pBsq ds
˙p1´qqαff
ă 8
for some α ą 1. Consider the sequence of random variables Fn defined by (1.3). Set S “b
σ2H,q
ş
1
0
f 2pBsq ds, where σH,q is given in (1.1). Then, for any function ϕ : R Ñ R of class
C2q`1 with }ϕpkq}8 ă 8 for each k “ 0, . . . , 2q ` 1, we have
|ErϕpFnqs ´ ErϕpSηqs| ď CH,f,q sup
1ďiď2q`1
}ϕpiq}8nφpHq, (1.7)
where η is a standard normal variable independent of B. The constant CH,f,q has the form
CH,f,q “ CH,qmax
!
}f}2q,2, ErSp2´2qqαs1{α}f}2q`12q,p2q`2qβ
)
,
and 1{α ` 1{β “ 1.
The paper is organized as follows. Section 2 contains some preliminaries on the fractional
Brownian motion and its associated Malliavin calculus. The basic rate of convergence result
for multiple Skorohod integrals, Proposition 2.7, is also stated in this section. Section 3 is
devoted to the proof of Theorem 1.1. The proof intensively uses the techniques of Malliavin
calculus and detailed estimates for the sums of powers of the covariance function ρH obtained
in Section 2 (see Lemma 2.4). We have included an example at the end of Section 3 that
explains why the phase of transition in the rate of convergence occurs. A technical lemma
is proved in the Appendix.
2 Preliminaries
In this section we first present some definitions and basic results on the factional Brownian
motion and the associated Malliavin calculus. The reader is referred to the monographs
[20] and [17] for a detailed account on these topics. We also recall an upper bound for the
approximation of multiple Skorohod integrals by a mixture of Gaussian laws that will play
a fundamental role in the proof of the main result.
2.1 Fractional Brownian motion
Consider a fractional Brownian motion B “ tBt, t P r0, 1su with Hurst parameter H P p0, 1q
defined in a probability space pΩ,F , P q. That means, B is a zero mean Gaussian process
with covariance
EpBtBsq “ 1
2
pt2H ` s2H ´ |t ´ s|2Hq, s, t P r0, 1s.
Let E be the space of step functions on r0, 1s and consider the Hilbert space defined as the
closure of E under the inner product x1r0,ts,1r0,ssyH “ EpBtBsq for s, t P r0, 1s. Then the
mapping 1r0,ts Ñ Bt can be extended to a linear isometry between H and the Gaussian space
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generated by B. We denote by Bphq the image of h P H by this isometry. With this notation,
tBphq, h P Hu is an isonormal Gaussian process associated with the Hilbert space H. We
refer the reader to the references [13, 20] for a detailed study of this process.
For any integer q ě 1, we denote by Hbq and Hdq, respectively, the qth tensor product
and the qth symmetric tensor product of H.
From now on, we assume that F is the P -completion of the σ-field generated by B. For
every integer q ě 1, we let Hq be the qth Wiener chaos of B, that is, the closed linear
subspace of L2pΩq generated by the random variables tHqpBphqq, h P H, }h}H “ 1u, where
Hq is the qth Hermite polynomial defined by
Hqpxq “ p´1qqex2{2 d
q
dxq
`
e´x
2{2
˘
.
We denote by H0 the space of constant random variables. For any q ě 1, the mapping
Iqphbqq “ HqpBphqq provides a linear isometry between Hdq (equipped with the modified
norm
?
q! }¨}
Hbq
) and Hq (equipped with the L
2pΩq norm). For q “ 0, we set by convention
H0 “ R and I0 equal to the identity map.
It is well-known (Wiener chaos expansion) that L2pΩq can be decomposed into the infinite
orthogonal sum of the spaces Hq, that is: any square integrable random variable F P L2pΩq
admits the following chaotic expansion:
F “
8ÿ
q“0
Iqpfqq, (2.1)
where f0 “ ErF s, and the fq P Hdq, q ě 1, are uniquely determined by F .
Let tek, k ě 1u be a complete orthonormal system in H. Given f P Hdp, g P Hdq and
r P t0, . . . , p^ qu, the rth contraction of f and g is the element of Hbpp`q´2rq defined by
f br g “
8ÿ
i1,...,ir“1
xf, ei1 b . . .b eiryHbr b xg, ei1 b . . .b eiryHbr . (2.2)
Notice that f br g is not necessarily symmetric. We denote its symmetrization by f rbrg P
Hdpp`q´2rq. Moreover, f b0 g “ f b g equals the tensor product of f and g while, for p “ q,
f bq g “ xf, gyHbq. Contraction operators appear in the following formula for products of
multiple Wiener-Itoˆ integrals (see, for instance, [20] Proposition 1.1.3) :
IppfqIqpgq “
p^qÿ
r“0
r!
ˆ
p
r
˙ˆ
q
r
˙
Ip`q´2rpf rbrgq, (2.3)
for any f P Hdp and g P Hdq.
We consider the uniform partition of the interval r0, 1s, and, for n ě 1 and k “ 0, 1, . . . , n´
1, let δk{n “ 1rk{n,pk`1q{ns and εk,n “ 1r0,k{ns. We will make use of the notation
αk,t “ xδk{n,1r0,tsyH (2.4)
and
βj,k “ xδj{n, δk{nyH (2.5)
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for any t P r0, 1s and j, k “ 1, . . . , n´ 1. Notice that
βj,k “ n´2HρHpj ´ kq
where ρH has been defined in (1.2).
For the proof of Theorem 1.1 we need several technical estimates on the quantities αk,t
and βj,k. We first reproduce a useful technical lemma from [15].
Lemma 2.1. Let 0 ă H ă 1 and n ě 1. We have, for some constant CH that depends on
H,
(a) |αk,t| ď n´p2H^1q for any t P r0, 1s and k “ 0, . . . , n´ 1.
(b) suptPr0,1s
řn´1
k“0 |αk,t| ď CH .
The next lemma estimates the sum of powers of the terms βj,k.
Lemma 2.2.
(a) For a ě 1 and 0 ď i ď n´ 1 and some constant CH that depends on H,
n´1ÿ
j“0
|βj,i|a ď CHnp1´2aq_p´2aHq.
(b) For a ě 1 and for some constant CH that depends on H,
n´1ÿ
j,k“0
|βj,k|a ď CHnp2´2aq_p1´2aHq. (2.6)
Proof. Using (1.2), we have
n´1ÿ
j“0
|βj,i|a “ n´2aH
n´1ÿ
j“0
|ρHpj ´ iq|a.
Taking into account that |ρHpj ´ iq|a converges to zero as j tends to infinity at the rate
jap2H´2q, when ap2H´2q ă ´1 the above sum is bounded by a constant. When ap2H´2q ě
´1, it diverges at the rate nap2H´2q`1. This gives the estimate in part (a). For (b), we make
the change of indices pj, kq Ñ pj, hq, where h “ j ´ k, we estimate the sum in j by n and
apply (a) for the sum in h.
We recall a version for infinite sums of the rank-one Brascamp-Lieb inequality that will
be used to estimate sums of products of the terms βj,k. The statement is reproduced from
[21, Proposition 2.4], which is taken from the works [1, 2] and [4]:
Proposition 2.3 (Brascamp-Lieb inequality). Let 2 ď M ď N be fixed integers. Consider
nonnegative measurable functions fj : RÑ R`, 1 ď j ď N , and fix nonzero vectors vj P RM .
Fix positive numbers pj, 1 ď j ď N , verifying the following conditions:
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(i)
řN
j“1 pj “M .
(ii) For any subset I Ă t1, . . . , Nu, we have řjPI pj ď dimpSpantvj, j P Iuq.
Then, there exists a finite constant C, depending on N,M and the pj’s such that
ÿ
kPZM
Nź
j“1
fjpk ¨ vjq ď C
Nź
j“1
˜ÿ
kPZ
fjpkq1{pj
¸pj
. (2.7)
We will use the Brascamp-Lieb inequality to prove the following lemma.
Lemma 2.4. For a ě 1, b ě 1, ℓ “ 1, . . . , n´ 1, and for some constant CH ,
n´1ÿ
j,j1“0
|βj,ℓ|a|βj1,ℓ|a|βj,j1|b ď CHnp´2Hp2a`bqq_p2´2p2a`bqq .
Proof. We have
n´1ÿ
j,j1“0
|βj,ℓ|a|βj1,ℓ|a|βj,j1|b “ n´2Hp2a`bq
n´1ÿ
j,j1“0
|ρHpℓ´ jqρHpℓ´ j1q|a |ρHpj ´ j1q|b . (2.8)
Making the substitutions k1 “ ℓ´ j and k2 “ ℓ´ j1, we can write the above sum as
ℓÿ
k1,k2“ℓ´n`1
|ρHpk1qρHpk2q|a |ρHpk1 ´ k2q|b . (2.9)
Let N “ 3, M “ 2,
f1pxq “ f2pxq “ |ρHpxq|a1tℓ´nďxďℓu
and
f3pxq “ |ρHpxq|b1t|x|ďn´1u.
Consider the vectors v1 “ p1, 0q, v2 “ p0, 1q, and v3 “ p1,´1q. Applying Proposition 2.3,
we have
ℓÿ
k1,k2“ℓ´n`1
|ρHpk1qρHpk2q|a |ρHpk1 ´ k2q|b
ď C
˜ÿ
kPZ
f1pkq1{p1
¸p1 ˜ÿ
kPZ
f2pkq1{p2
¸p2 ˜ÿ
kPZ
f3pkq1{p3
¸p3
“ C
˜
ℓÿ
k“ℓ´n`1
|ρHpkq|a{p1
¸p1˜ ℓÿ
k“ℓ´n`1
|ρHpkq|a{p2
¸p2¨˝ n´1ÿ
k“´pn´1q
|ρHpkq|b{p3‚˛
p3
.
The choices p1 “ p2 “ 2a{p2a` bq and p3 “ 2b{p2a` bq satisfy the conditions of Proposition
2.3. Note that p1 ` p2 ` p3 “ 2 and a{p1 “ a{p2 “ b{p3 “ p2a ` bq{2. In this way, we can
7
write
ℓÿ
k1,k2“ℓ´n`1
|ρHpk1qρHpk2q|a |ρHpk1 ´ k2q|b ď C
¨˝ ÿ
|k|ď2n
|ρHpkq|p2a`bq{2‚˛
2
ď Cn2rp2H´2qp2a`bq{2`1q` s,
which implies the desired estimate.
2.2 Malliavin calculus
Let us now introduce some elements of the Malliavin calculus with respect to the fractional
Brownian motion B. Let S be the set of all smooth and cylindrical random variables of the
form
F “ g pBpφ1q, . . . , Bpφnqq , (2.10)
where n ě 1, g : Rn Ñ R is an infinitely differentiable function with compact support, and
φi P H. The derivative of F with respect to B is the element of L2pΩ;Hq defined as
DF “
nÿ
i“1
Bg
Bxi pBpφ1q, . . . , Bpφnqqφi.
By iteration, one can define the qth derivative DqF for every integer q ě 2, with DqF P
L2pΩ;Hdqq. For integers q ě 1 and real numbers p ě 1, the Sobolev space Dq,p is defined as
the closure of S with respect to the norm } ¨ }Dq,p, defined by the relation
}F }p
Dq,p
“ E r|F |ps `
qÿ
i“1
E
`}DiF }p
Hbi
˘
.
The derivative operator D verifies the following chain rule. If ϕ : Rn Ñ R is continuously
differentiable with bounded partial derivatives and if F “ pF1, . . . , Fnq is a vector of elements
of D1,2, then ϕpF q P D1,2 and
DpϕpF qq “
nÿ
i“1
Bϕ
Bxi pF qDFi.
We denote by δ the adjoint of the operator D, also called the divergence operator or
Skorohod integral (see, e.g., [20, Section 1.3.2] for an explanation of this terminology). A
random element u P L2pΩ;Hq belongs to the domain of δ, denoted by Domδ, if and only if
it verifies ˇˇ
E
`xDF, uyH˘ˇˇ ď cuaEpF 2q
for any F P D1,2, where cu is a constant depending only on u. If u P Domδ, then the random
variable δpuq is defined by the duality relationship (called ‘integration by parts formula’):
EpFδpuqq “ E`xDF, uyH˘, (2.11)
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which holds for every F P D1,2. Formula (2.11) extends to the multiple Skorohod integral
δq, and we have
E pFδqpuqq “ E `xDqF, uy
Hbq
˘
, (2.12)
for any element u in the domain of δq and any random variable F P Dq,2. Moreover, δqphq “
Iqphq for any h P Hdq.
The following statement will be used in the paper, and is proved in [14].
Lemma 2.5. Let q ě 1 be an integer. Suppose that F P Dq,2, and let u be a symmetric
element in Domδq. Assume that, for any 0 ď r ` j ď q, xDrF, δjpuqy
Hbr
P L2pΩ;Hbq´r´jq.
Then, for any r “ 0, . . . , q ´ 1, xDrF, uy
Hbr
belongs to the domain of δq´r and we have
Fδqpuq “
qÿ
r“0
ˆ
q
r
˙
δq´r
`xDrF, uy
Hbr
˘
, (2.13)
with the convention that δ0pvq “ v, v P L2pΩq, and D0F “ F , F P L2pΩq.
For any Hilbert space V , we denote by Dk,ppV q the corresponding Sobolev space of V -
valued random variables (see [20, page 31]). The operator δq is continuous from Dk,ppHbqq
to Dk´q,p, for any p ą 1 and any integers k ě q ě 1, that is, we have
}δqpuq}
Dk´q,p
ď ck,p }u}Dk,ppHbqq , (2.14)
for all u P Dk,ppHbqq, and for some constant ck,p ą 0. These estimates are consequences of
Meyer inequalities (see [20, Proposition 1.5.7]). In particular, these estimates imply that
D
q,2pHbqq Ă Domδq for any integer q ě 1.
The following commutation relationship between the Malliavin derivative and the Skoro-
hod integral (see [20, Proposition 1.3.2]) is also useful:
Dδpuq “ u` δpDuq, (2.15)
for any u P D2,2pHq. By induction we can show the following formula for any symmetric
element u in Dj`k,2pHbjq
Dkδjpuq “
j^kÿ
i“0
ˆ
k
i
˙ˆ
j
i
˙
i!δj´ipDk´iuq. (2.16)
In particular, when j “ k, making the substitution iÑ k ´ i, we obtain
Dkδkpuq “
kÿ
i“0
ˆ
k
i
˙2
pk ´ iq!δipDiuq. (2.17)
We will also use the following formula for the multiple Skorohod integral.
Lemma 2.6. If ϕ is a q times continuously differentiable function on R such that ϕpqq has
moderate growth and g, h P H, then
δqpϕpBpgqqhbqq “
qÿ
r“0
ˆ
q
r
˙
ϕprqpBpgqqxh, gyrHIq´rphbq´rqp´1qr.
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Proof. We will prove this formula by induction. By linearity, it suffices to assume that
}h}H “ 1. When q “ 1, this formula reduces to
δpϕpBpgqqhq “ ϕpBpgqqδphq ´ ϕ1pBpgqqxh, gyH,
which is a particular case of (2.13) with q “ 1. Suppose it holds for q. Using the recurrence
formula Hn`1pxq “ xHnpxq ´ nHn´1pxq for Hermite polynomials and the relation between
Hermite polynomials and multiple stochastic integrals, we can write
Iqphbqq “ Hqpδphqq
“ δphqHq´1pδphqq ´ pq ´ 1qHq´2pδphqq
“ δphqIq´1phq´1q ´ pq ´ 1qIq´2phbq´2q.
(2.18)
Applying the inductive hypothesis, we have
δq`1pϕpBpgqqhbq`1q “ δpδqpϕpBpgqqhbqqhq
“
qÿ
r“0
ˆ
q
r
˙
δ
`
ϕprqpBpgqqxh, gyrHIq´rphbq´rqh
˘ p´1qr
“
qÿ
r“0
ˆ
q
r
˙
p´1qrrδphqIq´rphbq´rqϕprqpBpgqqxh, gyrH
´ xDrϕprqpBpgqqxh, gyrδq´rphbq´rqs, hyHs. (2.19)
Computing the derivative in the last term, we have
xDrϕprqpBpgqqxh, gyrIq´rphbq´rqs, hyH
“ ϕpr`1qpBpgqqxh, gyr`1
H
Iq´rphbq´rq
` ϕprqpBpgqqxh, gyrHpq ´ rqIq´r´1phbq´r´1q,
(2.20)
Substituting (2.20) into (2.19) and using (2.13), yields
δq`1pφpBpgqqhbq`1q “
qÿ
r“0
ˆ
q
r
˙
p´1qrrδphqIq´rphbq´rqϕprqpBpgqqxh, gyrH
´ ϕpr`1qpBpgqqxh, gyr`1
H
Iq´rphbq´rq
´ ϕprqpBpgqqxh, gyrHpq ´ rqIq´r´1phbq´r´1qs
“
qÿ
r“0
ˆ
q
r
˙
p´1qrϕprqpBpgqqxh, gyrHIq´r`1phbq´r`1q
`
q`1ÿ
r“1
ˆ
q
r ´ 1
˙
p´1qrϕprqpBpgqqxh, gyrHIq´r`1phbq´r`1q.
Taking into account that
`
q
r
˘` ` q
r´1
˘ “ `q`1
r
˘
, we finally obtain
δq`1pφpBpgqqhbq`1q “
q`1ÿ
r“0
ˆ
q ` 1
r
˙
p´1qrϕprqpBpgqqxh, gyrHIpq`1q´rphbppq`1q´rqq
and the induction is complete.
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2.3 Rate of convergence to a mixture of Gaussian laws
In this subsection we state Theorem 5.2 from [15] here, that will play a basic role in the
proof of our main theorem.
Proposition 2.7. Suppose that u P D2q,4qpHqq is symmetric. Let F “ δqpuq. Let S P
D
q,4q, and let η „ Np0, 1q indicate a standard Gaussian random variable, independent of the
fractional Brownian motion B. Assume that ϕ : R Ñ R is C2q`1 with }ϕpkq}8 ă 8 for any
k “ 0, . . . , 2q ` 1. Thenˇˇ
ErϕpF qs ´ErϕpSηqsˇˇ ď 1
2
}ϕ2}8E
“|xu,DqF yHbq ´ S2|‰
`
ÿ
pb,b1qPQ
t|b1|{2uÿ
j“0
cq,b,b1,j
›››ϕp1`|b|`2|b1|´2jq›››
8
ˆE
”
S |b
1|´2j
ˇˇˇA
u, pDF qbb1 b ¨ ¨ ¨ b `Dq´1F ˘bbq´1 b pDSqbb11 b ¨ ¨ ¨ b pDqSqbb1qE
Hbq
ˇˇˇı
,
where Q is the set of all pairs of vectors b “ pb1, b2, . . . bq´1q and b1 “ pb11, . . . , b1qq of nonneg-
ative integers satisfying the constraints b1 ` 2b2 ` ¨ ¨ ¨ ` pq ´ 1qbq´1 ` b11 ` 2b12 ` ¨ ¨ ¨ qb1q “ q.
The constants cq,b,b1,j are given by
cq,b,b1,j “ 1
2
Bp|b|{2 ` 1{2, |b1|{2` 1q
qź
i“1
ˆ
ci
bi
˙
ˆ |b
1|!
2jp|b1| ´ 2jq!j! ˆ
q!śq
i“1 i!
cici!
,
where c “ b` b1 and B denotes the Beta function.
3 Proof of Theorem 1.1
Along the proof C will denote a generic constant that might depend on q and H . Before
starting the proof let us make some remarks on the exponent φpHq defined in (1.5). Notice
that H ă 1{p2q ´ 2q if and only if ´H ă ´qH ` 1
2
and H ą 1 ´ 1{p2q ´ 2q if and only if
1´H ă qpH ´ 1q ` 1
2
. As a consequence, we have
φpHq “
$’’’&’’’%
´qH ` 1
2
1{2q ă H ď 1{p2q ´ 2q,
´H 1{p2q ´ 2q ă H ď 1{2,
H ´ 1 1{2 ă H ď 1´ 1{p2q ´ 2q,
qpH ´ 1q ` 1
2
1´ 1{p2q ´ 2q ď H ă 1´ 1{2q.
This implies that
φpHq “ max
"
´H,H ´ 1,´qH ` 1
2
, qpH ´ 1q ` 1
2
*
. (3.1)
The proof will be done in several steps. Consider the element u P D2q,8 :“ Xpě1D2q,p
given by
un “ nqH´1{2
n´1ÿ
k“0
fpBk{nqδbqk{n,
11
where we recall that δk{n “ 1rk{n,pk`1q{ns. Note first that the random variable Fn does not
coincide with δqpunq, except in the case H “ 1{2. For this reason, we define Gn “ δqpunq
and first estimate the difference Fn ´Gn.
Step1. We claim that
Er|Fn ´Gn|s ď C}f}2q´1,2nφpHq. (3.2)
To show (3.2), we apply Lemma 2.6 and obtain
δqpunq “ nqH´1{2
n´1ÿ
k“0
δqpfpBk{nqδbqk{nq
“ nqH´1{2
n´1ÿ
k“0
qÿ
r“0
p´1qr
ˆ
q
r
˙
f prqpBk{nqαrk,k{nIq´rpδbq´rk{n q.
Note that the r “ 0 term corresponds to Fn, so
Fn ´Gn “ nqH´1{2
n´1ÿ
k“0
qÿ
r“1
p´1qr`1
ˆ
q
r
˙
f prqpBk{nqαrk,k{nIq´rpδbq´rk{n q.
Let
Kn,r “ nqH´1{2
n´1ÿ
k“0
p´1qr`1
ˆ
q
r
˙
f prqpBk{nqαrk,k{nIq´rpδbq´rk{n q
so that Fn ´Gn “
řq
r“1Kn,r.
Applying the product formula of multiple stochastic integrals (2.3), we can write
ErK2n,rs “ n2qH´1
n´1ÿ
j,k“0
ˆ
q
r
˙2
E
”
f prqpBj,nqf prqpBk{nqIq´rpδbq´rj{n qIq´rpδbq´rk{n q
ı
αrj,j{nα
r
k,k{n
“ n2qH´1
n´1ÿ
j,k“0
q´rÿ
s“0
ˆ
q
r
˙2ˆ
q ´ r
s
˙2
s!
ˆ E
”
f prqpBj,nqf prqpBk{nqI2q´2r´2spδbq´r´sj{n rbδbq´r´sk{n qıβsj,kαrj,j{nαrk,k{n. (3.3)
Using the duality formula between multiple stochastic integrals and the derivative operator
(2.12), we obtain
E
”
f prqpBj,nqf prqpBk{nqI2q´2r´2spδbq´r´sj{n rbδbq´r´sk{n qı
“ E
”
xD2q´2r´2spf prqpBj,nqf prqpBk{nqq, δbq´r´sj{n rbδbq´r´sk{n yHb2q´2r´2sı .
Finally, applying the Leibniz rule, we can write
E
”
f prqpBj,nqf prqpBk{nqI2q´2r´2spδbq´r´sj{n rbδbq´r´sk{n qı
“
2q´2r´2sÿ
m“0
ˆ
2q ´ 2r ´ 2s
m
˙
E
“
f pr`mqpBj,nqf p2q´r´2s´mqpBk,nq
‰
ˆ x1bmr0,j{ns b 1bp2q´r´2s´mqr0,k{ns , δbq´r´sj{n rbδbq´r´sk{n yHb2q´2r´2s. (3.4)
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Substituting (3.4) into (3.3), yields
ErK2n,rs ď C}f}22q´1,2n2qH´1
n´1ÿ
j,k“0
q´rÿ
s“0
|βj,k|s|αj,j{n|r|αk,k{n|r
ˆ
2q´2r´2sÿ
m“0
ÿ
0ďiďm
i_pm´iqďq´r´s
|αj,j{n|i|αj,k{n|q´r´s´i|αk,j{n|m´i|αk,k{n|q´r´s´m`i
“ C}f}22q´1,2n2qH´1
n´1ÿ
j,k“0
q´rÿ
s“0
|βj,k|s
ˆ
2q´2r´2sÿ
m“0
ÿ
0ďiďm
i_pm´iqďq´r´s
|αj,j{n|i`r|αj,k{n|q´r´s´i|αk,j{n|m´i|αk,k{n|q´s´m`i.
Then, decomposing the summation in s into the cases s “ 0 and s ě 1, we obtain
ErK2n,rs ď C}f}22q´1,2n2qH´1
ˆ
¨˚
˝ n´1ÿ
j,k“0
2q´2rÿ
m“0
ÿ
0ďiďm
i_pm´iqďq´r
|αj,j{n|i`r|αj,k{n|q´r´i|αk,j{n|m´i|αk,k{n|q´m`i
`
n´1ÿ
j,k“0
q´rÿ
s“1
|βj,k|s
2q´2r´2sÿ
m“0
ÿ
0ďiďm
i_pm´iqďq´r´s
|αj,j{n|i`r|αj,k{n|q´r´s´i|αk,j{n|m´i|αk,k{n|q´s´m`i‹˛‚.
In the s “ 0 case, we replace the summation of j and k with a factor of n2 and estimate the
α’s with Lemma 2.6(a). For s ě 1, we apply Lemma 2.2(b) and bound each α with Lemma
2.6(a), so that
ErK2n,rs ď C}f}22q´1,2n2qH´1
˜
n´2qp2H^1q`2 `
q´rÿ
s“1
np1´2sHq_p2´2sqn´p2H^1qp2q´2sq
¸
.
The s “ 0 term yields the contribution n2qH´1n´2qp2H^1q`2 “ n´2qpH^p1´Hqq`1. Note that
´pH ^ p1´Hqqq ` 1
2
ď φpHq. Let us consider the terms
As :“ C}f}22q´1,2n2qH´1np1´2sHq_p2´2sqn´p2H^1qp2q´2sq,
s “ 1, 2, . . . , q ´ r. We consider three different cases:
Case 1. Suppose that 1 ´ 2sH ă 2 ´ 2s. In this case, H ą 1 ´ 1{p2sq ě 1{2 and s ă
1{p2p1´Hqq. Therefore, we obtain
As “ C}f}22q´1,2n2qH´1n2´2q “ C}f}22q´1,2n1`2qpH´1q.
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Case 2. Suppose that 1´ 2sH ě 2´ 2s and H ě 1{2. In this case, 1{2 ď H ď 1´ 1{p2sq ď
1´ 1{p2pq ´ 1qq and 1{p2pH ´ 1qq ď s ď q ´ 1. So, we can write
As “ C}f}22q´1,2n2qH´1n1´2q`2sp1´Hq
ď C}f}22q´1,2n2qH´1n1´2q`2pq´1qp1´Hq
ď C}f}2
2q´1,2n
2H´2.
Case 3. Suppose that 1´ 2sH ě 2´ 2s and H ă 1{2. We have
As “ C}f}22q´1,2n2qH´1n2sH´4qH`1
ď C}f}22q´1,2n2qH´1n2pq´1qH´4qH`1
“ C}f}22q´1,2n´2H .
Combining the bound for s “ 0 and the bounds for As, applying Cauchy-Schwarz’s
inequality and taking into account the definition of φpHq and (3.1), we obtain
Er|Fn ´Gn|s ď
qÿ
r“1
Er|Kn,r|s ď
qÿ
r“1
b
ErK2n,rs ď C}f}2q´1,2nφpHq, (3.5)
thus proving (3.2).
Step 2. Now that we have a bound for Er|Fn ´ Gn|s, we will establish a bound for
|ErϕpGnqs ´ ErϕpSηqs| using Proposition 2.7. First, however, we need a result to convert
derivatives of S into derivatives of S2. By the Faa di Bruno formula (see [10] Theorem 2.1),
with hpxq “ ?x, we have
DkS “ Dk
?
S2 “
ÿ
m1`2m2`¨¨¨`kmk“n
Cm1,m2,...,mkh
pm1`¨¨¨`mkqpS2q bkj“1 pDjS2qbmj
“
ÿ
m1`2m2`¨¨¨`kmk“k
C 1m1,m2,...,mkS
1´2pm1`¨¨¨`mkq bkj“1 pDjS2qbmj , (3.6)
where the mj represent the powers of D
jS2, Cm1,...,mk “ k!m1!1!m1...mk !k!mk is a combinatorial
constant that depends on m1, . . . , mk and
C 1m1,...,mk “ Cm1,...,mk
m1`¨¨¨`mk´1ź
ℓ“0
ˆ
1
2
´ ℓ
˙
.
Applying this result to each derivative of S in Proposition 2.7 and combining the terms, we
obtain
|ErϕpGnqs ´ ErϕpSηqs| ď 1
2
}ϕ2}8E
“ˇˇxu,DqGnyHbq ´ S2yˇˇ‰
`C
ÿ
pb,b1qPQ
t|b1|{2uÿ
j“0
}ϕp1`|b|`2|b1|´2jq}8
ˆ
ÿ
m1,m2,...,mq
E
«
S2|b
1|´2j´2
řq
k“1 |mk |b
1
k
ˆ
ˇˇˇˇ
ˇ
C
un,
q´1â
ℓ“1
pDℓGnqbbℓ ˆb
qâ
ℓ1“1
pDℓ1S2qbpb11m1ℓ1`¨¨¨`b1qmqℓ1 q
G
Hbq
ˇˇˇˇ
ˇ
ff
, (3.7)
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where Q is the set of all vectors b “ pb1, . . . , bq´1q and b1 “ pb11, . . . , b1qq of nonnegative integers
such that b1` 2b2` ¨ ¨ ¨` pq´ 1qbq´1` b11` 2b12` ¨ ¨ ¨` qb1q “ q. Also, we will use the notation
mk “ pmkjqj“1,...,q, |mk| “ mk1 ` ¨ ¨ ¨ `mkq, where the mk satisfy
mi1 ` 2mi2 ` ¨ ¨ ¨ ` qmiq “ i. (3.8)
for each i “ 1, . . . , q. We include the combinatorial coefficient from the Faa di Bruno formula
in the constant C.
Let dℓ1 “ b11m1ℓ1 ` ¨ ¨ ¨ b1qmqℓ1 . Using (3.8), we obtain
d1 ` 2d2 ` ¨ ¨ ¨ ` qdq “
qÿ
ℓ1“1
ℓ1pb1
1
m1ℓ1 ` ¨ ¨ ¨ ` b1qmqℓ1q “ b11 ` 2b12 ` ¨ ¨ ¨ ` qb1q.
Therefore,
b1 ` 2b2 ` ¨ ¨ ¨ ` pq ´ 1qbq´1 ` d1 ` 2d2 ` ¨ ¨ ¨ ` qdq “ q. (3.9)
Note that
|d| “ b1
1
|m1| ` ¨ ¨ ¨ ` b1q|mq|.
The exponent of S in (3.6) is a negative number, denoted by a, such that, if |b1| is even,
a “ 2|b1| ´ 2j ´ 2
qÿ
k“1
|mk|b1k
ě 2|b1| ´ 2t|b1|{2u ´ 2
qÿ
k“1
|mk|b1k
ě |b1| ´ 2
qÿ
k“1
|mk|b1k.
Noting that |mk| ď k, this implies
a ě
qÿ
k“1
p1´ 2kqb1k.
Similarly, if |b1| is odd,
a ě 1`
qÿ
k“1
p1´ 2kqb1k.
The lowest possible value of a is obtained when mq1 “ q, b1q “ 1, b11 “ b12 “ ¨ ¨ ¨ “ b1q´1 “ 0, so
a ě 2´ 2q.
For any a P t0,´1, , . . . , 2´ 2qu, define
Ja,b,d :“ E
«
Sa
ˇˇˇˇ
ˇ
C
un,
q´1â
ℓ“1
pDℓGnqbbℓ b
qâ
ℓ1“1
pDℓ1S2qbdℓ1
G
Hbq
ˇˇˇˇ
ˇ
ff
“ nqH´1{2E
«
Sa
ˇˇˇˇ
ˇ
n´1ÿ
j“0
fpBj{nq
q´1ź
ℓ“1
xδbℓ
j{n, D
ℓGnybℓHbℓ
qź
ℓ1“1
xδbℓ1
j{n , D
ℓ1S2ydℓ1
Hbℓ
1
ˇˇˇˇ
ˇ
ff
,
(3.10)
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where
b1 ` 2b2 ` ¨ ¨ ¨ ` pq ´ 1qbq´1 ` d1 ` 2d2 ` ¨ ¨ ¨ ` qdq “ q. (3.11)
Notice also that
1` |b| ` 2|b1| ´ 2j ď 1` |b| ` 2|b1| ď 2q ` 1.
Then, from (3.7) we conclude that
|ErϕpGnqs ´ ErϕpSηqs| ď 1
2
}ϕ2}8E
“ˇˇxu,DqGnyHbq ´ S2yˇˇ‰
`C sup
1ďiď2q`1
}ϕpiq}8 sup
pb,dqPQ
sup
2´2qďaď0
Ja,b,d. (3.12)
Step 3. We next show that
E
`ˇˇxun, DqGny ´ S2 ˇˇ˘ ď C}f}22q,2nφpHq. (3.13)
Recall that Gn “ δnpunq. We have, applying (2.17),
E
`ˇˇxun, DqGny ´ S2ˇˇ˘ ď E `q! ˇˇ}un}2Hbq ´ S2ˇˇ˘` qÿ
i“1
ˆ
q
i
˙2
pq ´ iq!E `q! ˇˇxun, δipDiunqyHbq ˇˇ˘ .
(3.14)
Let An :“
ˇˇ
q!}un}2Hbq ´ S2
ˇˇ
and Bn,i :“ |xun, δipDiunqyHbq |, so that we can write
E
`ˇˇxun, DqGny ´ S2ˇˇ˘ ď ErAns ` C qÿ
i“1
EpBn,iq.
First, we will show that
ErAns “ E
“
q!
ˇˇ}un}2Hbq ´ S2ˇˇ‰ ď C}f}21,2nφpHq.
We have
q!}un}2Hbq “ q!n2qH´1
n´1ÿ
j,j1“0
fpBj{nqfpBj1{nqβqj,j1
“ q!n´1
n´1ÿ
j,j1“0
fpBj{nqfpBj1{nqρHpk ´ jqq
“ q! 1
n
n´1ÿ
p“´n`1
pn´1q^pn´1´pqÿ
j“0_´p
fpBj{nqfpBpj`pq{nqρHppqq
: “ Pn `Qn,
where
Pn :“ q!
n
n´1ÿ
p“´n`1
pn´1q^pn´1´pqÿ
j“0_´p
fpBj{nqpfpBpj`pq{nq ´ fpBj{nqqρHppqq
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and
Qn :“ q!
n
n´1ÿ
p“´n`1
pn´1q^pn´1´pqÿ
j“0_´p
fpBj{nq2ρHppqq.
Using ErpfpBpj`pq{nq ´ fpBj{nqq2s1{2 ď C}f}1,2n´H and the fact that
ř8
p“´8 |ρHppq|q ă 8,
we have
Er|Pn|s ď C}f}21,2n´H . (3.15)
Next, taking into account that
ř
|p|ěn |ρHppq|q converges to zero at the rate nqp2H´2q`1 as
nÑ8, we can write
E
“ˇˇ
Qn ´ S2
ˇˇ‰ ď C}f}2
0,2n
qp2H´2q`1
`q!
8ÿ
k“´8
ρHpkqqE
«ˇˇˇˇ
ˇ 1n
n´1ÿ
j“0
f 2pBj{nq ´
ż
1
0
f 2pBsq ds
ˇˇˇˇ
ˇ
ff
“ C}f}20,2nqp2H´2q`1
`q!
8ÿ
k“´8
ρHpkqqE
«ˇˇˇˇ
ˇ
n´1ÿ
j“0
ż pj`1q{n
j{n
f 2pBj{nq ´ f 2pBsq ds
ˇˇˇˇ
ˇ
ff
Using Er|f 2pBj{nq ´ f 2pBsq|s ď C}f}21,2n´H for s P rj{n, pj ` 1q{ns, we obtain
Er|Qn ´ S2|s ď C}f}20,2nqp2H´2q`1 ` C}f}21,2n´H . (3.16)
Because ErAns ď Er|Pn|s ` Er|Qn ´ S2|s, we have from (3.15) and (3.16) that
E rAns ď Cp}f}21,2n´H ` }f}20,2nqp2H´2q`1q
ď C}f}21,2nφpHq.
Next, we estimate the terms ErBn,is for i “ 1, . . . , q. Taking into account the definition
of un, we obtain
ErBn,is “ E
”ˇˇˇ@
un, δ
ipDiunq
D
Hbq
ˇˇˇı
ď nqH´1{2
n´1ÿ
j“0
E
”ˇˇˇ
fpBj{nqxδbqj{n, δipDiunqyHbq
ˇˇˇı
“ nqH´1{2
n´1ÿ
j“0
E
»–ˇˇˇˇˇˇfpBj{nqδipDj{n ¨ ¨ ¨Dj{nloooooomoooooon
i times
pun bq´i δbq´ij{n qq
ˇˇˇˇ
ˇˇ
fifl ,
where here we made use of the the notation
Dj{nF “ xDF, δj{nyH. (3.17)
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Applying Ho¨lder’s and Meyer’s inequalities (2.14), we have
ErBn,is ď nqH´1{2}f}0,2
n´1ÿ
j“0
E
»–ˇˇˇˇˇˇδipDj{n ¨ ¨ ¨Dj{nloooooomoooooon
i times
pun bq´i δbq´ij{n qq
ˇˇˇˇ
ˇˇ
2fifl1{2
ď CnqH´1{2}f}0,2
n´1ÿ
j“0
››››››Dj{n ¨ ¨ ¨Dj{nloooooomoooooon
i times
pun bq´i δbq´ij{n q
››››››
i,2
.
We consider several cases and apply Lemma 4.1 with M “ i, a “ i, b “ q ´ i, c “ q ´ i,
and p “ 2 to control the Sobolev norm } ¨ }i,2.
Case 1. Suppose that H ď 1{2, i ă q. We have
ErBn,is ď CnqH´1{2}f}22i,2
n´1ÿ
j“0
n´1{2´Hpq`iq
“ CnqH´1{2}f}2
2i,2n
1{2´Hpq`iq
ď C}f}2
2i,2n
´H
ď C}f}2
2q,2n
φpHq.
Case 2. Suppose that H ą 1{2, i ă q. We have
ErBn,is ď CnqH´1{2}f}22i,2n ¨ n´1{2´i`p´Hpq´iqq_pqpH´1q`1´q`iq
“ C}f}22i,2npipH´1qq_p2qpH´1q`1q
ď C}f}2
2i,2n
pH´1q_p2qpH´1q`1q
ď C}f}2
2q,2n
φpHq,
Case 3. Suppose that i “ q. Note that a “ q, b “ 0, and c “ 0. Thus,
ErBn,is “ ErBn,qs ď CnqH´1{2}f}22q,2n ¨ n´qp2H^1q
“ C}f}22q,2n´qpH^p1´Hqq`1{2
“ C}f}22q,2np´qH`1{2q_pqp1´Hq`1{2q
ď C}f}2
2q,2n
φpHq.
This completes the proof of (3.13).
Step 4. Next, we will show that Ja,b,d ď C}f}2q`12q,p2q`2qβErSp2´2qqαs1{αnφpHq. Using Ho¨lder’s
inequality with 1{α ` 1{β “ 1, r :“ |b| ` |d| ` 1 ď q ` 1, we can write
Ja,b,d ď CnqH´1{2}f}0,rβErSaαs1{α
n´1ÿ
k“0
q´1ź
ℓ“1
E
„ˇˇˇ
xδbℓ
k{n, D
ℓGnyHbℓ
ˇˇˇrβbℓ{rβ
ˆ
qź
ℓ1“1
E
„ˇˇˇ
xδbℓ1
k{n, D
ℓ1S2y
Hbℓ
1
ˇˇˇrβdℓ1 {rβ
.
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Let
Kk,ℓ :“ E
„ˇˇˇ
xδbℓ
k{n, D
ℓGnyHbℓ
ˇˇˇrβ1{rβ
and
Lk,ℓ1 :“ E
„ˇˇˇ
xδbℓ1
k{n, D
ℓ1S2y
Hbℓ
1
ˇˇˇrβ1{rβ
,
so that
Ja,b,d ď CnqH´1{2}f}0,rβErSaαs1{α
n´1ÿ
k“0
q´1ź
ℓ“1
Kbℓk,ℓ
qź
ℓ1“1
L
dℓ1
k,ℓ1. (3.18)
We will now find estimates for Kk,ℓ and Lk,ℓ1. First, applying (2.16) and using the notation
(3.17), we can write
A
δbℓ
k{n, D
ℓGn
E
Hbℓ
“
ℓÿ
i“0
ˆ
ℓ
i
˙2
i!
A
δbℓ
k{n, δ
q´ipDℓ´iunq
E
Hbℓ
“
ℓÿ
i“0
ˆ
ℓ
i
˙2
i!δq´i
¨˚
˝Dk{n ¨ ¨ ¨Dk{nloooooomoooooon
ℓ´i times
pun bi δbik{nq‹˛‚,
so by Minkowski’s and Meyer’s inequalities (2.14),
Kk,ℓ ď C
ℓÿ
i“0
›››››››Dk{n ¨ ¨ ¨Dk{nloooooomoooooon
ℓ´i times
pun bi δbik{nq
›››››››
q´i,rβ
. (3.19)
Let
Mk,ℓ,i :“
›››››››Dk{n ¨ ¨ ¨Dk{nloooooomoooooon
ℓ´i times
pun bi δbik{nq
›››››››
q´i,rβ
,
so that (3.19) becomes Kk,ℓ ď C
řℓ
i“0Mk,ℓ,i. We now apply Lemma 4.1 with M “ q ´ i,
a “ ℓ´ i, b “ i, c “ i, p “ rβ and consider three cases.
Case 1. Suppose that 0 ă i ď ℓ,H ď 1{2. We have
Mk,ℓ,i ď C}f}q`ℓ´2i,rβn´1{2´Hp2ℓ´iq ď C}f}q`ℓ´2i,rβn´1{2´Hp2ℓ´ℓq
“ C}f}q`ℓ´2pℓ´1q,rβn´1{2´Hℓ
ď C}f}q`ℓ´2pℓ´1q,rβnp´1{2´Hℓq_p´ℓp2H^1qq (3.20)
Case 2. Suppose that 0 ă i ď ℓ,H ą 1{2. We have
Mk,ℓ,i ď C}f}q`ℓ´2i,rβn´1{2´ℓ`i`p´Hiq_pqpH´1q`1´iq
“ C}f}q`ℓ´2i,rβnpip1´Hq´ℓ´1{2q_pqpH´1q`1{2´ℓq.
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Because
ip1´Hq ´ ℓ´ 1{2 ď ℓp1´Hq ´ ℓ´ 1{2 “ ´1{2´Hℓ
and
qpH ´ 1q ` 1{2´ ℓ ď φpHq ´ ℓ ď ´ℓ,
we have, recalling H ą 1{2,
Mk,ℓ,i ď C}f}q`ℓ´2i,rβnp´1{2´Hℓq_p´ℓq “ C}f}q`ℓ´2i,rβnp´1{2´Hℓq_p´ℓp2H^1qq. (3.21)
Case 3. Suppose that i “ 0. Because i “ 0, we have M “ q, a “ ℓ, b “ 0, and c “ 0. Thus,
Mk,ℓ,i “Mk,ℓ,0 ď C}f}q`ℓ,rβn´ℓp2H^1q ď C}f}q`ℓ,rβnp´1{2´Hℓq_p´ℓp2H^1qq. (3.22)
Combining (3.20), (3.21), and (3.22), we have
Kk,ℓ ď C}f}q`ℓ,rβnp´1{2´Hℓq_p´ℓp2H^1qq “ C}f}q`ℓ,rβn´ℓp2H^1q`p´1{2`ℓpH^p1´Hqqq` . (3.23)
Let 1 ď ℓ0pHq ď q ´ 1 be chosen such that when ℓ ď ℓ0pHq,
´1{2` ℓpH ^ p1´Hqq ď 0
and when ℓ ą ℓ0pHq,
´1{2` ℓpH ^ p1´Hqq ą 0.
Observe that
ℓ0pHq “ min
"
q ´ 1,
Z
1
2pH ^ p1´Hqq
^*
.
When ℓ ď ℓ0pHq,
Kk,ℓ ď C}f}q`ℓ,rβn´ℓp2H^1q
and when ℓ ą ℓ0pHq,
Kk,ℓ ď C}f}q`ℓ,rβn´ℓp2H^1q`p´1{2`ℓpH^p1´Hqqq.
Thus,
q´1ź
ℓ“1
Kbℓk,ℓ ď C}f}|b|2q´1,rβnκ1pHq, (3.24)
where
κ1pHq :“ ´p2H ^ 1q
q´1ÿ
ℓ“1
ℓbℓ `
q´1ÿ
ℓ“ℓ0pHq`1
bℓ p´1{2` ℓpH ^ p1´Hqqq . (3.25)
Next, we will estimate Lk,ℓ1. Let gpxq “ f 2pxq. Then, applying Lemma 2.1(a), the
semi-norm norm (1.6), and using Minkowski’s inequality, we can write
Lk,ℓ1 “ σ2H,q
››››ż 1
0
gpℓ
1qpBsqαℓ1k,s ds
››››
βr
ď Cn´ℓ1p2H^1q }g}ℓ1,βr .
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Noting that for k ě 1, gpkqpxq “ řkz“1Czf pzqpxqf pk´zqpxq, for some combinatoric numbers
Cz, we have
Lk,ℓ1 ď Cn´ℓ1p2H^1q}f}2ℓ1,2βr. (3.26)
Taking the product over ℓ1 and applying (3.26), we obtain
qź
ℓ1“1
L
dℓ1
k,ℓ1 ď C}f}2|d|q,2βrnκ2pHq, (3.27)
where
κ2pHq :“ ´p2H ^ 1q
qÿ
ℓ1“1
ℓ1dℓ1. (3.28)
Applying (3.24) and (3.27), we have, recalling (3.18) and replacing the summation in k
with the factor n,
Ja,b,d ď CnqH´1{2}f}1`|b|`2|d|2q,2rβ ErSaαs1{αn ¨ nκ1pHq`κ2pHq
“ C}f}1`|b|`2|d|
2q,2rβ ErSaαs1{αnqH`
1
2
`κ1pHq`κ2pHq
“ C}f}1`|b|`2|d|
2q,2rβ ErSaαs1{αnκpHq,
(3.29)
where
κpHq :“ qH ` 1
2
` κ1pHq ` κ2pHq.
Recalling (3.25), (3.28), and (3.11), we have
κpHq “ qH ` 1
2
´ p2H ^ 1q
˜
q´1ÿ
ℓ“1
ℓbℓ `
qÿ
ℓ1“1
ℓ1dℓ1
¸
`
q´1ÿ
ℓ“ℓ0pHq`1
bℓ p´1{2` ℓpH ^ p1´Hqqq
“ ´qpH ^ p1´Hqq ` 1
2
`
q´1ÿ
ℓ“ℓ0pHq`1
bℓ p´1{2` ℓpH ^ p1´Hqqq . (3.30)
We will now show that
κpHq ď φpHq. (3.31)
We consider three cases depending on the value of
řq´1
ℓ“ℓ0pHq`1
bℓ.
Case 1. Suppose that
řq´1
ℓ“ℓ0pHq`1
bℓ “ 0. Then
κpHq “ ´pH ^ p1´Hqqq ` 1
2
“
ˆ
´qH ` 1
2
˙
_
ˆ
qpH ´ 1q ` 1
2
˙
ď φpHq.
Case 2. Suppose that
řq´1
ℓ“ℓ0pHq`1
bℓ “ 1. We conclude that all of bℓ0pHq`1, ¨ ¨ ¨ , bq´1 are zero
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except for one, say bm “ 1, ℓ0pHq ` 1 ď m ď q ´ 1. Because m ď q ´ 1, we have
κpHq “ ´pH ^ p1´Hqqq ` 1
2
`
q´1ÿ
ℓ“ℓ0pHq`1
bℓ p´1{2` ℓpH ^ p1´Hqqq
“ ´qpH ^ p1´Hqq ` 1
2
p1´ bmq `mbmpH ^ p1´Hqq
“ pm´ qqpH ^ p1´Hqq
ď ´pH ^ p1´Hqq “ p´Hq _ pH ´ 1q ď φpHq.
Case 3. Suppose that
řq´1
ℓ“ℓ0pHq`1
bℓ ě 2. We have
κpHq “ ´qpH ^ p1´Hqq ` 1
2
`
q´1ÿ
ℓ“ℓ0pHq`1
bℓ p´1{2` ℓpH ^ p1´Hqqq
“ ´qpH ^ p1´Hqq ` 1
2
¨˝
1´
q´1ÿ
ℓ“ℓ0pHq`1
bℓ‚˛` pH ^ p1´Hqq q´1ÿ
ℓ“ℓ0pHq`1
ℓbℓ
ď ´qpH ^ p1´Hqq ´ 1
2
` pH ^ p1´Hqqq “ ´1
2
ď φpHq,
completing the proof of (3.31). Thus, we have, recalling (3.29),
Ja,b,d ď C}f}1`|b|`2|d|2q,2rβ ErSaαs1{αnφpHq
ď C}f}2q`1
2q,p2q`2qβErSp2´2qqαs1{αnφpHq. (3.32)
Combining (3.5), (3.12), (3.13), and (3.32), the proof of Theorem 1.1 is complete.
Remark. In order to understand the phase transition in the rate of convergence when
H ą 1{2, let us discuss a particular example. Suppose that q “ 3 and fpxq “ x and
H ą 1{2. Then
Fn “ n3H´1{2
n´1ÿ
k“0
Bk{nI3pδb3k{nq.
The random variable Fn can be decomposed as follows: Fn “ Gn `Rn, where
Gn “ n3H´1{2
n´1ÿ
k“0
I4
´
1r0,k{ns b δb3k{n
¯
and
Rn “ 3n3H´1{2
n´1ÿ
k“0
x1r0,k{ns, δk{nyHI2pδb2k{nq.
Let us find out the rate of convergence in L2 of the residual term Rn. We can write
ErR2ns “
9
4
n´2H´1
n´1ÿ
j,k“1
ppk ` 1q2H ´ k2H ´ 1qppj ` 1q2H ´ j2H ´ 1qρ2Hpj ´ kq.
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Then, if H ě 3
4
, the series
ř8
h“1 ρ
2
Hphq is divergent and the expectation ErR2ns behaves, as
n6H´5 when n Ñ 8. On the other hand, if H ă 3
4
, the series
ř8
h“1 ρ
2
Hphq is convergent
and ErR2ns behaves, as n2H´2 when n Ñ 8. We see that the phase transition occurs at
H “ 3
4
. For a general q ě 3, and assuming H ą 1{2, the phase transition occurs for
values of q and H such that the series
ř8
h“1 |ρq´1H phq| changes its convergence, that is, when
p2H ´ 2qpq ´ 1q “ ´1. One can show that the expectation ErG2ns converges to a constant,
and the rate of convergence is worse than that of the residual term.
4 Appendix
Here we prove a result we need in the proof of Theorem 1.1. Recall the notation Dk{nF “
xDF, δk{nyH where δk{n “ 1rk{n,pk`1q{ns.
Lemma 4.1. For any integers ℓ,M, a, b, c such that M ě 0, 0 ď c ď q, 0 ď a ď q ´ c,
0 ď b ď c and any real number p ą 1,there exists a constant C depending on q, M , p, and
the Hurst parameter H such that››››››Dk{n ¨ ¨ ¨Dk{nloooooomoooooon
a times
´
un bb δbck{n
¯››››››
M,p
ď C}f}M`a,pnκpa,b,c,Hq,
where
κpa, b, c, Hq :“
$’&’%
´1{2´Hp2a` cq b ą 0, H ď 1{2
´1{2´ a´Hpc´ bq ` p´Hbq _ pqpH ´ 1q ` 1´ bq b ą 0, H ą 1{2
´ap2H ^ 1q ´Hc b “ 0
.
Proof. For 0 ď m ďM , let
Am :“ E
»—–
››››››Dm
¨˝
Dk{n ¨ ¨ ¨Dk{nloooooomoooooon
a times
´
un bb δbck{n
¯‚˛››››››
p
Hbpm`q´2b`cq
fiffifl
1{p
“ nqH´1{2E
»–›››››n´1ÿ
j“0
f pm`aqpBj{nqαak,j{nβbj,kδbpc´bqk{n δbpq´bqj{n bεbmj{n
›››››
p
Hbpm`q´2b`cq
fifl1{p .
Taking the norm in Hm`q´2b`c, we have
Am ď CnqH´1{2}f}m`a,p
#
n´1ÿ
j,j1“0
|αk,j{n|a|αk,j1{n|a|βj,k|b|βj1,k|bn´2Hpc´bq|βj,j1|q´b
+1{2
.
We consider three different cases:
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Case 1. Suppose that 0 ă b ă q. Applying Lemma 2.4 to řn´1j,j1“0 |βj,k|b|βj1,k|b|βj,j1|q´b and
Lemma 2.1(a) to each of the α terms, we have
Am ď CnqH´1{2}f}m`a,p
`
n´2ap2H^1qn´2Hpc´bqnp´2Hpq`bqq_p2´2pq`bqq
˘1{2
“ CnqH´1{2}f}m`a,pn´ap2H^1qn´Hpc´bqnp´Hpq`bqq_p1´pq`bqq.
When H ď 1{2, q ` b ě 2 ě 1{p1´Hq, so ´Hpq ` bq ě 1´ pq ` bq, and we have
Am ď CnqH´1{2}f}m`a,pn´Hpq`2a`cq.
When H ą 1{2,
Am ď CnqH´1{2}f}m`a,pn´an´Hpc´bqnp´Hpq`bqq_p1´pq`bqq
“ CnqH´1{2}f}m`a,pn´a´Hpc´bqnp´Hpq`bqq_p1´pq`bqq
“ C}f}m`a,pn´a´1{2´Hpc´bqnp´Hbq_pqpH´1q`1´bq.
Case 2. Suppose that b “ q. In this case, c “ q and a “ 0 and, applying Lemma 2.2(a),
Am ď CnqH´1{2}f}m,p
«
n´1ÿ
j,j1“0
|βj,k|q|βj1,k|q
ff1{2
“ CnqH´1{2}f}m,p
n´1ÿ
j“0
|βj,k|q
ď C}f}m,pnqH´1{2np´2qHq_p1´2qq.
Note that ´2qH “ p´2qHq _ p1 ´ 2qq. Thus, this estimate coincides with the estimate in
case 1 when b “ c “ q and a “ 0.
Case 3. Suppose that b “ 0. Applying Lemma 2.2(b) to řn´1j,j1“0 |βj,j1|q and Lemma 2.1(a) to
each of the α terms,
Am ď CnqH´1{2}f}m`a,pn´ap2H^1qn´Hcnp1{2´qHq_p1´qq
“ CnqH´1{2}f}m`a,pn´ap2H^1qn´Hcn1{2´qH
ď C}f}m`a,pn´ap2H^1q´Hc.
This concludes the proof of the lemma.
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