In this paper, finite phase semi-Markov processes are introduced. By introducing variables and a simple transformation, every finite phase semi-Markov process can be transformed to a finite Markov chain which is called its associated Markov chain. A consequence of this is that every phase semi-Markovian switching system may be equivalently expressed as its associated Markovian switching system. Existing results for Markovian switching systems may then be applied to analyze phase semi-Markovian switching systems. In the following, we obtain asymptotic stability for the distribution of nonlinear stochastic systems with semi-Markovian switching. The results can also be extended to general semi-Markovian switching systems. Finally, an example is given to illustrate the feasibility and effectiveness of the theoretical results obtained.
Introduction
In engineering applications, some frequently occurring dynamical systems which can be described by different forms depending on the value of an associated Markov chain process are termed Markovian switching systems. Research into this class of systems and their applications spans several decades. For some representative work on this general topic, we refer the reader to [1] - [5] , [7] - [10] , [13] - [15] , [17] and the references therein. Some recent results can be found in [16, 18, 19] . Because the sojourn time at any state of a Markov chain is exponential, Markovian switchings have limited applications, and the results obtained for these systems are conservative in some sense. In this paper, finite phase semi-Markov processes are introduced which require that the sojourn time at a state follows the phase distribution. As is well known, phase distributions are particularly dense, so research into phase semiMarkovian switching systems is significant. At first, we attempted to extend the results of Markovian switching systems to semi-Markovian switching systems. However it proved to be extremely difficult to do this directly. We therefore turned our attention to phase distributions which can approach all general distributions and are closely related to exponential distributions. Thus, we concentrate on considering phase semiMarkovian switching systems.
In Section 2, we first introduce the phase distribution and define phase semi-Markov processes. Then by introducing variables and a simple transformation, every finite phase semi-Markov process can be transformed to a finite Markov chain which is called its associated Markov chain. Then every phase semi-Markovian switching system may be equivalently expressed as its associated Markovian switching system. Existing results for Markovian switching systems may then be applied to analyze phase semi-Markovian switching systems. Furthermore, the family of phase distributions is particularly dense, so the results can also be extended to general semi-Markovian switching systems.
In Section 3, we apply our results to nonlinear stochastic differential equations and obtain Theorem 3.1. Then by Theorem 3.1 and the results in [18] , we can obtain two criteria for asymptotic stability in the distribution of nonlinear stochastic systems with semi-Markovian switching. In fact, the results in [18] are for Markovian switching which required that transition times be distributed according to an exponential distribution. Our paper considers phase semi-Markovian switching. Furthermore, every general distribution can be approximated by a phase distribution. So our results can also be extended to general semi-Markovian switching systems. In fact, the ideas of this paper aren't limited to [18] . Almost all the nice results obtained so far on Markovian switching systems, for example, those of Ji and Chizeck [7] , Costa et al. [1] and so on, are all valid for semi-Markovian switching systems. In Section 4, an example is given to illustrate the feasibility and effectiveness of the theoretic results obtained. There are many PH distributions, for example, a negative exponential distribution is a continuous PH distribution, and a kth-order Erlang distribution E is also a continuous k PH distribution.
Phase semi-Markov processes and Markovization
Furthermore, the PH distribution is very important because it has the following property. In other words, for every probability distribution on [0; +∞/, we may choose a PH distribution to approach the original distribution to any accuracy. REMARK 1. A PH distribution is the distribution of an absorbing time in a finitestate Markov process. In other words, a phase random variable can be expressed as the time until absorption of a finite-state Markov chain with a single absorbing state. In 1954 Jensen [6] first introduced this distribution in an economics model, but he did not offer a useful method to deal with it. The key to making a PH distribution into a powerful tool is the matrix-analysis method developed by Neuts [12] in 1975. Since 1960s the PH distribution has been an important tool in stochastic models in queueing theory, storage theory, reliability theory, and so forth, and it has replaced the special status of the negative exponential distribution. But a PH distribution is still relatively unknown in many areas of science and engineering. Very recently, it has been shown that by virtue of the phase-type semi-Markov processes defined below, the PH distribution has important applications in control theory, Markov decision theory, Markov games and stochastic differential equations. We believe that there will be more and more applications of the PH distribution in the near future. In the present paper we will further show the application of the PH distribution in control theory.
DEFINITION 2.5. Let E be a finite set. A stochastic processr .t/ on the state space E is called a finite phase semi-Markov process, if it satisfies the following conditions:
(1) The sample paths of .r .t/; t < +∞/ are right-continuous step functions and have left-hand limits with probability one. (2) Denote the nth jump point of the processr .t/ by − n (n = 0; 1; 2; · · · ), where 
i ∈ E/ is a negative exponential distribution, the finite phase semi-Markov process is a finite state Markov chain. A finite phase semiMarkov process enables us to overcome the restriction on the sojourn time at a state. Furthermore, by Proposition 2.4, for every probability distribution on [0; +∞/, we may choose a PH distribution to approach the original distribution to any accuracy. However, key issues are how to deal with a finite phase semi-Markovian system and whether a finite phase semi-Markov process can be transformed to a finite Markov chain. We will show in the following that this transformation is possible by introducing variables and a simple transformation which is called Markovization.
Let E be a finite nonempty set and letr .t/ be a finite phase semi-Markov process on the state space E. Denote the nth jump point of the processr .t/ by − n (n = 0; 1; 2; · · · ), where
Obviously, the probability distribution ofr .t/ can be determined only by {P; .a; T /}. For every n (n = 0; 1; · · · ), − n ≤ t < − n+1 , define For any i ∈ E, we define
Our first main result in this paper is as follows. 
(2.7)
PROOF. 1) For every n (n = 0; 1; · · · ), − n ≤ t < − n+1 , define J .t/ to be the phase of Fr .t/ .·/ at time t − − n , which gives the information ofr .t/ on .− n ; t], so by supplying this variable, Z .t/ = .r .t/; J .t// is a Markov chain. 2) Assume that E has finite elements, then G has s = i∈E m .i/ elements, wherer .t/ is as in Definition 2.5. Hence the state space of Z .t/ has finite elements. 3) As for (2.7), when .i; k .i/ / ∈ G, there is no change of state and phase, so By now, we know that every finite phase semi-Markov process can be transformed to a finite Markov chain which is called its associated Markov chain. Then every phase semi-Markovian switching system may be equivalently expressed as its associated Markovian switching system. In the following, we apply the results to a class of nonlinear stochastic differential equations.
Applying the results to nonlinear stochastic differential equations
Let {r .t/; t ≥ 0} be a finite phase semi-Markov process with a state space E. Then the probability distribution ofr .t/ can be determined by {P; .a; T /} as defined in (2.3) and (2.4). Consider a class of nonlinear stochastic differential equations with semi-Markovian switching in a fixed probability space . ; ; P/: dX.t/=f .X.t/;r .t//dt +ĝ.X.t/;r .t//d B.t/; t ≥ 0; (3.1)
wherer .0/ = r 0 , on t = 0, with initial state X.0/ = x 0 , wherê
Then we have our second result. Then system (3.2) is constructed. By the construction, we know it is equivalent to (3.1). The proof is completed. REMARK 3. According to Theorem 3.1, if we want to investigate asymptotic stability in the distribution of the phase semi-Markovian switching system (3.1), we investigate its associated Markovian switching system (3.2).
Note that system (3.2) has been studied in [18] . By use of Theorem 3.1 and the results in [18] , we can obtain the following results. 
where, by X x;i .t/ we denote the solution of Equation (3.2) with initial conditions X .0/ = x ∈ R n and r .0/ = i. Here S is the state space of the associated Markov chain r .t/. Then Equation (3.1) is asymptotically stable in distribution.
PROOF. First from [18] , under a local Lipschitz condition and a linear growth condition, if system (3.2) has the properties (P1) and (P2), system (3.2) is asymptotically stable in distribution. According to Theorem 3.1, system (3.1) is equivalent to the associated Markovian switching system (3.2), so system (3.1) is asymptotically stable in distribution. The proof ends.
To make our theory more applicable, let us now use the results obtained previously to develop a new criterion in terms of M-matrices, which can be verified easily in practice. THEOREM 3.3. If f and g in (3.2) satisfy a local Lipschitz condition and a linear growth condition, further assume that for all x; y ∈ R n and i ∈ S,
where , þ i and Ž i are constants. If
is an M-matrix, where S and Q are the state space and infinitesimal generator of the associated Markov chain r.t/ separately, then system (3.1) is asymptotically stable in distribution.
PROOF. First from [18] , if f and g in (3.2) satisfy a local Lipschitz condition, a linear growth condition and (3.3), and furthermore, if (3.4) is an M-matrix, then system (3.2) is asymptotically stable in distribution. According to Theorem 3.1, system (3.1) is equivalent to its associated Markovian switching system (3.2), so system (3.1) is asymptotically stable in distribution, which completes the proof. 
Example
Letr .t/ be a phase semi-Markov process taking values in S = {1; 2}. The sojourn time in the first state is a random variable distributed according to a negative exponential distribution with parameter ½ 1 . The sojourn time in the second state is a a random variable distributed according to a 2-order Erlang distribution.
Let B.t/ be a scalar Brownian motion and letr .t/ be defined as above. Assume that B.t/ andr .t/ are independent. Consider a one-dimensional stochastic differential equation with phase type semi-Markovian switching
where ¦ is a constant,Þ.1/ = 1 andÞ.2/ = −1=2. This system is not a Markovian switching system but a phase semi-Markovian switching system. In the past, we have had no method to deal with phase semiMarkovian switching. But by Theorem 3.1 in this paper, we know if we want to investigate a phase semi-Markovian switching system, we can investigate its associated Markovian switching system. The key is looking for the associated Markov chain and its infinitesimal generator, and defining the proper function.
In fact, the sojourn time in the second part can be divided into two parts. The sojourn time in the first (respectively second) subdivision is a random variable that is negative exponentially distributed with parameter ½ 2 , (respectively ½ 3 ). More particularly, if the processr .t/ enters State 2, it must first stay at the first subdivision for some time, then enter the second subdivision, then return to State 1 again.
We know that p 12 = p 21 = 1. Obviously,
It is easy to see the state space of Z .t/ = r .t/; J .t/ is G = .1; 1/; .2; 1/; .2; 2/ . We number the elements of G as '..1; 1// = 1, '..2; 1// = 2 and '..2; 2// = 3. Hence, the infinitesimal generator of '.Z .t// is
Now, let r .t/ = '.Z .t//. It is obvious that r .t/ is the associated Markov chain ofr .t/ with state space {1; 2; 3}. The infinitesimal generator of r .t/ is given by (4.2).
For to the construction of f , we have that
Then, by Theorem 3.1, system (4.1) is equivalent to the following system:
for state 1 and phases 1 and 2 of state 2 respectively.
From a property of the Ornstein-Uhlenbeck process, we observe that the first equation in system (4.1) is not asymptotically stable in distribution. However, in the following, it can be seen that if the parameters .½ 1 ; ½ 2 ; ½ 3 / of phase semi-Markovian switching satisfy some condition, the overall system (4.1) will be asymptotically stable in distribution which precisely reflects the importance of phase semi-Markovian switching systems.
In fact, by the definition of Þ, it can be easily verified that a local Lipschitz condition and a linear growth condition hold, and condition (3.3) applies with 
Conclusions
The new and original ideas of this paper are Markovization by supplying variables and considering a phase distribution. By the methods of supplying variables and making a simple transformation, we proved that every finite phase semi-Markov process can be transformed to a finite Markov chain which is called its associated Markov chain. Then we can obtain that every phase semi-Markov switching system may be equivalently expressed as its associated Markov switching system. Existing results for Markovian switching systems may then be applied to analyze phase semiMarkovian switching systems. The key is looking for the associated Markov chain and its infinitesimal generator. We can then use the results of Markov switching to obtain the desired results. A example is given to illustrate the feasibility and effectiveness of the theoretic results obtained.
