Two recursive Toeplitz algorithms are used to estimate the Markov parameters of an LTI system from measurements of the inputs and outputs of a system and in turn use ERA to construct a minimal realization. The algorithms can be used either on-line or in an off-line batch mode. The recursive Toeplitz algorithms are shown to be stable and under the assumption of a persistent excitation the estimated Markov parameters converge to the actual Markov parameters. A numerical example of a second-order SISO lightly damped system illustrates the stability and convergence properties of both algorithms. Finally, the algorithms are used to obtain a 20th-order realization of the dynamics of an acoustic duct. (Author)
Introduction
Real-time identification of the dynamics of linear time-varying systems is becoming a requirement in areas such as health monitoring and damage detection in aircraft and spacecraft structures as well as noise suppression in the interiors of aircraft and automobiles. Traditionally, frequency-domain identification methods are conducted off-line requiring fast Fourier transforms of measured time histories to construct the frequency response function (FRF) of the system. Since these algorithms do not lend themselves to on-line implementation the need exists to develop on-line time-domain identification algorithms. Similarly, the eigensystem realization algorithm (ERA) [3] uses Markov parameters to obtain a minimal realization of the system. However, these Markov parameters are usually obtained from an inverse of the FRF.
Recursive time-domain identification techniques have been studied in the context of neural networks and learning processes. Hyland [4] introduced the concept of a constrained gradient descent approach in identification of finite impulse response systems which maintained the causal structure but not the block-ToepIitz structure of the neural network. We will refer to this as a pseudo-Toeplitz type algorithm. Ahn [2] used a batch ARMA model and the update laws of [4] to identify the transfer function coefficients of infinite impulse response systems. Hyland and others [5] , [6] introduced the ARMARKOV model structure and gave noise rejection properties of neural networks incorporating this structure. This paper introduces two recursive time-domain identification algorithms for linear systems which estimate the Markov parameters directly from time-domain data of the system and in turn use ERA to construct a minimal realization. The first algorithm, which we will refer to as the recursive Toeplitz identification algorithm, is a generalization of [2] . Vectors comprised of inputs and outputs of the system are used recursively to estimate a weight matrix containing a desired number of Markov parameters. The differences between the recursive Toeplitz algorithm and [2] are an ARMARKOV model structure is used and the estimated weight matrix is constrained to be both causal and block-Toeplitz. The second algorithm, which we will refer to as the recursive pseudo-Toeplitz identification algorithm, is also a generalization of [2] . While this algorithm uses an ARMARKOV model structure, the weight matrix is constrained only to be causal resulting in a computationally simpler expression for the gradient. Once the estimated weight matrix of either algorithm has converged, the estimated Markov parameters are extracted and used to construct a Markov block Hankel matrix which is used within ERA to obtain a minimal realization. Both algorithms are well suited to be used either in an on-line or off-line batch mode.
Section 2 introduces ARMARKOV models of linear discrete-time systems which include autoregressive moving-average ARMA models as a special case. Section 3 introduces the recursive Toeplitz identification algorithm and its stability and con-vergence properties. Section 4 introduces the recursive pseudo-Toeplitz identification algorithm and its stability and convergence properties. Section 5 shows how to construct minimal realizations from the Markov block Hankel matrix of which ERA is a special case. In Section 6 both the recursive pseudo-Toeplitz and the recursive Toeplitz identification algorithms are used to identify a second-order single-input single-output (SISO) lightly damped system. In Section 7 the recursive pseudo-ToepIitz/ERA algorithm is used to identify the acoustic dynamics of a duct. Concluding remarks are given in Section 8.
ARMARKOV Models
Consider the discrete-time finite-dimensional linear time-invariant system
where A e 7£ nxn ,B & ft nxm , C e ft' xn , D ell'*" 1 , and n is the order of the realization. The Markov parameters Hk are defined by
i CM fc S, * > 0, which satisfy
For convenience let O/ and 0; xm denote the / x / and / x m zero matrices, respectively, and let I\ and llxm denote the / x / identity matrix and I x m ones matrix, respectively. The transfer function G(z) can also be expressed as
where det (zl -A) = z n + a\z n~l + and i 6 7l' xm , i = 0, 1, . . .,n. Equating (4) and (5) and multiplying both sides by z n + aiz"~1 + -• -+a n yields (6) and Note that the ARMA representation of (5) is given by 
Then the ARMA/Toeplitz representation [4] of (5) is given by 
Noting from (6) that H-i = BQ , HQ = BI -aiB 0 , and substituting (13) into (12) yields y(k} = « 2 ,iy(t-2) + -.. + aa, n y(i-n-l) 
it follows that
where the ARMARKOV weight matrix W t , is the block-Toeplitz matrix defined by
yields the ARMARKOV/Toeplitz representation [5] of (5) Recursive Toeplitz Algorithm
Let W(k) denote the estimated ARMARKOV weight matrix at time k which is constructed to have the same structure as W, let Y(k) denote the estimated output vector defined by
and define the output error e(k\by Lemma 
Consider the error function (24) with the independent variables (25). Then
The error function J(k) is defined by
The recursive Toeplitz algorithm^ constrains the gradient of J(k) with respect to W(k), and hence
to have the same block-Toeplitz structure as^ W.
Therefore, the independent variables in
Furthermore, for convenience we define the following partitioning matrices for constructing the gradient of
Furthermore,
. .
y . (28 )
Note that if -^ 0 then e(]fc) ^ 0 and $(fc) ^ 0.
We now consider the Toeplitz/ARMARKO V weight matrix update law
where r/(k) is the adaptive step size. Finally, define the ARMARKOV weight matrix error by
Then it follows from (30) and (29) that
(32) 
sume that ^ ' ^ 0, i > 0, and suppose the adaptive step size r](k) satisfies
Then {||#(A)|| F }£L 0 is decreasing. Furthermore, if r)(k) = J7opt(*), where
Then V7(fc) can be written as
Consequently, H m £ (fc) = Q, and i.
= o.
(37) (38) (39)
Remark 3.1 If we chose the adaptive step size
or the computationally simpler adaptive step size of
then (35) Thus far we have shown that the update law (29) with either the adaptive step size (40) or (41) causes the output error vector e(k) to converge to zero if the inputs and outputs are bounded from below away from zero and bounded from above. However, this condition on the input and output sequences is not strong enough to guarantee that W(k) converges to W. To guarantee W(k) converges to W we require a persistent excitation if using the adaptive step size (41) or a strongly persistent excitation if using the adaptive step size (40). Let cr m \ n (-) denote the minimum singular value. For convenience Next we consider the special case of a finite impulse response filter and show that if the input sequence {u(fc)}£L 0 is an impulse then W(k) converges to W in a finite number of steps. Lemma 3.3 Consider the SISO finite impulse response filter
with the update law (29) and the adaptive step size (40). Furthermore, let
and n > r. Then
If, in addition, W(Q) = 0, then 
W(k)
where U e ftp'x(( P -fn-iXH-m)+Aim) is defined by (48) where r/(k) is the adaptive step size, and define the predicted output error e~(fc) by 
The following result considers the adaptive step size proposed in [2] . 
If, in addition, p = 1 and / = 1 then 
Furthermore, let PL and QR denote left and right inverses of P and Q, respectively. Then
Moreover, the s-stage controllability and r-stage observability Gramians of (74) 
The structure of the ERA realization (76) suggests that if the last n -q entries of S are small compared to the first q entries, then truncating the last n -q states of (76) will result in a reduced-order realization that retains the dominant dynamic characteristics of the actual system G(z). Therefore, let -H rs0 = PZ rs Q where P e 7^r +1 )' x " ) I7 r , <Eft" Xn ,
Q ' e 7l nx(, + l)m ) pTp = ggT _ j^ and ^ _ diag((7i'*,.. .,<r% s ). Letting PI, E it and Qi denote the first q columns, the leading q x q submatrix, and the first q rows of P, E Til , and Q, respectively, then a reduced-order realization that approximates G(z) is given by
For a system of McMillan degree n ERA requires r, s > n -1. Note that for r, s = n -1 the highest indexed Markov parameter in 7ir,j,i is #i+r+j = Hi n -i. Therefore, ERA requires at least the first 2n + 1 Markov parameters in order to identify a system of McMillan degree n. 6 Numerical Example
In this section both the recursive pseudo-Toeplitz and recursive Toeplitz algorithms are used to obtain estimates of the first six Markov parameters of a second-order SISO discrete-time system. This numerical example is a single degree-of-freedom oscillator with a natural frequency /" of 10 Hz and a damping ratio p of 1%. The transfer function of this decreases exponentially in Figure 1 . Although n O t shown, performance of this algorithm with , opt?(fc) was indistinguishable to that when using the r7 opt (fc) since rj o t j/ t % was only slightly smaller that ^o pt (i). 
Recursive Toeplitz Algorithm
The convergence of the recursive Toeplitz algorithm with the ARMARKOV model having /« = 6, n = 2, and p = 4 and the input being zero-mean uncorrelated random noise with a uniform distribution and a standard deviation of -4-is shown in Figure 4 Identification of an Acoustic Duct 10 >
In this section the pseudo-Toeplitz/ERA algorithm | 10 ' was used to identify the transfer function from a £10" speaker amplifier input to a microphone amplifier output from 0 to 400 Hz. A spectrum analyzer with a display window bandwidth of 400 Hz, sampling frequency of 1024 Hz, was used to produce the white-noise excitation signal as well as record both FRF's and the input and output time-histories. The speaker was mounted on the side of an open-closed acoustic duct 19.75 feet long. All of the modes of the duct between 0 and 400 Hz were purely longitudinal modes. The microphone was mounted very close to the speaker compared to the wavelength of the highest frequency mode below 400 Hz and therefore, was considered to be colocated with respect to the speaker. For comparison purposes, the inverse of a measured FRF was used with ERA in order to obtain a frequency-domain identified model. The size of the Markov block Hankel matrices used in ERA was chosen to be 100 x 100. The frequency-domain analysis produced a 40th-order model which is plotted along with the measured FRF in Figure 5 . The input and output time-histories consisted of 4096 data points with a length of approximately 4 seconds. In order to be able to make a direct comparison to the frequency-domain identified model the Markov 
Conclusions
We have introduced two recursive time-domain identification algorithms that estimate the Markov parameters, based upon an ARMARKOV model structure, and in turn use ERA to construct a minimal realization. Under the assumption that the the adaptive step size and the spectral norm of the regressor vector are appropriately bounded it has been shown that both algorithms are stable and converge. If, in addition, the input is persistent or strongly persistent, depending upon the algorithm and adaptive step size chosen, then the estimated ARMARKOV weight matrix converges to the actual ARMARKOV weight matrix. The numerical exam- pie of a second-order lightly damped SISO system shows convergence of the estimated Markov parameters for a white noise input. Moreover, the recursive Toeplitz algorithm is shown to converge faster than the recursive pseudo-Toeplitz algorithm. However, it should be noted that the recursive Toeplitz algorithm is computationally much more intensive making the recursive pseudo-Toeplitz algorithm better suited to on-line implementation. The effect of the output vector length upon the performance of the algorithm still needs to be explored. We conjecture that as the output vector is lengthened, the noise rejection properties of the algorithm should be enhanced. Finally, the recursive pseudo-Toeplitz/ERA algorithm was applied off-line successfully to identify the dynamics of an acoustic duct and generate a relatively high order realization.
