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Indium sesquioxide is the most widely used conductive oxide for optoelectronic applications. The isolation of
a novel orthorhombic phase of In2O3 at ambient pressures opens a new avenue for tuning the materials properties.
Through an explicit comparison of the stable bixbyite and metastable orthorhombic phases of In2O3, using a
hybrid density functional theory approach, we assess the impact of the loss of inversion symmetry and the
distortion of the oxide sublattice on the electronic and defect structure. The band structure of the orthorhombic
phase retains the key features of a transparent conductive oxide, with a large separation between the fundamental
and optical band gaps. The dominant point defect—the oxygen vacancy—shows similar behavior in both phases
with the coexistence of a localized defect wave function in the neutral state and a resonant transition level to
the positively charged state. The natural valence band alignment between the cubic and orthorhombic phases is
estimated to be 0.22 eV.
DOI: 10.1103/PhysRevB.88.161201 PACS number(s): 61.72.jn, 71.20.−b, 77.84.Bw, 65.40.De
A relatively small number of compounds can be classed as
transparent conductive oxides (TCOs), i.e., metal oxides that
combine high levels of conductivity and optical transparency
in the visible region of the electromagnetic spectrum.1,2 Of
these, indium sesquioxide In2O3 is the most ubiquitous,3 being
employed in applications ranging from flat-panel displays to
organic photovoltaics. As such, the control and functionaliza-
tion of the materials properties have attracted a significant
amount of attention, ranging from its defect and surface
physics4–13 to interfacial phenomena.14,15
Polymorphism describes the existence of multiple crystal
structures for a single chemical composition, which may be ac-
cessible under the stimulation of pressure and/or temperature.
In metal oxides, polymorphs can provide access to a range of
physical properties beyond those of the most thermodynami-
cally stable or most common phases, for example, the distinct
electron affinity of rutile and anatase structured TiO2,16 and
the variation in electric dipoles in the perovskite structures of
SrTiO3 and BaTiO3.17–19
The existence of In2O3 polymorphs has long been known.
The ground-state cubic bixbyite phase is the most widely
studied, while the rhombohedral corundum phase has gen-
erated interest due to its stability at modest temperatures
and pressures.20,21 Previous computational work assessed the
enthalpic stability of five sesquioxide structures for In2O3,
and predicted that above 10 GPa the orthorhombic Rh2O3
structured phase would be favored.22 Recently, this transition
has been experimentally realized; moreover, the phase remains
metastable at ambient pressure and temperature.23
In this Rapid Communication, we assess the properties of
the new orthorhombic phase of In2O3, with comparison to
the known cubic phase, using a combination of Born ionic
potentials and hybrid density functional theory (DFT). While
a number of similarities exist between the phases, the lower
formation energy for the oxygen vacancy, combined with a
decrease in ionization potential will result in a distinct behavior
that could be exploited for future TCO applications.
Computational approach. The properties of crystalline
In2O3 were calculated first using a set of optimized interatomic
potentials,24 within the code GULP.25 The resulting structures
were then used as the starting point of DFT calculations, as
implemented in the code VASP.26–28 Electron exchange and
correlation was treated using the hybrid HSE06 approach,29
in which 25% of exact nonlocal Hartree-Fock exchange is
added to the generalized gradient Perdew-Burke-Ernzerhof
functional,30 and a screening of ω = 0.11 bohr−1 is applied
to partition the Coulomb potential into short- and long-range
terms. The HSE06 functional provides an accurate description
of both structural parameters and electronic structure for
semiconducting materials.31,32 The In 4d states were included
explicitly as valence electrons, and a plane wave cutoff of 520
eV to construct the basis set was found to be well converged
with respect to the total energy.
The equilibrium lattice constants were obtained from the
energy-volume curves obtained by a series of constant volume
calculations, and a fit to the Murnaghan equation of state;33 the
final forces were minimized to below 0.01 eV/A˚. The optical
transition matrix elements and the optical absorption spectrum
were calculated following Fermi’s golden rule and within
the independent particle approximation, excluding excitonic
effects.34
Simulation of point defect formation was performed using
the supercell approach at the same HSE06-DFT level of theory
(1 × 2 × 2 expansion; 80 atoms) with finite-size corrections,
including (i) alignment of the electrostatic potential between
the bulk and the defective supercells and (ii) periodic interac-
tions of charged impurities, as outlined by Freysoldt et al.35
The dielectric constants used are those reported in Table I.
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TABLE I. Properties of the cubic and orthorhombic polymorphs
of In2O3 as calculated (at 0 GPa) using an interatomic potential model
(detailed in Ref. 22).
Orthorhombic
Property Cubic (Ia ¯3) (Pbcn)
Lattice constants (A˚) 10.117 7.962, 5.477, 5.592
Bulk modulus (GPa) 193.77 210.59
Compressibility (×10−3 GPa−1) 5.16 4.75
Poisson ratio 0.323 0.039 (zy)–0.621 (xy)
Static dielectric constants (0) 9.05 15.33, 10.66, 13.80
Optical dielectric constants (∞) 3.90 4.47, 4.34, 4.39
Oxygen site potential (V) 22.92 22.70, 22.87
Phonons (cm−1) 106–545 96–545
The formation energy of a defect is a function of the chemical
environment (atomic chemical potentials). In the oxygen-rich
limit, the system is in equilibrium with O2, while in the oxygen-
poor limit, the system is in equilibrium with metallic In. The
difference between the two extremes is determined by the
formation enthalpy of the compound (H In2O3f = −5.98 eV)
following the standard thermodynamic approach.36
Crystal structure. The ground-state phase of In2O3 is the
cubic bixbyite structure (space group Ia ¯3) which features
two distinct In environments that are both coordinated to six
oxygen atoms but with S6 and C2 symmetry, respectively. The
high-pressure orthorhombic structure is based on the high-
temperature Rh2O3 lattice (space group Pbcn), Fig. 1, and
contains a single In site. While the cubic phase contains a single
oxygen environment (48e Wyckoff position) with tetrahedral
coordination, in the orthorhombic phase two different sites
exist: the tetrahedral 4c position and the trigonal 8d position.
The change in coordination results in a distinct electrostatic
environment, with the site Madelung potential of oxygen in
the Born potential calculations decreasing by 0.22 V (8d) and
0.05 V (4c) relative to the bixbyite phase.
The predicted bulk materials properties for the cubic and
orthorhombic phases, calculated using a polarizable Born
FIG. 1. (Color online) Representation of the crystal structure for
the orthorhombic phase of In2O3 (1 × 2 × 2 expansion). The two
distinct oxygen sites are labeled O1 (8d Wyckoff position) and O2
(4c Wyckoff position).
FIG. 2. (Color online) Electronic band dispersion diagram for
orthorhombic In2O3 calculated at the DFT-HSE06 level of theory.
The valence states are colored blue (dark gray), with the conduction
states colored yellow (light gray).
potential (previously reported in Ref. 22), are collected in
Table I. The lattice constants for both phases are within 1%
of those determined experimentally.23 The HSE06 calculated
lattice parameters are a = 10.157 A˚ (cubic phase) and a =
7.959 A˚, b = 5.515 A˚, c = 5.614 A˚ (orthorhombic phase),
in excellent agreement with the pair-potential calculations.
While the mechanical compressibility of the two phases is
similar, the dielectric constants are remarkably different, with
the orthorhombic phase exhibiting a stronger response at both
the low and high frequency limits. The magnitude of the
phonon dispersion is similar for both phases.
Electronic structure. The electronic band dispersion in
reciprocal space (Fig. 2) maintains the features expected for
an n-type TCO: a highly dispersive conduction band with a
significant gap between the valence (filled, O 2p derived) and
conduction (empty, In 5s derived) bands. At the given level
of theory the band gap of the orthorhombic phase (2.50 eV)
is 0.13 eV smaller than the cubic phase (2.63 eV). Alignment
of the valence band of the bulk materials, with respect to the
electrostatic potential of oxygen,16,37 results in an offset of
0.22 eV. The predicted band alignment is therefore staggered
(type II) due to the higher valence band (lower ionization
potential) of the orthorhombic phase and the lower conduction
band (higher electron affinity) of the cubic phase.
Optical properties. The fundamental band gap of cubic
In2O3 is dipole forbidden, with strong optical transitions
originating from 0.8 eV below the top of the valence band.38,39
The predicted optical absorption spectrum for orthorhombic
In2O3 is shown in Fig. 3. Similar behavior is found for
the two phases despite the fact that the crystal structure of
orthorhombic In2O3 contains no center of inversion. Therefore,
while low energy valence to conduction band transitions are
not formally forbidden by the wave function symmetry, they
remain of negligible intensity.
Defect physics. It has been established that oxygen vacan-
cies are the dominant intrinsic defect in this class of metal
oxide.7–9,11–13,22,40 The role of adventitious hydrogen in bulk
conductivity is more controversial.41,42 There has been intense
161201-2
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FIG. 3. (Color online) Predicted optical absorption onset for
orthorhombic [red (light gray) lines] and cubic (black lines) In2O3.
Only vertical one-electron transitions are considered. The dashed
vertical lines represent the fundamental band gaps as determined
from the electronic band structure.
debate relating to the behavior of the oxygen vacancy, i.e.,
the degree of localization and the ionization energy to a
charged state. There have been reports of both shallow and
deep donor characteristics for VO, even where similar methods
were employed.43,44
The formation of an oxygen vacancy can be separated
into two processes. First, the energy required to produce a
neutral oxygen vacancy in the lattice, chemically balanced
with respect to gaseous oxygen (spin triplet configuration):
OO ⇀↽ V×O + 12 O2(g). (1)
This process gives rise to two excess electrons (due to the
absence of the oxide anion), which are strongly localized in
the vacancy center, similar to the color centers found in alkali
halides (Fig. 4). Secondly, the thermal (or optical) ionization of
the neutral defect to generate two free carriers in the conduction
FIG. 4. (Color online) Electron density arising from the occupied
defect band in oxygen-deficient o-In2O3 for the 8d oxygen site (the
plot for 4c is similar). The results were obtained using an 80 atom
supercell and the HSE06 functional.
FIG. 5. (Color online) Electronic band structure for a supercell
of orthorhombic In2O3 containing an oxygen vacancy defect. While
the lattice symmetry is broken upon defect formation, the dispersion
across the first Brillouin zone is shown for illustrative purposes. The
top of the valence band is set to 0 eV, while the occupied vacancy
band can be found at ∼2 eV.
band can occur:
V×O → V••O + 2e′. (2)
Equation (2) can be further separated into two single-electron
ionization processes, but as given it represents total ionization
of the defect band. We have computed the formation energies
of the neutral oxygen vacancies to be 3.34 and 3.36 eV for the
8d and 4c sites, respectively. Under reducing conditions, these
lower to ∼1.3 eV, in line with previous reports for the cubic
phase.11 The corresponding (0/ + 2) ionization levels for the
8d and 4c oxygen vacancies are 2.59 and 2.74 eV above the
top of the valence band, placing them in the conduction band,
consistent with a resonant donor defect. These are adiabatic
ionization energies, which in contrast to the one-electron band
structure represent quasiparticle energies to promote electrons
from the defect state to the conduction band of the host
material and include structural relaxation of the initial and
final states.
The behavior of the oxygen vacancy defect in In2O3 is
complicated by the fact that it combines both a localized
wave function (Fig. 4) and deep single-particle level (Fig. 5)
with a low energy of ionization. The results obtained for
orthorhombic In2O3 are consistent with the arguments of both
Lany and Zunger43 and ´Agoston et al.44 for the cubic phase.
While the oxygen vacancy is predicted to be a resonant donor
at this level of theory, the large relaxation between the neutral
and doubly ionized configurations would be expected to give
rise to a kinetic barrier for the electron transfer process.
In conclusion, we have elucidated the properties of a
new phase of In2O3, which has similar but distinct bulk
properties and defect behavior compared to the common
cubic phase. Beyond this material, the work emphasizes the
importance of polymorphism for metal oxides, and indeed in
many semiconductor compounds [e.g., ZnSnP2,45 ZnSnN2,46
SrGeO3 (Ref. 47)], where the crystal structure can be used
161201-3
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to tune the materials properties. It provides an opportunity
to change the behavior of a material without changing its
chemical composition.
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