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Abstract  
Several applications, Image de-noising and improvement represent essential 
processes in presence of coloured noise specified in underwater. Power spectral density 
of the noise is changeable at intervals a certain frequency vary, and autocorrelation 
noise operate is doesn't like delta operate. So, noise in underwater 
is characterised as coloured noise. During this paper, a unique image de-
noising technique is projected victimisation multi- level noise power estimation 
in distinct moving ridge remodel with totally different basis functions. Peak signal to 
noise quantitative relation (PSNR) and mean square error depicted performance 
measures that the results of this study depend upon it. The results of varied bases 
of moving ridge such as: Debauchies (db), biorthogonal (bior.) and symlet (sym.), show 
that denoising method that uses during 
this technique produces additional outstanding pictures and improved values of PSNR 
than alternative ways. 
 
1. Introduction  
Detection of signals in noise is an important problem that arises in different signal 
processing applications such as radar and sonar signal processing. In most of the previous 
work on detection, it has been assumed that the signal is embedded in additive white 
Gaussian noise (AWGN) and the receivers are designed accordingly. The measurement 
of power in radio frequency (RF) and microwave applications has the same significance 
as voltage measurements in electrical engineering. Power meters are used for a wide 
variety of measurement tasks. In comparison with spectrum or network analysers, they 
are relatively cheap and unsophisticated instruments. 
 
Signal de-noising is important if the signal of interest is corrupted with noise, 
resulting in difficulty in recovering the information carried by the signal with minimum 
error. Noise is modeled as AWGN wherein the frequency components are distributed over 
all frequency range while the signal of interest lies within a specific range in frequency 
[5]. Different techniques for de-noising were reported, such as mean filtering [6], median 
filtering [7], Wiener filtering [8], and singular value decomposition (SVD) [9]. Wiener 
filter can be used to reduce the noise wherein the signal-to-noise ratio (SNR) is 
sufficiently high (usually higher than 4 dB) [8]. An SVD technique [9] represents a new 
time domain noise reduction approach. Recently, wavelet transform has emerged as a 
popular method in signal de-noising. Some of the methods proposed are wavelet 
correlation method [10], adaptive wavelet shrinkage [11], and dual-tree complex wavelet 
coefficient method [12]. The essence of these methods is the nonlinear processing on the 
wavelet coefficients and using the processed coefficients to reconstruct signals. Among 
these methods, wavelet threshold method is widely used because of its suitability for 
many applications [13-15]. There are two classes of wavelet transforms; the Continuous 
Wavelet Transform (CWT) and its discrete counterpart (DWT). The DWT is a compact 
representation of the data and is particularly useful for noise reduction and data 
compression whereas the CWT is better for feature extraction purposes in addition to 
noise reduction. 
 
Many geophysical time series are not normally distributed and we suggest 
methods of applying the CWT to such time series. From two CWTs we construct the 
Cross Wavelet Transform (XWT) which will expose their common power and relative 
phase in time-frequency space. We will further define a measure of Wavelet Coherence 
(WTC) between two CWT, which can find significant coherence even though the 
common power is low, and show how confidence levels against red noise backgrounds 
are calculated. 
2. Signal Model 
In this section, a common problem in communication and radar systems is 
presented, that is, a known pulse signal is to be detected in an additive white Gaussian 
noise (AWGN) channel. Many applications assumed that, the received signal can be 
defined as follows:  
𝑦[𝑛] = 𝑥[𝑛] + 𝑣[𝑛]                                                                                                      (1)  
 𝑥[𝑛] = A. 𝑠[𝑛]                                                                                                                 (2) 
𝑠[𝑛] = 𝑝[𝑛]                                                                                                                   (3)  
𝑝[𝑛] = {
1                    0 ≤ 𝑛 ≤ 𝑁 − 1
0                        𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
                                                                         (4) 
where 𝑣[𝑛]is AWGN with zero mean and variance 𝜎𝑣
2 , the 𝑠[𝑛] is the reference pulsed 
signal and 𝐴 is the amplitude of signal to be detected 𝑥[𝑛] with power spectrum is defined  
the main lobe width is 1 𝑁⁄  and the zero crossing for each side lobe occurs at each  
𝑖
𝑁⁄  
where i = 2,3,…etc. .  For AWGN, The autocorrelation and power spectrum are defined 
as: 
𝑅𝑣𝑣[𝑚] =  𝐸 {𝑣[𝑚]𝑣[𝑚 +  𝑘]} =  𝜎𝑣
2𝛿[𝑚]                          (5) 
𝑆𝑣𝑣[𝑒
𝑗2𝜋𝑓] =  𝐹. 𝑇.𝑚→𝑓 {𝑅𝑣𝑣[𝑘]} =  𝜎𝑣
2           
−𝑓𝑠
2
≤ 𝑓 ≤
fs
2
               (6) 
 
The power spectrum density (PSD) of white Gaussian noise is a constant over the 
complete frequency range, all frequencies range with a magnitude of𝜎𝑣
2.For a given time 
instant, it has shaped probability distribution function pdf𝜌𝑣(𝑣)given by: 
𝜌𝑣(𝑣) =
1
𝜎𝑣√2𝜋
𝑒
−
𝑣2
2𝜎𝑣
2
                                                            (7) 
where 𝜎𝑣 represent the standard deviation. The delta function on the autocorrelation 
functions means that adjacent samples are independent with all samples are Gaussian with 
the same statistical properties. Thus, he observed samples are considered i.i.d independent 
identically distributed.Details of the system components 
3. Wavelet Transform 
The wavelet transform is a linear time-frequency distribution that decomposes the 
signal into a family of functions localize in time and frequency. The continuous wavelet 
transform can be expressed as follows: 
 
𝑋(𝑡, 𝑎) =
1
√𝑎
∫ 𝑥(𝜏)ℎ (
𝜏 − 𝑡
𝑎
) 𝑑𝜏
∞
−∞
 (8) 
 where 𝑡 is the time shift, a is the scale (known as dilation) factor and  ℎ(𝑡) is the basis 
function (also known as mother wavelet). The choice of basis function is signal dependent 
and example of basis functions are: Debauchies, Coiflet, Symlet and Biorthogonal. In this 
study, the Haar function is used as the basis function due to pulse characteristics of signal. 
Since the signal is processed in discrete time, it is more appropriate to use the discrete 
wavelet transform (DWT) that is defined as [2]: 
𝑋(𝑛, 𝑘) =
1
√𝑘
∑ 𝑥(𝑚)ℎ (
𝑚 − 𝑛
𝑘
)
𝑁−1
𝑚=0
 (9) 
 
where n is the time shift and k is the scale factor. The multiresolution analysis (MRA) is 
efficient method to implement DWT as shown in Fig. 1 and it’s computed by passing the 
time domain signal 𝑥(𝑛) successively through L level of high pass and low pass filters 
with decimation by 2. 
 
 
 
Fig.1. Multiresolution analysis (MRA) using DWT 
 
The decomposition process can be described by following relationships: 
 
𝐴𝑥(𝑛, 𝑘) = ∑ ℎ𝐿𝑃,𝑘(ℓ)𝑥(2𝑘𝑛 − ℓ)
∞
ℓ=−∞
 (10) 
 
𝐷𝑥(𝑛, 𝑘) = ∑ ℎ𝐻𝑃,𝑘(ℓ)𝑥(2𝑘𝑛 − ℓ)
∞
ℓ=−∞
 (11) 
 
where k is the scale,, 𝐴𝑥(𝑛, 𝑘) is the approximate coefficients at scale   𝑘, 𝐷𝑥(𝑛, 𝑘) is the 
detail coefficients at scale k, ℎ𝐻𝑃,𝑘(𝑛)  is the high-pass filter at scale 𝑘 and ℎ𝐿𝑃,𝑘(𝑛)  is 
the low-pass filter at scale 𝑘.  Based on Equations 10 and11, the decomposition of the 
signal 𝑥(𝑛) can be iterated as the number of levels increases.  
 
4. Cross-Wavelet Transform (XWT) for Noisy Pulsed Signal 
The cross wavelet transform (XWT) of two time series 𝑦(𝑛) and 𝑠(𝑛) is defined 
as [12] 
𝑊𝑦𝑠(𝑛, 𝑘) = 𝑊𝑦(𝑛, 𝑘). 𝑊𝑠
∗(𝑛, 𝑘) (12) 
where the wavelet transform for 𝑦(𝑛) and 𝑠(𝑛) are as follows 
𝑊𝑦(𝑛, 𝑘) =
1
√𝑘
∑ 𝑦(𝑚)ℎ (
𝑚 − 𝑛
𝑘
)
𝑁−1
𝑚=0
 
 
(13) 
𝑊𝑠(𝑛, 𝑘) =
1
√𝑘
∑ 𝑠(𝑚)ℎ (
𝑚 − 𝑛
𝑘
)
𝑁−1
𝑚=0
 (14) 
5. Signal Detection  
The main idea of detection is to determine the presence of a signal in the noise. 
Given an observation vector 𝑥 and several hypotheses Hi , the aim is to find the data set 
that matches the hypothesis. Although the number of hypotheses could be arbitrary, the 
case of having two hypotheses H0 and H1 is considered applicable to communication, 
radar, and sonar systems 18. If the pdf for each hypothesis is assumed completely known, 
the hypothesis-testing problem is formulated as follows: 
 
 H0 (Null hypothesis): 𝑦(𝑛) = 𝑣(𝑛)                           n = 0, 1, . . . ,N − 1 
H1 (Alternative hypothesis) :𝑥(𝑛) = 𝑠(𝑛) + 𝑣(𝑛)   n = 0, 1, . . . ,N − 1 
(15) 
 
Neyman–Pearson (NP) and Bayesian methods are primarily used for hypothesis 
testing. Method selection depends on the availability of the prior probability. Although 
digital communication and pattern recognition systems use the Bayes risk, the NP 
criterion is employed for radar and sonar systems. Furthermore, the derivation of the 
optimal detectors depends on the assumption about the noise. In the presence of a 
Gaussian noise, the linear correlator (LC) detector is optimal for detecting a known signal. 
Many communication systems use this detector as a matched filter. The test statistic for 
the matched filter is given by [8] 
 𝑇(𝑥) = ∑ ?̂?(𝑛). 𝑥[𝑛]
𝑁−1
𝑛=0
 (16) 
 
where 𝑥 (𝑛) is the signal to be detected (reference signal) and ?̂?(𝑛) denotes the observed 
data. The expected value (𝐸{𝑇; 𝐻𝑖} for i=0, 1) and the variance of the test statistic 
(Var {𝑇; 𝐻𝑖} for i=0, 1) are 
 
𝑇(𝑥) = {
𝑁(0 , 𝜎𝑣,𝐿
2 . 𝐸𝑠)                             𝑢𝑛𝑑𝑒𝑟 𝐻0
𝑁(𝐸𝑠 , 𝜎𝑣,𝐿
2 . 𝐸𝑠)                              𝑢𝑛𝑑𝑒𝑟 𝐻1 
 (17) 
 
where 𝐸s is the energy of the signal and 𝜎𝑣,𝐿
2  is the variance of the noise. The false alarm 
probability (𝑃𝐹𝐴) is defined as 
P𝐹𝐴 = P(H1; H0) = 𝑃𝑟{𝑥[0] > 𝛾; 𝐻0} = 𝑄 (
𝛾
(𝜎𝑣,𝐿
2 . 𝐸𝑠 )
1
2⁄
) 
                                                   
(18) 
where 𝛾 is the threshold value for a given 𝑃𝐹𝐴, and this threshold value is determined 
using 
𝛾 = 𝑄−1(𝑃𝐹𝐴). (𝜎𝑣,𝐿
2 . 𝐸𝑠 )
1
2⁄  (19) 
 
The probability of detection (𝑃𝐷) is defined as 
 
𝑃𝐷 = 𝑃(𝐻1; 𝐻1) = 𝑃𝑟{𝑥[0] > 𝛾; 𝐻1} = 𝑄 (
𝛾 − 𝐸𝑠
(𝜎𝑣,𝐿
2 . 𝐸𝑠 )
1
2⁄
) 
(20) 
By using Eq. (18) and Eq. (19) in (20), we get 
𝑃𝐷 = 𝑄 [𝑄
−1(𝑃𝐹𝐴) − √
𝐸𝑆
𝜎𝑣,𝐿
2 ] (21) 
5. Results and Discussion 
In this section, the simulation results for the power measurements and signal 
detection are presented. We tested the effectiveness of Matched filter (MF), Matched 
filter using wavelet transform de-noising method (MF-WT), and Matched filter using 
cross-wavelet transform de-noising method (MF-CWT) detectors in detecting a signal in 
AWGN using Monte Carlo simulations with 10000 iterations for each energy-to-noise 
ratio (ENR). 
The detection performances of the detectors are then determined based on the test 
statistics of the detection methods described in the previous section. The simulations are 
repeated for different ENRs by varying the signal energy while maintaining the AWGN 
power constant. For this simulation, the ENR is defined as the ratio of the signal energy 
to the noise 
𝐸𝑁𝑅(𝑑𝑏) = 10 log10 (
NA2
2𝜎𝑣2
) 
(22) 
Figs. 2 show the performances of the detectors over an ENR range of −5 dB to 
+15 dB for the pulsed signal with false alarm probabilities of 10−2 and 10−5 [10] . The 
detection curves show that the MF-CWT performs significantly better than the MF-WT 
detector, whereas the MF detector performs the poorest.  The ENRs of the various 
detection methods, false alarm probabilities, and different signals when 𝑃𝐷 is 90% are 
listed in Table 1. 
 
Table 1. ENRs of the various detection methods given a PD of 90%. 
PFA MF MF-WT MF-CWT 
0.01 8.9 7.6 6 
0.00001 12.2 10.1 8.4 
 
 
 Fig. 2. Performances of the MF-CWT, MF-WT, and MF detectors for the pulsed signal 
with PFA=𝟏𝟎−𝟐 
6. Conclusion 
The Neyman-Pearson criterion which designs a test to maximize PD while making PFA 
as small as possible. For single observation, the probability of detection PD with respect 
to signal to noise ratio (SNR) and the probability of false alarm (PFA) fixed with value 
0.1 Gaussian distribution up to a SNR level of approximately 11 dB. The Gaussian  
distribution appears to be have best performance  of detection compared to another 
distributions. 
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