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Abstract—Data on the location of distributed photovoltaic
installations are valuable to a variety of research activities. We
have trained and applied a Fully Convolutional Neural Network
to identify PV sites from aerial images of Oldenburg, Germany
acquired from Google Maps. The architecture used was U-net,
which was trained on a set of manually labelled images, and
verified against a test dataset. The model is able to accurately
estimate location and shape of PV plants in the north European
town of Oldenburg. In addition, the model is able to estimate
its own uncertainty, breaking the black box assumption of Deep
Learning.
Index Terms—Fully Convolutional Neural Network, model
uncertainty, PV identification, Deep Learning
I. INTRODUCTION
Distributed photovoltaics (PV) represent an area of growth
for renewable energy generation. Due to the the diurnal
cycle, clouds, and other factors, distributed PV have a highly
variable generation. This means that distributed PV would be
expected to have an impact on grid operations that is different
from more traditional forms of electricity generation. It is
important to develop a complete understanding of distributed
renewable generation in order to empower energy planners
and grid operators to accommodate growth of distributed PV
generation, while continuing to provide reliable electricity to
customers.
A great deal of research has focused on improving our
ability to predict the impacts of distributed generation on the
electricity grid. One shortcoming, however, is that data about
the location and capacity of distributed PV installations may be
limited or unavailable. Rooftop PV installations in particular
may be difficult to find complete data for, due to customer
privacy concerns and lack of availability of information at
a granular level. Depending on the specific location, rooftop
PV installations may represent a substantial share of installed
capacity. For example, in Germany, single-site PV under 100
kW installed capacity accounts for 52% of installed capacity
[1]. This accounts for most residential and commercial PV
systems.
Previous studies have considered solving the problem of
missing small scale PV data by utilizing computer vision
and Neural Network (NN) approaches to identify PV sites
from aerial images [2]–[7]. In this study, we train a Fully
Convolutional Neural Network to identify PV systems from
aerial images.
II. METHODOLOGY
The purpose of this study is to detect and localize areas
covered by PV panels in aerial images. In Computer Vision,
this kind of problem is called semantic segmentation, as it
assigns each pixel of an input image to a respective class.
In contrast to instance segmentation, the model does not
distinguish between different PV panels, but rather, identifies
all areas of an image thought to be PV. So-called training of
a NN means use of an optimizer to minimize a loss function,
which measures the distance of the model’s performance from
a desired output. In this study a Supervised Learning approach
is used which requires a set of labeled reference data on which
the NN’s performance is trained and evaluated.
A. Image Data and Labeling
In order to meet the need for training data, a source of
aerial or satellite images is necessary. Previous studies have
used aerial imagery from Google Earth [7], aerial imagery
from Bing [8], or ground level images from Google Street
View [8]–[12] as the basis for computer vision analyses for a
variety of purposes.
In this study Google Maps images were used for the region
containing Oldenburg, Germany. A total of 13,345 image tiles
were selected out of which 1,325 were labeled manually. Tiles
had a raw size of 639 X 640 pixels and used a Web Mercator
projection zoom level of 19. At the latitude of Oldenburg
(around 51◦ N), This corresponds to a resolution of slightly
less than 0.2 m per pixel, with each image showing a roughly
120 m x 120 m area.
Each of the 1,325 individual tiles was manually visualized
and labeled using the python tool labelme [13]. The output
of this process was a single, JSON format file corresponding
to each image, containing polygons that surrounded pixels
of the image that contained apparent PV installations. For
our case, two classes were considered, namely, PV areas and
background. The label polygons were converted to a binary
mask format representing these two classes, using additional
code included with labelme. The time consuming nature of
manual labeling represents the bottleneck in this process.
While the majority of systems were residential scale, a number
of commercial-scale rooftop arrays were present, as well as
one utility scale PV plant.
Several unique features were observed during the labeling
process that bear further discussion. Most of the rooftop sys-
tems in the training dataset were on residential rooftops, which
in Germany are often steeply pitched. In addition to PV, solar
thermal systems are known to be common within the region,
but at times were not visually distinct from PV systems in the
aerial images used, even for a human labeler. Finally, homes
in Oldenburg frequently have wintergartens, greenhouse-like
rooms connected to a home. These wintergartens have the
appearance of rectangular glass panes from above, which may
be difficult to distinguish from PV systems. Examples of these
features are shown in Fig. 1.
Fig. 1: Examples of labelling challenges in Oldenburg.
B. Model
With the availability of a labeled training dataset, the next
step in the process is to identify a NN architecture and train
the network for the task. As the model should be applicable
on a larger scale at country or continent levels and to avoid the
risk of overfitting, the least complex model should be found
to match prediction time and model skill.
1) Network Architecture: Fully Convolutional Neural Net-
works [14] are NN architectures showing high promise for
semantic segmentation. They predict the class to which each
pixel of an input image belongs, leading to output segmenta-
tion masks. In contrast to other NN architectures, this method
works for arbitrary image sizes.
The U-net architecture from [15] is based on the concept
of Fully Convolutional Neural Networks. It was originally
proposed for biomedical image segmentation, in which typi-
cally only a small training set is available, and which requires
highly accurate segmentation masks. The U-net architecture is
divided into two symmetrical paths leading to the eponymous
u-shaped form. On the left side, there is a contracting path
which decreases the image resolutions while increasing the
depth. On the right is a symmetrical expansive path with
increasing image dimensions and decreasing depth , as visible
in Fig. 2.
The contracting path is very similar to common NN archi-
tectures for object detection which use convolutional and max
pooling layers and gradually reduce the image size. The idea
behind this common architecture is to increase the receptive
field in order to learn more complex features. This left-hand
section of the U-net is referred to as the encoder, in that
it creates an new mathematical representation of the source
image pixels.
To localize the objects and to reconstruct the original image
size, the expansive path, unique to U-net, upsamples the image
back to the original resolution. This path is referred to as
the decoder, and it is this path that allows the U-net to
perform pixelwise predictions of the target objects. Further
distinguishing the U-net architecture are the skip connections
between the two paths which concatenate encoder and decoder
of the same level to more precisely localize the masks, as
stated by [15].
2) Training: The 1325 labeled masks were randomly di-
vided into separate training, validation and test datasets, with a
80%/10%/10% ratio. The validation data was used to monitor
the training progress to avoid overfitting. This process was
repeated twice, using two separate random seeds (denoted sets
A and B here) for the splitting, to ensure that no non-random
factors influenced the data partitioning. Results for both seeds
of the split will be presented below.
Images were pre-processed by resizing and normalization.
The input 639x640 tiles were resized to 576x576 to match
the image size used by the pretrained U-net model. The aerial
images were formatted as three 8-bit color (Red/Green/Blue)
channels. These images were normalized by the maximum
possible value (255) such that each pixel was represented as
a floating point value between zero and one for each color
channel. The labels (represented by a binary mask) were
converted to floating point representations with binary 0 or
1 values representing the two classes, background and PV,
respectively.
In this study, the U-net model was trained by an equally
weighted combination of the binary-cross entropy loss and the
Jaccard loss. For a target t and prediction p these loss functions
are respectively given by the Eqs. 1 and 2. The Jaccard loss is
used as a robust function to avoid the class imbalance between
background and PV. The combined loss function had stable
training behaviour and the best results regarding detection rate
and shape predictions.
BCE(t, p) = − [t log(p) + (1− t) log(1− p)] (1)













Fig. 2: U-net architecture used in this study. The left half of the network representing the contracting path is referred to as the
encoder, while the expanding path is the decoder.
The model was trained using the Stochastic Gradient De-
scent optimizer with momentum [16]. Stochastic gradient de-
scent is a stochastic approximation of the well-known gradient
descent algorithm, which allows a model to be trained on
batches of the original data. A comparatively small batch size
of four images per epoch was chosen such that the images
fit inside memory and to make optimal usage of the GPU.
Because of the small batch size a high momentum as proposed
by [15] was applied, which ensures that the training is less
sensitive to single images.
To speed up convergence rates, the weights from the Im-
ageNet competition [17] were used as a starting point for
the optimization. This common practice in Deep Learning
namely Transfer Learning significantly speeds up the training
time, even if the weights are initially trained on different
objects [16]. Additionally, the weights for the encoder portion
of the U-net (see Fig. 2) were held fixed throughout the
training process, meaning that only the decoder weights were
varied. Iteration was performed for a total of 350 epochs,
keeping only the weights for the epoch with the lowest value
for the validation loss. An example of the loss function’s
improvement throughout the training process is shown in Fig.
3. The divergence between the training and validation loss
toward the end of the 350 epochs indicates that overfitting is
beginning to occur.
During training, data augmentation was used to increase
the effective size of the training dataset. Training data are
augmented using rotation, width and height shifts, and zoom-
ing, using the ImageDataGenerator package built into [18].
We used a wrapper provided by keras-unet to actually code
the augmentation [19]. The parameters used for the data
augmentation are shown in Table I.
3) Uncertainty quantification: In addition to the evaluation
metrics listed above, we also investigated the uncertainty of
the network. NNs are often regarded as black box models
whose decisions are difficult to understand. In the recent years
however, there have been efforts to make Artificial Intelligence
Fig. 3: Training and validation loss vs. epoch for ResNet-34,
seed A.
TABLE I: Data Augmentation Parameters
Augmentation Value
Rotation ± 30◦
Width Shift ± 5%
Height Shift ± 5%
Zoom ± 20%
explainable to better understand Deep Learning models and
their outputs. The concept of Bayesian Neural Networks
follows this approach by regarding the NN parameters not
as fixed values, but as random variables. Bayesian Neural
Networks and uncertainty in Deep Learning are still a highly
active research field as many common Bayesian techniques
like Variational Inference or Markov Chain Monte Carlo are
not tractable for the large number of parameters of Deep
Neural Networks.
A computationally tractable method is introduced by [20],
who used the Dropout technique as an approximation of
the uncertainty. Dropout is a regularization technique which
randomly deactivates units and their connections in a NN.
It is usually applied during model training to prevent over-
fitting. However, [20] shows that when Dropout is activated
for predictions, uncertainty estimates can be derived. This
technique, called Monte-Carlo Dropout, is applied in this study
to quantify uncertainty. It has been used in other U-net studies,
and has been proven to give relaible uncertainty estimates [21].
In the present study, we applied dropout in the bottleneck
between the contracting and the expanding path in contrast to
[21] who applied dropout in each layer. To estimate the output
distribution, we applied a sample size of 100 model runs.
The model uncertainty is approximated through the standard
deviation of the model predictions.
III. RESULTS
The model was trained and evaluated in python using the
tensorflow library [18]. An implementation of U-net called
segmentation models was employed to quickly vary the model
backbone and utilize the pre-trained ImageNet competition
weights [22]. The model architecture was selected by testing
different architectures for the U-net. The comparative tests
were run with the Snakemake library [23]. It has been observed
that the choice of the backbone model of the U-net has a major
influence on the model performance. As a backbone model, the
ResNet architecture was chosen as it has shown better accuracy
than other backbone models, such as the VGG architecture.
The metrics tested for model evaluation were the loss
function described previously, the Intersection Over Union
(IOU) score, the Precision (P ), the Recall (R) and the F1
score. Precision is defined as the fraction of true predictions
that are correct, recall is the fraction of all target true values
that were predicted as true, and the F1 score is the harmonic
mean of Precision and Recall as shown in Eq. 3. For the
loss metric, a lower score indicates better performance, while
higher values indicate better performance for all other metrics.
Excepting loss, all metrics have a maximum value of 1.0,





The results of the benchmark indicate that ResNet-50 ex-
hibited the best performance with a validation loss function
of 0.33-0.34, with ResNet-34 at a very close second place.
The full results of the evaluation are shown in Table II.
The ResNet-18 and ResNet-101 backbones both had slightly
higher losses, indicating that ResNet-18 is perhaps too simple,
while ResNet-101 may be too complex. We note some slight
differences between the precision and recall metrics for the
two seeds (A and B). Given the consistency that is observed
for all the datasets (e.g. the precision of B is always better
than the precision of A), we attribute this to some slightly
non-random characteristics of the test dataset for these partic-
ular splits. Though this could perhaps be better resolved by
including more test data, the backbones identified as ”best”
are consistent across all the metrics, and as a result we have
confidence in the quality of the trained model. To interpret
the results for ResNet-50 in words, approximately 80% of the
pixels of its predictions of PV coincide with PV in the labeled
data. Likewise, it is able to identify approximately 80% of true
pixels labeled as containing PV. As scaling from identified
area to PV installed capacity would to first approximation
be expected to be a linear operation, we can infer the same
approximate performance with respect to translating these
predictions to an estimate of PV capacity.
TABLE II: Model Evaluation Results
Model Metric
Backbone Seed Loss IOU Precision Recall F1 Score
ResNet-18 A 0.40 0.63 0.70 0.86 0.77
ResNet-18 B 0.37 0.65 0.83 0.76 0.79
ResNet-34 A 0.33 0.69 0.79 0.84 0.81
ResNet-34 B 0.36 0.68 0.84 0.77 0.80
ResNet-50 A 0.33 0.69 0.79 0.84 0.82
ResNet-50 B 0.34 0.69 0.84 0.79 0.81
ResNet-101 A 0.37 0.66 0.74 0.85 0.79
ResNet-101 B 0.35 0.68 0.86 0.76 0.81
Fig. 4 illustrates several cases that demonstrate the NN
performance in identifying PV panels. In Fig. 4a, we see the
model’s successful identification of a utility scale PV plant.
Uncertainty shown in the right half of the image shows high
confidence over the main footprint of each row, with increased
uncertainty at the edges, implying that the network has some
variability in exactly which pixels constitute the system bound-
aries. In Fig. 4b we see several rooftops that contain obvious
PV systems, which are well identified by the network. One
notable case is the system in the top-right of the image which
was not marked as a system in the labels, due to labeler error.
Two false positives are also present in the predictions. So we
demonstrate that in some cases, the trained network can help
correct mistakes made by a user in labeling. It is notable that
the false positive predictions are made with a high degree of
confidence, indicating that uncertainty is not universally useful
in interpreting incorrect predictions. Finally, though the model
generally shows decent performance in distinguishing between
skylights/wintergartens, an example of the network performing
poorly on these types of surfaces is shown in Fig. 4c. The
model identifies the array on the southern part of the rooftop
with a high degree of confidence, but predicts a number of
false positive regions on the covered walkway in the bottom
right of the image, and on the building’s glass rooftop and
skylights. Notable in these cases is that the for most of the
false positive areas, a high degree of uncertainty is indicated.
Further analysis of the potential of uncertainty to serve as a
useful interpretive tool for these predictions is still necessary.
The NN uncertainty may be thought to be representative of
the uncertainty a human labeler might experience, and may
also indicates that the variance in the RGB values of the




Fig. 4: Example results from ResNet-50. Red lines show boundary of labeled PV regions. Blue lines show predicted PV
regions. Right half of each image demonstrates uncertainty.
certain types of rooftops and PV areas, such that additional
training data showing these types of rooftops, or additional
data inputs might help in discrimination. A common pattern
over all images is a higher uncertainty at the edges of the
PV panels which is probably due to less similar pixels in the
boundary regions and inaccurate labeling.
In addition to comparing the performance using uncertainty,
it is instructive to investigate some common examples of
model error. Fig. 5 shows three examples of common errors
to illustrate the situations when the NN fails to predict an
existing PV array (False Negative) or when it assumes a PV
array which does not exist (False Positive). A main source
of errors are erroneous labels, as exact PV locations are not
known and labels are based on visual inspection. Figure 5a
illustrates an example in which the NN predicts the correct
PV arrays whereas the labels are based on the outer frame of
the PV arrays. The figure also shows that NN has difficulty
detecting PV panels in the presence of strong reflections, as in
some of the middle central PV rows. A similar error is made
due to shadows that fall on the PV panels. Figure 5c shows
the effect of shadow on the model output errors. The tree in
the middle figure leads to a high False Negative rate, as the
model does not label the shadowed pixels as PV panels. This
is in contrast to the case of wintergartens, as shown in Fig.
5c, where the NN falsely predicts PV due to the similar grid
looking structure of wintergartens and PV panels.
IV. SUMMARY
Fully Convolutional Neural Networks show promise in iden-
tifying PV arrays from satellite images. This type of analysis
could be used to generate a database of PV installations in a
region, and could enable a number of additional approaches
to renewable energy modelling. By classifying PV systems on
a pixel basis, the model used in this study also enables the
possibility of estimating a system’s rated capacity, which may
be of interest to electrical models of distributed generation.
Further development on this method is needed to improve
its accuracy and assess its applicability in other environments
with different patterns of building construction and rooftop
configurations. This study shows some common sources for
errors and uncertainty of the Neural Network output which
affect the final model skill. Future work is still needed to
investigate how the errors made by the Neural Network can
be avoided through a more diverse set of training data, which
for example needs to include sun reflectance and shadow
effects. Furthermore, the study has shown that uncertainty
often but not always relates to model errors. It may also be
promising to link uncertainty and training explicitly, using
it to enhance the labeling process and improve subsequent
training. Nonetheless, Neural Network models show promise
for identifying PV areas from aerial images and may serve as
a useful tool for mapping distributed PV as an input to future
distributed PV modelling efforts.
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