The paper is concerned with the analysis of an evolutionary model for magnetoviscoelastic materials in two dimensions. The model consists of a Navier-Stokes system featuring a dependence of the stress tensor on elastic and magnetic terms, a regularized system for the evolution of the deformation gradient and the Landau-Lifshitz-Gilbert system for the dynamics of the magnetization. First, we show that our model possesses global in time weak solutions, thus extending work by Benešová et al. 2018 . Compared to that work, we include the stray field energy and relax the assumptions on the elastic energy density. Second, we prove the local in time existence of strong solutions. Both existence results are based on the Galerkin method. Finally, we show a weak-strong uniqueness property.
Introduction
The system of partial differential equations considered in this article models the evolution of magnetoviscoelastic materials. Through the coupling of elastic and magnetic effects and several nonlinearities, the proof of existence and uniqueness of solutions is a challenge. We will provide global-in-time existence of weak solutios, local-in-time existence of strong solutions and weak-strong uniqueness.
The coupling of magnetic and elastic interactions is observed in several solid and fluid materials such as giant magnetostrictive materials or magnetorheological fluids, which happen to have various technological applications as, e.g., sealings or shock absorbers. A fundamental difficulty is that one needs to find a way to model elasticity (which is usually phrased in Lagrangian coordinates) and magnetism (which is modeled in Eulerian coordinates) in a mathematically rigorous way. Following [1, 6, 10, 11] , we apply a variational approach that allows us to unify the different coordinates.
In the literature, evolutionary models for magnetoelastic materials were considered under the assumption of quasistatic evolution [8] or in the setting of small strain, see, e.g., [2, 3, 4, 5] .
We consider the following system of partial differential equations for the velocity v : (0, T ) × Ω → R 2 , the deformation gradient F : (0, T ) × Ω → R 2×2 and the magnetization M : (0, T ) × Ω → R 3 , where Ω ⊂ R 2 is a bounded C ∞ -domain and T > 0:
where W is the elastic energy density and H eff = ∆M − (M · e 3 )e 3 + H ext with e 3 being the third canonical basis vector of R 3 , and H res = H eff − ∆M in (0, T ) × Ω. This model was derived in a variational approach starting from the kinetic energy, the elastic energy and the micromagnetic energy; we refer to [1] for an overview and to [6] for further details.
In this article we extend the previous work of [1] and [6] on the mathematical analysis of the considered equations. In Theorem 2.3, we prove that global-in-time weak solutions exist under a more general assumption on the elastic energy density W : We require W to be convex instead of strong convexity. This is a particular consequence of Ladyzhenskaya's inequality (see (19) ) which allows to control |F | 2 independently of the elastic energy. We are also able to include the effect of the stray field energy represented by the term −(M · e 3 )e 3 in the effective magnetic field H eff .
We prove weak-strong uniqueness in Theorem 2.5. It is thus of interest to construct local-in-time strong solutions for smooth enough initial data, see Theorem 2.4. These serve as proper candidates for a comparison with the weak solutions leading to a weak-strong uniqueness result.
Uniqueness in two dimensions was proven for an approximative system in [13] . The Landau-Lifshitz-Gilbert equation was substituted by the gradient flow equation
with µ > 0. Existence of weak solutions for this gradient flow system is established in [6] . Recently, Zhao [14] proved the existence of strong close-to equilibrium solutions to the gradient flow system in the periodic setting with κ = 0 and the simplifying assumption W (F ) = 1 2 |F | 2 . From a more general perspective, the model (1)-(4) encompasses multiple difficulties of the related models for complex fluids. Only taking into account the momentum equation and the Landau-Lifshitz-Gilbert equation, the system is related to the Ericksen-Leslie model for liquid crystal flows. For this, uniqueness of weak solutions was shown by Lin and Wang in [9] . The transport equation for F is similar as the ones for viscoelastic flows. There are very few results dealing with existence theory. Existence of strong solutions to (1)-(3) (M = 0) was proved in [10] for small and smooth enough initial data. To the authors' knowledge, there does not exist a sufficient existence theory for weak solutions with κ = 0 so far. An existence proof for dissipative solutions to the system with κ = 0 is given in [7] . From this point of view, the mathematical assumption κ > 0 (but small) is necessary so far to ensure the existence of weak solutions.
The outline of this article is as follows: In Section 2 we introduce the notation and state the main theorems, i.e., global-in-time existence of weak solutions (Theorem 2.3), local-in-time existence of strong solutions (Theorem 2.4) and the weak-strong uniqueness (Theorem 2.5). Section 3 is concerned with the proof of the existence theorems while the weak-strong uniqueness property is proven in Section 4. The Appendix contains some often used inequalities.
Statement of the main results
We analyze the system (1)-(4) accompanied with the boundary and initial conditions
where n denotes the outer normal to Ω, and the functions v 0 and M 0 satisfy div v 0 = 0,
We begin this section with the introduction of the notation. Generic constants are denoted by c. Let A, B ∈ R d×d ; then A ⊙ B denotes the matrix A ⊤ B. Let a ∈ R m , b ∈ R n ; then a ⊗ b denotes an m × n matrix having the product a i b j on the entry i, j. For k ∈ N and q ∈ [1, ∞], L q (Ω) and W k,q (Ω) denote the standard Lebesgue and Sobolev spaces. In order to keep the notation short, we write e.g.
As already mentioned, we show the existence of weak and strong solutions to the system (1)-(4) in two dimensions. To this end, we first define what we mean by these notions.
a weak solution of the system (1)-(4) accompanied with initial/boundary conditions (5) if it satisfies the boundary value condition in the sense of traces as well as the initial conditions
and if it fulfills the system
for all φ(t, 
and equations (1), (3) and (4) are satisfied a.e. in (0, T ) × Ω.
In order to state precisely our main theorems we need to specify certain aspects of the data. At first, the elastic energy density W : R 2×2 → R should be a convex C 2 -function satisfying the following growth conditions:
• There exists a positive constant C 1 such that
• There exists a positive constant C 2 such that
i.e., such that the derivative is Lipschitz continuous.
• There exists a positive constant C 3 such that
Note that the growth conditions are not independent of each other. The convexity and differentiability of W together with the first growth condition imply the other two. For technical reasons we also require W ′ (0) = 0. This is also a consequence if we require the frame-indifference of W , i.e., W (QF ) = W (F ) for all Q ∈ SO(2) and all F ∈ R 2×2 . With this in mind, our first theorem states the existence of global-in-time weak solutions.
Theorem 2.3 (Existence of weak solution).
Let Ω ⊂ R 2 be a C ∞ -domain and let T > 0 be the final time of the evolution. Let W ∈ C 2 (R 2×2 ) be convex and satisfy (8)- (10) . In addition, assume that
on Ω. Moreover, let the initial data and the external field satisfy the smallness condition
for a suitably large constant C > 0 depending just on Ω. Then there exists a weak solution of the system (1)-(4) accompanied with initial/boundary conditions (5) in the sense of Definition 2.1.
Additionally, we have the existence of local-in-time strong solutions.
Theorem 2.4 (Existence of a strong solution).
Let Ω ⊂ R 2 be a C ∞ -domain and T > 0. Let W ∈ C 2 (R 2×2 ) be convex and satisfy (8)- (10) . In addition, assume that
and
n (Ω) 3 . Then there exists T * ∈ (0, T ] and a strong solution to (1)- (4) on Ω × (0, T * ) accompanied with boundary and initial conditions (5) in the sense of traces and the sense of (6).
Our third result yields a comparison of these two different notions of solutions.
Theorem 2.5 (Weak-strong uniqueness). Strong solutions of (1)-(4) subject to (5) are unique in the class of weak solutions emanating from the same initial data.
The three theorems will be proven in the following two sections. The proofs of Theorems 2.3 and 2.4, given in the subsequent section, are based on the proof of the existence of a weak solution from [1] . While for the existence of weak solutions only the additional estimate (19) is needed, we show that the sequence of Galerkin approximations converging to a weak solution is bounded uniformly in spaces that are required for the regularity of a strong solutions. Hence, the constructed weak solution is in fact a strong solution but not necessarily on the whole time interval on which the weak solution exists. We notice that the dependence of the elastic energy density on the deformation gradient assumed here extends the assumptions of [1, Theorem 2] . In section 4, we prove the weak-strong uniqueness result. The issue of proving weak-strong uniqueness, compared to uniqueness of weak solutions, is a typical approach when one may not expect global-in-time regular solutions. For the three-dimensional Navier-Stokes equations, uniqueness of weak solutions is a well-known open problem. However, it is known for the two-dimensional Navier-Stokes equations (see e.g. [12, Chapter 3] ). Our system also encompasses the Landau-Lifshitz-Gilbert equation, for which uniqueness of weak solutions M ∈ L 2 (0, T ; W 2,2 (Ω) 3 ) is even a delicate problem in two dimensions (see [9] for the uniqueness of the related simplified Ericksen-Leslie model). Part of our future work will be concerned with proving uniqueness of weak solutions to our above system by using methods from harmonic analysis.
Proof of Theorems 2.and 2.4
Both existence proofs are based on the Galerkin method. Therefore, we start presenting them together. Large parts of this construction can be taken over from [1, Theorem 3 .2]; we thus refer to this and highlight the different arguments needed for our extension.
Let us begin by introducing the basis of the function spaces involved. By 2 consisting of eigenfunctions of the Stokes operator with the homogeneous boundary condition. For n ∈ N, we set
Following the notation from [1] , we introduce, for t 0 ∈ (0, T ] and L = v 0 2 + 1,
where the g i n are Lipschitz solutions of the corresponding ordinary differential equations, see [1, Definition 4.1] for details.
The existence of a Galerkin approximation v n ∈ V n (t * ) and a corresponding pair (F n , M n ) was shown in Step 1 of the proof of [1, Theorem 2] combining the Schauder fixed point theorem with existence and regularity results for the related ordinary differential equations. Under our more general assumptions on W and the addition of the stray field energy, the proof can be performed in the same way. We thus obtain the existence of a Galerkin approximation v n ∈ V n (t * ) for some t * ∈ (0, T ) and fixed n ∈ N satisfying
and a corresponding pair (F n , M n ) enjoying the regularity
and satisfying
with M n fulfilling the constraint
The existence proof for the strong solutions requires manipulations with ∆F n in order to collect uniform estimates of higher order. A key ingredient for this is Lemma 3.1 below, which yields, for a fixed v n ∈ V n (t 0 ), higher regularity of the solution pair (F, M ) satisfying (3) and (4). Thus, assuming F 0 ∈ W 1,2 0 (Ω) 2×2 , we have the improved regularity of F n at hand, i.e.,
instead of (13) . Let us return to the Galerkin system for fixed n. Denote the energy of the system by
Following the arguments of Step 2 of the proof of [1, Theorem 3.2., p. 1215], we derive, for t ∈ (0, t * ), the energy inequality
which is needed for the a-priori bounds, as well as
Since W is convex, we deduce W ′′ (F )∇F · ∇F ≥ 0 a.e. in (0, t * ) × Ω and the third term on the left hand side of (18) can be omitted. To receive a uniform bound on ∇F n , we test equation (13) by F n and obtain
In combination with (17), this implies a uniform L 2 -bound on ∇F n . In order to estimate the term ∇M n 4 4 , we employ inequality (45) to obtain
and arrive at
The latter inequality is crucial for collecting uniform estimates necessary for the conclusion of the proof of Theorem 2.3. The arguments essentially follow those of the proof of [1,
. Instead of repeating the details, we outline the basic steps: The smallness assumption on the initial data allows us to absorb the term on the right hand side of (20) involving ∆M n 2 2 , which leads to the desired bound on ∆M n in L 2 (0, T ; L 2 (Ω) 3 ). Afterwards, we derive a-priori bounds on {(∂ t v n , ∂ t F n , ∂ t M n )} ∞ n=1 via duality arguments. Employing these, we apply the Aubin-Lions lemma to obtain convergences that are strong enough to pass to the limit in (12)-(14) .
The attainment of the initial data in the sense of Definition 2.1 follows from the energy inequality. The only difference with respect to [1, Step 6] is the strong attainment of initial data
As the right-hand side lies in L 1 (0, T ), the function t → F (t) 2 2 is absolutely continuous on 2×2 for t → 0 + , the claim follows. The boundary conditions are satisfied in the sense of traces due to the continuity of the trace operator. Hence the proof of Theorem 2.3 can be considered as finished.
Next we focus on the proof of Theorem 2.4. Choosing ξ = −∆v n in equation (12), we obtain that
where
Notice that we used the identity div(∇M n ⊙ ∇M n ) = ∇ |∇Mn| 2 2 + (∇M n ) T ∆M n and the solenoidality of ∆v n in the third term of (12) to infer
In order to handle the third and the fourth term on the right hand side of (21), we work with equations (16) and (14) . We begin with testing (16) with −∆F n and obtain
with
Next we take the gradient of (14) and test the resulting equality with −∇∆M n to obtain
We integrate by parts in the first term on the right hand side of the latter equality to get
Summing up (21), (22) and (23), we obtain
We estimate each I n i separately. For the estimate of I n 1 we employ Agmon's inequality having the form
and (44) in the appendix to obtain
2 ≤ c ∇v n 6 2 + δ ∆v n 2 2 using the Young inequality at the end, as usual for some δ > 0 small, specified later. The following terms are estimated applying the Young inequality iteratively. For the estimates of L 4 -norms of v n and F n , Ladyzhenskaya's inequality (39) is applied. Agmon's inequality is also applied in the estimation of I n
where we made use of the assumptions (9) and (10) . Moreover, we obtain employing (40) and (44) for the interpolation of L 4 -norms of ∇v n and ∇F n that
The following estimates of I n 6 to I n 7 are related to the Landau-Lifshitz-Gilbert equation (4). Proceeding as above, we apply additionally (42) for the estimate of the L 4 -norm of ∆M n . Terms I n 8 and I n 9 consist of the critical term on the rhs of (4). Employing |M n | = 1 a.e. in (0, t * ) × Ω along with (43) and (46), we have
From the remaining terms, only I n 10 involves higher order derivatives
The other terms are straightforward (it is always |M n | ≡ 1) with
We integrate (24) over (0, t), add (20) and make use of the estimates for I n 1 to I n 16 from above. An iterative application of Young's inequality and a suitably small choice for δ then yield exists on (0, T * ) for some T * ∈ (0, T ]. With the help of Lemma A.1 we deduce that
for all t ∈ (0, T * ). Therefore, by (20), we conclude
Hence, there exists an (not explicitly labeled) subsequence
We note that the above estimates and the estimates on the time derivatives of v n , F n , M n and ∇M n provide strong convergences that are necessary to verify that (v, F, M ) satisfies the weak formulation (7), see Steps 3 and 5 of the proof of [1, Theorem 3.2] . Thanks to the regularity of the limit functions v, F , M , we can integrate by parts in space and time to get
. Obviously, from (25) 2, 3 it follows that equations (3) and (4) are satisfied a.e. in (0, T * ) × Ω.
It remains to show the existence of an associated pressure from (25). Obviously, the regularity of v, F, M and H ext implies that
for a.a. s ∈ [0, T * ]. Moreover, (25) 1 and the Helmholtz-Weyl decomposition imply that
) by the Poincaré inequality. Therefore we have shown the existence of an associated pressure and from (26) we conclude that (1) is fulfilled a.e. in (0, T * ) × Ω.
The key ingredient for the existence proofs above is the following lemma.
Lemma 3.1. Let the assumptions of Theorem 2.4 be satisfied and let v ∈ V n (t 0 ). Then there is t * ∈ (0, t 0 ) depending on n, L, t 0 , F 0 , M 0 and H ext such that we can find a unique pair (F, M ) possessing the regularity
satisfying (3) and (4) a.e. in (0, t * ) × Ω, i.e.,
together with the boundary and initial conditions from (5). Moreover, |M | = 1 a.e. in (0, t * ) × Ω. 
By (27), we thus obtain that M ∈ W 1,2 (0, t * ; W 1,2 (Ω) 3 ). Hence the asserted regularity of M follows. It remains to show the improved regularity of F . As in [1] , we consider a smooth approximation F k of F , which satisfies [1, Equality (86)], i.e.,
for all Ξ ∈ Y k , where Y k is the span of the first k functions that form an orthonormal basis in L 2 (Ω) 2×2 and an orthogonal basis of W 1,2 0 (Ω) 2×2 consisting of eigenfunctions of the Laplace operator with homogeneous Dirichlet boundary conditions. The apriori estimate
is then derived in a standard way, cf. the proof of [1, Equation (88)]. Setting Ξ = −∆F k in (28) and integrating over (0, t) ⊂ (0, t * ), we get
Employing the regularity of v, and the Hölder and Young inequalities, we have
Similarly, setting Ξ = ∂ t F k in (28) and integrating over (0, t) ⊂ (0, t * ), we obtain
Therefore, additionally to estimate (29), we have
Hence, there exists a (not explicitly labeled) subsequence of (F k ) such that
Finally, multiplying (28) by a smooth compactly supported function in (0, t * ), we can employs the above convergences in the limit k → ∞. Moreover, we use the density of
0 (Ω) 2×2 and perform an integration by parts in the term with κ to obtain (27) 1 .
Proof of Theorem 2.5
In order to prove the weak-strong uniqueness, we need to be able to choose components of a weak solution to (1)- (4) as corresponding test functions in the weak formulation (7) . At first, this is not possible since the F component of a weak solution does in general not belong to L 4 0, T ; W 1,2 0 (Ω) 2×2 , which is the predual of the space that ∂ t F belongs to, see
Step 3 of the proof of [1, Theorem 3.2] for details. Therefore, the duality pairing T 0 ∂ t F, F is not defined. This is overcome by the following lemma. 
Proof.
We can perform the integration by parts in the first term on the right hand side and, using the solenoidality of v and the fact that the trace of v is zero on ∂Ω, we arrive at
By the Hölder inequality and the 2-D version of the Ladyzhenskaya inequality (39), we obtain that
Using the fact that
Let us assume that there is a strong solution (v 1 , F 1 , M 1 ) and a weak solution (v 2 , F 2 , M 2 ) to system (1)-(4) that exist on (0, T ) and are equipped with the same initial conditions. In what follows we denote the system for the corresponding solution with the corresponding superscript. By a density argument we are able to test the weak formulation of the difference (1) 1 −(1) 2 with v :
where we denote
Note that the term involving the pressure disappeared due to the solenoidality of v 1 and v 2 . In order to handle the term I 2 , we use equation (4) for M 1 and M 2 . We note that F 2 is an admissible test function in (3) since, by interpolation, F 2 possesses the regularity required by Lemma 4.1. Again using a density argument and testing the difference of (3) for F 1 and F 2 with F := F 1 − F 2 , we obtain
First, we take the difference of (4) for M 1 and M 2 and get
Testing (33) with M :
A test of (33) with −∆M yields
where we obtain due to cancellation of some mixed terms in accordance to [13, Equation (19) ]
The first term on the right hand side of the latter inequality is estimated using the Hölder and Young inequalities in combination with interpolation inequalities (39) and (45)
Similarly, we get
The Lipschitz continuity of W ′ assumed in (9) allows us to estimate
which yields
It was deduced in [13, Section 3, Equation (14) ] that For the more crucial terms, that we discuss next, we make again use of the embedding W 2,2 to W 1,4 and the fact that |M 2 | = 1 a.e. in (0, T ) × Ω
Therefore, collecting the estimates of the I i 's and choosing δ suitably small, we deduce from (36)
where the regularity of (v 1 , F 1 , M 1 ) and (v 2 , F 2 , M 2 ) ensures that h ∈ L 1 (0, T ). Since the solutions (v 1 , F 1 , M 1 ) and (v 2 , F 2 , M 2 ) are raised from the same initial data, we conclude that v 1 = v 2 , F 1 = F 2 , M 1 = M 2 a.e. in (0, T ) × Ω by the Gronwall lemma. Hence the asserted weak-strong uniqueness follows.
A Useful inequalities
In this section we gather two technical propositions. The first one is the classical comparison lemma and in the second one we collect several embedding inequalities. 
on [0, t * ), it is y ≤ z on [0, t * ).
Proof. Taking the difference of (37) and (38) yields z ′ − y ′ ≥ c(z 3 − y 3 ) = c(z − y) (z 2 + zy + y 2 )
≥0
.
Since z(0) − y(0) ≥ 0 holds by assumption, we conclude z − y ≥ 0 since (z − y) ′ ≥ 0 on [0, t * ).
Lemma A.2. Let Ω ⊂ R 2 be a domain with the smooth boundary. Then
for all f ∈ W 1,2
for all f ∈ W 1,2 (Ω) m ,
for all f ∈ W 3,2 (Ω) m . Moreover, for all f ∈ W 1,2 0 (Ω) m ∩ W 2,2 (Ω) m we have
and for all f ∈ W 2,2 (Ω) m , (∇f )n = 0 on ∂Ω we have
Proof. Inequalities (39), (40) and (42) 
and the fact that ∇ 2 f 2 L 2 (Ω) = ∆f 2 L 2 (Ω) due to the homogeneous Neumann boundary condition. Finally, (46) is a consequence of the Gagliardo-Nirenberg theorem.
