Abstract: The prevailing analyses of sinusoidally perturbed extremum-seeking (ES) schemes require the ES scheme to act slowly relative to the plant dynamics. Existing analyses that do allow for fast ES are fairly restrictive, considering only local behaviour on Wiener-Hammerstein plants where the nonlinear element is quadratic. In this paper, semi-global stability of an ES scheme acting on a general Hammerstein plant is considered. A simple tuning approach is presented, allowing the ES scheme to achieve arbitrarily fast convergence of the plant input from an arbitrarily large set of initial conditions to an arbitrarily small neighbourhood of the value that minimises (or maximises) the plant output.
INTRODUCTION
Consider a nonlinear, dynamic plant that, in the steadystate, has an unknown input-to-output mapping, f (·). Using only measurements of the plant output, ES schemes aim to tune the plant input, u, such that f (u) is either minimised or maximised.
A popular form of ES scheme treats the plant input as the superposition of a small sinusoidal dither and a "mean" part,ū. The quantity resulting from multiplying the plant output by the dither is, in an averaged sense, approximately proportional to the gradient of the inputto-output map, f ′ (ū). This allows the use of a gradient descent/ascent law to adaptū towards the input that minimises/maximises f (·). Often filters are included before and/or after multiplying the plant output by the dither in an attempt to improve some closed-loop performance measure (Ariyur and Krstić, 2003) . A variety of other ES schemes have been proposed (Drakunov et al., 1995; Teel and Popović, 2001; Guay and Zhang, 2003; Chichka et al., 2006; Zhang and Ordóñez, 2007; Manzie and Krstić, 2009; Moase et al., 2010) . These typically differ from the discussed scheme in either the structure of the plant that they are intended to regulate, their methods for estimating the gradient of f (·) (and possibly higher order derivatives), or by using an alternative optimization scheme to gradient descent. Krstić and Wang (2000) gave the first rigorous local stability result for a sinusoidal perturbation based ES scheme. This was extended to a semi-global stability result by Tan et al. (2006) . In both of these analyses, the plant was allowed to have a general nonlinear dynamic structure, y = h(z) whereż = g(z, u). By assuming that g(z, u) = 0 ⋆ This research was supported under the Australian Research Council's Discovery Projects funding scheme (Project DP0984577) if and only if z = l(u), then the steady-state input-tooutput mapping, f (·) = h(l(·)), is well-defined. Although the generality of this plant structure is appealing, these analyses rely upon singular perturbation and averaging arguments. This causes a three time-scale tuning of the ES scheme where the adaptation ofū must be slow relative to the dither signal, and the dither must act slowly relative to the plant dynamics. This can result in very slow convergence ofū towards the optimising input.
Some analyses of ES schemes instead require the dither signal to have a high frequency. This approach allows for fast convergence ofū towards the optimising input. However, even the most rigorous of these analyses (Ariyur and Krstić, 2003) gives only a local stability result on a Wiener-Hammerstein plant consisting of a quadratic f (·) wedged between linear time-invariant (LTI) dynamics. This paper addresses a gap in the literature by providing a semi-global stability result for a "fast" ES scheme. A single-input single-output (SISO) Hammerstein plant is considered with f (·) allowed to be a fairly general nonlinear mapping. This is a suitable approximation for a variety of plants (particularly those where the dominant dynamics are due to the sensor). The ES scheme is based on a variation of the sinusoidally perturbed ES structure, filtering the output of the plant and using a Luenberger observer to estimate f ′ (·). A Luenberger observer was first used in a sinusoidal perturbation based ES scheme by Banaszuk et al. (2000) . An advantage of this approach is that it adapts the input to the plant at a rate which is proportional to the estimate of f ′ (·), as opposed to a quantity which is, only in an averaged sense, proportional to an estimate of f ′ (·). It is shown how the ES scheme can be designed such that the plant input converges arbitrarily quickly from an arbitrarily large set of initial conditions to an arbitrarily small neighbourhood of the value that minimises (or maximises) f (·). Fig. 1 . Structure of plant, filter, and observer-based ES scheme 2. SYSTEM DESCRIPTION Fig. 1 gives a schematic of the problem under consideration. The closed loop consists of:
• the plant with input u and output y;
• a filter with input y and output y c2 ;
• an ES scheme with input y c2 and output u.
Plant
Assumption 1. The plant can be represented as a timeinvariant mapping, f (·) : R → R, with proper, stable, finite-dimensional, linear, time-invariant (FDLTI) dynamics, F p (s), at its output. Assumption 2. There exist u * ∈ R and υ ∈ R >0 such that:
The goal of the ES scheme is to drive u to a small neighbourhood of u * . Assumption 4. There is a K ∈ R >0 such that
As will be shown, Assumption 4, which effectively disallows maps where f ′′ (u * ) = 0, is not required to demonstrate practical asymptotic stability of the scheme. However, it is required in order to develop stronger results regarding the settling time of the scheme.
Filter
The filter consists of two cascaded FDLTI compensators. One of these compensators, F c1 (s), is independent of Ω. The other, F c2 (s/Ω), acts in the Ωt time-scale. Condition 6. φ ∈ R, F c1 (s), and F c2 (s/Ω) are chosen so:
• F c1 (s) and F c2 (s/Ω) are stable and FDLTI;
If Condition 6 is satisfied, then the combined plant-filter dynamics has a minimal state-space representation:
where z ∈ R Nz , w ∈ R Nw , D bi = 0 and
ES scheme
The ES scheme is given by:
where
System (2a)- (2c) is effectively the same as the ES scheme used in Banaszuk et al. (2000 Banaszuk et al. ( , 2004 (however, y is filtered before before being passed to the ES scheme). In many respects, this scheme can be considered a subset of the filtered sinusoidal perturbation-based ES schemes discussed in Ariyur and Krstić (2003) ; i.e. the Luenberger observer (2c) is simply a filter applied to the output of the plant. However, the output of the observer is multiplied by a vector composed of the in-phase and quadrature components of the dither, rather than just the dither itself. Condition 7. L is chosen so that A x := A−LC is Hurwitz. Remark 8. Condition 7 ensures that the stand-alone Luenberger observer is exponentially stable.
STABILITY RESULT
This paper is primarily concerned with characterising the behaviour of the closed-loop system when Ω is large and k and a are small. More precisely, it will be shown that there are (k
. Such a property is appealing since it allows the practitioner to independently vary k, a and Ω within the mentioned domain whilst maintaining stability of the ES scheme. As will be shown, with this freedom, it is possible to achieve arbitrarily fast convergence ofū from an arbitrarily large set of initial conditions to an arbitrarily small neighbourhood of u * .
By allowing for such freedom in tuning the ES parameters, some interesting technical challenges are introduced. In particular, the ES scheme as well as the dynamics, F c2 (s/Ω), act in the Ωt time-scale. They can be made arbitrarily fast by increasing Ω (for this reason, F c2 will be referred to as the "fast" filter). On the other hand, the adaptation ofū can be made arbitrarily slow by decreasing k. Thus, care must be taken if using arguments based on time-scale separation.
Before proceeding, it is useful to introduce some notation. Let · denote the L 2 norm, and
denote an open ball of radius r. If it is said that a quantity,
In order to present the stability result, it is useful to first transform (1a)-(2c) into an error system that is expected to have a solution near the origin. This will also provide an opportunity to informally characterise the expected behaviour of the closed-loop system. Sinceū is expected to converge to a small neighbourhood of u * , it is easy enough to let u :=ū − u * be one of the coordinates of the error system. Choosing suitable values for the remaining coordinates is less trivial.
First consider the biproper dynamics, (1a). The input to the biproper dynamics is f (ū + a sin(Ωt)) which, for a fixedū, is (2π/Ω)-periodic in t. As Ω → ∞, then the states z will only respond to the constant component of f (ū + a sin(Ωt)), which is approximately f (ū). In other words, (1a) is expected to have an equilibrium near the solution of A bi z + B bi f (ū) = 0. Defining
. It is clear that z = 0 is not an exact solution of (3a). Nonetheless, the sinusoidal term appearing in (3a) and the term associated with h( u, t) can be made arbitrarily small by decreasing a. Thus a solution near the origin can be expected.
Consider the fast filter, (1b). From (3b), the input to the fast filter is the superposition of:
The first of these terms is due to the transients of the biproper dynamics. It is slowly changing relative to the fast filter states if Ω is large. The second term changes slowly ifū changes slowly relative to the fast filter states. This can be achieved by making k small. Thus, both of these terms can be considered, in some sense, to be slowly changing.
, which is approximately harmonic in time, and is proportional to f ′ (ū).
• D bi h( u, t), which is O(a 2 ) and can be considered a small "error" term.
If the error term is neglected, it is easy to determine an approximate equilibrium solution to (1b) using the superposition principle and standard results for the frequency response of an LTI system. Letting
then, from (1b) and (3b), it follows thaṫ
Consider the Luenberger observer, (2c). Similarly to the fast filter, (4b) reveals that the input to the observer, y c2 , is the superposition of a slowly changing component,
, and a some "error" terms. The Luenberger observer has three states. It can be seen (from the choice of A and C) that the first of these states should converge to the slowly changing part of y c2 and the remaining two states should respectively converge to the in-phase and quadrature components of the time-harmonic part of y c2 . Therefore, let x := x − x where
From (2c) and (4b), it follows thaṫ
As x → 0, then the second and third elements of x oscillate with an amplitude that is proportional to f ′ (ū). This is used to advantage in (2b) to adaptū according to an approximate gradient descent law. This is more obvious if (2b) is transformed into error co-ordinates to yielḋ
Equations (3a), (4a), (5), and (6) give a full error system, which has an equilibrium solution near the origin. Stability of the equilibrium solution is given in the following theorem, which forms the main result of this paper: Theorem 9. Consider (1a)-(2c) under Assumptions 1 & 2.
For any given φ, F c1 (s), and F c2 (s) satisfying Condition 6, L satisfying Condition 7, and (r z , r w , r x , r u ) ∈ R
lim sup
If Assumption 4 is also satisfied, then there is a k
Proof. Only a sketch of a proof is provided here. Further details are provided in the Appendix. The first part of Theorem 9 relates to practical stability of the origin. It is proven via the following steps:
• For sufficiently small a and k and sufficiently large Ω, the error system (3a), (4a), (5), and (6), has a (2π/Ω)-periodic solution, (z 2π , w 2π , x 2π , u 2π ), that is of the same order as the right-hand side of (7a) and (7b).
• A "new" error system can be written in terms of the quantities, z 2π = z − z 2π , w 2π = w − w 2π ,
, and u 2π = u − u 2π . This error system has the origin as its solution.
• A Lyapunov function, V , can be written for the new error system. This Lyapunov function has the property that if a and k are sufficiently small and Ω is sufficiently large, then dV /dt < 0 for all ( z 2π , w 2π , x 2π ) ∈ R Nz × R Nw × R 3 and all u 2π ∈ B 1 (υ). Therefore, convergence to the origin is guaranteed as long as u 2π remains within B 1 (υ) for all t.
• It is possible to ensure V → | u 2π | as k → 0. It is possible to make | u 2π | arbitrarily close to | u| by decreasing (a, 1/Ω) . Furthermore, | u(0)| < r u < υ. Therefore, V must increase if u 2π is to leave B 1 (υ). Hence, the new error system can be guaranteed to converge to the origin. It follows that the original error system will satisfy (7a) and (7b).
The second part of Theorem 9 relates to the settling time of the u dynamics. With k and a fixed, then Ω is the only tuning parameter that is free to vary. It can be shown that the system has a two time-scale structure:
• a slow system, acting in the t time-scale, governs the evolution of z 2π ; and • a fast system, acting in the Ωt time-scale, governs the evolution of ( w 2π , x 2π , u 2π ).
Analysis of the two time-scale system reveals that, for sufficiently large Ω, the fast dynamics converge to an O(1/Ω) solution in the Ωt time scale. The second part of Theorem 9 follows directly. 2 Remark 10. The ES scheme achieves O(a) accurate convergence ofū to u * , as opposed to O(a 2 ) accurate convergence shown in, for example, Krstić and Wang (2000) . This is largely due to the relaxing of the assumption of a "smooth" f (·) in Krstić and Wang (2000) to a continuously differentiable f (·) in the present work.
EXAMPLES
The following examples are all performed on a plant with first-order dynamics and a mapping: 
Biproper plant dynamics
Consider the (maximum phase) plant dynamics, F p (s) = (1 − 0.1s) / (1 + s) . Letting F c1 = F c2 = 1, Condition 6 is satisfied if φ is chosen so that cos φ < 0. With φ = π, Fig. 2 shows the input-output trajectories for three different dither frequencies. If the dither was chosen to have a very small frequency (not shown), then y would be expected to settle down to the steady-state map, f (u), before any appreciable change in u is observed. The input-output trajectory would then be expected to descend f (u) towards its minimum. In all three cases shown, the dither is significantly affected by the plant dynamics. As a result of this, oscillations of the dither (for fixedū) appear as distorted ellipses in the u-y plane (see inset). The different dither frequencies selected exhibit a range of behaviours:
• When Ω = 5 rad/s, theū dynamics are slow relative to the plant dynamics. The output settles to within a small neighbourhood of f (u) and then oscillates about f (u) asū → u * . After one second, the dither hasn't even completed one cycle of oscillation.
• When Ω = 250 rad/s, the input-output trajectory no longer follows a path close to f (u); the progression of y towards f (u) occurs at a similar rate to the progression ofū towards u * . After one second, the ES scheme has started adaptingū to u * .
• When Ω = 5000 rad/s, u converges to a small neighbourhood of u * much faster than the plant dynamics allow y to settle to f (u * ). After one second, the ES scheme has essentially finished progressingū towards u * , but y hasn't completely settled to f (u * ).
Strictly proper plant dynamics
Consider the plant dynamics, F p (s) = 1/ (1 + s) . For now, consider an ES scheme without additional compensation of the plant output (i.e. F c1 = F c2 = 1) and with φ = π/2. Fig. 3 shows the time taken for | u| to settle to no greater than 0.05. As shown, when Ω < 1 rad/s, increasing the dither frequency results in a marked decrease in the settling time. In contrast, the settling time is nearly independent of the dither frequency when Ω > 10 rad/s. This can be attributed to the arbitrarily increasing attenuation of the dither through the plant as Ω → ∞. Now consider selection of the filter so that Condition 6 is satisfied. A suitable filter is given by F c1 (s) = s + 1, F c2 (s/Ω) = 1/ (1 + s/Ω) , with φ = π/2. The resulting compensator effectively moves the corner frequency of the plant dynamics from 1 rad/s to Ω, thereby ensuring that the attenuation of the dither through the plant no longer increases with Ω. Fig. 3 shows that the settling time of the resulting ES scheme is inversely proportional to Ω.
It is not usually possible to precisely cancel the effect of the plant dynamics since the plant is not usually exactly known. This isn't particularly problematic since satisfying Plant with F p = 1/(1 + s). ES scheme with φ = π/2.
Condition 6 only requires the practitioner to know enough about F p (s) to ensure that F bi (∞) = 0, and that the sign of F bi (∞) is known. For example, consider changing the compensator so that F c1 (s) = (s + 2) /2. The compensator zero no longer exactly cancels the plant pole, which is more representative of a situation where the plant dynamics are only approximately known. As shown in Fig. 3 , for large enough Ω, u settles to the origin in a time that scales with the inverse of Ω. Some deviation from this scaling is observed for smaller Ω (in contrast to the case where the compensator zero cancels the plant pole).
CONCLUSIONS
It was shown how an ES scheme could be designed so that the plant input converges arbitrarily quickly and accurately to the value that minimises (or maximises) the steady-state plant response. Although the presented results are limited to stable, SISO Hammerstein plants, very little knowledge of the plant is required. Most notably, the relative degree of the dynamics must be known (in order to satisfy Condition 6). Future work should consider the influence of measurement noise, particularly since the introduced filter will amplify certain components of the noise as the dither frequency is increased. Other work could consider multi-input and non-Hammerstein plants.
Appendix A. PROOF OF THEOREM 9
A.1 Development of error system with equilibrium at zero
The error system given by (3a), (4a), (5), and (6) has intuitive appeal, however, it does not have an equilibrium point precisely at the origin. Instead, it is has a small (2π/Ω)-periodic solution. Let (z 2π (σ, t) , w 2π (σ, t) , x 2π (σ, t) , u 2π (σ, t)) denote the (2π/Ω)-periodic solution to:
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For sufficiently small k and a and sufficiently large Ω,
For any fixed σ ∈ B 1 (υ), there are sufficiently small k and a and sufficiently large Ω to guarantee
For any given t ∈ R, u ∈ B 1 (υ), sufficiently small a and k and sufficiently large Ω, there is a u 2π ∈ B 1 (υ) such that
System (A.1a)-(A.1d) has an equilibrium at the origin.
A.2 Lyapunov analysis
If g z , g w , g x , and g u were all zero, then (A.1a)-(A.1d) would be isolated systems. Stability of the closed loop could be determined by establishing conditions for stability of each of the isolated systems. Non-zero g z , g w , g x , and g u result in an interconnection between (A.1a)-(A.1d). Stability of the interconnected system can be studied using a Lyapunov function which is a weighted sum of suitable Lyapunov functions for each of the isolated systems.
Consider the isolated systems. It is clear that:
• The isolated system for z 2π is globally exponentially stable (GES) if A bi is Hurwitz. Under Assumption 1, this is guaranteed if Condition 6 is satisfied.
• The isolated system for w 2π is GES if A c2 is Hurwitz. This is guaranteed if Condition 6 is satisfied.
• The isolated system for x 2π is GES if A x is Hurwitz. This is guaranteed if Condition 7 is satisfied.
• Under Assumption 2, the isolated system for u 2π is asymptotically stable for all initial conditions, u 2π ∈ B 1 (υ), if D bi Re{F c2 (i)e iφ } > 0 and if ζ > 0. The first of these inequalities is satisfied if Condition 6 is satisfied. The second inequality is satisfied for sufficiently small a.
Therefore, under the forgoing assumptions and conditions, there exist positive definite, symmetric matrices, P bi , P c2 , and P x , such that P bi A bi + A T bi P bi = −I, P c2 A c2 + A T c2 P c2 = −I, and P x A x + A T x P x = −I. Hence, the following Lyapunov functions could be used to demonstrate stability of the isolated systems,
Using (A.1a)-(A.1d) to calculate the rates of change of the various Lyapunov functions reveals that, for sufficiently small a and k, and sufficiently large Ω, and c zz , c zx ,. . . , c uu are all positive constants that are independent of k, a and Ω. Now let the Lyapunov function for the interconnected system be,
>0 are yet to be determined. From (A.2), it is possible to ensure that dV /dt is negative definite by picking k/d x , d x /d w , d w /d z , and d z to be sufficiently small. Therefore V will decrease in time to zero, guaranteeing convergence of ( z 2π , w 2π , x 2π , u 2π ) to the origin as long as the system states remain within the region for which (A.2) is valid, i.e. as long as u 2π remains in B 1 (υ). The weights, d z , d w , and d x , can be made arbitrarily small (although this will mean k also has to be made very small). Therefore, the Lyapunov function can be made arbitrarily close to | u 2π |. Furthermore, | u 2π | can be made arbitrarily close to | u| by decreasing (a, Ω −1 ) . Since at t = 0, | u| < r u < υ, then V must increase if u 2π is to leave B 1 (υ). Thus convergence to the origin is guaranteed.
A.3 Convergence analysis
Using similar arguments to above, under the additional Assumption 4, for a fixed a < a * ,
3) where Λ(Ω) = diag(1, Ω, Ω, Ω), W = (V z /Ω V w V x V u ) T , andĀ v (k) is of exactly the same form as A v (k) but with different values for the positive constants, c zz , c zx ,. . . ,c uu . There is a k * * ≤ k * such that Λ(Ω)Ā v (k) is Hurwitz for all (k, Ω) < (0, k * * ) × R >0 . For a fixed k ∈ (0, k * * ), (A.3) has two time-scales, t and Ωt. An eigen-analysis reveals that, for a fixed k ∈ (0, k * * ) and sufficiently large Ω, V u exponentially settles to an O(1/Ω) quantity in the Ωt timescale. The second part of Theorem 9 follows directly.
