Abstract-We report on the first experimental demonstration of superposition coded modulation (SCM) for polarizationmultiplexed coherent-detection optical fiber links. The proposed coded modulation scheme is combined with phase-shifted bit-tosymbol mapping (PSM) in order to achieve geometric and passive shaping of the signal's waveform. The output constellations in SCM-PSM exhibit nonbijective quasi-Gaussian statistical distributions that asymptotically reach the Shannon capacity limit, showing up to 0.7 dB sensitivity improvement for 256-ary SCM-PSM with respect to 256-ary quadrature amplitude modulation (QAM). The characteristic wave formation based on superposition of antipodal symbols and the lack of need for additional encoders for signal shaping, greatly reduces the transmitter and receiver processing complexity in comparison to conventional alternatives. Single-level coding strategy (SL-SCM) is employed in the framework of bitinterleaved coded modulation with iterative decoding (BICM-ID) for forward error correction. The fiber transmission system is characterized in terms of signal-to-noise ratio for back-to-back case and correlated with simulated results for ideal transmission over additive white Gaussian noise channel. Thereafter, successful demodulation and decoding after dispersion-unmanaged transmission over 240-km standard single mode fiber of dual-polarization 6-Gbaud 16-, 32-and 64-ary SCM-PSM is experimentally demonstrated.
I. INTRODUCTION

I
N the quest for increasing the capacity of optical fiber transmission links, advanced modulation formats are receiving enormous attention as one of the enabling technologies to readily obtain spectral efficiency and cost per bit reduction [1] . Great effort has been devoted during the last years to the development and demonstration of highly sophisticated modulation formats that extensively exhibit a uniform distribution of the symbols on their constellation diagrams [2] - [5] , hence simplifying the signal generation and demodulation. Nonetheless, such regular symbol allocation poses an inherent energy inefficiency that impedes reaching the ultimate channel capacity, whose upper boundaries are governed by the linear and nonlinear Shannon limits [6] . Approaching the theoretical limits of reliable transmission (channel capacity) requires the utilization of August 11, 2014 . This work was fully supported by the VILLUM FOUNDATION, Søborg, Denmark. This work extends the results presented in [27] .
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constellation shaping techniques in order to adapt the symbols' disposition on the constellation plane to the characteristics of the physical medium under study. Particularly in optical fiber transmissions, sought solutions need to close the signal-to-noise ratio (SNR) gap (shaping gain) in both linear and nonlinear regimes, while complying with strict requirements in complexity and flexibility. In this regard, several modulation schemes have arisen that cleverly combine coding and high-order mapping formats to provide elegant all-in-one solution to obtain spectrally-and power-efficient transmission and effectively approach the ultimate channel capacity. Namely for high-dispersive fiber links, [7] shows that unlike the analogous set of uniform constellations, diverse geometrically shaped ring constellations exceed unequivocally the capacity values of the single ring case. In [8] , iterative polar modulation (IPM) is proposed in combination with spatial multidimensional modulators in order to approach capacity while obtaining various degrees of freedom for signal design and rate-adaptive coding in Tb/s transmission systems. These are referred as hybrid coded-modulation (CM) schemes. Concerning zero-dispersion fiber links, a capacity-approaching family of adaptive constellations is numerically studied in [9] . By using simple fractional shaping of the constellation with respect to the signal power, it is proven that capacity does not degrade in a nonlinear optical fiber model. In [10] , an analysis on amplitude phase-shift keying (APSK) constellation design for coherent-detection optical data links impaired by strong nonlinear phase noise (NLPN) is presented. The optimization aims the minimization of the symbol-error rate, showing up to 3.2 dB gain in SNR for shaped 16-APSK as compared to uniform 16-ary quadrature amplitude modulation (QAM).
Experimental demonstrations include [11] , where 256-ary IPM is transmitted for coherent orthogonal frequency-division multiplexing (OFDM-based) optical communication systems. Up to 6 dB of power margin increase compared to the same order QAM is proven with and 11.15-b/s/Hz intrachannel spectral efficiency. Finally in [12] , 256-ary IPM is employed in a dual polarization OFDM optical communication system for Tb/s field trial over legacy wavelength-division multiplexed link.
Irrespectively of the practical interest of the targeted scenario and assuming discrete input distributions to the fiber, solutions presented to date show one or more of the following drawbacks: complex iterative signal generation, difficult symbol labelling, utilization of code-based shaping techniques that establishes symbol dependencies that increase the digital processing at the receiver, restricted scalability to high-order modulation formats and suboptimal use of the frequent iterative receivers. In this context, superposition coded modulation (SCM) with 0733-8724 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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phase-shifted mapping (PSM) [13] , [14] has been proposed as a promising high-rate transmission model to asymptotically approach channel capacity while offering enhanced simplicity and flexibility at the transmitter and receiver sides. In this paper, the first experimental demonstration of SCM-PSM generation, demodulation and decoding for singlecarrier polarization-multiplexed coherent-detection dispersionunmanaged optical fiber communication system is reported. We utilize a parallel signal generation structure in the digital domain [13] to jointly enable shaping and simplification of the transmitter and receiver in terms of computational load. The error-correcting code type and its overhead are obtained through the analysis of the extrinsic information transfer (EXIT) chart. The aforementioned parallelization along with convolutional coding, allows for complexity reduction of the iterative soft receiver used for SCM-PSM demapping and decoding. We performed an analysis of the statistical properties of SCM-PSM constellations, and we considered the case of QAM modulation format for the calculation of SCM-PSM shaping gain evolution for several modulation orders as a function of SNR per bit. Finally, the system performance is investigated in terms of SNR for 16-, 32-and 64-PSM in optical back-to-back (B2B) configuration and after 240 km of uncompensated standard single-mode fiber (SSMF) transmission link.
The remainder of this paper is organized as follows. An overview of current signal design alternatives along with a comprehensive description of SCM-PSM is presented in Section II. In Section III, we elaborate on the employed iterative soft receiver and suitable coding profiles for SCM-PSM. The details on the experimental demonstration and digital signal processing (DSP) are given in Section IV including experimental setup, results and future research lines. Finally, Section V presents our concluding remarks.
II. SIGNAL SHAPING-SUPERPOSITION CODED MODULATION WITH PHASE-SHIFTED MAPPING (SCM-PSM)
According to Shannon's theorem [15] , the probability distribution of an infinitely-long continuous-time input to a power-constrained additive white Gaussian (AWG) channel must be circularly complex Gaussian to maximize the mutual information (MI) between input and output, i.e. capacity. If the input signal is characterized by a discrete constellation diagram, one can asymptotically approach channel capacity for a sufficiently large number of correctly allocated symbols [7] , [8] , [11] . Any-shape uniform constellations showing constant symbol interspacing with equal probability of occurrence for all the symbols, like QAM or uniform ASK-PSK, are suboptimal distributions that induce an energy gap with respect to the theoretical Shannon limit. Alleviating this energy inefficiency requires the adjustment of the symbols' location on the constellation plane and/or the variation of the symbols' occurrence frequency by means of geometric and/or probabilistic shaping techniques, respectively [16] .
Solutions based on probabilistic shaping such as Trellis shaping [17] or Shell mapping [18] , vary the symbols' occurrence frequency by assigning longer bit tuples (less likely to occur) to high energy symbols and shorter bit tuples (more likely to occur) to those with lower energy. This is performed through additional encoders that work on uniform grid constellations in a flow named active shaping that strongly adds to the transmitter complexity. Furthermore, the dependencies created amongst the symbols and the determination of the post-shaping constellation boundaries (which depend on the non-uniform symbols' probabilities) entails high complexity at the receiver, which all together diminishes the practical interest of this alternative.
For its part, the existent approaches utilizing geometric shaping dispose the symbols on the constellation diagram according to certain two-dimensional cluster density criterion and minimization rule. Using the method described in [8] and [11] , quasi-Gaussian quadrature projections are iteratively obtained, yet maintaining equal likelihood of occurrence for all the symbols. This specific algorithm is more efficient that the probabilistic options and offers the optimum symbol allocation in minimum mean-square error sense [8] . However, the iterative constellation optimization process has a negative impact on the DSP complexity and the whole system flexibility and finally, the concrete nonuniform disposition of the symbols on the constellation plane makes it highly difficult to generate the signal without digital-to-analogue converter (DAC).
Superposition coded modulation with PSM (see Fig. 1 ) is a simplified, efficient and flexible means of passively realizing signal shaping which overcomes the aforementioned limitations of most popular solutions. The next subsections describe the benefits, challenges and technical details of SCM-PSM and its generation.
A. Digital Generation
In Fig. 2 , the digital signal generator for single coding level SCM-PSM is presented (see [13] , [14] and Appendix A for details). Rather than performing a nonlinear bit-to-symbol mapping, the output symbols are designed in SCM by linearly superimposing a certain number of independent, coded and complex-weighted parallel binary streams.
Depending on the concrete mapping parameters, it is possible to obtain geometrically uniform square constellations that perform probabilistic signal shaping through the realization of nonbijective (many-to-one) mappings. The perfect and efficient resolution of these ambiguous constellations requires the use of error-correcting codes and iterative receivers. The mentioned configurations have been proven to reach the theoretical upper bound of AWGN channel capacity when N tends to infinity [13] . Nonetheless, unlike probabilistically shaped signals, many-toone bit tuples-to-symbol correspondences cause an exponential reduction of the constellations' cardinality. Consequently, very long-memory codes and extended number of demapperdecoder cycles are needed, thereby severely compromising the overall data rate limits. The natural solution to increase symbols' uniqueness is to assign different power coefficients to all the branches in order to force bijectivity. Unfortunately, the convergence rate towards Gaussian distribution is strongly diminished and the variable power scaling poses clear energy inefficiency. The PSM configuration resolves the shaping-cardinality trade-off by applying different phases for all the branches (see eq. (2) in Appendix A). This simple procedure provides further allocation diversity on the constellation diagram that increases the cardinality while maintaining equal magnitude for all the complex weights.
B. Information Rate
Like in all equal power allocation schemes, the interlayer interference in SCM-PSM also gives rise to nonbijective assignations between symbols and bit tuples for certain N values that reduce the average entropy per bit or information rate (see Appendix A for details). Those ambiguous symbols can be easily detected through the examination of their cumulative appearance in the three-dimensional histogram of the noiseless output data (see Fig. 1 ).
The previously mentioned reduction of cardinality in PSM would be beneficial for some particular modulation orders where the Euclidean distance among certain adjoining symbols is increased, improving in those cases the receiver sensitivity. Furthermore the requirements established on the digital receiver parameters and FEC codes' complexity by the reduced information rates of certain PSM constellations', do not prevail upon the ones always necessary to guarantee performance and power budget in high-capacity optical transport networks [19] . It is also worth mentioning that the constant energy scaling used in PSM's branches permits to simplify the hardware requirements in the transmitter, hence enabling DAC-free signal formation. This turns very interesting for the flexibility of implementation.
C. Shaping Gain
One of the most relevant properties of SCM-PSM is given by the constellation formation through linear superposition of N non-identically distributed sequences of antipodal bits (see Fig. 2 ). The disparate phase shifts between layers in SCM-PSM (uniform distribution across the branches) along with the statistical independence of the quadrature projections, allow for passive (passive shaping) and systematic signal design of circularly complex quasi-Gaussian constellations (see Fig. 12 ). These constellations arbitrarily approach the ultimate shaping gain as the number of layers tends to infinity within specific mappingdependent SNR ranges. This subsection accounts for the spectral efficiency curves and shaping gain of SCM-PSM over QAM for a defined range of SNR per symbol (SNRs) and bits per symbol. Additionally, a comprehensive and complementary study on the convergence evolution of SCM-PSM towards Gaussianity is introduced in Appendix B for the reader's convenience. The latter turns of importance due to the severe implementation complexities and optical SNR requirements generally associated to high modulation orders (>8 bits/sym). The metrics utilized for the tests, permit adaptation to any reference fitting distribution (not necessarily Gaussian), hence constituting a straight and generalizable method for shaping gain estimation and simple modulation format comparison and/or selection.
In Fig. 3 , the constrained capacities of SCM-PSM for N ∈ {4, 5, 6, 7, 8, 9} within a certain range of SNRs are presented. For reference purposes, the maximum spectral efficiency of QAM for diverse orders is included. As expected from the ambiguities in the three-dimensional histogram in Fig. 1(b) , SCM-PSM and QAM do not deliver the same maximum MI for all the modulation orders. This is illustrated in Fig. 3 , where the maximum spectral efficiencies of SCM-PSM agree with the calculated transmitter entropies (see Table I , Appendix A) for the specific constellations levels. Accordingly, the shaping gain curves of SCM-PSM over QAM are shown for the same SNRs and N values in Fig. 4 . The first conclusion is that shaping gain happens exclusively in a delimited range of SNRs. It is observed that SCM-PSM outperforms QAM for the lowest range of SNRs, reaching up to 0.7dB for N = 8 (256-PSM) at ß15dB SNRs. As the SNRs increases, the shaping gain of QAM improves with respect to SCM-PSM. This is due to the reduced Euclidean distance amongst some symbols as a result of the irregularly spaced clusters in SCM-PSM constellations. Owed to the non-squared distribution of QAM for N ∈ {5, 7, 9} (see Appendix C), the energy efficiency is slightly increased hence the obtaining of comparable shaping gains of SCM-PSM against QAM with respect to the immediate inferior even orders of N. For details on capacity calculations and shaping gain see Appendix C.
It is noteworthy that, as the SNRs increases sufficiently so as not to bound the maximum attainable capacity of each modulation level, the shaping gain starts being dominated by the nominal information rates (see Appendix A for SCM-PSM). As we described previously, given the ambiguous mapping of some SCM-PSM orders (e.g., 32-, 64-, 128-and 512-PSM in Figs. 3 and 4) we observe a reduction in the maximum capacity as compared to the QAM analogues (see Fig. 3 ), and consequently a negative SCM-PSM shaping gain at the highest SNRs values (see Fig. 4 ). This effect is caused by the general capacity formula (see Appendix C) not accounting for the fact that an ambiguous symbol represents various bit tuples out of a fixed set (with the ensuing increase in the probability of occurrence of that concrete symbol) and not a single bit tuple with increased likelihood. The previous observation manifests why diversity gain is mandatory to resolve the ambiguities, thence enable the full potential of any nonbijective modulation format. In the present investigation diversity gain is obtained through coding.
III. RECEPTION AND CODE DESIGN
As discussed, one of the distinct features of SCM is the passive constellation formation through the bit-wise linear superposi-tion of multiple weighted sequences. The ascribed mapping configuration will ultimately define the signal characteristics which, in the SCM-PSM case, conceive asymptotically capacity-achieving complex and often nonbijective constellations with powerful advantages in terms of power efficiency, complexity, flexibility and scalability.
The exploitation of the full combined potential of SCM-PSM is, hence, conditional upon the accomplishment of bit-wise mitigation of ambiguous N-order interlayer interferences. This is realized at the receiver by forcing the demapper and decoder to share Bayesian probabilities repeatedly in a soft-input softoutput (SISO) iterative structure that becomes fundamental. This is dubbed turbo processing.
The next subsections develop on the receivers' particularities and requirements for SCM-PSM, including digital processing structure and coded modulation design.
A. Iterative Soft-Input Soft-Output Receiver
Fig . 2 shows the utilized digital iterative receiver per polarization for SCM-PSM demodulation. When superposition modulation is performed without additional encoder, the symbols' labels are strictly subjected to the concatenation of their conforming binary labels. This fact propounds the main freedom restriction of passively shaped signals, which makes critical the adoption of a framework that facilitates the joint optimization of channel de-/coding and de-/mapping. In this regard, bitinterleaved coded modulation (BICM) has been widely proven as an enabling bit-oriented approach whose flexibility allows for the coherent application of powerful families of binary codes on virtually any modulation format [20] . The respective extension of BICM to support iterative decoding (BICM-ID) was employed for this research (see [21] and Appendix D for details).
Focusing on the concrete algorithms for demapping and decoding, maximum a posteriori probability (MAP) structures are extensively applied as they yield optimal estimation of the states or outputs of a Markov process observed in AWGN [22] . Bridging to our case of study, the latter states that the optimum symbol estimation (Markov process) after propagation over a given uncompensated optical link (AWGN-like channel) is given by a mode of the posterior distribution named MAP. The main drawbacks of using this probabilistic reliability test are the strong scalability limitation due to the quadratic scaling of the computational complexity with the number of bits per symbol (N 2 ); and the sensitivity of the algorithm to the accurate estimation of the channel likelihood function's descriptive parameters.
In the particular case of SCM-PSM, these symbol-by-symbol Bayesian estimators are extraordinary suitable since they inherently separate the interfering layers, allow for the iterative flow of bit-wise probabilities that make possible the resolution of ambiguities and help the suppression of intrachannel nonlinearities [23] . Furthermore, seizing upon the fact that SCM-based signal generation can be modeled as a tree diagram, the BahlCocke-Jelinek-Raviv (BCJR) algorithm can be used instead of the general MAP estimator in order to strongly reduce the computational load and thereby the system's latency without any performance degradation [24] . The reader is referred to [25] for detailed technical description of BCJR algorithm, including its application in iterative decoding architectures.
As previously mentioned in this subsection, the correct performance of the soft-input demodulation algorithm is highly dependent on the precise estimation of the channel's likelihood function. In general, propagation over uncompensated SSMF links operating in linear regime has a circularly symmetric AWGN imprint on the symbol clusters' statistical distribution. However, as the operation regime deviates from linear, power-dependent asymmetries in the aforementioned distributions require the individual calculation of the characteristic covariance per power level so as to avoid severe degradation of the demodulation results (see Fig. 5 ). In this investigation, we make use of a twostep iterative procedure called expectation maximization (EM) for the estimation of the clusters' centroids and their covariances in a maximum likelihood sense. We simplified the calculations by assuming a mixture of Gaussian (MoG) statistical model for each cluster, and restricting the MoG to a two-dimensional space (2 × 2 covariance matrix size). For a more detailed treatment of EM, see [26] .
B. Channel Coding
It has been demonstrated that, in the absence of further action, maximum transmission capacity is proportionally bounded by the constellation cardinality. In the case of SCM-PSM due to the induced loss of information in the modulator, the receiver lacks the necessary data diversity to discern which combination of bits has actually been transmitted when an ambiguous symbol is processed. This results in a reduction of the achievable channel rate (see Table I ). The solution to nonbijectivity demands the presence of the same information in various symbols, hence enabling conclusive corroboration of the disruptive cases. In a BICM-ID framework, the mentioned intersymbol interferences are exclusively implemented at the transmitter through data en- coding plus scrambling at the bit level. Eventually, MAP estimators at the receiver provide bit-wise reliability ratios on the coded bits what, essentially, separate the layers and allows for a probabilistic sequence reconstruction. The extracted Bayesian information is subsequently passed between demapper and decoder in an iterative routine that achieves ambiguity resolution through belief propagation algorithm (see Appendix D).
The election of the adequate code in BICM-ID is a highly complex process which is inseparably linked to the modulation scheme, the receiver structure and the requirements of the application, i.e. latency or bit error tolerance. In other words, claiming the universal utility and superior performance of any code is strictly incorrect. The combined optimization of transmitter and receiver parameters is hence mandatory to derive the worst case performance limits and assess the overall validity of the proposed system architecture. This election process is rigorously done by evaluating the system's EXIT function (see Appendix D) and turns especially critical in SCM-PSM, where symbol labeling is invariable.
In Fig. 6 , the EXIT chart of the SCM-PSM BCJR-based demapper for N ∈ {1, 4, 5, 6, 7, 8, 9} is depicted at 8 dB of SNR per information bit (herein, SNR per information bit will be expressed as SNRb). The curve of the MAP decoder for 50% overhead (1/2 code rate) convolutional code is also shown for the reference. Due to the high symbol density in nonuniform constellations' lowest power area, the MI from the demappers in the absence of a priori information is considerably weak as compared to uniform distributions. Particularly in SCM-PSM, the symbols can be arbitrarily close or even overlap (see Fig. 1 ) resulting in EXIT functions that become convex with the modulation order. The latter, along with the poor starting performance, forces the decoder to generate strong extrinsic information based on the hardly reliable inputs from the demapper in order to prevent the system's blockage. This requirement represents the most notorious code restriction imposed by shaped signaling and makes of zero-iteration receivers a meaningless choice.
Given that SCM-PSM signals are constructed from phaseshifted antipodal symbols, the performance of all the modulation orders converge that of BPSK (see Fig. 6 , 2-PSM) when decoding reliability tends to 100%. Such powerful feature implies that, independently of N, the maximum MI out of the demapper will always end at a very high value. In turn, the profile of the decoder could similarly end at a very high point, meaning that high coding gains (defined here as the MI that the decoder is able to deliver to the demapper for strongly reliable prior extrinsic information) are not strictly necessary to achieve complete error correction given an ample number of cycles in the iterative receiver. This considerably relaxes FEC codes' complexity and opens up for the utilization of simple diversity codes within moderate SNR conditions. In addition, since maximum output MI from the demapper is steady for any N and fixed SNR, the transfer function will progressively steepen as the N-dependent Euclidean distances reduce. This confirms the need for iterative receivers as N increases under the assumption of well-fitted decoder EXIT function.
Albeit each modulation order would require specific code design, for the proof of concept and the sake of simplicity a 1/2 code rate convolutional encoder with (5,7) 8 polynomial generator was implemented for this research. The MAP decoder is implemented with BCJR algorithm, which is optimal for convolutional codes in AWGN channels. Fig. 6 illustrates the margin allocated (tunnel opening) between the decoder and demapper EXIT functions for N ∈ {4, 5, 6, 7, 8, 9} at 8 dB of SNRb. Unlike the N ∈ {4, 5, 6, 7} cases where iterative decoding can achieve MI of 1, for N ∈ {8, 9} the decoder requires more reliable a priori information than what the demapper can deliver, hence blocking the demodulation process at an early stage. Due to the assumption of intersymbol independency and input MI uniformity in the EXIT chart calculation (see Appendix D), the MI-to-bit-error-rate (BER) transformation for SCM-PSM in optical fiber channel is not accurate. The 50% overhead convolutional code provides sufficiently reliable MI to completely separate the layers and resolve ambiguities within 10 iterations for the three experimentally studied cases (N ∈ {4, 5, 6}) at >8 dB SNRb. Furthermore, its EXIT profile and coding gain permit to show that BPSK performance is the actual limit to the overall system's detection for some concrete ranges of SNRb, while keeping the simplicity of using a single coding block strategy.
IV. EXPERIMENTAL DEMONSTRATION
In order to prove the implementation feasibility of SCM-PSM for coherent optical links, dual-polarization single-carrier SCM-PSM signals of 16, 32 and 64 levels are experimentally generated and transmitted. The results presented here demonstrate successful signal demodulation and decoding in both linear and nonlinear regimes. Additionally, numerical simulations of 1 S/sym digital transmission over AWGN channel for coded and uncoded signals serve as benchmark for the optical B2B measurements. By applying an empirical downscaling of the log-likelihood ratios (LLRs) in the iterative receiver, we show an improvement of up to 1 dB for 64-PSM as compared to the experimental and simulated results in [27] at the cost of slower convergence to the minimum achievable error rate (never exceeding 10 iterations). Transmission results delimit the power ranges of tolerable nonlinear distortion for the three constellation arrangements.
This section contains the experimental setup description, a discussion on the most relevant results of this research and proposals for future related work lines.
A. Experimental Setup
The schematic of the experimental setup is shown in Fig. 7 . Optical eye diagrams for N ∈ {4, 5, 6} after the polarization multiplexing emulation stage are included as insets. The three eye diagrams were captured after similar accumulation time (same number of symbols superimposed). As a proof of the shaping effect, it is distinguishable that the accumulation density in the lowest power range disregarding transitions exceeds that in the highest power area. This is more noticeable as N increases. At the transmitter, a 1550 nm external-cavity laser (ECL) with ß100 kHz linewidth is used as the light source. The output of the laser is modulated by an optical push-pull I/Q modulator, which is directly driven from the outputs (2 Vpp) of a 10-bit resolution arbitrary waveform generator (AWG) employed for electrical data signal generation. The sampling rate and the baudrate are fixed over the entire experiment at 12 GS/s and 6 GBaud (2 S/sym), respectively. Pseudo-random binary sequences of length 2 15 -1 were digitally processed to generate the waveforms. The processing module consists of: encoding, interleaving, mapping, up-sampling and pulse shaping (0.8 roll-off factor). Firstly, 150 000 bits are encoded block-wise in a single-level strategy with a 1/2 rate convolutional code and (5,7) 8 polynomial generator. Afterwards, a half-random interleaving is performed (the block lengths vary within 10 000-15 000 bits depending on the modulation level) to break the sequential fading correlation and increase diversity order. The coded sequence is rendered parallel, offering further scrambling and preparing the data for the superposition coded mapping (see Section II-A). After the optical I/Q modulator, polarization division multiplexing (PDM) is emulated. The transmitter output is amplified then launched into an uncompensated fiber link for transmission. The link is made of three spans of 80 km SSMF. Erbium-doped fiber amplifiers are used after each span.
At the receiver side, the incoming modulated optical data signal is coherently mixed with the local oscillator (LO, ECL with ß100 kHz linewidth). Afterwards, the four outputs from the four balanced photodiodes are sampled at 40 GS/s and acquired by digital storage oscilloscope with 13 GHz analog bandwidth for offline processing. The DSP comprises the following modules: I/Q imbalance compensation, chromatic dispersion (CD) compensation, clock recovery, polarization de-multiplexing and equalization, carrier frequency and phase recovery, EM algorithm and SISO iterative receiver.
In order to perform polarization de-multiplexing the constant modulus algorithm is firstly used for pre-convergence followed by the phase-independent multi-modulus algorithm. Carrier recovery is realized with digital phase-locked loop (PLL), where the minimum Euclidean distance metric for symbol decisions is used. The number of filter taps, loop gain and PLL bandwidth are independently adjusted for each modulation order. For the iterative receiver to work optimally, the demapper's complexvalued AWGN p.d.f. is fed with maximum likelihood covariance estimations calculated through the EM algorithm (see Section III-A). For recovering the information bits, a turbo receiver variation with inner demapper and outer decoder is used (see Section III-A). The number of iterations was set to 10 for all the cases.
B. Results
Fig . 8 shows the BER performance as a function of SNRb for measured optical B2B after soft-decision decoding for 16-, 32-, and 64-PSM. Numerically calculated BER curves for coded and uncoded PSM after AWGN-only channel transmission are depicted as reference. All the BER values are averaged over three samples of 150 000 bits each. Accounting for the possibility of using an additional decoder (referred herein as outer decoder) after the SISO iterative receiver (referred herein as inner decoder) in a concatenated coding/decoding structure [28] , the pre-FEC BER threshold (1.1 × 10 −3 ) of a 0.9375 code rate Reed-Solomon code [29] is included for analysis purposes. The gray area represents the BER boundary with respect to SNRb for SCM-PSM encoded with 1/2 code rate convolutional code. This error bound corresponds with the performance of 2-PSM (BPSK) as explained in Section III.B, and it has been numerically calculated using Monte Carlo method in a standard B2B AWGN digital transmission scheme. At those low SNRb the demapper is unable to provide the decoder with correct and/or reliable extrinsic information, blocking the demodulation process and making impossible to reach lower BER. This boundary is independent of the number of iterations and the modulation order.
It is observed that uncoded ambiguous constellations like 32-and 64-PSM impose BER floors around 3.2 × 10 −2 and 1.3 × 10 −1 respectively. After SISO iterative decoding strong sensitivity gains are obtained (ß10 dB for 16-PSM at the outer decoder pre-FEC BER threshold of 1.1 × 10 −3 ), with clear turbo cliffs starting at ß2 dB for 16-PSM, ß4 dB for 32-PSM and ß6 dB for 64-PSM for the numerically simulated data. Similar behavior is exhibited by the experimental data. We thereby show that we can successfully demodulate and decode optically generated SCM signals employing PSM, confirming that ambiguities and transmission errors can be resolved simultaneously without complicating the regular BICM-ID structure [21] . Despite zero counted errors are achieved for all the cases after the iterative SISO decoding, simulated coded 16-and 32-PSM experience error rate limitation starting at 3.5 dB and 5.5 dB SNRb respectively. This is because the EXIT function of the decoder makes the bottleneck for the MI improvement be solely governed by the demapper's EXIT function even at very low SNRb (<6 dB). Consequently, the BER values of 16-and 32-PSM are observed to converge towards the error rate boundary. Since implementation penalties (1.7 dB, 3.3 dB and 6 dB for 16-, 32-and 64-PSM at the outer decoder pre-FEC BER threshold of 1.1 × 10 −3 ) require higher SNRb to obtain similar BER performance, such a limitation is not visible anymore for experimental 32-PSM, whose turbo cliff starts at ß7.5 dB. In the 16-PSM case, the tendency of the boundary is strictly followed given that the implementation penalty is not big enough to exceed the needed SNRb. Note that implementation penalty may have a nonlinear imprint on the constellation diagram and/or the noise distribution. This effect would alter the demapper EXIT function and consequently the system error boundary. Fig. 10 shows the conversion to effective spectral efficiency (effective SE) versus SNRs of some relevant BER performance results in Fig. 8 . For simplicity, the BER to SE calculations are performed under the assumption of brickwall power spectral densities for all the cases (the reader is referred to [30] for details on the conversion method). Maximum shaping gain regions for N ∈ {4, 5, 6} are shaded within the corresponding SNRs intervals (see Fig. 4 ), and effective SE curves of the simulated BER results after inner decoding for N ∈ {4, 5, 6} (discontinuous lines in Fig. 10 ) serve as non-pulse shaped performance benchmark. Fully-filled symbols represent the effective SE of each of the simulated cases under study at the outer decoder pre-FEC BER threshold. The effective SE values account for both the 1/2 and 0.9375 code rate of the inner and outer decoder respectively. It can be observed that the SNRs sensitivity for all the studied modulation levels fall within the associated areas of maximum shaping gain. This means that the simple 1/2 code rate convolutional code in a BICM-ID structure together with the proposed outer decoding scheme, are able to deliver <10 −15 BER at the SNRs regions where SCM-PSM best approaches capacity for N ∈ {4, 5, 6}.
Half-filled symbols in Fig. 10 stand for the effective SE of the experimental results at the outer decoder pre-FEC BER threshold. The obtained results account for the 0.8 roll-off factor used for pulse-shaping, which compensate for the code rate related SE reduction. This causes the excess of the maximum SE of the non-pulse shaped reference by ß2.8% for the three configurations. The apparent implementation penalty of the experimental results along with the clear tendency of the effective SE in the simulated results towards higher SNRs requirements for increasing N, manifests the need for improved coding/decoding schemes in terms of coding gain for {N ∈ N; N > 6} in order to enable the full exploitation of SCM-PSM shaping gain. Fig. 9 presents the measured BER as a function of input signal power to each fiber span for 16-, 32-and 64-PSM. Recovered constellations with EM-based covariances for the distorted clusters are also shown as insets. The analyzed input powers range between 0 dBm and 8 dBm in steps of 0.5 dB and the BER values are averaged over three traces of 150 000 bits each. In these conditions, the highest-power symbols for N ∈ {4, 5} undergo severe NLPN distortion which creates clearly elliptical clusters on the constellations' outer rings after 240-km uncompensated fiber transmission due to the insufficient accumulated dispersion [31] , [32] (see Fig. 5 ). The previous observation bespeaks the local imprecision of the circularly-symmetric Gaussian noise assumption, and results in the consideration of non-Gaussian constellation shapes to be more appropriate (in terms of MI maximization) in NLPN-dominated channels in the presence of medium accumulated dispersion/memory.
The individual estimation of the clusters' statistical distribution through EM (see Section III-A) permits the SISO iterative receiver to attain successful demodulation at considerably high launched power levels (up to 7.5 dBm for 16-PSM). Zero counted BER transmission is measured below 2.5, 6 and 7.5 dBm for 64-, 32-and 16-PSM respectively. Similar power sensitivities are observed at the outer decoder pre-FEC BER threshold.
C. Discussion
The BICM-ID framework has been used to generate and demodulate optical SCM-PSM signals at 24 Gbps (16-PSM), 30 Gbps (32-PSM) and 36 Gbps (64-PSM). The 32-and 64-ary PSM exhibit nonbijective mappings. Expectation maximization algorithm has been combined with the iterative receiver in order to drive the SISO PSM demapper optimally. The estimation of independent covariances per cluster permit successful nonlinear transmission after 240-km SSMF with up to 7.5 dBm launch power for 16-PSM.
Shaping gain of SCM-PSM against QAM occurs in a specific range of SNRs which is dependent on the modulation order (see Fig. 4 ). This has been demonstrated for {N ∈ Nf ; 4 ≤ N ≤ 9} and it is applicable to any AWGN channel. Therefore, the modulation parameters must be tightly in line with the transmission conditions in order to benefit from the distribution-driven sensitivity gain.
The selected modulation schemes must be complemented with consistent coding structures that enable error correction within the target SNRs (see Fig. 10 ). Assuming coherent fitting of the demapper and decoder EXIT functions, excessive coding gains make the system enter the error bounded area, hence impeding to obtain low BER regardless of the number of iterations and modulation level (see Figs. 6 and 8) . On the contrary, insufficient coding gains require operating at higher SNRs, which may cause moderate sensitivity deterioration when using shaped constellations (see Fig. 4 ) and demodulation blockage in the SNRs of maximum shaping gain.
D. Future Work 1) Code Optimization:
Owed to the direct dependency of the demapper EXIT functions on the noise and modulation parameters, the development of dedicated well-fitted encoders is necessary in order to compare sensitivity gains with respect to popular modulation formats (M-ary QAM) or alternative shaping models in the linear and nonlinear transmission regimes.
2) Soft Equalizer: Ambiguous bit-to-symbol mappings entail increased probability of occurrence for certain constellation clusters. The incorporation of this a priori information into a soft equalizer would enhance the receiver sensitivity. This could be further improved with a multi-layer coding strategy through layer-by-layer soft iterative demodulation [33] .
3) Digital Pilot Tone: Due to the low values of SNRs where maximum shaping gains are located, carrier and phase recovery pose a great difficulty. Digital frequency tones [34] would permit blind recovery while preserving the SCM generation structure and the associated receiver simplicity.
V. CONCLUSION
The first experimental generation, demodulation and transmission of SCM-PSM has been reported. The presented modulation scheme asymptotically approaches AWGN channel capacity through ambiguous geometric shaping. The bit-tosymbol mapping process relies on passive multilayer superposition, which reduces the digital processing complexity at the receiver and transmitter sides as compared with proposed shaping solutions to date.
An extensive analysis of various properties of SCM-PSM including constellations' Gaussianity, maximum theoretical information rate, shaping gain against QAM modulation format in AWGN channels, and demapper EXIT function for several modulation orders has been performed. The analysis shows ß0.65 dB/N fitting variance slope of SCM-PSM to the unit normal distribution when N tends to infinity, yielding 0.7 dB shaping gain for 256-ary SCM-PSM constellation with respect to the same order regular QAM. The information rate reduction caused by nonbijective signal generation for modulation orders up to 4096 is kept below 6.5%, which is overcome through the use of conventional iterative receiver for both simulated and experimental data.
Successful signal demodulation and decoding has been achieved for the optical B2B case, as well as after transmission over 240-km SSMF for 16-, 32-and 64-ary SCM-PSM at 
APPENDIX A SCM-PSM GENERATION AND RATE LIMITS
The expression of SCM with generalized mapping scheme is given by [13] and [14] :
where y I and y Q are the in-phase and quadrature components, N establishes the number of bits per symbol or superimposed branches, b n corresponds to the encoded binary bits and h n represents the complex weights that determine the symbol mapping scheme. In the case of PSM, the power (α n ) is constant across all the branches and the phase (θ n ) is uniformly distributed:
For 16-, 32-and 64-PSM, N equals 4, 5 and 6 respectively and C = 1 for all the cases. The SCM scheme appears as an easily scalable modulation option, permitting fast and simple data rate adjustment by modifying the number of digitally overlapped sequences. Besides, the fact that each branch can contain independent data with different coding strategies provides an attractive flexibility feature and opens up for its application in multiuser communication environments.
As it was shown in [13] and [14] and indicated in Section II, some modulation orders for certain configurations of the complex weights in SCM (one of which yields SCM-PSM) may produce ambiguous bit-to-symbol mappings; which reduce the modulation cardinality and have a direct influence in the code design and the receiver structure. Following general information theory one can develop SCM's theoretical information rate for any given mapping. If we assume noiseless digital signal generation, the modulation capacity results in:
where I(Y;X) is the MI between the output random variable (Y) and input random variable (X) to the SCM structure, and H(·) is the discrete entropy operator. Now, using (1) as the system's characteristic equation:
where y ∈ {y 1 , y 2 , . . . , y K } represents the set of possible output complex values accounting for ambiguities caused by nonbijective mapping. Since the discrete entropy of the linear addition of the constituent antipodal binary symbols will always be equal to the number of conforming layers N, we can state:
The previous expression readily allows calculating the general maximum achievable information rate for SCM:
Depending on the associated mapping configuration, the output entropy from the SCM structure will vary according to the loss induced by nonbijectivity. The Table I presents the most significant data for {N ∈ N; 2 ≤ N ≤ 12}. As an illustrative example, Fig. 1 depicts the constellation diagrams and the three-dimensional histograms of the SCM-PSM output for N ∈ {4, 6, 8}. Unlike N = 8 and N = 4 for which the probability of occurrence of all the symbols equals 1, 64-PSM shows clear nonbijective behavior. The lowest power symbol is attained with up to four different combinations of six bits and all the symbols in the lowest-power middle ring are obtained with two unequal bit tuples each. On this account, the number of unique power allocations is reduced to 49 in 64-PSM, which yields one of the lowest information rates in SCM-PSM (ß91%). Extending the calculation for {N ∈ N; 2 ≤ N ≤ 12} we observe that all rate limits keep above 90% with an average of 96.7%
APPENDIX B STATISTICAL ANALYSIS OF SCM-PSM
A. Tools
The evaluation of SCM-PSM constellations' distribution is performed through the numerical and visual analysis of the cumulative distribution functions (CDFs) of the individual quadrature components in the absence of noise. The visual test is performed with a statistical tool named quantile-quantile plot (Q-Q plot). It is a graphical method for the diagnosis of fitting deviations between two probability distributions based on percentile comparison. These percentiles are measured or estimated from the CDF of the respective random variables and then plotted against each other in an unequivocal scatter plot.
Given that we want to check upon the Gaussianity of certain data sample, one of the probability distributions acts as the reference model with a theoretical normal profile N (μ, σ) . The other corresponds to the CDF of the SCM-PSM constellations' quadrature projections. This constitutes the most basic plotting format and it is referred as one-sample Q-Q plot. It is noteworthy that, since the reference distribution will always be continuous in our application, all possible quantiles are calculable through simple CDF inversion. This means that any value from the discontinuous CDF can be directly represented thence avoiding inaccurate data interpolation. The descriptive parametric equations of the one sample Q-Q plot are given by
where F −1
REF represent the quantile functions of the CDFs for the data and the reference model respectively, and p i ∈ (0, 1) determines the order of the i th quantile with i ∈ N . In order to normalize the axes' scales, the mean (μ) and variance (σ 2 ) of the theoretical normal reference are equalized to the estimated mean and variance of SCM-PSM quadrature components for every N. In that case, the distributions being analyzed will be identical if:
The appropriate evaluation of the resultant curves will provide valuable qualitative information on the distributional shapes, tail behavior, mean/variance deviations, outliers and symmetry unbalances. However, in order to obtain numeric evaluation of the goodness of fit between the empirical and theoretical CDF, certain statistical criteria must be associated with each case of study. In this research, the fitting variance (σ FIT ) and the KolmogorovSmirnov statistic factor (D) are used as quantitative indicators. The mathematical expressions:
where σ FIT , D ∈ [0, ∞). Whereas σ F I T evinces the average Gaussian purity of the empirical distribution, D reflects the existence of outliers and symmetry disturbances. Both figures of merit denote good agreement for values approaching zero. 
B. Results and Discussion
Fig . 11 shows the visual test based on quantile-quantile plotting (Q-Q plot) for N ∈ {4, 6, 9}. The corresponding crosssectional probability mass functions of the constellations are included for the reference. Fig. 12 depicts the numerical results of goodness of fit based on the normal fitting variance and the one-sample Kolmogorov-Smirnov (KS) statistic for both QAM and SCM-PSM and {N ∈ N; 4 ≤ N ≤ 21}. Fitting variance and KS statistic are chosen because of their complementarity, calculation simplicity, and ease of understanding. Tendency lines are also presented for reference purposes.
It is observed in Fig. 11 that the dispersion of the Q-Q points around the reference normal distribution decreases as the modulation order increases, proving the fact that quadrature components remain statistically independent. After fast convergence around quantile zero, it is visible that the deviations from Gaussianity are mainly dominated by the tail disagreements for high values of N. This can be seen in case (c). Notice that only one cross section of the power-normalized constellation is analyzed, hence the probability distribution of the Gaussian reference that yields one-to-one quantile scaling is given by μ = 0 and σ 2 ∼ = 0.5 (σ ∼ = 0.7). Fig. 12 shows that the average Gaussianity for every N and modulation format is determined by the KS statistic with some exceptions in SCM-PSM comprising N ∈ {6, 8, 14, 15, 18}. The difference in the fitting variance between PSM and QAM exceeds one order of magnitude for N ≥ 9 and two orders for N ≥ 16. For low number of bits per symbol, the quantization resolution of the CDF dominates the deviation with respect to Gaussianity [see Fig. 11(a) ]. This fact explains the abnormal convergence to normal distribution of QAM for N ≤ 10, and the unexpected fast reduction (two orders of magnitude within {N ∈ N; 4 ≤ N ≤ 11}) in the fitting variance of PSM. Once the quantization error stops influencing, QAM shows a flat profile and SCM-PSM shows ß0.65 dB/N convergence rate to unit normal distribution for high modulation orders. It is worth realizing that owed to the uniformity of QAM constellations' for {N ∈ Neven} (square-QAM), the convergence floor is 2 dB higher than for nonuniform QAM orders, i.e. {N ∈ Nodd}. For its part, PSM presents a monotonically decreasing fitting curve which partially illustrates the expected asymptotic tendency to Gaussianity.
APPENDIX C CHANNEL CAPACITY AND SHAPING GAIN
The channel capacity calculation for any discrete constellation A:
where a k ∈ A are the N discrete constellation points, p (a k ) is the probability of occurrence of the constellation's symbols and p (y|a k ) is the noise-dependent conditional probability of y given a k . In our case, equal symbol probability is adopted to illustrate the effect of nonbijective bit-to-symbol mappings (p (a k ) = 1/N, ∀a k ∈ A). For its part, p (y|a k ) corresponds to the probability density function of the complex-valued AWGN channel:
where σ 2 is the noise variance. For the computation of the definite integral in (10) numerical approximations are necessary. We employed a 16-point Gaussian quadrature rule as the optimum quadrature for polynomials of degree 31 or less, widely sufficing for the accurate approximation to function C.
Shaping gain estimations are based on the spectral efficiency curves reckoned from (10) . After the calculation of the capacity per unit bandwidth data for QAM and SCM-PSM, all the curves are interpolated in order to estimate the spectral efficiencies of all those undefined SNRs of interest. The curves are then subtracted and the difference is depicted.
APPENDIX D ITERATIVE RECEIVER AND EXIT CHART
Based on the original BICM-ID concept, the iterative receiver employed in this research implements the soft-decision feedback variation presented in [21] . In this SISO framework, a posteriori probabilities (APPs) in the form of LLRs per coded bit are repeatedly circulated amongst the receiver's main blocks (demapper and inner decoder). These factors are calculated as
where c m is the mth coded bit in the block being processed and p (y|c m ) is the conditional probability of y given c m . The necessary extrinsic information is extracted from the generated APPs by removing the fraction of old a priori content (LLR PRIOR ):
Afterwards, the extrinsic LLRs (LLR EXTRINSIC ) are passed to the next block as new a priori information. This continuous dialog increases progressively the reliability of the transferred APPs and, in turn, the decision performance on the coded sequence. After a predefined number of iterations, the LLRs of the information bits are fed into a hard-decision demapper that yields the estimated received binary sequence. Further details on this scheme and other variations can be found in [11] , [21] and [35] .
In order to measure the MI flow in the course of the iterative process, EXIT charts are used. This tool presents the output extrinsic information of the block under test against the a priori probability inputs. Since the decoder outputs feed the demapper inputs and vice versa in iterative receivers, it is common practice to represent both transfer functions against each other for joint system optimization. Valuable information about the code efficiency and the effectiveness of the mapping/demapping scheme is readily extracted from these charts. The calculation method is described in [36] .
