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Abstract
We study the influence of the seed graph in the preferential attachment model, focusing on
the case of trees. We first show that the seed has no effect from a weak local limit point of view.
On the other hand, we conjecture that different seeds lead to different distributions of limiting
trees from a total variation point of view. We take a first step in proving this conjecture by
showing that seeds with different degree profiles lead to different limiting distributions for the
(appropriately normalized) maximum degree, implying that such seeds lead to different (in total
variation) limiting trees.
1 Introduction
We are interested in the following question: suppose we generate a large graph according to the lin-
ear preferential attachment model—can we say anything about the initial (seed) graph? A precise
answer to this question could lead to new insights for the diverse applications of the preferential
attachment model. In this paper we initiate the theoretical study of the seed’s influence. Exper-
imental evidence of the seed’s influence already exists in the literature, see, e.g., Schweiger et al.
[2011]. For sake of simplicity we focus on trees grown according to linear preferential attachment.
For a tree T denote by dT (u) the degree of vertex u in T , ∆(T ) the maximum degree in T , and
~d(T ) ∈ NN the vector of degrees arranged by decreasing order.1 We refer to ~d(T ) as the degree
profile of T . For n ≥ k ≥ 2 and a tree T on k vertices we define the random tree PA(n, T ) by
induction. First PA(k, T ) = T . Then, given PA(n, T ), PA(n + 1, T ) is formed from PA(n, T ) by
adding a new vertex u and a new edge uv where v is selected at random among vertices in PA(n, T )
according to the following probability distribution:
P (v = i |PA(n, T )) = dPA(n,T )(i)
2 (n− 1) .
This model was introduced in Mahmoud [1992] under the name Random Plane-Oriented Re-
cursive Trees but we use here the modern terminology of Preferential Attachment graphs, see
Baraba´si and Albert [1999], Bolloba´s et al. [2001]. In the following we also denote by Sk the k-
vertex star.
∗Princeton University; sbubeck@princeton.edu.
†University of California, Berkeley; mossel@stat.berkeley.edu.
‡University of California, Berkeley; racz@stat.berkeley.edu.
1We artificially continue the vector of degrees with zeros after the |T |th coordinate to put all degree profiles on
the same space.
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We want to understand whether there is a relation between T and PA(n, T ) when n becomes
very large. We investigate three ways to make this question more formal. They correspond to three
different points of view on the limiting tree obtained by letting n go to infinity.
The least refined point of view is to consider the tree PA(∞, T ) defined on a countable set of
vertices that one obtains by continuing the preferential attachment process indefinitely. As observed
in Kleinberg and Kleinberg [2005], in this case the seed does not have any influence: indeed for
any tree T , almost surely, PA(∞, T ) will be the unique isomorphism type of tree with countably
many vertices and in which each vertex has infinite degree. In fact this statement holds for any
model where the degree of each fixed vertex diverges to infinity as the tree grows. For example, this
notion of limit does not allow to distinguish between linear and non-linear preferential attachment
models (as long as the degree of each fixed node diverges to infinity).
Next we consider the much more subtle and fine-grained notion of a weak local limit introduced
in Benjamini and Schramm [2001]. The notion of graph limits is more powerful than the one
considered in the previous paragraph as it can, for example, distinguish between models having
different limiting degree distributions. The weak local limit of the preferential attachment graph
was first studied in the case of trees in Rudas et al. [2007] using branching process techniques, and
then later in general in Berger et al. [2014] using Po´lya urn representations. These papers show
that PA(n, S2) tends to the so-called Po´lya-point graph in the weak local limit sense, and our first
theorem utilizes this result to obtain the same for an arbitrary seed:
Theorem 1 For any tree T the weak local limit of PA(n, T ) is the Po´lya-point graph described in
Berger et al. [2014] with m = 1.
This result says that “locally” (in the Benjamini-Schramm sense) the seed has no effect. The
intuitive reason for this result is that in the preferential attachment model most nodes are far from
the seed graph and therefore it is expected that their neighborhoods will not reveal any information
about it.
Finally, we consider the most refined point of view, which we believe to be the most natural one
for this problem as well as the richest one (both mathematically and in terms of insights for potential
applications). First we rephrase our main question in the terminology of hypothesis testing. Given
two potential seed trees T and S, and an observation R which is a tree on n vertices, one wishes to
test whether R ∼ PA(n, T ) or R ∼ PA(n, S). Our original question then boils down to whether one
can design a test with asymptotically (in n) non-negligible power. This is equivalent to studying
the total variation distance between PA(n, T ) and PA(n, S). Thus we naturally define
δ(S, T ) = lim
n→∞
TV(PA(n, S),PA(n, T )),
where TV denotes the total variation distance.2 One can propose a test with asymptotically non-
negligible power (i.e., a non-trivial test) iff δ(S, T ) > 0. We believe that in fact this is always the
case (except in trivial situations); precisely we make the following conjecture:
Conjecture 1 δ is a metric on isomorphism types of trees with at least 3 vertices.3
While we have not yet been able to prove this conjecture, we are able to distinguish trees with
different degree profiles.
2Observe that TV(PA(n, S),PA(n, T )) is non-increasing in n (since one can simulate the future evolution of the
process) and always nonnegative so the limit is well-defined.
3Clearly δ is a pseudometric on isomorphism types of trees with at least 3 vertices so the only non-trivial part of
the statement is that δ(S,T ) 6= 0 for S and T non-isomorphic.
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S T
Figure 1: Two trees with six vertices and ~d(S) = ~d(T ). Is δ (S, T ) > 0?
Theorem 2 Let S and T be two finite trees on at least 3 vertices. If ~d(S) 6= ~d(T ), then δ (S, T ) > 0.
In fact our proof shows a stronger statement, namely that different degree profiles lead to
different limiting distributions for the (appropriately normalized) maximum degree.
The smallest pair of trees we cannot as of yet distinguish is depicted in Figure 1.
In some cases we can say more. For instance, the distance between a fixed tree and a star can
be arbitrarily close to 1 if the star is large enough.
Theorem 3 For any fixed tree T one has
lim
k→∞
δ (Sk, T ) = 1.
In the next section we derive results on the limiting distribution of the maximum degree
∆(PA(n, T )) that are useful in proving Theorems 2 and 3, which we then prove in Section 3.1.
In Section 3.2 we describe a particular way of generalizing the notion of maximum degree which
we believe should provide a way to prove Conjecture 1. At present we are missing a technical
result which we state separately as Conjecture 2 in the same section. The proof of Theorem 1 is
in Section 4, while the proof of a key lemma described in Section 2 is presented in Section 5. We
conclude the paper with open problems in Section 6.
2 Useful results on the maximum degree
We first recall several results that describe the limiting degree distributions of preferential at-
tachment graphs (Section 2.1), and from these we determine the tail behavior of the maximum
degree in Section 2.2, which we then use in the proofs of Theorems 2 and 3. Throughout the
paper we label the vertices of PA(n, T ) by {1, 2, . . . , n} in the order in which they are added to
the graph, with the vertices of the initial tree labeled in decreasing order of degree, i.e., satisfying
dT (1) ≥ dT (2) ≥ · · · ≥ dT (|T |) (with ties broken arbitrarily). We also define the constant
c (a, b) =
Γ (2a− 2)
2b−1Γ (a− 1/2) Γ (b) , (1)
which will occur multiple times.
2.1 Previous results
2.1.1 Starting from an edge
Mo´ri [2005] used martingale techniques to study the maximum degree of the preferential attachment
tree starting from an edge, and showed that ∆(PA(n, S2))/
√
n converges almost surely to a random
variable which we denote by Dmax (S2). He also showed that for each fixed i ≥ 1, dPA(n,S2) (i) /
√
n
3
converges almost surely to a random variable which we denote by Di (S2), and furthermore that
Dmax (S2) = maxi≥1Di (S2) almost surely. In light of this, in order to understand Dmax (S2) it is
useful to study {Di (S2)}i≥1. Mo´ri [2005] computes the joint moments of {Di (S2)}i≥1; in particular,
we have (see [Mo´ri, 2005, eq. (2.4)]) that for i ≥ 2,
EDi (S2)
r =
Γ (i− 1) Γ (1 + r)
Γ
(
i− 1 + r2
) . (2)
Using different methods and slightly different normalization, Peko¨z et al. [2013] also study the
limiting distribution of dPA(n,S2) (i); in particular, they give an explicit expression for the limiting
density. Fix s ≥ 1/2 and define
κs (x) = Γ (s)
√
2
sπ
exp
(
−x
2
2s
)
U
(
s− 1, 1
2
,
x2
2s
)
1{x>0},
where U (a, b, z) denotes the confluent hypergeometric function of the second kind, also known as
the Kummer U function (see [Abramowitz and Stegun, 1964, Chapter 13]); it can be shown that
this is a density function. Peko¨z et al. [2013] show that for i ≥ 2 the distributional limit of
dPA(n,S2) (i) /
(
EdPA(n,S2) (i)
2
)1/2
has density κi−1 (they also give rates of convergence to this limit in the Kolmogorov metric). LetWs
denote a random variable with density κs. The moments of Ws (see [Peko¨z et al., 2013, Section 2])
are given by
EW rs =
(s
2
)r/2 Γ (s) Γ (1 + r)
Γ
(
s+ r2
) , (3)
and thus comparing (2) and (3) we see that Di (S2)
d
=
√
2/ (i− 1)Wi−1 for i ≥ 2.
2.1.2 Starting from an arbitrary seed graph
Since we are interested in the effect of the seed graph, we desire similar results for PA(n, T ) for
an arbitrary tree T . One way of viewing PA(n, T ) is to start growing a preferential attachment
tree from a single edge and condition on it being T after reaching |T | vertices; PA(n, T ) has the
same distribution as PA(n, S2) conditioned on PA (|T | , S2) = T . Due to this the almost sure
convergence results of Mo´ri [2005] carry over to the setting of an arbitrary seed tree. Thus for
every fixed i ≥ 1, dPA(n,T ) (i) /
√
n converges almost surely to a random variable which we denote
by Di (T ), ∆ (PA (n, T )) /
√
n converges almost surely to a random variable which we denote by
Dmax (T ), and furthermore Dmax (T ) = maxi≥1Di (T ) almost surely.
In order to understand these limiting distributions, the basic observation is that for any i,
1 ≤ i ≤ |T |, (2 (n− 1)− dPA(n,T ) (i) , dPA(n,T ) (i)) evolves according to a Po´lya urn with replacement
matrix ( 2 01 1 ) starting from (2 (|T | − 1)− dT (i) , dT (i)). Indeed, when a new vertex is added to
the tree, either it attaches to vertex i, with probability dPA(n,T ) (i) / (2n− 2), in which case both
dPA(n,T ) (i) and 2 (n− 1)−dPA(n,T ) (i) increase by one, or otherwise it attaches to some other vertex
in which case dPA(n,T ) (i) does not increase but 2 (n− 1) − dPA(n,T ) (i) increases by two. Janson
[2006] gives limit theorems for triangular Po´lya urns, and also provides information about the
limiting distributions; for instance [Janson, 2006, Theorem 1.7] gives a formula for the moments of
Di (T ), extending (2) for arbitrary trees T : for every i, 1 ≤ i ≤ |T |, we have
EDi (T )
r =
Γ (|T | − 1) Γ (dT (i) + r)
Γ (dT (i)) Γ
(|T | − 1 + r2) , (4)
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and for i > |T | we have EDi (T )r = Γ (i− 1) Γ (1 + r) /Γ (i− 1 + r/2), just like in (2).
The joint distribution of the limiting degrees in the seed graph,
(
D1 (T ) , . . . ,D|T | (T )
)
, can
be understood by viewing the evolution of
(
dPA(n,T ) (1) , . . . , dPA(n,T ) (|T |)
)
in the following way.
When adding a new vertex, first decide whether it attaches to one of the initial |T | vertices (with
probability
∑|T |
i=1 dPA(n,T ) (i) / (2n− 2)) or not (with the remaining probability); if it does, then
independently pick one of them to attach to with probability proportional to their degrees. In
other words, if viewed at times when a new vertex attaches to one of the initial |T | vertices, the
joint degree counts of the initial vertices evolve like a standard Po´lya urn with |T | colors and
identity replacement matrix.
Let Beta (a, b) denote the beta distribution with parameters a and b (with density proportional
to xa−1(1 − x)b−11{x∈[0,1]}), let Dir (α1, . . . αs) denote the Dirichlet distribution with density pro-
portional to xα1−11 · · · xαs−1s 1{x∈[0,1]s,∑si=1 xi=1}, and write X ∼ GGa (a, b) for a random variable
X having the generalized gamma distribution with density proportional to xa−1e−x
b
1{x>0}. On
the one hand,
(
2 (n− 1)−∑|T |i=1 dPA(n,T ) (i) ,∑|T |i=1 dPA(n,T ) (i)) evolves according to a Po´lya urn
with replacement matrix ( 2 01 1 ) starting from (0, 2(|T | − 1)). Janson [2006] gives the limiting distri-
bution of
∑|T |
i=1 dPA(n,T ) (i) /
√
n (see Theorem 1.8 and Example 3.1):
∑|T |
i=1Di (T )
d
= 2Z|T |, where
Z|T | ∼ GGa (2 |T | − 1, 2). On the other hand, it is known that in a standard Po´lya urn with identity
replacement matrix the vector of proportions of each color converges almost surely to a random
variable with a Dirichlet distribution with parameters given by the initial counts. These facts,
together with the observation in the previous paragraph, lead to the following representation: if X
and Z|T | are independent, X ∼ Dir (dT (1) , . . . , dT (|T |)), and Z|T | ∼ GGa (2 |T | − 1, 2), then
(
D1 (T ) , . . . ,D|T | (T )
) d
= 2Z|T |X. (5)
Recently, Peko¨z et al. [2014] gave useful representations for (D1 (T ) , . . . ,Dr (T )) for general r, and
the representation above appears as a special case (see [Peko¨z et al., 2014, Remark 1.9]).
2.2 Tail behavior
In order to prove Theorem 2 our main tool is to study the tail of the limiting degree distributions.
In particular, we use the following key lemma.
Lemma 1 Let T be a finite tree.
(a) Let U ⊆ {1, 2, . . . , |T |} be a nonempty subset of the vertices of T , and let d = ∑i∈U dT (i).
Then
P
(∑
i∈U
Di (T ) > t
)
∼ c (|T | , d) t1−2|T |+2d exp (−t2/4) (6)
as t→∞, where the constant c is as in (1).4
(b) For every L > |T | there exists a constant C (L) <∞ such that for every t ≥ 1 we have
∞∑
i=L
P (Di (T ) > t) ≤ C (L) t3−2L exp
(−t2/4) . (7)
4Throughout the paper we use standard asymptotic notation; for instance, f (t) ∼ g (t) as t → ∞ if
limt→∞ f (t) /g (t) = 1.
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We postpone the proof of Lemma 1 to Section 5, as it results from a lengthy computation. As
an immediate corollary we get the asymptotic tail behavior of Dmax (T ).
Corollary 1 Let T be a finite tree and let m := |{i ∈ {1, . . . , |T |} : dT (i) = ∆ (T )}|. Then
P (Dmax (T ) > t) ∼ m× c (|T | ,∆(T )) t1−2|T |+2∆(T ) exp
(−t2/4) (8)
as t→∞, where the constant c is as in (1).
Proof Recall the fact that Dmax (T ) = maxi≥1Di (T ) almost surely. First, a union bound gives
us that
P (Dmax (T ) > t) ≤
m∑
i=1
P (Di (T ) > t) +
|T |∑
i=m+1
P (Di (T ) > t) +
∞∑
i=|T |+1
P (Di (T ) > t) .
Then using Lemma 1 we get the upper bound required for (8): the first sum gives the right hand
side of (8), while the other two sums are of smaller order. For the lower bound we first have that
P (Dmax (T ) > t) ≥
m∑
i=1
P (Di (T ) > t)−
m∑
i=1
m∑
j=i+1
P (Di (T ) > t,Dj (T ) > t) . (9)
Lemma 1(a) with U = {i, j} implies that for any 1 ≤ i < j ≤ m,
P (Di (T ) > t,Dj (T ) > t) ≤ P (Di (T ) +Dj (T ) > 2t) ≤ Ci,j (T ) t1−2|T |+4∆(T ) exp
(−t2) (10)
for some constant Ci,j (T ) and all t large enough. The exponent −t2, appearing on the right
hand side of (10), is smaller by a constant factor than the exponent −t2/4, appearing in the
asymptotic expression for P (Di (T ) > t) (see (6)). Consequently the second sum on the right
hand side of (9) is of smaller order than the first sum, and so we have that P (Dmax (T ) > t) ≥
(1− o (1))∑mi=1 P (Di (T ) > t) as t→∞. We can conclude using Lemma 1.
3 Distinguishing trees using the maximum degree
In this section we first prove Theorems 2 and 3, both using Corollary 1 (see Section 3.1). Then in
Section 3.2 we describe a particular way of generalizing the notion of maximum degree which we
believe should provide a way to prove Conjecture 1. At present we are missing a technical result,
see Conjecture 2 below, and we prove Conjecture 1 assuming that this holds.
3.1 Proofs
Proof of Theorem 2 We first provide a simple proof of distinguishing two trees of the same size
but with different maximum degree, and then show how to extend this argument to the other cases.
Case 1: |S| −∆(S) 6= |T | −∆(T ). W.l.o.g. suppose that |S| −∆(S) < |T | −∆(T ). Clearly
for any t > 0 and n ≥ max {|S| , |T |} one has
TV (PA (n, S) ,PA (n, T )) ≥ TV (∆ (PA (n, S)) ,∆(PA (n, T )))
≥ P (∆(PA (n, S)) > t√n)− P (∆(PA (n, T )) > t√n) .
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Taking the limit as n→∞ this implies that
δ (S, T ) ≥ sup
t>0
[P (Dmax (S) > t)− P (Dmax (T ) > t)] . (11)
By Corollary 1 and the fact that |S| − ∆(S) < |T | − ∆(T ) we have that P (Dmax (S) > t) >
P (Dmax (T ) > t) for large enough t, which concludes the proof in this case.
Case 2: |S| 6= |T |. W.l.o.g. suppose that |S| < |T |. If |S|−∆(S) 6= |T |−∆(T ) then by Case 1
we have that δ (S, T ) > 0, so we may assume that |S| −∆(S) = |T | −∆(T ). Just as in the proof
of Case 1 we have that
δ (S, T ) ≥ sup
t>0
[P (Dmax (T ) > t)− P (Dmax (S) > t)] . (12)
Corollary 1 provides the asymptotic behavior for P (Dmax (T ) > t) in the form of (8), where m ≥ 1.
To find an upper bound for P (Dmax (S) > t), first notice that ∆ (PA (|T | , S)) ≤ ∆(T ), with
equality holding if and only if all of the |T |−|S| vertices of PA (|T | , S) that were added to S connect
to the same vertex i ∈ {1, 2, . . . , |S|} and dS (i) = ∆ (S). Consequently, if ∆ (PA (|T | , S)) = ∆ (T ),
then there is exactly one vertex j ∈ {1, 2, . . . , |T |} such that dPA(|T |,S) (j) = ∆ (T ). This, together
with Corollary 1, shows that on the one hand
P (Dmax (S) > t |∆(PA (|T | , S)) < ∆(T )) = o
(
t1−2|T |+2∆(T ) exp
(−t2/4)) ,
as t→∞, and on the other hand
P (Dmax (S) > t |∆(PA (|T | , S)) = ∆ (T )) ≤ (1 + o (1)) c (|T | ,∆(T )) t1−2|T |+2∆(T ) exp
(−t2/4)
as t→∞. Consequently we have that
P (Dmax (S) > t) ≤ (1 + o (1))P (∆ (PA (|T | , S)) = ∆ (T )) c (|T | ,∆(T )) t1−2|T |+2∆(T ) exp
(−t2/4)
as t→∞, which combined with the tail behavior of Dmax (T ) gives that
P (Dmax (T ) > t)− P (Dmax (S) > t)
≥ (1− o (1))P (∆ (PA (|T | , S)) < ∆(T )) c (|T | ,∆(T )) t1−2|T |+2∆(T ) exp (−t2/4)
as t→∞. To conclude the proof, notice that P (∆ (PA (|T | , S)) < ∆(T )) is at least as great as the
probability that vertex |S|+ 1 connects to a leaf of S, which has probability at least 1/ (2 |S| − 2).
Case 3: |S| = |T |, different degree profiles. Let z ∈ {1, . . . , |T |} be the first index such
that dS(z) 6= dT (z) and assume w.l.o.g. that dS(z) < dT (z). First we have that
P (Dmax (T ) > t) ≥ P (∃i ∈ [z − 1] : Di (T ) > t) + P (Dz (T ) > t)−
z−1∑
i=1
P (Dz (T ) > t,Di (T ) > t)
and
P (Dmax (S) > t) ≤ P (∃i ∈ [z − 1] : Di (S) > t) +
∞∑
i=z
P (Di (S) > t) .
Now observe that one can couple the evolution of PA(n, T ) and PA(n, S) in such a way that the
degrees of vertices 1, . . . , z − 1 stay the same in both trees. Thus one clearly has
P (∃i ∈ [z − 1] : Di (T ) > t) = P (∃i ∈ [z − 1] : Di (S) > t) .
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Putting the three above displays together one obtains
P (Dmax (T ) > t)− P (Dmax (S) > t)
≥ P (Dz (T ) > t)−
z−1∑
i=1
P (Dz (T ) > t,Di (T ) > t)−
∞∑
i=z
P (Di (S) > t) .
Now using Lemma 1 one easily gets (for some constant C > 0) that
P (Dz (T ) > t) ∼ c (|T | , dT (z)) t1−2|T |+2dT (z) exp
(−t2/4) ,
z−1∑
i=1
P (Dz (T ) > t,Di (T ) > t) ≤
z−1∑
i=1
P (Dz (T ) +Di (T ) > 2t)
≤
z−1∑
i=1
(1 + o (1)) c (|T | , dT (z) + dT (i)) (2t)1−2|T |+2(dT (z)+dT (i)) exp
(−t2) ,
∞∑
i=z
P (Di (S) > t) ≤ Ct1−2|T |+2dS(z) exp
(−t2/4) .
In particular, since dS(z) < dT (z) and t
α exp(−t2) = o(exp(−t2/4)) for any α, this shows that
P (Dmax (T ) > t)− P (Dmax (S) > t) ≥ (1− o (1)) c (|T | , dT (z)) t1−2|T |+2dT (z) exp
(−t2/4) ,
which, together with (12), concludes the proof.
Proof of Theorem 3 As before we have that
δ (Sk, T ) ≥ sup
t≥0
[P (Dmax (Sk) > t)− P (Dmax (T ) > t)]
≥ P
(
Dmax (Sk) >
√
k/2
)
− P
(
Dmax (T ) >
√
k/2
)
. (13)
By Corollary 1, we know that the second term in (13) goes to zero as k → ∞ for any fixed T .
We can lower bound the first term in (13) by P
(
D1 (Sk) >
√
k/2
)
= 1 − P
(
D1 (Sk) ≤
√
k/2
)
.
From (4) we have that the first two moments of D1 (Sk) are ED1 (Sk) = Γ (k) /Γ (k − 1/2) and
ED1 (Sk)
2 = Γ (k + 1) /Γ (k) = k. From standard facts about the Γ function and Stirling series one
has that 0 ≤ ED1 (Sk)−
√
k − 1 ≤ (6√k − 1)−1 and then also
Var (D1 (Sk)) = ED1 (Sk)
2 − (ED1 (Sk))2 ≤ k − (k − 1) = 1.
Therefore Chebyshev’s inequality implies that limk→∞ P
(
D1 (Sk) ≤
√
k/2
)
= 0.
3.2 Towards a proof of Conjecture 1
Our proof of Theorem 2 above relied on the precise asymptotic tail behavior of Dmax (T ), as
described in Corollary 1. In order to distinguish two trees with the same degree profile (such as
the pair of trees in Figure 1), it is necessary to incorporate information about the graph structure.
Indeed, if S and T have the same degree profiles, then it is possible to couple PA (n, S) and PA (n, T )
such that they have the same degree profiles for every n.
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Thus a possible way to prove Conjecture 1 is to generalize the notion of maximum degree in a
way that incorporates information about the graph structure, and then use similar arguments as
in the proofs above. A candidate is the following.
Definition 1 Given a tree U , define the U -maximum degree of a tree T , denoted by ∆U (T ), as
∆U (T ) = max
ϕ
∑
u∈V (U)
dT (ϕ (u)) ,
where V (U) denotes the vertex set of U , and the maximum is taken over all injective graph ho-
momorphisms from U to T . That is, ϕ ranges over all injective maps from V (U) to V (T ) such
that {u, v} ∈ E (U) implies that {ϕ (u) , ϕ (v)} ∈ E (T ), where E (U) denotes the edge set of U , and
E (T ) is defined similarly.
When U is a single vertex, then ∆U ≡ ∆, so this indeed generalizes the notion of maximum
degree. We conjecture the following.
Conjecture 2 Suppose S and T are two non-isomorphic trees of the same size. Then
lim sup
n→∞
P
(
∆T (PA (n, S)) > t
√
n
)
= o
(
t2|T |−3 exp
(−t2/4))
as t→∞.
If this conjecture were true, then Conjecture 1 also follows, as we now show.
Proof of Conjecture 1 assuming Conjecture 2 holds Assume |S| = |T |; if |S| 6= |T | we
already know from Theorem 2 that δ (S, T ) > 0. As in the proof of Theorem 2, for any t > 0 and
n ≥ max {|S| , |T |} we have that
TV (PA (n, S) ,PA (n, T )) ≥ TV (∆T (PA (n, S)) ,∆T (PA (n, T )))
≥ P (∆T (PA (n, T )) > t√n)− P (∆T (PA (n, S)) > t√n) ,
and consequently
δ (S, T ) ≥ sup
t>0
{
lim inf
n→∞
P
(
∆T (PA (n, T )) > t
√
n
)− lim sup
n→∞
P
(
∆T (PA (n, S)) > t
√
n
)}
. (14)
Since ϕ (i) = i for 1 ≤ i ≤ |T | is an injective graph homomorphism from T to PA (n, T ), we have
that
lim inf
n→∞
P
(
∆T (PA (n, T )) > t
√
n
) ≥ lim inf
n→∞
P

 |T |∑
i=1
dPA(n,T ) (i) > t
√
n

 = P

 |T |∑
i=1
Di (T ) > t

 .
By Lemma 1 we know that
P

 |T |∑
i=1
Di (T ) > t

 ∼ c (|T | , 2 |T | − 2) t2|T |−3 exp (−t2/4)
as t→∞, which together with (14) and Conjecture 2 shows that δ (S, T ) > 0.
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4 The weak limit of PA(n, T )
In this section we prove Theorem 1. For two graphs G and H we write G = H if G and H
are isomorphic, and we use the same notation for rooted graphs. Recalling the definition of the
Benjamini-Schramm limit (see [Definition 2.1., Berger et al. [2014]]), we want to prove that
lim
n→∞
P
(
Br(PA(n, T ), kn(T )) = (H, y)
)
= P
(
Br(T , (0)) = (H, y)
)
,
where Br(G, v) is the rooted ball of radius r around vertex v in the graph G, kn(T ) is a uniformly
random vertex in PA(n, T ), (H, y) is a finite rooted tree and (T , (0)) is the Po´lya-point graph (with
m = 1).
We construct a forest F based on T as follows. To each vertex v in T we associate dT (v)
isolated nodes with self loops, that is F consists of 2(|T | − 1) isolated vertices with self loops. Our
convention here is that a node with k regular edges and one self loop has degree k + 1. The graph
evolution process PA(n, F ) for forests is defined in the same way as for trees, and we couple the
processes PA(n, T ) and PA(n + |T | − 2, F ) in the natural way: when an edge is added to vertex
v of T in PA(n, T ) then an edge is also added to one of the dT (v) corresponding vertices of F in
PA(n + |T | − 2, F ), and furthermore newly added vertices are always coupled. We first observe
that, clearly, the weak limit of PA(n+ |T | − 2, F ) is the Po´lya-point graph, that is
lim
n→∞
P
(
Br(PA(n+ |T | − 2, F ), kn(F )) = (H, y)
)
= P
(
Br(T , (0)) = (H, y)
)
,
where kn(F ) is a uniformly random vertex in PA(n + |T | − 2, F ). We couple kn(F ) and kn(T ) in
the natural way, that is if kn(F ) is the t
th newly created vertex in PA(n + |T | − 2, F ) then kn(T )
is the tth newly created vertex in PA(n, T ). To conclude the proof it is now sufficient to show that
lim
n→∞
P
(
Br(PA(n+ |T | − 2, F ), kn(F )) 6= Br(PA(n, T ), kn(T ))
)
= 0.
The following inequalities hold true (with a slight—but clear—abuse of notation when we write
v ∈ F ) for any u > 0,
P
(
Br(PA(n+ |T | − 2, F ), kn(F )) 6= Br(PA(n, T ), kn(T ))
)
≤ P
(
∃v ∈ F s.t. v ∈ Br(PA(n+ |T | − 2, F ), kn(F ))
)
≤ P
(
∃v ∈ F, dPA(n+|T |−2,F )(v) < u
)
+ P
(
∃v ∈ Br(PA(n+ |T | − 2, F ), kn(F )) s.t. dPA(n+|T |−2,F )(v) ≥ u
)
.
It is easy to verify that for any u > 0,
lim
n→∞
P
(
∃v ∈ F, dPA(n+|T |−2,F )(v) < u
)
= 0.
Furthermore since Br(PA(n+ |T | − 2, F ) tends to the Po´lya-point graph we also have
lim
n→∞
P
(
∃v ∈ Br(PA(n + |T | − 2, F ), kn(F )) s.t. dPA(n+|T |−2,F )(v) ≥ u
)
= P
(
∃v ∈ Br(T , (0)) s.t. dT (v) ≥ u
)
.
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By looking at the definition of (T , (0)) given in Berger et al. [2014] one can easily show that
lim
u→∞
P
(
∃v ∈ Br(T , (0)) s.t. dT (v) ≥ u
)
= 0,
which concludes the proof.
5 Proof of Lemma 1
In this section we prove Lemma 1. In light of the representation (5) in Section 2.1.2, part (a) of
Lemma 1 follows from a lengthy computation, the result of which we state separately.
Lemma 2 Fix positive integers a and b. Let B and Z be independent random variables such that
B ∼ Beta (a, b) and Z ∼ GGa (a+ b+ 1, 2), and let V = 2BZ. Then
P (V > t) ∼ c
(
a+ b+ 2
2
, a
)
t−1+a−b exp
(−t2/4) (15)
as t→∞, where the constant c is as in (1).
Proof By definition we have for t > 0 that
P (V > t) = P (2BZ > t) =
∫ ∞
t/2
∫ 1
t/(2z)
Γ(a+ b)
Γ(a)Γ(b)
xa−1 (1− x)b−1 dx 2
Γ
(
a+b+1
2
)za+be−z2dz
=
∫ ∞
t/2
[
1− It/(2z)(a, b)
] 2
Γ
(
a+b+1
2
)za+be−z2dz,
where Ix(a, b) =
Γ(a+b)
Γ(a)Γ(b)
∫ x
0 y
a−1(1 − y)b−1dy is the regularized incomplete Beta function. For
positive integers a and b, integration by parts and induction gives that
Ix(a, b) = 1−
a−1∑
j=0
(
a+ b− 1
j
)
xj (1− x)a+b−1−j .
Plugging this back in to the integral and doing a change of variables y = 2z, we get that
P(V > t) =
2−(a+b)
Γ
(
a+b+1
2
) a−1∑
j=0
(
a+ b− 1
j
)∫ ∞
t
tj (y − t)a+b−1−j y exp (−y2/4) dy.
Expanding (y − t)a+b−1−j we arrive at the alternating sum formula
P (V > t) =
2−(a+b)
Γ
(
a+b+1
2
) a−1∑
j=0
a+b−1−j∑
k=0
(
a+ b− 1
j
)(
a+ b− 1− j
k
)
(−1)a+b−1−j−k ta+b−1−kAk+1,
(16)
where for m ≥ 0 let
Am :=
∫ ∞
t
ym exp
(−y2/4) dy.
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Thus in order to show (15) it is enough to show that for every j such that 0 ≤ j ≤ a− 1 we have
a+b−1−j∑
k=0
(
a+ b− 1− j
k
)
(−1)a+b−1−j−k ta+b−1−kAk+1 ∼ 2
a+b−j(a+ b− 1− j)!
ta+b−1−2j
exp
(−t2/4) .
(17)
To do this, we need to evaluate the integrals {Am}m≥0. Recall that the complementary error func-
tion is defined as erfc (z) = 1−erf (z) = (2/√π) ∫∞z exp (−u2) du, and thus A0 = √π erfc (t/2); also
A1 = 2exp
(−t2/4). Integration by parts gives that for m ≥ 2 we have Am = 2tm−1 exp (−t2/4)+
2 (m− 1)Am−2. Iterating this, and using the values for A0 and A1, gives us that for m odd we
have
Am = 2t
m−1 exp
(−t2/4)
m−1
2∑
ℓ=0
(m− 1)!!
(m− 2ℓ− 1)!!
(
2
t2
)ℓ
, (18)
and for m even we have
Am = 2t
m−1 exp
(−t2/4)
m
2
−1∑
ℓ=0
(m− 1)!!
(m− 2ℓ− 1)!!
(
2
t2
)ℓ
+ 2
m
2 × (m− 1)!!×√π erfc (t/2) . (19)
In the following we fix j such that 0 ≤ j ≤ a−1 and a+b−1−j is odd—showing (17) when a+b−1−j
is even can be done in the same way. In order to abbreviate notation we let r = (a+ b− 2− j)/2.
Plugging in the formulas (18) and (19) into the left hand side of (17) we get that
a+b−1−j∑
k=0
(
a+ b− 1− j
k
)
(−1)a+b−1−j−k ta+b−1−kAk+1 =
2r+1∑
k=0
(
2r + 1
k
)
(−1)2r+1−k t2r+1+j−kAk+1
= −
r∑
ℓ=0
(
2r + 1
2ℓ
)
t2r+1+j−2ℓA2ℓ+1 +
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
t2r+1+j−(2ℓ+1)A2ℓ+2
= −
r∑
ℓ=0
(
2r + 1
2ℓ
)
t2r+1+j−2ℓ2 exp
(−t2/4) ℓ∑
u=0
2u
(2ℓ)!!
(2ℓ− 2u)!! t
2ℓ−2u
+
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
t2r+1+j−(2ℓ+1)2 exp
(−t2/4) ℓ∑
u=0
2u
(2ℓ+ 1)!!
(2ℓ+ 1− 2u)!!t
2ℓ+1−2u
+
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
t2r+1+j−(2ℓ+1)2ℓ+1 (2ℓ+ 1)!!
√
π erfc (t/2)
= 2 exp
(−t2/4) r∑
u=0
t2r+1+j−2u2u
2r+1∑
k=2u
(
2r + 1
k
)
(−1)k+1 k!!
(k − 2u)!! (20)
+
√
π erfc (t/2)
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
t2r+1+j−(2ℓ+1)2ℓ+1 (2ℓ+ 1)!!. (21)
An important fact that we will use is that for every polynomial P with degree less than n we have
n∑
k=0
(
n
k
)
(−1)k P (k) = 0. (22)
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Consequently, applying this to the polynomial P (k) = k (k − 2) · · · (k − 2 (u− 1)) we get that
2r+1∑
k=2u
(
2r + 1
k
)
(−1)k+1 k (k − 2) · · · (k − 2 (u− 1))
=
2u−1∑
k=0
(
2r + 1
k
)
(−1)k k (k − 2) · · · (k − 2 (u− 1))
= −
u−1∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
(2ℓ+ 1) (2ℓ− 1) · · · (2ℓ+ 1− 2 (u− 1))
= −
u−1∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
(2ℓ+ 1)!! (2 (u− 1− ℓ)− 1)!! (−1)u−1−ℓ . (23)
Thus we see that in the sum (20) the cofficient of the term involving t2r+1+j is zero, while the
coefficient of the term involving t2r+1+j−2u for 1 ≤ u ≤ r is 2u+1 exp (−t2/4) times the expression
in (23). These are cancelled by terms coming from the sum in (21) as we will see shortly; to
see this we need the asymptotic expansion of erfc to high enough order. In particular we have
(see [Abramowitz and Stegun, 1964, equations 7.1.13 and 7.1.24]) that
√
π erfc (t/2) = 2 exp
(−t2/4) 2r∑
n=0
(−1)n 2n (2n− 1)!!t−2n−1 +R (t) , (24)
where the approximation error R (t) satisfies
|R (t)| ≤ 22r+2 (4r + 1)!!t−(4r+3) exp (−t2/4) .
Plugging (24) back into (21), we first see that the error term satisfies
|R (t)|
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
t2r+1+j−(2ℓ+1)2ℓ+1 (2ℓ+ 1)!! = O
(
t2j−1−(a+b) exp
(−t2/4)) (25)
as t→∞. The main term of (21) becomes the sum
2 exp
(−t2/4) r∑
ℓ=0
2r∑
n=0
(
2r + 1
2ℓ+ 1
)
2ℓ+n+1 (2ℓ+ 1)!! (2n − 1)!! (−1)n t2r+1+j−2(ℓ+n+1).
For u such that 1 ≤ u ≤ r, the coefficient of the term involving t2r+1+j−2u is 2u+1 exp (−t2/4)
times
u−1∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
(2ℓ+ 1)!! (2 (u− 1− ℓ)− 1)!! (−1)u−1−ℓ ,
which cancels out the coefficient of the same term coming from the other sum (20), see (23). For
u such that r < u ≤ 2r, the coefficient of the term involving t2r+1+j−2u is 2u+1 exp (−t2/4) times
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
(2ℓ+ 1)!! (2 (u− 1− ℓ)− 1)!! (−1)u−1−ℓ
=
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
(2ℓ+ 1) (2ℓ− 1) . . . ((2ℓ+ 1)− 2 (u− 1))
= −
2r+1∑
k=0
(
2r + 1
k
)
(−1)k k (k − 2) . . . (k − 2 (u− 1)) = 0,
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where we again used (22), together with the fact that u ≤ 2r. Finally, the coefficient of the term
involving t2j+1−(a+b) is 22r+2 exp
(−t2/4) times
r∑
ℓ=0
(
2r + 1
2ℓ+ 1
)
(2ℓ+ 1)!! (2 (2r − ℓ)− 1)!! (−1)2r−ℓ = −
2r+1∑
k=0
(
2r + 1
k
)
(−1)k k (k − 2) . . . (k − 4r)
= −
2r+1∑
k=0
(
2r + 1
k
)
(−1)k k2r+1 = − (−1)2r+1 (2r + 1)! = (2r + 1)!,
where we used (22) in the second equality. Since all other terms are of lower order (see (25)), this
concludes the proof.
Proof of Lemma 1 (a) If U 6= T , then d = ∑i∈U dT (i) ∈ {1, . . . , 2 |T | − 3}. Similarly to the
third paragraph in Section 2.1.2, we can view the evolution of
∑
i∈U dPA(n,T ) (i) in the following way.
When adding a new vertex, first decide whether it attaches to one of the initial |T | vertices (with
probability
∑|T |
i=1 dPA(n,T ) (i) / (2n− 2)) or not (with the remaining probability); if it does, then
independently pick one of them to attach to with probability proportional to their degree—a vertex
in U is chosen with probability
∑
i∈U dPA(n,T ) (i) /
∑|T |
i=1 dPA(n,T ) (i). This implies the following
representation:
∑
i∈U Di (T )
d
= 2BZ, where B and Z are independent, B ∼ Beta (d, 2 |T | − 2− d),
and Z ∼ GGa (2 |T | − 1, 2). This also follows directly from the representation (5). Thus (6) is a
direct consequence of Lemma 2.
If U = T , then
∑
i∈U Di (T )
d
= 2Z where Z ∼ GGa (2 |T | − 1, 2) (see Section 2.1.2), and then (6)
follows from a calculation that is contained in the proof of Lemma 2.
(b) To show (7) we use the results of Peko¨z et al. [2013] as described in Section 2.1.1. In addition
we use the following tail bound of [Peko¨z et al., 2013, Lemma 2.6], which says that for x > 0 and
s ≥ 1 we have ∫∞x κs (y) dy ≤ sxκs (x). Consequently, for any i > |T | we have the following tail
bound:
P (Di (T ) > t) = P
(
Wi−1 >
√
i− 1
2
t
)
=
∫ ∞
√
i−1
2
t
κi−1 (y) dy
≤
√
2i− 2
t
κi−1
(√
i− 1
2
t
)
=
2√
πt
exp
(−t2/4) (i− 2)!U (i− 2, 1
2
,
t2
4
)
.
The following integral representation is useful for us [Abramowitz and Stegun, 1964, eq. 13.2.5]:
Γ (a)U (a, b, z) =
∫ ∞
0
e−zwwa−1 (1 + w)b−a−1 dw.
Consequently, we have
∞∑
i=3
(i− 2)!U
(
i− 2, 1
2
,
t2
4
)
=
∞∑
i=3
(i− 2)
∫ ∞
0
e−
t
2
4
w 1
w
√
1 + w
(
w
1 +w
)i−2
dw
=
∫ ∞
0
e−
t
2
4
w 1
w
√
1 + w
∞∑
i=3
(i− 2)
(
w
1 +w
)i−2
dw
=
∫ ∞
0
e−
t
2
4
w 1
w
√
1 + w
w (1 + w) dw
≤
∫ ∞
0
e−
t
2
4
w (1 +w) dw =
4
t2
+
16
t4
,
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which shows (7) for L = 3. Similarly, for L ≥ 4 we have
∞∑
i=L
(i− 2)!U
(
i− 2, 1
2
,
t2
4
)
=
∫ ∞
0
e−
t
2
4
w 1
w
√
1 + w
∞∑
i=L
(i− 2)
(
w
1 + w
)i−2
dw
=
∫ ∞
0
e−
t
2
4
w 1
w
√
1 + w
(L− 2)
(
w
1+w
)L−2
+ (3− L)
(
w
1+w
)L−1
1/ (1 + w)2
dw
≤
∫ ∞
0
e−
t
2
4
w (L− 2)
(
w
1 + w
)L−3√
1 + wdw
≤
∫ ∞
0
e−
t
2
4
w (L− 2)wL−3dw = 4
L−2 × (L− 2)!
t2L−4
,
where the first inequality follows from dropping the nonpositive term (3− L)
(
w
1+w
)L−1
, and the
second one follows because L ≥ 4. This shows (7) for L ≥ 4 and thus concludes the proof.
6 Open problems
1. The main open question at this stage is whether Conjecture 1 holds true. Our results leave
open the case ~d(S) = ~d(T ). We described a way to approach Conjecture 1 in general, and
showed that it would follow from a technical result which we stated as Conjecture 2.
2. This paper is essentially about the testing version of the problem. Can anything be said about
the estimation version? Perhaps a first step would be to understand the multiple hypothesis
testing problem where one is interested in testing whether the seed belongs to the family of
trees T1 or to the family T2.
3. Starting from two seeds S and T with different spectrum, is it always possible to distinguish
(with non-trivial probability) between PA(n, S) and PA(n, T ) with spectral techniques? More
generally, it would be interesting to understand what properties are invariant under modifi-
cations of the seed.
4. Is it possible to give a combinatorial description of the (pseudo)metric δ?
5. Under what conditions on two tree sequences (Tk), (Rk) do we have limk→∞ δ(Tk, Rk) = 1?
In Theorem 3 we showed that a sufficient condition is to have Tk = T and Rk = Sk. This
can easily be extended to the condition that ∆(Tk) remains bounded while ∆(Rk) tends to
infinity. If Tk and Rk are independent (uniformly) random trees on k vertices, do we have
limk→∞Eδ(Tk, Rk) = 1?
6. What can be said about the general preferential attachment model, when multiple edges or
vertices are added at each step?
7. A simple variant on the model studied in this paper is to consider probabilities of connection
proportional to the degree of the vertex raised to some power α. For α = 1 we conjectured
and in some cases showed that different seeds are distinguishable. On the contrary, it seems
reasonable to expect that for α = 0 (uniform attachment) all seeds are indistinguishable from
each other asymptotically. What about for α ∈ (0, 1)?
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