Abstract-In this paper, we comparatively study alternative dictionary designs for recently proposed meeting diarization and adaptive beamforming based on a probabilistic spatial dictionary. This dictionary models the feature distribution for each possible direction of arrival (DOA) of speech signals and the feature distribution for background noise. The dictionary enables online DOA detection, which in turn enables online diarization. Here we describe data-driven and physical model-based designs of the dictionary. Experiments on a meeting dataset showed that a physical model-based dictionary gave a word error rate (WER) of 24.9 %, which is close to that for the best-performing data-driven dictionary (24.1 %). Therefore, the former has a significant advantage over the latter that it allows us to bypass the cumbersome measurement of training data without much degrading the performance of the automatic speech recognition (ASR).
I. INTRODUCTION
Despite extensive research devoted to ASR, meeting ASR with distant microphones still remains a challenge. Meeting recordings with distant microphones usually contain not only desired speech but also other speakers' speech, background noise, and reverberation, all of which degrade the ASR performance significantly. Therefore, speech enhancement such as beamforming is necessary to suppress these unwanted components. Furthermore, in a meeting, multiple speakers speak at an arbitrary moment. Therefore, the estimation of speech intervals for each speaker (i.e., diarization) is also significant. This paper deals with diarization and beamforming for meeting ASR in noisy, reverberant environments.
For robust ASR of a single (i.e., not overlapped) speaker, mask-based adaptive beamforming [1] - [3] has recently turned out to be highly effective. This approach was employed in the best-performing system [2] , [4] in CHiME-3 [5] and CHiME-4. The approach utilizes masks to learn an adaptive beamformer (e.g., the minimum variance distortionless response (MVDR) beamformer [6] ) from noisy observed signals. The masks indicate which signal (the speech signal or background noise in this case) dominates each time-frequency component of the observed signals.
The approach has also been extended to meetings involving multiple speakers [7] . Not only masks but also diarization information is utilized to learn a beamformer for each speaker from a meeting recording containing multiple speakers' speech. This is realized by learning a beamformer for each speaker using only the speech interval of that speaker indicated by the diarization information. For diarization, we proposed a probabilistic spatial dictionary, which models the feature distribution for each possible speaker DOA (see Fig. 1 ) and the feature distribution for background noise. The dictionary enables online DOA detection, which in turn enables online diarization.
Here we describe data-driven and physical model-based designs of the probabilistic spatial dictionary, and compare them in terms of ASR performance. The data-driven dictionary is pre-trained using measured training data, while the physical model-based dictionary is prepared using the array geometry only. We show that the latter has a significant advantage over the former that it allows us to bypass the cumbersome measurement without degrading the ASR performance much.
The rest of this paper is organized as follows. Section II briefly reviews diarization and adaptive beamforming based on the probabilistic spatial dictionary [7] . Section III describes the data-driven and the physical model-based dictionaries. Section IV compares these dictionaries in terms of the ASR performance, and finally Section V concludes this paper.
II. REVIEW: DIARIZATION AND ADAPTIVE BEAMFORMING
BASED ON PROBABILISTIC SPATIAL DICTIONARY [7] In this section, we briefly review meeting diarization and adaptive beamforming based on the probabilistic spatial dictionary [7] , while the readers are referred to [7] for the details. Figure 2 shows the overall flow of this method.
A. Feature Extraction
In feature extraction, a source location feature vector z tf is extracted from observed signals at each time-frequency point (t, f ). Let us denote by y tf = y T the transposition. We here focus on the following feature vector for simplicity [8] :
Here, · denotes the Euclidean norm. 
B. Modeling Features Based on Probabilistic Spatial Dictionary
The probability distribution of z tf for each of K potential speaker locations and background noise (see Fig. 1 ) is modeled by a complex Watson distribution
proposed by Mardia et al. [9] , where H denotes the Hermitian transposition. The values k = 1, 2, . . . , K correspond to the potential speaker locations, and the value k = 0 to the background noise. a
represent the centroid and the concentration of the distribution, and a (k) f = 1. These parameters are given, and so are
which we call a probabilistic spatial dictionary. See Section III regarding how to prepare a
f . The observed feature vector z tf is modeled by a mixture of the distributions (3) as
where α
is an unknown, time-varying mixture weight [10] Though Tran Vu et al. [11] have also employed a complex Watson mixture model, our modeling differs from theirs in the following aspects. First, a
Second, each mixture component in (4) corresponds to a potential speaker location instead of a speaker. Third, α (k) t in (4) depends on t, and can thus be utilized for diarization (see Section II-D).
C. Weight Estimation
In weight estimation, α (k) t , k = 0, 1, . . . , K, are estimated by using z tf , f = 1, 2, . . . , F, and the dictionary (3). This is performed by the maximization of the likelihood function 
D. Diarization
In diarization, binary variables d 
E. Mask Estimation
In mask estimation, masks M (n) tf , n = 0, 1, . . . , N, are estimated by using the mixture weights and the dictionary (3) . The values n = 1, 2, . . . , N correspond to the seats, and the value n = 0 to the background noise.
F. Adaptive Beamforming
In adaptive beamforming, the steering vectors for the N seats are estimated based on the masks and the diarization result, MVDR beamformers are designed based on the steering vectors, and enhanced speech signals are obtained based on the MVDR beamformers.
III. ALTERNATIVE DICTIONARY DESIGNS
In this section, we present alternative designs of the probabilistic spatial dictionary, namely data-driven and physical model-based designs.
A. Data-driven Dictionary [7] When a multichannel speech recording for each potential speaker location and a multichannel noise recording are available, the probabilistic spatial dictionary can be trained by using these data. We call such a dictionary a data-driven dictionary.
Let y 
, with T being the number of frames. This can be done for each k and f by the following algorithm, whose derivation is similar to [10] and omitted: 1) Compute the empirical covariance matrix R
B. Physical Model-based Dictionary
Alternatively, the probabilistic spatial dictionary can also be designed based on a physical model.
1) Physical Model-based Speech Dictionary:
The speech dictionary (i.e., k = 1, 2, . . . , K) can be designed based on an anechoic propagation model, such as planewave and spherical wave models. Underlying assumptions are that reverberation is negligible, and that the array geometry is given. In the following, we focus on the planewave case.
If the speakers are in the far field of the array, a planewave propagation model can be employed [12] . In this case, a
. . .
Here, δ (m,k) denotes the time difference of arrival (TDOA) between the mth microphone and the first microphone (reference) for the kth potential speaker location, ω f = 2πf s (f − 1)/F the angular frequency, and f s the sampling frequency. The TDOA δ (m,k) is computed by
where e (k) denotes the given unit vector in the propagation direction of a speech signal from the kth potential speaker location, r (m) ∈ R 3 the given Cartesian coordinates of the mth microphone with the first microphone being the origin, and c the sound velocity.
On the other hand, we determined κ
using heuristics in the experiments in Section IV. Since the feature vector (1) tends to have a smaller concentration (or, equivalently, a larger variance) in high frequencies, we determined κ 
A is a dimensionless proportionality constant, which is to be tuned experimentally.
2) Physical Model-based Noise Dictionary [7] : The noise dictionary (i.e., k = 0) can be designed based on an isotropic noise model: noise comes from every direction uniformly.
Since the feature vector (1) has a small concentration (or, equivalently, a high variance) for such noise, we let
for which the complex Watson distribution reduces to the uniform distribution on the hypersphere [9] . We let a
f be an arbitrary unit vector, since it does not affect the distribution.
Note that the above assumption of a uniform noise distribution is equivalent to that of spatially white noise. Although an isotropic noise is spatially colored in general, it becomes a spatially white noise asymptotically when the distances between microphones are much larger than the wavelength [13] .
C. Pros and Cons of Two Dictionary Designs
Since the data-driven dictionary learns the characteristics of the environment, such as the acoustic transfer characteristics and the noise characteristics, a high performance is expected when the environments in training and testing are matched. On the other hand, collection of training data for each potential speaker location and noise is a cumbersome task. Contrarily, the physical model-based dictionary allows us to bypass the cumbersome data collection, while it may not be as effective as a matched data-driven dictionary because of model imperfection. The ASR performance for each design is evaluated in Section IV.
IV. EXPERIMENTAL EVALUATION

A. Datasets
To train the data-driven dictionary, we employed a dataset composed of a multichannel speech recording for each potential speaker location, and a multichannel noise recording. The speech recordings were generated by convolving dry speech signals with measured room impulse responses, while the noise recording were made with babble noise played from ten loudspeakers outside the room.
We employed three meeting datasets recorded in different rooms:
• an office room next to an exhibition hall; • a quiet office room; • a sound-proof room. The readers are referred to [7] for more details. Only the first dataset was used for evaluation. This dataset contains babble noise from outside the room and from standing audience with a signal-to-noise ratio of 3-15 dB, which simulates an exhibition situation. The reverberation time for this dataset was 500 ms. The number of speakers was four to six depending on sessions, and the array geometry was cubic with a side length of 4 cm. The other two datasets were used for ASR training only.
B. Front-end Configuration
We considered K = 17 potential speaker locations around a table (see Fig. 1 ). The parameter A in (7) were tuned on the development set of meeting data at A = 12000. The front-end processing was performed in an online manner.
C. Back-end Configuration
We employed a DNN-HMM acoustic model [14] with seven hidden layers with 2048 units each. The input to the DNN consisted of 40 log-mel filterbank coefficients and their delta and acceleration with five left and five right context frames, which amount to a 1320-dimensional feature vector. The output of the DNN consisted of 4100 HMM states. The DNN was first trained on the clean training set of Corpus of Spontaneous Japanese (CSJ) [15] , then retrained on the headset recordings in the training set of the three meeting datasets in Section IV-A, and finally retrained on all channels of the array recordings in the training set of the first meeting dataset in Section IV-A.
As for the language model, we employed a Kneser-Ney smoothed word trigram [16] , trained on the CSJ, the training sets of the three meeting datasets in Section IV-A, and topicrelated WWW data. The mixture weights were determined based on perplexity minimization on the development set of the meeting data.
We used manual annotation for VAD for ASR. Unlike the front-end processing, the back-end processing was performed in an utterance batch manner. Table I shows the WER on the evaluation set for the datadriven and physical-model based dictionaries. For reference, the WER was 18.8% for headset microphones, 40.5% for a distant microphone, and 53.3% for our conventional meeting speech enhancement method [17] . The data-driven design gave a lower WER for the speech dictionary, while the physical model-based design for the noise dictionary. The bestperforming combination of the data-driven speech dictionary and the physical model-based noise dictionary achieved a WER reduction of (0.405 − 0.241)/0.405 × 100 = 40.5(%) relative to the distant microphone. The physical model only case (the rightmost column in Table I ) achieved a WER reduction of 38.5% relative to the distant microphone.
D. Results
The lower WER for the data-driven speech dictionary is attributed to the facts that it models not only the direct path but also reflections on the walls, and that it was trained on the matched environment. It is interesting to note that the physical model-based design was more effective for the noise dictionary. This is probably because of environment mismatch between training and testing: the test set contains a variety of noise conditions, such as an open/close door and a high/low loudspeaker volume, while the training data for noise dictionary design was recorded in a specific condition with the door open. Interestingly, the physical model only case gave a WER very close to that for the best-performing design.
V. CONCLUSION
In this paper, we compared data-driven and physical modelbased designs of the probabilistic spatial dictionary. The experiments have shown that the data-driven and the physical model-based designs gave a lower WER for the speech and the noise dictionaries, respectively. The experiments also showed that the design based solely on physical models gave a WER very close to that for the best-performing design. This greatly enhances the applicability of the proposed diarization and adaptive beamforming method, because we can bypass the cumbersome data collection with only little performance loss.
