Let X n be independent random elements in the Skorohod space D([0, 1]; E) of càdlàg functions taking values in a separable Banach space E. Let S n = n j=1 X j . We show that if S n converges in finite dimensional distributions to a càdlàg process, then S n + y n converges a.s. pathwise uniformly over We use this result to prove the uniform convergence of various series representations of càdlàg infinitely divisible processes. As a consequence, we obtain explicit representations of the jump process, and of related path functionals, in a general non-Markovian setting. Finally, we illustrate our results on an example of stable processes. To this aim we obtain new criteria for such processes to have càdlàg modifications, which may also be of independent interest.
Introduction
The Itô-Nisio Theorem [7] plays a fundamental role in the study of series of independent random vectors in separable Banach spaces, see, e.g., Araujo and Giné [1] , Linde [15] , Kwapień and Woyczyński [13] , and Ledoux and Talagrand [14] . In particular, it implies that various series expansions of a Brownian motion, and of other sample continuous Gaussian processes, converge uniformly pathwise, which was the original motivation for the theorem, see Ikeda and Taniguchi [6] .
In order to obtain the corresponding results for series expansions of sample discontinuous processes, it is natural to consider an extension of the Itô-Nisio Theorem to the Skorohod space D[0, 1] of càdlàg functions. A deep pioneering work in this direction was done by Kallenberg [11] . Among other results, he showed that if a series of independent random elements in D[0, 1] converges in distribution in the Skorohod topology, then it "usually" converges a.s. uniformly on Consider a Banach space (F, · ) of functions from a set T into Ê such that all evaluation functionals δ t : x → x(t) are continuous. Assume, moreover, that the map x → x is measurable with respect to the cylindrical σ-algebra C(F ) = σ(δ t : t ∈ T ) of F . Let {X j } be a sequence of independent and symmetric stochastic processes indexed by T with paths in F and set S n = n j=1 X j . That is, S n are C(F )-measurable random vectors in F . We will say that the Itô-Nisio Theorem holds for F if the following two conditions are equivalent:
(i) S n converges in finite dimensional distributions to a process with paths in F , (ii) S n converges a.s. in (F, · ), for all sequences {X j } as above.
If F is separable, the Itô-Nisio Theorem gives the equivalence of (i) and (ii), and in this case C(F ) = B(F ). For non-separable Banach spaces we have only examples but not a general characterization of spaces for which the Itô-Nisio Theorem holds, despite the fact that many interesting path spaces occurring in probability theory are non-separable. For instance, the Itô-Nisio Theorem holds for BV 1 , the space of right-continuous functions of bounded variation, which can be deduced from the proof of Jain and Monrad [8, Theorem 1.2] by a conditioning argument. However, this theorem fails to hold for F = ℓ ∞ (AE) and it is neither valid for BV p , the space of right-continuous functions of bounded p-variation with p > 1, or for [11] can not be applied because the convergence in (i) is much weaker than the convergence in the Skorohod topology, see also Remark 2.5.
In this paper we show that the Itô-Nisio Theorem holds for the space D([0, 1]; E) of càdlàg functions from [0, 1] into a separable Banach space E under the uniform norm (Theorem 2.1). From this theorem we derive a simple proof of the above mentioned result of Kallenberg (Corollary 2.2 below). Furthermore, using Theorem 2.1 we establish the uniform convergence of shot noise-type expansions of càdlàg Banach space-valued infinitely divisible processes (Theorem 3.1). In the last part of this paper, we give applications to stable processes as an example, see Section 4. To this aim, we establish a new sufficient criterion for the existence of càdlàg modifications of general symmetric stable processes (Theorem 4.3) and derive explicit expressions and distributions for several functionals of the corresponding jump processes.
Definitions and Notation: In the following (Ω, F , P) is a complete probability space, (E, | · | E ) is a separable Banach space, and D([0, 1]; E) is the space of càdlàg functions from [0, 1] into E. (Càdlàg means right-continuous with left-hand limits.) The space D([0, 1]; E) is equipped with the cylindrical σ-algebra, i.e., the smallest σ-algebra under which all evaluations x → x(t) are measurable for
and ∆x(t) = x(t) − x(t−) is the size of jump of x at t; the mappings x → x and x → ∆x(t) are measurable. For more information on D([0, 1]; E) we refer to Billingsley [2] and Kallenberg [12] . Integrals of E-valued functions are defined in the Bochner sense. By
= and L(X) we denote, respectively, convergence in distribution, convergence in law, equality in distribution, and the law of the random element X. Let {X j } be a sequence of independent random elements in D([0, 1]; E) and let S n = n j=1 X j . We study the convergence of S n in D([0, 1]; E) with respect to the uniform topology.
Kallenberg [11] proved that in D[0, 1] endowed with the Skorohod J 1 -topology (E = Ê), convergence a.s. and in distribution of S n are equivalent. Moreover, if S n converges in distribution relative to the Skorohod topology, then it converges uniformly a.s. under mild conditions, such as e.g. when the limit process does not have a jump of nonrandom size and location. In concrete situations, however, a verification of the assumption that S n converges in distribution in the Skorohod topology can perhaps be as difficult as a direct proof of the uniform convergence. We prove the uniform convergence of S n under much weaker conditions. 
Then there exists a random element S in D([0, 1]; E) with the same distribution as Y such that (i) S n → S a.s. uniformly on [0, 1], provided X n are symmetric.
(ii) If X n are not symmetric, then
for some y n ∈ D([0, 1]; E) such that lim n→∞ y n (t) = 0 for every t ∈ T .
(iii) Moreover, if the family {|S(t)| E : t ∈ T } is uniformly integrable and the functions t → E (X n (t)) belong to D([0, 1]; E), then one can take in (2.2) y n given by
3)
The next corollary gives an alternative and simpler proof of the above mentioned result of Kallenberg [11] . Our proof relies on Theorem 2.1. Recall that the Skorohod = Y such that S n + y n − S → 0 a.s. Moreover, lim n→∞ y n (t) = 0 for every t ∈ T . We want to show that y n → 0.
Assume to the contrary that lim sup n→∞ y n > ǫ > 0. Then there exist a subsequence N ′ ⊆ AE, and a monotone sequence {t n } n∈N ′ ⊂ [0, 1] with t n → t such that |y n (t n )| E ≥ ǫ for all n ∈ N ′ . Assume that t n ↑ t (the case t n ↓ t follows similarly). From the uniform convergence we have that S n (t n ) + y n (t n ) → S(t−) a.s. (n → ∞, n ∈ N ′ ), and since
; E) endowed with the Skorohod topology, the sequence 2 × E such that Z n d = W n and Z n → Z a.s. From the measurability of addition and the evaluation maps it follows that Z n are on the form
Since the evaluation map x → x(s) is continuous at any x such that ∆x(s) = 0, see Billingsley [2, Theorem 12.5], for each s ∈ T with probability one
which shows that = S, and with probability one we have that
We may choose a sequence {λ n (·, ω)} n∈N ′ in Λ such that as n → ∞,
Therefore,
Since λ n (t n ) → t a.s. as n → ∞, n ∈ N ′ , the sequence {U(λ n (t n ))} n∈N ′ is relatively compact in E with at most two cluster points, U(t) or U(t−). By (2.5), the cluster points for {y n (t n )} n∈N ′ are −∆U(t) or 0 and since |y n (t n )| E ≥ ǫ we have that y n (t n ) → −∆U(t) a.s., n ∈ N ′ . This shows that ∆U(t) = c for some non-random c ∈ E \ {0} and since
To prove Theorem 2.1 we need the following lemma:
be a deterministic sequence and let {ǫ i } be i.i.d. symmetric Bernoulli variables. Assume that there is a dense set
Proof. Suppose to the contrary, there is an ǫ > 0 such that
Choose i 1 ∈ AE and t 1 ∈ T such that |x i 1 (t 1 )| E > ǫ and then inductively choose i n ∈ AE and t n ∈ T , n ≥ 2, such that
This is always possible in view of (2.6) and (2.8) because lim i→∞ x i (t) = 0 for each t ∈ T . It follows that all t n 's are distinct. The sequence {t n } n∈AE contains a monotone convergent
which follows from the fact that if (X, Y )
The bound (2.9) contradicts the fact that S is càdlàg and thus proves (2.7).
Proof of Theorem 2.1. First we construct a random element
By the Itô-Nisio Theorem [7] , S * (t) = lim
where the limit is in probability (the limit exists since (i): Let n 1 < n 2 < · · · be an arbitrary subsequence in AE and {ǫ i } be i.i.d. symmetric
(S n 0 ≡ 0) has the same distribution as S n k . By the argument stated at the beginning of the proof, there is a process
Choose a countable set
By Lemma 2.3, lim i→∞ S n i (ω) − S n i−1 (ω) = 0, which implies that S n − S → 0 in probability. By the Lévy-Octaviani inequality [13, Proposition 1.1.1(i)], which holds for measurable seminorms on linear measurable spaces, S n − S → 0 almost surely.
(ii): Define on the product probability space (Ω × Ω, F ⊗ F , P ⊗ P) the following:
where the random element S in D([0, 1]; E) is determined by (2.10). By (i),S n →S a.s. in · . From Fubini's theorem we infer that there is an ω ′ such that the functions
x k , which combined with (2.10) yields lim n→∞ y n (t) = 0 for every t ∈ T .
(iii): Let us assume for a moment that ES(t) = ES n (t) = 0 for all t ∈ T and n ∈ AE. We want to show that y n = 0 satisfies (2.2). Since
This shows that {S n (t) : t ∈ T, n ∈ AE} is uniformly integrable, cf. [5] , (6.10.1). First we will prove that the sequence {y n } is uniformly bounded, that is
Assume to the contrary that there exists an increasing subsequence n i ∈ AE and t i ∈ T such that
(2.12)
V n are random vectors in c 0 (E) since
where M = sup t∈T E|S(t)| E . By the same argument
is a random vector in c 0 (E), and since
Since each y n is a bounded function,
Hence a n = (V n + a n ) − V n → 0 in c 0 (E). Since lim i→∞ a n i c 0 (E) = ∞ by (2.12), we have a contradiction. Thus (2.11) holds. Now we will show that lim
Assume to the contrary that there exists an ǫ > 0, an increasing subsequence n i ∈ AE, and
(2.14)
Since (2.11) holds, {S n (t) + y n (t) : t ∈ T, n ∈ AE} is uniformly integrable. Passing to a subsequence, if necessary, we may assume that {t i } is strictly monotone and converges to some
. By the uniform integrability the convergence also holds in L 1 (E), thus y n i (t i ) → EZ = 0, which contradicts (2.14).
We proved (2.13), so that (2.2) holds with y n = 0 when ES(t) = ES n (t) = 0 for all t ∈ T and n ∈ AE. In the general case, notice that
. From the already proved mean-zero case
Next we will show that the Itô-Nisio Theorem does not hold in many interesting nonseparable Banach spaces. From this perspective, the spaces BV 1 and (D([0, 1]; E), · ) are exceptional. We will use the following notation. 
Moreover, ℓ ∞ (AE) is the space of real sequences a = {a k } k∈AE with the norm a ℓ ∞ := sup k∈AE |a k | < ∞.
Remark 2.4. In the following we will show that the Itô-Nisio Theorem is not valid for the following non-separable Banach spaces:
For all p > 1 set r = 4
Gaussian random variables, and X = {X(t)} t∈[0,1] be given by 
∞ (AE) and since each x * n only depends on finitely many coordinate variables we have that 
, and in this case we have
Let Y = {Y (n)} n∈AE and b j , for j ∈ AE, be defined as above and choose a Borel measurable partition
. For all j, n ∈ AE and t ∈ A n let h j (t) =
it follows by the Itô-Nisio Theorem that the series
to U, and hence for all t ∈ [0, 1]
s. and for all 1 ≤ r ≤ v we have by (2.16)
This shows that the Itô-Nisio Theorem is not valid for C 0,1 ([0, 1]). Theorem 6], for every ǫ > 0 there exist n ∈ AE and t 1 , . . . , t n ∈ [0, 1] such that for all x ∈ K and t ∈ [0, 1] \ {t 1 , . . . , t n } we have |∆x(t)| ≤ ǫ. In particular,
where the last equality uses that X is continuous in probability. Letting ǫ → 0 on the right-hand side of (2.17) and taking K such that the left-hand side is close to 1 we prove that P(sup t∈[0,1] |∆X(t)| = 0) = 1. Therefore, the only convex tight random elements in D[0, 1], which are continuous in probability, are sample continuous. In particular, a Lévy process with a nontrivial jump part is not convex tight.
Series representations of infinitely divisible processes
In this section we study infinitely divisible processes with values in a separable Banach space E. Recall that an infinitely divisible probability measure µ on E, without Gaussian component, admits a Lévy-Khintchine representation of the form
where b ∈ E, ν is a σ-finite measure on E with ν({0}) = 0 and
is a continuous truncation function. Vector b will be called the shift and ν the Lévy measure of µ. Here E * denotes the dual of E and x * , x := x * (x), x * ∈ E * and x ∈ E. We refer the reader to [1] for more information on infinitely divisible distributions on Banach spaces.
Let T be an arbitrary set. An E-valued stochastic process X = {X(t)} t∈T is called infinitely divisible if for any t 1 , . . . , t n ∈ T the random vector (X(t 1 ), . . . , X(t n )) has infinitely divisible distribution in E n . We can write its characteristic function in the form
where {x * j } ⊆ E * , {b(t j )} ⊆ E and ν t 1 ,...,tn are Lévy measures on E n . Below we will work with T = [0, 1]; extensions to T = [0, a] or T = [0, ∞) are obvious.
In this section {V j } will stand for an i.i.d. sequence of random elements in a measurable space V with the common distribution η. {Γ j } will denote a sequence of partial sums of standard exponential random variables independent of the sequence {V j }. Put V = V 1 . 
where
Then, with probability 1 as u → ∞, Moreover, if the probability space on which the process X is defined is rich enough, so that there exists a standard uniform random variable independent of X, then the sequences {Γ j , V j } can be defined on the same probability space as X, such that with probability 1, X and Y have identical sample paths.
The proof of Theorem 3.1 will be preceded by corollaries, remarks, and a crucial lemma.
Corollary 3.2. Under assumptions and notation of Theorem 3.1, with probability 1
where the series converges a.s. uniformly on [0, 1] and C j (t) = A Γ j (t) − A Γ j−1 (t). Moreover, if b and A u , for sufficiently large u, are continuous functions of t ∈ [0, 1], then with probability 1
where the series converges a.s. uniformly on
Proof of Corollary 3.2. Since the convergence in (3.4) holds for a continuous index u, we may take u = Γ n , which gives
proving (3.5) . This argument and our assumptions imply (3.6) as well. ..,tn (−B) for every B ∈ B(E n ). Let {ǫ j } be i.i.d. symmetric Bernoulli variables independent of {Γ j , V j }. Then, with probability 1, the series An alternative way to establish the uniform convergence in (3.7) is to use Theorem 2.1(i) conditionally on the sequence {Γ j , V j }.
Remark 3.4. There are several ways to find H and V for a given process such that (3.3) is satisfied, see Rosiński [19] and [20] . They lead to different series representations of infinitely divisible processes. One of such representations will be given in the next section.
Lemma 3.5. In the setting of Theorem 3.1, the assumption that X has paths in
Proof. By the uniqueness, b = b(µ) in (3.1) and by [17, Lemma 2.
To prove (3.8) considerX(t) = X(t) − X ′ (t), where X ′ is an independent copy of X. Let {ǫ j } be i.i.d. symmetric Bernoulli variables independent of {(Γ j , V j )}. Using [19 Observe that for each θ ∈ (2 −1 , 1), Γ j < 2θj eventually a.s. Thus, by (3.10) and the monotonicity of H, lim j→∞ H(·, θj, V j ) = 0 a.s.
By the Borel-Cantelli lemma
where the last inequality follows from (3.11) and the following bound for j ≥ (1 − θ)
which holds because the function under the integral is increasing on the interval of integration. Now we observe that
which proves (3.8). We also notice that (3.10) and the monotonicity of H imply (3.9).
Proof of Theorem 3.1. Define a bounded function H 0 by
Let ρ t 1 ,...,tn be defined by the left-hand side of (3.3) with H replaced by H 0 , 0 ≤ t 1 < · · · < t n ≤ 1. ρ t 1 ,...,tn is a Lévy measure on E n because ρ t 1 ,...,tn ≤ ν t 1 ,...,tn , see [1, Chapter 3.4, Exercise 4]. Referring to the proof of Theorem 2.4 in [19] , we infer that for each t ∈ [0, 1],
exists a.s. Moreover, the finite dimensional distributions of {Y 0 (t)} t∈ [0, 1] are given by (3.2) with b ≡ 0 and ν t 1 ,...,tn replaced by ρ t 1 ,...,tn .
Let
Using Lemma 3.5 we infer that the integral is well defined and b 0 ∈ D([0, 1]; E). In view of (3.9), the process
is also well defined, as the series has finitely many terms a.s., and Z has paths in D([0, 1]; E). Processes Y 0 and Z are independent because they depend on a Poisson point process N = ∞ j=1 δ (Γ j ,V j ) restricted to disjoint sets {(r, v) : H(·, r, v) ≤ 1} and its complement, respectively. Finite dimensional distributions of Z − b 0 are compound Poisson as (ν t 1 ,...,tn − ρ t 1 ,...,tn )(E n ) < ∞ due to (3.8) . We infer that
where the equality holds in the sense of finite dimensional distributions. Thus Y 0 has a modification with paths in Therefore, with probability 1 as u → ∞,
Indeed, I 1 (u) = 0 for sufficiently large u by (3.9), I 2 (u) → 0 by (3.8), and I 3 (u) → 0 by (3.13). The proof is complete.
Symmetric stable processes with càdlàg paths
In this section we illustrate applications of results of Section 3 to stable processes. Let X = {X(t)} t∈[0,1] be right-continuous in probability symmetric α-stable process, α ∈ (0, 2). Any such process has a stochastic integral representation of the form
where M is an independently scattered symmetric α-stable random measure defined on some measurable space (S, S) with a finite control measure m, that is, for all A ∈ S A trivial case of (4.1) is when X is a standard symmetric Lévy process. In that case, M is a random measure generated by the increments of X, S = [0, 1], m is the Lebesgue measure, and f (t, s) = 1 (0,t] (s).
A process X given by (4.1) has many series representations of the form (3.5), because there are many ways to construct a function H satisfying (3.3), see [20] . A particularly nice representation, called the LePage representation, is the following. Let {V j } be an i.i.d. sequence of random elements in S with the common distribution m/m(S). Let {Γ j } be a sequence of partial sums of standard exponential random variables independent of the sequence {V j }. Let {ǫ j } be an i.i.d. sequence of symmetric Bernoulli random variables. Assume that the random sequences {V j }, {Γ j }, and {ǫ j } are independent. Then for each t ∈ [0, 1]
a.s. , where α ∈ (0, 2). Assume that X is càdlàg and continuous in probability and also that f (·, s) ∈ D[0, 1] for all s. Then with probability 1,
where the series converges a.s. uniformly on [0, 1]. Therefore, with probability 1 4) where the series has no more than one nonzero term for each t. That is,
Proof of Corollary 4.1. In view of Corollary 3.2 we only need to show (4.5). f (·, V j ) are i.i.d. càdlàg processes. Since X is continuous in probability, from (4.3) by a symmetrization inequality we get P(∆f (t, V j ) = 0) = 1 for each t ∈ [0, 1]. Thus for each j = k and
because ∆x(t) = 0 for at most countably many t. This implies (4.5).
Next we consider some functionals of the jump process ∆X. Let V p (g) be defined as
where g ∈ D[0, 1] and p > 0. Recall that a random variable Z is Fréchet distributed with shape parameter α > 0 and scale parameter σ > 0 if for all x > 0, P(Z ≤ x) = e −(x/σ) −α . The results below are well known for a Lévy stable process. Below we give their versions for general càdlàg symmetric stable processes. 
which show (i), see e.g. [22] .
(ii): By (4.4)-(4.5) we have a.s.
where 
This shows (ii
Observe that W j ≥ 0 is an i.i.d. sequence. Proceeding as in (ii) we get
which completes the proof.
It can be instructive to examine how Corollaries 4.1-4.2 apply to the above mentioned standard symmetric stable Lévy process.
The crucial assumption in the above corollaries is that a stable process has càdlàg paths. To this end we establish a sufficient criterion which extends a recent result of Davydov and Dombry [4] obtained by different methods (see Remark 4.5).
Theorem 4.3. Let X = {X(t)} t∈[0,1] be given by (4.1) and let α ∈ (1, 2). Assume that there exist β 1 , β 2 > 1/2, p 1 > α, p 2 > α/2 and increasing continuous functions
Then X has a càdlàg modification. and p > 0 such that for all 0 ≤ t 1 ≤ t ≤ t 2 ≤ 1 and λ ∈ (0, 1)
(Notice that [2, Theorem 13.6] assumes that (4.9) holds for all λ > 0, but the proof reveals that λ ∈ (0, 1) suffices.) Set
. Below C will stand for a constant that is independent of λ, t 1 , t, t 2 but may be different from line to line. Applying (4.10) of Lemma 4.4 and assumptions (4.6)-(4.7) we get
Thus (4.9) holds for λ ∈ (0, 1) with p = 2(p 1 ∨ p 2 ), β = β 1 ∧ β 2 and F = C(F 1 + F 2 ). The last bound in Lemma 4.4 together with (4.6) imply continuity of Y in L p 1 . The proof will be complete after proving the following lemma. Lemma 4.4. Let N be given by (4.8) and let Z k = S h k dN, where h k is a deterministic function integrable with respect to N, k = 1, 2. For all p 1 > α and p 2 > α/2 there exists a constant C > 0, depending only on p 1 , p 2 and α, such that for all λ > 0 P(|Z 1 Z 2 | > λ) ≤ C λ We will show (4.12)-(4.13) at the end of this proof. Now we notice that for p 2 > α/2 and u j = |a j b j | 1/2 , j = 1, . . . , n bound (4.12) yields
(4.14)
Now let p 1 > α. By a decoupling inequality, see [13, Theorem 6.3.1] , there exists a constant C 2 , only depending on p, such that
where φ(s, ω ′ ) = , and hence by another application of (4.13),
Combining (4.11), (4.14) and (4.15) with Markov's inequality we get (4.10).
To show (4.12) we use Rosiński and Turner [21] . Notice that the Lévy measure of X is given by 1, when one takes p 1 = p 2 = 2 and assumes additionally that E f (·, V ) α < ∞. The methods are also different from ours. In our approach, we established the existence of a càdlàg version first, using special distributional properties of the process. Then the uniform convergence of the LePage series, and also of other shot noise series expansions, follows automatically by Corollary 3.3. This strategy applies to other infinitely divisible processes as well. Here we provided only an example of possible applications of the results of Section 3.
