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Resumen 
Este artículo muestra el resultado de pruebas preliminares con librerías y 
entornos de desarrollo comerciales encaminados a la construcción de una 
aplicación para navegación quirúrgica en el área de laparoscopia, usando 
marcadores cuadrados y marcadores naturales extensibles a despliegues en 
dispositivos móviles y gafas de realidad virtual. Para la renderización de los 
objetos 3D se usó el Game Engine Unity junto a librerías especializadas para la 
visión por computador y realidad aumentada como OpenCV, Vuforia y Kudan. Las 
pruebas preliminares muestran resultados satisfactorios en el seguimiento de 
marcadores y en la construcción de la información aumentada útil para el cirujano. 
Palabras Claves: Aplicaciones móviles, cirugía laparoscópica, realidad 
aumentada. 
 
Abstract 
This article shows preliminary tests with libraries and integrated development 
environments (IDE) aimed at building an application for laparoscopic surgical 
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navigation using square markers and natural feature markers extensible to 
displays, mobile devices and virtual reality goggles. For the rendering of 3D 
objects, the Game Engine Unity was used together with specialized libraries for 
computer vision and augmented reality such as OpenCV, Vuforia and Kudan. 
Preliminary tests show satisfactory results in the tracking of markers and in the 
construction of augmented information useful to the surgeon. 
Keywords: Augmented reality, laparoscopic surgery, mobile applications. 
 
1. Introducción 
La cirugía laparoscópica requiere alto nivel de experiencia en el manejo de los 
instrumentos y buenas capacidades de interpretación visual en cuanto a la 
profundidad de campo se refiere, lo cual exige un nivel de abstracción superior 
para la ubicación del instrumental y el desarrollo de tareas en el mundo 
tridimensional real teniendo en cuenta que esa tarea se realiza a través de una 
limitada percepción 2D del entorno [Moreno, 2012]. Los cirujanos tienen el 
obstáculo de ubicarse en un campo visual limitado, con problemas de 
maniobrabilidad y movilidad que en muchos casos ponen en riesgo la precisión del 
procedimiento haciéndose aun más complejo en presencia de humo y sangrado. 
El estudio presentado en [Van Vellen, 2003] muestra un inventario de los 
problemas encontrados durante 12 operaciones endoscópicas realizadas en un 
hospital de la ciudad de Eindhoven en Países Bajos. Se distribuyó un cuestionario 
a todo el personal médico implicado, encontrándose que todo el personal tenía 
problemas físicos, percepcionales y cognitivos, especialmente los cirujanos, 
residentes y las enfermeras de operación estéril. Las principales causas fueron el 
posicionamiento de los aparatos, la ropa de trabajo y el alcance limitado de 
aparatos y / o instrumentos. Datos relevantes de este estudio son los siguientes: el 
50% de los encuestados respondió que existe problemas de percepción y un 63% 
de que hay incomodidad física. Otra encuesta fue diseñada para examinar las 
barreras de adopción de la laparoscopia para ginecólogos en ejercicio. La 
encuesta se aplicó en 4.273 cirujanos ginecológicos a través de los Estados 
Unidos. De dicho estudio se puede abstraer que del numero total de cirujanos que 
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pueden aconsejar intervenciones mínimamente invasivas, el 62.50% no lo hace 
debido a las limitaciones visuales y el 65.60% por la perdida de visión binocular. 
En los últimos años la tecnología en el campo quirúrgico ha tenido un avance cada 
vez mayor, ya sea ayudando en el entrenamiento de cirujanos o asistiéndoles 
durante la intervención. Se han creado una variedad de sistemas de 
entrenamiento, asistencia y navegación quirúrgica o también llamados sistemas 
guiados. Las aplicaciones de los sistemas guiados pueden ser usadas para crear 
diagramas tridimensionales de datos médicos en tiempo real, ampliando la 
percepción visual, resultando de gran ayuda en los procesos de navegación 
quirúrgica [Marescaux, 2015], posicionándose dentro de las tecnologías 
computacionales que mayor futuro tiene debido al aumento de la realidad y al 
acercamiento de ampliación con realidad mixta. Dentro de ellas se puede nombrar 
con toda seguridad la realidad aumentada (Augmented Reality - AR). Dicha 
tecnología basa su funcionamiento en el despliegue de imágenes superpuestas en 
tiempo real sobre video o fotogramas proporcionados por una cámara [Furts, 
2014]. Esta técnica ha sido rápidamente adoptada en aplicaciones médicas debido 
a que proporciona una mezcla de información adicional a modo de extensión de la 
percepción visual, proporcionando resultados de mayor precisión por parte de los 
cirujanos, lo cual deriva en mayor éxito dentro de las intervenciones. En el caso de 
simulaciones en sistemas de entrenamiento, esta tecnología proporciona 
incremento de la respuesta mano ojo debido principalmente a dicha expansión de 
la realidad. La realidad aumentada es de mayor aceptación por el cerebro humano 
debido a que conserva gran parte del recorrido visual real, en contraste a otra 
tecnología muy popular llamada realidad virtual, que se caracteriza por crear un 
ambiente y una visión totalmente artificial [De Lacy, 2013]. En los últimos años las 
aplicaciones médicas de AR han tenido una rápida expansión, dirigida por 
avances en el hardware (interfaces hápticas y despliegues), al mismo tiempo que 
los teléfonos inteligentes y tabletas se han constituido en herramientas cada vez 
más populares para aplicaciones de AR en medicina, industria y educación 
[Cukovic, 2016]. La realidad aumentada tiene dos funciones: aumentar la 
percepción de la realidad (muestra la realidad pero elige qué se puede ver y qué 
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no), la segunda función crear un ambiente artificial (muestra lo que no es real 
permitiendo ver lo imaginario), con una percepción aumentada de información útil 
que ayuda a la toma de decisiones. Los sistemas de AR se caracterizan porque 
tiene elementos reales y virtuales en un entorno real con alto grado de 
interactividad en tiempo real, y donde se tiene la opción de registrar y posicionar la 
información virtual teniendo en cuenta la tridimensionalidad del mundo real 
[Cukovic, 2016], [Duchene, 2006]. 
La cirugía laparoscópica, de la misma manera que las restantes cirugías 
mínimamente invasivas, trabaja bajo la disminución de las inserciones en el 
paciente usando instrumentos quirúrgicos especiales y un sistema de visión 
compuesto por una cámara y una lámpara de iluminación fría. Cámara y lámpara 
se conocen como endoscopio y junto con los otros instrumentos son insertados a 
través de pequeñas incisiones en la cavidad abdominal. La imagen del área de 
cirugía es desplegada en una pantalla y el cirujano guiado principalmente por lo 
que se ve en pantalla manipula los instrumentos y efectúa el proceso operatorio. 
Este tipo de procedimiento quirúrgico evita cortes de gran extensión aunque 
debido a las características del método requiere alto nivel de experticia  por parte 
del cirujano [Moreno, 2012]. Muchos procedimientos quirúrgicos tradicionales han 
sido remplazados por esta técnica laparoscópica, dando origen a otras técnicas 
derivadas como es el caso de NOTES y LESS. NOTES (Natural Orifice 
Transluminal Endoscopic Surgery) realiza el acceso a la cavidad abdominal a 
través de orificios naturales del cuerpo humano como la boca, la nariz, el ano y la 
vagina [Autorino, 2011], [Kipper, 2012]. LESS (Laparo Endoscopic Single-Site 
Surgery) es una técnica donde dicho acceso se realiza por una única incisión 
[Autorino, 2011], [Rané, 2008]. 
Entre los entrenadores basados en realidad aumentada se han desarrollado 
sistemas que permiten a los estudiantes de medicina hacer una primera 
aproximación al procedimiento de acceso venoso central en recién nacidos. Este 
es el caso de un sistema desarrollado en la Universidad Militar Nueva Granada en 
Colombia, el cual posee herramientas para el seguimiento de posición y 
orientación de un marcador 3D, lo que permite al usuario interactuar con modelos 
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de herramientas quirúrgicas tales como la jeringa, alambre guía, dispositivo de 
dilatación y el catéter, cada uno de ellos superpuestos como contenido virtual 
sobre el marcador. Este sistema también dispone de entradas de teclado con el fin 
de desplazarse en la escena y cambiar entre las vistas de la piel, el esqueleto o el 
sistema circulatorio del paciente. El prototipo está programado en Unity3D con el 
uso de la librería para RA Vuforia y un Oculus VR con una cámara web adjunta 
[Gutiérrez, 2015]. También se ha implementado un sistema para intervenciones 
endodónticas, consistente en un software que usa C++, Qt y la librería de 
procesamiento de imágenes de OpenCV, en la cual el diente intervenido es 
detectado en imágenes de video de una cámara intraoral, y a partir de un 
algoritmo de identificación se hace el reconocimiento del canal de raíces del 
diente. Esta información se sobrepone en la imagen real, donde la localización, el 
tamaño, la orientación y las distancias son guardadas para posteriores estudios 
morfológicos [Bruellmann, 2013] En operaciones de irradiación localizada con 
radiofrecuencia para el tratamiento del cáncer hepático, se utiliza un procedi-
miento que consiste en introducir una aguja hasta el tumor y aplicar una inyección 
de radiofrecuencia para hacer morir el tejido canceroso por hipertermia. La acción 
de ubicar la aguja en el sitio cercano al tumor es una tarea de  alta dificultad, ya 
que para la guía se usa ultrasonido, tomografía computarizada o imágenes de 
resonancia magnética. En este caso los sistemas de realidad aumentada ayudan 
en la ubicación de la aguja y en las tareas de planeación preoperatoria, gracias a 
la visualización de modelos 3D de los órganos del paciente reconstruidos a partir 
de imágenes médicas [De Paolis, 2011].  
En el caso de la cirugía ortopédica y de trauma, la tecnología AR se constituye en 
una ayuda en el cambio de tareas y en el entendimiento de la relación entre la 
anatomía, los implantes y las herramientas.  
Se han realizado trabajos que permiten una visualización de la escena operatoria, 
los cuales mezclan las diferentes fuentes de información, entre ellas los datos 
proporcionados por un sensor Kinect. En este desarrollo se introduce un 
paradigma basado en aprendizaje de máquina, en el cual se identifican aspectos 
relevantes de la anatomía con el Kinect y los datos de rayos X por un lado, y por 
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otro lado se crea un mapa que mezcla las imágenes en video junto a las imágenes 
de rayos X en una sola vista, obteniendo excelentes resultados en el 
reconocimiento de la escena quirúrgica y la ampliación del campo de percepción 
[Pauly, 2015]. ARDental es un sistema de realidad aumentada construido por 
varias universidades para ayudar al entrenamiento de intervenciones en el campo 
odontológico, combina elementos reales y modelos 3D, lo cual resulta revo-
lucionario en el sentido de que este tipo de entrenamiento era realizado a partir de 
imágenes 2D [Peng, 2015].  
En cuanto a las mejoras en el sistema de reconocimiento y tracking para realidad 
aumentada para operaciones minimamente invasivas los estudios van 
encaminados al uso de algoritmos más robustos que permitan renderizar los 
objetos aumentados pesé a posibles perdida en los marcadores naturales usando 
tecnicas mixtas que permitan sobrepasar obstaculos visuales como obstrucciones 
o problemas de iluminación como en [Puerto-Souza, 2013] en el cual el sistema 
predice los puntos del marcador natural en el caso de limitaciones visuales, en 
[Collins, 2016] se propone un  SURF con KLT de igual forma en [Mahmound, 
2017] se propone algoritmos tipo SLAM para ambientes operatorios usando una 
camara endoscópica monocular.  
Este artículo muestra el primer grupo de pruebas dirigidas al desarrollo de una 
aplicación para navegación quirúrgica con realidad aumentada en procedimientos 
de cirugía mínimamente invasiva haciendo uso de dispositivos Android. El estudio 
fue enfocado a la identificación de las herramientas software o AR SDKs para 
Android, y a las pruebas de las mismas estableciendo el alcance en el campo 
médico.  
 
2. Métodos 
Unity es un motor de video juegos ampliamente usado para crear un buen 
número de ambientes virtuales interactivos 2D y 3D [Duchene, 2006]. Unity incluye 
también un ambiente integral de desarrollo (IDE) y maneja scripts orientados a 
objetos en tres leguajes: Boo (un lenguaje propio de Unity language basado en 
Python), JavaScript y C#. Soporta múltiples plataformas tales como: aplicaciones 
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web, juegos para consolas como Xbox, Wii y PS3, así como dispositivos móviles 
como iPhone, iPad, equipos con sistema operativo Android, y otros sistemas 
operativos como Windows, Mac OS y Linux. Adicionalmente tiene un amplio 
soporte técnico [Simonetti, 2013] y su entorno de desarrollo es  también 
ampliamente usado en aplicaciones de ingeniería y medicina  [Bae, 2016], 
[Narahara, 2015], [Cristie, 2015], [Soto, 2015]. Vuforia es un paquete de desarrollo 
software (SDK) enfocado al desarrollo de aplicaciones de realidad aumentada 
para dispositivos móviles, que permite identificar, clasificar y seguir marcadores 
visuales. Vuforia, anteriormente llamado (Qcar), permite crear aplicaciones de 
realidad aumentada con soporte en plataformas IOS Android y Unity 3D [Peng, 
2015]. La tarea principal de la aplicación futura a la cual se encamina este trabajo 
es usar como despliegue un dispositivo móvil con sistema operativo Android como 
una tableta o un sistema de visión basado en HoloLens, asistiendo en la 
visualización de la cirugía laparoscópica con información adicional de realidad 
aumentada como se muestra en la figura 1. 
 
 
Figura 1 Esquema general del sistema propuesto. 
 
La aplicación de realidad aumentada en el dispositivo móvil (Mobile Augmented 
Reality - MAR) está compuesta por dos partes: hardware y software. El hardware 
incluye: El dispositivo que despliega simultáneamente el ambiente real del usuario 
y los objetos virtuales que aumentan la realidad, en este caso una tableta con 
sistema operativo Android u algún tipo de HoloLens. La segunda parte la 
constituye el software que incluye reconocimiento y seguimiento; el cual reconoce 
el marcador, captura el ambiente que el usuario ve y toma la posición del 
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marcador y la cámara, y por ultimo renderiza los objetos 3D que hacen parte de la 
aumentación en tiempo real y los despliega también en tiempo real.  La figura 2 
muestra el diagrama de la creación de la imagen. 
 
 
Figura 2 Diagrama de la creación de la imagen. 
 
En este trabajo se usaron librerías (SDK: software development kit) para realidad 
aumentada en dispositivos móviles las cuales no son posibles de ser usadas por sí 
mismas. Es necesario un ambiente de desarrollo software o IDE, que para este 
caso se usó el motor de video juegos Unity.  
Al importar la librería de realidad aumentada en Unity, esta funciona como un 
asset (acción) y todos los recursos para realidad aumentada pueden ser usados: 
reconocimiento de marcadores, marcadores de objetos pre hechos, seguimiento 
de cámara AR y demás relacionados.  
 
3. Resultados  
Como es necesario estimar la posición y orientación de la cámara con respecto 
al mundo real y viceversa. La combinación de posición y orientación es llamada 
“pose” y en este caso se utilizaron dos técnicas de seguimiento o “tracking”: 
seguimiento de marcadores cuadrados (marker-based tracking) y seguimiento de 
características naturales (markerless). 
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Marker Based AR
 
Uno de las áreas más trabajadas en el reconocimiento de marcadores es el 
reconocimiento de marcadores cuadrados (border marker) en tiempo real, 
realizándose incluso en situaciones de difícil reconocimiento como al encontrarse 
girado o sesgado el objeto. Por lo tanto este enfoque resulta ser el más popular y 
el primero a ser trabajado en los proyectos de realidad aumentada. Un marcador 
cuadrado es por lo general una imagen 2D impresa en una hoja de papel o 
superficie lisa. Ese tipo de marcadores son cuadrados y tienen un borde negro de 
tamaño visible. Durante la fase de seguimiento el sistema realiza una búsqueda de 
un rectángulo negro y solo si es identificado se procede a examinar el interior de la 
frontera para determinar el marcador real. Dependiendo de las características del 
marcador se puede determinar la posición, escala y orientación con respecto a la 
cámara. En este caso las librerías de realidad aumentada identifican marcadores 
cuadrados cuyas características son conocidas a partir de un proceso previo de 
extracción de características en tiempo real. A partir de esta identificación se 
estima la posición relativa de la cámara. Este sistema está basado en un 
framework de seguimiento que proporciona los datos del reconocimiento y 
posición del marcador con respecto a la cámara, y un game engine para la 
construcción del mundo virtual sobre Unity. Al desarrollar la aplicación móvil y fijar 
la cámara en el marcador se obtiene el despliegue en pantalla del objeto 3D 
relacionado a ese marcador. El objeto tridimensional es hijo del “image target”. La 
captura de pantalla mostrada en la figura 3 muestra un elemento tridimensional 
renderizado sobre un marcador cuadrado. 
 
 
Figura 3 Prueba de deformación entre objetos en el entorno de realidad aumentada. 
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Posteriormente una vesícula virtual fue relacionada a un nuevo marcador sobre un 
hígado sintético en el mundo real. Se realizó el ejecutable de la aplicación móvil 
(apk) y se instaló en una tableta Samsumg, la cual fue ubicada en un robot y la 
cámara alineada con la vista del hígado sintético. Dicho montaje se realizó en el 
laboratorio del grupo nBIO (Grupo de investigación en Neuroingeniería Biomédica) 
de la Universidad Miguel Hernández en España, sobre un robot de asistencia 
quirúrgica en una caja de entrenamiento laparoscópica como se puede ver en la 
figura 4.  
 
 
Figura 4 Montaje dispositivo de despliegue y marcador físico ubicado en hígado sintético. 
 
Natural Feature Tracking 
NFT (Natural Feature Tracking Marker) o marcadores de características 
naturales no necesitan el borde negro debido a que el reconocimiento del 
marcador se realiza a partir de características naturales de la imagen, lo cual 
permite que el marcador pueda ser cualquier porción de la imagen. Para el 
reconocimiento de características naturales se utilizaron tres herramientas 
técnicas: 
• El asset Vuforia para Unity. Se tomó una imagen cualquiera, se usó la 
herramienta web de Vuforia “Target  Manager” para crear una base de 
datos de las características del marcador. Dicha base de datos es 
importada en el IDE de Unity, de esta manera se realiza un pre 
procesamiento anterior a partir de una extracción de características con 
“Fast corner detector” para calcular rápidamente “feature points” en la 
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imagen de la cámara. La herramienta de Vuforia permite categorizar la 
imagen dependiendo de la facilidad de seguimiento de la misma a partir de 
la densidad de características encontradas en la imagen. Este tipo de 
aplicación funciona bien en el  proceso de extracción de características 
naturales con una imagen que se conoce con anticipación, tal como se 
puede ver en la figura 6. La figura 7 muestra el proyecto en el IDE de Unity 
haciendo uso del complemento de realidad aumentada de Vuforia; mientras 
que la figura 8 muestra la aplicación corriendo en tiempo real en un 
dispositivo móvil con sistema operativo Android.  
 
 
Figura 6 Extracción de características usando Target Manager de Vuforia. 
 
 
Figura 7 Proyecto en Unity usando el complemento de Vuforia. 
 
 
Figura 8 Apk usando Vuforia y Android para AR con características naturales. 
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• La librería OpenCV con Python. Las limitaciones de extracción de 
características naturales y seguimiento de las mismas por parte de la 
librería Vuforia llevaron a pensar en el uso de la librería de visión por 
computador OpenCV que es una de las más ampliamente usadas en el 
mundo.  Existe un complemento de dicha librería para Unity, lo cual 
resultaba de gran importancia dado que se quiere mantener el beneficio de 
crear aplicaciones multiplatarforma con relativa facilidad. El asset de 
OpenCv para Unity debe ser comprado para su uso. Mientras se cerraba el 
proceso de adquisición de esa librería, se realizaron pruebas de las 
capacidades de la librería normal OpenCV para el reconocimiento de 
características naturales. Dado que el OpenCV clásico es una librería que 
puede ser usada con varios lenguajes de programación, para este caso 
particular el lenguaje seleccionado fue Python. 
El siguiente paso fue la prueba de extracción de características naturales 
con la dupla  OpenCV – Python como se observa en la figura 9 para lo cual 
se usó un clasificador Haar Cascade [Viola, 2001] entrenado a partir de 
imágenes de un objeto particular a ser reconocido. Posteriormente este 
entrenamiento fue cargado usando la librería OpenCV en el lenguaje de 
programación Python. Para el entrenamiento del Haar Cascade propio se 
realizó un proceso de preparación de datos en el cual: 
 Se prepararon imágenes negativas, un banco de imágenes que no 
contienen el objeto de interés. 
 Se prepararon  las imágenes positivas las cuales contienen el objeto 
de interés. 
 Se realiza la marcación del objeto en las imágenes positivas. 
 Se creó un vector con la información de las imágenes positivas. 
 Se ejecutó el algoritmo de entrenamiento del clasificador Haar 
Cascade. 
 Se cargó el archivo con los resultados del entrenamiento con 
OpenCV. 7) Se hizo la prueba con un script de Python. 
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 Se enlazó con una aplicación de Unity enviando las coordenadas del 
objeto reconocido desde el programa en Python. 
 
 
 
 
Figura 9 Prueba de extracción características clasificador Haar Cascade OpenCV–Python. 
 
• El asset de OpenCV para Unity. En el caso del asset OpenCV la 
importación del mismo se realizó copiándolo a la carpeta de complementos 
del proyecto de Unity. A modo de prueba para verificar el funcionamiento de 
la librería de visión por computador en una aplicación móvil, se usó 
detección de círculos con la función cv2.HoughCircles como puede 
apreciarse en figura 10. Se obtuvo como resultado un correcto 
funcionamiento para los dos ejemplos en una tableta Samsung Galaxy Tab2 
y un celular Moto X. 
 
 
Figura 10 Extracción de características OpenCV–Unity. 
 
Markerless 
La técnica “Markerless” o sin marcadores y que también suele llamarse 
HoloLens, consiste en colocar manualmente un objeto virtual en una vista 
Pistas Educativas, No. 128 (SENIE 2017), febrero 2018, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 39   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas ~80~ 
particular en la que este parece estar bloqueado en el lugar que ocupa en el 
espacio.  
Este sistema no depende únicamente de sensores (GPS, acelerómetros…) para 
mantener el objeto en su lugar, es probable que la información de dichos sensores 
se combine con la técnica SLAM (Simultaneous Localization and Mapping), la cual 
está compuesta por algoritmos que utilizan datos de sensores para construir un 
mapa de un entorno desconocido, al mismo tiempo que se utiliza para identificar la 
ubicación espacial. Para que SLAM funcione se necesita crear un mapa 
preexistente de su entorno y luego orientarse dentro de este mapa. Cuando se 
coloca el objeto, los algoritmos de Markerless extraen características desde atrás 
y alrededor del objeto, y utilizan esta información junto con los datos 
proporcionados por los sensores para ajustar la posición del objeto. Así que 
colocar objetos sobre un terreno con muchas características funciona mejor que 
colocarlo en un trozo de papel blanco. Para esta prueba de “Markerless” se utilizó 
la librería de AR para markerless Kudan, la cual se importó como un complemento 
en el IDE de Unity. En la figura 11 se muestra el anclaje de un elemento de 
realidad aumentada en un video de una laparoscopia.  
 
 
Figura 11 Realidad aumentada, complemento realidad aumentada Kudan para  Unity. 
 
4. Discusión  
La librería de realidad aumentada Vuforia muestra un adecuado seguimiento de 
marcadores con características muy estructuradas, aunque existe dificultad en el 
uso de marcadores naturales en especial si esas características no corresponden 
a imágenes que se conocen con anticipación, ya que es necesario usar el target 
manager de Vuforia para tener una base de datos de las mismas. Lo anterior 
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conllevó a explorar otras librerías de AR que permitan la implementación de 
algoritmos de seguimiento y reconocimiento de marcadores naturales en video, 
por lo cual se optó por usar OpenCV.  
OpenCV se abordó desde dos enfoques de implementación: 
• Usando el lenguaje de programación Python. 
• Como un complemento del IDE Unity que permita usar scripts en C#. 
 
En ambos casos se abre todas las posibilidades para trabajar con clasificadores 
más especializados como el Haar Cascade el cual es ampliamente usado para 
reconocimiento de rostro debido a su capacidad de reconocer características 
naturales incluso si el objeto no es exactamente el mismo, lo cual permite extender 
su uso al reconocimiento de otros objetos y características. La dupla OpenCV–
Python sirve como ejercicio práctico para probar algoritmos y clasificadores. Pero 
el enlace con Unity solo es posible a través de una comunicación externa, por 
ejemplo con el uso de sockets, lo cual agrega complejidad a la compilación de una 
aplicación para móviles u HoleLens. Caso contrario se presenta con el asset 
OpenCV para Unity, en el cual la librería es integrada al entorno de desarrollo 
permitiendo empaquetar una app de muy buen funcionamiento en teléfonos 
inteligentes de gama media y alta, sin necesidad de comunicaciones externas, lo 
cual conlleva a deducir que tendrá un comportamiento satisfactorio para HoloLens 
y demás interfaces de realidad virtual. El objetivo de reconocer y seguir 
características estructuradas en imágenes en movimiento llevó a la exploración de 
otro asset o complemento para Unity llamado Kudan, el cual presenta como gran 
ventaja la implementación de markerless usando el algoritmo SLAM (Simultaneous 
Localization and Mapping). Las capacidades de esta opción no se han trabajado 
más allá de realizar una aplicación con ubicación de un objeto en un entorno.   
 
5. Conclusiones 
La realidad aumentada es una técnica que puede ser usada como herramienta 
para facilitar el posicionamiento visual de cirujanos dentro de operaciones 
laparoscopicas, permitiendo sumar información creada de forma artificial 
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ubicándola dentro del campo visual que es proporcionado por la cámara 
endoscopica por lo cual los trabajos realizados en esta area resultan de especial 
interés debido a  una representación más intuitiva.  
En este trabajo se realizó una prueba estándar con marcadores cuadrados 
también llamados “fiducial” o “Border Markers” y marcadores naturales o “Natural 
Feature Marker” usando librerías comerciales de realidad aumentada y como base 
el entorno integrado de desarrollo (IDE) Unity y su motor multiplataforma de video 
juegos. Entre las librerías usadas se citan: Vuforia, Kudan y OpenCV. 
Como resultado se tiene que la elección de Vuforia como librería de 
reconocimiento de marcadores  para realidad aumentada y de Unity como IDE de 
desarrollo resulta ser satisfactoria para marcadores cuadrados y marcadores 
naturales. El seguimiento del marcador es rápido y la aplicación para sistema 
operativo android resulta ser muy estable. Uno de los mayores obstáculos en el 
uso de esta librería radica en la exigencia de extracción previa de las 
características del marcador, tanto para fiducial markers como para natural 
marker. Labor que se realiza usando una aplicación web proporcionada por los 
fabricantes de Vuforia y que es llamada “target manager”. Dicha aplicación entrega 
una base de datos de las características del marcador la cual es importada en 
Unity y que sin duda proporciona un reconocimiento rápido del marcador. Ante lo 
cual se propuso el uso de otra librería que permita mayor flexibilidad en el manejo 
de los algoritmos de visión por computador. El paso siguiente se enfocó al uso del 
asset OpenCV para Unity. Este asset al estar integrado a Unity permite compilar 
aplicaciones multiplataforma de muy buen funcionamiento en tiempo real. 
En el caso de Markerless se trabajó con Kudan un complemento para Unity que 
trabaja bajo el algoritmo SLAM. Aunque las aplicaciones con Kudan resultar tener 
la misma facilidad que con Vuforia, el Markerless es altamente dependiente del 
posicionamiento con GPS, es de recalcar que no se descarta el uso de esta 
librería para trabajos próximos. 
Dado que el trabajo actual estaba enfocado a la exploración de herramientas de 
realidad aumentada y a pruebas con border markers y de manera no muy 
profunda con markerless, una de las principales direcciones para trabajos futuros 
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es el uso de algoritmos más robustos tales algunas variaciones de SLAM, o 
algoritmos mixtos que vayan más allá, como SURF con KLT, tal como se propone 
en [Puerto, 2013]. [Collins, 2016], reajustando la metodología de reconocimiento 
de los marcadores naturales teniendo en cuenta obstáculos presentes en las 
cirugías laparoscópicas tales como oclusión y problemas de iluminación. 
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