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ABSTRACT
This work is a study of complex many-body systems with non-trivial interactions. Many
such systems can be described with models that are much simpler than the real thing but
which can still give good insight into the behavior of realistic systems. We take a look at
two such systems. The first part looks at a model that elucidates the variety of magnetic
phases observed in rare-earth heterostructures at low temperatures: the six-state clock
model. We use an ANNNI-like model Hamiltonian that has a three dimensional parameter
space and yields two-dimensional multiphase regions in this space. A low-temperature
expansion of the free energy reveals an example of Villain’s ‘order from disorder’ [81, 60]
when an infinitesimal temperature breaks the ground-state degeneracy. The next part of
our work describes biological systems. Using ECIS (Electric Cell-Substrate Impedance
Sensing), we are able to extract complex impedance series from a confluent layer of live
cells. We use simple statistics to characterize the behavior of cells in these experiments.
We compare experiment with models of fractional Brownian motion and random walks
with persistence. We next detect differences in the behavior of single cell types in a toxic
environment. Finally we develop a very simple model of micromotion that helps explain
the types of interactions responsible for the long-term and short-term correlations seen
in the power spectra and autocorrelation curves extracted from the times series produced
from the experiments.
vi
CHAPTER 1
INTRODUCTION
This dissertation is a study of two complex systems, one magnetic and the other bi-
ological. Both projects have enough interacting degrees of freedom that I am obliged to
use computers to study them, although I have also been able to apply symbolic computer
algebra (in the magnetic project) and analytical techniques. The knowledge I gained from
this first project helped me to understand how to model complex systems and was of great
benefit when I began to think on how I might create a simple model of a signal generated
by a cell culture placed into an electric cell-substrate impedance sensing (ECIS) device.
In chapter two we shall use a spin system to model a magnetic system and in the final
chapter we use a spin system to model a biological system. In both we have applied
statistical-mechanical techniques in our study of these complex systems.
The second chapter describes how an extended six-state clock model is used to study a
multiphase region of helimagnetic superlattices at low temperature. We use the model to
study the rich variety of magnetic phases that are observed in rare-earth heterostructures
at low temperatures [42]. Section 2.1 motivates the six-state clock model and introduces
notation that is used throughout the chapter. The model considers only nearest and next-
nearest neighbor interaction to describe the magnetic phases seen in materials such as
holmium. In the next section we extend the model to include two more energy terms
that model the interaction of spins on either side a nonmagnetic spacer that lies between
magnetic layers. In doing so we go from a one-dimensional parameter space to a three-
dimensional parameter space. We find in this space multi-phase regions as opposed to the
multiphase point found with the six-state clock model. To my knowledge we are the first
to find such regions. A low-temperature expansion to first order is achieved in section 3,
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where we find many of the multiphase regions are changed into separate areas each having
just one phase separated by boundaries. However, we discover a triangle where an infinite
number of phases still persist. This brings up an interesting question. How is it possible
by raising the temperature to go from a completely disordered state to an ordered state?
This is an example of Villain’s ‘order from disorder’ [81]. In section 4 we expand the free
energy to still higher order and in the last section discuss the implications.
In Chapter 3 we discuss electric cell-substrate impedance sensing (ECIS). This device
is used to monitor cell behavior and is sensitive to cell morphological changes and cell
motility. In our experiments we use ECIS to produces time series data from a confluent
layer of live cells. The fluctuations in the time series are produced by the movements of
the cells as they disturb a current of about 1 µA. We develop a technique that, using only
the noise in the time series, distinguishes cancerous from noncancerous cultures. Section 1
motivates our study while Section 2 introduces the experimental methods we use to obtain
our time series. Section 3 describes our measures of noise, our analysis, and our results.
Section 4 we compare our results with two simple models: fractional Brownian motion and
the random walk. The final section discusses applications.
We next turn our attention to testing the sensitivity of the technique by trying to
detect the effects of low levels of cytochalasin B in 3T3 fibroblast cultures. This is the
subject of Chapter 4. Once again we work with confluent layers of cells, but this time
we introduce the toxin cytochalasin B into the cultures. This toxin breaks down the
cytoskeleton structure of the cells. Using our analysis, we are able to show that the noise
spectrum distinguishes different concentrations more effectively than average resistance.
As before, section 1 motivates our study and introduces the key ideas. Section 2 describes
our experimental methods. In sections 3 we present our results. In section 5 we discuss the
meaning of our results and the possibility that the correlations that we see in our systems
are in some sense a measure of the communication between cells in our cultures.
We develop in the last chapter a simple model of micromotion. We use a version of the
q-state Potts model developed by Graner and Glazier [37] to model the energy interactions
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on a square lattice of spins. Each of the q different colors of the Potts model represents
a different cell, and so one can represent a biological system on a lattice of spins. We
develop a model of cell-cell communication based on Par Bak’s sand-pile model [4] and
model the dynamics of the system using kinetic Monte Carlo. We extract from our model
a time series that can be compared with the time series produced from a typical ECIS
experiment. As usual, section 1 of the chapter motivates and introduces the key concepts.
Section 2 introduces and derives the energy function for our system. A description of
kinetic Monte Carlo is realized in section 3. Section 4 ties all the tools together and shows
how we use it for our simple model of ECIS, and the last section presents our preliminary
results and possible directions for the future.
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CHAPTER 2
EXTENDED SIX-STATE CLOCK MODEL1
2.1 Introduction
Layered planes of rare-earth metals exhibit a wealth of magnetically-ordered phases at
low temperature. In helimagnetic phases, spins (treated classically) align ferromagneti-
cally within each plane, with an axial RKKY interaction responsible for a progression of
spin angles through successive planes [8, 43]. Strong easy-axis anisotropy may frustrate
the natural RKKY pitch angle, leading to a multitude of possible phases characterized
by the number of layers separating skips, or “walls,” in the pattern of pitch angles. In
the axial-next-nearest-neighbor Ising (ANNNI) [27, 28, 78, 29] and related clock models
[88, 86, 68, 70, 61, 55], a single parameter controls the relative strengths of competing
interactions, and at a single value of this parameter, infinitely many phases coexist; this
is called a multiphase point. Since these phases cover all allowed spacings between walls,
such phases are indistinguishable from random sequences. Thus the zero-temperature
state is disordered. This disorder is broken at infinitesimal temperature in an example of
“order from disorder” [81, 60]. We now ask what happens in a model of helimagnetic het-
erostructures with a three-dimensional parameter space: we identify fully two-dimensional
multiphase regions and investigate the topology of the low-temperature phase diagram.
With the giant magnetoresistive effect [3] in ferromagnetic/nonmagnetic superlattices
having spawned important technological applications that reached the market around 1997
[21, 2], it seems practical, as well as theoretically interesting, to examine the possible phases
of helimagnetic/nonmagnetic superlattices. Such superlattices have been deposited using
1This chapter has been published, in slightly different form, by D. C. Lovelady, H. M. Harper, I. E.
Brodsky, and D. A. Rabson in J. Phys. A: Math. Gen. 39 5681 (2006).
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molecular-beam epitaxy, alternating dysprosium [24], erbium [11], or holmium [42] with
non-magnetic yttrium spacer layers as well as holmium with lutetium [77]. Surprisingly,
neutron-scattering experiments show that the helicity of the spins in the rare-earth layers
is preserved across the spacers, with the magnetic moments forming long-period “spin-slip”
phases [42]. RKKY-like polarization [15] of conduction electrons in the non-magnetic lay-
ers is again implicated [18, 19]; in any case, we can model the indirect exchange across
non-magnetic spacers in parallel with that between successive magnetic planes. If the ex-
change parameters can be controlled with pressure, external fields, or spacer-layer thickness,
such systems could possibly be useful as magnetic sensors or in data-storage applications.
Axially modulated, high-order, commensurate phases are not limited to rare-earth het-
erostructures: Szpilka and Fisher [78] cite half a dozen other systems in which such phases
have been observed, ranging from CeSb [67] to ferroelectric thiourea [54, 22].
Seno et al. [70] applied the ANNNI ideas to a case of infinite hexagonal anisotropy, the
six-state clock model, relevant, for example, to bulk holmium.2 A spin α in the jth plane
points in a direction that is an integral multiple, njα, of 2π/6. At zero temperature, all the
spins in a plane point in the same direction (nj), and the model is controlled by a single
parameter, the ratio x of the strength of the next-nearest-axial-neighbor antiferromagnetic
(J2) to nearest-axial-neighbor ferromagnetic (J1) interaction, with the axial terms in the
Hamiltonian summing −J1 cos(2π(nj+1,α−nj,α)/6) and +J2 cos(2π(nj+2,α−nj,α)/6). For
0 < x < 1/3, the ground state is a ferromagnet, for 1/3 < x < 1 a helimagnet with
no walls, and for x > 1 a helimagnet interrupted by walls every second layer. At the
single point x = 1 in the one-dimensional phase diagram, infinitely many phases coexist
in the ground state. We represent the helimagnetic phase (1/3 < x ≤ 1) by the axial
sequence . . . 012345012 . . . , understanding that this includes as well the translations and
reflections of the sequence. The two coexisting period-2 phases for x > 1 are represented
by . . . 00330033 . . . and . . . 01 |34 |01 |34 . . . : this last is thought of as a modification of the
helical phase by the insertion of skips, or walls (denoted “ |”), every second layer. The walls
2An extension of this work presented a small-inverse-anisotropy expansion about the clock model and
again found a hierarchy of phases emanating from the multiphase point at infinite anisotropy [71].
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are analogous to domain walls in the ANNNI model. At the multiphase point, x = 1, in
addition to . . . 00330033 . . . , a helical phase with walls placed anywhere at least two layers
apart is a ground state of the system, e.g., . . . 01 |345 |12 |450 . . . . A convenient notation in
ANNNI-type models labels a periodic phase by the spacings between successive walls: thus,
this last example is 〈23〉, the phase with walls every second layer 〈2〉, and the bare helical
phase without walls 〈∞〉. In a low-temperature expansion, Seno et al. followed a hierarchy
of phases (similar to what we describe below) and showed that each phase between 〈23〉
and 〈∞〉 acquires a region of stability at infinitesimal temperature.
The forgoing model simplifies the actual magnetic structure of bulk holmium. Neutron
scattering gives the turn angle per atomic layer as 30◦ rather than 60◦, with moments
bunched in pairs around the six easy axes [9, 42], and while the average turn angle increases
in films, the effect is thought to be due to interspersal of singlets among the pairs; thus
the 〈3〉 phase in the simplified model might actually represent moments . . . 00122344 . . . ,
where pairs of repeated spins lie a few degrees before and after the easy-axis direction (see
Fig. 14 of Reference [42]). The model, or its present extension to superlattices, was meant
not to reproduce realistic details of a particular rare-earth helimagnet but rather to reduce
a system with competing crystal-field and exchange interactions to the simplest form, in
which exact results are possible, so as to investigate universal properties of the resulting
hierarchy of commensurate, longitudinally-modulated spin-slip phases.
2.2 The Model and its Ground States
We consider a superlattice in which blocks of L magnetic layers are separated by non-
magnetic spacers characterized by effective couplings J ′1 and J
′
2; this simple extension of
the bulk model of [70] gives the full Hamiltonian
H = − 1
2
J0
∑
i,α,β(α)
cos
(
2π
6
(niα − niβ)
)
6
−J1
∑
i,α
cos
(
2π
6
(niα − ni+1,α)
)
+ J2
∑
i,α
cos
(
2π
6
(niα − ni+2,α)
)
−J ′1
∑
i,α
′ cos
(
2π
6
(niα − ni+1,α)
)
+ J ′2
∑
i,α
′ cos
(
2π
6
(niα − ni+2,α)
)
, (2.1)
where i labels layers, α a spin within a (simple-hexagonal) layer, and β(α) its nearest
neighbors. The unprimed sums in the second line are taken only over bonds that do not
straddle a non-magnetic spacer, while the primed sums in the third line are taken only over
bonds that do. For purposes of the low-temperature expansion, the in-plane ferromagnetic
coupling constant J0 is taken to be positive and much stronger than any of the axial
couplings [70]. Since we are looking for helical phases, we take all of the remaining four
couplings also to be positive. (Certain negative couplings are in fact related to the positive
sector by symmetries of H.) The model reduces to that of [70] when J ′1 = J1 and J ′2 = J2
or, equivalently, when L = 1. The three-dimensional coupling space is given by x = J2/J1,
y = J ′1/J1, and z = J
′
2/J1; it is convenient to set J1 = 1.
We generalize the previous notation to accommodate states of a superstructure in which
blocks of L magnetic layers are separated by non-magnetic spacers, denoted by || , with
the arrangement repeated periodically. (The symbol || may denote any number of atomic
layers of the non-magnetic metal.) Since the direct interactions in (2.1) extend a maximum
of two layers in the axial direction, walls are classified in three categories. A wall at least
two layers from a spacer has the same energy cost as in the bulk model and is termed a
type-1 wall, for example (L = 5)
. . . ||0123 |50 ||12 . . . . (2.2)
Insertion of a wall one layer from a non-magnetic spacer has a different energy cost, since
a J ′2 bond is broken. This is termed a type-2 wall:
. . . ||01234 |0 ||12 . . . . (2.3)
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A type-3 wall coincides with a non-magnetic spacer:
. . . ||012345 || |12 . . . . (2.4)
Helical configurations, including 〈∞〉 itself, that differ from 〈∞〉 only by the insertion
of walls are called wall states. These states preserve the sense of helicity (positive or
negative). We consider L ≥ 3, as L = 1 is the same as bulk, while L = 2 omits the J2 (x)
parameter and so has only a two-dimensional parameter space. It is also less likely to be
of experimental interest.
A straightforward calculation yields the total energy of a wall state as a function of the
densities Wi of walls of the the three types:
Ewall = − 1
2L
(
(1+x)(L−2)+1+y+2z
)
+(1−x)W1+
(
1− x+ z
2
)
W2+(y−z)W3 .(2.5)
As in the original model, successive walls are energetically forbidden. We seek regions of
the three-dimensional parameter space in which the insertion of a wall of some type costs
no energy: this occurs when the coefficient of one or more of the densities Wi vanishes.
Thus the planes x = 1, (x + z)/2 = 1, and y = z all potentially constitute multiphase
regions; however, it is also necessary to consider competing non-wall states, which may
have lower energies. For present purposes, we shall concentrate on the y = z plane, for
which type-3 walls cost no energy. Since a negative energy for type-2 walls would shut
type-3 walls out, we examine the part of the y = z plane to the left of the x+ z = 2 line.
By considering points to the left of the line x = 1, we exclude type-1 walls as well. For
L = 4, direct calculation gives the phase diagram of Figure 2.1. An exhaustive computer
search (of phases of length 3L = 12 with twisted periodic boundary conditions) verified
that the wall-state energy (2.5) is lower than that of any competing phase inside a triangle
in the y = z plane, which constitutes a multiphase region. Comparable wall-state regions
were calculated numerically for L in the range 3–11.
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Figure 2.1. Ground-state phase diagram for (part of) the y = z plane, L = 4. The
horizontal axis gives the normalized bulk second-neighbor coupling, the vertical the cou-
plings across non-magnetic spacers. Outside the triangle delimited by dot-dashed lines, the
ground states are as indicated. Inside the triangle, wall states are the ground states. (An
exhaustive search found no lower-energy states of length up to 3L.) Similar ground-state
phase diagrams were calculated for other values of L. The first-order low-temperature ex-
pansion gives 〈∞〉 to the left of the dotted line within the triangle and the 〈1〉 phase to the
right; on the line itself, these phases and their progeny coexist, requiring a higher-order
low-temperature expansion to distinguish. On roughly the upper half of the left leg of the
dotted line, from z = 11/9 to z = 13/9, we believe infinitely many phases of the form 〈1k2〉
coexist to all orders.
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Since we are concentrating on a region in which type-1 and type-2 walls are excluded,
while type-3 walls cost no energy, we adapt the notation of [70] to count magnetic blocks,
rather than magnetic layers, between walls. Thus, for example, with L = 4, 〈1〉 has a wall
coinciding with each spacer, while the 〈2〉 phase has a wall at every other spacer. Since no
restriction prevents adjacent walls of this type, the count of possible phases is simply 2 to
the power of the number of magnetic blocks; this represents a simplification relative to the
ANNNI and other related models [65].
2.3 Low-Temperature Expansion
2.3.1 First Order
The novel feature presented by the current problem is the multiphase triangle (for L = 4
or a similar polygon for other L) throughout which infinitely many phases coexist at zero
temperature. An interesting theoretical question is how thermal disorder can distinguish
the free energies of all these phases in the given region.
Although the Hamiltonian (2.1) contains only first- and second-neighbor axial terms, a
non-zero temperature introduces effective long-range interactions through an axial chain of
thermally-excited spins, each pointing in a direction at variance with its in-plane neighbors
[27, 28, 70]. By analogy to the ANNNI model, we call such excitations “spin flips.” Since
the number of ways an excitation of a particular energy may occur depends on the state,
flipped spins provide an entropic mechanism for distinguishing the free energies of wall
states at infinitesimal temperature. If the ith excitation, which may involve several spins,
has an energy ∆Ei relative to the ground-state energy per spin E0 and can be placed on the
lattice of N spins gi different ways, the free energy per spin is given by the linked-cluster
theorem [84]:
f = E0 − kBT
∑
i
γie
−β∆Ei , (2.6)
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where γi = limN→0 gi/N is the intensive part of gi/N . (The limit discards those terms
in gi that go as higher powers of N ; such terms come from independent clusters of spin
excitations.)
We apply the method first to an isolated spin flip, which may occur in a layer adjacent
to or one layer separated from a spacer, or it may (L > 4) occur in bulk. An isolated
spin flip in bulk gives the same contribution to f regardless of phase, so we calculate the
energies and counts γi just for the first two cases, leading to the weights in Table 2.1. The
case L = 3 requires special treatment because the cost of an excitation in the layer in the
middle of a block depends on the presence or absence of walls on both sides.
Table 2.1. Contributions to (2.6) are formed by a count (per spin) of the number of ways
of forming the excitation times a Boltzmann factor. The left column gives an example of
the excitation under consideration, where the caret (∧) marks the plane in which a single
spin is rotated (“flipped”) plus 60◦ or minus 60◦ from the angle of its neighbors in the
plane. The second column gives the Boltzmann factor, and the remaining columns give the
intensive counts γi weighting the Boltzmann factor for the cases 〈1〉, 〈2〉, and 〈∞〉. L is
the number of magnetic layers in a block. The last three rows apply only to L = 3. Here,
β is the inverse temperature, q = exp(−βJ0/2), t [= 6] the number of in-plane nearest
neighbors, and r = exp(−βJ1/2).
intensive count
excitation Boltzmann factor 〈1〉 〈2〉 〈∞〉
1. 450ˆ1 ||23 qt(r1−x+2z + r1+2x−z) 0 1/L 2/L
2. 4501ˆ ||23 qt(r2−x−y+2z + r−1+2x+2y−z) 0 1/L 2/L
3. 450ˆ1 || |34 qt(r1−x+z + r1+2x+z) 2/L 1/L 0
4. 4501ˆ || |34 qt(r2−x−2y+z + r−1+2x+y+z) 2/L 1/L 0
5. 0 ||12ˆ3 ||4 2qtr1+z 0 0 1/L
6. 0 || |23ˆ4 ||5 qt(r + r1+3z) 0 1/L 0
7. 0 || |23ˆ4 || |0 2qtr1+2z 1/L 0 0
We consider L ≥ 4 first. If there are no type-3 walls, the only single-spin excitations
(other than bulk) will be of one of the types in the first two rows of Table 2.1. This describes
the 〈∞〉 phase. If a phase has the maximum density of type-3 walls, the excitations will be
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of the types in the second two rows. This is the 〈1〉 phase. To this first order in the low-
temperature expansion, any other wall phase (e.g., 〈2〉) will have a free energy intermediate
between these two cases. Thus we look first for the coexistence of 〈1〉 and 〈∞〉. Subtracting
rows 1 and 2 from the sum of rows 3 and 4 gives the free-energy difference
∆f = f〈1〉 − f〈∞〉
= − 2
L
kBTq
t
(
r1−x+z + r1+2x+z + r2−x−2y+z + r−1+2x+y+z
−r1−x+2z − r1+2x−z − r2−x−y+2z − r−1+2x+2y−z) , (2.7)
where β = 1/(kBT ) is the inverse temperature, t the number of in-plane nearest neighbors,
q = exp(−βJ0/2), and r = exp(−βJ1/2). Setting ∆f = 0 and y = z yields the expression
r3x =
rz + r − 1− r1−2z
1 + rz−2 − r−2z − r−2 . (2.8)
In the zero-temperature limit, r → 0, so the power of r with the smallest exponent domi-
nates. This allow us to solve for the coexistence line,
x =


2
3 for 0 < z ≤ 12
1− 23z for 12 ≤ z ≤ 1
1
3 for 1 ≤ z ≤ 2
(L ≥ 4), (2.9)
drawn as a dotted line in Figure 2.1. In the multiphase region to the left of this line, the
〈∞〉 phase has the lowest free energy, breaking the infinite degeneracy of zero temperature.3
To the right of the line, the 〈1〉 phase dominates. On the line itself, all wall phases remain
degenerate; to break the degeneracy it will be necessary to consider more flipped spins.
First, however, the model with L = 3 introduces a new element to the low-temperature
expansion. In the last three rows of Table 2.1, the count of the 〈2〉 phase does not merely
3The twelvefold degeneracy of 〈∞〉 neither scales with N nor affects the spin-spin correlation function.
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interpolate between the counts of 〈1〉 and 〈∞〉: that is, a single-spin excitation in the
middle plane of a magnetic block distinguishes not only 〈1〉 from 〈∞〉 but also each from
〈2〉. Thus, the first-order expansion must potentially consider three coexistence lines. In
the event, the three collapse to one. For z > 0, all wall phases coexist on the line
z =
3
2
(1− x) (L = 3). (2.10)
For z > (3/2)(1−x), the 〈1〉 phase has the lowest free energy, while for smaller z, the 〈∞〉
phase has the lowest free energy.
2.3.2 Expansion to Higher Orders
The hierarchy of potential phases in the low-temperature expansion has been described
well elsewhere [27, 28, 86, 87] and so will only be summarized. At any order of the expan-
sion, a coexistence region has been established between two “parent” phases and infinitely
many other wall states. (In Figure 2.1 for L = 4, this region is the zig-zag line, on which,
to first order, parents 〈1〉 and 〈∞〉 coexist with all other wall states.) Spin excitations to
this order of the expansion cannot distinguish the parents from the other wall states, but
by adding some number of additional spin excitations, linked to those of the given order,
we can distinguish the two parents from a “child” phase made by concatenating one period
of each parent. As examples, the child of 〈1〉 and 〈∞〉 is 〈2〉, while that of 〈1〉 and 〈2〉 is
〈12〉. A connected chain of spin excitations can “see” the presence or absence of walls over
its length; viewed another way, this leads to an effective long-range interaction between
walls.
While in principle one could continue the enumeration of connected excitations of two,
three, and more spins along the lines of Table 2.1, a transfer-matrix technique [88, 70] is well
suited to computer symbolic algebra. We defer implementation details to the appendix.
The matrices are more involved than those in [70], so the results are for specific cases, from
which we conjecture generalizations.
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In first order, we have already seen the two-dimensional multiphase region shrink to one
dimension (Figure 2.1). We wish to find out whether the line shrinks further to a point or
set of points, or whether the line, or a portion of the line, behaves like a multiphase point,
with the additional degree of freedom essentially irrelevant. It is also of interest whether
all wall states descending from 〈1〉 and 〈∞〉 attain stability or only a subset.
We carried out the low-temperature expansion for magnetic blocks of length L between
3 and 17; except for the interesting case of L = 4, the hierarchy terminates after just a
few phases. Aside from 〈∞〉, the only stable phases found for L = 4 were of the form
〈1k2〉, 0 ≤ k ≤ 27 (the highest calculated) and k = ∞ (i.e., 〈1〉). This resembles the
ANNNI model [27, 28] more than some clock models in that there do not exist two phases4
all of whose progeny attain stability. Villain and Gordon [82] (see also [78]) distinguish
a Devil’s staircase [6] from a “harmless” one. In both, a multiphase point gives rise to a
large number of phases that approaches infinity at T → 0. However, in the latter case, at
any finite T > 0, it is argued that only finitely many phases are stable. Since our model
fails to find an infinite hierarchy of “mixed phases” [86], we conjecture that our staircase
may similarly be harmless.
The way the 〈1〉-〈∞〉 coexistence line breaks up for L = 4 is also of interest. It intersects
the multiphase triangle (Figure 2.1) for 1/3 ≤ z ≤ 13/9; outside this region, it ceases to
describe coexistence of ground states. The symbolic transfer-matrix calculation finds that
〈2〉 is stable on the line only for 3/4 ≤ z ≤ 13/9. Below 3/4, there is a first-order phase
transition between 〈1〉 and 〈∞〉. The phase 〈12〉 is stable at z = 3/4 and then again
for 11/9 ≤ z ≤ 13/9. All subsequent phases 〈1k2〉 for which we were able to extract
symbolic results (k ≤ 5) are stable for 11/9 < z ≤ 13/9 (that is, 3/4 and 11/9 drop out).
Numerically, k =6–27 is stable for 11/9 . z ≤ 13/9, the “.” indicating the inability of the
numerical code to distinguish between the proper and improper inequality. We conjecture
that 〈1k2〉 is stable for 11/9 ≤ z ≤ 13/9 for all k ≥ 2 and that “mixed phases” never come
in, something we were able to confirm up to the mixed phase 〈118 2 117 2〉.
4〈23〉 and 〈∞〉 in the bulk model [70]
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For L = 3, the coexistence line (2.10) intersects with the region in which wall states
have the lowest energy for 0 ≤ z ≤ 1. The states 〈1〉, 〈∞〉, 〈2〉, 〈12〉, and 〈3〉 are stable on
this line segment, but no other phases.
For L = 5, the coexistence line is again (2.9), which passes through the wall-state region
for 0 ≤ z ≤ 13/9. The same phases are stable as for L = 3: 〈2〉 for 0 < z ≤ 3/4, 〈12〉 for
0 < z ≤ 3/4, and 〈3〉 for 0 < z < 3/4. For L = 6, the 〈1〉-〈∞〉 coexistence line gives the
lowest energy for 0 ≤ z < 13/9; however, the only other stable phase is 〈2〉, and only at
the single point z = 3/4.
The following pattern appears to hold for L > 6: the coexistence line (2.9) intersects
with the wall-state region for 0 ≤ z ≤ 13/9. Even values for L (we computed 8, 10, 12, 14,
and 16) give a first-order transition between 〈1〉 and 〈∞〉 all along the coexistence line. No
other phases are stable. For odd L (7, 9, 11, 13, 15, and 17), the phases 〈2〉, 〈12〉, and 〈3〉
are also stable for 0 < z < 3/4.
2.4 Implications
The low-temperature expansion applies at infinitesimal temperature, but the bulk
model has also been investigated with a mean-field theory, which should be valid only at
high temperature [70]. The low-order phases predicted by the low-temperature expansion
were seen to spread out from the multiphase point as temperature increased (Figure 2.2);
the only notable discrepancy between the two extreme theories was the presence of phases
〈2k3〉 in the mean-field calculation, and this was explained in terms of a competing phase.
Near the zero-temperature multiphase point, which in the L = 4 model would be replaced
by the multiphase zig-zag line of Figure 2.1, the spin-spin correlation length is expected to
be small, as a large number of commensurate phases with different periods coexist. At any
temperature greater than zero and less than the Curie temperature, only one phase is sta-
ble; however, in an experimental system, interfacial roughness and interdiffusion might lead
to coexisting commensurate phases from nearby points in the temperature-phase space. As
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Figure 2.2. Diagram of a hierarchy of phases emanating from a multiphase point at zero
temperature up to a Curie temperature. The horizontal axis represents a ratio x of coupling
strengths, which at 1 leads to zero-temperature disorder. Raising the temperature from
the vicinity of x = 1 gives a succession of stable phases. Adapted from Figure 1 of [70],
where it shows a numerical mean-field calculation on the bulk six-state clock model. In the
present context, it can be thought of as schematic for the T > 0 behavior of the system of
Figure 2.1 at some point along the zig-zag line, where x represents a transverse dimension.
the temperature increases, the volumes of stability do as well, so that no phases lie nearby,
thus stabilizing a single phase.
Interestingly, the coherence lengths ξ of the basal-plane holmium moments in Ho/Er
superlattices have been found to increase with temperature T between 8K to 100K [74].
Since Er acquires a moment below 100K, the experimental system is considerably more
complex than our simple model; moreover, too few temperatures were measured to permit
a comparison to the plateaux one would expect in ξ(T ) from Figure 2.2. A similar effect
is observed in Er/Lu [73, 18].
The question of commensurate versus incommensurate magnetic modulation also awaits
experimental resolution. In the low-temperature expansion, incommensurate phases are
only approached, as the limit of a hierarchy of commensurate phases, while the bulk mean-
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field calculation (Figure 2.2) suggests that these limiting phases will occupy a volume of
measure zero in the phase diagram. While several rare-earth systems unambiguously show
commensurate phases [9, 11, 73], other superlattices appear to show a continuous increase
with temperature in the average turn angle per atomic layer, suggesting that incommensu-
rate phases are generic [42, 20]. We cannot rule out an averaging effect being responsible,
but this would appear inconsistent with the absence of plateaux and the expectation of
vanishing measure for high-order phases. It will be particularly interesting to investigate
whether a statistical-mechanical model not much more complex than that considered here
can incorporate more of the qualitative behavior seen in rare-earth superlattices.
We have shown that a superlattice of helimagnetic and non-magnetic layers exhibits
behavior different from that of the bulk six-state clock model [70]. There are multiphase
regions, rather than a single multiphase point. When precisely four magnetic layers lie
between non-magnetic spacers, a line segment in the multiphase triangle appears to support
a set of phases more like that in the ANNNI model [27, 28] than like the bulk six-state
clock model. For other values of L, the low-temperature expansion finds only a few stable
phases. This raises the interesting experimental question of whether rich magnetic phase
diagrams in artificial superlattices could appear for certain magic spacings while being
absent for others. If the phase diagram were to depend as sensitively on L as in our model,
it might be difficult to grow films sufficiently uniform to test the hypothesis; however, if
the extent of the magic coupling were broader (say, L=4–6), the effect could be observable.
Further, a multiphase region of coupling space might be more amenable to experiment
than a multiphase point that requires exact tuning; such a region, however, would need to
have the full dimensionality of the coupling space, something we have not yet constructed.
2.5 Appendix: Transfer-Matrix Techniques
In order to calculate the free-energy difference of a child from its parents, we adapt
the transfer-matrix technique [88, 29, 70] to the region with only type-3 walls. We begin
in a region over which, to the order already calculated in the low-temperature expansion,
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parent phases 〈a〉 = 〈a1 a2 . . . 〉 of period pa =
∑
i ai and free energy per spin fa and
〈b〉 = 〈b1 b2 . . . 〉 of period pb =
∑
i bi and free energy per spin fb coexist and have lower
free energies than their parent phases.5 We then seek the double free-energy difference
a〈ab〉 = f〈ab〉 −
pa
pa + pb
f〈a〉 −
pb
pa + pb
f〈b〉 (2.11)
to leading order. If a〈ab〉 < 0, the child phase 〈ab〉 acquires a region of stability. Isolated
spin rotations (as in Table 2.1) cannot determine the sign of (2.11), since the three phases,
〈a〉, 〈b〉, and 〈ab〉, have the same free energies to first order. We must consider connected
spin excitations: in general, the Boltzmann weight of two (or more) spin rotations that
share an axial bond will differ from the weight of the same rotations situated in their
respective planes such that they do not share a bond. Since the J0 (in-plane) bond is
assumed the most expensive to break, the shortest excitation that distinguishes 〈ab〉 from
its parents provides the leading term in the low-temperature expansion. This requires that
the connected excitation should span (pa + pb − 1) blocks of length L, in the sense that
bonds on each end extend through the terminating spacer layers and so sense whether
these spacers coincide with walls. The transfer-matrix technique keeps track of all the
combinations of connected and disconnected excitations of this length.
As in [70], two cases arise. When the product (pa + pb − 1) · L is odd, an excitation of
connected spins every second layer distinguishes the child from the two parents, and 2× 2
matrices suffice. When the product is even, we shall need 4× 4 matrices.
The principles are best illustrated by an example. Consider distinguishing 〈2〉 from its
parents 〈∞〉 and 〈1〉 when L = 5. In the following diagram showing just over one period
of the 〈2〉 phase, S represent a magnetic layer, while Sˆ represents a magnetic layer with a
flipped spin:
S || |SSˆSSˆS ||SSSSS || |S . (2.12)
5The period of 〈∞〉, for the purpose of (2.11), is 1.
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In the 〈2〉 phase, the two extremal spacers ( ||) coincide with walls. In the 〈1〉-phase parent,
all three spacers coincide with walls, while in the 〈∞〉-phase parent, there are no walls.
The pictured connected spin excitations, spanning p〈1〉+p〈∞〉−1 = 1 block, is the shortest
that is possible for 〈2〉 but impossible for either parent.
The energy difference (2.11) subtracts from the free energy of diagram (2.12) the parent-
diagram free energies. We accomplish this with a product of vectors (lowercase Greek
letters) and matrices. For this example, we get
a〈2〉 ∝ (β† − α†) A (α− β) , (2.13)
where α represents a diagram SSˆS ||S, β the diagram SSˆS || |S, and A the diagram SSˆSSˆS.
The duality operator, defined for vectors by v† = (Qv)T , with Q having −1 all along the
antidiagonal, describes the reversed diagram, e.g., α† = S ||SSˆS, with the clock directions
also reversed. Since the spin in an excitation can be rotated 60◦ counterclockwise (+) or
clockwise (−), both conditions must be accounted for. The four entries of a matrix stand
for the four ways the two connected spins in a matrix diagram can be flipped:

+− ++
−− −+

 . (2.14)
The entries of a row vector are (+ −), those of a column vector
(
−
+
)
, so that each contrac-
tion in a matrix product sums over the possibilities for a single spin. Each 2 × 2 matrix
entry gives Boltzmann weights for connected and disconnected combinations of the two
constituent spins, as illustrated in Figure 2.3a.
In addition, each matrix entry is a difference between the connected Boltzmann factor
and the disconnected factor, as specified by the linked-cluster theorem, (2.6). Vectors
terminate the product (Figure 2.3b). The following 2 × 2 matrices are required; common
factors of qt are omitted, since only the signs of the matrix products in the zero-temperature
limit matter.
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SSˆSSˆS A = r

 1− rx r3x − r4x
1− r−2x 1− rx

 (2.15)
S || SˆSSˆS B =

 rz − rx+z rz(r3x − r4x)
r
3
2
− z
2 (1− r−2x) r 32− z2 (1− rx)

 (2.16)
SSˆ ||SSˆS C = rz

r
3
2
− 3z
2 (1− rz) r 32+ 3z2 (1− rz)
1− r−2z 1− rz

 (2.17)
S || | SˆSSˆS D = r z2

 1− rx r3x − r4x
r
3
2
(1−z)(1− r−2x) r 32 (1−z)(1− rx)

 (2.18)
SSˆ || |SSˆS E = r z2

r
3
2
(1−z)(1− r2z) r 32 (1−z)(r3z − r2z)
r3z − r2z 1− r2z

 (2.19)
SSˆS ||S α = r 12

r2z
r−z

 (2.20)
SSˆS || |S β = r 12

rz
rz

 (2.21)
The following environments occur only when L = 3:
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S || | SˆSSˆ || |S F =

 r
1
2
− z
2 (1− rx) r3x+z−1(1− rx)
r2−2z(1− r−2x) r 12− z2 (1− rx)

 (2.22)
S || | SˆSSˆ ||S G =

 r
1
2 (1− rx) r−1+3x+ 3z2 (1− rx)
r2−
3z
2 (1− r−2x) r 12 (1− rx)

 (2.23)
S || SˆSSˆ ||S H =

 r
1
2
+ z
2 (1− rx) r3x+2z−1(1− rx)
r2−z(1− r−2x) r 12+ z2 (1− rx)

 (2.24)
When (pa + pb − 1) · L is even, there is no unique shortest leading-order diagram on
the model of (2.12). Rather, a family of such diagrams with flipped spins every second
layer except for one pair of axially adjacent flipped spins all span the requisite distance.
To account for a single adjacent pair anywhere along the length of an excitation, Seno et
al. [70] introduced 4× 4 transfer matrices of the form


+0 + 0 +0− 0 +00+ +00−
−0 + 0 −0− 0 −00+ −00−
0 + +0 0 +−0 0 + 0+ 0 + 0−
0−+0 0−−0 0− 0+ 0− 0−


(2.25)
each entry of which considers four adjacent planes in which a spin has rotated in the
positive (+) or negative (−) clock direction, or not rotated at all (0). See Figure 2.3c.
The four entries of the upper-right quadrant contain no connected spin excitations and so
vanish. End-cap vectors (Figure 2.3d) account for the final pair of planes, one of which will
contain a spin flip. The following matrices and end-cap vectors result (again, the common
factor of qt is omitted):
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ŜSŜS A=


r(1− rx) r−
1
2 (r3x − r4x) 0 0
r
5
2 (1− r−2x) r(1− rx) 0 0
r
1
2
+x(1− r) r4x(r2 − 1) r(1− rx) r−
1
2 (r3x − r4x)
r−2x(r2 − r3) r
1
2
+x(1− r) r
5
2 (1− r−2x) r(1− rx)


(2.26)
ŜSŜ ||S B=


r
3
2
− z
2 (1− rx) rz−
3
2 (r3x − r4x) 0 0
r3−
z
2 (1− r−2x) rz(1− rx) 0 0
r
3z
2
−x(r − r2) r2x+3z(r − r−1) rz(1− rz) r
5z
2 − r
7z
2
r−
3z
2
−x(r
5
2 − r
7
2 ) r2x(r−
1
2 − r
1
2 ) r
3
2
+z(1− r−2z) r
3
2
− z
2 (1− rz)


(2.27)
ŜS || ŜS C=


r2z−1(1− rz) r
1
2 (r2z − r3z) 0 0
r
1
2 (r2z − 1) r2(r−z − 1) 0 0
r
1
2
+z(1− rz) r2+2z(r2z − 1) r2−z(1− rz) r
1
2
+2z(1− rz)
rz−1(1− rz) r
1
2
+z(1− rz) r
1
2
+2z(1− r−2z) r2z−1(1− rz)


(2.28)
ŜSŜ || |S D=


r
3
2
−z(1− rx) r
z
2
− 3
2 (r3x − r4x) 0 0
r3−z(1− r−2x) r
z
2 (1− rx) 0 0
r−x(r − r2) r
3z
2
+2x(r − r−1) r
z
2 (1− r2z) rz(rz − 1)
r−x(r
5
2 − r
7
2 ) r2x+
3z
2 (r−
1
2 − r
1
2 ) r
3
2
+ 5z
2 (rz − 1) r
3
2
−z(1− r2z)


(2.29)
ŜS || | ŜS E=


rz−1(1− r2z) r
1
2 (rz − 1) 0 0
r
1
2
+3z(rz − 1) r2−2z(1− r2z) 0 0
r
1
2
+2z(1− r−z) r2−z(1− r−z) r2(r−2z − 1) r
1
2 (rz − 1)
r2z−1(1− r2z) r
1
2
+2z(1− r−z) r
1
2
+3z(rz − 1) rz−1(1− r2z)


(2.30)
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ŜS ||SS a =


r2z−
1
2
r1−z
r1+z
rz−
1
2


(2.31)
ŜS || |SS b =


rz−
1
2
r1+z
r1−z
r2z−
1
2


(2.32)
A straightforward computer algorithm generates the relevant sequence of matrices; as
one example, for L = 4,
a〈23〉 = (−a† + b†)ACAEACA(a− b) . (2.33)
The program expands and symbolically determines the leading behavior of a in the zero-
temperature limit; if a is negative, the child attains a region of stability with respect to its
parents. For sufficiently long chains of matrices, it was impractical to expand the matrix
products, and a numerical approach was substituted.
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(a)
s s s s s
^ ^
(c)
s ss s
(b)
s s s s
^ s
(d)
s ss s
Figure 2.3. A matrix element represents two flipped spins, a vector element one. Boldface
bonds are counted at full strength in the Boltzmann weights, while each of the other bonds
is counted in two different diagrams and so comes in at half strength. (a) A 2× 2 matrix
represents flipped spins (Sˆ) in the second and fourth planes. (b) A (column) 2-vector
contracts with a 2× 2 matrix to its left. (c) A 4× 4 matrix represents a flipped spin in one
(and only one) of the first two layers and in one (and only one) of the second two. (d) A
(column) 4-vector contracts with a 4× 4 matrix to its left. (Adapted from Reference [70].)
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CHAPTER 3
DISTINGUISHING CANCEROUS FROM NONCANCEROUS CELLS1
3.1 Introduction
Electrical cell-substrate impedance sensing (ECIS) has been in use since 1984 [33] to
monitor changes in cell cultures due to spreading or in response to chemical stimuli, infec-
tion, or flow. Applications include studies of cell migration, barrier function, toxicology,
angiogenesis, and apoptosis. Several papers have noted that impedance fluctuations are
associated with cellular micromotion [49]. However, we are not aware of any previous work
applying statistical techniques to these fluctuations in order to distinguish two different
cell types. Here, we demonstrate that measures of the electrical noise from cultures of
cancerous and non-cancerous human ovarian surface epithelial cells distinguish them. We
find that the noise in both cancerous and non-cancerous cultures shows correlations on
many time scales, but by all measures, these correlations are weaker or of shorter duration
in the cancerous cultures.
3.2 Experimental Methods
We used the ECIS system to collect micromotion time-series data, the fluctuations in
which are caused by the movements in a confluent layer of live cells. The system can
be modeled as an RC circuit [34, 35, 46, 47]. The cells are cultured on a small gold
electrode (5 × 10−4 cm2), which is connected in series to a 1-Megaohm resister, an AC
signal generator operating at 1 volt and 4000 Hz, and finally to a large gold counter-
electrode (0.15 cm2). This network is connected in parallel to a lock-in amplifier, and the
1This chapter has been published, in different form, by D. C. Lovelady, T. C. Richmond, A. N. Maggi,
C.-M. Lo, and D. A. Rabson in Phys. Rev. E 76 041908 (2007).
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in-phase and out-of-phase voltages are collected once a second, from which we extract
time series of resistance and capacitive reactance (Figure 3.1a). In ECIS experiments,
the fluctuations in complex impedance come primarily from changes in intercellular gaps
and in the narrow spaces between the cells and the small gold electrode [35, 47, 46]. A
current of about one microamp is driven through the sample, and the resulting voltage drop
of a few millivolts across the cell layer has no physiological effect: this is a noninvasive,
in-vitro technique. An ovarian cancer line (SKOV3, for Sloan-Kettering Ovarian) and a
normal human ovarian surface epithelial (HOSE) cell line (HOSE15) were provided by Dr.
Samuel Mok at Harvard Medical School. These cells were grown in M199 and MCDB
105 (1:1) (Sigma, St. Louis, MO) supplemented with 10% fetal calf serum (Sigma), 2mM
L-glutamine, 100 units/ml penicillin, and 100 microgram/ml streptomycin under 5% CO2,
and a 37◦ C, high-humidity atmosphere. For ECIS micromotion measurements, cells were
taken from slightly sub-confluent cultures 48 hours after passage, and a mono-disperse
cell suspension was prepared using standard tissue-culture techniques with trypsin/EDTA.
These suspensions were equilibrated at incubator conditions before addition to the ECIS
electrode wells. Confluent layers were formed 24 hours after inoculation, resulting in a
density of 105cell/cm2.
Figure 3.1a shows a representative 4096-second run (just over one hour) measuring the
real part of impedance as a function of time; the example shows a HOSE culture, but to
the eye, SKOV cultures do not appear very different. While the example shows increasing
resistance with time, others show a decrease; at this time scale, there is no evidence for
an overall trend. We collected, under similar conditions, 18 time series for HOSE cultures,
of which 16 went for 8192 seconds and two for 4096 seconds. Each 8192-second run was
split in two halves, so that effectively we had thirty-four 4096-second runs; however, where
appropriate in the analysis below, we discard the second halves of the longer runs in order
to avoid inadvertently introducing correlations. Similarly, for SKOV cultures we took data
in eight 8192-second runs and ten 4096-second runs, yielding effectively twenty-six 4096-
second runs. We numerically differentiated the resistance and capacitance time series to
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Figure 3.1. Scheme of data extraction from noise. (a) Time series of resistance for one
of the experimental runs. Taking the discrete time derivative and normalizing to zero
mean and unit variance gives the noise, (b). The power spectrum of noise is shown in
(c), using half-overlapping windows of 512 points in order to reduce scatter. Fits to the
first hundred and last hundred frequencies estimate low- and high-frequency power-laws,
f−α. White noise would have appeared frequency-independent (α = 0). The Fourier
transform of the power spectrum gives the autocorrelation, (d), which we fit to a shifted
power-law decay and extract the measure β0. As explained in the text, subtle differences
in the univariate noise distribution (e) (smoothed) discriminate between cancerous and
non-cancerous micromotion.
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obtain noise time series for each, which we normalized to zero mean and unit variance
(Figure 3.1b).
3.3 Statistical Measures of Noise
We seek information from the normalized noise series. The first question to pose is
whether the noise can distinguish cancerous from non-cancerous cultures, but more gen-
erally the measures we extract may be used to test models of cell micromotion. Broadly,
such models may be characterized by short-term and long-term correlation, so we look at
several measures for each.
First, the power spectral density (Figure 3.1c) looks very much more like “pink noise”
than “white noise;” that is, it shows signs of long-time correlations. A log-log plot of spec-
tral density against frequency, f , suggests an intensity going as f−α in the low-frequency
limit. (We discuss below the extent to which a true white-noise process may mimic pink
noise due to the finite time of a run.) For each run, we split the 4096 noise amplitudes
into half-overlapping windows of 512 seconds, multiplied by a Hann window, Fourier trans-
formed, and squared, averaging the resulting spectra in order to reduce scatter [62].
As in the example of the figure, some runs show a crossover between low- and high-
frequency values for α, which we estimated with least-squares straight-line fits of power
at the first 100 (excluding zero frequency and the very lowest frequency) and last 100
frequencies (out of 256 non-zero frequencies). In many runs, low- and high-frequency
alpha estimates were equal, within fitting errors. Table 3.1 summarizes the results, giving
in the columns labeled “ave” the means over all HOSE runs or all SKOV runs for the given
measures; the columns labeled “σ” give the standard-deviation estimator for the population
of all like runs. The differences between alphas for HOSE and SKOV, both low- and high-
frequency, exceed several standard errors (or standard deviations of the mean, σ/
√
N ,
where σ is the standard deviation and N is the number of runs). Moreover, the Student-
t-test and Kolmogorov-Smirnov test show that the HOSE and SKOV populations differ 2.
2Typically, Kolmogorov-Smirnov is taken to reject the (null) hypothesis that two populations were drawn
from the same distribution if it yields a probability less than 5%. Three of the four alpha measures meet
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The low-frequency exponents are more significant. The fact that these measures are larger
for HOSE than for SKOV suggests a difference in long-time correlations in micromotion and
is consistent with the hypothesis that non-cancerous HOSE cells move in a more orderly
manner than cancerous SKOV.
A non-zero αlow is indicative of long-time, “fractal” [7], correlation, but as Rangarajan
and Ding [64] point out, relying on power-law behavior alone can lead to incorrect identifi-
cation of such correlations when none exist. Two related measures are the Hurst exponent
and the exponent of detrended fluctuation analysis [51, 7, 25, 58, 59, 53]; both methods
split the time series of noise into bins of duration T , then determine how a measure scales
with T . For Hurst, one subtracts the mean from all the data in a bin and characterizes
that bin by its standard deviation, S. The series is integrated, and the minimum value
subtracted from the maximum, yielding the range, R. For each bin, one records the ratio
R/S and averages over bins of the same size. The procedure is repeated for successively
larger bins (T ). A straight-line fit to a log-log plot of R/S against bin size T reveals a
power law, R/S ∼ TH , where H is the Hurst exponent. Detrended fluctuation analysis
runs along similar lines, but within each bin one subtracts a best-fit line, thus detrending
the data. The data in the bin are then characterized by standard deviation S ∼ TD, where
D is the DFA exponent. Table 3.2 shows the results; again, with high confidence (based
particularly on Student’s t-test) we can conclude that HOSE and SKOV noise come from
different distributions. However, since the means are separated by less than a population
standard deviation, many runs (of 4096 seconds) would be necessary to determine the
provenance of one particular culture.
While αlow, H, and D were designed to estimate correlations at diverging time scales,
short-time correlation is conveniently determined from autocorrelation, Figure 3.1d, nor-
malized to unity at zero lag. The lag of first zero crossing provides one natural measure
of when correlation is lost, but since autocorrelation curves may sometimes reach very
small, yet positive, plateaus before crossing zero, we also measured the lag at which the
this criterion. As a control test, half of HOSE runs were checked against the other half and SKOV against
SKOV, and in every case the alpha measurements were compatible with the null hypothesis, as expected.
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Table 3.1. Power-spectral measures of HOSE (non-cancerous) and SKOV (cancerous) re-
sistive and capacitive noise series. Shown are estimates for 1/fα behavior at high and
low frequencies. The means of the alphas differ by many standard errors (σ/
√
N , where
σ is the standard deviation), allowing us to distinguish the populations composed of N
runs, although not by enough to distinguish reliably a single HOSE run from a single
SKOV. The F -test and t-test give the probabilities that the variances and means of the
distributions of values of α would differ by as much as or more than they do if the two pop-
ulations had come from the same Gaussian distribution. KS gives the probability under the
Kolmogorov-Smirnov test that the two populations’ cumulative distributions could differ
as much as they do. Small probabilities indicate that the populations differ; a probability
of 0. means < 10−6. N = 34 for HOSE, N = 26 for SKOV. In all cases, we apply the
approximate t-test for distributions with unequal variances [62].
HOSE SKOV prob. from same distribution
measure ave σ σ/
√
N ave σ σ/
√
N F -test t-test KS-test
resistance
αlow 0.991 0.132 0.02 0.800 0.148 0.03 0.54 4.× 10
−6 4.2× 10−4
αhigh 1.58 0.558 0.10 1.09 0.648 0.13 0.42 4.× 10
−3 0.024
capacitance
αlow 0.909 0.0988 0.02 0.734 0.131 0.03 0.13 0. 9.× 10
−6
αhigh 1.133 0.446 0.08 0.980 0.357 0.07 0.25 0.15 0.37
Table 3.2. Additional measures of long-time correlation in the noise time series, Hurst and
detrended-fluctuation exponents. See Table-3.1 caption for column descriptions.
HOSE SKOV prob. from same distribution
measure ave σ σ/
√
N ave σ σ/
√
N F -test t-test KS-test
resistance
Hurst H 0.770 0.0442 0.008 0.744 0.0876 0.017 3.× 10−4 0.17 0.099
DFA D 0.854 0.0473 0.008 0.806 0.0793 0.016 0.006 9.8× 10−3 0.057
capacitance
Hurst H 0.792 0.0474 0.008 0.731 0.0886 0.017 9.× 10−4 3.1× 10−3 0.012
DFA D 0.843 0.0479 0.008 0.788 0.0748 0.015 0.017 2.5× 10−3 3.4 × 10−3
autocorrelation first crosses 1/e. In a model with only short-time correlation, the 1/e
time estimates the exponential decay time. However, as we discuss below, we observed
significant deviations from exponential decay, finding better fits to a shifted power-law
decay,
autocorrelation =
(
t+ t1
t1
)−β0
. (3.1)
We fit autocorrelation, for lags in the heuristic interval t = 1 to t = 20 seconds, using
Levenberg-Marquardt least-squares minimization to this form to find β0. Table 3.3 sum-
marizes results for the two crossings and β0; the last distinguishes the populations of HOSE
and SKOV runs only in that (cancerous) SKOV shows much greater scatter in β0, as mea-
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Table 3.3. Measures of short-time correlation in the noise time series: the lag at which
normalized autocorrelation (see Figure 3.1d) falls to 1/e, the first zero-crossing of auto-
correlation, and the exponent β0 from fitting the first few lags with a shifted power law.
See the Table-3.1 caption for the statistical labels. Of these measures, the 1/e crossing (in
resistance) and the zero crossing (in capacitance) have the greatest significance in distin-
guishing the populations; β0 is significant only in the sense that the scatter is very much
greater for cancerous SKOV than for non-cancerous HOSE.
HOSE SKOV prob. from same distribution
measure ave σ σ/
√
N ave σ σ/
√
N F -test t-test KS-test
resistance
1/e 6.35 1.76 0.30 4.91 2.62 0.51 0.032 0.020 9.1× 10−3
zero 132. 88.0 15 111. 115. 23. 0.14 0.44 0.068
β0 1.18 0.565 0.10 5.11 12.8 2.50 0. 0.13 0.48
capacitance
1/e 5.77 1.40 0.24 4.40 3.96 0.78 0. 0.10 6.0× 10−5
zero 194. 136. 23. 97.5 111. 22. 0.29 3.7× 10−3 8.6× 10−3
β0 1.17 1.16 0.20 1.93 3.35 0.66 0. 0.28 0.71
sured by the F -test. Both crossings vary greatly from run to run, but the 1/e crossing
in resistance and zero crossing in capacitance distinguish the populations of HOSE and
SKOV experiments at better than the 95% confidence level as measured by Student’s t-
test and the Kolmogorov-Smirnov test. In particular, the averaged measures show shorter
crossing times and steeper descents (β0) for SKOV than for HOSE, again consistent with
the hypothesis that the micromotion of cancerous cultures is less correlated than that of
non-cancerous cultures.
With the fourteen measures summarized in Tables 3.1–3.3, each run of 4096 seconds can
be thought of as a point in a fourteen-dimensional space. In such problems, the populations
might separate into two distinct, compact clusters [45, §4.2]; while the identification of
clusters in high-dimensional spaces remains an open problem in statistical research, it
is common to use the variance-maximizing principal-component analysis introduced by
Hotelling to project onto optimal subspaces, usually taken to be two-dimensional [40].
Figure 3.2 plots the first two principal components. While the plot shows a clear difference
between the two populations consisting of all runs of HOSE and all runs of SKOV, overlap
between the two clusters makes it difficult to apply the technique diagnostically. We found
this problem to be generic: an exhaustive examination of pairs of principal components
(beyond the first two) produced similar plots, with the two populations usually less distinct
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in higher-order components, while adding or subtracting several measures to the list of
fourteen measures did not improve clustering.
Thus far, the noise measures considered have shown that electrical noise from HOSE
and SKOV experiments have, on average, different correlations, but they do not provide a
reliable way to determine whether the cells in a single run of 4096 seconds are HOSE or
SKOV. However, from the normalized (zero-mean, unit-variance) noise time series of Figure
3.1b, we can extract a probability distribution of noise amplitudes, as in Figure 3.1e. Not
surprisingly, the distribution is approximately Gaussian; however, subtle deviations from
normal form do distinguish HOSE from SKOV, even in a single run, if we apply the
Kolmogorov-Smirnov test directly to the noise. This test looks only at distributions of
noise amplitudes, rather than correlations.
To this end, we concatenate the first nine 4096-second HOSE resistance runs (dis-
carding, for this purpose, the second halves of the 8192-second runs) to create a HOSE
resistance reference distribution. Similarly, we create a SKOV resistance reference by con-
catenating the first nine 4096-second SKOV runs. Each of the remaining runs is tested
against the two resistance reference sets. The same procedure is applied with capacitance
data. In many cases, Kolmogorov-Smirnov does not show a match with either distribution
with high probability, but we can compare the two probabilities: one typical HOSE run
matches the HOSE reference with probability 0.02 and SKOV with probability 4.7× 10−8,
so we (correctly) identify this run as HOSE based on the ratio of probabilities. Of 56 tested
data sets (none of which went into the construction of the reference sets), 42 (75%) matched
the correct reference set by this criterion, an outcome that would happen by chance with
probability approximately 1.2×10−4. We repeated the procedure using a second collection
of four reference sets (HOSE/SKOV, resistance/capacitance) each constructed from nine
runs not used in making the first reference sets. Of 64 trials (none used in the new refer-
ence sets), 53 (83%) were identified correctly, with corresponding probability 5×10−8. The
results from the two sets of trials are added and summarized in Table 3.4. We can reduce
percentages of incorrect identifications by insisting on agreement between resistance and
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capacitance time series; this lowers the overall incorrect identification rate to 11.7%, with
a correct rate of 70.0% and a “not-sure” rate of 18.3%.
Viewed by eye, the kernel-smoothed probability distribution function of a noise time
series looks approximately normal (Gaussian), although often with outliers; see Figure 3.1e.
Deviations from normality are characterized in part by kurtosis 3, which is larger for HOSE
than for SKOV: see Table 3.5. A possible explanation is that kurtosis here is a proxy for
correlation. Under this hypothesis, two effects could be at work. First, while all of our
runs have the same number of time steps, Table 3.3 shows that SKOV correlation times
are shorter than HOSE correlation times; thus, a SKOV run could be said to have more
independent time steps than a HOSE run of the same length. The standard deviation of
the estimator of kurtosis scales as 1/
√
N , with N the number of independent samples [3].
The ratios of 18 in Table 3.5 between standard deviations of kurtoses from the populations
of all HOSE and all SKOV imply much too large a ratio of correlation times (182), but
qualitatively they support the idea of more independent samples in SKOV. However, this
first effect would not result in the observed statistically significant differences in mean
kurtoses. A second possible manifestation of correlation gets to the heart of why the noise
distributions appear approximately Gaussian: a large number of cells contribute to the
overall measurement of resistance or capacitance. We would expect a normal distribution
in the limit of infinitely many cells; however, convergence under the central-limit theorem is
non-uniform, with a distribution approaching a Gaussian slowly in the tails as the number
of independent cellular motions increases. If, as we believe, HOSE motion is more correlated
than SKOV, it would comprise fewer independent cellular motions and so have a larger
kurtosis.
Temporal correlation cannot explain the whole effect: as we argue in Appendix A of this
chapter, both kurtosis and Kolmogorov-Smirnov appear to be better discriminants than
a direct measure, the 1/e crossing. This suggests that the univariate noise distribution
3Conventions for kurtosis abound. Specifically, we mean the unbiased estimator g2 = k4/k
2
2 , where ki
are the Fisher statistics: see E. Keeping, Introduction to Statistical Inference (van Nostrand, Princeton,
1962, republished Dover, 1995). Since the quantity estimated by g2 is zero for a normal distribution, is is
sometimes referred to as “kurtosis excess.”
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Table 3.4. Percentages of correct identifications. The Kolmogorov-Smirnov test is applied
to distributions of noise amplitudes against HOSE and SKOV reference sets. Two non-
overlapping choices of reference sets are used; in neither case did any trial run figure in a
reference set against which it was tested. The “average” column gives percentages weighted
by numbers of trials (16 HOSE and 12 SKOV in the first set, 18 HOSE and 14 SKOV in
the second).
first set second set average
HOSE capacitance 62.5% 72.2% 67.6%
HOSE resistance 87.5 66.7 76.5
SKOV capacitance 83.3 100. 92.3
SKOV resistance 66.7 100. 84.6
all resistance 78.6 81.3 80.0
all capacitance 71.4 84.4 78.3
all HOSE 75.0 69.4 72.1
all SKOV 75.0 100. 88.5
all 75.0 82.8 79.2
Table 3.5. Kurtosis averaged over all runs, standard deviation of kurtoses, and standard
deviation of the means. F -test probabilities for HOSE and SKOV to come from the same
distribution were both < 10−6; t-tests were 0.022 for resistance and 0.005 for capacitance.
The Kolmogorov-Smirnov test gave probability < 10−6 for resistance and 6 × 10−5 for
capacitance.
average σ σ/
√
N
HOSE resistance 74.4 173.1 29.7
SKOV resistance 3.00 9.57 1.9
HOSE capacitance 17.6 32.2 5.5
SKOV capacitance 0.94 1.80 0.35
is more than just a proxy for correlation time. In Appendix B, we consider whether the
observed kurtosis could result from spatial correlations 4 proportional to the measured
temporal correlations and argue that the kurtosis effect is too strong and the coupling
between kurtosis and temporal correlation too weak to support this hypothesis.
4We will report elsewhere on direct measures of spatial correlation in micromotion.
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3.4 Two Simple Models
Having motivated and interpreted our measures of noise in terms of short- and long-
time correlations, we now compare our data to the simplest possible discrete-time models,
the binary random walk with persistence [32], displaying only short-time correlation, and
a discrete fractional Brownian motion [50, 64], which has correlations on all time scales.
For present purposes, it suffices to consider only the increments rather than the walks
themselves; that is, we compare to Figure 3.1b, not Figure 3.1a.
First, consider the increments of a discrete random walk with persistence. Let the
increment at time j∆t, where ∆t is the time step, be xj, drawn from {+1,−1}. Then
xj+1 = xj with probability a and xj+1 = −xj with probability 1−a; one recovers the usual
discrete binary random walk for a = 1/2. Since we think of this process as approximating
a continuous one, and there is no natural way to take the limit ∆t→ 0 for anticorrelated
increments, we restrict 1/2 ≤ a ≤ 1. For convenience, we set ∆t = 1. A simple inductive
argument shows that
〈x0xn〉 = (2a − 1)n = exp(−n/τ) , (3.2)
where the correlation time τ = −1/ ln(2a− 1). For times much larger than τ , this Markov
process looks like an ordinary binary random walk with a rescaled time, and by the usual
arguments [66], the power spectrum approaches white noise, i.e., it becomes independent
of frequency in the low-frequency limit. However, for a finite run, the power spectrum may
mimic correlated (pink) noise even, surprisingly, for a τ as short as 4 in a run as long as
4096, as in Figure 3.3a. However, the random noise levels off noticeably at low frequencies,
while the experimental data (Figure 3.3b) appear to follow a 1/fα power law to the lowest
frequencies 5. This supports the presence of correlations at all time scales. The shortness
of the low-frequency plateau in Figure 3.3a is misleading. To see more of the flat part of
the spectrum, finer frequency resolution is necessary. Taking larger windows, we can (at
least for a run longer than 4096) extend the graph many decades to the left and verify
5Indeed, our Figure 3.3a resembles Figure 6b of Reference [64]. That process also has no true long-time
correlations.
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that the spectrum remains flat (white), but at the cost of greater scatter. Parts (c) and
(d) of the figure show autocorrelation for random noise and experimental data with fits
to exponential decay (dotted) and the shifted power law (3.1) (solid). The two fits fall
on top of one another for the process satisfying (3.2). That exponential decay does not
approximate the experimental data as well as the power law corroborates the hypothesis
of longer-than-short-time correlations.
Mandelbrot and van Ness [50] introduce the notion of fractional Brownian motion with
correlations between increments separated by arbitrary time differences and with a 1/fα
power spectrum. Rangarajan and Ding [64] describe a particularly simple way of gener-
ating a time series of increments with such properties: start with a Gaussian-distributed
uncorrelated time series {xj}, Fourier-transform, multiply by f−α/2, and Fourier-transform
back. The resulting process has a Hurst exponent given by
H = (1 + α)/2 . (3.3)
Determination of exponents α and H is subject to the usual numerical vicissitudes, but
Rangarajan and Ding argue that true long-ranged processes should satisfy (3.3) at least
approximately.
Figure 3.4 plots fractional discrepancies between (3.3) and measured Hurst exponents
as functions of measured spectral exponents α. At the bottom are plotted artificially-
generated long-time-correlated data following the prescription of Rangarajan and Ding
(plotting symbols +); the measured exponents α are always close to the known values, so
the measurement errors occur in estimating H. We note a systematic trend toward larger
errors away from α ≈ 0.5, but generally the errors stay small. At the top of the graph
(plotting symbols ⋄) are artificially-generated random walk increments with persistence
times ranging from 2 at the left to 7 at the right. Measured values of α follow the same
prescription as used above, although as noted earlier (Figure 3.3), the fits fail for low
frequencies; indeed, every α should be zero. Hurst estimates range from 0.45 to 0.67;
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the true value in every case should be 1/2. As discussed by Rangarajan and Ding, the
discrepancies between measured Hurst and Hurst estimated from measured α are large.
In the middle and at the bottom are plotted our experimental data (HOSE ◦, SKOV ×).
Agreement between the exponents H and α is generally not as good as for the long-range-
correlated processes but not so poor as for the short-time-correlated random walk. On
average, the experimental points lie closer to the former than to the latter. We interpret
this result as supporting the existence of correlations on, at the very least, many different
time scales. A model of cell motion will need to explain both the short-time and long-time
correlations we have observed.
3.5 Applications
We have demonstrated that electrical-noise measurements on human ovarian surface
epithelial cells can distinguish cancerous and non-cancerous cultures. This is not intended
as a diagnostic tool; for one thing, it is easier to distinguish them under a microscope. We
find it is also possible to distinguish HOSE from SKOV based purely on average electrical
resistance or capacitance. Our main focus has rather been on developing statistical tools
with which to test more sophisticated statistical-mechanical models and in developing a
database of characteristics of many different cell types, for which a single measurement
(e.g., average electrical resistance) will surely be inadequate. The application of the ECIS
methodology to investigate cell motility in culture under different environmental conditions
may provide a useful tool in this effort.
Motility of cells in tissue culture has been widely observed and is thought to be an
expression of a basic cellular mechanism involved in numerous physiological and patholog-
ical processes, such as morphogenesis, wound healing, and tumor metastasis. In addition
to locomotion, motility may take the form of membrane ruﬄing and undulations and the
extension of regions of the cytoplasm in the form of blebs and lamellipodia. While nor-
mal cells exhibit steady control of their growth rate and motile behavior in response to
cell-substrate and cell-cell interactions, the lack of such contact inhibition in cancer cells is
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directly responsible for their invasive behavior [38]. In an ECIS measurement, as the cells
attach and spread on the electrode surface, the electric current must flow in the spaces
under and between the cells, as the cell membranes are essentially insulators. In reducing
the area available for current flow, this initial motion causes a large increase in impedance.
This generally peaks a few hours into the experiment; our data were taken well after the
peak. Subsequent smaller changes in the cell-substrate and cell-cell interactions due to
cell motions cause the impedance to fluctuate with time. The numerical methods used in
this paper open the way to analyzing impedance fluctuations measured by ECIS and may
provide information about cellular dynamics such as different behavior between cancerous
and healthy cells.
Our observation of shorter correlation times in cancerous cultures is consistent with the
picture of these cells moving in a less regulated manner. Now that it has been established
that different cell types generate distinguishable noise patterns, future research in this
area will focus on the development of realistic models of cellular motility for healthy and
malignant cells.
3.6 Appendix A: Comparing Discriminants
We claim no originality to the following elementary application of statistics but could
not find a textbook discussion of quite this point. Given two distributions, A and B (for
instance, the kurtoses of HOSE data sets and those of SKOV), assumed to be Gaussian
and characterized by means µA < µB and standard deviations σA, σB , there are several
choices of where to place a dividing point x0 so as to identify all x < x0 as belonging to
population A and all x > x0 to population B. One natural choice is to pick x0 so that the
expected rates of correct identification of the two populations will be the same, i.e., that
x0 − µA should be the same multiple of σA as µB − x0 is of σB, or
x0 =
µAσB + µBσA
σA + σB
. (3.4)
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Any other choice will decrease the expected rate of incorrect identification of one population
at the cost of increasing the other. A second plausible choice is to seek to maximize the
sum of the expected correct identification rates,
CA =
1
2
+
1
2
erf
(
x0 − µA
σA
√
2
)
CB =
1
2
+
1
2
erf
(
µB − x0
σB
√
2
)
;
(3.5)
it is easy to show that the separatrix x0 is then
x0=
µBσ
2
A−σB
(
µAσB±σA
√
(µA−µB)2+2(σ2A−σ2B) ln(σA/σB)
)
σ2A−σ2B
. (3.6)
(One root maximizes CA + CB . Note that (3.6) reduces to (µA + µB)/2 when σA = σB.)
A third natural choice, maximizing the product CACB , requires numerical solution. Of
course, a more complicated risk function could apply, for instance in medical diagnosis,
where a false negative is much worse than a false positive.
To compare the predictive values of three of the statistical measures developed in the
text, 1/e crossing from Table 3.3, kurtosis from Table 3.5, and the Kolmogorov-Smirnov test
of Table 3.4, we apply the simplest separatrix, (3.4) to the means and standard deviations
estimated for the first two. (This choice is motivated by the similar correct-identification
percentages for HOSE and SKOV in Table 3.4, but as an alternative to (3.5), using the
actual data sets gives comparable answers). Then the expected correct-identification rate
(3.5) for 1/e as a discriminant is 62% and that for kurtosis 67%. These rates are both lower
than the 79% (Table 3.4) for the Kolmogorov-Smirnov test applied to the noise distribution,
undermining the idea that the deviation of this distribution from normal form is strictly a
proxy for correlation time.
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3.7 Appendix B: Kurtosis and Correlation Length
In the previous appendix, we have argued from the data that because 1/e decay time
as a measure of correlation time does not discriminate HOSE cultures from SKOV as well
as the Kolmogorov-Smirnov test on the noise distributions, the latter must be more than
a proxy for temporal correlation. We now consider whether spatial correlation, which this
experiment does not measure directly [4], might enhance kurtosis by reducing the number
of independent motions responsible for the measured time series, as discussed in Section
3.3.
The resistance or capacitance measured at a given time is the result of motion involving
many cells. If we view the total signal as the sum of many components, and if each of these
has a non-divergent variance, the central-limit theorem holds, and we expect approximately
a Gaussian distribution, which we observe (Figure 3.1e). As is well known, convergence
under the central-limit theorem as the number of components n→∞ is non-uniform, and
for finite n, outliers can affect the kurtosis. The binomial distribution (for definiteness, with
equal probabilities for individual events ±1) provides a familiar example. Here, kurtosis
γ2 = −2/n [1, (26.1.20)], but more generally we would expect γ2 ∼ n−1 for the whole class
of related models. If a spatial correlation length is supposed proportional to the correlation
time, τ , then we would expect n ∼ τ−2, since the culture is two-dimensional, so that
γ2 ∼ τ2 . (3.7)
A comparison of average 1/e times from Table 3.3, estimating τ , to average estimated
kurtoses from Table 3.5 shows a monotonic increase of kurtosis with τ , as predicted. How-
ever, the increase is very much more rapid than τ2, roughly τ12, according to these four
data points. The very large ratios of kurtosis between HOSE and SKOV samples (factor
of 25 for resistance, 19 for capacitance) for modest increases in 1/e times (29% and 31%)
suggests that spatial correlations are stronger than the temporal ones. On the other hand,
scatter plots (for resistance and for capacitance data) of kurtosis versus 1/e time for the 60
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runs show tremendous variation and no evident trend; only on average do we see monotonic
behavior. This suggests that temporal correlation and kurtosis, while both discriminants
between HOSE and SKOV, may not be strongly coupled.
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Figure 3.2. (Color on-line.) Projection along the first two principal components of the
fourteen-dimensional space determined by Tables 3.1–3.3. Blue open symbols mark the
34 HOSE runs, red crosses the 26 SKOV experiments. As populations, these two sets are
distinct, but the overlap of clusters makes it difficult to distinguish individual runs in this
type of projection.
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Figure 3.3. The increments of a finite random walk with persistence (left) may mimic
certain aspects of the experimental data (right), but with notable differences. The random
process has a = 0.8894, so an exponential decay time τ = 4.00. The experiment is a typical
capacitance noise time series of HOSE, with a measured 1/e crossing of 5.7. (a) and (b)
show the best-fit lines to the first 100 points (excluding zero and the lowest frequency) of
the power spectrum; both give slopes ≈ −1.0, but the random data level off noticeably
at low frequencies, as would be expected of white noise. Autocorrelation curves (c) and
(d) show fits to exponential (dotted line) and shifted power-law (3.1) (solid) decays. For
the random noise, the two fits fall on top of one another, but for the experimental data, a
power law fits better than exponential decay.
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Figure 3.4. (Color on-line.) Fractional discrepancies between Hpred given by (3.3) and
measured Hurst exponent as functions of measured spectral exponent αlow. Near the
bottom, plotted with large + symbols, are artificially-generated data with known long-
time correlations. At top are generated data (large ⋄) from random-walk increments with
persistence times ranging from 2 (smaller values of α) to 7 (larger values). In the middle
are experimental results for HOSE (blue ◦) and SKOV (red ×). Most of the experimental
data look more like the correlated data than the uncorrelated, but a few overlap with
uncorrelated noise; all of these are SKOV.
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CHAPTER 4
DETECTING EFFECTS OF LOW LEVELS OF CYTOCHALASIN B IN
3T3 FIBROBLAST CULTURES1
4.1 Introduction
The toxin cytochalasin B interferes with cytoskeleton function by inhibiting actin poly-
merization [72, 79, 10, 14]. At sufficiently high concentration, cytochalasin poisoning of
3T3 fibroblasts leads to a number of morphological effects [72, 79, 31, 57]. The electrical
resistance of a cell culture jumps rapidly with the addition of a low concentration of the
toxin to the medium in a flow cell; this jump is reversed just as rapidly when the toxin
is flushed [13]. Although the jumps in resistance provide an unmistakable signature for
the addition and subsequent elimination of cytochalasin B, the absolute resistance gives
a far less sensitive signal: given an average resistance over half an hour, one can perhaps
distinguish a 2.5µM concentration2 in the medium from no toxin, but the correlation be-
tween absolute resistance and concentration is too weak for finer comparisons when the
experiment does not permit dynamic control over the levels of toxin in the medium. The
technique of electric cell-substrate impedance sensing (ECIS) has been introduced to mon-
itor electrical impedance of cell cultures [33]; however, in most published ECIS work (e.g.,
[33, 46, 39, 16, 69, 23]), only a time-averaged signal, or a secular trend in resistance over
many hours, is used. We will argue that a statistical analysis of impedance noise does
a better job of distinguishing low levels of cytochalasin B in culture than does average
impedance.
1This chapter has been published, in different form, by D. C. Lovelady, J. Friedman, S. Patel, D. A.
Rabson, and C.-M Lo in Biosen. & Bioele.24 2250 (2009).
2µM = micromole/liter
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At the bottom of Fig. 4.1 we show micrographs of confluent layers of 3T3 fibroblasts
under different amounts of the toxin. It is difficult to distinguish among cultures (b), (c),
and (d): exposed to toxin levels of 0, 0.1, and 1µM, they remain confluent. However,
cultures exposed to higher concentrations (not shown) develop easily recognized holes and
other gross features. These results are even clearer in the graph, (a), showing the resistance
versus time of confluent layers of 3T3 cells exposed to six concentrations of the toxin. While
the three higher concentrations are easily distinguished from the three lowest, one cannot
tell the differences among the three lowest concentrations. This is confirmed in Fig. 4.2,
showing that even averaging on the order of ten 2048-second runs (5–6 hours of data)
cannot distinguish the three lowest toxin levels.
In reference [48], we introduced a statistical technique for analyzing the rapid and
apparently “random” noise fluctuations seen in ECIS experiments and demonstrated that
such analysis can distinguish cancerous from non-cancerous cultures of human ovarian
surface epithelial cells. We now apply these ideas to cultures of 3T3 fibroblasts with levels
of cytochalasin B in the medium ranging from zero to 10µM and show that the noise
spectrum distinguishes different concentrations more effectively than average resistance.
As with the previous work, the statistical measures include the power spectrum of the
noise, Hurst exponents, detrended fluctuation analysis, and statistical tests of population
differences.
4.2 Experimental Methods
We used the ECIS system to collect micromotion time-series data, the fluctuations in
which are caused by the movements in a confluent layer of live cells. The system can be
modeled as an RC circuit [34, 35, 46, 47]. The cells are cultured on a small gold electrode
(5×10−4 cm2), which is connected in series to a 1-Megaohm resister, an AC signal generator
operating at 1 volt and 4000 Hz, and finally to a large gold counter-electrode (0.15 cm2).
This network is connected in parallel to a lock-in amplifier, and the in-phase and out-of-
phase voltages are collected once a second, from which we extract time series of resistance
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(a)
(b) (c) (d)
Figure 4.1. Graph (a) displays resistance as a function of time in confluent cultures of 3T3
fibroblasts exposed to medium containing the toxin cytochalasin B in concentrations of 0,
0.1, 1.0, 2.5, 5.0, and 10µM. The optical micrographs (b)–(d) show the states of cultures
20 hours after exposure for the three lowest concentrations. The circular object (250 µ
diameter) in each is the gold electrode. The images were taken with a cooled CCD cam-
era (Princeton Instruments MicroMax:512BFT) through a Zeiss Axiovert 200 microscope
equipped with a 40x NA 0.65 Achromat phase objective lens and stage incubator and
were processed digitally to enhance contrast (Image Magick, -equalize option). If one
ignores the overall brightness as an artifact of the phase-contrast microscopy, it is difficult
to distinguish images (b)–(d).
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Figure 4.2. Average resistances of ECIS runs (as in Fig. 4.1a) do not distinguish low con-
centrations of cytochalasin B. Symbols (×) plot the averages of multiple runs as functions
of concentration; control runs (0µM) are plotted at 0.01µM. For each concentration, the
outer error bar gives the population standard deviation, the inner error bar the standard
error of the mean. The standard errors of the mean of the lowest three concentrations all
overlap, consistent with the picture presented in Fig. 4.1a. We averaged nine 2048-second
runs at 0µM, twelve at 0.1µM, twelve at 1.0µM, ten at 2.5µM, eleven at 5.0µM, and ten
at 10µM.
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(a) (b) (c)
Figure 4.3. Power-spectral-density plots for representative runs at toxin concentrations of
(a) 0µM, (b) 0.1µM, and (c) 1.0µM. The powers are for the numerical derivatives of
individual 2048-s time series with half-overlapping, 256-second Hann windows; the series
are normalized to unit variance before the power spectra are estimated, so the units are
arbitrary. Low-frequency exponents α characterizing 1/fα noise are estimated by straight-
line fits to the first 100 frequencies (excluding zero and the next lowest); for the examples
shown, these are 0.83, 0.75, and 0.60. Estimates from a population of runs at each concen-
tration are averaged to produce the data in the third through fifth columns of Table 4.1
and in Figure 4.4.
and capacitive reactance. In ECIS experiments, the fluctuations in complex impedance
come primarily from changes in intercellular gaps and in the narrow spaces between the cells
and the small gold electrode [35, 47, 46]. A current of about one microamp is driven through
the sample, and the resulting voltage drop of a few millivolts across the cell layer has no
physiological effect: this is a noninvasive, in vitro-technique. The 3T3 fibroblasts, obtained
from the American Type Culture Collection (Manassas, VA), were grown in DMEM (4.5g/L
D-glucose) (Mediatech, Manassas, VA) supplemented with 10% FBS (Mediatech), 50 g/mL
streptomycin, 50 units/mL penicillin, and 250 ng/mL amphotericin B under 5% CO2,
and a 37◦ C, high-humidity atmosphere. For ECIS micromotion measurements, cells were
harvested and grown to confluence 24 hours before addition of cytochalasin B into the
electrode wells, resulting in a cell density that was controlled at 105cell/cm2. Cytochalasin
B (Sigma, ST. Louis, MO) was diluted in DMSO as a 10 mM solution before use.
To expose 3T3 cell layers to cytochalasin B, 0.4 mL of complete culture medium was
used in each well before adding the cytochalasin-B solution. Serial dilutions were prepared
in culture medium, and 0.1 mL of toxin solution was carefully added to each well to achieve
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the final desired concentration. In control experiments, each well received the same amount
of culture medium without cytochalasin B. Note that in the ECIS apparatus, the wells are
completely independent. We emphasize that we are not dynamically changing toxin levels
as in flow-cell experiments [13]; to see the effects of the toxin will require statistical analysis.
From 64 separate cultures, we collected time series of which nine were at zero concen-
tration of the toxin cytochalasin B. We took twelve runs at 0.1µM, twelve at 1.0µM, ten
at 2.5µM, eleven at 5.0µM, and ten at 10µM. Each 2048-s run (just over 1/2 hour) was
taken 24 hours after the introduction of the toxin to ensure that the cells received the full
effect at each concentration. We numerically differentiated the resistance and capacitance
time series to obtain noise time series for each, which we normalized to zero mean and unit
variance.
4.3 Statistical Measures of Noise
While the power spectrum, Hurst exponent, and detrended fluctuation analysis give
us ways of quantifying long-term correlations in the noise, the Fourier transform of the
power spectrum yields autocorrelation, which enables us to quantify and study short-term
correlations. In what follows we examine the real part of impedance from the experiments.
At 4000 Hz, the imaginary or capacitive part was not as useful at distinguishing the different
toxins levels; we would expect capacitance to become more sensitive to cell motions at
higher frequencies.
4.3.1 Long-term correlations
We first examine long-term correlations. In the low-frequency limit, the power spectrum
at the lower concentrations shows signs of long-time correlations, with the correlations
getting weaker as the concentration is increased. A log-log plot of spectral density against
frequency f suggests an intensity varying as f−α, with this trend becoming less clear at
higher concentrations. We estimated α with least-squares straight-line fits of power from
only the lowest 100 frequencies (excluding zero frequency and the next lowest frequency).
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Table 4.1. Long-term correlation. Power-spectral, Hurst, and DFA measures of confluent
layers of 3T3 fibroblast resistive noise series averaged over all runs at different concen-
trations of the toxin cytochalasin B. The first and second columns give the concentration
in µM and the number (N) of independent experiments. Shown are estimates for 1/fα
behavior (α), Hurst (H), and detrended fluctuation analysis (D) exponents at low frequen-
cies. The means of the α values differ by many standard errors of the mean ( σ√
N
, where σ
is the standard deviation), allowing us to distinguish the populations composed of N runs
just from the power spectrum. Notice that for the power spectrum, concentrations of zero,
2.5, and 5.0µM are separated by σ, the standard deviation.
conc. N α¯ σα
σα√
N
H¯ σH
σH√
N
D¯ σD
σD√
N
0.0 9 0.854 0.102 0.034 0.764 0.062 0.020 0.832 0.036 0.012
0.1 12 0.780 0.097 0.028 0.768 0.038 0.011 0.837 0.045 0.013
1.0 12 0.664 0.131 0.038 0.746 0.045 0.013 0.787 0.035 0.010
2.5 10 0.400 0.104 0.033 0.690 0.032 0.010 0.706 0.032 0.010
5.0 11 −0.283 0.361 0.109 0.693 0.074 0.022 0.558 0.052 0.016
10.0 10 −0.843 0.463 0.147 0.605 0.118 0.037 0.403 0.107 0.034
For each run, we split the 2048 noise amplitudes into half-overlapping windows of 256 s,
multiplied by a Hann window, Fourier transformed, and squared, averaging the resulting
spectra in order to reduce scatter [62]. We show in Figure 4.3 some typical scatter plots at
the three lowest concentrations, along with their fits.
Having obtained an α for every experiment, we then averaged these separately for
each concentration. Our results are shown in Table 4.1, where α¯ is the average, σα is the
standard deviation, and σα√
N
, the standard error of the mean, is σα divided by the square
root of N, the number of experiments. The first thing we notice is that the means of
the αs are separated by several standard errors ( σ√
N
). This implies that already with the
power spectrum alone, given enough experiments, one could in principle distinguish the
concentrations. More significantly, the means at concentrations of zero, 2.5, and 5.0µM are
separated from their neighboring means by at least a standard deviation σ; thus the power
spectrum might be the strongest indicator for distinguishing different levels of this toxin in
3T3 fibroblasts. The Student-t and Kolmogorov-Smirnov tests confirmed the separations
of populations by α except for the two lowest concentrations (zero and 0.1µM).
These power-slope averages also show a clear tend, as Fig. 4.4 brings out. As concen-
tration increases, the power slope decreases. Thus, the long-term correlations, which are
strongest at zero concentration, are disrupted by addition of the toxin.
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There is a danger in looking only at power-law behavior to determine the existence
of long-term correlations in time-series data [63, 17]. In order to avoid this problem, we
look at two other indicators of long-term correlation, the exponents provided by rescaled
range analysis (Hurst analysis) and detrended fluctuation analysis [7, 51, 25, 58, 59]. Both
methods are binning techniques. A time series is split into bins of duration τ , and it is then
determined how a measure S(τ) scales with τ . For Hurst, one subtracts the mean from
all the data in a bin and characterizes that bin by its standard deviation, σ. The series
is integrated, and the minimum value subtracted from the maximum, yielding the range,
R. For each bin, one records the ratio R/σ and averages over bins of the same size. The
procedure is repeated for successively larger bins (τ). A straight-line fit to a log-log plot
of R/σ against bin size τ reveals a power law, R/σ ∼ τH , where H is the Hurst exponent.
Detrended fluctuation analysis runs along similar lines, but within each bin one subtracts
a best-fit line, thus detrending the data. The data in the bin are then characterized by
standard deviation σ ∼ τD, were D is the DFA exponent.
Table 4.1 shows the results. H¯ (D¯) is the Hurst (DFA) exponent averaged over all
experiments for each concentration. σi is the standard deviation and
σi√
N
the standard
error for measure i = D, H.
Neither Hurst nor DFA is as clear-cut as the power-spectrum analysis. For Hurst, con-
centrations that are close to each other overlap even when considering just the standard
error. DFA is a little better, but using the standard error cannot distinguish zero concen-
tration from the next lowest. Both Hurst and DFA show a decline in the exponents from
the lowest concentration to the highest. That the overall separation seems to be better
for DFA than for Hurst might be due to finite-size effects in the time series. As pointed
out by Coronado and Carpena, DFA does a better job with finite time series than does
Hurst [17]. The Student-t test seems to support this. For DFA it is able to find that all
concentrations differ except for zero and the next lowest, while for Hurst it cannot tell the
difference between the three lowest concentrations. For neither DFA nor Hurst can the
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Table 4.2. Short-term correlation. First zero (Z) and first 1/e crossing (E) of the auto-
correlation function used as measures for confluent layers of 3T3 fibroblast resistive noise
series averaged over all runs at different concentrations of the toxin cytochalasin B.
concentration (µM) Z¯ σZ
σZ√
N
E¯ σE
σE√
N
0.0 75.177 108.568 36.189 4.737 2.016 0.672
0.1 49.700 32.207 9.297 3.585 1.522 0.439
1.0 47.369 38.368 11.076 2.862 1.355 0.391
2.5 27.331 9.848 3.114 2.201 0.286 0.091
5.0 10.147 18.341 5.530 1.578 0.066 0.020
10.0 1.788 0.0695 0.0220 1.498 0.044 0.014
Kolmogorov-Smirnov test distinguish the three lowest concentrations, but for DFA it can
distinguish all the others.
Both show the same trend of strong correlation at zero concentration with that correla-
tion getting weaker as the concentration is increased. With all three measures of long-term
correlation showing this trend, we believe that it is actually there. This trend is also what
we would intuitively expect considering the effect of cytochalasin B on the cytoskeleton.
Hurst and DFA can be used to validate power-spectral (α) results [63]. We repeated the
technique we introduced in Ref. [48, Fig. 4], computing discrepancies between the values
for both Hurst and DFA predicted from the numerical estimates for α and those measured
in the time series. As in the previous work, the experimental discrepancies were more
consistent with the small discrepancies measured in artificial time series constructed to
have long-time correlations than with the larger discrepancies of artificial white noise.
4.3.2 Short-Term Correlations
In order to investigate the short-term correlations in these systems, we look at the
first zero and first 1/e crossings of the autocorrelation function. Our results are shown in
Table 4.2. The 1/e crossing can distinguish zero concentration from 2.5µM and 2.5µM
from 5.0µM using the standard deviation, while the first zero crossing can do so with
the standard error of the mean. Student’s t test for the 1/e crossing distinguishes all
concentrations but zero from the next lowest and 1.0µM from 0.1µM and 2.5µM. The zero
crossing does not do nearly as well; it can’t distinguish any of the lowest concentrations from
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Figure 4.4. The plot shows the concentration of the toxin cytochalasin B on the horizontal
axis with zero concentration plotted at 10−2 µM (semilog plot for clarity) versus the slope
of the log-log plot of power versus frequency averaged over all experimental runs for each
concentration. The larger error bars in the graph show the standard deviation as given
in Table 4.1, while the smaller bars give the standard error. Notice the clear trend of
decreasing power slope at increasing concentration, indicating the weakening of long-term
correlation.
54
each other. The Kolmogorov-Smirnov test generally fails to distinguish the zero-crossing
distributions at the tested concentrations.
The trend for each also supports our hypothesis that the system is becoming less corre-
lated with higher concentration of the toxin. Figure 4.5 displays this trend by plotting the
concentration on the horizontal axis and the 1/e crossing on the vertical axis along with
the standard error at each concentration. As the concentration is increased, the first 1/e
crossing is reduced, implying that the system is less correlated for the higher concentrations.
4.4 Measure Space
Using our measures of long- and short-term correlations in the noise, we can construct
a multidimensional space each axis of which represents one of our measures, and each
experiment is then a point in this space. We construct such a space with the four dimensions
α, D, H, and 1/e crossing, normalizing to unit variance.
We find the vector in this space that represents the average position for each concentra-
tion and then construct a sphere about each average position with radius given by the root
mean square of the standard errors along the four axes. Dividing the distance between
the average position of the populations at two concentrations by the sum of their radii
measures roughly their separation, with a ratio significantly larger than unity indicating
good separation. Table 4.3 compares the six spheres. Even those clusters that overlap
under this criterion, such as the zero-concentration and 0.1-µM spheres, have separation
parameters closer to unity than to zero, suggesting that longer data sets might separate
the measurements more clearly.
In order to get some picture of what is happening in this four-dimensional space, we
project onto a plane whose two axes maximize the variance, i.e., the first two princi-
pal components [40]. Fig. 4.6 shows clustering of the different concentrations. For this
principal-component analysis, we omitted the runs at 10µM. Starting from the highest
concentration, we see that the clusters are distinct but that as the concentration is re-
duced, the clusters get closer together and begin to overlap.
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Figure 4.5. The plot shows the concentration of the toxin cytochalasin B on the horizontal
axis with zero concentration plotted at 10−2 µM (semilog plot for clarity) versus the first
1/e crossing averaged over all experimental runs for each concentration. The error bars in
the graph show the standard error of the mean as given in Table 4.2. Notice the clear trend
of decreasing first 1/e crossing with increasing concentration, indicating the weakening of
short-term correlation.
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Figure 4.6. The first principal component on the horizontal axis is plotted against the second
principal component on the vertical. One sees separation of different concentrations of the
toxin.
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Table 4.3. The results from calculations done on concentration spheres in our constructed
measure space. The rows and columns both represent the different concentrations we have
used in our experiments. An entry in the table then tells which two spheres are being
compared. We divided the center-to-center distance between any two spheres by the sum
of the radii of those same two spheres. Unity means the spheres just touch.
0.0µM 0.1µM 1.0µM 2.5µM 5.0µM
0.1µM 0.8 − − − −
1.0µM 1.5 1.1 − − −
2.5µM 3.3 3.7 2.5 − −
5.0µM 4.1 4.7 3.9 3.0 −
10.0µM 4.1 4.6 4.3 2.9 0.7
4.5 Discussion
We previously demonstrated use of these statistical tools on electrical-noise measure-
ments from ECIS to distinguish cancerous and noncancerous human ovarian surface ep-
ithelial cells in culture [48]. We have now used these same tools to differentiate toxin levels
in cultures of 3T3 fibroblasts. We have observed that, as the toxin level is increased, the
long-term correlations, as measured by the power spectrum, Hurst exponent, and detrended
fluctuation analysis, decrease. In addition, the short-term correlations, as measured by the
first zero and 1/e crossing of the autocorrelation function, decrease as the toxin level is
increased. If we interpret these correlations as a description of the level of communication
and cooperation between cells, then these measures are describing a system that is in some
sense coordinated, that coordination being disrupted by addition of the toxin cytochalasin
B. Eventually, as the toxin reaches a threshold, the system is unable to work together, and
the measures approach values typical of random systems. For example, the Hurst exponent
drops from 0.764 in the control runs, indicating correlation, toward the value of 1/2 ex-
pected for white noise. At the highest concentrations, α appears to go negative; however,
the log-log power-spectral plots also become harder to interpret, so we expect that longer
runs would give α = 0 (white noise). The loss of temporal correlation with increasing toxin
concentration can be explained by the effects of cytochalasin B on the cytoskeleton [72, 79].
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As the cytochalasin B interferes with cell function, the ability of the cells to maintain tight
cell junctions is disrupted.
Noise analysis of ECIS data can be used to test statistical-mechanical models of micro-
motion. Looking further, we envision a database of electrical (ECIS) characteristics, with
the collection of noise measures for each cell type and environment (e.g., toxin) constitut-
ing a kind of fingerprint: this could open the door to further applications, including drug
screening and environmental sensing.
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CHAPTER 5
STATISTICAL-MECHANICAL MODEL OF MICROMOTION1
5.1 Introduction
We now introduce one of the simplest ways possible to model micromotion. The time
series produced by ECIS motivates the model, and we wish to extract from our model a time
series that can be compared with the ECIS experiment. We consider local interactions in
cell cultures and model the cell-cell and cell-medium interactions. The adhesion of normal
cells to other cells and the extracellular matrix is caused by receptors which are expressed on
the surface of the cells [75, 80]. The cell-cell adhesion of a mutated cell changes depending
on the stage of metastasis and is a complicated process [41, 80]. It is too much to expect
that a simple model will capture all aspects of cell interactions such as the elasticity of the
cell membrane, contact inhibition, and adhesion. The many factors that are involved in
cell-cell interaction cannot be mapped directly onto one or two energy parameters in a spin
model. However, such simplified parameters can, at least in principle, model a few aspects
of the experimental system, and even though there are many complicated processes going
on, we feel that our model will be able to say something about the simplest way these
cells behave. We think of a simple interaction energy as coupling specifically to the contact
inhibition of the cell. With this in mind we build a model of cell interactions by considering
the cell surface energy as it reacts to the presence of other cells and the medium. One
way of doing this is by using a modified q-state Potts model developed by Graner and
Glazier [37]. In their model, every α for α ∈ {1, 2, 3, · · · , q} represents a different cell.
They simulated the sorting of two different cell types with differential adhesivity. They
1This chapter is in preparation for submission by D. C. Lovelady and D. A. Rabson.
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were able to show long-distance cell movement leading to sorted clusters in two phases.
Although we cannot justify their use of Metropolis “dynamics” (and neither can they [36]),
we will use their Hamiltonian as our energy function to describe the interaction energy of
single cell types. These cell types can be effectively changed by changing the interaction
energies of the cells with each other and the medium. Since we are interested in the
collective behavior of biological systems that are bigger than a single cell, but are smaller
than an organ (small clusters of cells that might be defined as a sort of mesoscale for
biophysics) and since the time series of these systems show correlations on many time
scales (this shows up in a log-log plot of the power spectrum among other measures), we
take inspiration from Per Bak’s sand-pile model [4, 5]. Per Bak et alia, in an effort to
explain the power-law behavior 1fα that is seen in many systems in nature, developed a
model to show that dynamical systems with many spatial degrees of freedom will evolve
into what they call a self-organized critical point. They argue that spatial scaling for a
system near this critical point will lead to noise that propagates throughout the system and
that the system will thus show temporal fluctuations on all time scales. They suggested
that under certain conditions a sand pile would obey this behavior. Sand is randomly
sprinkled onto an existing sandpile composed of many peaks of varying heights. When the
average slope of a particular peak exceeds some critical value, the height of that peak is
reduced by transferring sand to its nearest neighbors. This can cause an avalanche that
has the potential of creating multiple avalanches by disturbing its neighbors, and thus
a disturbance can travel across the entire sand pile. They claim that for a big enough
system, one can see avalanches on all spatial and temporal scales. We adapt this technique
to create a model of cell-cell communication in our system. In our model, cells produce
and store a signaling chemical which, after a certain limit is reached, is dumped into there
surrounding environment. Some of the chemical is transferred to neighboring cells, but if
a cell borders a gap between cells, some of the chemical will be swept away and degraded.
This is necessary to prevent unlimited build-up of the chemical and takes the place of the
open boundary conditions in the sand-pile model. Thus the cells in our system will quickly
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reach this barely critical point by a chemical build-up in each cell. As the cells reach
their tolerance level, they dump the chemical into the surrounding environment including
their neighboring cells. This can cause an avalanche of chemical dumping. The chemical
concentration in each cell couples to its area and so also to the area of the gaps between
the cells which is what is measured in our simulations. The spatial relationships that
result carry over into temporal relationships that show up in the power spectrum of the
system. The power spectrum captures the dynamics of our system as it evolves from point
to point in phase space. In an effort to have our toy model (at least in principle) mimic the
dynamics of ECIS, we use kinetic Monte Carlo to produce the time evolution of our system.
We believe this to be an improvement upon previous work that has used Metropolis.
5.2 Hamiltonian
The q-state Potts model has been invoked successfully to explain collective behavior in
many different fields of science including physics, economics, and biology. We wish to use
it in modified form to elucidate time series produced from ECIS experiments. The q-state
Potts Hamiltonian is
H = − J
∑
<ij>
δσiσj (5.1)
where the sum runs over nearest neighbors and σi represents the state of site i [85]. Graner
and Glazier modified this to describe a collection of N cells on a 2D lattice of spins where
σij is the spin value on site ij. Thus σij = 1, 2, ..., N . If σij = σi′j′ , the lattice site
belongs to the same cell and to different cells if they are not equal. Let τ be an index
that identifies cells of different types. An individual cell can then be described by two
indices, σ and τ , where σ is the cell and τ is its type. In the present work τ takes only two
values, zero for a gap between cells and one for any cell. Jτ(σij )τ(σi′j′ ) will then represent
the cell-cell interaction which describes the surface energy between neighboring cells or in
the absence of a neighboring cell the extracellular matrix. With these modifications the
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system is described by the Hamiltonian
H =
∑
ij
∑
i′j′
Jτ(σij )τ(σi′j′ )
(
1 − δσijσi′j′
)
. (5.2)
Notice that if σij = σi′j′ , the Kronecker delta goes to unity, and the term drops out of
the sum. This is because the sites ij and i′j′ belong to the same cell and thus do not
contribute to the surface energy between two different cells.
The energy required for the cell to be away from its target area VT is
λ(ν − VT )2 (5.3)
where ν is its area at some time step and λ is a constant. With this description of a cell’s
internal energy, the Hamiltonian becomes
H =
∑
ij
∑
i′j′
Jτ(σij)τ(σi′j′ )
(
1 − δσijσi′j′
)
+
∑
σ
λ(νσ − VT )2. (5.4)
This Hamiltonian, as it stands or with slight modifications, has been used to model cell
sorting, tumor growth in healthy cells, and tumor migration in the presence of a nutrient
gradient [37, 80, 76]. We shall take this as the description of the energy for our cells.
Strictly speaking, energy is not conserved for our system, and so we call it an energy
function as opposed to the term Hamiltonian which must be reserved for systems that do
conserve energy.
5.3 Simulating Cell Movement with Kinetic Monte Carlo
Cell movement and the associated time evolution of this movement are simulated by
use of a technique called by physicists Kinetic Monte Carlo (KMC) and chemists dynamic
Monte Carlo. As most readers will be unfamiliar with KMC, a thorough explanation
follows. I shall start with a very brief history of the development of KMC.
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5.3.1 History of KMC
Systems in equilibrium can be studied using the Metropolis method of Monte Carlo
developed in 1953 by a team at Los Alamos [52]. For a given set of initial conditions, one
may run a Monte-Carlo simulation and once equilibrium is reached calculate the desired
properties. However, this method of Monte Carlo can tell us nothing about nonequilibrium
systems, and there is nothing meaningful in the way the system reaches equilibrium. In
other words, the time evolution of the system under study has been lost. In essence, time
has been integrated out, and there is no true dynamics that can be studied by Metropolis.
According to Kai Nordlund [56], the first step in the direction of kinetics was made by
Flinn and McManus [30], who considered transition probabilities and rates in vacancy
motion. However, they did not derive any explicit time scale. This was first described
by Young and Elcock [89], who probably are the first to outline the basics of the KMC
method. In particular, they are the first to use a cumulative probability function to select
an event and a time scale calculation of the form used in KMC. In 1975, Bortz, Kalos,
and Lebowitz developed a KMC algorithm for simulating an Ising Spin system that they
called the “n-fold way” [12]. It was created in order to speed up computer time, but it also
simulates the dynamics of the system under study. They make no mention of the work by
Young and Elcock, and perhaps they did not know of it. Most physicists seem to credit
Bortz et alia with the discovery of what is now known as the kinetic-Monte-Carlo method.
There are several papers and tutorials that give a more modern perspective of the basic
theory behind KMC and its uses [26, 83, 56]. I shall now try to give an explanation of the
particular method that we use in our work.
5.3.2 The kinetic-Monte-Carlo Algorithm
Typically, kinetic Monte Carlo is used to describe the dynamics of systems that have
clearly defined state transitions. These states may be thought of as potential wells that are
separated by barriers that serve to trap the system. In order for the system to leave the
well, it will have to jump over a barrier. The system then remains in a new well for some
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characteristic time before making a jump to another available well. Stated more precisely,
the microscopic state changes frequently, but all the microscopic states explored over some
substantial length of time remain in the same potential well and so in the same coarse-
grained state. Thus the system may experience fluctuations while in a coarse-grained state
(a potential well), but these are usually not energetic enough to kick the system out of this
coarse-grained state and into another except on rare occasions. For a possible transition
between an initial state with energy E1 and a final state with energy E2, there is a barrier
energy described by
Eb = max(E1, E2) + ∆− E1, (5.5)
where Eb is the barrier energy and ∆ is the difference between the top of the energy rise
between the two energy states and the higher of the two states initial and final. Figure 5.1
illustrates the case for E1 < E2 and figure 5.2, the case for E1 > E2. Then the probability
that the system leaves its current state can follow a Boltzmann distribution,
P ∝ exp(−Eb
kbT
) (5.6)
where kb is Boltzmann’s constant, and T is the temperature. We can use this to create
a rate by constructing the probability per unit time that the system leaves the current
state. Let ωo be an attempt frequency, that is, how often it tries to exceed the barrier or,
equivalently, how often it tries to leave the current state. Then we can write
rate = ω = ω0 exp(
−Eb
kbT
). (5.7)
If this rate is independent of previous history and does not change in time, then the
transition probability will be a uniform function of time and is a Poisson process [56, 26].
In fact, in our systems, our energies do change in time, but on a time scale longer than
that considered in the kinetic Monte Carlo. This will allow us to develop an expression
for the time dependence of the system. In the appendix to this chapter, we give a simple
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Figure 5.1. The figure shows the energy barrier for a particle that is trapped in a potential
well that leads to a higher energy state. Notice that that E1 < E2.
Figure 5.2. The figure shows the energy barrier for a particle that is trapped in a potential
well that leads to a lower energy state. Notice that that E1 > E2 and so Eb = ∆.
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derivation of the Poisson distribution for our system from which our time dependence is
explained. From the appendix, one will see that the probability density or probability per
unit time can be written as
Pd(1; t) = re
−rt (5.8)
This is the probability distribution of the first escape time.
We can now get a time for an event by considering the previous equation. First note
that if we have a system that is made up of a large number of Poisson processes, then it
will behave like one big Poisson process, and one can write for the rates
R =
∑
i
ri. (5.9)
The probability density for the entire system now becomes
Psystem(1; t) = Re
−Rt (5.10)
This equation gives the probability that an event occurs in a time t for the entire system.
If we now choose a random number u between 0 and 1 excluding zero, then we see that
the time for an event to occur is
t =
ln(u)
R
. (5.11)
This is how time is incremented in the kinetic-Monte-Carlo method.
I now present the kinetic-Monte-Carlo algorithm.
1. Set the time t = 0.
2. Form a list of all the rates ri of all N possible transitions in the system.
3. Calculate the cumulative probability function Rj =
∑j
i ri. Note that R = RN .
4. Produce a uniform random number u1 ∈ [0, 1].
5. Find the event to carry out by finding the i for which
Ri−1 < uR ≤ Ri. (5.12)
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6. Carry out event i.
7. Find all possible events that may happen, and recalculate all ri that
may have changed due to carrying out event i.
8. Get a new uniform random number u2 ∈ [0, 1].
9. Update the time with t = t+∆t where
∆t = − ln(u)
R
. (5.13)
10. Return to step 2.
5.4 Application to our system
I now summarize how this is applied to our system. Our system consists of a square
lattice of spins where the spins have been divided among the cells and the space between
the cells. Our cells are put into some initial configuration, and time is set to zero. Cell
movement is simulated by single spin flips. When a spin flips, it no longer belongs to
the cell that claimed it but now belongs to another cell, or perhaps it becomes part of
the space between the cells. The spins can flip only to neighboring values, i.e., only
at boundaries between different cells or between a cell and a gap between cells. Every
possible transition (spin flip) is found, and the probability for that transition calculated.
The cumulative probability function Rj =
∑j
i ri is then calculated, and R = RN is found
from this function, where N is the total number of transitions. The spin to be flipped is
then found and the event carried out (step 6 of the outlined procedure). When a spin flips,
this corresponds to a cell advancing or retreating. The number of transitions and their
rates are then updated. Another random number is found, and using it we find the time
it took for the spin to flip since the last spin flipped using ∆t = − ln(u)R . Then the time is
updated with tnew = told +∆t.
With the Hamiltonian from Graner and Glazier [37] as our energy function to calculate
the rates, the sand-pile model from Par Bak et alia [4, 5] to explore cell-cell communica-
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tion, and the kinetic-Monte- Carlo method to simulate cell dynamics, we use this model
to investigate time series imitating ECIS experiments. We set up a grid with periodic
boundary conditions. We allowed the program to run until it achieved a confluent layer of
cells forming a compact system with the medium showing through in the interstices. At
every MC time step, we recorded the number n of grid points not occupied by the cells
but by the substrate. The number n is proportional to the conductance the system offers
to the small current going through the cell culture. This is our time series. I turn to our
preliminary results.
5.5 Results
We present the results of 30 computer runs on a 30-by-30 square spin lattice with 30
cells. The area interaction term λ was set to twelve. The initial area of the cells was set
to 30, and ∆ was set to 0.01. The temperature is set to unity. We ran J from 0 to 5
with J + S = 5. For each pair of S and J values we ran five separate random seeds in
order to simulate five separate dynamical conditions and thus five different experiments.
Each run went for 50,000 time steps. The output of the program is a time series. At the
beginning of the series there is a transient that occurs as a result of the cells moving from
energetically unfavorable initial conditions to a more stable configuration. We suppress
this part of the time series. It is always less than a third of the series. Alpha is relatively
insensitive to where the transient is cut off. Figure 5.3 shows an excerpt from one such
run. Notice how similar this is to the ECIS time series we have seen in earlier chapters.
As with our ECIS experiments, we take the derivative of the time series, subtract out the
average, and normalize the result to unit variance in order to extract the noise. (However,
unlike ECIS data, the output of our program is not in nice uniform time steps. Before we
do anything with our time series, we linearly interpolate in order to create a time series
of equal time steps.) We then take a power spectrum. Figure 5.4 shows a log-log plot of
the power spectrum for the time series a piece of which was shown in figure 5.3. This was
taken with a Hann window and averaged over a window size of 512. The one shown is
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Figure 5.3. A time series for the interaction energies J = 3 and S = 2. This is for 30 cells
on a 30-by-30 square spin lattice. It looks remarkably like an ECIS time series.
typical of the power spectrum seen in all of our time series. The power spectrum has four
distinct regions. Reading the graph from right to left, the high-frequency region is due
to the dynamical effects of the algorithm that we are using. Even if we set S = J = 0,
we find that we have some slope in this region. We believe this is because of absorbing
boundary conditions that are placed on the cells due to our procedure. In particular, the
spins can flip only at boundaries, and isolated spins separated from the main body of a
cell are likely to vanish. Once they vanish, they cannot spontaneously reappear (except
as new buds at the boundary of the main cell body). This dynamical constraint tends to
preserve cells as simply-connected objects even in the absence of surface energies S and J .
These constraints introduce local dynamical correlations, which we observe as pink noise
at the highest frequencies.
Next comes the plateau region, which looks mostly like white noise. The cause of this
is unclear to us at this time.
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Figure 5.4. A log-log plot of the power spectrum for the derivative of the time series. The
line is a line of best fit. This is from the time series that was excerpted in figure 5.3. The
slope of the line is -0.20.
Then comes a rapid rise at lower frequencies. We believe this to due to the chemical
scaling caused by use of the sand-pile model. Once can simply notice by eye that the slope
of this region is steeper than the line of best fit for the entire spectrum.
Many of the spectra have at the very lowest frequencies a drop off. This is due to the
finite size of our system and periodic boundary conditions.
Figure 5.5 shows a plot of J − S on the abscissa and α, the slope of the best fit line to
the log-log plot of the power spectrum averaged over each of the five runs, for each value
of J and S while holding J +S = 5. J − S represents the excess of contact inhibition over
surface tension. As J increases (which corresponds to a simultaneous decrease in S), α, the
average slope of the best fit line to a log-log plot of the power spectrum of the derivative
of the time series, increases. A positive J is a repulsive force term. If we think of this as a
model of contact inhibition for cells, then as J increases, contact inhibition also increases.
Figure 5.5 demonstrates that α increases with increased contact inhibition, which is what
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Figure 5.5. A plot showing the changing values of α, the slope of the best fit line to the
log-log fit of the power spectrum for the derivative of the time series, with changing values
of the surface interaction energies J and S while holding J +S constant and equal to 5. J
is the cell-cell interaction term and is repulsive if positive. S is the cell-medium interaction
term and is the repulsive surface energy between a cell and a gap between cells. Note that
J gets bigger and S gets smaller while α trends upwards. If J and S are modeling the
contact inhibition of cancer then this implies that as contact inhibition decreases, α trends
in the direction we would expect for mutated cells.
we would expect. Normal cells have a higher contact inhibition and a higher α than do
cancer cells.
Another way to model the difference between normal cells and mutated cells presents
itself if one looks at how the cells are communicating. We assume that normal cells have
more communication than mutated cells. In our model, we can replicate this by controlling
how much the chemical is able to affect the target area of a cell (see equation 5.3). In our
program, target areas are controlled by the function
Vtarget = A tanh(B · (chemical)) +C (5.14)
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where A is the parameter that controls the strength of the chemical communication, and
C is a constant around which the target area will fluctuate. B is just a scaling factor.
By setting A to a high value, the chemical build-up in each cell dramatically controls the
target area of the cell. If A is set to a low value, then the chemical does not control the
target area as much, therefore there is less strength in the cell-cell communications. We
imagine that cancer behaves in this way depending on the stage of metastasis. Normal
cells behave in the opposite way.
With this in mind we made 40 separate computer runs with A changing in value from
5 in increments of 5 and then A = 38 for the last value. We would like to hold the average
simulated ECIS signal, that is, the number of spins taking the value 0, corresponding to
gaps between cells, constant so that, in varying A, we keep the runs as much alike in
short-time (high frequency) dynamics as possible within the model while changing their
long-time (low-frequency) correlations. We have derived a semi-empirical formula to aid
us in our efforts. If we pretend that the chemical concentration, averaged over all cells and
time, is uniformly distributed between 0 and r, the chemical cutoff, and if we can equate
the average area of a cell to the average target area, we have
V =
A
B · r
∫ B·r
0
tanh(x)dx+ C (5.15)
where x is the chemical concentration. For the runs in this work, B = 2 and r = 1 which
yields the following:
V = 0.663A + C. (5.16)
Here V is the average area of a cell, averaged over time and over all cells in the simulation.
This defines a relationship between A and C. To see if we needed a numerical correction,
we fit to
V − 0.663A − C = ǫA+ δ. (5.17)
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For several different runs of A and C we found that δ = 0 but that ǫ = 0.03. Putting
these values in for ǫ and δ and solving for C we get the corrected formula
C = V − 0.69A (5.18)
Proceeding, we then found the slope of the best fit line to the log-log plot of the power
spectrum for each run and plotted each point in figure 5.6. The abscissa is A, the strength
of cell-cell communication, and the ordinate is α, the slope of the best fit line. From the
Figure 5.6. The ordinate is α, the slope of the best fit line to a log-log plot of the power
spectrum. It trends upward as the cell-cell signaling strength increases, shown on the
abscissa.
graph, one sees that as the cell-cell signaling strength is increased, α also increases. As A
is increased from a low value, the effect is more dramatic and then seems to flatten out.
If we went any higher with A, then C would have to be negative to keep V the same. For
any finite system the cell-cell signaling strength will become saturated at some point. The
trend is exactly what one would expect. As cell signaling strength is increased, the system
becomes more correlated and just the opposite for a decrease in signaling strength. These
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results show that our model might be useful in trying to understand the effect of cell-cell
signaling strength on the behavior of different cell types in terms of power spectra.
This model, as simple as it is, seems to be too complicated. We would like to find
the simplest model possible that can demonstrate 1fα behavior. However, another as yet
untried idea with the present model is to replace the chemical cutoff concentration at
which each cell dumps its chemical into the environment with a cutoff chemical gradient
measuring the difference between the chemical build up in a cell and its nearest neighbors.
This would seem to be more in line with the ideas behind the sand-pile model and may
help to simplify the four regimes we see in our spectra.
5.6 Appendix: Derivation of the Poisson distribution for our system
Consider a system that is trapped in a potential well. We wish to find the probabil-
ity that it will escape and ultimately the time it takes for it to escape. Kinetic Monte
Carlo makes the following assumptions that are consistent with the derivation of a Poisson
distribution. For a less straightforward way of deriving the Poisson distribution see Van
Kampen [44].
1. The probability of the system leaving the well in a time ∆t when ∆t is small is
proportional to ∆t.
P (leaving;∆t) = r∆t (5.19)
where r is a constant to be determined.
2. The probability that the system leaves more than one potential well in ∆t is negligible
when ∆t is very small. Therefore, we can write
P (not-leaving;∆t) + P (leaving;∆t) = 1. (5.20)
3. The number of wells that the system leaves in one time interval is independent of
the number of wells it leaves in any other non-overlapping interval.
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Now find the probability that the system does not leave the potential well in a time
interval t. The probability that our system does not leave the well in t is equal to the
probability that the system does not leave in t −∆t and the probability that the system
does not leave in ∆t. The intervals do not overlap and are independent of each other, so
we can write
P (not-leaving; t) = P (not-leaving; t−∆t)P (not-leaving;∆t). (5.21)
We now use assumptions (1) and (2) to get
P (nl; t)− P (nl; t−∆t)
∆t
= −aP (nl; t−∆t) (5.22)
where nl means not-leaving the well. In the limit as ∆t goes to zero, we have the following
differential equation:
d
dt
P (nl; t) = −rP (nl; t). (5.23)
The solution to this equation is
P (nl; t) = C exp(−rt), (5.24)
and when we consider the boundary condition when t → 0 we know that P (nl; 0) = 1 so
that C = 1 and we get
P (nl; t) = exp(−rt). (5.25)
This is the probability that the system has not left the potential well in a time t.
I now consider the probability of the system leaving k number of wells in an interval
t+∆t. With the previous assumptions, this can only happen in one of two ways.
1. k wells are exited in time t and 0 are exited in ∆t or
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2. k − 1 wells are exited in time t and 1 is left in time ∆t. Either 1 or 2 can happen
but not both. They are mutually exclusive. Therefore,
P (k; t+∆t) = P (k; t)P (0;∆t) + P (k − 1; t)P (1,∆t) (5.26)
Since P (0;∆t) = 1− P (1;∆t) = 1− r∆t and P (1;∆t) = r∆t we can write
P (k; t+∆t) = P (k; t)(1 − r∆t) + P (k − 1; t)r∆t. (5.27)
This will lead to
P (k; t+∆t)− P (k; t)
∆t
+ rP (k; t) = rP (k − 1; t) (5.28)
and in the limit we have the following differential equation
d
dt
P (k; t) + rP (k; t) = rP (k − 1; t). (5.29)
We may multiply through by ert to get
ert
d
dt
P (k; t) + rertP (k; t) = rertP (k − 1; t). (5.30)
If we express the term on the left as a total derivative we may write
d
dt
(ertP (k; t)) = rertP (k − 1; t) (5.31)
and now integrate with respect to t to get
ertP (k; t) =
∫ t
0
rert
′
P (k − 1; t′) dt′ + C. (5.32)
Since P (k; 0) = 0, C = 0 and we have
P (k; t) = re−rt
∫ t
o
ert
′
P (k − 1; t′)dt′. (5.33)
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Now apply recursion starting with k = 1 to obtain P (1; t) which is the probability that the
system has left one well in time t. After integration we obtain
P (1, t) = rte−rt (5.34)
The probability density or probability per unit time can be written as
Pd(1; t) = re
−rt (5.35)
where r can now be thought of as a probability rate at which the system leaves one potential
well or coursed-grained state. We shall refer to this as the first escape time. This is all we
need for the systems we are studying but one could continue to get
p(k; t) =
(at)ke−at
k!
. (5.36)
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