Introduction
When research in evolutionary robotics (ER) initially took off in the early 1990s, concerns over the brittleness of traditional AI techniques had recently led to a resurgence of interest in artificial neural networks (ANNs). This fact, coupled with the obvious (loose) analogy between robot control systems and biological nervous systems, meant that most ER researchers naturally gravitated towards neurocontrol systems (Husbands and Harvey 1992 , Beer and Gallagher 1992 , Harvey et al. 1994 , Parisi and Nolfi 1993 , Floreano and Mondada 1994 . To many of those researchers neural networks also intuitively seemed to be more evolvable than other possible control substrates such as rules or programs -nodes and connections could be gradually changed or added or deleted in a flexible open-ended way , Beer and Gallagher 1992 . In addition, from the earliest days, it has been noted that dynamical recurrent varieties of neural networks, many strongly biologically influenced, allow subtle dynamics that can be readily exploited in the generation of robust adaptive behaviour (de Garis 1990 , Beer and Gallagher 1992 . Hence, from the outset artificial neural networks have been the predominant control system used in ER. Therefore the field has always had at least a tentative link with neuroscience. However, strands of work in which the link is more explicit have existed since the inception of the field and have continued to develop. They are the focus of this chapter.
The two main classes of ER research in which there is a strong tie with neuroscience are: work involving explicitly biologically inspired neural network controllers, often making use of cutting edge neuroscience, and research in which ER is used to develop or explore neural models aimed at answering specific questions in neuroscience. The former class is concerned with biologically inspired technology while the latter uses computational and robotic tools in scientific research. In some cases the boundary between the two classes can become rather blurred: often within a single piece of research both kinds of motivation can be found.
This chapter attempts to sketch a general map of the kind of relationships that exist between ER and neuroscience, using specific examples to illustrate the wide range of interactions between the two areas. A number of case studies are used to explore such relationships in more depth.
The following section lays out the kinds of interactions between ER and neuroscience that will be considered in the rest of the chapter. Following detailed descriptions of a number of case studies, focusing mainly on on-going research, the chapter concludes with a discussion of open issues and the prospects for such work.
Relationships between evolutionary robotics and neuroscience
The two main classes of relevant research mentioned above -the use of neurobiologically inspired neural networks in ER, and the use of ER modelling in neurobiological researchare rather broad, with many variations on each theme. In the following sections the scope of each of these categories will be fleshed out.
With the acceleration in fundamental neuroscientific research that has taken place since about the turn of the century, it has become ever clearer that the central nervous system (CNS) is a far more sophisticated and exotic system than that portrayed in the oldfashioned connectionist, electrical network, view of neural processing that has dominated the worlds of artificial neural networks and neural modelling (Dayan and Abbott 2001) . The emerging picture is one of many interacting adaptive processes operating over different temporal and spatial scales. These new understandings, particularly with reference to behaviour generation, provide rich sources of inspiration, at many different levels of abstraction, for the development of artificial nervous systems for robots. A number of examples of such research are described later.
Natural adaptive and intelligent behaviour is the result of complex interactions between nervous system, body and environment. Biological neural systems are embodied and embedded. Because of this there has been a growing interest in using robots, employing on-board neural circuitry, to model aspects of animal behaviour. Such a methodology, the argument goes, can give deeper insights into behaviour generating neural mechanisms than disembodied models (Webb 2001 , Beer 2003 , Seth et al. 2004 , as well as fresh perspectives on what it means to be a cognitive agent (Wheeler 2005) . Like any modelling enterprise, there are many issues surrounding how to make robotic models, with their inevitable implementation constraints, properly relevant to biological enquiry. For a discussion of such matters see (Webb 2001 (Webb , 2009 
and AB (2009).
Evolutionary robotics has an important role to play in this context as it allows the exploration of whole classes of mechanisms, the automatic creation of working models when there are insufficient details to fully specify a system in advance, and a reduction in 'designer bias' (Harvey et al. 2005) through the use of an automatic search process which does not specify in advance what a solution should look like. Hence it has been recognized as a useful tool in investigating biological hypotheses (Husbands et al. 1997 , Harvey et al. 2005 , Floreano et al. 2008 ).
Biological Inspiration
Biological brains are often, quite rightly, posited as the most complex systems studied by science. As their mysteries are slowly unravelled, they provide many potential foci of inspiration for developing neuro-influenced controllers for robots. Four of the main such sources of inspiration that have found their way into ER research are:
• Neural architectures • Intrinsic neural properties
• Signalling modes • Brain-body-environment dynamics Each of these is briefly discussed in the remainder of this section. More detailed case studies involving one or more of these elements are covered later in the chapter.
Observations of the ways in which neural circuitry is organised in nature, particularly in relation to motor behaviours in invertebrates, have led to a number of powerful general architectures being adopted in some areas of ER, for instance work on legged locomotion. Such architectures impose constraints on the properties of neurons and the ways in which they can be connected, thus shaping and restricting the evolutionary search space. A pioneering example is the work of Beer and colleagues (Beer et al. 1989 , Beer et al. 1997 , who introduced an architecture for locomotion based on cross coupled subnetworks, inspired by the cockroach nervous system (Figure 1 ). Each leg is controlled by an identical (or near-identical) fully-connected subnetwork containing a small number of neurons (typically 5 or 6). These networks are connected to each other by both cross-body and same-side (intersegmental) wiring as illustrated in Figure 1 .
Variations on this insect-inspired architecture have proved very successful in developing locomotion controllers in many types of legged robots, including bipeds, quadrupeds, hexapods and octopods (Jakobi 1998 , Kodjabachian and Meyer 1998 , Vaughan et al. 2004 , Reil and Husbands 2002 .
Figure1: LEFT: schematic diagram of a distributed neural network for the control of locomotion in a hexapod as used by Beer et al. (1989) . Excitatory connections are denoted by open triangles and inhibitory connections are denoted by filled circles. C, command neuron; P, pacemaker neuron; FT, foot motor neuron; FS and BS, forward swing and backward swing motor neurons; FAS and BAS, forward and backward angle sensors. Reproduced with permission. RIGHT: generalised architecture using a fully connected dynamical network controller for each leg (A), cross coupled as shown (B). Solid lines are cross body connections, dashed lines are intersegmental connections.
Real neurons are highly sophisticated information processing devices, generally orders of magnitudes more complex than the crude caricatures employed in artificial neural networks. Their very sophistication means that detailed modelling becomes computationally very expensive, so it is inevitable that abstractions and simplifications should be made in any model or artificial analogue. However, by introducing elements of realistic neural properties, including dynamics, much can be gained. For instance, the particular brand of continuous-time recurrent neural networks (CTRNNs) used to great effect by many ER practitioners Gallagher 1992, Beer 2003) are based on simple integrate and fire model neurons (Abbott and Kepler 1990) which were originally developed to approximate aspects of neural membrane potential dynamics without the expense of more detailed Hodgkin and Huxley (1952) style models. In contrast to the uniform nature of most ANNs, individual real neurons and synapses often have their own highly unique properties. In many identified motor circuits, particularly in invertebrates, nerve cells and synapses have widely varying intrinsic properties and behaviours (North and Greenspan 2007) . Incorporating such heterogeneity into networks is particularly suited to the ER methodology and has often been successfully employed Floreano 2000, Floreano et al. 2008) . Many other intrinsic properties, such as spiking and oscillatory dynamics (Izhikevich 2007) , homeostatic mechanisms (Davis 2006) and numerous forms of plasticity (e.g. Pinaud et al. 2006 , Katz 1999 , provide a rich vein of inspiration.
Until recently nearly all work in ANNs and computational neuroscience concentrated on the transmission of electrical signals between neurons via axons and dendrites. However, nervous systems are complex electrochemical systems with many nonelectrical signalling modes also in play. This fuller picture of neural information processing has inspired work in ER that makes use of analogues of chemical transmission. In particular, the notion of volume signalling, whereby neurotransmitters freely diffuse into a relatively large volume around a nerve cell, potentially affecting many other neurons irrespective of whether or not they are electrically connected (Gally et al. 1990, Wood and Garthwaite 1994) , has been explored in a body of ER work , Philippides et al. 2005b . This exotic form of neural signalling, which involves modulation of neural and/or synaptic properties by the diffusing neurotransmitter, does not sit easily with classical connectionist (point-topoint) pictures of brain mechanisms and is forcing a radical re-think of existing theory (Dawson and Snyder, 1994; Philippides et al., 2000; Philippides et al., 2005a; Bullock et al., 2005; Katz, 1999) . Other examples include the use of analogs of neuro-endocrine interactions in ER control architectures (Vargas et al. 2005) , neural plasticity modulated by dopamine inspired mechanisms (Doya 2002 ) and the introduction of neuron-level homeostatic mechanisms in spiking plastic networks (DiPaolo 2003) .
One of the driving forces behind the development of ER and other forms of 'New AI' has been the realisation that a proper understanding of intelligence must recognise the central role of embodiment (Varela et al. 1991 , Brooks 1991 , Clark 1999 ). The body is not just a passive vessel to be controlled. Rather, adaptive behaviour emerges out of a subtle interplay between brain, body and environment (Pfeifer and Bongard 2007) . For instance, studying neural circuitry underlying the generation of rhythmic motor behaviour in isolation ignores the considerable advantage that can be obtained from incorporating the physical body and its environment -an approach that can significantly reduce the amount of information needed to develop successful motor patterns. ER has proved to be very useful in exploring and exploiting the interplay between neural, bodily and environmental dynamics in the development of efficient and robust behaviours (Floreano et al. 2008) .
Section 3 describes in some detail three examples of current work from the Centre for Computational Neuroscience and Robotics at Sussex University which mainly fall under the biological inspiration category. We say mainly, because although the studies are of biologically inspired neuro-robotic systems, there are elements of biological inquiry in each case.
Biological Modelling
Many types of model are now commonly used in science, including: the classical modelling of a target system at a particular level of abstraction according to some set of assumptions, and models as existence proofs -used to help to refute, or at least cast doubt on, certain claims about necessary conditions for phenomenon as well as demonstrating new possibilities. Models can also act as substitutes for theories where none exist, a situation common in cognitive science and biology, and, in the case of computational models, as a kind of animated thought experiment aimed at clarifying conceptual issues. ER has been used to develop examples of all of these types of models in relation to various issues in neuroscience; several illustrative cases are discussed later.
A slightly more abstract characterisation of the main classes of neurobiological modelling that have employed ER methods, which will be used in the remainder of the paper, uses the following three categories:
• Model tuning • Model synthesis • Development of Probing models
Model tuning here refers to adjusting or setting parameter values in an otherwise welldefined model (parameter fitting). There is a growing history of using search methods, including evolutionary techniques, to either fine tune values or set unknown values in scientific models, including neuroscientific models (e.g. Gerken et al. 2005, Gurkiewicz and Korngreen 2007) . When the model is of a whole embodied behaviour generating system, evolutionary robotics can be an ideal tool to use in this context. In that case parameters might describe neural properties or aspects of sensors or bodies, or all of these things.
Model tuning is used when sufficient details of the target system are known to be able to define a parametric model at the desired level of abstraction. In cases where insufficient details are available (e.g. the connectivity of neural circuitry is unclear, or the number of neurons involved is unknown) model synthesis techniques can be employed. ER can be used for this purpose by searching a space of possible models, constrained by available knowledge, to find one that fits the data (e.g. generates appropriate behaviour). By attempting to fill in the blanks, a model synthesized in this way presents a set of hypotheses about the target system. For instance, details of how neural architectures and mechanisms underly behaviour generation. The hypotheses thus generated can then be subjected to empirical scrutiny in the original biological system. When knowledge of the target system or phenomenon is sparse, such synthesized models generally stand as existence proofs that serve to catalyse further debate and sharpen theories.
A kind of model that is closely related to the existence proof and that does not require any direct representational function, but is used in all branches of science, is the toy, or probing, model (Frigg & Hartmann, 2008) . Evolutionary robotics has increasingly been used to develop such models, which operate at a more abstract level than the other types listed above. They are not intended to represent a specific concrete target system or phenomenon, but to be used as simple vehicles for testing new tools and methods, preparatory to more detailed empirically based modelling (Hartmann, 1995) . This is exactly the motivation Randy Beer gives for the strand of research which employs ER techniques to synthesize abstract models of agents engaged in 'minimally cognitive' behaviours (Beer, 2003) . He describes his work on simple autonomous agents involved in categorizing objects within a behavioural context thus: "The intention here is not to propose a serious model of categorical perception, but rather to use this model agent to explore the implications of dynamical explanation for cognitive agents." (Beer, 2003, p. 210) , and exhorts us to "Think of this exercise, then, as a form of mental calisthenics, an intellectual warm-up for the dynamical analyses of a wider range of agents and behaviors." (Beer, 2003, p.210 ). An interesting associate of the toy model is the false model -a model of something known to be wrong -which can have a useful heuristic role in refining and developing 'true' models by elaborating their underlying assumptions (Wimsatt 2002) .
For an area as difficult and underdeveloped as dynamical analyses and explanations of embodied situated agent behavior, which could have a significant affect on thinking in neuroscience, Beer's justification seems appropriate and pragmatic. The reason toy models are used in physics is the same reason Beer uses them: their relative tractability. ER can be a very powerful tool for building them.
A good example of using ER techniques for model tuning is the work of Ijspeert and colleagues (Ijspeert et al. 1999, Hallam and Ijspeert 2003) on models of the central pattern generator neural circuitry underlying swimming behaviours in the Lamprey. The starting point was a model at an intermediate level of abstraction devised by Ekeberg (Ekeberg et al. 1993 (Ekeberg et al. ,1995 which was based on neurophysiological data (Grillner et al. 1991) . This model used networks of simple leaky integrator nodes to control a simulated Lamprey body. The nodes in the networks can be thought of as populations of neurons and the connections between them as general pathways in the Lamprey's spinal cord. This model had a well-defined set of parameters that described individual node and connection properties. Ekeberg hand-designed a set of specific parameter values that were able to reproduce some of the real Lamprey's behaviours to a good level of accuracy (Ekeberg et al. 1995) . Ijspeert and colleagues used a genetic algorithm to search the parameter space of this model and were able to find several combinations different from Ekeberg's handdesigned set that reproduced the biological data better. Since the ER generated solutions were all essentially variations of Ekeberg's model, the work also showed that the original model was fairly robust to differences in parameter values (Hallam and Ijspeert 2003) . Ijspeert also used ER as a model synthesis technique by relaxing the constraints imposed by Ekeberg's parametric model and searching the resulting space of possible models. They found a number of alternative models that were also able to reproduce the biological data.
A more recent example of using ER for model synthesis is the work of Izquierdo and Lockery (2010) . They used ER methods to develop a model of the neural mechanisms underlying klinotaxis, a common form of chemotaxis, in C. Elegans. Previous neural models of chemotactic behaviour in nematodes focused on the other strategy they commonly use: klinokinesis, in which the direction of movement is governed by a biased random walk (Ferree and Lockery, 1999) . Klinotaxis involves movements in which the direction of locomotion in a chemical gradient closely follows the line of steepest ascent. The differences between the two forms of behaviour imply a distinctive neural network controlling klinotaxis. This network has not yet been identified and no hypothetical model existed before Izquierdo and Lockery's work. They used an evolutionary algorithm to generate neural networks that exhibited klinotaxis in a simple idealised physical model of C. Elegans. Sensory inputs and motor outputs of the model networks were constrained to match empirical data as were other aspects of a hypothesized network architecture. Motor neurons were modelled as simple leaky integrators as used in CTRNNs (Beer 1995) . The parameters of the resulting network were evolved to discover working instances of the network that could then stand as hypotheses about the mechanisms at play in C.Elegans. They discovered that a minimalistic neural network, comprised of an ONOFF pair of chemosensory neurons and a pair of neck muscle motor neurons, is sufficient to generate realistic klinotaxis behaviour. Importantly, emergent properties of model networks reproduced other experimental observations that they were not designed to fit, suggesting that the model may be operating according to principles similar to those of the biological network. A large number of successful networks were analysed and this revealed a novel neural mechanism to allow asymmetric turning behaviour (a kind of mutual inhibition between motor neurons is achieved simply by shifting the sigmoidal input-output function of the motor neurons relative to the dynamic range of the oscillatory input driving the nematode's head sweeps). The authors stress that this mechanism provides a testable hypothesis that is likely to accelerate the discovery and analysis of the biological circuitry for chemotaxis in C. Elegans.
An interesting example of ER used in a probing model context is given by Seth (2005) . The aim of the work was to develop methods based on Granger causality (Granger 1969) to enable analysis of causal interactions occurring within behaviour generating neural mechanisms. This requires detailed simultaneous temporal data from several sites in some relevant neural circuitry, in practice not at all easy to gather from intact biological neural system. Rather than try and develop the method (termed 'causal connectivity analysis') using data somehow collected from a biological context, Seth very sensibly opted to experiment with the ideas in an abstract simulation. This is a classic case of the kind of situation in which probing models can be very useful, as discussed earlier. He used a genetic algorithm to develop model neural networks optimized for controlling target fixation in a simulated head-eye system, in which the structure of the environment could be experimentally varied. Causal connectivity analysis of a number of networks evolved in various contexts within this framework gave novel insights into neural mechanisms underlying sensorimotor coordination. He demonstrated that networks underlying relatively rich adaptive behaviour showed a higher density of causal interactions, as well as a stronger causal flow from sensory inputs to motor outputs, than networks generating relatively simple behaviours. In addition he showed that this style of analysis can predict the functional consequences of network lesions. The methods developed using this probing model were powerful enough to suggest that causal connectivity analysis, and similar techniques, could have useful applications in the analysis of real neural dynamics, a line of enquiry that has been followed by Seth and colleagues with some success (e.g. Seth et al. 2011, Barnett and . Suzuki et al.'s (2005) work on whether or not proprioceptive motor information resulting from the generation of actions is necessary for the development of normal, visually-guided behavior is another example of ER being used to explore an explicitly neuroscientific question. In an experiment inspired by Held and Hein's (1963) work on cats, two initially identical evolved robots were compared. One was left free to move in a square environment while the other was forced to move along trajectories imposed externally, but was free to control its camera position. The visual receptive fields and behaviours of the passive robot significantly differed from those of the active robot. Further analysis revealed that passive robots became over-sensitivity to features that were not functional to their normal behaviour and which interfered with other dominant features in the visual field. This lead to a hypothesis that some pathological behaviours seen in animals might have roots in similar developmental deficiencies.
Neuroscience-inspired ER Case Studies
This section illustrates in more detail how ideas from empirical and theoretical neuroscience can provide powerful inspiration for work in ER by focusing on three examples of current work from our lab at Sussex University.
Volume Signalling: GasNets
A good example of ER research drawing strongly on inspiration from neuroscience is that involving the class of artificial neural networks developed to explore an analogue of volume signalling -so-called GasNets . These take particular inspiration from nitric oxide (NO) signalling (Gally et al., 1990) . They comprise a fairly standard artificial neural network augmented by a chemical signalling system based on a diffusing virtual gas which can modulate the response of other neurons. Because there was (and still is) insufficient knowledge of the biological systems to completely define artificial systems working on similar principles, the networks were developed to be used within an evolutionary robotics context. Thus a number of GasNet variants, inspired by different aspects of real nervous systems, have been explored as artificial nervous systems for mobile autonomous robots. They are being investigated as potentially useful engineering tools, including as modules in complex robot control systems (Vargas et al., 2009) , while a related strand of more detailed modelling work is aimed at gaining helpful insights into biological systems (Philippides et al., 2000 (Philippides et al., , 2003 (Philippides et al., , 2005a .
By analogy with biological neuronal networks, GasNets incorporate two distinct signalling mechanisms, one 'electrical' and one 'chemical'. The underlying 'electrical' network is a discrete time step, recurrent neural network with a variable number of nodes. These nodes are connected by either excitatory or inhibitory links with the output,
O , of node i at time step t determined by the following equation.
where i Γ is the set of nodes with connections to node i and 1 ji w = ± is a connection weight.
I is the external (sensory) input to node i at time t , and i b is a genetically set bias. Each node has a genetically set default transfer function gain parameter, 0 i k , which can be altered at each time-step according to the concentration of diffusing 'gas' at node i to give t i k (as described later).
In addition to this underlying network in which positive and negative 'signals' flow between units, an abstract process loosely analogous to the diffusion of gaseous modulators is at play. Some units can emit virtual 'gases' which diffuse and are capable of modulating the behaviour of other units by changing their transfer functions. The networks occupy a 2D space; the diffusion processes mean that the relative positioning of nodes is crucial to the functioning of the network. Spatially, the gas concentration varies as an inverse exponential of the distance from the emitting node with spread governed by a parameter, r , genetically set for each node, which governs the radius of influence of the virtual gas from the node as described by the equations below and illustrated in Figure 2 . The maximum concentration at the emitting node is 1.0 and the concentration builds up and decay linearly as dictated by the time course function, ( ) where C (d,t) is the concentration at a distance d from the emitting node at time t and s (controlling the slope of the function T) is genetically determined for each node. The range of s is such that the gas diffusion timescale can vary from 0.5 to 0.09 of the timescale of 'electrical' transmission (i.e. a little slower to much slower). The total concentration at a node is then determined by summing the contributions from all other emitting nodes (nodes are not affected by their own emitted gases to avoid runaway positive feedback). The diffusion process is modelled in this simple way to provide extreme computational efficiency, allowing arbitrarily large networks to be run very fast -a very useful property in the context of evolutionary search.
For mathematical convenience, in the original basic GasNet there are two 'gases', one whose modulatory effect is to increase the transfer function gain parameter ( t i k ) and one whose effect is to decrease it. It is genetically determined whether or not any given node will emit one of these two gases (gas 1 and gas 2), and under what circumstances emission will occur (either when the 'electrical' activation of the node exceeds a threshold, or the concentration of a genetically determined gas in the vicinity of the node exceeds a threshold; note these emission processes provide a coupling between the electrical and chemical mechanisms). The concentration-dependent modulation is described by the following equation, with transfer function parameters updated on every time step as the network runs:
where 0 i k is the genetically set default value for i k , 1 t C and 2 t C are the concentrations of gas 1 and gas 2 respectively at node i on time step t, and α and β are constants such that [ 4, 4] t i k ∈ − . Thus the gas does not alter the electrical activity in the network directly but rather acts by continuously changing the mapping between input and output for individual nodes, either directly or by stimulating the production of further virtual gas. The general form of diffusion is based on the properties of a (real) single source neuron as modelled in detail in Philippides et al. (2000; . The modulation chosen is motivated by what is known of NO modulatory effects at synapses (Baranano et al., 2001) . For further details see Philippides et al., 2005 ).
When they were first introduced, GasNets were demonstrated to be significantly more evolvable than a variety of standard ANNs on some noisy visually guided evolutionary robotics tasks (Husbands, 1998; Husbands et al., 1998) . Typically the increase in evolvability, in terms of number of fitness evaluations to a reliable good solution, was an order of magnitude or more. The solutions found were often very lean with few nodes and connections, typically far fewer than were needed for other forms of ANN . But the action of the modulatory gases imbued such networks with intricate dynamics: they could not be described as simple. Oscillatory sub-networks based on interacting 'electrical' and 'gas' feedback mechanisms acting on different timescales were found to be very easy to evolve and cropped up in many forms, from CPG circuits for locomotion (McHale and Husbands, 2004) to noise filters and timing mechanisms for visual processing . GasNets appeared to be particularly suited to noisy sensorimotor behaviours which could not be solved by simple reactive feedforward systems, and to rhythmical behaviours.
Two recent extensions of the basic GasNet, the receptor and the plexus models, incorporated further influence from neuroscience (Philippides et al. 2005b) . In the receptor model modulation of a node is now a function of gas concentration and the quantity and type of receptors (if any) at the node. This allows a range of site specific modulations within the same network. In the plexus model, inspired by a type of NO signalling seen in the mammalian cerebral cortex (Philippides et al. 2005a) , the emitted gas 'cloud', which now has a flat concentration, is no longer centred on the node controlling it but at a distance from it. Both these extended forms proved to be significantly more evolvable again than the basic GasNet. Other varieties include nonspatial GasNets where the diffusion process is replaced by explicit gas connections with complex dynamics (Vargas et al. 2009 ) and version with other forms of modulation and diffusion . In order to gain insight into the enhanced evolvability of GasNets, detailed comparative studies of these variants with each other, and with other forms of ANN, were performed using the robot task illustrated in Figure 3 (Philippides et al. 2005b ).
The question naturally arises as to why the GasNet and variants are more evolvable. Intriguingly, in a comprehensive study Smith et al. (2003) , found no explanation for increased GasNet evolvability in terms of fitness landscape properties (neutrality, epistasis etc) apart from at high fitness values. There it was argued that the key to understanding the improvement of the GasNet was to analyse its behaviour at a higher level of abstraction. In particular it was shown that the temporal dynamics of the GasNet seemed to make it relatively easy to tune the networks to the time-scales needed in the task . Similar high level analyses of the spatial structure of successful GasNets and variants, led to the hypothesis that it was the level of coupling between the electrical and gas signalling systems that was key. In particular that successful evolution came through the systems being flexibly coupled: neither independent of each other nor too tightly bound, allowing one system to be `tuned' against the other without causing catastrophic destructive interference (Philippides et al. 2005b ). Throughout, however, it was clear that these factors did not act in isolation and that it is the modulatory effect of the gas that lends the networks their adaptivity. This leads to three linked hypotheses on why the GasNets evolve faster:
• The action of gas over multiple different timescales from the electrical activity introduces rich dynamics which can be exploited • The spatial embedding of the networks serves to (flexibly) couple two interacting signalling systems • The particular modulatory effects are key to evolvability These hypotheses were examined in an extended empirical studies, focusing on a comparison of variants of the basic GasNet formed by imposing various constraints on spatial, temporal and modulatory properties.
Comparative Study
Nine GasNet variants were compared in order to probe the questions outlined above. These implement a range of constraints affecting spatial, temporal and modulatory factors, and are described in 3). 4 gnetNw The same as gnetN but with T(t) = w where w ∈ {0, 1, 2} is a 'gas weight' genetically set for each node.
flatR
The same as gnet except the gas concentration within the genetically set radius for each emitter is flat with no gradient (the term e −2d/r in Eq. 2 is replaced by e −1 ).
flatRN
The same as flatR except without diffusion dynamics, i.e. T(t)=1, for all t (see Eqn. 3).
flatE
The same as flatR except the influence of the gas is not confined to the genetically set radius of influence for a node but now extends everywhere. 8 flatEN
The same as flatE but without diffusion dynamics. 9 AddMod The most radical variant where the multiplicative modulation of the basic GasNet is replaced by an additive modulation as described by Eq. 5 (i.e., the gas no longer modulates the transfer function gain parameter but instead modulates an additional additive bias term). 
The task used in the studies is illustrated in Figure 3 . Starting from an arbitrary position and orientation in a black-walled arena, a robot equipped with a forward facing camera must navigate under extremely variable lighting conditions to one shape (a white triangle) while ignoring the second shape (a white rectangle). The robot must successfully complete the task over a series of trials in which the relative position and size of the shapes varies. Both the robot control network and the robot sensor input morphology, i.e. the number and positions of the camera pixels used as input and how they were connected into the network, were under evolutionary control as shown in Figure 3 . The network architecture (including number of nodes) and all properties of the nodes and connections and gas diffusion parameters were set by an evolutionary search algorithm. Because of the noise and variation, and limited sensory capabilities (only very few pixels are used), this task is challenging, requiring robust, general solutions. The gantry robot shown in the figure was used. Evolution took place in a special validated simulation of the robot and its environment. and 21 variables associated with it, depending on which network variant it described. These define the node's position on a 2D plane; how the node connects to other nodes on the plane with either excitatory (weight +1) or inhibitory (weight -1) connections; whether or not the node has visual input, and if it does the coordinates of the camera pixel it takes input from, along with a threshold below which input is ignored; whether or not the node has a recurrent connection;
whether and under what circumstances the node can emit a gas and if so which gas it emits; and a series of variables describing the gas emission dynamics (maximum range, rate of emission and decay etc). All variables were under evolutionary control. Four of the nodes are assigned as motor nodes (forward and backward nodes for the left and right motor, with motor speeds proportional to the output of the relevant forward node minus the output of the relevant backward node). See Husbands et al. (1998 Husbands et al. ( , 2010 for full details.
16 evaluations were carried out on an individual network, with scores f i calculated on the fraction of the initial robot-triangle distance that the robot moves towards the triangle by the end of the evaluation; a maximum score of 1.0 is obtained by getting within 10.0cm of the triangle at any time during the evaluation. The controller only receives visual input; reliably getting to the triangle over a series of trials with different starting conditions, different relative positions of the triangle and rectangle, and under very noisy lighting, can only be achieved by visual identification of the triangle. The evaluated scores are ranked, and the fitness F is the weighted sum of the N=16 scores, with weight proportional to the inverse ranking i (ranking is from 1 to N, with N as the lowest score):
Note the higher weighting on the poorer scores provides pressure to do well on all evaluations; a solution scoring 50% on every evaluation has fitness nearly 4 times that of one scoring 100% on half of the evaluations and zero on the other half.
A geographically distributed asynchronous updating evolutionary algorithm was used (Collins and Jefferson 1991 , Husbands 1992 , with a population size of 100 arranged on a 10 x10 grid. Parents were chosen through rank-based roulettewheel selection on the mating pool consisting of the 8 nearest neighbours to a randomly chosen grid-point. A mutated copy of the parent was placed back in the mating pool using inverse rank-based roulette-wheel selection. Three mutation operators were applied to solutions during evolution. Each integer in the genotype string had a 10% probability of mutation in a Gaussian distribution around its current value (for certain genes, 20% of its mutation will be random jumps within the full possible range). There was also an addition operator, with a 4% chance per genotype of adding one neuron to the network by inserting a block of random values describing each of the new node's properties, and a deletion operator, also with a 4% chance per genotype of deleting one randomly chosen neuron from the network. An evolutionary run is terminated when a perfect score has been achieved in 10 successive generations, or after 10,000 generations if the former criteria is not met. Table 1 . The Y axis shows generations to success as defined by the stopping criteria explained in the text. The horizontal line within each box is the median, the top and bottom of the box show the 75th and 25 th percentiles respectively, the whiskers extend to extreme points of the data not considered outliers (as defined by Rosner's test), with outliers plotted individually. Forty runs of each network type are included. Results of the comparative study are summarised in Figure 4 . A quick glance suggests that the basic gasnet (group 1) is the most consistently evolvable with group 9 (AddMod) clearly the worst (no runs were successful). Group 2 (nchem), in which gas effects are turned off, performs poorly on most runs, although, like most other variants, some runs produce good solutions relatively quickly. Most other network types without diffusion dynamics, thereby robbed of rich temporal properties, including multiple timescales, perform relatively poorly (groups 3,4,6). However, the relatively good performance of group 8, without dynamics, especially compared to group 7, which has dynamics, suggests that the story is not quite as simple as it might at first appear. Since it is not possible to assume the data distributions are normal, non parametric statistical procedures were used to test for significant differences between the network types. A Kruskal-Wallis test performed on the whole data set (all 9 groups) revealed highly significant differences between the distributions (p < 10−14). Pair-wise Wilcoxon RankSum tests, adjusted for multiple comparisons using the Dunn-Sidak procedure for controlling type-1 statistical error, were used to further probe the differences between the distributions. These tests showed that all network types, except group 6 (flatRND), were significantly more evolvable (in terms of generations to consistent success) than group 9 (AddMod). Since the Dunn-Sidak procedure is necessarily conservative and becomes more so as the number of groups increases, pairwise comparisons were recalculated for all network types except AddMod (i.e. groups 1-8). The results of these comparisons are shown in Table 2 .
The results reveal the importance of the dynamics conferred by the diffusing gases. The basic GasNet (group 1) is significantly more evolvable than the variant with the gas turned off (group 2) as well as the variants with the gas operating but without dynamics (groups 3 and 4). It is also significantly more evolvable than the variant with the gas operating but with neither a concentration gradient nor dynamics (group 6). However, there is one group without gas dynamic that the basic GasNet is not significantly more evolvable than: group 8 (flatEN), of which more later. The version of the GasNet with diffusion dynamics but without a concentration gradient (group 5, flatR) performs fairly well with a low minimum and median, but the fairly high spread of results means that it is not as reliably evolvable as the basic GasNet. There is a similar story for group 7 (flatE) but its reliability is even worse; it should be noted that this restricted form of GasNet has similarities with various network models of neuromodulation that use global modulator signals (Doya 2002) .
Although these results suggest there is more to the GasNet's evolvability than the multiple timescales provided by the gas diffusion dynamics, they do add a certain amount of weight to previous suggestions (Philippides et al. 2005b ) that their easily tuneable dynamics is an important part of their success (as well as to more general claims about the importance of dynamics in the generation of behaviour).
Even more obvious is the role of the type of modulation used -additive modulation proved to be useless (group 9). The multiplicative modulation employed in all other variants is able to assert a much more drastic influence on a node, being able to radically change the transfer function by altering the gain k t i (Equation 1) -for instance flipping the slope from positive to negative or making it flat. These kinds of radical changes were dynamically employed in most successful GasNets and were at the heart of mechanisms, such as oscillators, used to produce stable reliable behaviour in the face of significant noise . Additive modulation, which acts at the same level as a node input or bias, could not produce strong enough effects to generate stable behaviour. When GasNets were first introduced (Husbands 1998 ) an alternative node transfer function was successfully used along with an exponential modulation (changing exponents in a polynomial transfer function) that allowed potentially large alterations to the transfer function, which seems to be necessary for effective evolution. These kinds of (multiplicative or exponential) modulations may well confer evolutionary advantages by allowing network nodes to be sensitive to different ranges of input (internal and sensory) in different contexts. For instance, in one (behavioural) context an input node may need to be sensitive to a range of low sensor values while in another it is required to be sensitive to a range of high values. Changing a node's gain through multiplicative modulation allows its sensitivity to be adjusted in an appropriate way.
The spatial embedding of the networks also appears to play a role in producing the most effective coupling between the two distinct signalling processes ('electrical' and 'chemical'). By exploiting a loose, flexible coupling between the two processes, it is possible to significantly reduce destructive interference between them, allowing one to be 'tuned' against the other while searching for good solutions. It has been suggested that similar forces may be at play in spiking networks, where sub-threshold and spiking dynamics interact with each other, which have been evolved to drive vision-based robot behaviours Mattiussi 2001, Floreano et al., 2008) . In the most successful varieties of GasNet, dynamics, modulation and spatial embedding act in concert to produce highly evolvable degenerate (Tononi et al. 1999 ) networks.
Coupled Oscillator Networks and Minimal Cognition
From shortly after the birth of modern neuroscience at the turn of the last century, researchers have looked at neuronal dynamics from an oscillatory perspective (Berger 1929) . The consensus nowadays is that cognitive processes have a close non-trivial relationship to neuronal rhythms and oscillations (Buzsaki 2006) . The importance of considering temporal relations among groups of neurons, modulated by external influences and/or sustained by internal mechanisms, has been stressed by various researchers in recent years (Engel et al. 2001 , Singer 1999 , Konig et al. 1996 . According to Varela et al. (2001) it is essential to investigate the temporal dynamics of neural networks in order to understand the emergence and integration of neuronal assemblies by means of synchronisation. These dynamic assemblies, which are related to large-scale neuronal integration, can influence every cognitive act an agent might eventually perform. In studying these temporal dynamics, Varela and collaborators opted to focus on the phase relationships of brain signals, mainly because these contain a great deal of information on the temporal structure of neural signals, particularly those relating to the underlying mechanism for brain integration. Other authors have emphasized the relationship between phase information and memory formation and retrieval (Li and Hopfield 1989, Izhikevich 1999 ).
In robotics, although there has been much work on neurally-inspired coupled oscillator based control of complex rhythmic motor behaviours, particularly locomotion (e.g. Ijspeert et al. 2005) , to date there has been very little research on the wider issues of neuronal synchronisation and phase information in the generation of embodied cognitive behaviours. The study described next is the first attempt to investigate the neural dynamics of a simulated robotic agent engaged in minimally cognitive tasks while employing an evolved instance of the Kuramoto model of coupled oscillators (Kuramoto 1984) as its nervous system. These tasks are simple enough to allow detailed analysis and yet are complex enough to motivate some kind of cognitive interest. The work has dual aims: both to shed new light on the possible role of neuronal synchronisation and phase information in the generation of sensorimotor cognitive behaviours -for instance to investigate whether different degrees of synchronisation are appropriate in different circumstances and what role non-synchronised, transient dynamics might play, and to begin investigating the efficacy of such systems as practical robotic controllers.
The first task is an active categorical perception problem (Beer 2003, Dale and in which the robot has to discriminate between moving circles and squares, as first introduced by Beer (2003) . In the second task, the robotic agent has to approach moving circles with both normal and inverted vision, adapting to both conditions. Even though these tasks don't strictly require a network of coupled oscillators to be solved, they have been chosen because they are useful benchmarks in the evolutionary robotics and adaptive behaviour communities (DiPaolo 2000 , Izquierdo 2006 ) and act as a suitable focus for the possible roles of synchronisation in a deliberately non-rhythmic behaviour with some relevance to cognition.
The rationale behind the choice of the Kuramoto model is that it describes the phase evolution of a set of connected oscillators and with some adjustments can be associated with groups of neurons firing at a periodic rate (Cumin and Unsworth 2007) . Therefore, instead of focusing on single neuron activations, the model resembles the behaviour of groups of neurons. By using the phase dynamics as the central feature of the model, the emphasis is on short-term temporal activity, which has been previously shown to be successful in pattern recognition tasks (Tononi et al. 1992) . Moreover, the model allows for easy inspection of the phase and frequency of each of the elements, which makes it especially suitable for studying synchronisation of groups of oscillators (Acenbron et al. 2005) , a key factor when analysing communication and information processing in neuronal assemblies (Von der Marslburg 1981 , Friston 2000 . Izhikevich (1999) shows that depending on changes in phase relationships caused by external/internal stimulus, neurons can reorganize and synchronise themselves with different neurons, thus changing their response without the need to change synaptic weights. This points towards new kinds of behaviour generating mechanisms that are explored in the study described here.
The Kuramoto Model
The Kuramoto model consists of a lattice of oscillators coupled according to Equation 7.
where: θ i is the phase of the ith oscillator, ω i is the natural frequency of the ith oscillator, k is the coupling factor between nodes and n is the total number of oscillators. If the frequency of any two given nodes i and j are equal, i.e. dθ i -dθ j = 0 or θ i -θ j = constant, the model is said to be globally synchronised.
It is possible to define a synchronisation index, which calculates how synchronised the set of oscillators are (Kuramoto 1984) . A commonly used measure is defined in Equation 8, where r is the synchronisation index (a value of 1 indicating high synchronisation, 0 indicating incoherent oscillatory behaviour) and ψ is the mean phase of the system.
The Kuramoto model has a set of properties that makes it suitable for the study of different types of synchronisation problems. The work described here focuses on a particular property known as partial synchronism. This phenomenon is exhibited when, in a globally synchronised network, changing the frequency of one node results in some of the nodes become synchronised while other nodes are not (Monteiro et al. 2003) . Moreover, the oscillatory behaviour of one node can be influenced by another node in the network not necessarily connected to it. The importance of this property in mimicking brain related dynamics relies on the fact that different neuronal blocks could synchronise and influence other blocks (e.g. different cortical areas could flexibly establish communication channels depending on their temporal activity). This is in agreement with some recent findings in neuroscience (Buzsaki 2006) , reinforcing the feasibility of applying the Kuramoto model to study cognitive processes.
Experimental framework
The Kuramoto model was modified so that it could be used to control a simulated robotic agent. The core of the robot controller is a set of oscillators, connected in two possible ways: to its immediately two neighbours, producing a ring structure (see Figure 5) , or fully connected. In his original work, Kuramoto suggested a fully connected set-up, but other structures, including the ring shaped one, have been studied and proven to have a direct influence over the synchronisation properties of the model (Wiley et al. 2006 , Cumin and Unsworth 2007 , El-Nashar and Cerdeira 2009 ).
The frequency of each node is calculated as the sum of its natural frequency , ω i , and the value of the sensory input related to that node scaled by a factor z i . At each iteration the phase differences from a given node in relation to the set all other nodes it is connected to (C i ) are calculated according to Equation 9. Based on the approach suggested by Schmidhuber et al. (2007) , the output of the network is given by the sine of the phase differences linearly combined by an output weight matrix W ( Figure 5 ). The sine function smooths out phase difference instabilities caused by phases resetting when they exceeds 2π. Therefore there are n inputs to n corresponding nodes in the network, with C n,2 resulting phase differences and o outputs created via a C n,2 × o matrix W.
In this way, the overall behaviour of the network will be dictated by the phase dynamics and the environmental input to the robotic agent. It is important to stress that nodes that are not directly connected can still influence each other, depending on their frequencies. The first experiment involved an active categorical perception task performed by a simulated circular robotic agent able to move horizontally at the bottom of a 250 × 200 rectangular environment ( Figure 6 ). The robotic agent has 7 ray sensors, symmetrically displaced in relation to the central ray in intervals of ± π/12 radians, and two motors. An intersection between a sensory ray and an object gives a sensor reading between 0 and 10, 0 when the ray length is greater than 200 units and 10 when the ray length is 0. In all experiments, sensors are saturated (they are clamped) when their value is above 9. The robotic agent has to discriminate between circles and squares as they fall from the top of the arena to the bottom (only one object at each trial), where the robotic agent is located. The square's diagonal, the robotic agent's and the circle's radius all measure 15 units. At the beginning of each trial, a circle or a square is dropped from the top of the environment in a random horizontal position within a maximum of 50 units from the robotic agent, and moves vertically with a velocity of 3 units/step. The robotic agent, constrained to move (left and right) in a straight line along the bottom, has to approach the circles and avoid the squares, adjusting its horizontal velocity accordingly.
The second experiment consists of an orientation task. In the same environmental set-up, the robotic agent has to adjust its horizontal position to catch falling circles, with both normal and inverted vision. When submitted to visual inversion, sensory readings from an object at the right side of the agent are perceived by the agent's left set of sensors, and vice-versa. Therefore, different scenarios can cause similar or identical sensory stimulus to the robotic agent; the agent is required to develop a strategy that can overcome the sensory disruption.
A genetic algorithm is used to determine the parameters of the system: the frequency of each node, ω i ∈ [0, 10], the coupling factor k ∈ [0, 5], the input weights z i ∈ [0, 3], the matrix W with elements in the interval [−2, 2] and motor output weight s ∈ [0, 10], resulting in a genotype of length 58 for the tasks studied here. The network's genotype consists of an array of integer variables lying in the range [0, 999] (each variable occupies a gene locus), which are mapped to values determined by the range of their respective parameters. For all the experiments reported here, a distributed GA similar to that described in the GasNets section above (and in Husbands et al. 1998 ) was used; the population size was 49, arranged in a 7 × 7 grid. A generation is defined as 49 breeding events and the evolutionary algorithm runs for a maximum of 150 generations. Two mutation operators were used: the first operator was applied to 20% of the gene and produces a change at each locus by an amount within the [−10,+10] range according to a uniform distribution. The second, more disruptive, mutation operator was applied with a probability of 10% and is applied to 40% of the genotype. A randomly chosen gene locus is replaced with a new value within the [0, 999] range in a uniform distribution.
In the first experiment, fitness is evaluated over a set of 28 trials with randomly chosen objects (circles or squares), starting at a uniformly distributed horizontal offset in the interval of ±50 units from the robotic agent. Fitness is defined as the robotic agent's ability to catch circles and avoid squares, and is calculated according to the following function: fitness = ∑ =1 / ∑ =1 where f i is the ith value in a descending ordered vector of evaluation scores for separate trials, and is given by 1−d i , in the case of a circle, or by d i in the case of a square where d i is the (normalised) horizontal distance from the robotic agent to the object at the end of the ith trial (when the object reaches the bottom of the environment). Therefore, a robotic agent with good fitness maximizes its distance from squares and minimizes its distance from circles. Note that the form of the fitness function is the same as that of Equation 6, providing strong pressure for good performance in all trials (generalisation).
In the second experiment, fitness is evaluated over a set of 20 trials with normal vision followed by 20 trials with inverted vision. The circles are dropped at an uniformly distributed horizontal offset in the interval of ±50 units from the robotic agent. Fitness for each part of the run is defined as above but considering just the circle catching scenario. The final fitness is calculated by averaging the fitness obtained under normal and inverted vision.
Results
In the first experiment (catch circles, avoid squares) two network topologies were investigated, a ring topology and a fully connected topology. Both architectures produced similarly good results, providing an existence proof that oscillator phase dynamics can be useful, as part of a situated embodied system, in driving autonomous sensorimotor behaviour. The training fitness of the best ring topology individual was 0.96 out of 1.00, and the generalisation fitness over 100 random runs was 0.94, which is comparable with the results that are found in the literature (Beer 2003 , DiPaolo 2000 . For the fully connected topology the training fitness of the best evolved individual was 0.97, and the generalisation fitness over 100 runs was 0.92. Analysis of successful individuals reveals clearly different dynamics are at play in circle catching and square avoidance; this is true for both styles of network architecture. Further, although synchronised states play an important role, unsynchronised and transient dynamics are also significant (Moioili et al. 2010 , 2012 , Santos et al. 2012 . Figure 7 shows the synchronisation index plotted against time for the best individuals from experiment one. This clearly shows that the phase dynamics are different for circle catching and square avoidance for both architectures. Square avoidance mainly exploits synchronised dynamics (r for square catching can be seen to always remain very close to 1) whereas circle catching makes significant use of unsynchronised dynamics (r for circle catching deviates significantly from 1 after about 40 iterations). In the second experiment (catching falling circles under normal and inverted vision), the robotic agent was controlled by the fully connected network architecture, given its slightly better performance obtained in the previous experiment in the catching circles part of the task. Again agents with very good performance were successfully evolved. The training fitness for the best evolved individual was 0.94 out of 1.00, and the generalisation fitness over 100 random trails was 0.93. Generalisation performance is illustrated in Figure 8 . Under both conditions, the main adopted strategy seemed to be: move to one side of the object (in this case the left side), where robotic agents with normal visual have their right sensors stimulated whereas robotic agents with inverted vision have their left sensors stimulated, and then centre in on the object. Fig. 8 . The generalisation performance of the agent over 100 random trails in Experiment 2. The red colour is related to the normal vision case and the blue colour to the inverted vision scenario. The plot illustrates the value of the horizontal separation of the agent and the object over 80 iterations Looking at Figure 9 it is possible to see that although the strategy for the normal and inverted vision tasks is almost the same, the oscillatory activity of the network and its phase dynamics are quite different, illustrating the multiple roles a single oscillator can have in the network. For example, near iteration 60, under the normal vision condition (upper part of the figure, middle graphic), the frequency of each node is varying and there is no apparent synchronisation. Near the same iteration, for the inverted vision case (bottom part of the figure), one can observe two almost synchronised clusters appearing: one formed by 4 nodes, the other formed by 2 nodes and the unsynchronised remaining node oscillating at a much higher frequency. This demonstrates an interesting adaptive mechanism that does not require changes in synaptic strengths but rather works by changing phase and degree of synchronisation within neural subgroups that form, break apart and reconfigure throughout the duration of the behaviour. This is another example of the 'shifting network' (Husbands et al. 2001) where reconfiguring network dynamics underlies plasticity of behaviour. The left column illustrates the horizontal coordinate of the agent and the object, the middle one shows the frequency of each node of the network as the task progresses and the right one presents the phase differences.
This analysis again illustrates that evolution is able to readily exploit the rich dynamics the networks are capable of and, importantly, does not rely solely on simple synchronised states in behaviour generation. This work is an initial step along a path that could eventually provide insights into the role of synchronised (and unsynchronised) neuronal dynamics in the generation of cognitive and sensorimotor behaviours. For an extended discussion of related work see (Moioli et al. 2012 , Santos et al. 2012 ).
Exploiting Chaotic Dynamics in an Embodied System
This section describes research that is not strictly evolutionary robotics but is closely related and highlights some important emerging topics that are highly relevant to ER and its intersection with neuroscience.
The possibility of exploiting intrinsic chaotic dynamics has recently attracted the attention of both neurobiologists interested in how animals learn to coordinate their limbs (Kelso 1995 , Korn and Faure 2003 , Mpitsos et al. 1988 , for instance in locomotion behaviors, and roboticists striving to develop better, more efficient locomotion systems for articulated autonomous robots (Kuniyoshi and Suzuki 2004 , Pitti et al. 2010 , Steingrube et al. 2010 . Chaotic dynamics emerging spontaneously from interactions between neural circuitry, bodies and environments can be used to power a kind of search process as an embodied system explores its own possible motor behaviors. However, to date it has not been clear how to harness chaos in a general goal-direct way such that desired adaptive sensorimotor behaviors can be explored, captured and learnt. In this section we briefly present a general and fully dynamic embodied neural system, which exploits chaotic search through adaptive bifurcation, for the real-time goal-directed exploration and learning of the possible locomotion patterns of an articulated robot of an arbitrary morphology in an unknown environment. Our results show that the novel neuro-robotic system is able to create and learn a number of emergent locomotion behaviors for a wide range of body configurations and physical environments, and can re-adapt in real-time after sustaining damage. For further details of the methods see Husbands (2010, 2012) .
Properly coordinated rhythmic movements for locomotion are ubiquitous in animals. Biological locomotor systems (usually involving coordinated limb movements) evolved to be highly adaptable, dexterous and energy efficient. Consequently they are a major source of inspiration when designing robot locomotion systems. Most biological locomotor systems involve neural networks acting as central pattern generators (CPGs) which are responsible for producing the basic rhythmic patterns for the oscillatory movement of limbs. Understanding the subtleties of operation of such networks, and how to design artificial versions for robotic applications , are on-going challenges.
Most approaches to designing CPG-based robotic locomotor systems have relied on optimization and search methods, including evolutionary algorithms and other stochastic methods, to find a suitable configuration of system variables -including the ER approaches to locomotion described earlier. These methods can be computationally expensive and often require a priori knowledge of the robot body and environment. Hence there are still many open issues in how to deal with unknown environments and adaptation to arbitrary or changed (e.g. damaged) body conditions in the most general and efficient way.
In robotics, a greater appreciation of the importance of framing behavior in terms of brainbody-environment interactions has led to efforts to exploit various ready-made functionalities provided by the physical properties of an embodied system. A recent strand of work has built on the growing body of observations of intrinsic chaotic dynamics in nervous systems to suggest that such dynamics can underpin crucial periods in animal development when brain-body-environment dynamics are explored in a spontaneous way as part of the process of acquiring motor skills. Recent robotics studies have demonstrated that chaotic neural networks can indeed power the self-exploration of brain-bodyenvironment dynamics in an embodied system, discovering stable patterns that can be incorporated into motor behaviors (Pitti et al 2010, Kuniyoshi and Sangawa 2006) . In the work outlined here we significantly generalize and extend this previous research to demonstrate how chaotic neural dynamics can be harnessed to develop a kind of system not seen in previous models: one where intrinsic neural dynamics can be used to autonomously explore, capture and learn whole goal-directed sensorimotor behaviors in an embodied system without recourse to external monitoring, evaluation or training methods. We introduce a general on-line and fully dynamic neural process for the exploration and learning of possible locomotion patterns for articulated robots of an arbitrary morphology in unknown physical environments. Goal directed exploration is achieved using chaotic search while discovered patterns are memorized and sustained by adaptive changes to the wirings of chaotic neural oscillators that form the basis of the neural architecture. As well as having direct application in robotics, this work has potential implications for neurobiology.
Conventional optimization and search strategies generally use random perturbations of the system variables to search the space of possible solutions. We have developed a method which uses the intrinsic chaotic dynamics of the system to naturally power a search process without the need for external sources of noise Husbands, 2010, 2012) . We employ the concept of Chaotic Mode Transition with external feedback (Davis, 1990) , which exploits the intrinsic chaoticity of a system orbit as a perturbation force to explore multiple synchronised states of the system, and stabilises the orbit by decreasing its chaoticity according to a feedback signal that evaluates the behaviour. An evaluation signal which measures how well the locomotion behavior of the system matches the desired criteria (e.g. locomote as fast as possible) is used to control a bifurcation parameter which alters the choaticity of the system. During exploration, the bifurcation parameter continuously drives the system between stable and chaotic regimes. If the performance reaches the desired level, the bifurcation parameter decreases to zero and the system stabilizes. A learning process that acts in tandem with the chaotic exploration captures and memorizes these high performing motor patterns.
The overall architecture of the system is illustrated in Figure 10 , the neural architecture generalizes and extends that presented in (Kuniyoshi and Sangawa 2006) which is inspired by the organization of spinobulbar units in the vertebrate spinal cord and Medulla Oblongata (the lower part of the brainstem which deals with autonomic, rhythmic, involuntary functions). Each joint in an articulated robot is connected to a motor unit comprising a pair of central pattern generator (CPG) neurons which receive sensory input. The neurons produce motor outputs for an antagonistic muscle pair that control the movement of the joint. Each CPG neuron is modeled as an extended Bonhöffer van der Pol (BVP) oscillator (FitzHugh 1961 , Asai et al. 2003 , which can be viewed as a simplification of the full Hodgkin Huxley neural model (Hodgkin and Huxley 1952) . The CPG neurons are all connected to each other but these connections are initially made inactive. The CPG neurons receive sensory signals that integrate information from the body-environment interaction dynamics experienced by the system (e.g. from force and position/angle sensors). Hence, while the direct connections are inactive, any coupling between the oscillators will be indirect via bodily and environmental interactions. The network of oscillators, coupled through physical embodiment, has multiple synchronized states (modes) that reflect the body schema and its interactions with the environment, each of which can be regarded as a potential candidate for 'meaningful' motor behavior. The exploration process, powered by adaptive bifurcation through the feedback evaluation signal, allows the system to become entrained in these modes, one at a time, until one is found that is sufficiently stable and high performing for the bifurcation parameter to reduce to zero and the system to fully stabilize. As the system stabilizes, the connections between oscillators are dynamically activated using an adaptive synchronization learning scheme. In this way the wiring between the oscillators is changed in order to capture and maintain the high performing motor pattern. The learning rule is also controlled by the bifurcation parameter and is set up such that the connections between the oscillators are effectively zero (inactive) during the exploration process but gradually increase (become active) as the system nears stability (see Shim and Husbands 2012 for full details). Thus, exploration and learning are merged as a continuous dynamical process such that the desired motor behavior is spontaneously explored, discovered, and memorized in a coherent way. If the performance drops, for instance following a change in the environment or damage to the body, the system will automatically return to the exploration phase until a new stable high performing motor pattern is discovered.
The pair of CPG neurons in each motor unit (labeled l and r) operate according to the following coupled differential equations: and a=0.7, b=0.675, c=1.75 are the fixed parameters of the oscillator. Each consecutive pair in the set of 2N oscillators are sequentially allocated to each motor unit as l = 2m-1 and r = 2m. δ=0.013 and ε=0.022 are the coupling strengths for afferent input H(s) which is a function of raw sensor output s, processed by the sensor adaptation module (SAM) -see Figure 10 . is a coupling term between oscillators and is subject to the learning process. z1 and z2 are the control parameters for adjusting the chaoticity of the motor unit. Their difference (μ = z2− z1) changes identically in all motor units, and acts as the global bifurcation parameter. In the stable regime where the two control parameters are symmetric, it had been found (Asai et al. 2003 ) that the two coupled BVP equations exhibit bistable phase locking of their oscillations in a parameter range of 0.6 < z1 = z2 < 0.88. From the observation of a number of experiments on the oscillator dynamics, we chose to fix z2 = 0.73 and to vary z1 in order to ensure a higher probability of multistability of the system in its stable regime. For further details see (Shim and Husbands 2012) .
The evaluation signal is determined by a ratio of the actual performance (e.g. forward speed) to the desired performance. Where the desired behavior is forward locomotion, the evaluation signal, E, is measured according to the following equations, where v is the robot velocity vector and τ E is a time constant. Using this leaky integrator equation means the velocity is continuously averaged over a time window thus eradicating gyrations and oscillations.
The time course of the bifurcation parameter, µ (Equation XX), is tied to the evaluation signal using the following equations.
Where τ µ and µ c are constants and E d is the desired performance; G(x) implements a decreasing sigmoid function which maps monotonically from (0,1) to (1,0) shaped so that the boundary value at x=1 and its derivative become almost 0 so as to make the function smoothly vanish to zero to facilitate gradual stabilisation. Since the method is intended for use in the most general case, where the robotic system is arbitrary, we do not have prior knowledge of what level of performance it can achieve. Using the concept of a goal setting strategy (Barlas and Yasarcan 2006) , the dynamics of the desired performance are modeled as a temporal average of the actual performance, such that the expectation of a desired goal is influenced by the history of the actual performance experienced as described by the following equation.
= − +
The sensor signal fed to a CPG neuron undergoes homeostatic adaptation as it passes through a sensor adaptation module (SAM) before reaching the neuron (see Figure 10) . The SAMs were introduced because by adjusting the waveforms of input signals to be close to those of the neural activities, the synchronicity between the neural and physical system was enhanced thus allowing the neural system to cope with an arbitrary robotic system. This regulation also results in a diversification of output behaviors, increasing the scale of the search process. The chaotic dynamics of the neutron-body-environment system drive a search process that finds motor patterns that perform well according to the evaluation criteria. As the system stabilizes on a high performing pattern the bifurcation parameter reduces to zero and the connections between the oscillators become active, their weights being set by a learning procedure that is smoothly linked to the chaotic exploration process. The learning process further stabilizes, captures and memorizes the motor patterns. Sensory input undergoes homeostatic adaptation as it passes through a sensor adaptation module (SAM). This enhances the synchronicity between the neural and physical system thus allowing the neural system to cope with an arbitrary robotic system.
The chaotic exploration and learning system was evaluated by using it to control a range of realistically simulated articulated robots that were required to locomote in an effective way. Successful experiments with a swimming robot and a variety of walking robots of differing morphologies demonstrated that the framework is highly general (Shim and Husbands 2012) . In each case a range of stable locomotion behaviors were discovered and learnt. It was also shown that the robots can readily readapt after damage or other changes.
The seamless interaction between the exploration and learning processes results in a system that can be thought of as continually self-monitoring in order to maintain an appropriate level of motor function. As well as being an effective means of developing robotic controllers, the method has more general implications for truly autonomous artificial systems which must maintain their integrity on several levels, including behavioral. Because of its strong biological inspiration it also serves as an indication of the kinds of processes that may be operating in natural nervous systems. Figure 11 shows two of the robot simulations used to demonstrate the system. Figure 12 shows a typical swimming motion discovered and captured for the 4-Fin swimmer. It is an efficient frog-like motion. Figure 13 illustrates how the method allows real-time adaptation. The robot suffers damage where the length of the fin on arm 4 was reduced by 90%. Its performance reduced almost immediately to zero so the exploration process automatically kicked-in. Very quickly it discovers and stabilises one of the high performing transient patterns, needing only a few trials for the oscillator learning mechanism to completely stabilise the system once more into a new high performance swimming motion that is able to compensate for the damage. Figure 14 illustrates the generality of the method by showing how it quickly discovers, captures and stabilises high performing walking behaviour in a quadruped robot model. For details of applications of the method to other robots and body morphologies see Shim and Husbands (2012) . Just as incorporating various forms of neural plasticity into ER has proved very fruitful (Floreano and Urzelai 2000 , DiPaolo 2003 , the integration of chaotic dynamics, as outlined in this section, may result in a powerful hybrid method. There are a number of parameters in the chaotic method that need to be set by hand. ER methods may be able find better setting for combinations of these parameters in order to further increase the efficiency of the method. But a potentially more powerful hybridisation of the chaotic search and learning method with ER will be to allow the exploration of more complex architectures within an evolutionary framework. This may involve the integration of spinobulbar motor units within a more complex overall architecture, for instance to allow a variety of behaviours, or the development of alternative architectures for the motor units themselves.
Discussion and Prospects
Although great progress has been made in autonomous robotics over the past few decades, and techniques similar to those discussed in this chapter have played their part in some of the ever-proliferating mobile robots we now see in the home (e.g. autonomous vacuum cleaners and toys), or in areas such as planetary exploration, security or military applications, many challenges remain.
It is now possible to produce autonomous robots that behave in a robust and reliable way in real environments, engaging in real tasks in real-time. However, the behaviours involved are still relatively simple. Progress has been slow towards more sophisticated tasks such as learning what to focus attention on in a complex environment, coordinating many conflicting goals and drives, interacting with other robots in complex group behaviours, learning to communicate in a sophisticated way about the task at hand, and so on. Perhaps this should not be at all surprising. One lesson that most neuroscientists have understood for many decades, but which has often been overlooked in AI, is that the generation of intelligent embodied behaviour is an extremely complicated problem. However, progress is being made and there are many promising lines of research. It is likely that directions involving artificial neural systems and other biologically inspired methods will become even more important as attempts to tackle these hard problems gather momentum. ER methods will surely play a role, either as a standalone direction or in concert with other approaches. One direction, mentioned in several examples described earlier, that is likely to become increasingly important is the continued dismantling of the line between brain and body that has traditionally been present in studies of both natural and artificial intelligence. The tighter integration of artificial bodies and brains at many different levels, as suggested in Pollack's chapter in this book (Pollack 2012) , is an intriguing possibility that would probably require advances in evolutionary developmental systems -something that could usher in an exciting new direction in ER research.
There are a number of potentially important emerging fields that may have a radical impact in the decades to come. These include developments in interfacing digital electronics to neural tissue. The most frequent motivation for such work is to allow improved prosthetics to be directly controlled by the nervous system. This points to the possibility of an increased merging of robotic technology with human bodiessomething that a number of people have reflected on recently (e.g. Brooks 2002 ) and which the work of Stelarc, the radical performance artist, has long explored (Smith 2007) . A related area involves attempting to harness the sophisticated non-linear adaptive properties of cultured (real) neural networks to create hybrid machines (DeMarse et al. 2001) , pointing towards the possibility of robots that include biological matter in their control systems -a development that would echo the imagined landscapes of dozens of sci-fi books and movies. It is possible that in the long-run that kind of approach may prove more powerful than attempting to understand biological systems in sufficient detail to be able to abstract general mechanisms underlying the generation of intelligent behaviour. However, such research is at an extremely early stage, so we cannot yet properly assess its potential. However, one approach that has been considered recently is the use of artificial selection to shape cultured networks towards some behaviour end (Bull 2004) . This is very difficult with current technology, but advances in high density multi-electrode array hardware, allied with chemical perfusion systems, might allow sufficiently powerful and repeatable manipulation of neural networks to make this a viable approach.
There is little doubt that many powerful biological neural mechanisms have not yet been discovered. One intriguing hypothesis is that one of the forms of plasticity on which the brain relies is itself a form of evolution via natural selection acting within neural tissue (Fernando et al. 2008 , Fernando et al. 2011 ). Irrespective of whether or not it occurs in nature, this kind of mechanism could be employed in a whole new kind of evolutionary robotics.
The field of robotics has massively expanded since the days when it was dominated by cumbersome industrial arms; it is now quite possible that in the not too distant future robots will become as widespread and as common as computers are now. If such a technological revolution comes to pass, it is highly likely that artificial neural systems will play an important part as there will be greater demands for robust, reliable adaptation and learning, as well as sophisticated pattern recognition and sensory processing -all areas in which neural systems have great potential, especially within the context of behaving embodied systems. This in turn means that there are great opportunities for the kinds of interactions between ER and neuroscience described in this chapter.
