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Abstract. We prove the existence of random dynamical systems and random
attractors for a large class of locally monotone stochastic partial differential
equations perturbed by additive Le´vy noise. The main result is applicable to
various types of SPDE such as stochastic Burgers type equations, stochastic 2D
Navier-Stokes equations, the stochastic 3D Leray-α model, stochastic power
law fluids, the stochastic Ladyzhenskaya model, stochastic Cahn-Hilliard type
equations, stochastic Kuramoto-Sivashinsky type equations, stochastic porous
media equations and stochastic p-Laplace equations.
1. Introduction
Since the foundational work in [20, 22, 69] the long time behavior of SPDE in
terms of the existence of random attractors has been extensively investigated (cf.
e.g. [7,12,15,31,32,34–38,40,41,48,57,59,70,77,84,86,87,90]), resulting in an ever
increasing list of specific SPDE for which the existence of a random attractor has
been verified. While the proofs rely on common ideas, the field yet lacks a general,
unifying framework overcoming the case by case verification. The main aim of this
work is to further push in the direction of such a unifying framework by providing a
general, abstract result on the existence of random attractors for locally monotone
SPDE.
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aschenke@uni-bielefeld.de.
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More precisely, we prove the existence of random dynamical systems and random
attractors for SPDE of the form
(1.1) dXt = A(Xt)dt+ dNt,
where Nt is a Le´vy type noise satisfying a moment condition (N) and A is locally
monotone (cf. (A2) below) with respect to a Gelfand triple V ⊆ H ⊆ V ∗. The
abstract framework introduced here relies on the concept of locally monotone oper-
ators. This extends previously available results, which were restricted to monotone
operators, and constitutes important progress in so far that, in contrast to the
monotone framework, it includes SPDE arising in fluid dynamics as particular ex-
amples. Indeed, the generality of this framework is demonstrated by application to
a large class of SPDE, including, stochastic reaction-diffusion equations, stochas-
tic Burgers type equations, stochastic 2D Navier-Stokes equations, the stochastic
Leray-α model, stochastic power law fluids, the stochastic Ladyzhenskaya model,
stochastic Cahn-Hilliard type equations as well as stochastic Kuramoto-Sivashinsky
type equations. This recovers results from the literature as simple applications of
the abstract framework introduced here and generalizes many known results. In
particular, we generalize the results given in [12, 34, 37]. We refer to Section 6 for
more details.
The first main result, stated in detail in Theorem 4.1 below, addresses the exis-
tence of random dynamical systems associated to (1.1).
Theorem (Theorem 4.1 below). Assume that A is hemicontinuous, locally mono-
tone, coercive and satisfies a growth condition. Further assume that V ⊆ H
is compact and that there exists a hemicontinuous, strictly monotone operator
M : V → V ∗ satisfying a growth condition. Then there is a continuous random
dynamical system S generated by solutions to (1.1).
Under a slightly stronger coercivity condition we then prove the existence of a
random attractor, leading to the second main result.
Theorem (Theorem 5.1 below). Assume that A is hemicontinuous, locally mono-
tone, coercive and satisfies a growth condition. Further assume that V ⊆ H
is compact and that there exists a hemicontinuous, strictly monotone operator
M : V → V ∗ satisfying a growth condition. Then the random dynamical system S
is compact and there is a random attractor for S.
The existence of a random attractor is typically proven in two steps: In the
first step, uniform bounds on the H-norm of the flow are established, which means
that there exists a bounded attracting set. In the second step, the existence of
a compact attracting set is shown. In this work, we will use the compactness of
the embedding V ⊆ H to prove that the cocycle S is compact, which together
with the first step implies the existence of a compact attracting set. Notably, the
approach introduced here only relies on the standard coercivity assumption of the
variational approach to SPDE. This avoids further assumptions typically required
in the literature in order to prove higher regularity of solutions. In particular, this
avoids to pose stronger regularity assumptions on the noise.
The generality of the framework of locally monotone SPDE (1.1) driven by ad-
ditive Le´vy noise results in several technical difficulties: The inclusion of additive,
trace-class Le´vy noise requires more involved estimates, e.g. in the proof of exponen-
tial integrability properties of the strictly stationary Ornstein-Uhlenbeck process.
In addition, the more general growth assumptions introduced by the second author
and Ro¨ckner in [61] (cf. (A4) below), lead to difficulties in controlling the coerciv-
ity and growth properties of the transformed (random) PDE, thus requiring more
involved estimates than in previous works. Another key contribution of the present
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work is the detailed treatment of a rather long list of examples, which rely on an
intensive use of interpolation inequalities, and which underlines the generality of
the abstract framework.
Notably, the Le´vy process Nt in (1.1) is only assumed to take values in H which
is the natural choice of noise as far as trace-class noise is considered. This is in
contrast to a number of works where the noise was assumed to take values in the
domain of the operator A, in order to make sense of the transformed equation for
Z˜t := Xt −Nt which has the form
dZ˜t = A(Z˜t +Nt)dt.
It was later noticed in [34] that this assumption can be relaxed to Nt ∈ H by not
subtracting the noise directly, but a form of nonlinear Ornstein-Uhlenbeck process
instead. More precisely, if the operator A possesses a strongly monotone part M ,
we construct in Theorem 3.1 a strictly stationary solution ut of the equation (for
sufficiently large σ > 0)
dut = σM(ut)dt+ dNt.
Here, the smoothing properties of the operator M guarantee that ut takes values
in the space V . This allows to prove the existence of a random dynamical system,
assuming only trace-class noise in H .
Literature. We now give a brief account on the available literature on random
attractors for SPDE. Since this is a very active research field, this attempt has to
remain incomplete and we restrict to those works which appear most relevant to
the results of this work.
Random attractor was first studied in [20,22,69]. It is a very important concept
of capturing the long-time behavior of random dynamical systems (RDS) and there
are many results on existence and properties of random attractors for various SPDE
[15,31, 32, 36, 38, 40, 41, 48, 57, 59, 70, 77, 84, 86, 87, 90].
Equivalent conditions for the existence of random attractors were given in [21].
Further properties of random attractors that have been studied include measura-
bility [20, 22, 23], upper-semicontinuity [16, 17, 55, 76, 83], regularity [39, 56, 58] and
dimension estimates [26,51,89]. The problem of unbounded domains has also been
addressed, e.g. in [8, 13, 47, 64, 75, 80]. For random attractors on weighted spaces,
cf. [9,10,54]. Furthermore, the concept of a weak random attractor has been intro-
duced recently in [78, 79]. Further references will be given in the discussion of the
examples in Section 6.
Stochastic (partial) differential equations driven by Le´vy noise have been stud-
ied widely, motivated among other things by applications in finance, statistical
mechanics, fluid dynamics. For an overview we refer to [68]. For results on random
attractors see [37] and the references therein. Well-posedness for locally monotone
SPDE driven by Le´vy noise was first studied by Brzez´niak, the second author and
Zhu [14].
Overview. In Section 2 we will state the assumptions on the coefficients and the
noise N . In Section 3 we will study strictly stationary solutions for strongly mono-
tone SPDE. The following section, Section 4 is devoted to constructing a stochastic
flow via transformation of equation (2.1) into a random PDE. This stochastic flow is
then proven to be compact in Section 5. Combining with the existence of a random
bounded absorbing set then immediately imply the existence of a random attrac-
tor. Applications to various SPDE are given in Section 6. Appendix A gathers the
necessary results on random PDE with locally monotone coefficients. In Appendix
B we will recall the basic notions and results concerning stochastic flows, random
dynamical systems and random attractors.
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2. Main framework
Let (H, 〈·, ·〉H) be a real separable Hilbert space, identified with its dual space
H∗ by the Riesz isomorphism. Let V be a real reflexive Banach space continuously
and densely embedded into H . In particular, there is a constant λ > 0 such that
λ‖v‖2H ≤ ‖v‖
2
V for all v ∈ V . Then we have the following Gelfand triple
V ⊆ H ≡ H∗ ⊆ V ∗.
If V ∗〈·, ·〉V denotes the dualization between V and its dual space V ∗, then
V ∗〈u, v〉V = 〈u, v〉H , ∀u ∈ H, v ∈ V.
As mentioned in the introduction, we consider SPDE of the form
(2.1) dXt = A(Xt)dt+ dNt,
where A : V → V ∗ is B(V )/B(V ∗)-measurable (we extend A by 0 to H) and
N : R× Ω→ H is a centered, two-sided Le´vy process on H . We assume that N is
given by its canonical realization on Ω := D(R;H), the space of all ca`dla`g paths in
H endowed with the canonical filtration
F ts = σ(ω(u)− ω(v)|ω ∈ Ω, s ≤ u, v ≤ t)
and Wiener shifts {θt}t∈R (cf. e.g. [3, Appendix A.3], [2, Section 1.4.1]). We
will impose some moment condition on N which will be specified below. Let P
be the law of N on Ω. Then (Ω,F , {F ts}t∈[s,∞), {θt}t∈R,P) is an ergodic metric
dynamical system. We denote the augmented filtration by {F¯ ts}t∈[s,∞) and note
that {F¯ ts}t∈[s,∞) is right-continuous. The extension of P to F¯ is denoted by P¯ and
we define F¯ t−∞ := σ
(⋃
−∞<s≤t F¯
t
s
)
.
Suppose that for some α ≥ 2 and β ≥ 0 with β(α− 1) ≤ 2, there exist constants
C,K ≥ 0 and γ > 0 such that the following conditions hold for all v, v1, v2 ∈ V :
(A1) (Hemicontinuity) The map s 7→ V ∗〈A(v1 + sv2), v〉V is continuous on R.
(A2) (Local monotonicity)
2V ∗〈A(v1)−A(v2), v1 − v2〉V ≤ (C + η(v1) + ρ(v2)) ‖v1 − v2‖
2
H ,
where η, ρ : V → R+ are locally bounded measurable functions.
(A3) (Coercivity)
2V ∗〈A(v), v〉V ≤ −γ‖v‖
α
V +K‖v‖
2
H + C.
(A4) (Growth)
‖A(v)‖
α
α−1
V ∗ ≤ C(1 + ‖v‖
α
V )(1 + ‖v‖
β
H).
In order to be able to deduce the existence and uniqueness of solutions from
the results derived in [14], we note that due to the Le´vy-Itoˆ decomposition (cf.
e.g. [1, Theorem 4.1]), and since ν is assumed to have first moment, we have P-a.s.
(2.2) Nt = mt+Wt +
ˆ
H
zN˜(t, dz), ∀t ∈ R,
where m ∈ H , Wt is a trace-class Q-Wiener process on H and N˜ is a compensated
Poisson random measure on H with intensity measure ν (cf. [1] for Definitions).
Now we state the assumptions on the Le´vy noise as follows:
(N) The process (Nt)t∈R is a two-sided Le´vy process with values in H and
the corresponding Le´vy measure has finite moments up to order 4. Furthermore,
without loss of generality, we assume m = 0.
Throughout this paper we will work with the convention that C, C˜ ≥ 0 and
c, c˜ > 0 are generic constants, each of which is not important for its specific value
and allowed to change from line to line.
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Let us now define what we mean by a solution to (2.1).
Definition 2.1. A ca`dla`g,H-valued, {F¯ ts}t∈[s,∞)-adapted process {S(t, s;ω)x}t∈[s,∞)
is a solution to (2.1) with initial condition x at time s if for P-a.a. ω ∈ Ω,
S(·, s;ω)x ∈ Lαloc([s,∞);V ) and
S(t, s;ω)x = x+
ˆ t
s
A(S(r, s;ω)x)dr +Nt(ω)−Ns(ω), ∀t ≥ s.
3. Strictly stationary solutions for monotone SPDE
The construction of stochastic flows for locally monotone SPDE driven by Le´vy
noise (presented in Section 4 below) will be based on strictly stationary solutions
for strongly monotone SPDE driven by Le´vy noise. The existence and uniqueness
of such strictly stationary solutions will be proven in this section, which might be
of independent interest. This generalizes a similar construction presented in [34]
for the case of trace-class Wiener noise.
More precisely, in this section we will consider strongly monotone SPDE of the
form
(3.1) dXt = σM(Xt)dt+ dNt,
where σ > 0, Nt is a two-sided Le´vy process (as above) and M : V → V
∗ is
measurable. Instead of the local monotonicity condition (A2), we assume that M
is strongly monotone, i.e.
(A2′) (Strong monotonicity) There exists a constant c > 0 such that
2V ∗〈M(v1)−M(v2), v1 − v2〉V ≤ −c‖v1 − v2‖
α
V , ∀v1, v2 ∈ V,
where α is the same constant as in (A3).
It is easy to see that (A2′) implies that (A3) also holds for M .
By the above Le´vy-Itoˆ decomposition (2.2), we may rewrite (3.1) as
(3.2) dXt = σM(Xt)dt+ dWt +
ˆ
H
zN˜(dt, dz)
and [14, Theorem 1.2] implies the existence and uniqueness of an F¯ ts-adapted vari-
ational solution X(t, s;ω)x for each x ∈ H . Strictly stationary solutions to (3.1)
will be constructed by letting s → −∞ in X(t, s;ω)x and then selecting a strictly
stationary version u from the resulting stationary limit process using Proposition
B.12 in Appendix B.
Theorem 3.1 (Strictly stationary solutions). Suppose thatM satisfies (A1), (A2′),
(A4) with β = 0 and let X(·, s;ω)x be the solution to (3.2) starting in x ∈ H at
time s. Then
(i) There exists an F¯ t−∞-adapted, F-measurable process u ∈ L
2(Ω;D(R;H)) ∩
Lα(Ω;Lαloc(R;V )) such that
lim
s→−∞X(t, s; ·)x = ut
in L2(Ω;H) for all t ∈ R, x ∈ H.
(ii) u solves (3.1) in the following sense:
(3.3) ut = us + σ
ˆ t
s
M(ur)dr +Nt −Ns, P-a.s., t ≥ s.
(iii) u can be chosen to be strictly stationary with ca`dla`g paths and satisfying
u·(ω) ∈ Lαloc(R;V ), for all ω ∈ Ω.
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(iv) Let 2 ≤ p ≤ 4, then for each δ ≥ 0, t ∈ R and large enough σ > 8δpcλ , there
is a constant C(δ, σ) > 0 such that
(3.4) E
ˆ t
−∞
eδr‖ur‖
α
V ‖ur‖
p−2
H dr ≤ C(δ, σ)e
δt,
where C(δ, σ)→ 0 for σ →∞.
(v) There exists a θ-invariant set Ω0 ⊆ Ω of full P-measure such that for ω ∈ Ω0
and s, t ∈ R, s < t,
1
t− s
ˆ t
s
‖ur(ω)‖
α
V dr → E‖u0‖
α
V ≤ C(σ), s→ −∞,
where C(σ)→ 0 for σ →∞.
Let p ∈ N, p ≥ 2, then
(vi) There exists a θ-invariant set Ω0 ⊆ Ω of full P-measure such that for ω ∈ Ω0
(3.5)
1
t
ˆ t
0
‖ur(ω)‖
p
Hdr → E‖u0‖
p
H , t→ ±∞.
(vii) ‖ut(ω)‖
p
H has sublinear growth, i.e.
lim
t→±∞
‖ut(ω)‖
p
H
|t|
= 0.
Proof. As the operator in (3.2) is strongly monotone, some parts of the proof here
are similar to the associated statements in [34]. So here we will only highlight the
differences arising from allowing Le´vy noise and otherwise refer to [34].
LetX(t, s;ω)x denote the variational solution to (3.1) starting at time s in x ∈ H
(cf. [14]).
(i) First we show that there is an F¯ t−∞-adapted, F -measurable process u : R×
Ω→ H such that
lim
s→−∞X(t, s; ·)x = ut,
in L2(Ω;H) for each t ∈ R, independent of x ∈ H .
Following the same line of argument as in [34, p. 143], using the coercivity, Itoˆ’s
formula and the comparison lemma [34, Lemma 5.1] for α > 2 or Gronwall’s lemma
for α = 2, respectively, we obtain that for all t ∧ 0 ≥ s2
E sup
r∈[t,∞)
‖X(r, s2; ·)x−X(r, s1; ·)y‖
2
H
≤


(
(α2 − 1)cσλ
α
2 (t− s2)
)− 2α−2 , if α > 2;
2
(
e
cσλ
2 s1‖y‖2H + e
cσλ
2 s2‖x‖2H + C
)
e
cσλ
2 s2e−cσλt , if α = 2.
Hence, X(·, s; ·)x is a Cauchy sequence in L2(Ω;D([t,∞);H)) and
ut := lim
s→−∞X(t, s; ·)x
exists as a limit in L2(Ω;H) for all t ∈ R and u is F¯ t−∞-adapted.
SinceX(·, s; ·)x also converges in L2(Ω;D([t,∞);H)), u is ca`dla`g P-almost surely.
Since u is F¯ -measurable, we can choose an indistinguishable F -measurable version
of u.
(ii) The next step consists of showing that u solves (3.3).
This is achieved using Itoˆ’s formula for ‖ · ‖2H (with the only difference being
an additional term of
´
H ‖z‖
2
Hν(dz) on the right-hand side), the compactness of
the embedding as well as the monotonicity trick and the hemicontinuity (A1). For
details, cf. [34, p.144].
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(iii) Now we prove the crude stationarity for u. Let us first show X(t, s;ω)x =
X(0, s− t; θtω)x for all t ≥ s, P-almost surely.
Let h > 0, t ≥ s and define X¯h(t)(ω) := X(t − h, s − h; θhω)x. Then for P-a.a.
ω ∈ Ω (with zero set possibly depending on s, h, x)
X¯h(t)(ω) = X(t− h, s− h; θhω)x
= x+ σ
ˆ t−h
s−h
M(X(r, s− h; θhω)x)dr +Nt−h(θhω)−Ns−h(θhω)
= x+ σ
ˆ t−h
s−h
M(X(r, s− h; θhω)x)dr +Nt(ω)−Ns(ω)
= x+ σ
ˆ t
s
M(X¯h(r)(ω))dr +Nt(ω)−Ns(ω).
Hence, by uniqueness, X(t − h, s − h; θhω)x = X(t, s;ω)x, P-almost surely. In
particular
(3.6) X(0, s− t; θtω)x = X(t, s;ω)x,
P-almost surely (with zero set possibly depending on t, s, x).
Now for an arbitrary sequence sn → −∞ there exists a subsequence (again
denoted by sn) such that X(t, sn; ·)x → ut and X(0, sn − t; ·)x → u0 P-almost
surely. Therefore, passing to the limit in (3.6) gives
u0(θtω) = ut(ω),
P-almost surely (with zero set possibly depending on t).
Since u· ∈ Lα(Ω;Lαloc(R;V )), hence in particular u·(ω) ∈ L
α
loc(R;V ) for almost
all ω ∈ Ω, and since u is F -measurable, we can employ Proposition B.12 to de-
duce the existence of an indistinguishable, F -measurable, F¯ t−∞-adapted, strictly
stationary, ca`dla`g process u˜ such that u˜·(ω) ∈ Lαloc(R;V ) for all ω ∈ Ω, i.e. crude
stationarity.
(iv) Next we proceed to prove (3.4). Let δ ≥ 0 and note that by (A2′) and (A4)
2σ V ∗〈M(v), v〉V +trQ ≤ −
cσ
2
‖v‖αV + C, ∀v ∈ V.
An application of Itoˆ’s formula and the product rule yields that
eδt2‖ut2‖
p
H = e
δt1‖ut1‖
p
H
+
p
2
ˆ t2
t1
eδr‖ur‖
p−2
H (2σ V ∗〈M(ur), ur〉V + trQ) dr
+ p
ˆ t2
t1
eδr‖ur‖
p−2
H 〈ur, dWr〉H + p(
p
2
− 1)
ˆ t2
t1
eδr‖ur‖
p−4
H ‖Q
1
2 ur‖
2
Hdr
+ p
ˆ t2
t1
ˆ
H
eδr‖ur‖
p−2
H 〈ur, z〉HN˜(dr, dz)
+
ˆ t2
t1
ˆ
H
eδr
(
‖ur + z‖
p
H − ‖ur‖
p
H − p‖ur‖
p−2
H 〈ur, z〉H
)
N(dr, dz)
+ δ
ˆ t2
t1
eδr‖ur‖
p
Hdr.
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and thus by (A3)
Eeδt2‖ut2‖
p
H ≤ Ee
δt1‖ut1‖
p
H
+
p
2
E
ˆ t2
t1
eδr‖ur‖
p−2
H
(
−
cσ
2
‖ur‖
α
V + C
)
dr
+ p(
p
2
− 1)E
ˆ t2
t1
eδr‖ur‖
p−4
H ‖Q
1
2ur‖
2
Hdr
+ E
ˆ t2
t1
ˆ
H
eδr
(
‖ur + z‖
p
H − ‖ur‖
p
H − p‖ur‖
p−2
H 〈ur, z〉H
)
N(dr, dz)
+ δE
ˆ t2
t1
eδr‖ur‖
p
Hdr.
Noting that
|‖x+ h‖pH − ‖x‖
p
H − p‖x‖
p−2
H 〈x, h〉H | ≤ Cp(‖x‖
p−2
H ‖h‖
2
H + ‖h‖
p),
we obtain by using the moment assumption (N) that
E
ˆ t2
t1
ˆ
H
eδr
(
‖ur + z‖
p
H − ‖ur‖
p
H − p‖ur‖
p−2
H 〈ur, z〉H
)
N(dr, dz)
= E
ˆ t2
t1
ˆ
H
eδr
(
‖ur + z‖
p
H − ‖ur‖
p
H − p‖ur‖
p−2
H 〈ur, z〉H
)
ν(dz)dr
≤ CE
ˆ t2
t1
ˆ
H
eδr
(
‖ur‖
p−2
H ‖z‖
2
H + ‖z‖
p
H
)
ν(dz)dr
≤ C
(
E
ˆ t2
t1
eδr
(
‖ur‖
p−2
H + 1
)
dr
)
,
and therefore
Eeδt2‖ut2‖
p
H ≤ Ee
δt1‖ut1‖
p
H −
pcσ
4
E
ˆ t2
t1
eδr‖ur‖
p−2
H ‖ur‖
α
V dr
+
(
p(
p
2
− 1)trQ+ C
)
E
ˆ t2
t1
eδr‖ur‖
p−2
H dr
+ δE
ˆ t2
t1
eδr‖ur‖
p
Hdr + C
ˆ t2
t1
eδrdr.
Applying Young’s inequality and the embedding V ⊂ H , we get
eδt2E‖ut2‖
p
H ≤ e
δt1E‖ut1‖
p
H −
(pcσ
4
− 2δλ−1
)
E
ˆ t2
t1
eδr‖ur‖
p−2
H ‖ur‖
α
V dr
+ C
ˆ t2
t1
eδrdr.
Stationarity of ut implies(pcσ
4
− 2δλ−1
)
E
ˆ t2
t1
eδr‖ur‖
p−2
H ‖ur‖
α
V dr ≤ C
ˆ t2
t1
eδrdr(3.7)
and thus (3.4) holds, provided σ is sufficiently large that pcσ4 − 2δλ
−1 > 0.
(v) Applying (3.7) for δ = 0 and p = 2 yields
E
ˆ t2
t1
‖ur‖
α
V dr ≤ C(t2 − t1).
RANDOM ATTRACTORS FOR LOCALLY MONOTONE SPDE 9
Since ut is stationary, we have E‖ur‖αV = E‖u0‖
α
V . Hence,
E‖u0‖
α
V ≤ C <∞,
and Birkhoff’s ergodic theorem implies the claimed convergence.
(vi) The convergence (3.5) follows exactly as in [34, Proof of Theorem 3.3 (i), 146
f.] from the stationarity and Birkhoff’s ergodic theorem as well as an application
of Itoˆ’s formula and the a priori bounds arising from [34, Lemma 5.2] in the case
α > 2 and Gronwall’s lemma for α = 2, respectively.
(vii) This is proven by invoking the dichotomy of linear growth (cf. [3, Proposi-
tion 4.1.3]) in the same way as in [34, Proof of Theorem 3.3 (ii), p. 147]. 
4. Generation of random dynamical systems
In order to construct a stochastic flow associated to (2.1), we aim to transform
(2.1) into a random PDE. However, since we only assume that Nt takes values in H
we cannot directly subtract the noise. Motivated by [34] we use the transformation
based on a strongly stationary solution to the strictly monotone part of (2.1). More
precisely, we impose the following assumption:
(V ) There exists an operator M : V → V ∗ satisfying (A1), (A2′) and (A4) with
β = 0.
The motivation behind the assumption (V ) is that M is the strongly monotone
part of A in (2.1). For example, for many semilinear SPDE such as stochastic
reaction-diffusion equations, stochastic Burgers equations and stochastic 2D Navier-
Stokes equations, one can takeM = ∆ (standard Laplace operator). For quasilinear
SPDE like stochastic porous media equations, stochastic p-Laplace equations or
stochastic Cahn-Hilliard type equations one can take M(v) = ∆(|v|r−1v), M(v) =
div(|∇v|p−2∇v) and M(v) = −∆2v, respectively (see Section 6 for more concrete
examples).
Following the arguments given in [34], for σ > 0 we may consider the F -
measurable, strictly stationary solution ut (given by Theorem 3.1) to
dut = σM(ut)dt+ dNt.
The key point is that u takes values in V , while N takes values in H . The operator
M is used to construct Ornstein-Uhlenbeck type process corresponding to dXt =
σM(Xt)dt+dNt. If Nt takes values in V (cf. [37]), then this regularizing property is
not needed and we can just choose M = −IdH . The condition (V ) can be removed
in this case.
Let X(t, s;ω)x denote a variational solution to (2.1) starting in x at time s (the
existence and uniqueness of this solution will be proved in Theorem 4.1).
Defining X¯(t, s;ω)x := X(t, s;ω)x− ut(ω) we get
〈X¯(t, s;ω)x, v〉H = 〈x − us, v〉H +
ˆ t
s
V ∗〈A(X¯(r, s;ω)x+ ur), v〉V dr
− σ
ˆ t
s
V ∗〈M(ur), v〉V dr, v ∈ V, P-a.s.
We have used the following stationary conjugation mapping
(4.1) T (t, ω)y := y − ut(ω)
and the conjugated process Z(t, s;ω)x := T (t, ω)X(t, s;ω)T−1(s, ω)x satisfies
(4.2) Z(t, s;ω)x = x+
ˆ t
s
(A(Z(r, s;ω)x+ ur)− σM(ur)) dr
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as an equation in V ∗. Let
Aω(r, v) :=
{
A (v + ur)− σM(ur), if ur ∈ V ;
A (v) , else,
where for the simplicity of notations we suppressed the ω-dependency of ur.
Since ur(ω) ∈ V for all ω ∈ Ω and a.a. r ∈ R, from (4.2) we obtain
Z(t, s;ω)x = x+
ˆ t
s
Aω(r, Z(r, s;ω)x) dr.(4.3)
In order to define the associated stochastic flow to (2.1), we will first solve (4.3) for
each ω ∈ Ω and then set
(4.4) S(t, s;ω)x := T (t, ω)−1Z(t, s;ω)T (s, ω)x.
This will be done in detail in the proof of Theorem 4.1 below. For this purpose and
also in order to subsequently prove the compactness of the stochastic flow, we need
to impose the following additional assumption:
(A5) The embedding V ⊆ H is compact.
Theorem 4.1 (Generation of stochastic flows). Suppose that (A1)–(A5), (V ) are
satisfied and there exist non-negative constants C and κ such that
η(v1 + v2) ≤ C(η(v1) + η(v2)),
ρ(v1 + v2) ≤ C(ρ(v1) + ρ(v2)),
η(v) + ρ(v) ≤ C(1 + ‖v‖αV )(1 + ‖v‖
κ
H), ∀v1, v2, v ∈ V.
(4.5)
Then we have the following:
(i) There is a unique solution Z(t, s;ω) to (4.3). Z(t, s;ω) and S(t, s;ω) (de-
fined in (4.4)) are stationary conjugated continuous RDS in H and S(t, s;ω)x
is a solution of (2.1) in the sense of Definition 2.1.
(ii) The maps t 7→ Z(t, s;ω)x, S(t, s;ω)x are ca`dla`g, x 7→ Z(t, s;ω)x, S(t, s;ω)x
are continuous locally uniformly in s, t and s 7→ Z(t, s;ω)x, S(t, s;ω)x are
right-continuous.
Proof. (i) We consider (4.3) as an ω-wise random PDE. We will use this point of
view to define the associated stochastic flow.
In order to obtain the existence and uniqueness of solutions to (4.3) for each
fixed (ω, s) ∈ Ω× R, we need to verify the assumptions (H1)–(H4) (see Appendix
A) for (t, v) 7→ Aω(t, v). We will check (H1)–(H4) for Aω(t, v) on each bounded
interval [S, T ] ⊂ R and for each fixed ω ∈ Ω. For ease of notations we suppress the
ω-dependency of the coefficients in the following calculations.
(H1): Follows immediately from (A1) for A.
(H2): Let v1, v2 ∈ V , ω ∈ Ω and t ∈ R such that ut(ω) ∈ V . Then by (A2) and
(4.5) we find
2V ∗〈Aω(t, v1)−Aω(t, v2), v1 − v2〉V
= 2V ∗〈A (v1 + ut)−A (v2 + ut) , (v1 + ut)− (v2 + ut)〉V
≤ (C + η(v1 + ut) + ρ(v2 + ut)) ‖v1 − v2‖
2
H
≤ (C + Cη(ut) + Cρ(ut) + Cη(v1) + Cρ(v2)) ‖v1 − v2‖
2
H .
Note that by (4.5)
η(ut) + ρ(ut) ≤ C (1 + ‖ut‖
α
V ) (1 + ‖ut‖
κ
H) .
Since u·(ω) ∈ Lαloc(R;V ) ∩ L
∞
loc(R;H), we have
f(t) := C + Cη(ut) + Cρ(ut) ∈ L
1
loc(R),
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i.e. (H2) holds for Aω. For t ∈ R such that ut(ω) 6∈ V a similar calculation holds.
(H3): For v ∈ V , ω ∈ Ω and t ∈ R such that ut(ω) ∈ V , by (A3) we can estimate
2V ∗〈Aω(t, v), v〉V = 2V ∗〈A (v + ut) , v + ut〉V(4.6)
− 2V ∗〈A (v + ut) , ut〉V − 2σV ∗〈M(ut), v〉V
≤ K‖v + ut‖
2
H − γ‖v + ut‖
α
V + C
+ 2‖A (v + ut) ‖V ∗‖ut‖V − 2σV ∗〈M(ut), v〉V .
For any ε1, ε2 > 0, by (A4), the condition (α − 1)β ≤ 2 and Young’s inequality
there exist constants Cε1 , Cε2 such that
2‖A (v + ut) ‖V ∗‖ut‖V
≤ C
(
1 + ‖v + ut‖
α−1
V
) (
1 + ‖v + ut‖
β α−1α
H
)
‖ut‖V
≤ ε1 (1 + ‖v + ut‖
α
V ) + Cε1
(
1 + ‖v + ut‖
β(α−1)
H
)
‖ut‖
α
V
≤ ε1‖v + ut‖
α
V + Cε1‖ut‖
α
V ‖v + ut‖
2
H + 2Cε1‖ut‖
α
V + ε1
and
2σV ∗〈M(ut), v〉V ≤ Cε2‖M(ut)‖
α
α−1
V ∗ + ε2‖v‖
α
V
≤ Cε2
(
C‖ut‖
α
V + C
)
+ ε2‖v‖
α
V ,
where we recall that M satisfies (A4) with β = 0.
Combining the above estimates with (4.6) we have
2V ∗〈Aω(t, v), v〉V ≤ (K + Cε1‖ut‖
α
V )‖v + ut‖
2
H − (γ − ε1)‖v + ut‖
α
V
+ 2Cε1‖ut‖
α
V + C + ε1 + Cε2
(
C‖ut‖
α
V + C
)
+ ε2‖v‖
α
V .
Using
‖v + ut‖
α
V ≥ 2
1−α‖v‖αV − ‖ut‖
α
V
we obtain (for ε1 small enough):
2V ∗〈Aω(t, v), v〉V
≤ −(γ − ε1 − 2
α−1ε2)21−α‖v‖αV + 2(K + Cε1‖ut‖
α
V )‖v‖
2
H
+ (γ − ε1 + 2Cε1 + CCε2)‖ut‖
α
V + 2(K + Cε1‖ut‖
α
V )‖ut‖
2
H + CCε2 + C + ε1.
Now choosing ε1, ε2 small enough yields
2V ∗〈Aω(t, v), v〉V ≤ −γ˜‖v‖
α
V + g(t)‖v‖
2
H + f˜(t),(4.7)
where
γ˜ := (γ − ε1 − 2
α−1ε2)21−α > 0;
g(t) := 2(K + Cε1‖ut‖
α
V ) ∈ L
1
loc(R);
f˜(t) := (γ − ε1 + 2Cε1 + CCε2)‖ut‖
α
V
+ 2(C + Cε1‖ut‖
α
V )‖ut‖
2
H + CCε2 + C + ε1 ∈ L
1
loc(R).
Here the local integrability of g and f˜ follows from the local Lα-integrability of u
in V and local boundedness of u in H . For t ∈ R such that ut(ω) 6∈ V we can use
the same calculation to prove (H3).
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(H4): For v ∈ V , ω ∈ Ω and t ∈ R such that ut(ω) ∈ V :
‖Aω(t, v)‖
α
α−1
V ∗ = ‖A (v + ut)− σM(ut)‖
α
α−1
V ∗
≤ C
(
‖A (v + ut) ‖
α
α−1
V ∗ + ‖M(ut)‖
α
α−1
V ∗
)
≤ C (1 + ‖v + ut‖
α
V )
(
1 + ‖v + ut‖
β
H
)
+ C‖M(ut)‖
α
α−1
V ∗
≤ C
(
1 + ‖v‖αV + ‖ut‖
α
V + ‖v‖
β
H + ‖ut‖
β
H + ‖v‖
α
V ‖v‖
β
H
+ ‖v‖αV ‖ut‖
β
H + ‖ut‖
α
V ‖v‖
β
H + ‖ut‖
α
V ‖ut‖
β
H
)
≤ C
(
1 + ‖ut‖
β
H
)
‖v‖αV + C(1 + ‖ut‖
α
V )‖v‖
β
H + C‖v‖
α
V ‖v‖
β
H
+ C
(
1 + ‖ut‖
α
V + ‖ut‖
β
H + ‖ut‖
α
V ‖ut‖
β
H
)
≤ (C1(t) + C2(t)‖v‖
α
V )
(
1 + ‖v‖βH
)
,
where
C1(t) := C
(
1 + ‖ut‖
α
V + ‖ut‖
β
H + ‖ut‖
α
V ‖ut‖
β
H
)
∈ L1loc(R);
C2(t) := C
(
1 + ‖ut‖
β
H
)
∈ L∞loc(R).
This yields (H4) on any bounded interval [S, T ] ⊆ R.
For t ∈ R such that ut 6∈ V one can show (H4) by a similar calculation.
Hence, (H1)–(H4) are satisfied for Aω for each ω ∈ Ω and on each bounded
interval [S, T ] ⊆ R. By Theorem A.1 there thus exists a unique solution
Z(·, s;ω)x ∈ Lαloc([s,∞);V ) ∩ L
∞
loc([s,∞);H)
to (4.3) for every (s, ω, x) ∈ R× Ω×H .
By the uniqueness of solutions for (4.3) we have the flow property
Z(t, s;ω)x = Z(t, r;ω)Z(r, s;ω)x.
Therefore, by Proposition B.9 the family of maps given by
(4.8) S(t, s;ω) := T (t, ω) ◦ Z(t, s;ω) ◦ T−1(s, ω)
defines a stochastic flow.
Strict stationarity of ut implies that Aω(t, v) = Aθtω(0, v). By the uniqueness of
solutions for (4.3) we deduce that
Z(t, s;ω)x = Z(t− s, 0; θsω)x
and thus Z(t, s;ω)x is a cocycle. Since T (t, ω) is a stationary conjugation, the same
holds for S(t, s;ω)x.
Measurability of ω 7→ Z(t, s;ω)x follows as in the proof of [37, Theorem 1.4]. In
fact, the same argument proves F¯ ts-adaptedness of ω 7→ Z(t, s;ω)x. Due to (4.8),
in order to deduce measurability and F¯ ts-adaptedness of S(t, s;ω)x we only need to
prove local uniform continuity of x 7→ Z(t, s;ω)x which will be done in (ii) below.
Then it is simple to show that S(t, s;ω)x is a solution to (2.1).
(ii) Since T (t, ω)y is ca`dla`g in t locally uniformly in y, t 7→ S(t, s;ω)x is ca`dla`g.
Since (H2) holds for Aω, by Gronwall’s lemma (cf. [63, Theorem 5.2.4 (i), Eq.
(5.32)]) we have for s ≤ t,
‖Z(t, s;ω)x− Z(t, s;ω)y‖2H
≤ exp
[ˆ t
s
(f(r) + η(Z(r, s;ω)x) + ρ(Z(r, s;ω)y)) dr
]
‖x− y‖2H .
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By (4.5) for y ∈ B(x, r) := {y ∈ H | ‖x− y‖H ≤ r} we haveˆ t
s
(f(r) + η(Z(r, s;ω)x) + ρ(Z(r, s;ω)y))dr ≤ C.
Thus x 7→ Z(t, s;ω)x is continuous locally uniformly in s, t. Moreover, for s1 < s2
we have
‖Z(t, s1;ω)x− Z(t, s2;ω)x‖
2
H
=‖Z(t, s2;ω)Z(s2, s1;ω)x− Z(t, s2;ω)x‖
2
H
≤ exp
[ˆ t
s2
(f(r) + η(Z(r, s1;ω)x) + ρ(Z(r, s2;ω)x)) dr
]
‖Z(s2, s1;ω)x− x‖
2
H ,
which implies right-continuity of s 7→ Z(t, s;ω)x.
Right continuity of s 7→ S(t, s;ω)x and continuity of x 7→ S(t, s;ω)x locally
uniformly in s, t follow from the corresponding properties of Z(t, s;ω). 
5. Existence of a random attractor
In the following let D be the system of all tempered sets. Now we are in a
position to state the main result of this work.
Theorem 5.1. Suppose that (A1)–(A5), (V ) and (4.5) hold and let S(t, s;ω) be
the continuous cocycle constructed in Theorem 4.1. Then
(i) S(t, s;ω) is a compact cocycle.
For α = 2 additionally assume K < γλ4 in (A3). Then
(ii) there is a random D-attractor A for S(t, s;ω).
As a first step of the proof of Theorem 5.1 we shall prove bounded absorption.
Let B(x, r) := {y ∈ H | ‖x− y‖H ≤ r}.
Proposition 5.2 (Bounded absorption). Assume (A1)–(A5), (V ) and (4.5). If
α = 2, additionally assume K < γλ4 in (A3). Then there is a random bounded
D-absorbing set {F (ω)}ω∈Ω for S(t, s;ω).
More precisely, there is a measurable function R : Ω → R+ \ {0} such that for all
D ∈ D there is an absorption time s0 = s0(D;ω) such that
(5.1) S(0, s;ω)D(θsω) ⊆ B(0, R(ω)), ∀s ≤ s0, P-a.s.
Proof. By (4.7) we have
2V ∗〈Aω(t, v), v〉V ≤ −(γ − ε1 − 2
α−1ε2)21−α‖v‖αV + 2(K + Cε1‖ut‖
α
V )‖v‖
2
H + f˜(t).
Note that for α = 2 we also have K < γλ4 , and choosing ε1, ε2 small enough, we
conclude
2 V ∗〈Aω(t, v), v〉V ≤ c(t, ω)‖v‖
2
H + f˜(t, ω), ∀v ∈ V,
where c(t, ω) := −c˜+ C‖ut(ω)‖αV and
f˜(t, ω) = C
(
1 + ‖ut‖
α
V + ‖ut‖
2
H + ‖ut‖
2
H‖ut‖
α
V
)
for some C, c˜ > 0.
Note that c˜ does not depend on σ. For a.e. t ≥ s we obtain
d
dt
‖Z(t, s;ω)x‖2H = 2 V ∗〈Aω(t, Z(t, s;ω)x), Z(t, s;ω)x〉V
≤ c(t, ω)‖Z(t, s;ω)x‖2H + f˜(t, ω).
By Theorem 3.1, for sufficiently large σ, there is a subset Ω0 ⊆ Ω of full P-measure
such that
1
−s
ˆ 0
s
‖uτ (ω)‖
α
V dτ → E‖u0‖
α
V <
c˜
2C
, for s→ −∞
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and ‖ut(ω)‖2H‖ut(ω)‖
α
V is exponentially integrable for all ω ∈ Ω0.
Hence, there is an s0(ω) ≤ 0 such that
1
−s
ˆ 0
s
(−c˜+ C‖uτ‖
α
V ) dτ ≤ −
c˜
2
,
for all s ≤ s0(ω), ω ∈ Ω0 and some c˜ > 0.
Let D ∈ D, xs(ω) ∈ D(θsω). For some s˜0 = s˜0(D;ω), by Gronwall’s lemma we
obtain
‖Z(0, s;ω)xs(ω)‖
2
H
≤‖xs(ω)‖
2
He
c˜s
2 +
ˆ s0
s
e˜
c˜
2 f(r, ω)dr +
ˆ 0
s0
e
´
0
r
(−c˜+C‖ur‖αV )dτ f˜(r, ω)dr
≤ 1 +
ˆ s0
−∞
e
c˜
2 rf˜(r, ω)dr +
ˆ 0
s0
e
´
0
r
(−c˜+C‖ur‖αV )dτ f˜(r, ω)dr
=:R(ω), ∀s ≤ s˜0, P− a.s.,
(5.2)
where the finiteness of the second term follows from the exponential integrability
of f˜ .
Since T (t, ω) = T (θtω) is a bounded tempered map, we find bounded absorption
for S(t, s;ω). 
Proof of Theorem 5.1. (i) Compactness of the cocycles S(t, s;ω), Z(t, s;ω) follows
as in [35, Theorem 3.1].
(ii) We prove that Z(t, s;ω)x is D-asymptotically compact. By Proposition 5.2
there is a random, bounded D-absorbing set F . Let
K(ω) := Z(0,−1;ω)F (θ−1ω), ∀ω ∈ Ω.
Since F (θ−1ω) is a bounded set and Z(t, s;ω) is a compact flow, K(ω) is compact.
Furthermore, K(ω) is D-absorbing:
Z(0, s;ω)D(θsω) = Z(0,−1;ω)Z(−1, s;ω)D(θsω)
⊆ Z(0,−1;ω)F (θ−1ω) ⊆ K(ω),
for all s ≤ s0 P-almost surely. By Theorem B.7 this yields the existence of a random
D-attractor for Z(t, s;ω) and thus, by Theorem B.10 for S(t, s;ω).

6. Examples
The main results of Theorems 4.1 and 5.1 are applicable to a large class of SPDE,
which not only generalizes/improves many existing results but also can be used to
obtain the existence of random attractors for some new examples. In this section, we
mostly present those stochastic equations with a locally monotone operator in the
drift, hence the existing results of [34, 35, 37] concerning only monotone operators
are not applicable to those examples. We gather the examples considered in these
papers at the end of this section.
Here is an overview of the examples considered: In Section 6.1 we study general
Burgers-type equations. Sections 6.2 and 6.3 are devoted to Newtonian fluids, in
particular we study the 2D Navier-Stokes equations and the 3D Leray-α model.
More similar examples where the framework can be applied are summarized in Re-
mark 6.4. We then move on to non-Newtonian fluids in Sections 6.4 and 6.5, where
power law fluids and the Ladyzhenskaya model are discussed. Sections 6.6 and 6.7
are concerned with Cahn-Hilliard-type equations in the sense of [66] and general
Kuramoto-Sivashinsky-type equations. Finally, in Section 6.8 we show how the
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aforementioned equations with monotone operators can be embedded into frame-
work presented here.
Notations In this section we use Di to denote the spatial derivative
∂
∂xi
and
Λ ⊆ Rd is supposed to be an open, bounded domain with smooth boundary and
outward pointing unit normal vector n on ∂Λ. For the Sobolev space W 1,p0 (Λ,R
d)
(p ≥ 2) we always use the following (equivalent) Sobolev norm
‖u‖1,p :=
(ˆ
Λ
|∇u(x)|pdx
) 1
p
.
Most examples below will deal with equations for vector-valued quantities. How-
ever, in some examples like those of Sections 6.1, 6.6 and 6.7, we are in the scalar-
valued case. We use the same notation for Lp and Sobolev spaces in either case, as
there is no risk of confusion. Thus, for p ≥ 1, let Lp denote either the vector-valued
Lp-space Lp(Λ,Rd) or the scalar-valued Lp-space Lp(Λ,R), with norm ‖ · ‖Lp .
For an Rd-valued function u : Λ→ Rd we define
u · ∇ =
d∑
j=1
uj∂j
and for an Rd×d-valued function M : Λ→ Rd×d
div (M) =

 d∑
j=1
∂jMi,j


d
i=1
.
For the reader’s convenience, we recall the following Gagliardo-Nirenberg inter-
polation inequality (cf. e.g. [72, Theorem 2.1.5]).
If m,n ∈ N and q ∈ [1,∞] such that
1
q
=
1
2
+
n
d
−
mθ
d
,
n
m
≤ θ ≤ 1,
then there exists a constant C > 0 such that
(6.1) ‖u‖Wn,q ≤ C‖u‖
θ
Wm,2‖u‖
1−θ
L2 , u ∈W
m,2(Λ).
In particular, if d = 2, we have the following well-known estimate on R2 (cf. [61,73]):
(6.2) ‖u‖4L4 ≤ C‖u‖
2
L2‖∇u‖
2
L2, u ∈W
1,2
0 (Λ).
6.1. Stochastic Burgers type and reaction diffusion equations. We consider
the following semilinear stochastic equation
dXt =
(
∆Xt +
d∑
i=1
fi(Xt)DiXt + f0(Xt)
)
dt+ dNt,(6.3)
for the scalar quantity X on Λ. Let (Nt)t∈R be an L2(Λ)-valued two-sided Le´vy
process satisfying (N). Suppose the coefficients satisfy the following conditions:
(i) fi is Lipschitz on R for all i = 1, . . . , d;
(ii) f0 ∈ C
0(R) satisfies
|f0(x)| ≤ C(|x|
r + 1), x ∈ R;
(f0(x)− f0(y))(x − y) ≤ C(1 + |y|
s)(x − y)2, x, y ∈ R.
(6.4)
where C, r, s are some positive constants.
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Example 6.1. Assume
(1) If d = 1, r = 2, s = 2,
(2) If d = 2, r = 2, s = 2, and fi, i = 1, 2, 3 are bounded,
(3) If d = 3, r = 2, s = 43 and fi, i = 1, 2, 3 are bounded measurable functions
which are independent of Xt.
Furthermore assume that the constant K in the condition (A3) and the domain
Λ satisfy K < λ8 .
Then there is a continuous cocycle and a random attractor associated to (6.3).
Proof. We consider the following Gelfand triple
V :=W 1,20 (Λ) ⊆ H := L
2(Λ) ⊆ V ∗ = (W 1,20 (Λ))
∗
and define the operator
A(u) = A˜(u) + f0(u) = ∆u +
d∑
i=1
fi(u)Diu+ f0(u), u ∈ V.
One can show that A satisfies (A1)–(A3) with α = 2 and γ = 12 and a constant K
(see [61, Example 3.2]). For (A4) we note that
‖A˜u+ f0(u)‖
2
V ∗ ≤ C
(
‖A˜u‖2V ∗ + ‖f0(u)‖
2
V ∗
)
.
The first term satisfies
‖A˜u‖2V ∗ ≤ C(1 + ‖u‖
2
V )(1 + ‖v‖
ν
H),
where ν = 2 in case (1) and ν = 0 in case (2). For the second term we note that
by applying Ho¨lder’s inequality and (6.1)
| V ∗〈f0(u), v〉V |
2 ≤


‖v‖2L∞
(
1 + ‖u‖4L2
)
, d = 1
‖v‖2L2
(
1 + ‖u‖4L4
)
, d = 2
‖v‖2L6
(
1 + ‖u‖4
L12/5
)
, d = 3
≤ ‖v‖2V (1 + ‖u‖
2
V ‖u‖
2
H).
Thus, (A4) holds with α = β = 2.
Note that (A5), (V ) and (4.5) hold obviously with M = ∆, therefore, the asser-
tion follows from Theorem 4.1 and Theorem 5.1. 
Remark 6.2. (1) If d = 1, one may take f1(x) = x such that Theorem 6.1 can be
applied to the classical stochastic Burgers equation (i.e. (6.3) with f0 ≡ 0). Note
that we may also allow a polynomial perturbation f0 in the drift of (6.3). Hence,
Theorem 6.1 also covers stochastic reaction-diffusion-type equations. Due to the
restrictions of the variational approach to (S)PDE we can only consider reaction
terms of at most quadratic growth. However, as outlined in [34, Remark 4.6], the
main ideas apply to SRDE with higher-order reaction terms as well, e.g. using the
mild approach to SPDE.
(2) The stochastic Burgers equation has been studied intensively over the last
decades. E, Khanin, Mazel and Sinai [29] proved the existence of singleton random
attractors in 1D for periodic boundary conditions and noise of spatial regularity
C3. Iturriaga and Khanin in [44] generalized these periodic results to the mul-
tidimensional case with spatial C4 noise. Bakhtin [4] studied the case on [0, 1]
with random boundary conditions of Ornstein-Uhlenbeck-type. The case on the
whole space driven by a space-time homogeneous Poisson point field was studied
by Bakhtin, Cator and Khanin [5].
In [25], Da Prato and Debussche study the stochastic Burgers equation on an
interval with Dirichlet boundary conditions and for cylindrical Wiener noise. They
note [25, Remark 2.4] that one can prove existence of a random attractor using
RANDOM ATTRACTORS FOR LOCALLY MONOTONE SPDE 17
essentially the same techniques as [22]. The theorems proved in the present paper
extend the above results to the case of more general, rougher noise as well as to the
more general class of equations of the form (6.3).
6.2. Stochastic 2D Navier-Stokes equation and other hydrodynamical
models. The next example is stochastic 2D Navier-Stokes equation driven by ad-
ditive noise. The Navier-Stokes equation is an important model in fluid mechanics
to describe the time evolution of incompressible fluids. It can be formulated as
follows
∂tu(t) = ν∆u(t)− (u(t) · ∇)u(t) +∇p(t) + f,
div(u) = 0, u|∂Λ = 0, u(0) = u0,
(6.5)
where u(t, x) = (u1(t, x), u2(t, x)) represents the velocity field of the fluid, ν is the
viscosity constant, p(t, x) is the pressure and f is a (known) external force field
acting on the fluid. The stochastic version was first considered by Bensoussan
and Temam in [11] and has since been studied intensively. Random attractors for
additive (as well as linear multiplicative) Wiener noise were first obtained by Crauel
and Flandoli [22].
As usual we define (cf. [73, Theorems 1.4 and 1.6]):
H =
{
u ∈ L2(Λ;R2) : ∇ · u = 0 in Λ, u · n = 0 on ∂Λ
}
;
V =
{
u ∈ W 1,20 (Λ;R
2) : ∇ · u = 0 in Λ
}
.
(6.6)
The Helmholtz-Leray projection PH and the Stokes operator L with viscosity con-
stant ν are defined by
PH : L
2(Λ,R2)→ H, orthogonal projection;
L : H2,2(Λ,R2) ∩ V → H, Lu = νPH∆u.
We thus arrive at the following abstract formulation of the Navier-Stokes equation
(6.7) u′ = Lu+ F (u) + f, u(0) = u0 ∈ H,
where f ∈ H (for simplicity we write f for PHf again) and
F : V × V → V ∗, F (u, v) := −PH [(u · ∇) v] , F (u) := F (u, u).
It is well known that F : V × V → V ∗ is well-defined and continuous. Using the
Gelfand triple V ⊂ H ≡ H∗ ⊂ V ∗, one sees that L extends by continuity to a map
L : V → V ∗. Now we consider a random forcing and thus obtain the stochastic 2D
Navier-Stokes equation
(6.8) dXt = (LXt + F (Xt) + f)dt+ dNt,
where (Nt)t∈R is a two-sided trace-class Le´vy process in H satisfying (N).
Example 6.3. (Stochastic 2D Navier-Stokes equation) There exists a continuous
cocycle and a random attractor associated to (6.8).
Proof. According to the result in [61, Example 3.3], (A1)–(A4) hold with α = β = 2,
η ≡ 0 and ρ(v) = ‖v‖4L4 and K = 0. (A5), (V ) and (4.5) hold obviously (with
M := L). Therefore, the assertion follows from Theorem 4.1 and Theorem 5.1. 
Remark 6.4. (1) The above result improves the classical results in [22, Theorem
7.4] and [20, Example 3.1] by allowing more general types of noise. Besides Le´vy-
type noise being allowed here, even for Wiener-type noise, we don’t need impose
any further assumptions on the noise except those needed for the well-posedness of
the equation.
(2) As we mentioned in the introduction, many other hydrodynamical systems
also satisfy the local monotonicity (A2) and coercivity condition (A3). For example,
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Chueshov and Millet [19] studied well-posedness and large deviation principles for
abstract stochastic semilinear equations (driven by Wiener noise), covering a wide
class of fluid dynamical models. In fact, they consider abstract equations of the
form
du(t) = (Lu(t) +B(u(t), u(t)) +Ru(t))dt+ σ(u(t))dW (t).
The operator L is a linear unbounded, self-adjoint and negative definite operator
with V = D((−L)1/2), H is a separable Hilbert space such that the Gelfand triple
V ⊆ H ⊆ V ∗ holds. In [19], the inclusions do not have to be compact, but we have
to assume this. R : H → H is a bounded linear operator. The bilinear operator B
satisfies certain continuity, symmetry and interpolation/growth conditions, cf. [19,
(C1)]. These assumptions imply the conditions of this article:
(A1) is clear by the continuity assumptions on the operators. (A2) has been
shown in [19, Eq. (2.8)] for the operator B. For the other two operators this
follows immediately. (A3) with α = 2, γ = 1 andK = ‖R‖ follows as by assumption
V ∗〈B(v, v), v〉V = 0, and (A4) with β = 2 is implied by
| V ∗〈B(v, v), u〉V | = | V ∗〈B(v, u), v〉V | ≤ C‖u‖V ‖v‖H‖v‖V .
As we assumed bounded domains, (A5) holds and finally (V ) holds for M = L.
Since α = 2, we get the additional constraint K = ‖R‖ < λ4 .
Therefore, Theorem 4.1 and Theorem 5.1 can be applied to show the existence of
a continuous cocycle and of a random attractor for all the hydrodynamical models
studied in [19] driven by additive Le´vy-type noise. These models include stochastic
magneto-hydrodynamic equations, the stochastic Boussinesq model for the Be´nard
convection, the stochastic 2D magnetic Be´nard problem and the stochastic 3D
Leray-α model driven by additive noise. For brevity we shall restrict our attention
to one further example, namely the stochastic 3D Leray-α model.
6.3. Stochastic 3D Leray-α model. We now apply the main result to the 3D
Leray-α model of turbulence, which is a regularization of the 3D Navier-Stokes
equation and was first considered by Leray [53] in order to prove the existence of
a solution to the Navier-Stokes equation in R3. Here we use a special smoothing
kernel, which goes back to Cheskidov, Holm, Olson and Titi [18] (cf. [74] for more
references). It has been shown there that the 3D Leray-α model compares suc-
cessfully with experimental data from turbulent channel and pipe flows for a wide
range of Reynolds numbers and therefore has the potential to become a good sub-
grid-scale large-eddy simulation model for turbulence. The (deterministic) Leray-α
model can be formulated as follows:
∂tu = ν∆u − (v · ∇)u −∇p+ f,
div(u) = 0, u|∂Λ = 0, u = v − ε2∆v,
(6.9)
where ν > 0 is the viscosity, u is the velocity, p is the pressure and f is a given
body-forcing term. Using the same divergence-free Hilbert spaces V and H as in
(6.6) (but in the 3D case), one can rewrite the stochastic Leray-α model in the
following abstract form:
(6.10) dXt = (LXt + F (Xt, Xt) + f) dt+ dNt,
where f ∈ H , (Nt)t∈R is a trace-class Le´vy process in H satisfying condition (N),
and
Lu = νPH∆u, F (u, v) = −PH
[((
I − ε2∆
)−1
u · ∇
)
v
]
.
The stochastic 3D Leray-α model was studied by Deugoue and Sango in [28] and
Chueshov and Millet in [19] for the case of Brownian motion noise. The inviscid
case ν = 0 was investigated by Barbato, Bessaih and Ferrario in [6]. The model has
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also been extended to the case of 3D MHD equations by Deugoue´, Razafimandimby
and Sango in [27].
Example 6.5. (Stochastic 3D Leray-α model) There exists a continuous cocycle
and a random attractor associated to (6.10).
Proof. Conditions (A1)–(A4) have been checked above and in [60, Example 3.6]
with α = 2, K = 0, β = 2. Condition (V ) holds with M := L and (A5) is clear.
The assertion now follows from Theorem 4.1 and Theorem 5.1. 
Remark 6.6. To the best of our knowledge, the existence of a random attractor
seems to be new for this model.
6.4. Stochastic power law fluids. The next example is an SPDE model which
describes the velocity field of a viscous and incompressible non-Newtonian fluid
subject to random forcing in dimension 2 ≤ d ≤ 4. The deterministic model has
been studied intensively in PDE theory (cf. [33,45] and the references therein). For
a vector field u : Λ→ Rd, we define the rate-of-strain tensor by
e(u) : Λ→ Rd ⊗ Rd; ei,j(u) =
∂iuj + ∂jui
2
, i, j = 1, . . . , d
and we consider the case that the stress tensor has the following polynomial form:
τ(u) : Λ→ Rd ⊗ Rd; τ(u) = 2ν(1 + |e(u)|)p−2e(u),
where ν > 0 is the kinematic viscosity and p > 1 is a constant, and for U ∈ Rd⊗Rd
we define |U | =
(∑d
i,j=1 |Uij |
2
)1/2
In the case of deterministic forcing, the dynamics of power law fluids can be
modelled by the following PDE (cf. [45, Chapter 5]):
∂tu = div (τ(u))− (u · ∇)u−∇p+ f,
div(u) = 0, u|∂Λ = 0, u(0) = u0,
(6.11)
where u = u(t, x) = (ui(t, x))
d
i=1 is the velocity field, p is the pressure and f is an
external force.
Remark 6.7. For p = 2, (6.11) describes Newtonian fluids and (6.11) reduces to
the classical Navier-Stokes equation (6.5).
The cases p ∈ (1, 2) and p ∈ (2,∞) are called shear-thinning fluids and shear-
thickening fluids, respectively. They have been widely studied in different fields of
science and engineering (cf. e.g. [33, 45] and the references therein).
In this section, we will only consider the case p ≥ d+22 ≥ 2, i.e. the shear-
thickening case.
In the following we consider the Gelfand triple V ⊂ H ⊂ V ∗, where
V =
{
u ∈W 1,p0 (Λ;R
d) : ∇ · u = 0 in Λ
}
;
H =
{
u ∈ L2(Λ;Rd) : ∇ · u = 0 in Λ, u · n = 0 on ∂Λ
}
.
Let PH be the orthogonal (Helmholtz-Leray) projection from L
2(Λ,Rd) to H . As
in Example 6.2, the operators
N :W 2,p(Λ;Rd) ∩ V → H, N (u) := PH [div(τ(u))] ;
F :
(
W 2,p(Λ;Rd) ∩ V
)
×
(
W 2,p(Λ;Rd) ∩ V
)
→ H ;
F (u, v) := −PH [(u · ∇)v] , F (u) := F (u, u)
can be extended to the well defined operators:
N : V → V ∗; F : V × V → V ∗.
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In particular, one can show that
V ∗〈N (u), v〉V = −
ˆ
Λ
d∑
i,j=1
τi,j(u)ei,j(v)dx, u, v ∈ V ;
V ∗〈F (u, v), w〉V = −V ∗〈F (u,w), v〉V , V ∗〈F (u, v), v〉V = 0, u, v, w ∈ V.
Now (6.11) with random forcing can be reformulated in the following abstract form:
(6.12) dXt = (N (Xt) + F (Xt) + f)dt+ dNt,
with f ∈ H and Nt being a trace-class Le´vy process in H satisfying the condition
(N).
Example 6.8. (Stochastic power law fluids) Suppose that 2 ≤ d ≤ 4 and p ∈[
d+2
2 , 3
]
, then there exists a continuous cocycle and a random attractor associated
to (6.12).
Proof. From [62, Example 3.5] we know that (A1) and (A2) hold with ρ(v) =
Cε‖v‖
2p
2p−d
V and η ≡ 0, and the operatorM := N is in fact strongly monotone. (A3)
holds with α = p and K = 0. Furthermore, we have
‖F (v)‖V ∗ ≤ ‖v‖
2
L
2p
p−1
, v ∈ V.
An application of the Gagliardo-Nirenberg interpolation inequality (6.1) yields
‖v‖
L
2p
p−1
≤ C‖v‖θV ‖v‖
1−θ
H ,
with θ = d(d+2)p−2d . Note that 2θ ≤ p− 1 if p ≥
d+2
2 , hence the embedding V ⊆ H
implies
‖F (v)‖V ∗ ≤ C‖v‖
2θ
V ‖v‖
2(1−θ)
H ≤ C‖v‖
2θ
V ‖v‖
(p−1)−2θ
H ‖v‖
2(1−θ)−((p−1)−2θ)
H
≤ ‖v‖p−1V ‖v‖
3−p
H ⇒ ‖F (v)‖
p
p−1
V ∗ ≤ C‖v‖
p
V ‖v‖
(3−p)p
p−1
H ,
which implies α = p, β = (3−p)pp−1 . Since p ≤ 3, we get β ≥ 0. The condition
β(α− 1) ≤ 2 is equivalent to (3 − p)p ≤ 2, which is satisfied for p ≥ 2.
It is also easy to see that
‖N (v)‖V ∗ ≤ C(1 + ‖v‖
p−1
V ), v ∈ V.
Hence the growth condition (A4) holds with the above α and β. (V ) and (A5)
are clearly satisfied. The assertion now follows from Theorem 4.1 and Theorem 5.1
. 
6.5. Stochastic Ladyzhenskaya model. The Ladyzhenskaya model is a higher
order variant of the power law fluid where the stress tensor has the form
τ(u) : Λ→ Rd⊗Rd, τ(u) = 2µ0(1+ |e(u)|
2)
p−2
2 e(u)−2µ1∆e(u) = τ
N (u)+τL(u).
The model was pioneered by Ladyzhenskaya [50] and further analyzed by various
authors (see [85] and the references therein). Compared to the power law fluids
considered above, there is an additional fourth order term ∇· (−2µ1∆e(u)) present
in the equation.
The existence of random attractors for this model has been studied for p ∈ (1, 2),
i.e. shear-thinning fluids, by Duan and Zhao in [85] and for p > 2 by Guo and
Guo [42].
In this section we will apply the general framework to this model in the case
p ∈ (1, 3], recovering the results of [85] and parts of the results of [42]. This
restriction on p allows us to understand the nonlinear term as a perturbation of
the linear term. It is necessary again due to the restriction β(α − 1) ≤ 2 which
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restricts the homogeneity in (A4). Furthermore, applying the Gagliardo-Nirenberg
inequality (6.1), we find a ”maximal” range (1, pc] ⊂ (1, 3] of parameters p to which
the method presented in this article applies.
In what follows, the exact form of the powers in the stress tensor does not play
any role, i.e. the results apply just as well to the case
τ˜N (u) = 2µ0(1 + |e(u)|)p−2e(u).
Consider the Gelfand triple V ⊂ H ⊂ V ∗, where
V =
{
u ∈W 2,20 (Λ;R
d) : ∇ · u = 0 in Λ
}
;
H =
{
u ∈ L2(Λ;Rd) : ∇ · u = 0 in Λ, u · n = 0 on ∂Λ
}
.
Let PH be the orthogonal (Helmholtz-Leray) projection from L
2(Λ,Rd) to H .
Similar to Examples 6.2 and 6.4, the operators
N : C∞c (Λ;R
d) ∩ V → H, N (u) := PH
[
div(τN (u))
]
;
L : C∞c (Λ;R
d) ∩ V → H, Lu := PH
[
div(τL(u))
]
;
F :
(
C∞c (Λ;R
d) ∩ V
)
×
(
C∞c (Λ;R
d) ∩ V
)
→ H ;
F (u, v) := −PH [(u · ∇)v] , F (u) := F (u, u);
can be extended to the well defined operators:
N : V → V ∗; L : V → V ∗; F : V × V → V ∗.
With these preparations, we can write the model in the abstract form
(6.13) dXt = (N (Xt) + LXt + F (Xt) + f)dt+ dNt,
where Nt is a two-sided Le´vy-process satisfying the condition (N). We then have
the following result:
Example 6.9. (Ladyzhenskaya model) Let d ≤ 6. Then there exists a pc =
pc(d) > 2 such that for p ∈ (1, pc] there is a continuous cocycle and a random
attractor associated to (6.13).
Proof. We note the following properties of τN [45, pp. 198, Lemma 1.19]:
(τNij (e(u))− τ
N
ij (e(v)))(eij(u)− eij(v)) ≥ 0;(6.14)
τNij (e(u))eij(u) ≥ 0;(6.15)
|τNij (e(u))| ≤ C(1 + |e(u)|)
p−1.(6.16)
Furthermore, we need the following higher-order version of Korn’s inequality (a
proof can be found at the end of this section):
(6.17) ‖∇e(u)‖L2 ≥ C‖u‖H2,2 ∀u ∈W
2,2
0 (Λ;R
d).
The condition (A1) is clear. For (A2) we have to estimate three terms:
(a) V ∗〈N (u)−N (v), u− v〉V = 〈τN (e(u))− τN (e(v)), e(u)− e(v)〉H ≤ 0 by (6.14).
(b) In this case we get by (6.17)
V ∗〈L(u − v), u− v〉V = −2µ1‖∇e(u− v)‖
2
L2 ≤ −C‖u− v‖
2
H2,2 .
(c) We estimate
V ∗〈F (u)− F (v), u − v〉V = V ∗〈F (u− v, v), u − v〉V
≤ C‖∇v‖Lq‖u− v‖
2
L
2q
q−1
≤ C‖∇v‖Lq‖u− v‖
2θ
V ‖u− v‖
2(1−θ)
H
≤ ε‖u− v‖2V + Cε‖∇v‖
ν
Lq‖u− v‖
2
H ,
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where we applied the Gagliardo-Nirenberg interpolation inequality (6.1) as well
as Young’s inequality. Here the exponents θ and γ are defined by
θ =
d
4q
, ν =
1
1− θ
, ν′ =
ν
ν − 1
=
1
θ
.
For the above calculations to work, we need to have
d
4q
= θ ∈ (0, 1) and q > 1⇔ q ∈
(
d
4
∨ 1,∞
)
,
On the other hand, for the term ‖∇v‖Lq to be bounded, we need the Sobolev
embedding H2,2 ⊂ H1,q which holds only if
2−
d
2
≥ 1−
d
q
⇔ q ≤
2d
d− 2
.
Furthermore, to check (4.5), we have to interpolate once more:
‖∇v‖Lq ≤ ‖v‖
θ
H2,2‖v‖
1−θ
L2 ,
which implies
θ =
qd+ 2q − 2d
4q
.
The condition θ ∈ [ 12 , 1) from (6.1) implies q ≥ 2 and the condition νθ =
4q
4q−dθ ≤ 2 implies d ≤ 6.
Thus, in total we have to have
q ∈
(
d
4
∨ 2,
2d
d− 2
]
,
which is nonempty for 1 < d < 10.
Putting the three estimates together we find
V ∗〈N (u) + Lu+ F (u)−N (v) − Lv − F (v), u− v〉V
≤ −(C − ε)‖u− v‖2H2,2 + Cε‖∇v‖
4q
4q−d
Lq ‖u− v‖
2
H ,
i.e. (A2) with ρ(v) = Cε‖∇v‖
4q
4q−d
Lq and η = 0. By the choice of q and the Sobolev
embedding theorem, ρ is locally bounded.
For assumption (A3) we proceed in a similar fashion (by the incompressibility
condition, the term involving F is zero):
(a) V ∗〈N (v), v〉V = −〈τN (e(v)), e(v)〉H ≤ 0 by (6.15).
(b) V ∗〈L(v), v〉V = −‖∇e(v)‖2L2 ≤ −C1‖v‖
2
H2,2 = −C1‖v‖
2
V ,
and thus (A3) holds with α = 2. Here we have again the case that the constant K
in (A3) vanishes, thus the condition K < λC14 is trivially satisfied.
Note that up to this point, the parameter p did not appear in any of the calcu-
lations.
Assumption (A4) requires to calculate three terms again:
(a) For the term N , we distinguish two cases:
(i) Let 1 < p ≤ 2. By (6.16) we find
| V ∗〈N (v), u〉V | ≤
ˆ
Λ
|τN (e(v))||e(u)|dx ≤ C
ˆ
Λ
(1 + |e(v)|)p−1|e(u)|dx
≤ C(1 + ‖e(v)‖p−1Lp )‖e(u)‖Lp ≤ C(1 + ‖v‖
p−1
V )‖u‖V
≤ C(1 + ‖v‖V )‖u‖V .
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(ii) Now let p > 2. Again, applying (6.16) we get
| V ∗〈N (v), u〉V | ≤
ˆ
Λ
|τN (e(v))||e(u)|dx ≤ C
ˆ
Λ
(1 + |e(v)|)p−1|e(u)|dx
≤ C(1 + ‖e(v)‖p−1Lp )‖e(u)‖Lp ≤ C(1 + ‖v‖
p−1
H1,p)‖u‖H1,p
≤ C
(
1 + ‖v‖
θ(p−1)
V ‖v‖
(1−θ)(p−1)
H
)
‖u‖V
where we used the Sobolev embedding V = H2,2 ⊂ H1,p which holds for
p ≤ 2dd−2 and the Gagliardo-Nirenberg inequality (6.1) with
θ =
dp+ 2p− 2d
4p
,
which has to be in
[
1
2 , 1
)
. However, since α = 2, we need that θ(p− 1) ≤ 1. As
long as p ≤ 2 this condition is always satisfied. For p > 2 this is more difficult.
We want to have
1 ≥ θ(p− 1)⇔ 0 ≥ p2 − 3p+
2d
d+ 2
.
We see that the latter condition is always strictly satisfied for p = 2 but never
satisfied for p = 3. The critical value of p can be calculated as
pc =
3
2
+
1
2
√
d+ 18
d+ 2
.
As d > 1 we find that pc < 2.618. As d ≤ 6 we find pc ≥
3
2 +
1
2
√
24
8 ≈ 2.36.
This leaves us with two conditions for this range of p:
2 < p ≤
2d
d− 2
∧ pc = pc.
(b) | V ∗〈Lv, u〉V | = |〈∇e(v),∇e(u)〉L2 | ≤ ‖∇e(v)‖L2‖∇e(u)‖L2 ≤ ‖v‖V ‖u‖V
(c) For the last term we find
|〈F (v, v), u〉| = |〈F (v, u), v〉| ≤ C‖∇u‖Lq‖v‖
2
L
2q
q−1
≤ C‖u‖V ‖v‖
2θ
V ‖v‖
2(1−θ)
H
where we have taken the biggest possible q, q = 2dd−2 , and where θ =
d−2
8 and
since α = 2 we again need to have
2θ ≤ 1⇔ d ≤ 6.
The conditions (V ) and (A5) are easily seen to be satisfied. 
Proof of (6.17). The classical Korn inequality states that
(6.18)
ˆ
Λ
|e(u)|2dx ≥ C‖u‖2H1,2 ∀u ∈ H
1,2
0 (Λ;R
d).
We would like to set u = ∇v for v ∈ H2,20 (Λ;R
d). Note that
(∇e(v))k = (∂keij(v))
d
i,j=1 =
1
2
(∂i(∂kv)j + ∂j(∂kv)i) = e(∂kv).
Now by applying (6.18) to the vector ∂kv for fixed k, we findˆ
Λ
|∇e(v)|2dx =
∑
k
ˆ
Λ
|∂ke(v)|
2dx =
∑
k
ˆ
Λ
|e(∂kv)|
2dx
≥ C
∑
k
‖∂kv‖
2
H1,2 = C
∑
k
∑
i,j
‖∂i∂kvj‖
2
L2
= C
∑
k
∑
i
‖∂i∂kv‖
2
L2(Λ;Rd) = C‖v‖
2
H2,2(Λ;Rd).
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
6.6. Stochastic Cahn-Hilliard type equations. The Cahn-Hilliard equation is
a classical model to describe phase separation in a binary alloy. The reader is
referred to Novick-Cohen [67] for a survey of the classical Cahn-Hilliard equation
(see also Da Prato, Debussche [24] and Elezovic´, Mikelic´ [30] for the stochastic
case) and to [66] for Cahn-Hilliard type equations. Let d ≤ 3. We want to study
stochastic Cahn-Hilliard type equations of the following form:
dX =
(
−∆2X +∆ϕ(X)
)
dt+ dNt, X(0) = X0,
∇X · n = ∇(∆X) · n = 0 on ∂Λ,
(6.19)
where X is a scalar function, Nt is an L
2(Λ)-valued, two-sided Le´vy process sat-
isfying condition (N), and the nonlinearity ϕ is a function that will be specified
below. Let
V0 := {u ∈ H
4,2(Λ) : ∇u · n = ∇(∆u) · n = 0 on ∂Λ},
where H4,2(Λ) denotes the standard Sobolev space on Λ (with values in R).
We consider the following Gelfand triple
V ⊂ H := L2(Λ) ⊂ V ∗,
where
V := completion of V0 w.r.t. ‖ · ‖H2,2 .
Recall that we use the following (equivalent) Sobolev norm on H2,2:
‖u‖H2,2 :=
(ˆ
Λ
|∆u|2dx
)1/2
.
Then we get the following result for (6.19).
Example 6.10. (Stochastic Cahn-Hilliard type equations) Suppose that ϕ ∈ C1(R)
and there exist some positive constants C and p ≤ 2 such that
ϕ′(x) ≥ −Cϕ, |ϕ(x)| ≤ C(1 + |x|p), x ∈ R;
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|p−1 + |y|p−1)|x− y|, x, y ∈ R.
(6.20)
Let CGN be the constant from the Gagliardo-Nirenberg interpolation inequality
(6.1) forH1,2(Λ) ⊂ H2,2(Λ)∩L2(Λ) and λ the constant from the embedding V ⊂ H .
Assume that Cϕ <
√
λ
2C2GN
.
Then there exists a continuous cocycle and a random attractor associated to
(6.19).
Proof. We denote
A(u) := −∆2u+∆ϕ(u), u ∈ H4,2(Λ).
Note that for u ∈ V0 by Sobolev’s inequality (the embedding V ⊂W d,1 ⊂ L∞ holds
by our assumption on the dimension d) we have
|V ∗〈A(u), v〉V | = |〈−∆u+ ϕ(u),∆v〉L2 | ≤ ‖v‖V (‖u‖V + ‖ϕ(u)‖L2)
≤ C‖v‖V (1 + ‖u‖V + ‖u‖
p
L∞) ≤ C‖v‖V (1 + ‖u‖V + ‖u‖
p
V ) , v ∈ V.
Therefore, by continuity A can be extended to a map from V to V ∗. Moreover,
this also implies that A is hemicontinuous, i.e. (A1) holds.
The other conditions (A2)–(A4) as well as (4.5) were shown in [62, Example 3.3]
with α = 2, β = 2(p − 1). As we need the exact form of the coercivity condition
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(A3) to check the condition K < γλ4 , we will repeat its proof. By the interpolation
inequality (6.1) and Young’s inequality we have for any v ∈ V ,
V ∗〈∆ϕ(v), v〉V = −
ˆ
Λ
ϕ′(v)|∇v|2dx ≤ Cϕ‖v‖2H1,2 ≤ CϕC
2
GN‖v‖V ‖v‖H
≤
1
2
‖v‖2V +
1
2
C2ϕC
4
GN‖v‖
2
H ,
i.e. (A3) holds with α = 2 and K = 12C
2
ϕC
4
GN and γ =
1
2 . Thus by our assumption
on Cϕ, the inequality K <
γλ
4 =
λ
8 holds. The condition (V ) is satisfied as the
operator M := −∆2 is strongly monotone. (A5) and (4.5) are clearly satisfied as
well. 
Remark 6.11. (1) Note that the technical constraint β(α − 1) = 2(p − 1) ≤ 2
forces p ≤ 2, so the method does not cover the ”classical” Cahn-Hilliard equation
for which ϕ is a double-well potential, ϕ(u) = u3 − u, i.e. p = 3.
(2) The results of this article on existence of a random attractor for stochas-
tic Cahn-Hilliard type equations seem not have been established in the literature
before.
6.7. Stochastic Kuramoto-Sivashinsky equation. The Kuramoto-Sivashinsky
equation combines features of the Burgers equation with the Cahn-Hilliard type
equations studied in the previous section. It was introduced in the works of Ku-
ramoto [49] and Michelson and Sivashinsky [65,71] as a model for flame propagation.
The equation in one spatial dimension has the form
(6.21) ∂tu = −∂
4
xu− ∂
2
xu− u∂xu.
The first two terms on the right-hand side are of Cahn-Hilliard type (with ϕ(x) = x),
the last term is of Burgers type. We will briefly show the existence of a continuous
cocycle as well as a random attractor in the periodic case for a slightly generalized
model.
Example 6.12 (Stochastic Kuramoto-Sivashinsky equation). Let Λ = (−L,L),
L > 0 and p ≤ 2. Let ϕ ∈ C1(R) satisfy the conditions (6.20) as well as Cϕ <
√
λ
2C2GN
,
where CGN is as in Section 6.6. Furthermore, let Nt be an H-valued two-sided Le´vy
process satisfying condition (N). The space H will be defined below.
Then the equation
(6.22) du =
(
−∂4xu− ∂
2
xϕ(u)− u∂xu
)
dt+ dNt
with boundary conditions
∂ixu(−L, t) = ∂
i
xu(L, t), i = 0, . . . , 3
and initial condition u(x, 0) = u0(x), x ∈ Λ generates a continuous cocycle and has
a random attractor.
Proof. Let
H =
{
u ∈ L2(Λ) :
ˆ
Λ
u(x)dx = 0
}
, V = H2per ∩H.
We write
A(u) := Lu+N (u) + B(u) := −∂4xu+ ∂
2
xϕ(u)− u∂xu, u ∈ H
4,2(Λ).
L, N have been extended to operators from V to V ∗ in Section 6.6, where the
conditions (A1)–(A4) were checked for them as well. That B is well-defined can be
seen from the following calculations: by (6.1) we find
| V ∗〈u∂xu, v〉V | =
1
2
∣∣〈∂x(u2), v〉L2 ∣∣ ≤ 1
2
‖u‖2L4‖∂xv‖L2 ≤ C‖u‖V ‖u‖H‖v‖V .
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This not only implies the extendability but also gives the remaining contribution
to (A1) as well as to (A4) with α = 2, β = 2. For the local monotonicity we note
that by the embeddings H2,2 ⊆ H1,2 ⊆W 1,1 ⊆ L∞, we find
2 V ∗〈u∂xu− v∂xv, u− v〉V = 2
ˆ
Λ
(u− v)2∂xvdx ≤ C‖∂xv‖L∞‖u− v‖
2
H
which gives (A2) with another locally bounded contribution ρB(v) = ‖∂xv‖L∞ . For
(A3) we note that V ∗〈B(v), v〉V = 0. Thus the conditions (A1)–(A4) are satisfied
with α = β = 2. The conditions (A5), (V ) and (4.5) are again clearly satisfied. 
Remark 6.13. Yang [81] has studied stochastic Kuramoto-Sivashinsky equation
in the case d = 1, ϕ(x) = −x with periodic boundary conditions and proved the
existence of a random attractor for H-valued trace-class Wiener noise. The above
result extends this to a more general class of equations and also to the case of Le´vy
noise.
6.8. SPDE with monotone coefficients. In [34], the stochastic evolution equa-
tion
dXt = A(t,Xt)dt+ dWt + µXt ◦ dβt
is considered on a Gelfand triple V ⊆ H ⊆ V ∗, where the Wiener process takes
values in H , µ ∈ R, βt is a real-valued Brownian motion and ◦ denotes Stratonovich
integration. The operator A in this context satisfies (A1), (A2) with ρ = η = 0,
(A3), and (A4) with β = 0 and coefficients C, γ,K depending on (t, ω). This case of
a “globally” monotone operator (typically just called monotone operator) is covered
by the theorems in this work, if µ = 0 and the coefficients C, γ,K are independent
of (t, ω) and satisfy K < γλ4 . Note that β(α − 1) = 0 ≤ 2 is satisfied in this case,
and so is (4.5).
Accordingly, all examples considered in [34] under these assumptions are cov-
ered by the results of this paper. These examples include the stochastic generalized
p-Laplace equations on a Riemannian manifold, stochastic reaction diffusion equa-
tions, the stochastic porous media equation as well as the stochastic p-Laplace
type equations studied by Zhao and Li [88] and the degenerate semilinear parabolic
equation considered by Yang and Kloeden in [82]. For more details the reader is
referred to [34] and the references therein.
Appendix A. Existence and uniqueness of solutions to locally
monotone PDE
In this section we recall an existence and uniqueness result for locally monotone
PDE (cf. [60,62,63]). As before, let V ⊆ H ⊆ V ∗ be a Gelfand triple. We consider
the following general nonlinear evolution equation
u′(t) = A(t, u(t)), ∀0 < t < T,(A.1)
u(0) = u0 ∈ H,
where T > 0, u′ is the generalized derivative of u on (0, T ) and A : [0, T ]×V → V ∗
is restrictedly measurable, i.e. for each dt-version of u ∈ L1([0, T ];V ), t 7→ A(·, u(·))
is V ∗-measurable on [0, T ].
Suppose that for some α > 1, β ≥ 0 there exist constants c > 0, C ≥ 0 and
functions f, g ∈ L1([0, T ];R) such that the following conditions hold for all t ∈ [0, T ]
and v, v1, v2 ∈ V :
i. (H1) (Hemicontinuity) The map s 7→ V ∗〈A(t, v1 + sv2), v〉V is continuous
on R.
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ii. (H2) (Local monotonicity)
2V ∗〈A(t, v1)−A(t, v2), v1 − v2〉V ≤ (f(t) + η(v1) + ρ(v2)) ‖v1 − v2‖
2
H ,
where η, ρ : V → [0,+∞) are measurable and locally bounded functions.
iii. (H3) (Generalized coercivity)
2V ∗〈A(t, v), v〉V ≤ −c‖v‖
α
V + g(t)‖v‖
2
H + f(t).
iv. (H4) (Growth)
‖A(t, v)‖
α
α−1
V ∗ ≤
(
f(t) + C‖v‖αV
)(
1 + ‖v‖βH
)
.
Theorem A.1. Suppose that V ⊆ H is compact and (H1)–(H4) hold. Then for
any u0 ∈ H, (A.1) has a solution u on [0, T ], i.e.
u ∈ Lα([0, T ];V ) ∩ C([0, T ];H), u′ ∈ L
α
α−1 ([0, T ];V ∗)
and
〈u(t), v〉H = 〈u0, v〉H +
ˆ t
0
V ∗〈A(s, u(s)), v〉V ds, ∀t ∈ [0, T ], v ∈ V.
Moreover, if there exist non-negative constants C, γ such that
(A.2) η(v) + ρ(v) ≤ C(1 + ‖v‖αV )(1 + ‖v‖
γ
H), v ∈ V,
then the solution of (A.1) is unique.
Proof. The conclusions follow from a more general result in [62] (see Theorem 1.1
and Remark 1.1(3)) or [63, Theorem 5.2.2]. 
Appendix B. Stochastic Flows and RDS
We recall the framework of stochastic flows, random dynamical system (RDS)
and random attractors. For more details we refer to [3, 20, 22, 69]. Let (H, d) be
a complete separable metric space and (Ω,F ,P, {θt}t∈R) be a metric dynamical
system, i.e. (t, ω) 7→ θt(ω) is (B(R)⊗F ,F)-measurable, θ0 = id, θt+s = θt ◦ θs and
θt is P-preserving for all s, t ∈ R.
Definition B.1. A family of maps S(t, s;ω) : H → H , s ≤ t is said to be a
stochastic flow, if for every ω ∈ Ω
i. S(s, s;ω) = idH , for all s ∈ R.
ii. S(t, s;ω)x = S(t, r;ω)S(r, s;ω)x, for all t ≥ r ≥ s, x ∈ H .
A stochastic flow S(t, s;ω) is called
iii. measurable if (t, s, ω, x)→ S(t, s;ω)x is measurable.
iv. continuous if x 7→ S(t, s;ω)x is continuous for all s ≤ t, ω ∈ Ω.
v. a cocycle if S(t, s;ω)x = S(t− s, 0; θsω)x, for all x ∈ H , t ≥ s, ω ∈ Ω.
A measurable, cocycle stochastic flow is also called a random dynamical system
(RDS).
For a cocycle stochastic flow the notation of the initial time s ∈ R is redundant.
Therefore, often the notation ϕ(t, ω) := S(t, 0;ω) is chosen for cocycles in the
literature. Since all the results may be extended to a time-inhomogeneous setup
(where S(t, s;ω) is not a cocycle in general) we prefer to use the notation S(t, s;ω).
Definition B.2. A function f : R→ R+ is said to be
i. tempered if lim
r→−∞ fre
ηr = 0 for all η > 0;
ii. exponentially integrable if f ∈ L1loc(R;R+) and
´ t
−∞ fre
ηrdr < ∞ for all
t ∈ R, η > 0.
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Let us note that the product of two tempered functions is tempered and that
the product of a tempered and an exponentially integrable function is exponentially
integrable if it is locally integrable.
In the following, let S(t, s;ω) be a cocycle.
Definition B.3. A family {D(ω)}ω∈Ω of subsets of H is said to be
i. a random closed set if it is P-a.s. closed and ω → d(x,D(ω)) is measurable
for each x ∈ H . In this case we also call D measurable.
ii. tempered if t 7→ ‖D(θtω)‖H is a tempered function for all ω ∈ Ω (assuming
H to be a normed space).
iii. strictly stationary if D(t, ω) = D(0, θtω) for all ω ∈ Ω, t ∈ R.
From now on let D be a system of families {D(ω)}ω∈Ω of subsets of H . For two
subsets A,B ⊆ H we define
d(A,B) :=


sup
a∈A
inf
b∈B
d(a, b), if A 6= ∅;
∞, otherwise.
Definition B.4. A family {K(ω)}ω∈Ω of subsets of H is said to be
i. D-absorbing, if there exists an absorption time s0 = s0(ω,D) such that
S(0, s;ω)D(θsω) ⊆ K(ω), ∀s ≤ s0
for all D ∈ D and ω ∈ Ω0, where Ω0 ⊆ Ω is a subset of full P-measure.
ii. D-attracting, if
d(S(0, s;ω)D(θsω),K(ω))→ 0, s→ −∞
for all D ∈ D and ω ∈ Ω0, where Ω0 ⊆ Ω is a subset of full P-measure.
Definition B.5. A cocycle S(t, s;ω) is called
i. D-asymptotically compact if there is a random, compact, D-attracting set
{K(ω)}ω∈Ω .
ii. compact if for all t > s, ω ∈ Ω and B ⊆ H bounded, S(t, s;ω)B is precom-
pact in H .
We define the Ω-limit set by
Ω(D;ω) :=
⋂
r<0
⋃
τ<r
S(0, τ ;ω)D(θτω),
and one can show that (cf. [22])
Ω(D;ω) = {x ∈ H | ∃sn → −∞, xn ∈ D(θsnω) such that S(0, sn;ω)xn → x}.
Definition B.6. Let S(t, s;ω) be a cocycle. A random closed set {A(ω)}ω∈Ω is
called a D-random attractor for S(t, s;ω) if it satisfies P-a.s.
i. A(ω) is nonempty and compact.
ii. A is D-attracting.
iii. A(ω) is invariant under S(t, s;ω), i.e. for each s ≤ t
S(t, s;ω)A(θsω) = A(θtω).
The following theorem gives a sufficient condition for the existence of a random
attractor (cf. e.g. [22]). Let o ∈ H be an arbitrary point in H .
Theorem B.7. Let S(t, s;ω) be a continuous, D-asymptotically compact cocycle
and let K be a corresponding random, compact, D-attracting set. Then
A(ω) :=
{⋃
D∈D Ω(D;ω) , if ω ∈ Ω0;
{o} , otherwise.
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defines a random D-attractor for S(t, s;ω) and A(ω) ⊆ K(ω) ∩ Ω(K;ω) for all
ω ∈ Ω0 (where Ω0 is as in Definition B.4).
Now we introduce the notion of (stationary) conjugation mappings and conju-
gated stochastic flows (cf. [43, 46]).
Definition B.8. Let (H, d) and (H˜, d˜) be two metric spaces.
i. A family of homeomorphisms T = {T (ω) : H → H˜}ω∈Ω such that the maps
ω 7→ T (ω)x and ω 7→ T−1(ω)y are measurable for all x ∈ H, y ∈ H˜ , is called
a stationary conjugation mapping. We set T (t, ω) := T (θtω).
ii. Let Z(t, s;ω), S(t, s;ω) be cocycles. Z(t, s;ω) and S(t, s;ω) are said to be
stationary conjugated, if there is a stationary conjugation mapping T such
that
S(t, s;ω) = T (t, ω) ◦ Z(t, s;ω) ◦ T−1(s, ω).
It is easy to show that stationary conjugation mappings preserve the stochastic
flow and cocycle property.
Proposition B.9. Let T be a stationary conjugation mapping and Z(t, s;ω) be a
continuous cocycle. Then
S(t, s;ω) := T (t, ω) ◦ Z(t, s;ω) ◦ T−1(s, ω)
defines a conjugated continuous cocycle.
The existence of a random attractor is preserved under conjugation.
Theorem B.10. Let S(t, s;ω) and Z(t, s;ω) be cocycles conjugated by a stationary
conjugation mapping T consisting of uniformly continuous mappings T (ω) : H →
H. Assume that there is a D˜-attractor A˜ for Z(t, s;ω) and let
D :=
{
{T (ω)D˜(ω)}ω∈Ω| D˜ ∈ D˜
}
.
Then A(ω) := T (ω)A˜(ω) is a random D-attractor for S(t, s;ω).
We will require the following strong notion of stationarity:
Definition B.11. A map X : R× Ω→ H is said to satisfy (crude) strict station-
arity, if
X(t, ω) = X(0, θtω)
for all ω ∈ Ω and t ∈ R (for all t ∈ R, P-a.s., where the zero-set may depend on t
resp.).
As P is θ-invariant, crude strict stationarity implies stationarity of the law. Ob-
jects obtained as limits in L2(Ω) or limits in probability usually only satisfy crude
strict stationarity. Thus one needs the existence of selections of indistinguishable
strictly stationary versions. The following Proposition provides these and is an easy
adaption of [52, Proposition 2.8].
Proposition B.12. Let V ⊆ H and X : R× Ω→ H be a process satisfying crude
stationarity. Assume that X· ∈ D(R;H) ∩ Lαloc(R;V ) for some α ≥ 1, P-a.s. Then
there exists a process X˜ : R× Ω→ H such that
i. X˜·(ω) ∈ D(R;H) ∩ Lαloc(R;V ) for all ω ∈ Ω.
ii. X, X˜ are indistinguishable, i.e.
P[Xt 6= X˜t for some t ∈ R] = 0,
with a θ-invariant exceptional set.
iii. X˜ is strictly stationary.
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