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Abstract 
Quantum field theory of particles like electrons or quarks, which are the elementary constituents of matter, describes 
the interactions between these particles, in particular their frequent transmutations due to quantum fluctuations. Many 
experimental data on the structure of matter (e.g., of proton), and its properties observed by means of the high energy 
particle accelerators, can be explained by such a theory. In many cases massive numerical simulations of this theory 
formulated on a finite space-time lattice are required, however. We explain the basic physical principles of the lattice 
formulation of quantum field theory and its mathematical realization. For finite values of the lattice spacing and finite 
volumes, the theory can be simulated numerically by means of the Monte Carlo methods. The process of approaching the 
continuous space-time, using the statistical theory of critical phenomena, is understood in principle, but it requires 
immense computational resources and elaborate algorithms. We introduce some of these algorithms and give examples 
of current achievements like an explanation of the confinement of quarks, the fact that quarks cannot be observed 
experimentally asindividual free particles. 
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1. Introduction 
I have been asked by the organizers to describe the aims and methods of numerical simulations 
in the theory of elementary particles. In this branch of physics the large scale simulations, 
currently on the O(10) Gigaflop level, are essential, e.g., for an understanding of the interactions 
between elementary particles within proton or of the development of the early universe. The 
methods used are similar to those in statistical physics, in particular they are stochastic. The 
algorithms are in part special and some of them will be described in contributions by H.G. Evertz 
and T. Kalkreuter. 
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2. Elementary particles 
There are two types of elementary particles which are point-like, i.e., have no internal structure 
(at least as we understand them today): 
(i) The smallest constituents of matter, for example lectron and quarks. Proton consists of 
three quarks. 
(ii) The carriers of forces between the constituents. These particles, for example photon and 
gluons, are usally called gauge particles. 
Today we have a well-tested theory of interactions between the elementary particles, except for 
the case when quantum and gravitational effects are important simultaneously. This theory, the 
so-called standard model, can be only partly solved analytically, and in some situations numerical 
solutions are unavoidable. I want to mention some interesting problems requiring such an 
approach: 
(i) Experiment tells us that single quarks cannot be isolated from their bound states. Proton 
cannot be stripped of one quark. This "confinement" of quarks can be demonstated theoretically by 
means of numerical simulation. 
(ii) Proton mass can be calculated from the properties of the quarks and gluons, but it takes 
several Gigaflops sustained over a year. 
(iii) After the big bang the universe expanded very rapidly, passing through several phase 
transitions. This complicated development of the early universe can be simulated numerically on 
the basis of a theory using the standard model of interactions between elementary particles. 
(iv) The origin and masses of elementary particles in the standard model are not really 
understood, and one is looking for a dynamical mechanism of their generation. The required 
dynamics might be quite complex, as for example the recently discovered top quark has a very large 
mass, about the same as an atom of gold. 
Many other interesting problems cannot even be mentioned here. 
3. Quantum field theory 
In the quantum field theory (QFT) each elementary particle p is assigned a field ~bp(x, t) which 
depends on the space and time coordinates x and t. For the forces the fields are multicomponent 
real numbers, whereas for the constituents hey are anticommuting Grassmann variables. 
QFT unifies two fundamental laws of physics: 
(i) Quantum physics, which allows us to describe corpuscular properties of particles with 
smooth fields. It also enforces fluctuations of the fields, which follow from the uncertainty relation 
between the energy and time determinations, 
AEAt  > h. (1) 
Here h is the Planck constant. 
(ii) Special theory of relativity, which through the energy-mass relation 
E = mc 2 (2) 
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allows the particles to be created and annihilated. The quantum fluctuations can then be under- 
stood as frequent creation and annihilation of particles on microscopic scales according to certain 
probabilistic laws. 
Observable quantities like masses, forces, etc. can be extracted from the functional integrals over 
fields of the form 
if (F(4')) = ~ Dd~F(d~) exp - ~ (3) 
In this expression Z is the above integral with F = 1, and F(4') is some suitably chosen function of 
the fields. The functional of the fields S {4'} is the so-called action, defining the field theory in the 
physical sense. The action is quite well known in the standard model, up to the values of some 
parameters, which have to be determined experimentally. It is bounded from below (here we 
assume the "Euclidean" time formulation of QFT). 
Difficulties lie mainly in the functional integration j" D4'. In words it means an integral over all 
possible values of all the fields at all space-time points. It essentially corresponds to a sum over all 
possible quantum fluctuations of the fields. This should be plausible if we notice that these 
fluctuations die out in the classical imit h---, 0. The rigorous definition of the theory requires 
a mathematically sound definition of this integral. 
4. Lattice regularization of QFT 
The most general definition of the integral ~ DO known today is the so-called lattice regulariz- 
ation. Here the space-time continuum is replaced by a finite grid (lattice) (x, t) --, n = (nl, ..., n4), 
with ni = 1,..., L being integers. The distance between the nearest neighbour point is the lattice 
constant a. One can say that L is the size of the system in a units. The fields are put on the lattice as 
follows: The constituent fields live on the lattice sites, ~bp(x, t) ~ 4'p(n), whereas the force (gauge) 
fields live on the lattice links between the nearest neighbour points, Up(n, n + ei). The functional 
integral changes into a normal highly multiple integral 
(F (4~) )=~ ~d~p(n , i )  F(~)exp -~S(4~) . (4) 
Here ~p(n, i) denotes both the constituent and force fields and q~ stands generically for all these 
fields. This expression is mathematically perfectly well defined. Let me denote the expression in 
square brackets as D~. 
A very important fact is that this integral allows a probabilistic interpretation: the exponential 
can be interpreted as the probability density of various field configurations. The integration 
variables are then stochastic variables a in complete analogy with the variables in statistical 
mechanics. The difference is that whereas in statistical mechanics thermal fluctuations are con- 
sidered, here we integrate over all possible quantum fluctuations of the system. 
The integral (4) is tremendously difficult o calculate for large L, as the lattice volume grows as L 4 
and the number of integrations i huge already for very moderate L. If we want to describe, for 
example, proton, the linear size of the lattice aL shoud be larger than the size of proton. 
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Simultaneously, the proton structure should be approximated bya sufficiently fine grid, requiring 
large L and small a. The strategy is to study a sequence oflattices with growing L and decreasing a, 
so that aL remains constant, and investigate the asymptotic behaviour of the integral as L ~ oe. 
This means that one has to increase the correlation length ¢, which is the size of proton in lattice 
units. 
This procedure is mathematically equivalent to the study of critical behaviour in statistical 
physics. Namely, when a phase transition (e.g., of a ferromagnetic system) is approached from the 
paramagnetic phase by decreasing the temperature T towards the Curie temperature To, the 
correlations between elementary magnetic dipoles have to extend over larger and larger distances 
in order to make a macroscopic magnetization below Tc eventually possible. To describe such 
an approach to the critical temperature T¢, one has to consider larger and larger systems in units of 
d, the distance between the nearest neighbour dipoles. Evidently this requires to increase the 
number of dipoles included, M a. So the two procedures are equivalent, provided we compare 
L with M and measure the system in the a or d units, respectively, which is a simple rescaling of the 
units only. 
5. Numerical  simulations in QFT  
The above two close analogies between the functional integral formulation of the QFT and 
statistical physics make it natural to use stochastic methods for the evaluation of integrals of the 
type (4). Their name "Monte Carlo" method points out this probabilistic approach. We introduce 
the probability density of field configurations 
1(1)  
/~(qi)=2exp -~S(q0  • 
The aim is to construct a sample of N configurations 
{¢t1~, ¢<z) . . . .  , ¢<N~} 
(5) 
(6) 
with this probability distribution. The procedure is called "importance sampling", as those 
configurations which give most important contributions to the integral have high probability. 
Then 
<F(~b)> - ~ F(q~t/)). (7) 
i 
How to generate such a sample? The algorithms in use are in general dynamical, using some 
stochastic process for the creation of a sequence of configurations. One chooses ome transition 
probability between any two possible configurations P(~ ~ ~'), which is ergodic (any configura- 
tion can be achieved starting from an arbitrary one in a finite number of steps) and conserves the 
probability distribution, 
- .  (s )  
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Then one starts on the computer a Markov process beginning with some arbitrarily chosen 
configuration ff and produces by repeated application of P, dubbed updating, a sequence of the 
type 
(~ ==_), (~), ....) ~bt, ~ . . . . . . . )  (~(I) ==.), (~(2) _ . ) . . . . . . .¢  ~(N) .  (9) 
The part of the sequence with bars is called "thermalization", the second part being the sample to 
be generated. 
6. Metropolis algorithm for importance sampling and efficiency 
Metropolis algorithm is the oldest, quite standard, but not the most effective of the algorithms. 
In this algorithm one has to invent the moves (/) ---) 4' which are then accepted or rejected with 
probabilities a**, or 1 - a#,, respectively. This probability is defined as 
a**, = fl \/~(4) /  
with 
fl(y) = min(y, 1). (11) 
It means that moves which increase the probability are always accepted, whereas the other ones are 
accepted only with some probability. The moves are mostly chosen to be local, changing only one 
of the variables at some lattice site or link, as this is easy to implement. 
This is the moment o discuss the efficiency, however. It is usually defined in terms of the time 
correlation function p(t), where the number t of the configuration ~{t) is interpreted as time of the 
dynamical process generating the configurations sequentially. One can determine some observable 
F(t) as its value on the configuration ~{t). The definition is then 
(F(s + OF(s)) - (F(s)) 2 
p(t) = (F(s)2) _ (F(s)) z (12) 
This function usually decreases with time exponentially, 
P(t) -~ exp ( - - -~] ) ,  (13) 
the constant z being the autocorrelation time. It tells us after how many steps the configurations get 
statistically independent, i.e., decorrelated. Typically it grows, as the correlation length ~ of the 
system grows, with some power z, which is called dynamical critical exponent. For local algorithms 
it is z = 2. A substantial decrease of this value by using more effective nonlocal algorithms i much 
needed. 
54 J. Jershk/Journal of Computational and Applied Mathematics 63 (1995) 49-56 
7. Ideas of more powerful algorithms 
I will explain qualitatively the ideas of a few algorithms used in lattice calculations. A more 
detailed escription can be found in [1], and the recent development will be reviewed in the talks of 
H.G. Evertz and T. Kalkreuter at this conference. 
Hybrid Monte Carlo algorithm: It deliberately extends the number of variables by introducing 
so-called momenta n to the original variables 4. The probability density is generalized as 
follows: 
1(1 ) 
pD~ --.-~exp -~ H(~, n) DqbDn, (14) 
where 
1 
H(¢, ~) = ~ ~ (z~(n)) 2 + S(¢). (15) 
The system is simulated for a while with some chosen starting values of n so that H is conserved but 
the variables ¢ change substantially. This is essentially the idea of molecular dynamics. The 
starting values of ~ are chosen differently at each sequence of simulations, and at the end of each 
sequence one makes the Metropolis decision of acceptance, obtaining in this way a new configura- 
tion. The algorithm leads to z ~- 1. 
Cluster algorithms: By some stochastic prescription a given configuration is equipped with 
bonds between nearest neighbour variables. A set of variables connected by bonds is called 
cluster. The update then changes the values of the variables in a cluster simultaneously. If 
clusters are large, the algorithm is nonlocal. One can achieve, depending on the model, values 
z -~ 0.3-1. 
Multigrid algorithms: The lattice, called in this context "grid", is imagined as the finest of 
a sequence of coarser and coarser grids, each containing only a subset of points of the preceding 
grid. The field variables are put on the coarse grids by some averaging of the variables on the 
original grid, smoothing out the short wavelength modes, in close analogy to the block spin 
transformations. Then each grid is updated independently. This results in nonlocal updates of long 
wave modes, which are preserved on the coarser grids. This method is still in the development 
stage, in particular for the gauge fields. 
Multicanonical formalism: It can happen, in particular in the case of the first-order phase 
transitions, that the distribution #(4~) has two peaks, with a deep minimum between them. In that 
case it is rather difficult to generate configurations which describe the transitions of the system 
between the two metastable states, described by each peak. The algorithm enhances artificially the 
probability between the peaks and the change is corrected in a certain analytic way. 
8. Need for high performance computers 
Numerical simulations in QFT require immense computer performance, whereas the basic 
algorithms are rather simple. Therefore the lattice field theorists pioneered the use of vector and 
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parallel computers. In particular, massively parallel computers have been and are being construc- 
ted by physicists in collaboration with hardware ngineers, at relatively low costs. Currently the 
available performance of such machines, optimized for one task, is of the order of 10 Gigaflops. 
It is expected that within 2 years the performance of one Teraflop will be achieved. This speed 
is required for reliable calculations of the proton properties. The announced performance of the 
next generation of fastest commercial machines (e.g., Cray, Fujitsu and Intel) is not much lower, 
about 300 Gigaflops. They will be usable for a broader set of problems, the price might be large, 
however. For a recent overview of the computers in use for QFT simulations and under construc- 
tion, see [2]. 
9. Some results 
It took about 10 years to develop the numerical simulations in QFT to such a level that the 
results can be compared with experiment. I  is now clear that a violation of rotational symmetry of 
space by introducing the lattice is not a serious drawback of the method: numerical simulations for 
realistic values of parameters demonstrated that the rotational symmetry is restored by quantum 
field fluctuations to a very high degree of accuracy. 
With this in mind one can appreciate the results for the forces between the quarks. They turned 
out to be such that the corresponding potential energy V(R) grows linearly at large distance 
R between the quarks: 
V(R) ~- aR + const. (16) 
This is very different from the Coulomb potential between charges in electrodynamics and explains 
why the quarks are confined: Trying to pull them apart at distances much greater than the proton 
size would cost immense nergy, as tr is rather large. If this energy is provided, it immediately 
changes into the mass of many newly created quarks which bind together with original ones, 
forming the known particles like proton or mesons, and no individual quarks are left.This is what 
always happens in large particle accelerators. 
Finally, I would like to mention that the proton mass has been calculated with about 8% 
accuracy. This took more than a year of work of about 500 processors with the sustained total 
speed of 6 Gigaflops [3]. The accuracy is still poor in comparison with the proton mass 
measurement. But this result gives us the confidence that important other properties of elementary 
particles not so easily accessible to the experiment, like their behaviour immediately after the big 
bang, can be reliably calculated, too. 
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