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ON THE ERDO˝S-FUCHS THEOREM
LI-XIA DAI AND HAO PAN
Abstract. We prove several extensions of the Erdo˝s-Fuchs theorem.
1. Introduction
The well-known Gauss circle conjecture says that
|{(a, b) : a, b ∈ N, a2 + b2 ≤ n}| =
π
4
n+O(n
1
4
+ǫ) (1.1)
for any ǫ > 0. The known best result due to Huxley is replacing O(n
1
4
+ǫ) by
O(n
131
416 ). In general, for two non-empty subsets A,B of N and n ∈ N, define
rA,B(n) := |{(a, b) : a ∈ A, b ∈ B, a+ b = n}|.
Also, define
RA,B(n) :=
∑
j≤n
rA,B(j),
i.e.,
RA,B(n) = |{(a, b) : a ∈ A, b ∈ B, a + b ≤ n}|.
Clearly (1.1) can be rewritten as
RN2,N2(n) =
π
4
n+O(n
1
4
+ǫ),
where N2 = {a2 : a ∈ N}.
On the other hand, with help of the Fourier analysis, Hardy found that the re-
mainder O(n
1
4
+ǫ) in (1.1) can’t be replaced by O
(
n
1
4 (log n)
1
4
)
. In 1956, for arbitrary
non-empty infinite subset A of N, Erdo˝s and Fuchs [4] proved that as n→ +∞,
RA,A(n) = cn + o
(
n
1
4 (logn)−
1
2
)
(1.2)
can’t hold for any constant c > 0. This result is so-called the Erdo˝s-Fuchs theo-
rem. Subsequently, Jurkat (unpublished), and later Montgomery and Vaughan [9]
showed that the (logn)−
1
2 in the remainder term of (1.2) can be removed, i.e., it
is impossible that
RA,A(n) = cn + o(n
1
4 ), n→∞ (1.3)
for some constant c > 0.
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In [10], Sarko¨zy considered the extension of the Ero˝s-Fuchs theorem for the sum
of are different subsets of N. Let A = {a1, a2, . . .} and B = {b1, b2, . . .} be two
infinite subsets of N. Suppose that for each i ≥ 1, ai is not very far from bi,
explicitly,
ai − bi = o
(
a
1
2
i (log ai)
−1). (S)
Then Sarko¨zy proved that
RA,B(n) = cn + o
(
n
1
4 (log n)−
1
2
)
, n→ +∞ (1.4)
can not hold for any constant c > 0.
In [7], Horva´th tried to remove the term (logn)−
1
2 in the right side of (1.4).
Define
A(n) := |{a ∈ A : a ≤ n}|.
Under two assumptions
ai − bi = o(a
1
2
i ), i→ +∞, (H1)
A(n)− B(n) = O(1), n ≥ 1, (H2)
Horva´th proved that
RA,B(n) = cn+ o(n
1
4 ), n→ +∞ (1.5)
would not happen.
Notice that the assumption (H2), which says A(n) and B(n) are almost equal,
seems a little too strong. So we wish to weaken the requirement for A(n)− B(n),
under the assumption that the difference ai − bi is much smaller than o(a
1
2
i ). In
this paper, we shall give such a generalization of Horva´th’s result.
Theorem 1.1. Suppose that 0 ≤ α ≤ 1/4. Let A = {a1, a2, . . .} and B =
{b1, b2, . . .} be two infinite subsets of N satisfying that
(1) ai − bi = o(a
1
2
−α
i ) as i→ +∞;
(2) A(n)−B(n) = O(nα) for each n ∈ N.
Then
RA,B(n) = cn+ o(n
1
4 ), n→∞ (1.6)
can not hold for any constant c > 0.
Note that ai − bi = o(a
1
2
−α
i ) implies A(n) − B(n) = o(n
1
2
−α). Hence setting
α = 1/4, we get
Corollary 1.1.
RA,B(n) = cn+ o(n
1
4 ), n→∞
can’t hold for any constant c > 0, under the unique assumption
ai − bi = o(a
1
4
i ).
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We also can consider the generalizations of the Erdo˝s-Fuchs theorem for the
sums of more than two subsets of N. Suppose that A1, A2, . . . , Ak are non-empty
subsets of N. Define
rA1,...,Ak(n) = |{(a1, a2, . . . , ak) : a1 + · · ·+ ak = n, a1 ∈ A1, . . . , ak ∈ Ak}|,
and define
RA1,...,Ak(n) =
∑
j≤n
rA1,...,Ak(j).
Horva´th [5, 6] proved that for any A ⊆ N,
RA,...,A︸ ︷︷ ︸
k A’s
(n) = cn + o(n
1
4 (log n)−
1
2 ) (1.7)
can’t hold for any constant c > 0. Subsequently, Tang [11] obtained an extension
of (1.3) for the sum of k A’s, i.e., it is impossible that
RA,...,A︸ ︷︷ ︸
k times
(n) = cn+ o(n
1
4 ). (1.8)
Chen and Tang also proved a quantitative version of (1.8) in [2].
In [5, 6], Horva´th factly considered RA1,...,Ak(n). Assume that A1 = {a1,1, a1,2, . . .}
and A2 = {a1,1, a1,2, . . .}. Suppose that
a1,i − a2,i = o
(
a
1
2
1,i(log a1,i)
− k
2
)
, i→ +∞, (h1)
Aj(n) = Θ
(
A1(n)
)
, j = 3, . . . , k (h2)
for any sufficiently large n, where f = Θ(g) means g ≪ f ≪ g, i.e., there exist two
constants c1, c2 > 0 such that c1g(n) ≤ f(n) ≤ c2g(n) for any sufficiently large n.
Then Horva´th [6] showed that for any constant c > 0,
RA1,...,Ak(n) = cn+ o(n
1
4 (logn)1−
3k
4 ), n→ +∞, (1.9)
is impossible. Under some additional assumptions, Tang [12] improved Horva´th’s
result and showed that the remainder term can be reduced to o(n
1
4 (logn)−
1
2 ) or
o(n
1
4 (logn)
− k+1
2(k−1) ) according to whether k is even or odd.
Here we shall give an extension of (1.3) concerning RA1,...,Ak(n).
Theorem 1.2. Suppose that 0 < β ≤ 1/2 and 0 ≤ α ≤ β/2. Let A1, A2, . . . , Ak be
some non-empty subsets of N satisfying that
(1) a1,i − a2,i = o(a
β−α
1,i ) as i→ +∞, where a1,i (resp. a2,i) is the i-th elements of
A1 (resp. A2);
(2) A1(n)− A2(n) = O(n
α) for each n ∈ N;
(3) A1(n) = Θ(n
β).
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Then
RA1,...,Ak(n) = cn+ o(n
1
4 ), n→∞ (1.10)
can not hold for any constant c > 0.
Clearly the assumptions (2) and (3) of Theorem 1.2 also imply A2(n) = Θ(n
β).
Furthermore, if Aj(n) = Θ
(
A1(n)
)
for j = 2, . . . , k and RA1,...,Ak(n) = Θ(n), then
it is easy to verify that A1(n) = Θ(n
1
k ). Hence (2) and (3) of Theorem 1.2 are
valid under Horva´th’s assumption (h2).
In [1], Bateman showed that∑
j≤n
(
RA,A(j)− cn
)2
= o
(
n
3
2 (log n)−1
)
, n→ +∞ (1.11)
can’t hold for any constant c > 0. Clearly the result of Bateman implies the Erdo˝s-
Fuchs theorem. In [3], Chen and Tang showed that for any constant c > 0, it is
impossible that ∑
j≤n
(
RA,...,A︸ ︷︷ ︸
k times
(j)− cn
)2
= o
(
n
3
2
)
, n→ +∞. (1.12)
Now we can prove that
Theorem 1.3. (i) Under the assumptions of Theorem 1.1,∑
j≤n
(
RA,B(j)− cn
)2
= o(n
3
2 ), n→∞ (1.13)
can not hold for any constant c > 0.
(ii) Under the assumptions of Theorem 1.2,∑
j≤n
(
RA1,...,Ak(j)− cn
)2
= o(n
3
2 ), n→∞ (1.14)
can not hold for any constant c > 0.
In Section 2, we shall establish an auxiliary lemma and use it to conclude the
proof of Theorem 1.1. This lemma is also necessary to the proof of Theorem 1.2,
which will be given in Section 3. Finally, we shall prove Theorem 1.3 in Section 4.
2. An auxiliary lemma and the proof of Theorem 1.1
Lemma 2.1. Suppose that 0 < β ≤ 1/2 and 0 ≤ α ≤ β/2. Let A = {a1, a2, . . .}
and B = {b1, b2, . . .} be two infinite subsets of N satisfying that
(1) ai − bi = o(a
β−α
i ) for each i ≥ 1;
(2) A(n)−B(n) = O(nα) for each n ∈ N;
(3) A(n), B(n) ≤ cnβ for each n ∈ N, where c > 0 is a constant.
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Then as N → +∞, we have
∞∑
n=0
(
1−
1
N
)2n
·
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
= o(N2+2β), (2.1)
and
∞∑
n=0
(
1−
1
N
)2n
·
(
A(n)− B(n)
)2
= o(N2β). (2.2)
Proof. For each j ≥ 1, let the interval
Ij = [min{aj , bj},max{aj, bj} − 1].
Evidently |Ij| = o(aj
β−α). Define
λ(n) = |{j : n ∈ Ij}|.
Note that n ∈ Ij if and only if either aj ≤ n < bj or bj ≤ n < aj . Hence
λ(n) = |A(n)− B(n)| = O(nα).
Thus ∣∣∣∣∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
∣∣∣∣ ≤∑
j≥1
n∈Ij
min{aj , bj}+
∑
j≥1
aj ,bj≤n
|aj − bj |
≤λ(n) · n + A(n) · o(nβ−α) = λ(n) · n + o(n2β−α),
where in the last step we used the assumption A(n)≪ nβ . It follows that
∑
n≤x
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
≪
∑
n≤x
(
λ(n)2n2 + o(n4β−2α)
)
≪ x2
∑
n≤x
λ(n)2 + o(x1+4β−2α)
for any sufficiently large x. Define
J(x) = max{j ≥ 1 : aj ≤ x or bj ≤ x}.
Clearly J(x)≪ xβ . We have∑
n≤x
λ(n)2 ≪ xα
∑
n≤x
λ(n) ≤ xα
∑
j≤J(x)
|Ij | = x
α · xβ · o(xβ−α) = o(x2β),
as x→ +∞, i.e., ∑
n≤x
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
= o(x2+2β).
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Now for any ǫ > 0, there exists x0 = x0(ǫ) > 0 such that if x ≥ x0, then∑
n≤x
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
≤ ǫx2+2β .
Define
ψ(x) =
∑
n≤x
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
.
Trivially, ψ(x) =
∑
n<x(n ·n)
2 ≤ x5 for any x ≥ 0. Let ρ = 1− 1/N . Applying the
Stieltjes integral, we get
∞∑
n=0
ρ2n
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
=
∫ ∞
0
ρ2xdψ(x)
=ρ2xψ(x)
∣∣+∞
x=0
− 2
∫ +∞
0
ψ(x) · ρ2x log ρdx.
Since 0 < ρ < 1,
lim
x→+∞
ρ2xψ(x) ≤ lim
x→+∞
ρ2xx2+2β = 0.
Let η = − log ρ. Clearly 1/N ≤ η ≤ 2/N . Then
−
∫ +∞
0
ψ(x) · ρ2x log ρdx = η
∫ +∞
0
ψ(x) · e−2ηxdx
=η
∫ +∞
x0
ψ(x) · e−2ηxdx+ η
∫ x0
0
ψ(x) · e−2ηxdx
≤η
∫ +∞
0
ǫx2+2β · e−2ηxdx+ η
∫ x0
0
x5dx
=
Γ(3 + 2β) · ǫ
23+2βη2+2β
+
ηx60
6
≤
·Γ(3 + 2β) · ǫN2+2β
23+2β
+
x60
3N
,
where Γ is the Gamma function. If N ≥ ǫ−1x60, we can get
∞∑
n=0
ρ2n
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
≤ 4ǫN2+2β .
Since ǫ > 0 can be arbitrarily small, we get (2.1).
Similarly, we have∑
n≤x
(
A(n)− B(n)
)2
=
∑
n≤x
λ(n)2 ≪ xα
∑
n≤x
λ(n) ≤ xα
∑
j≤J(x)
|Ij| = o(x
2β),
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as x→ +∞. For any ǫ > 0, there exists x0 = x0(ǫ) > 0 such that for any x > x0,∑
n≤x
(A(n)− B(n))2 ≤ ǫx2β .
Define
φ(x) =
∑
n≤x
(A(n)−B(n))2.
We also have
∞∑
n=0
ρ2n
(
A(n)− B(n)
)2
=ρ2xφ(x)
∣∣+∞
x=0
− 2
∫ +∞
0
φ(x) · ρ2x log ρdx
=2η
∫ +∞
x0
φ(x) · e−2ηxdx+ 2η
∫ x0
0
φ(x) · e−2ηxdx
≤2η
∫ +∞
0
ǫx2β · e−2ηxdx+ 2η
∫ x0
0
x3dx
≤
Γ(1 + 2β) · ǫN2β
22β
+
x40
N
≤ 4ǫNβ
provided that N ≥ ǫ−1x40. Thus (2.2) is concluded, too. 
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Assume on the contrary that (1.6) is true. Define ϑ(n) =
RA,B(n)− cn. Then ϑ(n) = o(n
1
4 ). Furthermore, since
A(n)B(n) ≤ RA,B(2n) = 2cn+ o(n
1
4 ),
we also have A(n), B(n) ≤ 2c
1
2n
1
2 for the sufficiently large n.
For |z| < 1, let
F (z) =
∑
a∈A
za, G(z) =
∑
b∈B
zb.
Clearly
F (z)G(z) =
(∑
a∈A
za
)
·
(∑
b∈B
zb
)
=
∞∑
n=0
zn
∑
a∈A, b∈B
a+b=n
1 =
∞∑
n=0
rA,B(n)z
n.
It follows that
F (z)G(z)
1− z
=
( ∞∑
n=0
rA,B(n)z
n
)
·
( ∞∑
n=0
zn
) ∞∑
n=0
zn
n∑
j=0
rA,B(j) =
∞∑
n=0
RA,B(n)z
n.
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Thus
(F (z) +G(z))2
4(1− z)
=
F (z)G(z)
1− z
+
(F (z)−G(z))2
4(1− z)
=c
∞∑
n=0
nzn +
n∑
n=0
ϑ(n)zn +
(F (z)−G(z))2
4(1− z)
,
i.e.,
(F (z) +G(z))2
2
=
2cz
1− z
+ 2(1− z)
n∑
n=0
ϑ(n)zn +
(F (z)−G(z))2
2
.
Taking the derivative in z of both sides of the above equation, we get
(F ′(z) +G′(z))(F (z) +G(z)) =
2c
(1− z)2
+ (F ′(z)−G′(z))(F (z)−G(z))
+ 2(1− z)
n∑
n=1
nϑ(n)zn−1 − 2
n∑
n=0
ϑ(n)zn. (2.3)
Letm be a large integer to be chosen later. Let ρ = 1−1/N and z(θ) = ρe2π
√−1θ.
For convenience, we abbreviate z(θ) as z. Clearly for any n1, n2 ∈ N,∫ 1
0
zn1 · zn2dθ =
{
ρ2n1 , if n1 = n2,
0, otherwise.
Let
J =
∫ 1
0
∣∣(F ′(z) +G′(z))(F (z) +G(z))∣∣ · ∣∣∣∣1− zm1− z
∣∣∣∣2dθ, (2.4)
J1 =
∫ 1
0
∣∣∣∣ 2c(1− z)2
∣∣∣∣ ·
∣∣∣∣1− zm1− z
∣∣∣∣2dθ, (2.5)
J2 =
∫ 1
0
∣∣∣∣2 ∞∑
n=0
ϑ(n)zn
∣∣∣∣ ·
∣∣∣∣1− zm1− z
∣∣∣∣2dθ, (2.6)
J3 =
∫ 1
0
∣∣∣∣2(1− z) ∞∑
n=0
(n + 1)v(n+ 1)zn
∣∣∣∣ ·
∣∣∣∣1− zm1− z
∣∣∣∣2dθ, (2.7)
and
J4 =
∫ 1
0
∣∣(F ′(z)−G′(z))(F (z)−G(z))∣∣ · ∣∣∣∣1− zm1− z
∣∣∣∣2dθ. (2.8)
Evidently by (2.3), we have
J ≤ J1 + J2 + J3 + J4.
In [7], Horva´th showed that
J ≫ mN
3
2 , J1, J2 ≪ m
2N, J3 = o(m
1
2N
7
4 ).
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We only need to give an upper bound for J4. By the Cauchy-Schwarz inequality,
J4 ≤4
∫ 1
0
∣∣∣∣F ′(z)−G′(z)1− z
∣∣∣∣ ·
∣∣∣∣F (z)−G(z)1− z
∣∣∣∣dθ
≤
4
ρ
(∫ 1
0
∣∣∣∣zF ′(z)− zG′(z)1− z
∣∣∣∣2dθ
) 1
2
(∫ 1
0
∣∣∣∣F (z)−G(z)1− z
∣∣∣∣2dθ
) 1
2
.
Note that
zF ′(z)− zG′(z)
1− z
=
1
1− z
(∑
a∈A
aza −
∑
b∈B
bzb
)
=
∞∑
n=0
zn
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)
.
Applying (2.1) with β = 1/2, we have∫ 1
0
∣∣∣∣zF ′(z)− zG′(z)1− z
∣∣∣∣2dθ
=
∫ 1
0
( ∞∑
n=0
zn
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
))( ∞∑
n=0
z¯n
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
))
dθ
=
∞∑
n=0
ρ2n
(∑
a∈A
a≤n
a−
∑
b∈B
b≤n
b
)2
= o(N3).
Similarly, by (2.2),∫ 1
0
∣∣∣∣F (z)−G(z)1− z
∣∣∣∣2dθ = ∞∑
n=0
ρ2n
(∑
a∈A
a≤n
1−
∑
b∈B
b≤n
1
)2
= o(N).
Thus J4 = o(N
2).
Since J ≤ J1 + J2 + J3 + J4, there exists a constant C > 1 such that
mN
3
2 ≤ Cm2N + o(m
1
2N
7
4 ) + o(N2).
By letting m = C−2N
1
2 , we get an evident contradiction. 
3. Proof of Theorem 1.2
Let us turn to Theorem 1.2.
Lemma 3.1. Suppose that 0 < β ≤ 1/2 and A1, . . . , Ak are non-empty subsets of
N. Assume that A1(n), A2(n) = Θ(n
β) and RA1,...,Ak(n) = Θ(n). Then
RA3,...,Ak(n) = Θ(n
1−2β).
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Proof. Evidently
RA1,...,Ak(n) =
n∑
u=0
rA1,...,Ak(u) =
∑
0≤v,w≤n
v+w=n
rA1,A2(v)rA3,...,Ak(w)
≤
n∑
v=0
rA1,A2(v)
n∑
w=0
rA3,...,Ak(w) ≤ A1(n)A2(n)
n∑
w=0
rA3,...,Ak(w).
Since RA1,...,Ak(n)≫ n and A1(n), A2(n)≪ n
β, we get that
n∑
w=0
rA3,...,Ak(w) ≥
RA1,...,Ak(n)
A1(n)A2(n)
≫ n1−2β .
On the other hand, we also have
RA1,...,Ak(3n) =
∑
0≤v,w≤3n
v+w=3n
rA1,A2(v)rA3,...,Ak(w) ≥
2n∑
v=0
rA1,A2(v)
n∑
w=0
rA3,...,Ak(w)
≥A1(n)A2(n)
n∑
w=0
rA3,...,Ak(w)≫ n
2β
n∑
w=0
rA3,...,Ak(w).
It follows from RA1,...,Ak(3n)≪ n that
n∑
w=0
rA3,...,Ak(w)≪ n
1−2β.

Assume on the contrary that (1.10) holds. Let ϑ(n) = rA1,...,Ak(n)− cn. Let
Fi(z) =
∑
a∈Ai
za
for each 1 ≤ i ≤ k. Then we have
F1(z)F2(z) · · ·Fk(z)
1− z
=
∞∑
n=0
rA1,...,Ak(n)z
n =
cz
(1− z)2
+
∞∑
n=0
ϑ(n)zn,
i.e., (
F1(z) + F2(z)
)2
F3(z) · · ·Fk(z)
=
4cz
1− z
+ 4(1− z)
∞∑
n=0
ϑ(n)zn +
(
F1(z)− F2(z)
)2
F3(z) · · ·Fk(z).
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Taking the derivative in z, we obtain that
2
(
F ′1(z) + F
′
2(z)
)(
F1(z) + F2(z)
) k∏
j=3
Fj(z) +
(
F1(z) + F2(z)
)2 k∑
j=3
F ′j(z)
∏
3≤i≤k
i 6=j
Fi(z)
=2
(
F ′1(z)− F
′
2(z)
)(
F1(z)− F2(z)
) k∏
j=3
Fj(z) +
(
F1(z)− F2(z)
)2 k∑
j=3
F ′j(z)
∏
3≤i≤k
i 6=j
Fi(z)
+
4c
(1− z)2
+ 4(1− z)
∞∑
n=0
(n+ 1)ϑ(n + 1)zn − 4
∞∑
n=0
ϑ(n)zn.
Let ρ = 1 − 1/N , z = ρe2π
√−1θ and let m be a large integer to be chosen later.
Let
J =
∫ 1
0
∣∣∣∣2(F1′(z) + F2′(z)) k∏
j=3
Fj(z) +
(
F1(z) + F2(z)
) k∑
j=3
F ′j(z)
∏
3≤i≤k
i 6=j
Fi(z)
∣∣∣∣
·
∣∣F1(z) + F2(z)∣∣ · ∣∣∣∣1− zm1− z
∣∣∣∣2dθ,
and
J4 =
∫ 1
0
∣∣∣∣2(F1′(z)− F2′(z)) k∏
j=3
Fj(z) +
(
F1(z)− F2(z)
) k∑
j=3
F ′j(z)
∏
3≤i≤k
i 6=j
Fi(z)
∣∣∣∣
·
∣∣F1(z)− F2(z)∣∣ · ∣∣∣∣1− zm1− z
∣∣∣∣2dθ.
And let J1, J2, J3 be the same ones in (2.5)-(2.7) respectively.
First, we shall give a lower bound of J . Let
G(z) := 2
(
F1
′(z) + F2
′(z)
) k∏
j=3
Fj(z) +
(
F1(z) + F2(z)
) k∑
j=3
F ′j(z)
∏
3≤i≤k
i 6=j
Fi(z).
Write
G(z) =
∞∑
n=0
gnz
n,
(
F1
′(z) + F2
′(z)
) k∏
j=3
Fj(z) =
∞∑
n=0
hnz
n.
Clearly gn ≥ 2hn ≥ 0 for each n ≥ 0. Let A denote the multiset A1 ∪ A2, i.e., the
common elements of A1 and A2 have the multiplicity 2 in A. Then
F1(z) + F2(z) =
∑
a∈A1
za +
∑
a∈A2
za =
∑
a∈A
za.
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Thus
J ≥
∣∣∣∣
∫ 1
0
G(z) ·
(
F1(z) + F2(z)
)
·
1− zm
1− z
·
1− zm
1− z
dθ
∣∣∣∣
=
∣∣∣∣
∫ 1
0
( ∞∑
n=0
gnz
n
)
·
(∑
a∈A
za
)
·
(m−1∑
n=0
zn
)
·
(m−1∑
n=0
zn
)
dθ
∣∣∣∣
=
∑
a∈A, u≥0
0≤v,w≤m−1
a+v=u+w
ρa+u+v+wgu ≥ 2
∑
a∈A, u≥0
0≤v,w≤m−1
a+v=u+w
ρa+u+v+whu.
Note that
(
F1
′(z)+F2
′(z)
) k∏
j=3
Fj(z) =
∑
a∈A
aza−1·
∞∑
n=0
rA3,...,Ak(n)z
n =
∞∑
n=0
zn
∑
a∈A
a≤n+1
arA3,...,Ak(n−a+1).
It follows that∑
a∈A, u≥0
0≤v,w≤m−1
a+v=u+w
ρa+u+v+whu =
∑
a∈A, u≥0
0≤v,w≤m−1
a+v=u+w
ρa+u+v+w
∑
b∈A
b≤u+1
brA3,...,Ak(u+ 1− b)
≥
∑
a,b∈A, b≤u
0≤v,w≤m−1
a+v=u+w
ρa+u+v+w · brA3,...,Ak(u+ 1− b).
We may restrict the above summation to those a, b, u, v, w satisfying the following
conditions:
(1) c3N ≤ a ≤ N , where c3 =
(
c1/(4c2)
) 1
β ;
(2) b = a, a ≤ u ≤ N ;
(3) 1 ≤ w < m/2, w ≤ v ≤ w +m/2.
Thus
J ≥2
∑
a∈A, c3N≤a≤N
0≤w<m/2, w≤v≤w+m/2
a≤u≤N, u−a=v−w
ρa+u+v+w · arA3,...,Ak(u+ 1− a)
≥2
∑
a∈A
c3N≤a≤N
aρa+(w−v+a)+v+w
∑
0≤w<m/2
w≤v≤w+m/2
rA3,...,Ak(v − w + 1)
≥2c3N · ρ
2N+2m
(
A(N)−A(c3N)
)
·
m
2
m/2∑
j=0
rA3,...,Ak(j + 1).
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We have A(N) ≥ A1(N) ≥ c1N
β and
A(c3N) ≤ A1(c3N) + A2(c3N) ≤ 2c2c
β
3N
β =
c1
2
Nβ .
Furthermore, since m ≤ N ,
ρ2N+2m ≥
(
1−
1
N
)4N
≥
1
2e4
.
Hence by Lemma 3.1,
J ≫ N1+βm
m/2∑
j=0
rA3,...,Ak(j + 1)≫ m
2−2βN1+β .
Let us consider the upper bound J4. Clearly
J4 ≤8
∫ 1
0
∣∣∣∣F ′1(z)− F ′2(z)1− z
∣∣∣∣ ·
∣∣∣∣F1(z)− F2(z)1− z
∣∣∣∣ · k∏
j=3
|Fj(z)|dθ
+ 4
k∑
j=3
∫ 1
0
∣∣∣∣F1(z)− F2(z)1− z
∣∣∣∣2 · |F ′j(z)| ∏
3≤i≤k
i 6=j
|Fi(z)|dθ.
Note that ∣∣F3(z) · · ·Fk(z)∣∣ ≤ ∣∣F3(ρ) · · ·Fk(ρ)∣∣ = ∞∑
n=0
ρn · rA3,...,Ak(n). (3.1)
Let
ω(x) =
∑
n≤x
rA3,...,Ak(n).
By Lemma 3.1, ω(x)≪ x1−2β . So letting η = − log ρ, we have
∞∑
n=0
ρn · rA3,...,Ak(n) =
∫ +∞
0
ρxdω(x) = ρxω(x)
∣∣+∞
0
− log ρ
∫ +∞
0
ω(x) · ρxdx
≪η
∫ +∞
0
x1−2βe−ηxdx =
Γ(2− 2β)
η1−2β
≪ N1−2β .
Thus by the Cauchy-Schwarz inequality,∫ 1
0
∣∣∣∣F ′1(z)− F ′2(z)1− z
∣∣∣∣ ·
∣∣∣∣F1(z)− F2(z)1− z
∣∣∣∣ · k∏
j=3
|Fj(z)|dθ
≪N1−2β
(∫ 1
0
∣∣∣∣F ′1(z)− F ′2(z)1− z
∣∣∣∣2dθ
) 1
2
·
(∫ 1
0
∣∣∣∣F1(z)− F2(z)1− z
∣∣∣∣2dθ
) 1
2
.
14 LI-XIA DAI AND HAO PAN
Applying Lemma 2.1, we obtain that∫ 1
0
∣∣∣∣F ′(z)−G′(z)1− z
∣∣∣∣2dθ ≤1ρ
∫ 1
0
∣∣∣∣zF ′(z)− zG′(z)1− z
∣∣∣∣2dθ
=
1
ρ
∞∑
n=0
ρ2n
( ∑
a1∈A1
a1≤n
a1 −
∑
a2∈A2
a2≤n
a2
)2
= o(N2+2β),
and ∫ 1
0
∣∣∣∣F (z)−G(z)1− z
∣∣∣∣2dθ = ∞∑
n=0
ρ2n
( ∑
a1∈A1
a1≤n
1−
∑
a2∈A2
a2≤n
1
)2
= o(N2β).
So∫ 1
0
∣∣∣∣F ′1(z)− F ′2(z)1− z
∣∣∣∣ ·
∣∣∣∣F1(z)− F2(z)1− z
∣∣∣∣ · k∏
j=3
|Fj(z)|dθ ≪ N
1−2β · o(N1+2β) = o(N2).
Similarly, for each 3 ≤ j ≤ k,
|F ′j(z)|
∏
3≤i≤k
i 6=j
|Fi(z)| ≤|F
′
j(ρ)|
∏
3≤i≤k
i 6=j
|Fi(ρ)| =
∑
a3∈A3,...,ak∈Ak
ajρ
a3+···+ak
=
∞∑
n=0
ρn
∑
a3∈A3,...,ak∈Ak
a3+···+ak=n
aj ≤
∞∑
n=0
ρn · rA3,...,Ak(n)n.
Now
∞∑
n=0
ρnn · rA3,...,Ak(n) =
∫ +∞
0
ρxxdω(x)
=ρxx · ω(x)
∣∣+∞
0
−
∫ +∞
0
ω(x) · ρx(1 + x log ρ)dx
≪η
∫ +∞
0
x1−2βe−ηxdx+
∫ +∞
0
x1−2βe−ηxdx
=
Γ(3− 2β) + Γ(2− 2β)
η2−2β
≪ N2−2β .
It follows that∫ 1
0
∣∣∣∣F (z)−G(z)1− z
∣∣∣∣2 · |F ′j(z)| ∏
3≤i≤k
i 6=j
|Fi(z)|dθ ≪N
2−2β
∫ 1
0
∣∣∣∣F (z)−G(z)1− z
∣∣∣∣2dθ
=N2−2β · o(N2β) = o(N2).
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Thus we get
J4 = o(N
2).
Recall that J ≤ J1 + J2 + J3 + J4 and
J1, J2 ≪ m
2N, J3 = o(m
1
2N
7
4 ).
We may choose a large constant C > 1 such that
mN
3
2 ≤ Cm2N + o(m
1
2N
7
4 ) + o(N2).
It immediately leads to a contradiction by setting m = C−2N
1
2 .
4. Proof of Theorem 1.3
Here we only give the proof of (i) of Theorem 1.3, since the proof of (ii) is
completely same.
Suppose that N is sufficiently large and ρ = 1− 1/N . Let ϑ(n) = RA,B(n)− cn
and let J, J1, J2, J3, J4 be given by (2.4)-(2.8). We shall give the upper bounds of
J2, J3 under the assumption
̟(x) :=
∑
n≤x
ϑ(n)2 = o(x
3
2 ), x→ +∞. (4.1)
By the Cauchy-Schwarz inequality,
J2 =
∫ 1
0
∣∣∣∣ ∞∑
n=0
ϑ(n)zn
∣∣∣∣ ·
∣∣∣∣1− zm1− z
∣∣∣∣2dθ
≤
(∫ 1
0
∣∣∣∣ ∞∑
n=0
ϑ(n)zn
∣∣∣∣2dθ
) 1
2
·
(∫ 1
0
∣∣∣∣1− zm1− z
∣∣∣∣4dθ
) 1
2
,
where z = ρe2π
√−1θ. Clearly∫ 1
0
∣∣∣∣1− zm1− z
∣∣∣∣4dθ ≤ ∑
0≤a,b,c,d≤m−1
a+b=c+d
1 ≤ m3.
And ∫ 1
0
∣∣∣∣ ∞∑
n=0
ϑ(n)zn
∣∣∣∣2dθ = ∞∑
n=0
ϑ(n)2ρ2n.
Since ̟(x) = o(x
3
2 ), for any ǫ > 0, there exists x0 = x0(ǫ) > 0 such that for
any x ≥ x0, ̟(x) ≤ ǫx
3
2 . Note that trivially ̟(x) ≤ x5 for any x ≥ 0. Letting
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η = − log ρ, we have
∞∑
n=0
ϑ(n)2ρ2n =
∫ +∞
0
ρ2xd̟(x) =̟(x)ρ2x
∣∣+∞
0
− 2 log ρ
∫ +∞
0
̟(x)ρ2xdx
≤2η
∫ +∞
0
ǫx
3
2 · e2ηxdx+ 2η
∫ x0
0
x5dx
≤
ǫ · Γ(5
2
)
(2η)
3
2
+
ηx60
3
≤ 2ǫN
3
2 ,
provided that N ≥ ǫ−1x60. So
∞∑
n=0
ϑ(n)2ρ2n = o(N
3
2 )
as N → +∞, and
J2 = o(m
3
2N
3
4 ).
On the other hand, since |1− zm| ≤ 2, we have
J3 =
∫ 1
0
∣∣∣∣(1− z) ∞∑
n=0
(n + 1)ϑ(n+ 1)zn
∣∣∣∣ ·
∣∣∣∣1− zm1− z
∣∣∣∣2dθ
≤2
∫ 1
0
∣∣∣∣ ∞∑
n=0
(n+ 1)ϑ(n + 1)zn
∣∣∣∣ ·
∣∣∣∣1− zm1− z
∣∣∣∣dθ
≤2
(∫ 1
0
∣∣∣∣ ∞∑
n=0
(n+ 1)ϑ(n + 1)zn
∣∣∣∣2dθ
) 1
2
·
(∫ 1
0
∣∣∣∣1− zm1− z
∣∣∣∣2dθ
) 1
2
.
Clearly ∫ 1
0
∣∣∣∣1− zm1− z
∣∣∣∣2dθ ≤ m.
And∫ 1
0
∣∣∣∣ ∞∑
n=0
(n+ 1)ϑ(n+ 1)zn
∣∣∣∣2dθ = ∞∑
n=0
(n+ 1)2ϑ(n + 1)2ρ2n ≤ 4
∞∑
n=0
n2ϑ(n)2ρ2n.
Note that (x2ρ2x)′ = 2xρ2x + 2 log ρ · x2ρ2x. For any ǫ > 0, we have
∞∑
n=0
n2ϑ(n)2ρ2n =
∫ +∞
0
x2ρ2xd̟(x) = −2
∫ ∞
0
(xρ2x + log ρ · x2ρ2x) ·̟(x)dx
≤2η
∫ +∞
0
ǫx
3
2 · x2e2ηxdx+ 2
∫ +∞
0
ǫx
3
2 · xe2ηxdx+ 2
∫ x0
0
(x+ η · x2)x5dx
=
ǫ · (Γ(9
2
) + 2Γ(7
2
))
(2η)
7
2
+
2x70
7
+
ηx80
4
≤ 4N
7
2 ,
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provided that N ≥ ǫ−1x80. Hence
J3 = o(m
1
2N
7
4 ).
Finally, for any ǫ > 0, clearly ∑
n≤N
ϑ(n)2 ≤ ǫN
3
2
implies ϑ(n) ≤ ǫ
1
2N
3
4 . Thus we have
RA,B(n) = cn+ o(n
3
4 )
as n → +∞. Since RA,B(n) = Ψ(n), under the assumptions of Theorem 1.1,
we know that J ≫ mN
3
2 , J4 = o(N
2) and J1 = O(m
2N). It follows from J ≤
J1 + J2 + J3 + J4 that
mN
3
2 ≤ Cm2N + o(m
3
2N
3
4 ) + o(m
1
2N
7
4 ) + o(m
1
2N
7
4 )
for some constant C > 1. Setting m = C−2N
1
2 , we immediately get a contradiction
whenever N is sufficiently large. 
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