Abstract. In this paper, we present some extensions of the Young and Heinz inequalities for the Hilbert-Schmidt norm as well as any unitarily invariant norm. Furthermore, we give some inequalities dealing with matrices. More precisely, for two positive semidefinite matrices A and B we show that
Introduction
Let M n be the C * -algebra of all n × n complex matrices and · , · be the standard scalar product in C n . A capital letter means an n × n matrix in M n . For Zhao and Wu in [11] , refined the Young's inequality in the following form
where
is the greatest integer less than or equal to x. Also, they proved a reverse of (1.1) as follows
where 0 < ν ≤ 1 and R = max{ν, 1 − ν}. They showed if a, b > 0 and 0 < ν < 1, then
and 5) where r = min{ν, 1 − ν}. Applying inequalities (1.4) and (1.5) we have the following inequalities:
, then
where r = min{ν, 1 − ν} and r 0 = min{2r, 1 − 2r}.
The Heinz means are defined as H ν (a, b) =
for a, b > 0 and 0 ≤ ν ≤ 1.
These interesting means interpolate between the geometric and arithmetic means. In fact, the Heinz inequalities assert that
, where a, b > 0 and
A matrix version of Young's inequality [2] says that if A, B ∈ M n (C) are positive semidefinite and 0 ≤ ν ≤ 1, then
for j = 1, 2, ..., n. It follows from (1.8) that if A, B ∈ M n are positive semidefinite and 0 ≤ ν ≤ 1, then a trace version of Young's inequality holds
A determinant version of Young's inequality says that [4] det
In [7] , it is shown the Young inequality for arbitrary unitarily invariant norms as follows
in which A, B are positive semidefinite n × n and 0 < ν ≤ 1. Some mathematicians proved several refinements of the Young and Heinz inequalities for matrices; see [6, 8, 9] and references therein. Sababheh [10] showed that for any A, B, X ∈ M n such that A and B are positive semidefinite, the following relation holds
, r = min{ν, 1 − ν} and r 0 = min{2r, 1 − 2r}.
Based on the refined and reversed Young inequalities (1.1) and (1.3), Zhao and Wu [11] , proved that if A, B, X ∈ M n such that A and B are two positive semidefinite matrices, then
where r = min{ν, 1 − ν}, R = max{ν, 1 − ν} and r 0 = min{2r, 1 − 2r}.
In this paper, we generalized some extensions of the Young and Heinz inequalities for the Hilbert-Schmidt norm as well as any unitarily invariant norm. Also, we give some inequalities dealing with matrices. Furthermore, we refine inequalities (1.9)-(1.11).
main results
For our purpose we need to following lemma. 
(by the arithmetic-geometric mean)
where w ≤ z ≤ x, w ′ ≤ z ′ . Using inequalities (1.1) and (1.3) we have
Applying Lemma 2.1 we reach inequality (2.1). Now, If
In a similar fashion, we have inequality (2.2).
By taking φ(x) = x m (m ≥ 1), we have the next result. , then
In the following result, we show a refinement of the Heinz inequality. 
for 0 ≤ ν ≤ 1, R = max{ν, 1 − ν}, r = min{ν, 1 − ν} and r 0 = min{2r, 1 − 2r}.
Proof. Let 0 ≤ ν ≤ 1. By interchanging a with b in inequalities (2.3) and (2.4), respectively, then we get
Using the arithmetic-geometric mean and (2.5) we have
Applying Lemma 2.1 we get the desired result.
Example 2.5. If we take φ(x) = x m (m ≥ 1) in Corollary 2.4, then for positive numbers a and b we reach the inequality
where 0 ≤ ν ≤ 1, R = max{ν, 1 − ν}, r = min{ν, 1 − ν} and r 0 = min{2r, 1 − 2r}.
Some applications
In this section, we apply numerical inequalities that we achieved in section 2 for Hilbert space operators. First, we improve the inequalities (1.9), (1.10) and (1.11). To achieve this, we need the following lemmas.
The next lemma is a Heinz-Kato type inequality for unitarily invariant norms that known in [4] .
Lemma 3.2. Let A, B, X ∈ M n such that A and B are positive semidefinite. If
In particular,
The third lemma is the Minkowski inequality for determinants that known in [5] .
Lemma 3.3. Let A, B ∈ M n be positive definite. Then
In the next result we show an extension of inequality (1.12). and if
where m = 1, 2, · · · , r = min{ν, 1 − ν} and r 0 = min{2r, 1 − 2r}.
Proof. Let 0 < ν ≤ 
Thus, we get inequality (3.1). Using Corollary 2.3, Lemma 3.2 and with a same argument in the proof of (3.1), we have (3.2) for . Then
holds for m = 1, 2, · · · and r 0 = min{2ν, 1 − 2ν}.
Proof.
(by Corollary 2.3)
Theorem 3.6. Let A, B ∈ M n be positive definite. Then and r 0 = min{2ν, 1 − 2ν}.
Proof. Applying Lemma 3.3 and Corollary 2.3 we have
(by Lemma 3.3)
Remark 3.7. If 1 2 ≤ ν ≤ 1, then similarly, we can prove the following inequalities
for all positive definite matrices A, B ∈ M n , m = 1, 2, · · · and r 0 = min{2−2ν, 2ν −1}.
In [3] , the authors showed that
where A, B are positive definite matrices and X is an arbitrary matrix. Using this inequality, inequalities (1.13) and (1.14), we have the next result. where r = min{ν, 1 − ν}, R = max{ν, 1 − ν} and r 0 = min{2r, 1 − 2r}.
Proof. Let 0 < ν ≤ and inequality (1.13), we get the first inequality. For 
