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We study spectral properties of 2× 2 block operator matrices whose entries are unbounded operators between
Banach spaces and with domains consisting of vectors satisfying certain relations between their components.
We investigate closability in the product space, essential spectra and generation of holomorphic semigroups.
Application is given to several models governed by ordinary and partial differential equations, for example
containing delays, floating singularities or eigenvalue dependent boundary conditions.
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1 Introduction
Let X, Y be Banach spaces and X be the product space X = X × Y . In this paper we consider operators in





Here we write formally since in the applications which we have in mind the operators A, B, C, D are in general
unbounded and then the operator defined by the matrix in (1.1) on (D(A) ∩D(C))× (D(B) ∩D(D)) need not
be closed, or the domain of this operator is determined by an additional relation of the form ΓXx = ΓY y between
the components x and y of its elements.
The study of such operator matrices was started in [23], [24] and, independently and under slightly different
assumptions, later in [3]. The common tool in these investigations is a Frobenius–Schur factorization for the
matrix in (1.1), and hence some conditions for the definition of the operator associated with (1.1) involve the
corresponding Schur complements. The situation where the domains of the diagonal operators satisfy D(A) ⊂
D(C), D(D) ⊂ D(B) was considered in [23]. For example, in the case of differential operators, this means
that the orders of A and D are not lower than the orders of C and B, respectively. In [3] it was assumed that
D(A) ⊂ D(C), D(B) ⊂ D(D). An example of this second case is the linearized Navier–Stokes equation, but
both cases can occur, e.g., in magnetohydrodynamics, population dynamics, damped plate equations with delay,
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etc. We mention that there are also situations where the domains of the off-diagonal operators B and C are the
smaller ones, e.g., for the Dirac operator, see [19].
A starting point for the present investigation was the paper [8] (which, in turn, was inspired by [14]) on elliptic
boundary value problems in some domain Ω with boundary conditions on the boundary ∂Ω depending linearly
on the eigenvalue parameter. It was shown there that this problem can be considered in a natural way in the
orthogonal sum of two Hilbert spaces, consisting of functions defined on Ω and ∂Ω, respectively, together with
an operator of the form (1.1). Moreover some Sturm–Liouville problems, for which the differential equation and
also the boundary conditions depend on the eigenvalue parameter in a rational way, have a linearization which
can be described by such an operator matrix, and the same is true for certain differential equations with delay, see
[24]. We mention that examples from [23] and [3] also fit in our framework but we shall not repeat them here.
Motivated by the above examples, we assume in this paper that D(A) ⊂ D(C), and that the intersection
of the domains of B and D is sufficiently large. Moreover, the domain of the operator matrix is defined by an
additional relation between the two components of its elements. In comparison with the recent works [5], [6],
[22] on matrix operators of the form (1.1) arising from differential equations with delay, we allow more general
off-diagonal terms. The main focus in those papers was on semigroup generation. Here we also study spectral
properties of the corresponding matrix operators in more detail. Besides the definition of the (closed) operatorA
associated with the operator matrix (1.1) we are interested in the spectrum ofA , and in particular in its essential
spectrum.
The organization of the paper is as follows. In the next section we introduce the assumptions (i–viii) to be
imposed on the operator matrix (1.1), and in Section 3 we use these assumptions to define a closed operator A
associated with (1.1). The essential spectrum of A is determined in Section 4, and in Section 5 we introduce
conditions which ensure thatA generates a holomorphic semigroup. In the following three sections we apply the
abstract theory of Sections 2–5 to the above mentioned Sturm–Liouville problem (Section 6); to elliptic problems,
of a more general form than considered in [8] and arising, e.g., in the study of diffusion processes [26] (Section
7); and to boundary feedback problems (Section 8). Finally, in Section 9 we show that differential equations with
delay and abstract observation problems also fall within the class of operator matrices considered here.
In the present paper we do not pay special attention to Hilbert space structure nor to self-adjointness of the
operators. These and related questions will be considered elsewhere.
Throughout the paper we denote by D(T ),N (T ), andR(T ) the domain, nullspace, and range of an operator
T acting between Banach spaces.
2 Preliminaries
Let X, Y, Z be Banach spaces. We consider linear operators
A in X , D in Y , C from X into Y , B from Y into X , ΓX from X into Z , ΓY from Y into Z ,
with the following properties (i)–(viii).
(i) The operator A is densely defined and closable.
It follows that D(A) equipped with the graph norm
‖x‖A := ‖x‖+ ‖Ax‖ , x ∈ D(A) ,
can be completed to a Banach space XA, which coincides with D(A ), the domain of the closure A of A, and
which is contained in X .
(ii) D(A) ⊂ D(ΓX) ⊂ XA and ΓX is bounded as a mapping from XA into Z .
The extension of ΓX by continuity to XA = D(A ) is denoted by ΓX , which is a bounded operator from XA
into Z .
(iii) The set D(A) ∩N (ΓX) is dense in X and the resolvent set of the restriction A1 := A
∣∣
D(A)∩N (ΓX) is
not empty, i.e., ρ(A1) = ∅.
(iv) D(A) ⊂ D(C) ⊂ XA and C is closable as an operator from XA into Y .
c© 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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It follows from (iii) that
ΓX(D(A1)) = {0} ,
and that A1 is a closed operator, whence D(A1) is a closed subspace of XA. The closed graph theorem and (iv)
imply that for λ ∈ ρ(A1) the operator
Cλ := C(A1 − λI)−1 (2.1)
from X into Y is bounded.
These assumptions allow D(A) to be decomposed as follows; for a more general result see [24].
Lemma 2.1 Under assumptions (i)–(iii), for any λ ∈ ρ(A1) the following decomposition holds:
D(A) = D(A1)N (A− λI) . (2.2)
P r o o f. The sum in (2.2) is contained in D(A) and is direct since, by assumption,
N (A− λI) ∩D(A1) = N (A1 − λI) = {0} .
Take any f ∈ D(A) and set
g := (A1 − λI)−1(A− λI)f ∈ D(A1) .
Then f − g ∈ N (A− λI) and
f = g + (f − g) ∈ D(A1)N (A− λI) .





R(Γλ) = ΓX(N (A− λI)) = ΓX(D(A)) =: Z1 (2.4)
does not depend on λ.
P r o o f. For the first statement we observe that
N (A− λI) ∩N (ΓX) = N (A1 − λI) .
The second statement follows from the fact that, because of (2.2) and ΓX(D(A1)) = {0},
ΓX(N (A− λI)) = ΓX (D(A)) .







: Z1 −→ N (A− λI) ⊂ X . (2.5)
In other words, Kλz = x means that x ∈ D(A) and
Ax = λx , (2.6)
ΓXx = z . (2.7)
Lemma 2.3 For λ ∈ ρ(A1) and x ∈ D(A) we have
(A− λI)x = (A1 − λI)(I −KλΓX)x ,
and the operator I −KλΓX is the projection from D(A) onto D(A1) parallel toN (A− λI).
c© 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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P r o o f. Every x ∈ D(A) can be written as
x = (I −KλΓX)x + KλΓXx .
The second summand belongs toN (A − λI), the first belongs to D(A1) because x′ = (I −KλΓX)x ∈ D(A)
and
ΓXx′ = ΓXx− ΓXKλΓXx = 0 .
It remains to apply Lemma 2.1.
Lemma 2.4 If λ1, λ2 ∈ ρ(A1), then
Kλ1 −Kλ2 = (λ1 − λ2)(A1 − λ1I)−1Kλ2 .
If Kλ is closable for at least one λ ∈ ρ(A1), then it is closable for all such λ, and the above relation holds with
Kλj replaced by the closures Kλj , j = 1, 2.
P r o o f. Consider z ∈ Z1 and set xj := Kλjz, j = 1, 2. In view of (2.6) and (2.7), the element x := x1 − x2
satisfies the relations
(A− λ1I)x = −(A− λ1I)x2 = (λ1 − λ2)x2 ,
ΓXx = ΓXx1 − ΓXx2 = 0 ,
whence x ∈ D(A1) and x = (λ1 − λ2)(A1 − λ1I)−1x2. This yields the required formula and, in turn, the
relation
Kλ1 = (A1 − λ2I)(A1 − λ1I)−1Kλ2 .
Since the operator (A1−λ2I)(A1−λ1I)−1 is bounded and boundedly invertible, Kλ1 is closable if Kλ2 is such,
in which case their closures Kλj , j = 1, 2, satisfy the same relations.
We also impose the following condition:
(v) For some λ1 ∈ ρ(A1), the operator Kλ1 is bounded as a mapping from Z into X .
If this condition is satisfied, then it is satisfied for all λ ∈ ρ(A1) by Lemma 2.4. Moreover, in this case Kλ
can be extended by continuity to the closure Z1 of Z1 with respect to the norm of Z; we denote this extension by
Kλ. Without loss of generality we assume that Z1 = Z .
Since for x ∈ N (A − λI) we have ‖x‖A = (1 + |λ|) ‖x‖, the operator Kλ is also bounded as a mapping
from Z1 to XA, which implies that





Concerning the operators D and ΓY we assume:
(vi) The operator D is densely defined and closed with ρ(D) = ∅.
(vii) D(ΓY ) ⊃ D(D) ∩D(B), the set
Y1 := {y | y ∈ D(D) ∩D(B), ΓY y ∈ Z1} (2.8)
is dense in Y , and the restriction of ΓY to this set is bounded as an operator from Y into Z .
We denote the extension of ΓY
∣∣
Y1
by continuity to all of Y by ΓoY .
Finally, concerning the operator B we assume:
(viii) For some λ ∈ ρ(A1), the operator (A1−λI)−1B is closable and its closure (A1 − λI)−1B is bounded.
c© 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Observe that (viii) and the resolvent identity imply that the operator (A1 − λI)−1B is closable for all λ ∈
ρ(A1) and, moreover, if λ1, λ2 ∈ ρ(A1) then we have
(A1 − λ1I)−1B − (A1 − λ2I)−1B = (λ1 − λ2)(A1 − λ1I)−1(A1 − λ2I)−1B . (2.9)
Recall the notation (2.1), (2.5). In the next section the operator
Mλ := D + CKλΓY − CλB (2.10)
in the space Y will play an important role for λ ∈ ρ(A1). It is defined on the set Y1, which is dense in Y
according to (vii). Here we observe that ΓY is bounded on this domain by assumption (vii), that Kλ is bounded
by assumption (v), and, finally, R(Kλ) ⊂ D(A) ⊂ D(C) and Cλ is bounded by assumption (iv). Hence the
right side of
Mλ1 −Mλ = (λ1 − λ)Cλ1
[
KλΓY − (A1 − λI)−1B
] (2.11)
is bounded, and assumptions (iv) and (viii) imply that if Mλ is closable as an operator in Y for some λ1 ∈ ρ(A1)
then it is also closable for any λ ∈ ρ(A1). In this case the domain of the closure Mλ is independent of λ ∈ ρ(A1);
in fact the difference




Y − (A1 − λI)−1B
] (2.12)
is a bounded operator.
3 The operator A0 and its closure A
Throughout this and the following two sections we suppose that assumptions (i)–(viii) are satisfied. We introduce





















∈ D(A0) . (3.2)
Our aim is to describe the closureA of the operatorA0 inX . We start with the following Frobenius–Schur type
factorization of A0.
Lemma 3.1 If λ ∈ ρ(A1), then





A1 − λI 0
0 Mλ − λI
)(




P r o o f. Denote by Bλ the operator on the right-hand side of the above equality, and suppose that (xy) ∈
D(A0), i.e., x ∈ D(A), y ∈ D(D) ∩ D(B), and ΓXx = ΓY y. Then x − KλΓY y = (I − KλΓX)x, and by
Lemma 2.3 we have









A1 − λI 0
C Mλ − λI
)(





(A− λI)x + By




(A− λI)x + By
Cx + (D − λI)y
)
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hence A0 − λI ⊂ Bλ.
It remains to show that D(Bλ) ⊂ D(A0). Obviously,D(Bλ) coincides with the set(














where x′ and y run throughD(A1) = D(A)∩N (ΓX) andD(Mλ) = Y1, see (2.8), respectively. Therefore x ∈
D(A), y ∈ D(D) ∩ D(B), and ΓXx = ΓX(KλΓY y) = ΓY y, that is (xy) ∈ D(A0). Hence D(Bλ) ⊂ D(A0),
and the proof is complete.
The main result of this section is the following theorem.
Theorem 3.2 Assume that the conditions (i)–(viii) are satisfied. Then A0 is closable in X = X × Y if and
only if, for some λ ∈ ρ(A1), the operator Mλ = D + CKλΓY − CλB is closable as an operator in Y . In this





Y y − (A1 − λI)−1By
y

























I −KλΓoY + (A1 − λI)−1B
0 I
)
are bounded and boundedly invertible as mappings fromX ontoX . Recalling the Frobenius–Schur factorization
of A0 − λI in Lemma 3.1, we deduce thatA0 is closable inX if and only if Mλ is closable as a mapping in Y .
Moreover, if Mλ is closable and Mλ denotes its closure, then for the closureA of A0 we obtain the relation





A1 − λI 0
0 Mλ − λI
)(




Spelling out the domain and the action of A componentwise, the relation (3.3) follows. Clearly, A0 − λI =
A0 − λI, which implies that the definition ofA is independent of λ.
The fact that the operator A in Theorem 3.2 is well defined in the sense that both D(A ) and A u for u ∈
D(A ) are independent of λ ∈ ρ(A1) can also be seen explicitly. For D(A ) this follows if we observe that
(a) D(Mλ) is independent of λ ∈ ρ(A1) according to (2.12);
(b) Kλ1z −Kλ2z ∈ D(A1) for z ∈ Z1 and λ1, λ2 ∈ ρ(A1) by Lemma 2.4;
(c) (A1 − λ1I)−1By − (A1 − λ2I)−1By ∈ D(A1) for y ∈ Y and λ1, λ2 ∈ ρ(A1) by (2.9).
ConcerningA u, suppose that
x1 + Kλ1Γ
o
Y y − (A1 − λ1I)−1By = x2 + Kλ2Γ
o
Y y − (A1 − λ2I)−1By
are two representations for the first component of a vector u ∈ D(A ). Then from Lemma 2.4 and (2.9) it follows
that




Y − (A1 − λ2I)−1B
]
y = 0 .
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Applying the operator C and using (2.12), we get
C(x1 − x2) + Mλ1y −Mλ2y = 0 .
In a similar way one shows that
A1x1 + λ1Kλ1Γ
o
Y y − λ1(A1 − λ1I)−1By = A1x2 + λ2Kλ2Γ
o
Y y − λ2(A1 − λ2I)−1By ,
and henceA u is independent of the representation of u.
4 The essential spectrum of A
Recall that an operator S acting in a Banach space X is called Fredholm ifN (S) has finite dimension andR(S)
is closed and has finite codimension in X , in which case the number
indS := dimN (S)− codimR(S)
is called the index of the Fredholm operator S. A point λ ∈ C belongs to the essential spectrum σess(T ) of a
closed operator T if and only if T − λI is not a Fredholm operator in X .
Lemma 4.1 Assume that for some (and hence for all) µ ∈ ρ(A1) the operator Mµ = D + CKµΓY − CµB










are both independent of µ ∈ ρ(A1).
P r o o f. If λ, λ1 ∈ ρ(A1) then relation (2.12) holds. Since C is A1-compact, the operator Cλ1 in (2.12) is
compact. The claims now follow from the fact that the essential spectrum and the index of an operator do not
change under a compact perturbation, see [17, Theorems IV.5.26 and IV.5.35].
In the sequel, we denote by ρ˜(A1) the union of ρ(A1) and the discrete spectrum of A1, i.e., ρ˜(A1) is the set of
all points which are either regular points for A1 or isolated eigenvalues with a finite-dimensional Riesz projection
(cf. [15, pp. 8–9] where such eigenvalues are called normal).
Theorem 4.2 (1) If the operator Mµ is closable for some (and hence for all) µ ∈ ρ(A1) and the operator C
is A1-compact, then
σess(A ) ∩ ρ˜(A1) = σess
(
Mµ
) ∩ ρ˜(A1) ; (4.1)
moreover, for all µ ∈ ρ(A1) and all λ ∈ ρ˜(A1) \ σess(A ),
ind (A − λI) = ind (Mµ − λI) .
(2) Assume in addition that, for some λ0 ∈ ρ(A1), the operator Kλ0 is compact as a mapping from Z1 into
X and the operator (A1−λ0I)−1B is compact as a mapping from Y into X . Then





ind (A − λI) = ind (Mµ − λI)+ ind (A1 − λI)
if µ ∈ ρ(A1) and λ ∈ σess(A ).
P r o o f. (1) Suppose first that λ ∈ ρ(A1). According to the Frobenius–Schur factorization (3.4),
A − λI = Fλ
(
A1 − λI 0
0 Mλ − λI
)
Gλ ,
c© 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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where the external factorsFλ and Gλ are bounded and boundedly invertible inX . ThereforeA −λI is Fredholm










ind (A − λI) = ind (Mµ − λI) .
Now (4.1) follows (with ρ˜ replaced by ρ) since λ is an arbitrary point of ρ(A1).
To complete the proof of (1), we assume that λ belongs to the discrete spectrum of A1. We shall show that




. To this end we construct a finite rank perturbation A˜1 of A1,




and which is such that the perturbed operators A˜ and M˜λ have the same
essential spectra as the operatorsA and Mλ. Then the statement will follow from the first part of the proof.
The details are as follows. Since λ belongs to the discrete spectrum of A1 there exists an ε > 0 such that the
disk {ζ ∈ C | |ζ −λ| ≤ 2ε} does not contain points of σ(A1) different from λ, and the Riesz projection P of A1
corresponding to λ is of finite rank. Consider the operator A˜1 := A1 + εP . Then






















and for the closure we obtain










= σess(A ) and ind (A˜ − λI) = ind (A − λI)




, the operator in (2.5) with A replaced by A˜. This means





We claim that the difference K˜µ −Kµ is of finite rank. To see this, take z ∈ Z1 and put u˜ = K˜µz, u = Kµz.
Then u˜−u satisfies the relations ΓX(u˜−u) = 0 and (A−µI)(u˜−u) = −εP u˜. This implies that u˜−u ∈ D(A1)
and u˜− u = −(A1 − µI)−1εP u˜, so that K˜µ −Kµ = −εP (A1 − µI)−1K˜µ, and our claim is established.











B is closable in Y as well; we denote this closure by M̂µ. Since M̂µ −Mµ is of finite rank, the
essential spectra of M̂µ and Mµ coincide. Now we observe that C is also A˜1-compact, so Lemma 4.1 implies that






















. If λ ∈ ρ(A˜1) \ σess(Mµ), then we
also find that
ind (A − λI) = ind (A˜ − λI) = ind (M̂λ − λI) = ind (Mµ − λI)
for any µ ∈ ρ(A1) as required, and the proof of (1) is complete.
(2) Following [25], we fix λ0 ∈ ρ(A1) and find that
A − λI = A − λ0I + (λ0 − λ)I =
c© 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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= Fλ0
(
A1 − λ0I 0
0 Mλ0 − λ0I
)
Gλ0 + (λ0 − λ)I
= Fλ0
(
A1 − λI 0
0 Mλ0 − λI
)





Under the additional assumptions that both Kλ0 and (A1 − λ0I)−1B are compact, we observe that the operator
Fλ0Gλ0 − I is compact. Therefore the operatorA − λI is Fredholm if and only if A1 − λI and Mλ0 − λI are
Fredholm and in that case
ind (A − λI) = ind (Mµ − λI)+ ind (A1 − λI)
as claimed.
Remark 4.3 The two compactness assumptions in (2) can be weakened so that they are taken relative to A1
and Mλ0 respectively.
5 The operator A as an infinitesimal generator of a holomorphic semigroup
For this section we suppose besides the assumptions (i)–(viii) that for some λ0 ∈ ρ(A1) the operator Mλ0 is
closable. The Frobenius–Schur factorization implies that the resolvent growth of A is essentially determined by




. The following theorem gives some sufficient conditions forA
to be the generator of a holomorphic semigroup (see, e.g., [13, Sect. II.4.a] for details) in terms of A1 and Mλ.
We recall first the following criterion (cf. [13, Theorem II.4.6]). An operator T in a Banach space generates a









belongs to ρ(T ) and for each ε ∈ (0, θ) there is Lε ≥ 1 such that the resolvent of T satisfies the inequality∥∥(T − λI)−1∥∥ ≤ Lε/|λ− ω| (5.2)
in S(ω, θ− ε). We mention that it suffices to prove inequality (5.2) for all λ ∈ S(ω, θ) with sufficiently large |λ|.
Also, shifting the eigenvalue parameter λ if necessary, we may assume that ω > 0, and then inequality (5.2) may
be replaced by the following one:
sup
λ∈S(ω,θ)
∥∥λ(T − λI)−1∥∥ < ∞ .
Theorem 5.1 In addition to the assumptions at the beginning of this section, suppose that A1 and Mλ0
generate holomorphic semigroups in X and Y , respectively, and, for some ω > 0, let S(ω, θ) be a sector (5.1)
corresponding to the operator A1. If condition (iv) is strengthened to
inf
λ∈S(ω,θ)
‖Cλ‖ = 0 , (5.3)
then the operatorA generates a holomorphic semigroup inX .
P r o o f. We shall verify that the conditions in the criterion quoted above are satisfied for the operatorA .
It follows from (3.4) that for λ ∈ ρ(A1) the operatorA − λI is boundedly invertible if and only if Mλ − λI
has this property, and that in this case
(A −λI)−1 =
(
I KλΓY − (A1 − λI)−1B
0 I
)(
(A1 − λI)−1 0
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Since the operators A1 and Mλ0 are supposed to generate holomorphic semigroups, there exist constants
L1 > 0, θ1 ∈ (0, θ), and ω1 > 0 such that the sector S(ω1, θ1) belongs to the resolvent set of both A1 and Mλ0
and that, for all λ ∈ S(ω1, θ1),∥∥(A1 − λI)−1∥∥ ≤ L1/|λ| , ∥∥(Mλ0 − λI)−1∥∥ ≤ L1/|λ| . (5.5)
Without loss of generality we may assume that ω = ω1.
It follows from (5.5) that∥∥A1(A1 − λI)−1∥∥ = ∥∥I + λ(A1 − λI)−1∥∥ ≤ L1 + 1 (5.6)
for λ ∈ S(ω, θ1). With λ1 ∈ ρ(A1) fixed, we have
Cλ = Cλ1
[
A1(A1 − λI)−1 − λ1(A1 − λI)−1
]
so
‖Cλ‖ ≤ ‖Cλ1‖ (2L1 + 1) (5.7)




‖Cλ‖ = 0 . (5.8)
Using the first inequality in (5.5), Lemma 2.4 and (2.9), we also conclude that the operators (A1 − λI)−1B and
KλΓ
o
Y are uniformly bounded in λ ∈ S(ω, θ1). Therefore the factors(








in (5.4) are uniformly bounded in λ ∈ S(ω, θ1).
Next, by virtue of (2.12) we have

















)−1(λ− λ0)Cλ(Kλ0ΓoY − (A1 − λ0I)−1B )).
The second estimate in (5.5) implies that
sup
λ∈S(ω,θ1)
∥∥(Mλ0 − λI)−1(λ− λ0)∥∥ < ∞ ,
so by (5.8) there exists an r > 0 such that∥∥(Mλ0 − λI)−1(λ− λ0)Cλ(Kλ0ΓoY − (A1 − λ0I)−1B )∥∥ < 1/2 (5.9)




)−1(λ − λ0)Cλ(Kλ0ΓoY − (A1 − λ0I)−1B ))
is invertible and the norm of its inverse is not greater than 2. We arrive at the conclusion that∥∥λ(Mλ − λI)−1∥∥ ≤ 2 ∥∥λ(Mλ0 − λI)−1∥∥ ≤ 2L1
for all λ ∈ S(ω, θ1) with |λ| > r.
Combining these estimates, we see that
∥∥λ(A − λI)−1∥∥ is bounded uniformly for all λ ∈ S(ω + r, θ1), and
therefore the operatorA generates a holomorphic semigroup inX .
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Remark 5.2 It is readily seen that assumption (5.3) can be replaced by the weaker condition that the infimum
is less than a constant c chosen small enough for the norm in (5.9) to be less than d, say, where d < 1.
Proposition 5.3 Assume that A1 generates a holomorphic semigroup and S(ω, θ) is the corresponding sector.
Then (5.3) holds if the relative A1-bound of C is zero. This is the case if C is A1-compact and either X is reflexive
or C (as originally defined, i.e., from X to Y ) is closable.
P r o o f. The relative A1-boundedness condition implies that for every b > 0 there is a > 0 such that
‖Cx‖ ≤ a ‖x‖+ b ‖A1x‖ (5.10)
for all x ∈ D(A1).
Choosing x = (A1−λI)−1u in (5.10) with λ in the sector S(ω, θ) (as in the proof of Theorem 5.1) and using
(5.6), we get
‖Cλu‖ ≤ a
∥∥(A1 − λI)−1u∥∥+ b∥∥A1(A1 − λI)−1u∥∥ ≤ {aL1|λ| + b(L1 + 1)
}
‖u‖ .
The right side can be made arbitrarily small if we choose b sufficiently small and then |λ| large. This yields the
first claim.
For the remainder, we observe that if C is A1-compact and X is reflexive or C is closable, then the relative
A1-bound of C is zero—see, e.g., [7, Theorem 2] or [13, Lemma III.2.16].
6 A λ-rational Sturm–Liouville problem
Let p, u ∈ L1(0, 1) be real, q ∈ L2(0, 1) be real, σ be a bounded nonnegative measure on R, and αj , βj ∈
R, α2j + β
2
j = 0, j = 0, 1. We consider the spectral problem
−f ′′ + pf + qf
u− λ − λf = 0 on [0, 1] , (6.1)
b1(f) + N(λ)b0(f) = 0 , f(1) = 0 , (6.2)







bj(f) := αjf ′(0) + βjf(0) , j = 0 , 1 .
These equations make sense at least for λ ∈ C \ S, where S := u([0, 1]) ∪ suppσ. If q = 0 then we can take
S = suppσ and also the following considerations can be simplified. A point λ ∈ C \ S is called an eigenvalue
of the problem (6.1), (6.2) if there exists a nonzero function f such that f ′ is absolutely continuous and these
equations are satisfied.
We associate the following operator matrix with the problem (6.1), (6.2). Set X=L2(0, 1), Y = L2(0, 1)×H,




|g(t)|2 dσ(t) < ∞ ,
and Z = C. Define operators A, B, C, D, ΓX , ΓY as follows:
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, h ∈ L2(0, 1), g ∈ H, such that Uh ∈ L2(0, 1) and Tg ∈ H. It is well-known that the operator A is densely
defined and closed (so (i) holds), and that the functionals b0 and b1 are defined and continuous on XA, which
implies (ii). The operator A1 is the (self-adjoint) restriction of A by the boundary condition b1(f) = 0, whence
(iii) is satisfied, and since the embedding of XA into L2(0, 1) is continuous and b0 is continuous on XA, C is
continuous as an operator from XA into Y and thus (iv) holds. The operator Kλ is defined at least for nonreal λ
and, for z ∈ C, Kλz is the solution of the boundary value problem
−f ′′ + pf = λf , b1(f) = z , f(1) = 0 ,
which depends continuously on z with respect to the norm of L2(0, 1), so (v) holds. Evidently, D is self-adjoint







dσ(t) implies that condition (vii)
is satisfied. Finally, since the operator (A1 − λ)−1 acts boundedly from L1(0, 1) into L2(0, 1), the assumption
q ∈ L2(0, 1) implies the boundedness of the operator (A1 − λ)−1B, and hence (viii) holds for nonreal λ.


















































g(t) dσ(t) . (6.5)
Solving the last two equations in (6.4) for h and g we get
h =
f
u− λ , g(t) = −
b0(f)
t− λ ,
and the first two equations in (6.4) and (6.5) give
−f ′′ + pf + qf
u− λ = λf , f(1) = 0 , b1(f) + N(λ)b0(f) = 0 ,
and these are the relations (6.1) and (6.2).
The operator A can now be defined as in Section 3. Since A1 has compact resolvent, C is A1-compact and
Kλ, (A1 − λI)−1B are also compact operators. Thus the assumptions of Theorem 4.2, (2) are satisfied. Since
the spectrum of A1 is discrete, the essential spectrum of A coincides with the essential spectrum of Mµ (and
therefore of D). This in turn is the union of the essential spectra of the operators U and T , i.e., the union of the
essential range of the function u and the support of the non-atomic part of the measure σ.
The above considerations in this section imply that in the set C \ S the eigenvalues of the operatorA coincide
with the eigenvalues of the problem (6.1), (6.2). The operator A can be considered as a linearization of the
λ-rational eigenvalue problem (6.1), (6.2). In fact, if we introduce for λ ∈ C \ S in L2(0, 1) the operators T (λ)
defined by
T (λ)f := −f ′′ + pf + qf
u− λ on [0, 1] ,
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with domain given by (6.2), then the relation
(T (λ)− λI)−1 = PX(A − λI)−1
∣∣
X
holds for λ ∈ ρ(A )∩ (C\S), where PX denotes the orthogonal projection inX onto X . It is also natural to say
that the points of S are eigenvalues or belong to the continuous spectrum of the problem (6.1), (6.2) if they are
eigenvalues or belong to the continuous spectrum of the operator A . Such embedded eigenvalues of (6.1), (6.2)
can also be characterized directly without using the linearizationA for the case σ = 0, cf. [18].
7 Elliptic problems with λ-dependent boundary conditions
7.1 The problem
Let Ω be an open bounded domain in Rn with closure Ω and boundary ∂Ω of class C∞, see [20, Section 1.7].
We refer the reader to [20, Section 2.1] for the following notions from the theory of elliptic operators.
Suppose that the operator















, j, k = 1, . . . , n is properly elliptic in Ω. This means that, for any x ∈ Ω
and any linearly independent vectors ξ, η ∈ Rn, the equation
A0(x, ξ + tη) = 0 (7.1)





is the principal symbol of the operator A(x, ∂).




γbjk(x)∂k + γbj0(x) , j = 0 , 1 ,
be two boundary operators with bjk ∈ C1(∂Ω) and bj0 ∈ C2(∂Ω) such that B1 is normal on ∂Ω and covers
A = A(x, ∂). That is, the problem {A,B1} is supposed to be regular elliptic in Ω.
Let m(x, y) be a bounded measurable function of x ∈ Ω and y ∈ ∂Ω. We introduce an operator B, acting




m(x, y)g(y) dy , x ∈ Ω .
Finally, let D be a properly elliptic operator on ∂Ω of second order with smooth coefficients. This means that











and djk ∈ C(∂Ω), d0, dj ∈ L∞(∂Ω), j, k = 1, . . . , n−1, and that a root condition analogous
to (7.1) holds for D. A typical example of such a D is −∆∂Ω, the negative Laplace–Beltrami operator on ∂Ω.
c© 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
Math. Nachr. 278, No. 12–13 (2005) / www.mn-journal.com 1421
We consider the following boundary value spectral problem:
Au + Bγu = λu in Ω , (7.3)
B0u + Dγu = λB1u on ∂Ω . (7.4)
The corresponding dynamical problem describes the motion of a Markovian particle that moves in Ω according





m(x, y) dy > 0
)
.
After reaching the boundary (by jump or diffusion), the particle can be reflected into Ω, it can be absorbed in ∂Ω,
or move in ∂Ω; this behaviour on the boundary is governed by the terms in the boundary condition—see [26].






in the Hilbert space X := L2(Ω)⊕ L2(∂Ω)





) ∣∣∣ u ∈ H2(Ω), g ∈ H2(∂Ω), B1u = g} .
The operator A0 takes the form of the previous sections upon the following identification for the spaces and
operators involved: X = L2(Ω), Y = L2(∂Ω), Z = H−3/2(∂Ω), A, B, and D as stated above with D(A) =
H2(Ω) and D(D) = H2(∂Ω), C = B0, ΓX = B1, and ΓY being the natural embedding of L2(∂Ω) into
H−3/2(∂Ω).
7.2 Verification of assumptions (i)–(viii)
It follows from the general theory of elliptic operators that the operator A with domain H2(Ω) is closable in
X = L2(Ω) and that its closure A has domain
XA = {u ∈ X | Au ∈ X} ,
where, as usual, the same notation A is used for the operator in the distributional sense, see [16]. For any u ∈ XA,
ΓXu exists as an element of Z = H−3/2(∂Ω), and the mapping ΓX : XA → Z is bounded, see [16]. The same
is of course true for the operator C; as a result, C is closable as a mapping from XA into Y = L2(∂Ω). These
arguments establish properties (i), (ii), and (iv). Since D is a uniformly elliptic operator on a compact manifold
without boundary, D is closed and has discrete spectrum, and hence (vi) is satisfied (see [27, Section 5.1] for the
case when D is the Laplacian on ∂Ω – the general case then follows from standard techniques). Also (vii) and
(viii) are trivially satisfied here as ΓY is the embedding of Y into Z noted above and B is a bounded operator.
It remains to verify (iii) and (v). The first condition is a consequence of the following proposition.




u ∈ H2(Ω) | B1u = 0
}
by A1u := Au, is closed and has discrete spectrum.
Suppose now that λ belongs to the resolvent set of A1. It is known (see, e.g., [20, Ch. 2.7.3]) that for any
g ∈ H1/2(∂Ω) the problem
Au− λu = 0 , ΓXu = g
has a unique solution u which belongs to H2(Ω). In particular, the operator Kλ mapping g ∈ H1/2(∂Ω) to this
solution u ∈ H2(Ω) is well defined. Thus we can identify the subspace Z1 of Z with H1/2(∂Ω). To verify (v)
we show that Kλ extends to a bounded mapping Kλ from Z into X . In fact, an even stronger result holds.
Proposition 7.2 (See [20, Section 2.7.3]) With the assumptions of Subsection 7.1, let λ ∈ ρ(A1) and  ≥ 0.
Then for any g ∈ H−3/2(∂Ω) the problem
Aw − λw = 0 , B1w = g , (7.5)
has a unique solution w. Moreover, w belongs to H(Ω) and the operator Kλ : H−3/2(∂Ω) → H(Ω), defined
by Kλg = w, is bounded.
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For  = 0 the above proposition yields the desired boundedness of Kλ. Choosing  = 3/2 and recalling that
the embedding of H3/2(Ω) into X = L2(Ω) is compact, we arrive at the following corollary.
Corollary 7.3 Kλ is compact as an operator from Y = L2(∂Ω) into X = L2(Ω).
The above properties of Kλ imply that for any y ∈ Y we have KλΓY y = Kλy ∈ H3/2(Ω). In particular, we
can write Kλ instead of KλΓY .
7.3 The closure of the operatorA0
In order to describe the closure A of the operatorA0, we start with the following lemma.
Lemma 7.4 For any λ ∈ ρ(A1) the operator CKλ is bounded in L2(∂Ω).
P r o o f. Since by assumption B1 is normal on ∂Ω, the vector field
b1(x) :=
(
b11(x) . . . b1n(x)
)
is never tangential on ∂Ω. Therefore there exist a continuous function ρ(x) and a vector field bt =
(
b1 . . . bn
)
which is tangential to ∂Ω for x ∈ ∂Ω such that(
b01(x) . . . b0n(x)
)
= ρ(x)b1(x) + bt(x) .
Now we have





γbk(x)∂k , b0(x) = b00(x) − ρ(x)b10(x) .
Since bt is tangential to ∂Ω, the operator Bt acts continuously from H1(∂Ω) into L2(∂Ω). Next, γKλ is
continuous from L2(∂Ω) into H1(∂Ω) and hence BtKλ = BtγKλ : L2(∂Ω) → L2(∂Ω) is continuous. Finally,
CKλ = ρB1Kλ + BtKλ + b0γKλ = ρI + BtKλ + b0γKλ . (7.6)
Corollary 7.5 The operator D + CKλ − CλB with domain D(D) = H2(∂Ω) is closed in Y and thus
coincides with Mλ.
As a result, the operatorA0 is closable and we now give an explicit description of its closureA .
Theorem 7.6 The operatorA0 is closable inX and its closure A acts according to
A
(











x + Kλy − (A1 − λI)−1By
y
) ∣∣∣∣ x ∈ D(A1), y ∈ D(D)} .
7.4 Spectrum of the operatorA
In this subsection we use the results of Section 4 to study the spectrum of the operatorA .
Recall that the operator A1 has discrete spectrum by Proposition 7.1. If we fix λ0 ∈ ρ(A1), then the resolvent
(A1−λ0I)−1 maps X boundedly into H2(Ω) and C maps H2(Ω) into L2(∂Ω) compactly, so C is A1-compact.
Theorem 4.2 implies that the essential spectrum ofA coincides with the essential spectrum of Mλ0 .
On the other hand, D has discrete spectrum (see Subsection 7.2) and Mλ0 = D+CKλ0 −CλB is a bounded
perturbation of D. Therefore the essential spectrum of Mλ0 is empty, and we have proved the following propo-
sition.
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Proposition 7.7 Under the assumptions of Subsection 7.1 the operatorA has discrete spectrum.
More can be said about the distribution of the eigenvalues ofA under additional assumptions on the operators
A and D. For example, suppose that for the principal symbol A0(x, ξ) of A given by (7.2) there exists θ ∈ [0, 2π)
such that
argA0(x, ξ) = θ (7.7)
for all x ∈ Ω and all vectors ξ ∈ Rn \ {0}. Then the problem {A− λI,B1} is elliptic with parameter λ = reiθ ,
r > 0 (see [1], [2, Chapter I]). Moreover, A1 has the following property.
Proposition 7.8 (See [1, Theorem 2.1]) If (7.7) is satisfied then Rθ :=
{
reiθ | r > 0} is a ray of minimal
growth of the resolvent of A1, i.e., there exist positive numbers rθ and cθ such that, for all r > rθ , λ = reiθ ∈
ρ(A1) and ∥∥(A1 − reiθI)−1∥∥L2(Ω) ≤ cθr .
Lemma 7.9 If (7.7) holds, then CKλ is uniformly bounded on the set R0θ :=
{
λ = reiθ | r ≥ rθ
}
, with rθ
as in Proposition 7.8.
P r o o f. Observe first that by definition R0θ belongs to the resolvent set of A1 so that Kλ is well defined
for λ ∈ R0θ . In view of relation (7.6) (recall the proof of Lemma 7.4) it suffices to prove that the mapping
Kλ : L2(∂Ω) → H3/2(Ω) is uniformly bounded in λ ∈ R0θ .
Assume therefore that g ∈ H−3/2 for some  ≥ 3/2 and put u = Kλg for λ ∈ R0θ . Then u solves the
problem
Au− λu = 0 , B1u = g ,
and [2, Theorem 4.1] implies that there exists a constant C > 0 such that the inequality
‖u‖H(Ω) + |λ| ‖u‖L2(Ω) ≤ C
(
‖g‖H−3/2(∂Ω) + |λ|−3/2 ‖g‖L2(∂Ω)
)
holds for all g ∈ H−3/2 and all λ ∈ R0θ . Taking  = 3/2 we arrive at the desired conclusion.1
Assume now that with the same value of θ ∈ [0, 2π) as in (7.7) we have
argD0(y, η) = θ (7.8)
for all y ∈ ∂Ω and all nonzero η in the tangent space T∂Ω(y) to ∂Ω at the point y. Then also the ray Rθ is a ray
of minimal growth for the resolvent of D, and combination of the above results leads to the following theorem.
Theorem 7.10 In addition to the assumptions at the beginning of Subsection 7.1, suppose that conditions
(7.7) and (7.8) are satisfied for the same θ ∈ [0, 2π). Then all sufficiently large λ ∈ Rθ belong to the resolvent
set of the operatorA .
P r o o f. In view of the Frobenius–Schur factorization it suffices to show that the operator Mλ −λI is bound-
edly invertible for all sufficiently large λ ∈ R0θ . We find that
Mλ − λI = (D − λI)
(
I + (D − λI)−1[CKλ − CλB]) .
Since the ray Rθ is a ray of minimal growth for the resolvent of D and the operators CKλ and CλB are bounded
in Y uniformly in λ ∈ R0θ by Lemma 7.9 and inequality (5.7), the operator
I + (D − λI)−1[CKλ − CλB]
is boundedly invertible for all sufficiently large λ ∈ ρ(D) ∩R0θ , and hence the same holds for Mλ − λI .
1 Strictly speaking, the above inequality is established in [2] only for integer . However, by standard transposition and interpolation
arguments from [20] it can be extended to all real .
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7.5 Semigroup generation
Assume now that both A and D generate holomorphic operator semigroups in X and Y , respectively. A sufficient
(and in fact necessary) condition for this is that the principal symbols A0(x, ξ) and D0(y, η) of A and D are
sectorial, i.e., that there exists a θ0 ∈ (0, π/2) such that
| argA0(x, ξ)| < θ0 , | argD0(y, η)| ≤ θ0
for all x ∈ Ω, y ∈ ∂Ω, and all nonzero ξ ∈ Rn and η ∈ T∂Ω(y), see [21, Theorem 3.1.3]. In fact, under
this condition any ray Rθ with |θ| ≤ π − θ0 is a ray of minimal growth for the resolvents of A1 and D, and
hence A1 and D generate holomorphic operator semigroups in X and Y , respectively. Then Mλ, λ ∈ ρ(A1), is
also a generator of a holomorphic semigroup in Y . Applying Theorem 5.1 and Proposition 5.3, we arrive at the
following statement:
Theorem 7.11 In addition to the assumptions at the beginning of Subsection 7.1, suppose that A1 and D
generate holomorphic operator semigroups in X and Y , respectively. ThenA is the generator of a holomorphic
semigroup inX .
This result also follows from the observation that, under the assumptions of Theorem 7.10, all Rθ with |θ| <
π − θ0 are rays of minimal growth for the resolvent of A .
8 Parabolic problems with boundary feedback
Let Ω ⊂ Rn, n ≥ 2, be a bounded smooth domain as in Section 7. We consider the following initial value
problem:
∂tu(x, t) = ∆Ωu(x, t) +
∫
∂Ω
l(x, z)u(z, t) dz , x ∈ Ω ,
∂tu(z, t) = ∆∂Ωu(z, t) +
∫
Ω
k(x, z)u(x, t) dx , z ∈ ∂Ω ,
u(x, 0) = f0(x) , x ∈ Ω ,
u(z, 0) = g0(z) , z ∈ ∂Ω .
(8.1)
Here k, l ∈ L2(Ω×∂Ω), ∆Ω is the Laplacian in Ω and ∆∂Ω is the Laplace–Beltrami operator on ∂Ω. We mention
that more general uniformly elliptic operators, as in Section 7, could also be chosen. The initial data are supposed
to satisfy the conditions f0 ∈ L2(Ω), g0 ∈ L2(∂Ω).
Using ideas from [9], we can write this system abstractly as follows. Introduce X = L2(Ω), Y = L2(∂Ω),
Z = H−3/2(∂Ω), A = ∆Ω, D = ∆∂Ω with D(A) = H2(Ω) and D(D) = H2(∂Ω), (Bg)(x) =∫
∂Ω l(x, z)g(z) dz, x ∈ Ω, (Cf)(z) =
∫
Ω k(x, z)f(x) dx, z ∈ ∂Ω, ΓX = γ, the trace operator, and ΓY
being the embedding of L2(∂Ω) into H−3/2(∂Ω). Then the system (8.1) becomes


































This operator is a bounded perturbation of the operator which was discussed in a more general situation in Section
7. Therefore we omit the details of verification of assumptions (i)–(viii). We mention only that the closureA of
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the operatorA0 generates a holomorphic semigroup (T (t))t≥0 , and hence the above problem is well-posed. The
location of the spectrum ofA determines asymptotic properties of the solutions to this problem, as the following
result shows.
Theorem 8.1 Under the assumptions at the beginning of this section there exist subspacesXS ,XU andXC
which are invariant under the semigroup (T (t))t≥0 and such that X = XS ⊕ XC ⊕ XU , dimXC < ∞,
dimXU <∞, and
(i) the semigroup TS(t)=T (t)
∣∣
XS
is uniformly exponentially stable,
(ii) the semigroup TU (t)=T (t)
∣∣
XU
is invertible and the semigroup T −1U (t) is uniformly exponentially stable,
(iii) the semigroup TC(t) = T (t)
∣∣
XC
can be extended in a natural way to a group which is polynomially
bounded in both time directions and hence has growth bound 0 in both directions.
Further, if σ(A ) ⊂ {λ ∈ C : Reλ < 0}, then XC = XU = {0} and hence the semigroup (T (t))t≥0 is
uniformly exponentially stable.
The subspaces XS , XU and XC are usually referred to as the corresponding stable, unstable and centre
manifolds.
P r o o f. The theorem is an immediate consequence of the fact that A generates a compact holomorphic
semigroup by [13, Theorem II.4.29]. Define the sets
ΣS := {λ ∈ σ(A ) : Reλ < 0} ,
ΣC := {λ ∈ σ(A ) : Reλ = 0} ,
ΣU := {λ ∈ σ(A ) : Reλ > 0},
and denote the corresponding spectral subspaces by XS , XC , and XU . It follows from sectoriality and com-
pactness of the resolvent of A that dimXC < ∞ and dimXU < ∞. Further, by [13, Proposition IV.1.16],
X =XS ⊕XC ⊕XU , and these subspaces are invariant under the semigroup (T (t))t≥0 .
Since (TS(t))t≥0 is a compact semigroup in the Banach space XS , and its generator AS := A |XS has
spectrum σ(AS) = ΣS , it is uniformly exponentially stable. The other two statements follow from well-known
results on matrix exponentials, since the groups (TC(t))t∈R and (TU (t))t∈R are exponentials of the matrices
AC := A |XC and AU := A |XU , respectively. Further, σ(AC) = ΣC and σ(AU ) = ΣU .
9 Further examples
9.1 Delay differential equations
We shall use the notation Ih,k for the interval with ends −h and k, an endpoint being included if and only if it is
finite. For a finite or infinite (nonnegative) delay h, and for a function u defined on Ih,∞ with values in a Banach
space Y , we define the history function ut : Ih,0 → Y by ut(s) := u(t + s). In the following we consider the
problem ⎧⎪⎨⎪⎩
u′(t) = Cut + Du(t) , t ≥ 0 ,
u0 = x ∈ Lp(Ih,0, Y ) =: X ,
u(0) = y ∈ Y ,
(9.1)
where p ≥ 1, C is a bounded linear operator from W 1p(Ih,0, Y ) into Y and D is a closed operator in Y generating
a strongly continuous semigroup. For example, if h = 1 and C = δ−1 we obtain the problem⎧⎪⎨⎪⎩
u′(t) = u(t− 1) + Du(t) , t ≥ 0 ,
u
∣∣
[−1,0] = x ∈ Lp([−1, 0], Y ) ,
u(0) = y ∈ Y .
(9.2)
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It is well-known (see e.g., [4, 5, 6]) that problem (9.1) is equivalent to an abstract Cauchy problem inX :=
X × Y with the vector function v(t) := ( utu(t)):

















∈ W 1p(Ih,0, Y )×D(D) : x(0) = y
}
. (9.5)
Now it is easy to check that this operator is of the matrix form of Section 3 with Z := Z1 := Y , ΓY := I ,
ΓXx := x(0) with D(ΓX) := W 1p(Ih,0, Y ) ⊂ X , A = dds with D(A) = W 1p(Ih,0, Y ) and B = 0.
The operator A1 = dds with
D(A1) =
{
x ∈ W 1p(Ih,0, Y ) : x(0) = 0
}
is the generator of the left shift semigroup
(T (t)y) (s) :=
{
y(t + s), t + s < 0 ,
0 , t + s ≥ 0 ,
which is nilpotent if h <∞. We obtain
N (A− λI) = {eλ ·y : y ∈ Y }
for λ ∈ C if h < ∞ and for all λ with Reλ > 0 if h =∞.









Under these assumptions, we can now verify the conditions (i)–(viii). Since A is closed and D(A) = D(ΓX),
assumptions (i) and (ii) are satisfied. Assumption (iii) follows from the fact that A1 generates a strongly continu-
ous semigroup. Since C is of the form (9.6), (iv) follows and (v) is a consequence of Kλy = eλ·y. Assumption
(vi) was made earlier and (vii) and (viii) follow trivially. Further, in this case, the operator A is already closed,
see [5, Lemma 2.1].
For the spectral characterization we again make a distinction between the finite and infinite delay cases.
Theorem 9.1 With the operatorA as in (9.4), (9.5), if h < ∞ then
λ ∈ ρ(A ) ⇐⇒ λ ∈ ρ(D + CKλ) ;
if h = ∞, then this equivalence holds only for Reλ > 0. In both cases, the operator A generates a strongly
continuous semigroup.
P r o o f. The resolvent characterization is a direct consequence of Lemma 3.1. The generation property was








Now the perturbation theorem of Miyadera–Voigt, see [13, Theorem III.3.14], can be applied. For a thorough
treatment we refer to [6].
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For the results concerning the essential spectrum in Section 4 we assumed C to be A1-compact. For delay
differential equations this is satisfied if and only if Y is finite dimensional. Thus we obtain the following well-
known result for finite dimensional Y (recall that in this case σess(D) = ∅).
Proposition 9.2 Assume that dimY < ∞ and that h < ∞. Then σess(A ) = ∅.
9.2 Abstract observation systems
We consider the abstract observation system{
y′(t) = Dy(t) , y(0) = y0 ,
z(t) = Gy(t) ,
for functions y, z with values in Banach spaces Y, Z , respectively. Here D is a linear operator from D(D) ⊂ Y
into Y , D generates a strongly continuous semigroup T (t) in Y , and G is a bounded linear operator from D(D)
into Z . Here D(D) is endowed with the graph norm of D. The operator D can be considered to govern the
free problem, which is well-posed since D generates a strongly continuous semigroup, and G is the observation
operator. Thus the system represents a kind of a black box, where the function y describes the state of the system
and the function z describes what we can observe.
Let 1 ≤ p < ∞. Recall (cf. [28, Definition 6.1]) that in control theory the observation operator G is called
p-admissible if there exist t0, M > 0 such that∫ t0
0
‖GT (t)y‖pZ dt ≤ M ‖y‖pY , y ∈ D(D)
for all y ∈ D(D). We shall use the following characterization of p-admissibility (see [11, Theorem 2(b)]):












∈ W 1p([0, t0], Z)× D(D) : x(0) = Gy
}
(9.8)
generates a strongly continuous semigroup inX := Lp([0, t0], Z)× Y .
This operatorA can be treated within the framework of Section 2. To this end we choose X = Lp([0, t0], Z),
A := − dds with D(A) = W 1p([0, t0], Z), ΓX : D(A) → Z with ΓX(x) := x(0), ΓY := G, and B = C =
0. It follows that assumptions (i), (ii), (iv) are satisfied and for assumption (iii) we obtain A1 := − dds with
D(A1) :=
{
x ∈W 1p ([0, t0], Z) : x(0) = 0
}
, which is the generator of the (nilpotent) right shift semigroup.
Hence, ρ(A1) = C. Following the identification, we see that N (A − λI) =
{
ze−λ · : z ∈ Z} and hence
Z1 := Z .
The operator Kλ : Z → N (A− λI) can be defined, analogously to Subsection 9.1, via
Kλ(z) := ze−λ · .
Thus condition (v) is satisfied for all λ ∈ C. Finally, the conditions (vi) and (vii) were assumed at the beginning
of this section, and (viii) is trivially satisfied.
Thus, the results of Section 2 can be applied to the operator A . In particular, it can be represented for all
λ ∈ C via
A − λI =
(
A1 − λI 0
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Thus the operator A is a multiplicative perturbation of a semigroup generator which corresponds to the system
without observation (i.e., with G = 0).
This fact opens up possibilities of using the known theory of such perturbations, cf. [10], to characterize and
understand p-admissibility of observation operators for generators A . This, however, lies beyond the scope of
the present paper.
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