The evolution of cooperation has attracted growing interest for a long time[@b1][@b2][@b3][@b4][@b5][@b6][@b7]. Evolutionary game theory has been widely employed to address this issue[@b8][@b9][@b10][@b11][@b12][@b13][@b14][@b15][@b16]. In previous studies, cooperation has been treated as a key mechanism to understand evolutionary processes ranging from biological systems to human society[@b17][@b18][@b19][@b20][@b21]. The effect of specific mechanisms on evolutionary outcome at the population level as well as the individual level has been well studied[@b4][@b5][@b9][@b22][@b23][@b24][@b25][@b26]. The emergence of flourishing cooperative behaviors among selfish individuals is the focus of intense debate within the theoretical framework of evolutionary dynamics[@b27][@b28][@b29][@b30][@b31][@b32][@b33]. The prisoner\'s dilemma, the snowdrift game, and the public goods game are several common metaphors for studying cooperation between unrelated individuals[@b12][@b34].

Altruistic behavior, in which individuals pay cost to benefit the rest of the population, can be considered a particular form of cooperation[@b35][@b36][@b37][@b38]. Recently, the ultimatum game has been used to examine fairness and altruistic behaviors[@b39][@b40][@b41][@b42][@b43][@b44][@b45][@b46][@b47]. Although successful, several studies have shown that the ultimatum game has underlying motivations other than altruism and fairness[@b48][@b49]. Compared with the most standard ultimatum games, the dictator game[@b50] provides a more elegant way to identify the altruistic component of behaviors. In the dictator game, there is a dictator and a responder. The dictator determines an allocation of wealth or resources, while the responder passively receives any allocations proposed by the dictator. In this way, any giving should only be attributed to altruism[@b48][@b49]. Therefore, the dictator game offers a huge advantage for exploring the driving influence of individual kindness in giving.

In this paper, the evolutionary dictator game is applied to model the real motivations of altruism in a population, where the dictator game is used to model the interactions between individuals and evolutionary game theory is employed to model the evolution of the system. In the evolutionary dictator game, even though there are no interactions at the stage of payoff collection, strategic imitation takes place at the moment of strategy updating. And the uncertainty of roles in dictator game leads to the interaction between the whole population and the regime for assignation of the roles. The altruism of the population and the inequality of payoff distribution are used to evaluate the evolutionary outcome. The altruism of the population is reflected by the average offer of the population, while the Gini coefficient[@b51][@b52] is utilized to evaluate the inequality of payoff distribution in the whole population.

The population structure is represented by a static network where each node represents an individual. Four types of networks are employed to simulate real populations with heterogeneous structures, square lattice (SL), nearest-neighbor (NN) network, Erdos-Renyi (ER) random network[@b53], and scale free (SF) network[@b54]. Since the the dictator game includes two roles, dictator and responder, a key mechanism is the assignation of the "dictator" role in each interaction. A degree-based role assignment[@b43][@b46] is used to assign the roles and build the evolutionary dynamics of the dictator game. In the degree-based role assignment, parameter *α* is critical for adjusting the preference of an individual to be a dictator based on the connectivity of the individual. Positive *α* means that individuals with higher degrees are more likely to be the dictators, while negative *α* suggests the opposite. The dictator is randomly assigned if *α* = 0. Here, the impact of the assignation of roles on the evolutionary outcome in heterogeneous populations is assessed.

Meanwhile, four strategic updating mechanisms, namely imitate-best rule[@b9], replicator dynamics[@b12][@b55], Fermi dynamics[@b4][@b56], and Bak-Sneppen dynamics[@b57] are adopted to motivate the evolution of the population. Among these four strategic updating mechanisms, imitate-best rule, replicator dynamics, and Fermi dynamics are based on Darwin\'s theory of evolution, where evolution takes place in a gradual and continuous manner with higher-fitness individuals reproducing and lower-fitness individuals becoming extinct during the evolutionary process. In contrast, Bak-Sneppen dynamics is based on the concept of punctuated equilibrium[@b58], which implies that evolution occurs in intermittent bursts of strong activity separating relatively long periods of quiescence, rather than a gradual and continuous process. Within each strategic updating mechanism, two different functions for evaluating players\' success, i.e., the accumulated payoff and average payoff, are considered. The present work shows that the evolutionary outcome is affected by the assignation of roles and that this impact also depends on the strategic updating mechanisms, the detailed functions for evaluating players\' success, and the structure of the populations. Overall, when adopting strategic updating mechanisms based on Darwin\'s theory of evolution, it is more effective to promote altruism and reduce the inequality of payoff distribution in heterogeneous populations if lower-degree individuals have more opportunities to act as dictator within the context of accumulated payoff. When adopting a strategic updating mechanism based on punctuated equilibrium, the results are basically opposite.

In the following, we present the results of the evolutionary dynamics of the dictator game first, discuss and compare the obtained results with other related studies, and finally describe the framework of the evolutionary dictator game.

Results
=======

To illustrate the impact of parameter *α* on the whole population, [Fig. 1](#f1){ref-type="fig"} shows the average offer *p* of the population as a function of parameter *α* if adopting different strategic updating mechanisms for various networks. Here, the average offer reflects the average degree of altruism in a population. If adopting the imitate-best rule for strategy updating (see [Fig. 1(a)](#f1){ref-type="fig"}), the average offer is very low in SL, NN, and ER networks regardless of changes in *α* or the use of accumulated payoff versus average payoff. On the other hand, the highly heterogeneous SF network promotes altruism in the whole population when using accumulated payoff in strategy updating, and it is more effective at promoting altruism in the population if lower-degree individuals are more likely to be the dictators (i.e., *α* \< 0). Specifically, the maximum average offers in the ER network are 0.0481 and 0.0047 for the accumulated payoff and average payoff, respectively. The SL and NN networks are indifferent to change in *α* because of the complete homogeneity in these networks where each node has an identical degree. In the SL network, the average offers are 0.0008 and 0.0009 for accumulated payoff and average payoff, respectively. Similarly, in the NN network, the average offers are 0.0018 and 0.0014 for the two cases. With respect to the SF network, the results are similar to the other networks if using the average payoff in strategy updating, in that the average offer *p* is very low. In that situation, the maximum average payoff is 0.0384 when *α* = −4. Using the accumulated payoff, however, the maximum average offer can reach 0.5529 when *α* = −3. This indicates that the high heterogeneity of network promotes altruistic behaviors in the population. Moreover, when *α* \< 0, the maximum average offer reaches 0.5529 in the SF network. In contrast, when *α* \> 0, the maximum average offer is 0.2397. Hence, in the SF network, the altruism of the population is enhanced if lower-degree individuals have more opportunity to act as dictators.

The use of Fermi dynamics and replicator dynamics for strategy updating, as seen in [Fig. 1(b)](#f1){ref-type="fig"} and [Fig. 1(c)](#f1){ref-type="fig"}, produces robust results to support the evidence that high heterogeneity in the network promotes altruism in the population and that the lower-degree individuals acting in the role of dictators enhance altruistic behaviors more effectively than higher-degree individuals. Specifically, if adopting Fermi dynamics with accumulated payoffs, the maximum average offers are 0.4526 for *α* \< 0 and 0.1284 for *α* \> 0. Under the same conditions, if we adopt replicator dynamics, the maximum average offers are 0.5768 for *α* \< 0 and 0.1451 for *α* \> 0. In contrast, when the average payoff is used as the function for evaluating players\' success, the average offers are very low for all four networks. In that situation, the heterogeneity of the network and the scheme for the assignation of roles do not promote altruism in the population, and as it evolves, "selfish" individuals will spread over the whole population.

The strategic updating mechanisms adopted in [Fig. 1(a)](#f1){ref-type="fig"}, [Fig. 1(b)](#f1){ref-type="fig"}, and [Fig. 1(c)](#f1){ref-type="fig"}, i.e., imitate-best rule, Fermi dynamics, and replicator dynamics, are all based on Darwin\'s theory of evolution, and all produce similar results. [Fig. 1(d)](#f1){ref-type="fig"} considers a special strategic updating mechanism, Bak-Sneppen dynamics, which is based on the concept of punctuated equilibrium. Using the accumulated payoff, for the SL and NN networks, the average offers are 0.4405 and 0.4466 despite the change of *α*. For the ER network, the average offer *p~ER~* rises at a rate of 0.004 (the slope of curve ER-A in [Fig. 1(d)](#f1){ref-type="fig"}) as *α* increase from -4 to 4. The minimum value *p~ER~* = 0.4425 is reached while *α* = −4, and the maximum value *p~ER~* = 0.4835 is reached while *α* = 4. In the SF network, the average offer *p~SF~* also rises but at the faster rate of 0.020 compared to the ER network. The minimum and maximum average offers in the SF network are 0.3724 and 0.5231, respectively. Hence, it is obvious that individuals with higher degrees acting as dictators promote altruism in heterogeneous populations. Next, let us consider the use of the average payoff in strategy updating. In this case, the average offers are 0.4405 and 0.4467 for the SL and NN networks despite the change in *α*. For the ER network, the minimum average offer is 0.4518 when *α* = 0 and the maximum average offer is 0.4692 when *α* = 4. For the SF network, the minimum and maximum average offers are 0.4270 when *α* = −4 and 0.4965 when *α* = 4. Thus, the results obtained using the average payoff are similar to those using accumulated payoff, that is that the altruism of heterogeneous populations is promoted if higher-degree individuals are more likely to be the dictators. But the impact of a population\'s heterogeneity is weakened when the average payoff is used in the process of strategy updating.

In order to further understand these results, let\'s reconsider [Figures 1(a) (b) (c)](#f1){ref-type="fig"}. These figures show that the population structure, except for using heterogeneous scale-free networks and accumulated payoffs, plays no significant role in promoting altruism under these situations. These unusual results are due to the game model to considered in this paper as the dictator game, unlike the prisoner\'s dilemma, is a constant sum game. In the prisoner\'s dilemma, the spatial structure (for example, the SL or NN network) can enable the cooperators to form clusters on the spatial grid and so protect themselves against exploitation by defectors. The configuration of the payoff matrix also makes cooperation-cooperation become a win-win solution for long-term interactions. In the dictator game, however, the greater quantity offered to the opponent, the less benefit gained by the player. It fails to form a cluster of altruists in the spatial structure networks. The individual making a low offer can always gain a greater payoffs (regardless of the accumulated and average payoff) so that the most selfish strategy would be imitated by all players. Therefore, the spatial structure plays no role in promoting altruism in the evolutionary dictator game. Similar results in the snowdrift game have also been reported regarding spatial structure inhibiting the evolution of cooperation[@b59]. On the other hand, these figures still conform to the previously well-established results for heterogeneous populations. Within the context of accumulated payoff, altruism, a particular form of cooperation, is promoted on a Barabasi-Albert (BA) scale-free network regardless of whether individuals with higher degrees or lower degrees are more likely to be dictators. It is consistent with previous findings that the heterogeneity of a population favors the emergence of cooperation[@b5][@b6][@b60]. In addition, the results show that altruism is inhibited on a BA scale-free network within the context of the average payoff. Some work has reported a similar conclusion that the ability of BA scale-free networks to promote cooperation disappears if the accumulated payoff is substituted with the average payoff[@b61][@b62][@b63][@b64]. Within the context of average payoff, the hubs are not robust to resist the invasion of defectors or selfish players; instead, the hubs facilitate the spread of defecting behaviors. In this paper, the dictator game, a highly competitive constant sum game, further restrains the cooperation.

In order to gain a better understanding of the evolutionary process, star and double star graphs[@b12][@b65] as proximities of heterogeneous graphs, are employed to examine the evolutionary dynamics in the evolutionary dictator game. Detailed results and discussion are given in the [Supplementary Information](#s1){ref-type="supplementary-material"}. For example, we give a diagrammatic sketch of the evolutionary process on the double star graph if adopting Fermi dynamics within the context of accumulated payoff, as shown in [Figure 2](#f2){ref-type="fig"}. Initially, the offer (i.e., strategy) of each individual is generated randomly. Assume the left hub and right hub are denoted *h~x~* and *h~y~* with offers indicated by *p~x~* and *p~y~*. The number of leaves of these two hubs are *N* and *M*, respectively. As shown in detail in the [Supplementary Information](#s1){ref-type="supplementary-material"}, in stage S1, the offers of the two hubs will spread over their corresponding substars whether *α* \< 0 or *α* \> 0. Then, the assignation of roles determines the evolutionary dynamics on the double star. When *α* \< 0, if , *h~y~*\'s offer is imitated by *h~x~* so that the left star will be invaded by the right star, shown as case 1 in [Figure 2](#f2){ref-type="fig"}; otherwise, *h~y~* imitates *h~x~*\'s strategy, and as a result the right star is invaded by the left star, shown as case 2 in [Figure 2](#f2){ref-type="fig"}. This implies that an individual with a high offer has an advantage in reproducing and spreading its strategy when *α* \< 0. Especially when *h~x~* is a very selfish individual (i.e., *p~x~* is very small), the selfish strategy *p~x~* is inevitably substituted by a more generous strategy *p~y~*. In other words, the altruism of the population is promoted when lower-degree individuals act as the dictators. When *α* \> 0, the left star will be invaded by the right star if holds, shown as case 1 in [Figure 2](#f2){ref-type="fig"}; otherwise, the left star will invade the right star, shown as case 2 in [Figure 2](#f2){ref-type="fig"}. This indicates that a low offer *p~y~* has a potential advantage of spread when *α* \> 0. In other words, altruism is suppressed to a certain degree when *α* \> 0, compared to the case of *α* \< 0. Therefore, [Figure 2](#f2){ref-type="fig"} confirms that altruism in a population is more effectively promoted when the lower-degree individuals have more opportunities to act as dictators using Fermi dynamics within the context of accumulated payoff.

To study the impact of parameter *α* on a population, apart from the average offer (altruism) of the whole population, the inequality of payoffs in the population is also a very important measure. The Gini coefficient[@b51] measures the inequality among values of a frequency distribution. Take the levels of income in a country as an example, the more nearly equal a country\'s income distribution the lower its Gini coefficient (the minimum is 0.0), and the more unequal a country\'s income distribution, higher its Gini coefficient (the maximum is 1.0). In this paper, the Gini coefficient is treated as an index to measure the inequality of payoffs in a population. [Fig. 3](#f3){ref-type="fig"} shows the Gini coefficient of the population as a function of parameter *α* adopting different strategic updating mechanisms for various networks. [Fig. 3(a)](#f3){ref-type="fig"} shows the results of adopting imitate-best rule as the strategic updating mechanism. [Fig. 3(b)](#f3){ref-type="fig"} corresponds to Fermi dynamics. [Fig. 3(c)](#f3){ref-type="fig"} is the case of replicator dynamics. [Fig. 3(d)](#f3){ref-type="fig"} is associated with Bak-Sneppen dynamics. It is not difficult to see that the strategic updating mechanisms based on Darwin\'s theory of evolution (i.e., imitate-best rule, Fermi dynamics, and replicator dynamics) basically display the same results, while the punctuated equilibrium-based strategic updating mechanism, the Bak-Sneppen dynamics, leads to a different outcome. Let\'s examine the former, taking Fermi dynamics as an example, as shown in [Fig. 3(b)](#f3){ref-type="fig"}. For SL, NN, and ER networks, there is almost no difference between the use of the accumulated payoff and average payoff in strategy updating. In the SL network, the Gini coefficients are 0.2725 and 0.2721 for the cases of accumulated payoff and average payoff, respectively. In the NN network, the Gini coefficients are 0.2720 and 0.2703, respectively. In the ER network, the Gini coefficient increases with the rise of *α*. The minimum Gini coefficients are 0.2673 and 0.2672 which are obtained when *α* = −4 within the contexts of the accumulated payoff and average payoff, respectively. The maximum Gini coefficients are 0.5599 and 0.5639 both obtained when *α* = 4 for those two cases. In the SF network, even though there are some differences between the use of accumulated payoff and average payoff, the trends are essentially the same in that the Gini coefficients increase with the rise of *α*. Specifically, if the accumulated payoff is used, the minimum Gini coefficient is 0.4397 when *α* = −1 and the maximum Gini coefficient is 0.6911 when *α* = 4. If the average payoff is used, the minimum Gini coefficient is 0.1225 when *α* = −4 and the maximum Gini coefficient is 0.7740 when *α* = 4. As shown in [Fig. 3(b)](#f3){ref-type="fig"}, the use of average payoff causes more drastic fluctuation the Gini coefficient. The results of adopting the imitate-best rule and the replicator dynamics are basically same as those of the Fermi dynamics, as displayed in [Fig. 3(a)](#f3){ref-type="fig"} and [Fig. 3(c)](#f3){ref-type="fig"}. According to these results, it is found that lower-degree individuals acting as dictators are more beneficial to reducing the inequality of payoffs in a heterogeneous population when adopting strategic updating mechanism based on Darwin\'s theory of evolution in the evolutionary dictator game.

By contrast, different results are obtained by adopting Bak-Sneppen dynamics, as seen in [Fig. 3(d)](#f3){ref-type="fig"}. First, the situation of accumulated payoffs is considered. In this situation, different types of networks lead to the Gini coefficient, as the function of *α*, changes in various ways. The NN network has the minimum Gini coefficient of 0.1246 in comparison to the other three networks, and it is constant despite changes in *α*. The Gini coefficient of the SL network is a little higher than that of NN network at 0.1417. For the ER network, its Gini coefficient reaches the maximum value 0.2862 when *α* = 2. Conversely, its minimum Gini coefficient is 0.2752 when *α* = −4. The gap between the maximum and minimum is around 0.01. Overall, with the increase of *α*, the Gini coefficient has very small fluctuation in the ER network. But it is very different in the case of the SF network, which has a maximum Gini coefficient *G~SF~* = 0.3063 when *α* = 0 meaning the roles of dictator are randomly allocated. With the decline of *α* from 0 to -4, *G~SF~* decreases at a rate of 0.005 (the slope of the left side of curve SF-A in [Fig. 3(d)](#f3){ref-type="fig"}). Correspondingly, with the increase of *α* from 0 to 4, *G~SF~* decreases at a rate of 0.022 (the slope of the right side of curve SF-A in [Fig. 3(d)](#f3){ref-type="fig"}). As a whole, the Gini coefficients when *α* \< 0 are higher than that of *α* \> 0, which means that having higher-degree individuals act as dictators is more effective at reducing the inequality of payoffs in a population (*α* \> 0). Second, the situation of using average payoff in strategy updating is considered. In this situation, for SL and NN networks, the Gini coefficients are basically the same as the situation of using accumulated payoff. For the ER network, the minimum Gini coefficient is 0.2853 when *α* = −4, and the maximum Gini coefficient is 0.3152 when *α* = 3. Overall the Gini coefficients when *α* \> 0 are higher than when *α* \< 0 in ER network. The same result is seen in the SF network. To sum up, under the Bak-Sneppen dynamics, for heterogeneous populations, the inequality of payoffs is reduced if the higher-degree individuals are more likely to be dictators within the context of accumulated payoff, and conversely, when the average payoff is used in strategy updating, the lower-degree individuals acting as dictators are more effective in reducing the inequality of payoffs.

As shown in [Fig. 1](#f1){ref-type="fig"} and [Fig. 3](#f3){ref-type="fig"}, in ER and SF networks the evolutionary results are more diverse. To further investigate the difference between ER and SF networks, [Fig. 4](#f4){ref-type="fig"} and [Fig. 5](#f5){ref-type="fig"} show the distribution of offers D(p) in ER and SF networks when adopting Bak-Sneppen dynamics and replicator dynamics where the accumulated payoff and average payoff are both considered, respectively.

First, the case of accumulated payoff being used in strategy updating is considered (see [Fig. 4](#f4){ref-type="fig"}). If adopting Bak-Sneppen dynamics as the strategic updating mechanism, the distribution D(p) for the ER network has two peaks at and in the final generation when *α* = 0, as shown in [Fig. 4(a)](#f4){ref-type="fig"}. The extremely high offers close to 1 are almost extinct, and the extremely low offers close to 0 have survived in a certain proportion. As seen in [Fig. 4(b)](#f4){ref-type="fig"}, regardless of the increase or decrease of *α* from 0 to 4 or −4, the distribution of offers becomes a single peak curve. When *α* changes from 0 to −4, the flow of offers goes from high values toward . When *α* changes from 0 to 4, the flow of offers goes from low values toward . These results explain the slight increase of the average offer in the ER network when *α* changes from −4 to 4, as shown in [Fig. 1(d)](#f1){ref-type="fig"}. In contrast, for the SF network, the asymptotic distribution of offers D(p) concentrates on \[0.2, 0.6\] when *α* = 0 as shown in [Fig. 4(c)](#f4){ref-type="fig"}. The flow of offers goes from high values toward *p* \< 0.50 when *α* changes from 0 to −4, and the flow of offers goes from low values toward *p* \> 0.50 when *α* changes from 0 to 4, shown in [Fig. 4(d)](#f4){ref-type="fig"}. Furthermore, the distribution of offers is more nonuniform when *α* = −4 than when *α* = 4. This explains the promotion of altruism in the whole population of the SF network as *α* increases (see [Fig. 1(d)](#f1){ref-type="fig"}). If adopting replicator dynamics as the strategic updating mechanism, for the ER network, the distributions of offers D(p) are almost identical when *α* = 0, *α* = 4, and *α* = −4, as displayed in 4(e) and 4(f). This coincides with the results, as shown in [Fig. 1(c)](#f1){ref-type="fig"}, that the ER network does not promote the altruistic behaviors of the population if adopting strategic updating mechanism based on Darwin\'s theory of evolution. However, for the SF network, the values of offers range from 0.0 to 0.8 and the proportion becomes lower with the increase in offer value when *α* = 0 (see [Fig. 4(g)](#f4){ref-type="fig"}). The flow of offers goes from high values toward *p* \< 0.40 when *α* changes from 0 to −4, and the flow of offers goes from low values toward *p* \> 0.30 when *α* changes from 0 to 4, shown as [Fig. 4(h)](#f4){ref-type="fig"}. As a result, altruism is enhanced if adopting replicator dynamics within the context of accumulated payoff.

Second, the case of average payoff in strategy updating is considered to investigate the distribution of offers D(p) in ER and SF networks by adopting Bak-Sneppen dynamics and replicator dynamics(see [Fig. 5](#f5){ref-type="fig"}). [Fig. 5(a)](#f5){ref-type="fig"} and [Fig. 5(b)](#f5){ref-type="fig"} are similar to [Fig. 5(c)](#f5){ref-type="fig"} and [Fig. 5(d)](#f5){ref-type="fig"}, respectively. Because the average payoff has been used in strategy updating, the difference derived from the heterogeneity of the population between ER and SF networks becomes small. For the ER network, the asymptotic distribution of offers D(p) concentrates on \[0.2, 0.8\] when *α* = 0 (see [Fig. 5(a)](#f5){ref-type="fig"}), and it becomes slightly concentrated when *α* = −4 and slightly broader when *α* = 4 (see [Fig. 5(b)](#f5){ref-type="fig"}). For the SF network, the asymptotic distribution of offers D(p) becomes more concentrated when *α* = −4 and broader when *α* = 4 (see [Fig. 5(d)](#f5){ref-type="fig"}), in comparison to the ER network. Hence, the change in altruism is relatively more obvious in the SF network than in the ER network if adopting Bak-Sneppen dynamics, as displayed above in [Fig. 1(d)](#f1){ref-type="fig"}. If adopting replicator dynamics as the strategic updating mechanism, as seen in [Fig. 5(e)](#f5){ref-type="fig"}, [Fig. 5(f)](#f5){ref-type="fig"}, [Fig. 5(g)](#f5){ref-type="fig"} and [Fig. 5(h)](#f5){ref-type="fig"}, all the offers tend toward 0 whether for the ER network or for the SF network regardless of the value of *α*. So there is no altruism shown in either the ER or SF networks if average payoff-based replicator dynamics has been adopted for strategic updating.

The SF network is of wider concern due to its structure, which is much closer to a real population[@b66][@b67][@b68]. As found above, in the evolutionary process, the population located on a SF network exhibits more obvious altruism and other features. Therefore, in the following we study the population\'s evolutionary process conducted on SF networks. For the sake of comparison, two strategic updating mechanisms, the imitate-best rule and Bak-Sneppen dynamics, are considered. In the following two simulations, the accumulated payoff is used in strategy updating.

[Fig. 6](#f6){ref-type="fig"} shows the offer *p* as a function of individual degree *k* in a single realization conducted on SF networks where the imitate-best rule was adopted as the strategic updating mechanism and the accumulated payoff was used in strategy updating. If evolution begins with a special initial state where the offers of highest-degree individuals are set to 0.9, and the offers of other individuals are generated randomly from the interval \[0, 0.5\], in the final generation the offers of most individuals become 0.9 when *α* = −4 (see [Fig. 6(a)](#f6){ref-type="fig"}), and the offers of all individuals become a value close to 0 when *α* = 4 (see [Fig. 6(b)](#f6){ref-type="fig"}). By contrast, if evolution begins with an initial state where the offers of highest-degree individuals are set to 0.1, and the offers of other individuals are generated randomly from the interval \[0.5, 1.0\], in the final generation the offers of most individuals become close to 0.9 when *α* = −4 (see [Fig. 6(c)](#f6){ref-type="fig"}), and the offers of all individuals become 0.1 when *α* = 4 (see [Fig. 6(d)](#f6){ref-type="fig"}). These results indicate that the final distribution of offers is not determined by the higher-degree individuals, but mostly by the scheme for assignation of roles. In other words, the spread of high offers are facilitated when *α* = −4, while low offers are facilitated when *α* = 4. When *α* = −4, which means that lower-degree individuals are more likely to be dictators in the interactions, the individuals with higher offers can spread their strategies (i.e., offers) so that the altruism of the whole population is high in the final generation. In [Fig. 6(a)](#f6){ref-type="fig"}, the highest-degree individual has the highest offer value 0.9 so that its strategy spreads over the population and finally becomes the strategy of most individuals. In [Fig. 6(c)](#f6){ref-type="fig"}, the offer of the highest-degree individual is the lowest, and hence its strategy cannot spread, while the strategies of individuals with higher offers spread over the population. In contrast, when *α* = 4 which means the higher-degree individuals are more likely to be dictators in the interactions, the individuals with lower offers can spread their strategies so that the altruism of the whole population is low in the final generation. In [Fig. 6(d)](#f6){ref-type="fig"}, the highest-degree individual has the lowest offer value 0.1 so that its strategy spreads over the population and finally becomes the strategy of all individuals. In [Fig. 6(b)](#f6){ref-type="fig"}, the offer of the highest-degree individual is the highest, and hence its strategy cannot spread, while the strategies of individuals with lower offers can spread over the population. These results displayed in [Fig. 6](#f6){ref-type="fig"} conform to the conclusion derived from [Fig. 1(a)](#f1){ref-type="fig"} that altruism is more effectively promoted when lower-degree individuals have more opportunities to be dictators when adopting the accumulated payoff-based imitate-best rule.

[Fig. 7](#f7){ref-type="fig"} provides the results of a single realization of evolutionary process conducted on SF networks where Bak-Sneppen dynamics is adopted as the strategic updating mechanism and the accumulated payoff is used in strategy updating when *α* = −4 and *α* = 4. [Fig. 7(a)](#f7){ref-type="fig"} and [Fig. 7(b)](#f7){ref-type="fig"} show the offer as a function of individual degree *k* when *α* = −4 and *α* = 4, respectively. When *α* = −4 (see [Fig. 7(a)](#f7){ref-type="fig"}), the lowest-degree individuals tend to offer less than 0.5 to their directly linked neighbors, while the offers of high-degree individuals are approximately random. In this situation, for the lowest-degree individuals, even facing the risk of being toppled due to exploiting other individuals, they would preferentially prevent themselves from being individual with the lowest payoff because that individual is surely eliminated in Bak-Sneppen dynamics. For the higher-degree individuals, their strategies are inessential in the interactions with lower-degree individuals so that the filtering of strategies does not work on the higher-degree individuals. Eventually, the randomness of high-degree individuals\' strategies is approximately preserved.

When *α* = 4 (see [Fig. 7(b)](#f7){ref-type="fig"}), it is found that the lowest-degree individuals offer almost any quantities to their neighbors, and the offers of high-degree individuals increase approximately with the rise of the individuals\' degrees. The lowest-degree individuals in this situation are always in the role of responders. Thus, their strategies are inessential in the interactions so that the strategies of the lowest-degree individuals are not filtered. Eventually, the randomness of the lowest-degree individuals\' strategies is approximately preserved. Meanwhile, due to the large number of lowest-degree individuals in an SF network, their offers can be almost any quantity. Correspondingly, the high-degree individuals can usually rely on the advantage of the number of neighbors to collect a certain payoff and avoid being the poorest. Therefore, the payoffs of their neighbors are preferentially taken into consideration for high-degree individuals. Individuals with more neighbors are inclined to offer more to their neighbors in interactions to avoid being implicated. This result can be explained by a coarse-grained analysis. Assume a highest-degree individual *H* whose degree is *k~h~* and strategy is *p~h~*, the payoff of *H* is indicated by *ψ~h~* = (1 − *p~h~*)*k~h~*. The payoff of the poorest individual *L* is indicated by , where and are the average offer of the population and the average degree of the network, respectively. Individual *H* must avoid being the poorest individual so that *ψ~h~* \> *ψ~l~*, namely . We can obtain , where . Here, is the upper bound of the quantity that *H* can offer to its neighbors under the condition that *H* itself cannot be the poorest one. Under this condition, *H* would offer as much as possible to its neighbors to avoid being the neighbor of the poorest. More generally, the strategy that an individual can adopt is positively correlated with its degree, namely *p* ∝ *k*. Therefore, when the higher-degree individuals are more likely to be dictators, the individuals with more neighbors tend to offer more to others, and the altruism of the population is promoted.

[Figure 7(c) and 7(d)](#f7){ref-type="fig"} show the payoff as a function of individual degree *k* when *α* = −4 and *α* = 4, respectively. When *α* = −4, the payoffs of the individuals basically increase with the rise of their degrees, and the gap between the richest and the poorest is around 40. When *α* = 4, there is not a positive correlation between the individuals\' payoffs and their degrees, and the gap between the richest and the poorest is around 10. Obviously, the polarization of payoffs is reduced when the higher-degree individuals are more likely to be the dictators (*α* = 4). In order to further investigate the characteristic of the distribution of payoffs under different schemes of roles assignation, [Fig. 7(e)](#f7){ref-type="fig"} shows the Gini coefficient of the whole population as a function of generation. In the initial stage, when *α* = −4 or when *α* = 4, the Gini coefficient is relatively high due to the randomly generated strategy of each individual. Over nearly 2000 generations, the evolution of Gini coefficients tends to be stable after the initial decline. For the curve corresponding to *α* = −4, the Gini coefficient is around 0.3 and its evolution is steady. For the curve corresponding to *α* = 4, the Gini coefficient is below 0.3 and shows intermittent and dramatic ups and downs.

In order to explore the difference in the stability between these two Gini coefficient curves, [Fig. 7(f)](#f7){ref-type="fig"} and [Fig. 7(g)](#f7){ref-type="fig"} show the average payoffs (i.e., the average of multiple individuals\' accumulated payoffs) of five types of individuals, namely individuals with the minimum degree (Min), individuals whose degrees are in the upper quartile of the degree sequence where the degree sequence is an ordered sequence of all appearing degrees without repeating values (Q1), individuals whose degrees are the median of the degree sequence (Q2), individuals whose degrees are in the lower quartile of the degree sequence (Q3), and individuals with the maximum degree (Max), as a function of generation. [Fig. 7(f)](#f7){ref-type="fig"} shows the results for *α* = −4, and [Fig. 7(g)](#f7){ref-type="fig"} corresponds to *α* = 4. As seen in [Fig. 7(f)](#f7){ref-type="fig"}, for these five types of individuals, the ranking of the average payoffs is constant despite the evolution. The individuals having the lowest degrees occupy the lowest average payoff, and the individuals with the highest degrees occupy the highest average payoff. The higher the degree type of individuals, the more unstable the curve of average payoff. Even the curve of "Max" has an obvious fluctuation, but due to the small number of those individuals with the maximum degree, the impact on the whole population is small. Hence, the Gini coefficient curve is relatively stable when *α* = −4 (see [Fig. 7(e)](#f7){ref-type="fig"}). With respect to [Fig. 7(g)](#f7){ref-type="fig"} where *α* = 4, the curves of "Max", Q3 and Q2, representing a certain number of individuals, fluctuate obviously so that the Gini coefficient curve presents instability when *α* = 4. In conclusion, if higher-degree individuals are more likely to be dictators, the Gini coefficient of the whole population is reduced but is not stable. In contrast, if lower-degree individuals have more opportunities to act as dictators, the Gini coefficient of the whole population is higher but stable. Overall, these results given in [Fig. 7](#f7){ref-type="fig"} verify the results obtained from [Fig. 1(d)](#f1){ref-type="fig"}. and [Fig. 3(d)](#f3){ref-type="fig"} again.

Discussion
==========

In this paper, an evolutionary dictator game model is developed to study the evolution of altruism and fairness in populations. Within the framework of the evolutionary dictator game, the impact of the assignation of roles on heterogeneous populations was studied. Parameter *α* controls the assignation of roles in interactions. The role of the dictator is randomly assigned if *α* = 0, the higher-degree individuals are more likely to be dictators if *α* \> 0, *α* \< 0 corresponds to the inverse side. In the evolutionary process, four strategic updating mechanisms, namely imitate-best rule, replicator dynamics, and Fermi dynamics based on Darwin\'s theory of evolution, as well as the punctuated equilibrium-based Bak-Sneppen dynamics, have been adopted for strategy updating. The accumulated payoff and average payoff were both taken into consideration in each strategic updating mechanism. In order to measure the impact of role assignation on heterogeneous populations, the altruism of the population indicated by the average offer of the population, and the inequality of the payoff distribution indicated by the Gini coefficient of population, were considered. The results are summarized as follows.

First, when the accumulated payoff is used in strategy updating for populations located on highly heterogeneous networks, lower-degree individuals with more opportunity to be dictators are more effective at promoting the altruism of the population and reducing the inequality of payoffs distribution when adopting a strategic updating mechanism based on Darwin\'s theory of evolution. In contrast, when adopting Bak-Sneppen dynamics for strategic updating, higher-degree individuals with more opportunity to act as dictators can better promote the altruism of the population and reduce the inequality of payoffs. Second, when individual success is evaluated by average payoff, for strategic updating mechanisms based on Darwin\'s theory of evolution, the populations located on various homogeneous and heterogeneous networks do not show altruism whether higher-degree individuals or lower-degree individuals are more likely to be dictators. In contrast, when adopting Bak-Sneppen dynamics for strategic updating, the altruistic behavior still emerges in various networks, and the altruism of the population is better enhanced if higher-degree individuals have more opportunities to act as dictators. Within the context of average payoff, the inequality of payoffs distribution is relatively high in heterogeneous populations, and reduction of the inequality of payoffs distribution is facilitated when lower-degree individuals are more likely to be dictators regardless of which strategic updating mechanism has been adopted.

Based on the results summarized above, a prominent and frequent finding that has been proven again is that heterogeneity always promotes cooperation in the context of accumulated payoff, as displayed in many previous studies[@b5][@b6][@b60][@b69][@b70][@b71][@b72]. In those studies, the emergence of cooperation is mainly caused by the heterogeneity. Compared with the previous studies, our model shows that not only the heterogeneity of network but also the scheme for the assignment of roles has an impact on cooperative behaviors. If adopting the imitate-best rule, replicator dynamics, or Fermi dynamics as the strategic updating mechanism, the roles assignment that gives lower-degree individuals more opportunity to be dictators is more effective at promoting cooperation. If adopting Bak-Sneppen dynamics for strategy updating, the result is the opposite. This points to an important problem: Why are opposite results obtained by adopting these strategic updating mechanisms? Which one should we trust? The imitate-best rule, replicator dynamics, and Fermi dynamics are based on Darwin\'s theory of evolution, in which biological evolution takes place in a gradual and continuous manner, while Bak-Sneppen dynamics is based on the punctuated equilibrium, which conjectures that biological evolution takes place in terms of intermittent bursts of strong activity separating relatively long periods of quiescence. These two perspectives are both supported by extant evidence. For example, the evolutionary process of a radioactive insect *Pseudocubus vema* shows gradual and continuous evolution and punctuated equilibrium, synchronously[@b73][@b74]. It is hard to completely deny either of these two kinds of strategic updating mechanisms. Each strategic updating mechanism provides a method to simulate the evolution of population. Based on these mechanisms, a comprehensive understanding of the evolution of population and cooperation can be obtained.

In addition, the Bak-Sneppen dynamics is based on the punctuated equilibrium which implies the ecology of interacting species has evolved to a self-organized critical state[@b57][@b75][@b76]. Therefore, self-organized criticality can be observed when adopting Bak-Sneppen dynamics for strategy updating. In order to verify this inference, we have performed simulations. Based on previous related study[@b57], one method of examining the self-organized criticality of a punctuated equilibrium is to consider subsequent sequences, or avalanches, of mutations. Following Bak and Sneppen[@b57], the size, *s*, of an avalanche is defined as the number of subsequent replacements at the least payoff sites below a threshold. [Fig. 8](#f8){ref-type="fig"} shows the distribution *D*(*s*) of avalanche sizes *s* in the ER and SF networks when *α* = −4 and *α* = 4, respectively, within the context of accumulated payoff. Obviously, the distribution of avalanche sizes *D*(*s*) yields a power-law distribution in each case, which qualitatively indicates that evolution occurs in a dynamical criticality. In other cases, it also presents self-organized criticality through verification.

Apart from the strategic updating mechanisms, in the proposed model, the assignation of roles is also a concern. The dictator game reflects a widespread reality that individuals either have no power at all or full control over their own and other\'s success. A key point is the scheme to assign roles to determine who can become "dictators" in the interactions. The degree-based regime[@b43] was originally designed for the evolutionary ultimatum game. A recent study[@b43] in the evolutionary ultimatum game shows that the altruism of the population is been better promoted if the lower-degree individuals are more likely to be the proposers within the context of accumulated payoff. In another study[@b46], the degree-based roles assignment regime has been compared with a feedback-based roles assignment regime in which the proposer who has split the money successfully would still act as the proposer with a large probability in the next round. The results show that the feedback-based mechanism is more effective in promoting fairness in the evolutionary ultimatum game[@b46]. In this paper, the ultimatum game has been substituted by the dictator game to factually reflect the real motivations of altruism. Because a consensus can always be successfully reached in the dictator game, the feedback-based mechanism is not valid. The degree-based regime vividly reflects the fact that the real world the power of each individual is determined to a great extent by his connectivity. Therefore, the degree-based roles assignment has been utilized to build the evolutionary dynamics of the dictator game. As described and analyzed above, in the evolutionary dictator game, the same conclusion was reached that the altruism of the population is better promoted if lower-degree individuals have more opportunities to act as the dictators when adopting a strategic updating mechanism based on Darwin\'s theory of evolution within the context of accumulated payoff. Moreover, in this paper the altruistic behavior has been further studied by adopting various strategic updating mechanisms, i.e., those based on Darwin\'s theory of evolution and those based on the concept of punctuated equilibrium. Many interesting results were produced, and the inequality of payoffs distribution in a population has also been given attention in this study. It identifies the proper scheme for assignment of roles to better reduce the inequality of payoffs distribution under various conditions. Generally speaking, this paper addresses how cooperation emerges and in what manner cooperation can be promoted within the context of the evolutionary dictator game.

In summary, the proposed evolutionary dictator game model provides a concise framework to study the impact of roles assignation on heterogeneous populations and to explore the emergence of altruistic behaviors. In the future, it can be improved upon in many aspects. For example, the difference caused by strategic updating mechanisms based on Darwin\'s theory of evolution and those based on punctuated equilibrium in the evolutionary dynamics is worthy of further study. Also, the amount of wealth in our model is constant and equal to the number of links in the network. In fact, the total amount of wealth fluctuates with the evolution of society. Therefore, a model containing change in wealth needs further research. In addition, the impact of the assortative or disassortative property of the network on the evolutionary dynamics is also an attractive direction for future work.

Methods
=======

Evolutionary dictator game
--------------------------

The population is made up by *N* individuals located on a static network. The network can be a regular one-dimensional lattice such as a nearest-neighbor (NN) network in which each individual interacts with its four nearest neighbors or a regular two-dimensional lattice such as a square lattice (SL) with periodic boundary conditions, or Erdos-Renyi (ER) random network[@b53] or Barabasi-Albert scale free (SF) network[@b54]. NN and SL are completely homogeneous networks where every vertex has the same degree. ER and SF networks are heterogeneous networks, and the SF network has a high heterogeneity.

An individual, represented as a node, plays dictator games with its linking neighbors. In the dictator game[@b50], the first individual, called the proposer acting as a dictator, completely determines an allocation of some endowment. The second individual, called the responder, passively receives the remainder left by the proposer. In each link, the game is played only once. A degree-based regime proposed for the ultimatum game[@b43][@b46] is utilized to determine who is to act as the dictator. Supposing individuals *i* and *j* are linked by an edge, the probability of *i* acting as the dictator is given by , where *k~i~* is the degree of *i*. Obviously, positive *α* means that individuals with higher degrees are more likely to be the dictators. Negative *α* corresponds to the inverse side. If *α* = 0, the roles are randomly allocated. During the evolutionary process, the strategy of each individual is a real number *p*, 0 ≤ *p* ≤ 1, where *p* is the quantity offered to the opponent if the individual is in the role of the dictator. In each round of the game, the dictator obtains 1 − *p*, and the other receives *p*. The accumulated payoff of an individual *i*, denoted as *ψ~i~*, is the sum of payoffs obtained from all the interactions it engaged in. The average payoff of individual *i* is obtained by normalizing the accumulated payoff with its degree, i.e., .

Strategic updating mechanisms
-----------------------------

At the end of each generation, once all individuals have played games with all their linked neighbors, they will update their strategies synchronously. In this paper, four updating mechanisms have been taken into consideration. In each updating mechanism, the accumulated payoff and average payoff are both used, respectively.Imitate-best rule[@b9]. In this updating rule, each individual *i* compares its payoff with that of its neighbors. If the highest payoff of its neighbors is higher than that of *i*, individual *i* will adopt the strategy of the neighbor having the highest payoff. Otherwise, *i* keeps its strategy for the following generation. In this rule, the payoff can be accumulated payoff as well as average payoff.Replicator dynamics[@b12][@b55]. Each individual *i* in the network compares its payoff with that of a randomly selected neighbor *j*, and adopts the strategy of *j* with a probability proportional to the payoff difference. If the payoff is the accumulated payoff, the imitation probability is where *k~i~* and *k~j~* are the degrees of *i* and *j*, respectively. If the payoff is the average payoff, the imitation probability becomesFermi dynamics[@b4][@b56]. Each individual *i* selects at random one neighbor *j* and adopts the strategy of *j* with a probability (for the context of accumulated payoff) In the context of average payoff, the imitation probability becomes where *β* is the selection intensity. In this paper *β* = 10.Bak-Sneppen dynamics[@b57]. At the end of each generation, the individual with the lowest payoff in the population and all its immediate neighbors, however wealthy they are, are substituted by new individuals with random strategies. The payoff can be accumulated payoff as well as average payoff.

In these four strategic updating mechanisms, the imitate-best rule and Bak-Sneppen dynamics are purely deterministic, while replicator dynamics and Fermi dynamics are probabilistic updating mechanisms. The imitate-best rule, replicator dynamics, and Fermi dynamics are based on Darwin\'s theory of evolution and have been seen as the common updating mechanisms in evolutionary game theory. Bak-Sneppen dynamics originated from the Bak-Sneppen model introduced in 1993 by Bak and Sneppen[@b57] to describe biological species evolution. Bak-Sneppen model dynamics repeatedly eliminates the least adapted species and mutates it and its neighbors to recreate the interaction between species. This model was developed to show how self-organized criticality may explain key features of the fossil record, such as the distribution of sizes of extinction events and the phenomenon of punctuated equilibrium. The concept of punctuated equilibrium was introduce by Gould and Eldredge[@b58] and it refers to the fact that evolution seems to take place not in a gradual and continuous manner, but rather in terms of intermittent bursts of strong activity separating relatively long periods of quiescence. As the first statistical model to display punctuated equilibrium, even though it had already been widely studied[@b77][@b78][@b79][@b80], the Bak-Sneppen model has been given less attention in evolutionary game theory. Recently, Bak-Sneppen dynamics has attracted some interest for use in the study of the evolution of cooperation among competitive individuals[@b42][@b81]. In this paper, Bak-Sneppen dynamics puts the individual in a conflicting situation of offering less to avoid being the poorest, while offering more to avoid being implicated. As a result, the dictator would risk being toppled when exploiting other individuals.

Numerical simulations
---------------------

The simulations are conducted on four types of networks which reflect the heterogeneity of the population. For NN, ER, and SF networks, each network consists of 1000 nodes, i.e., the population size is 1000, and the average degree is 4. The SL network is set as a 40 × 40 regular two-dimensional lattice with periodic boundary conditions. Initially, the strategies of individuals are randomly generated in the interval \[0; 1\] independently. Then individuals play games with their directly linked neighbors. At the end of each generation, one of these four strategic updating mechanisms mentioned above is employed to update the population based on individual accumulated or average payoffs.
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![The average offer *p* of the population as a function of parameter *α* adopting different strategic updating mechanisms for various networks.\
(a) shows the results of adopting the imitate-best rule. (b) corresponds to Fermi dynamics. (c) is the case of replicator dynamics. (d) is associated with Bak-Sneppen dynamics. In every strategic updating mechanism, the accumulated payoff and average payoff are used in strategy updating, respectively. Suffix "-A" means the accumulated payoff is used. Suffix "-a" means the average payoff is used. Each result presented is the average of 100 realizations at every *α* value. Other parameter: the population sizes are 40 × 40 for the SL network, and 1000 for NN, ER, and SF networks, the evolving generation *t* = 10000, and the average degree of each network .](srep06937-f1){#f1}

![Diagrammatic sketch of evolutionary process on a double star graph if adopting Fermi dynamics within the context of accumulated payoff.](srep06937-f2){#f2}

![The Gini coefficient of the population as a function of parameter *α* adopting different strategic updating mechanisms for various networks.\
(a) shows the results of adopting the imitate-best rule. (b) corresponds to Fermi dynamics. (c) is the case of replicator dynamics. (d) is associated with Bak-Sneppen dynamics. In every strategic updating mechanism, the accumulated payoff and average payoff are used for strategy updating, respectively. Suffix "-A" means the accumulated payoff is used. Suffix "-a" means the average payoff is used. Each result presented is the average of 100 realizations at every *α* value. Other parameter: the population sizes are 40 × 40 for the SL network, and 1000 for the NN, ER, SF networks, the evolving generation *t* = 10000, and the average degree of each network .](srep06937-f3){#f3}

![The distribution of offers D(p) in ER and SF networks adopting Bak-Sneppen dynamics and replicator dynamics where the accumulated payoff was used in strategy updating.\
These results are a data accumulation of 100 realizations. The left column shows the results for the ER network and the right column corresponds to the SF network. (a) -- (d) show the results of Bak-Sneppen dynamics, and (e) -- (h) show the results of replicator dynamics. Other parameter: the population size *N* = 1000, the evolving generation *t* = 10000, the average degree of each network .](srep06937-f4){#f4}

![The distribution of offers D(p) in ER and SF networks adopting Bak-Sneppen dynamics and replicator dynamics where the average payoff was used in strategy updating.\
These results are a data accumulation of 100 realizations. The left column shows the results for the ER network and the right column corresponds to the SF network. (a) -- (d) show the results of Bak-Sneppen dynamics, and (e) -- (h) show the results of replicator dynamics. Other parameter: the population size *N* = 1000, the evolving generation *t* = 10000, the average degree of each network .](srep06937-f5){#f5}

![The offer *p* as a function of individual degree *k* in a single realization conducted on SF networks where the imitate-best rule has been adopted as the strategic updating mechanism and the accumulated payoff was used in strategy updating.\
(a) and (b) are the results of one special setting where the offers of individuals having the maximum degree are set to 0.9, and the offers of other individuals are generated randomly from the interval \[0, 0.5\] in the initial state. (c) and (d) are the results of another special setting where the offers of individuals having the maximum degree are set to 0.1, and the offers of other individuals are generated at random from the interval \[0.5, 1\] in the initial state. (a) and (c) are the results for *α* = −4 which means the lower-degree individuals are more likely to be the dictators. (b) and (d) correspond to the results for *α* = 4 which means the higher-degree individuals are more likely to be the dictators. Other parameter: the population size *N* = 1000, the evolving generation *t* = 10000, the average degree of each network .](srep06937-f6){#f6}

![Single realization of evolutionary process conducted on SF networks where Bak-Sneppen dynamics has been adopted as the strategic updating mechanism and the accumulated payoff was used in strategy updating when *α* = −4 and *α* = 4.\
(a) and (c) show the offer and payoff as a function of individual degree *k* when *α* = −4. (b) and (d) show the offer and payoff as a function of the individual degree *k* when *α* = 4. (e) shows the Gini coefficient of the whole population as a function of generation. (f) and (g) show the average payoffs of five types of individuals, namely individuals with the minimum degree (Min), individuals whose degrees are in the upper quartile of the degree sequence where the degree sequence is an ordered sequence of all appearing degrees having deleted the repeating values (Q1), individuals whose degrees are the median of the degree sequence (Q2), individuals whose degrees are in the lower quartile of the degree sequence (Q3), and individuals with the maximum degree (Max), as a function of generation. (f) is the results for *α* = −4, (g) corresponds to *α* = 4. Other parameter: the population size *N* = 1000, the evolving generation *t* = 10000, the average degree of the SF network .](srep06937-f7){#f7}

![Distribution *D*(*s*) of avalanche sizes *s*.\
(a) is the case of *α* = −4 in the ER network with a threshold 0.63. (b) corresponds to *α* = 4 in the ER network with a threshold 0.63. (c) is the case of *α* = −4 in the SF network with a threshold 0.97. (d) corresponds to *α* = 4 in the SF network with a threshold 0.93. Other parameters: the population size *N* = 1000, the evolving generation *t* = 1000000, the average degree of each network .](srep06937-f8){#f8}
