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 Abstract 
In this work we develop two different adaptive control schemes for a class of nonlinear systems. The class 
of systems belongs to the Hammerstein-Wiener nonlinear systems. The techniques developed are presented 
and an example is given in illustration. Using an approximate inverse of the nonlinear plant model, the 
overall system is forced to track the desired reference signal. 
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1. Introduction 
 
The rapidly advancing technology has always been the prime mover for the development of more 
sophisticated and accurate controllers. With systems becoming increasingly complex and nonlinear, it 
becomes almost a necessity to design self-adjusting systems which will keep the numerous control 
parameters at optimal or near optimal [1]. Adaptive control systems have evolved as an attempt to avoid 
degradation of the dynamic performance of a control system when environmental variations occur [2]. The 
Adaptive control problem has attracted the attention of many researchers in the field for a long time [1]. In 
the adaptive identification or control, a set of parameters are adjusted so that the output of the given plant 
and that of a model approach each other asymtotically. 
 
Al-Naemi and Phillips [3] investigated the control of nonlinear plant by a conventional adaptive controller 
based on the identification of time varying parameters of a proposed affine model. Qin [3] presented the 
solution of the adaptive control of nonlinear systems with unknown (certain or uncertain) parameters, using 
 approach. Ding and Xie [4] presented the inverse operator method of nonlinear systems with a 
nonlinearity and established the adaptive control algorithm of this type of nonlinear systems. 
∞H
 
Fernando and Sesay [5] proposed a Hammerstein type decision feedback equalizer (HDFE) that 
compensates for both the nonlinear distortion and the linear dispersion of a Wiener type system. Kang et al 
[6] derived an adaptive algorithm for Wiener system, adjusting the parameters of the precompensator, 
structured by a Hammerstein model by using the stochastic gradient method. Lim et al [7] discussed the 
linearization of a nonlinear system by connecting a nonlinear Volterra prefilter tandemly with the nonlinear 
system and by adaptively adjusting the coefficients of the prefilter. 
 
In this paper we develop an adaptive controllers for a class of Hammerstein-Wiener nonlinear systems. The 
adaptive schemes are based on the identification of the system parameters and precompensating the 
nonlinear system by the approximate inverse of the plant. 
 
This paper is organized as follows. In Section 2, the Bai's system for which we are developing the adaptive 
controler is presented. In Section 3 the proposed technique using the approximate inverse method is given. 
In Section 4 the proposed technique using the estimate of the plant noise is presented and Section 5 
includes illustrative example and the simulation results for the developed technique. 
2.   The Hammerstein-Wiener Model 
A block diagram of the well known Hammerstein-Wiener Model where two static nonlinear elements N1 
and N2 surround a linear block L is shown in Fig. 1. 
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Fig. 1. Hammerstein-Wiener Model 
 
A representation for a class of this type of nonlinear systems is given by Bai [8], where a discrete-time 
nonlinear dynamic system considered is given by: 
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In (1), y(k) , u(k) and e(k) are the system output, input and noise at time k respectively. The  and 
 are nonlinear functions and 
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denote the system parameter vectors. 
In the model (1), the purpose of identification is to estimate the unknown parameter vectors a, b, c and d, 
from the observed input-output measurements. The functions  and  are 
assumed to be a priori known smooth nonlinear functions and the orders q,n,p and m are assumed to be 
known as well. 
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 Identification of the Bai's system 
 
Bai in [8] proposed the system identification scheme for the system in (1).  
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For a given data set of input and output ( ){ ku ,
 
Step 1: Calculate the least square estimate of 
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Step 2: Obtain  and  from (5))(ˆ Nadθ )(ˆ Nabθ
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Where and 
dimensional orthonormal vectors, and 
nonzero singular values of   and , res
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Which gives, using the SVD 
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 Where and  denotes the sign of the first non-zero elements of ξs ξs 1µ and respectively. We use a 
recursive version of the above scheme by doing the estimation of  at every single iteration and applying 
lar Valu
. An approximate inverse based adaptive control
red that the output of the overall 
stem follow a desired signal. The desired signal will be injected at the precompensator side and using an 
Fig 2. Block Diagram for the Precompensator technique 
Consider the Hammerstei finding u(k) to achieve a 
given . Given the estimates at the precompensator, the description is given by: 
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The terms with the regressors of  are known and will be written one side such that a function in 
rms of the unknowns u(k-j) for j=1...n is formed. This is given by: 
1ξ , 
 θˆ
the Singu ed Decomposition (SVD) also.  
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Here we develop an adaptive controller for the Bai's system (1). It is desi
sy
approximate inverse of the system, the system is forced to track the desired signal. The block diagram for 
the adaptive control scheme is as shown in Fig. 2 and the flow chart for a second order plant in Fig. 3. 
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n-Wiener model (1) and consider the inverse problem of 
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This is now solved for u(k). Since the solution amounts to the problem of finding t roots of (7), we need 
 find among the roots the root that will result in a value closest to the given  signal. To do this, the 
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Now a root  is selected such that it gives closest value of the output  to the injected signal 
. The pair of parameters are updated using the recursive least squares (RLS) technique. 
The R he scheme in 
] is a batch estimation scheme. We modify it to be a recursive scheme by solving the SVD problem at 
ntification algorithm is given by [10]: 
he 
to  )(kyr
roots are substituted into the model with the actual parameters: 
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Where  is the variance of  1)()( −ΦΦ= TkP )(ˆ kθ ,Φ  is the regressor vector  is one step 
head predicted output and 
)1(ˆ)( −kkT θϕ
a ε  is the prediction error to be minimized. Each step is splitted as shown 
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The adaptive control schem
 
The flow chart Fig. 3 describes the ada
 
i. The desired output s injected into the inverse system, the precompensator block with 
ates
ii. root finding problem. Calculate the roots, the 
iii. es in the true system and obtain the output  for each of the ‘s’ 
iv.  to the injected signal . A root is selected such that it gives the output 
 clo
v. e inp air u(k y(k), use the RLS method to update the parameters. 
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Fig. 3. Flow chart for the Precompensator technique 
 
  
 
4. Noise estimation based Adaptive Control scheme 
he elimination of noise and the extraction of signal are important issues in adaptive control techniques and 
 
ur scheme mentioned before, approximate inverse based adaptive control scheme is enhanced here by 
i. The plant P is identified using the online identification scheme, RLS. 
e online identification for 
iii. oise is obtained using the actual plant  output y(k) and an identified plant 
iv. pen tor block is provided with the information of the plant noise using the estimate of 
 
ig. 4 shows the block diagram for the technique used. Where 
 
T
is a subject of much scientific research in recent years. Literature is available discussing about some 
particular type of noise, such as a step noise and a sinusoidal noise (11)-(12) with practical examples.
 
O
using the feedback loop for the estimate of the plant noise. This scheme can be summarized as follows: 
 
ii. The compensator block is updated based upon the information from th
the plant with noise e(k). 
An estimate of the plant n
output )(ˆ ky . 
The com sa
the noise and thus the reference signal )(kyr  is tracked. 
F Pˆ  is the estimated plant model. A particular 
type of noise signal, sinusoidal noise is used for simulation. 
 
ry y
yˆ
 
Fig. 4. Block diagram of the adaptive compensation technique with the feedback 
of the estimated plant noise 
 . An Example 
onsider a Hammerstein-Wiener model with 7 parameters. 
  (8) 
 
imulations are carried for sinusoidal noise case. The results are plotted each time for the parameter 
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convergence, the reference signal, the plant output, the control signal and the mismatch performance.
Results are compared for the case while not using the noise estimates in the FB loop, scheme 1. 
 
 
 
Fig. 5. Parameters and tracking: model with out the estimated noise in  
 
the feedback , in case of a sinusoidal noise 
 
Fig. 6. Parameters and tracking: model with the estimated noise in the  
feedback, in case of a sinusoidal noise 
 
Fig. 7. Tracking: model with out the estimated noise in the feedback 
 
Fig. 8. Tracking: model with the estimated noise in the feedback 
 
Fig. 9. Controller $u$ and Mismatch performance with absolute values plot:  
model with out the estimated noise in the feedback, in case of a sinusoidal noise 
 
 
 
Fig. 10. Controller $u$ and Mismatch performance with absolute values plot:  
model with the estimated noise in the feedback, in case of a sinusoidal noise 
 
The plots in Figs. 5, 7 and 9 show the performance for scheme 1 with sinusoidal noise for the plant in the 
example above. While Figs. 6, 8 and 10 show the performance for the scheme with FB of estimated noise 
(Section 4), with sinusoidal noise. Comparing the results obtained, it can be inferred that an improved 
performance, hence better tracking is obtained in scheme 2 (Section 4), while we use the information of the 
estimated noise in the FB loop. The effect of the above mentioned noises still remain with the plant output 
in scheme 1 while it is almost all removed in scheme 2 because of the added information of the plant noise. 
In case of the random noise, this scheme does not perform so well and the tracking is not so perfect. 
 
6.  Conclusions and Observations 
 
We have developed adaptive controllers for a class of nonlinear systems. Simulation for the tracking of the 
desired signal is carried for the same class of nonlinear systems, which shows that the output follows the 
desired reference signal precisely. Using an approximate inverse of the system, the system is forced to track 
the desired signal. The method of using the estimated noise in the feedback loop is implemented and thus 
obtaining the plant output noise cancellation. 
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