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An explicit a priori bound for the condition number associated to each of the
following problems is given: general linear equation solving, least squares, nonsym-
metric eigenvalue problems, solving univariate polynomials, and solving systems of
multivariate polynomials. It is assumed that the input has integer coefficients and
is not on the degeneracy locus of the respective problem (i.e., the condition
number is finite). Our bounds are stated in terms of the dimension and of the bit-
size of the input.
In the same setting, bounds are given for the speed of convergence of the follow-
ing iterative algorithms: QR iteration without shift for the symmetric eigenvalue
problem and Graeffe iteration for univariate polynomials.  2000 Academic Press
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1. INTRODUCTION
In most of the numerical analysis literature, complexity and stability of
numerical algorithms are usually estimated in terms of the problem
instance dimension and of a ‘‘condition number.’’
For instance, the complexity of solving an n_n linear system Ax=b is
usually estimated in terms of the dimension n (when the input actually con-
sists of n(n+1) real numbers) and the condition number }(A) (see
Section 2.1 for the definition of the condition number).
There is a set of problem instances with }(A)=, and in most cases it
makes no sense to solve these instances. There are also problem instances
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(in our example, matrices) close to the locus of degenerate problem
instances. Those instances will have a large condition number and will be
said to be ill-conditioned.
It is usually accepted that ill-conditioned problem instances are hard to
solve. Thus, for complexity purposes a problem instance with a large condi-
tion number should be considered ‘‘large.’’ Therefore, when considering
problems defined for real inputs, a reasonable measure for the input size
would be (in our example): n2 log2 }(A). (Compare to [Sma97, For-
mula 2.1 and paragraph below]. See also the discussion in [BP94, Chap. 3,
Sect. 1]).
Another tradition, derived from classical complexity theory and per-
vasive in several branches of the literature (such as linear programming),
is to consider the subset of problem instances with integer coefficients.
Hence the input size is the number of coefficients times the bit-size of the
largest coefficient (in absolute value).
In this paper, the following classical problems of numerical analysis are
considered:
1. Solving a general n_n system of linear equations.
2. Least squares problem for a full-rank matrix.
3. Nonsymmetric eigenvalue problem.
4. Solution of one univariate polynomial.
5. Solution of a nondegenerate system of n polynomial equations in
n variables.
All those problems share the feature mentioned above: there is a
degeneracy locus, and problem instances with real coefficients can be
arbitrarily close to the degeneracy locus. This implies that they can be
unboundedly ill-conditioned.
However, in Theorems 2.12.5, we provide bounds for the condition
number of problem instances with integer coefficients and not in the
degeneracy locus. Those bounds depend on the dimension (size) of the
problem instance and on the bit-size of its coefficients.
In the analysis of iterative algorithms, one further considers a certain
quantity that can be used to bound the speed of convergence and hence the
number of iterations to obtain a given approximation. For instance, for
power methods or (QR iteration without shift) in the symmetric eigenvalue
problem, one can bound the number of steps in terms of the desired
accuracy and of the ratio between different eigenvalues. The farther this
number is from 1, the faster is the convergence.
Once again, if the input has real coefficients, this quantity can be
arbitrarily close to 1. However, explicit bounds for that quantity will be
given for inputs with integer coefficients for
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6. QR iteration without shift for the symmetric eigenvalue problem.
7. Graeffe iteration for solving univariate polynomials.
The reader should be warned that the results herein are worst case
estimates and are overly pessimistic for application purposes. The main
motivation for those results is to convert numerical analysis estimates into
‘‘polynomial time’’ estimates, not the opposite.
2. STATEMENT OF MAIN RESULTS
Notation. & .&2 stands for the 2-norm: if x # Rn or Cn, then
&x&2= :
n
i=1
|x i | 2.
If A is a matrix, then the operator 2-norm is
&A&2= sup
&x&2=1
&Ax&2 .
2.1. Linear Equation Solving
The first problem considered is linear equation solving: given an n_n
matrix A and a vector b # Rn, find x # Rn such that Ax=b.
Its condition number (with respect to the 2-norm) is defined as
}(A)=&A&2 &A&1&2 .
Comprehensive treatment of the perturbation theory for this problem
can be found in the literature, such as [Dem97, Sect. 2.2], and [Hig96,
Chap. 7], [TB97, Lecture 12].
Theorem 2.1. Let A be an n_n matrix with integer coefficients. If A is
invertible, then
}(A)nn2+1(max
i, j
|Aij | )n.
No originality is claimed for Theorem 2.1. This result is included for
completeness and because its proof is elementary yet illustrates the prin-
ciple behind the other results.
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2.2. Least Squares
The second problem in the list is least squares fitting. Let A be an m_n
matrix, mn, with full rank, and let b # Rm. One has to find x to minimize
&Ax&b&22 .
Let the residual be r=Ax&b. We are minimizing &r&22 . Let
sin %=
&r&2
&b&2
.
According to [Dem97, p. 117] (compare to [TB97, Lecture 18] and
[Hig96, Sect. 19.1]), the condition number of the linear least squares
problem is
}LS(A, b)=
2}(A)
cos %
+tan % }(A)2.
Since we do not assume A to be square, we need to give a new definition
for }(A). Let _MAX(A) and _MIN(A) be respectively the largest and the
smallest singular values of A. Then set
}(A)=
_MAX(A)
_MIN(A)
.
When m=n, this definition is equal to the previous one.
The singular locus is now the set of pairs (A, b) such that A does not
have full rank (i.e., _MIN(A)=0) or, equivalently, such that &r&2=&b&2
(i.e., b is orthogonal to the column-space of A).
The result is:
Theorem 2.2. Let A be an m_n matrix with integer coefficients, and
assume that A has full rank. Let b # Zm. Set H=maxi, j ( |Aij |, |bi | ). Then if
b is not orthogonal to the image of A, we have:
}LS(A, b)3nn2+1mn+12H 2n+1.
2.3. Nonsymmetric Eigenvalue Problem
Let A be an n_n real matrix and let * be a single eigenvalue of A. The
condition number of * depends on the angle between the left and right
eigenvectors:
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Let x, y be respectively right and left unit eigenvectors of A associated
to *, Ax=*x, y*A=*y*, and &x&2=&y&2=1. Then
}NSE(A, *)=sec(x, y@ )=
1
y*x
.
See [Dem97, Theorem 4.4, p. 149] for references.
Theorem 2.3. Let A be an n_n matrix with integer coefficients, and let
* be a single eigenvalue of A. Then
}NSE (A, *)n3n22n(2 - n H(A))2n
3&2n.
2.4. Solving Univariate Polynomials
The condition number for solving a univariate polynomial f (x)=di=0 fix
i
can be defined [BCSS98, p. 228] as
+( f )= max
‘ # C : f (‘)=0
+( f, ‘),
where
+( f, ‘)=
(di=0 |‘|
2i)12
| f $(‘)|
.
The degeneracy locus is the set of polynomials with a multiple root or
with a root at infinity.
Theorem 2.4. Let f (x)=di=0 fi x
i be a univariate polynomial with
integer coefficients, without multiple roots. Then
+( f )22d 2&2d 2d (max | fi | )2d
2
.
2.5. Solving Systems of Polynomials
A similar condition number exists for systems of polynomials. However,
for the purpose of condition number theory, it is usually convenient to
homogenize the equations and to study the perturbation theory of the
roots in complex projective space. This can also be seen as a change of
metric that simplifies the formula of the condition number and of several
theorems (see [BCSS98, Chapts. 10, 12, 13]).
Let f =( f1 , ..., fn) be a system of polynomials in variables x1 , ..., xn .
We homogenize the system by multiplying each monomial term fiJxJ=
fiJxJ11 x
J2
2 } } } x
Jn
n of f i by x
J0
0 , where we choose J0=deg f i&(J1+ } } } Jn). We
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obtain a system of homogeneous polynomials in n+1 variables that we call
F=(F1 , ..., Fn). The natural space for the roots of F is projective space Pn,
defined as the space of all punctured lines of the form
(x0 : } } } : xn)=[(*x0 , ..., *xn) : * # C],
where x0 , ..., xn are not all equal to 0. (So each punctured line is considered
a point in projective space.)
Every root (x1 , ..., xn) of f corresponds to the projective root of F given
by (1 : x1 : } } } : xn), and projective roots of F correspond either to a finite
root of f or to a root ‘‘at infinity.’’
Suppose that the coefficients of f (hence of F ) are made to depend upon
a parameter t. Roughly speaking, the condition number bounds the speed
of the roots of F (in projective space) given the speed of F. Recall that the
roots ‘ of F are in projective space, so their velocity vector ‘4 belongs to the
tangent space T‘Pn.
The condition number of F at a root turns out to be:
&‘&d1&1
2
+(F, ‘)=&F&2 " (DF (‘) |T‘)&1 _ . . . & "
2
,
&‘&dn&12
where ‘ # Cn+1 is such that (‘0 : } } } : ‘n) is a root of F (see Proposition 7c,
p. 230 of [BCSS98]). We have not defined the norm of a polynomial yet.
Above, & .&2 stands for the unitary invariant norm (see [Wey51, Chap.
III-7] or [BCSS98, Sect. 12.1]), that is the most reasonable generalization
of the 2-norm to spaces of polynomials:
Notation. Let G be a homogeneous degree d polynomial in n+1
variables. Then
&G&2=:
J
|GJ | 2<\dJ+ ,
where ( dJ) is d !(J0 ! } } } Jn!). Let F be a system of homogeneous polyno-
mials. Then
&F&2=- :
i
&F i &22 .
With these definitions, the number +(F, ‘) is invariant under scalings of
F, ‘, and under the action of the unitary group U(n+1), where an element
Q # U(n+1) acts by Q: (F, ‘) [ (F b Q, Q‘).
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In order to define the condition number of a system of n equations in n
variables, we set
+( f )=max
‘
+(F, ‘),
where ‘ ranges over the roots of F. (Another possibility is to restrict ‘ to
the nondegenerate roots of F. This would make no difference in this paper.)
The following theorem is true if one restricts ‘ (in the above definition of
+) to any subset of the roots of F.
Theorem 2.5. Let f be a system of n polynomial equations in n variables,
with integer coefficients. Write H( f ) for the maximum of the absolute value
of the coefficients of f, S( f ), for the number of nonzero coefficients of f and
D for max di . Assume that +( f ) is finite. Then
+( f )((n+1) SH( f ))Dcn,
where c is a universal constant.
2.6. Symmetric Eigenvalue Problem
Let A be an n_n real positive symmetric matrix, and let *1*2 } } } *n0
be its eigenvalues.
Unlike the nonsymmetric eigenvalue problem, the symmetric eigenvalue
problem has absolute condition number always equal to 1 (see [Dem97,
Theorem 5.1]. See also [Par98, Fact 1.11, p. 16]).
However, when using an iterative algorithm, the ratio of eigenvalues
\(A)=min
j>i
*j
* i
plays an important role for estimating convergence. For instance, accord-
ing to [TB97, Theorem 28.4], the QR algorithm without shift converges
linearly with speed 1\(A) . Convergence may get slower when \(A)  1.
Therefore one can bound the speed of convergence by bounding
&(A)=\(A)&1=min
j>i
*j&*i
*i
above from zero. If &(A)>$0 , then \(A)>1+$0 . After k>W1$0X
iterations, one gets
\(A)k>1+k$02.
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Thus it suffices to perform O(1$0 log2 1$1) iterations to obtain a result
with accuracy $1 .
The quantity &(A)&1 can also be interpreted as a condition number for
the eigenvectors (see [Dem97, Theorem 5.7, p. 208]).
Theorem 2.6. Let A be an n_n matrix with integer coefficients. Then
&(A)&18&n(4n)&n2(max
i, j
|Aij | )&2n
2
.
2.7. Graeffe Iteration
Let f (x)=di=0 fix
i, fd=1 be a monic univariate polynomial with zeros
‘1 , ..., ‘d . Those zeros can be ordered so that
|‘1||‘2 | } } } |‘d |.
The Graeffe operator maps the polynomial f (x)=>di=1 (x&‘i) into the
polynomial Gf (x)=(&1)d f (- x) f (&- x)=>di=1 (x&‘2i ).
In [Ost40a, Ost40b], it is explained how to recover approximations of
the original roots of f after a certain number of Graeffe iterations. The
number of required iterations depends on the ratio:
\( f )= max
|‘j | >|‘i |
|‘j |
|‘i |
.
Unlike Section 2.6, we do not require here that the roots have distinct
absolute values. We consider also the auxiliary quantity
&( f )=\( f )&1= max
|‘j |>|‘i |
|‘j |&|‘i |
|‘ i |
.
By the above definitions, the condition number &( f )&1 is always finite. In
order to recover the roots within relative precision $, the number of Graeffe
iterations to perform is
O(log &( f )&1+log d+log log $&1).
For clarity of exposition, we will prove this bound under a special
hypothesis: all the roots should be distinct positive real numbers. For the
general case, see [MZ99a] and [MZ99b]. Also, all estimates here are only
up to the first order, so quadratic error terms will be discarded.
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After k steps of Graeffe iteration one obtains the polynomial
g(x)=Gkf (x)= :
d
i=0
gi xi= ‘
d
i=1
(x&‘2ki )
with \(g)=\( f )2k.
Expanding each gi as the (d&i)th elementary symmetric function of the
‘2ki , one obtains
g0=_d (‘2
k
1 , ..., ‘
2k
d )
g1=_d&1(‘2
k
1 , ..., ‘
2k
d )
b
gd&1=_1(‘2
k
1 , ..., ‘
2k
d )
gd =1.
We can use the special hypothesis to bound
(‘1 ‘2 } } } ‘d&i)2
k
= gi (1+$ i)
with |$i |<2d\(g)+h.o.t. Hence
‘2ki =
gd&i+1
gd&i
(1+$$i)
with |$$i |<2d+1\(g)+h.o.t.
Since we assumed the ‘i are all positive, we can recover them by taking
2kth roots
‘i=\gd&i+1gd&i +
2&k
(1+$i")
with |$i" |2d+1&k\(g)+h.o.t.
Now we can use the estimate on \(g)=\( f )2k to deduce that
O(log &( f )&1+log $&1) steps are sufficient to obtain a relative precision $
in the roots. Indeed after k1=log2 &( f )&1 steps,
\(Gk1f )=\( f )2log2 & ( f )
&1
2.
After an extra k2=log2 (d+1+log2 $&1) steps, one gets
\(Gk1+k2( f ))>22log2(d+1+log2 $
&1)
=2d$&1.
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So we can set k=k1+k2+1, the last 1 to get rid of the high order terms
(as in [MZ99a, Proof of Theorem 2, p. 27]), to deduce that |$i" |<$.
Theorem 2.7. Let f (x)=di=0 f ix
i be a polynomial with integer coef-
ficients. Then
&( f )&1>(8 max | f i | )&2d.
This says that the Graeffe iteration is polynomial time, in the sense that
we can obtain relative accuracy $ of the roots after
O(d log max | fi |+log log $&1)
steps.
3. BACKGROUND MATERIAL
The proofs of Theorems 2.3 to 2.7 will make use of the absolute multi-
plicative height function H to bound inequalities involving algebraic
numbers.
The construction of the height function H is quite standard in number
theory and we refer the reader to [Lan97, Chap. II] or to [Sil86,
pp. 205214]. For applications to complexity theory, see [BCSS98,
Chap. 7] and [Mal98].
The height function is naturally defined in the projectivization Pn(Qa) of
the algebraic numbers Qa. It returns a real number 1. We can also
extend it to complex projective space Pn by setting H(P)= when
P # Pn"Pn(Qa). We will adopt this convention in order to simplify the
notation of domains and ranges.
Also, if x=(x1 , ..., xn) # Cn, we can define its height as
H(x)=H(x1 : } } } : xn : 1).
We can also define the height of matrices, polynomials, and systems of
polynomials as the height of the vector of all the coefficients.
The following properties of heights will be used in the following. First of
all, we can explicitly write the height of a vector with integer coefficients as:
Proposition 3.1. If u # Zn, then H(u)=max1in |ui |, where | } | is the
standard absolute value.
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Proposition 3.1 follows from the construction of the height function. One
immediate consequence is that if v # Qn, then H(v)=max i |mv i |, |m| where
m is the greatest common denominator of the vi ’s.
We can use the following fact to bound the height of the roots of an
integral polynomial:
Proposition 3.2. If f (x)=di=0 f ix
i is a nonzero polynomial with
integer coefficients, and if x is a root of f, then H(x)2 maxi | fi |.
Proposition 3.2 is, essentially, Theorem 5 in [Mal98]. Compare with
Theorem 5.9 in [Sil86], where the coefficients of f are algebraic numbers.
We can use a bound on the height to bound absolute values above and
below:
Proposition 3.3. Let K be an algebraic extension of Q, and let x # K,
x{0. Then
H(x)&[K : Q]|x|H(x)[K : Q].
The height of a vector and of its coordinates can be related as follows:
Proposition 3.4. For all i, 1in,
H(x1)H(x1 , ..., xn)H(x1) H(x2) } } } H(xn).
Propositions 3.3 and 3.4 follow immediately from the construction of the
height function. The height function is invariant under permutation of
coordinates, and also:
Proposition 3.5. Let K be an algebraic extension of Q, and let
g # GalKQ . Them for any x # K, H(g(x))=H(x).
Proposition 3.5 is Lemma 5.10 in [Sil86].
Proposition 3.6. Let
F=(F0 , ..., Fm) : Cn1_Cn2_ } } } _Cnk  Cm+1
P1, ..., Pk [ F(P1, ..., Pk)
be a system of multihomogeneous polynomials with algebraic coefficients,
where each Fi has degree dj in the vector of variables P j. Let the P j be
algebraic. Then
H(F(P))(max S( fi)) H(F ) H(P1)d1 } } } H(Pk)dk.
539CONDITION NUMBER BOUNDS
In the case k=1, this is similar to Theorem 5.6 in [Sil86] (where
max S( f i) is not given explicitly). For the general case see Theorem 4 in
[Mal98].
Proposition 3.7. Let
G=(G1 , ..., Gm) : Cn1_Cn2_ } } } _Cnk  Cm
Q1, ..., Qk [ G(Q1, ..., Qk)
be a system of polynomials with algebraic coefficients, where each Gi has
degree at most dj in the vector of variables Q j. Let the Q j be algebraic. Then
H(G(Q))(max S(Gi)) H(G) H(Q1)d1 } } } H(Qk)dk.
This is Corollary 1 in [Mal98]. Some consequences of this are that
H(ni=1 x i)n > H(x i) and that H(>
n
i=1 xi)> H(xi).
The following fact follows also from the construction of heights:
Proposition 3.8. If x is an algebraic number, then
H(x2)=H(x)2.
Also, it makes sense to bound the height of the roots of a system of poly-
nomials with respect to the height, size, and degree of the system.
Corollary 6 in [KP95] is:
Proposition 3.9 (Krick and Pardo). Let f1 , ..., fr rn be polynomials in
Z[x1 , ..., xr] of degree and height bounded by dn and ’, respectively, and let
V denote the algebraic affine variety defined by V=[x: f1(x)= } } } fr(x)=0].
Then V has at most d n isolated points, and their height satisfies:
log2 H(P) # d O(n)(log2 r+log2 ’).
4. PROOF OF THE MAIN THEOREMS
Notation. If A is a real (resp. complex) matrix, we denote by A* the
real (resp. complex) transpose of A, (A*) ij=A ji . The same convention will
be used for vectors. The vectors of the canonical basis will be denoted by
e1=[1, 0, 0, ...]*, e2=[0, 1, 0, ...]*, etc.
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4.1. Proof of Theorem 2.1
&A&2= sup
&u&2=1
&Au&2 (by definition)
:
j
|uj | &[A1j , ..., Anj]*&2 (by triangular inequality)
- n max
j
&[A1j , ..., Anj]*&2 (since &u&2=1)
n max
ij
|Aij |.
Let A(i, u) be the matrix obtained by replacing the ith column of A by
the vector u. Then if v=A&1u, Cramer’s rule is:
vi=
det A(i, u)
det A
.
Since A has integer coefficients and det A{0, one can always bound
|vi ||det A(i, u)|. By Hadamard’s inequality, this implies:
|vi |&u&2 max
j
&[A1j , ..., Anj]*&n&12
&u&2(- n)n&1 (max
i, j
|Aij | )n&1.
Therefore,
&A&1&2= sup
&u&2=1
&A&1u&2 (by definition)
nn2(max
i, j
|Aij | )n&1.
Combining the bounds for &A&2 and &A&1&2 , one obtains:
}(A)nn2+1(max
i, j
|Aij | )n.
4.2. Proof of Theorem 2.2
In order to estimate }(A), we have
}(A)=- }(A*A)
nn4+12H nmn2 (from Theorem 2.1).
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In order to bound cos %, we use the assumption that b is not orthogonal
to the image of A. Hence &A*b&21 and the ‘‘normal equation’’
A*Ax=A*b implies:
&A*Ax&21.
Therefore,
cos %=
&A*Ax&2
&b&2

1
&b&2

1
H - m
and 1cos % and tan % are bounded above by H - m. Putting this all together,
}LS(A, b)2nn4+12mn2+12H n+1+nn2+1mn+12H 2n+1
3nn2+1mn+12H 2n+1.
4.3. Proof of Theorem 2.3
Lemma 4.1. Let B be an n_n matrix with integer coefficients. Let
p(t)=det(B&tI )= pi ti. Then
max | pi |(2 - n max
i, j
|Bij | )n.
Proof (Proof of Lemma 4.1).
pi=:
C
\det C,
where C ranges over the (n&i)_(n&i) submatrices of B of the form
Ckl=Bsk sl for some 1s1< } } } <sn&1n. Hence
| pi |\ni+ maxC |det C|
\ni + (- n&i maxij |Cij | )n&i
(2 - n max
i, j
|Bij | )n. K
542 GREGORIO MALAJOVICH
Lemma 4.2. Let A be an n_n matrix with integer coefficients and l et *
be an eigenvalue of A. Then
H(*)2(2 - n max
i, j
|Aij | )n.
Proof (Proof of Lemma 4.2). Apply Proposition 3.2 to the polynomial
p(t) from Lemma 4.1. K
Lemma 4.3. Let B be an n_n matrix with integer coefficients. Let
q(t)=det(B&tI+ten*en)= qi ti. Then
max |qi |2(2 - n max
i, j
|Bij | )n.
Proof (Proof of Lemma 4.3). Let p(t)=det(B&tI ) and let r(t)=
det(B &tI ) where B is the (n&1)_(n&1) matrix obtained by deleting
the nth row and the nth column of B. Then, by multilinearity of the
determinant,
p(t)=q(t)\tr(t);
hence
q(t)= p(t)\tr(t).
Therefore,
max |qi |max | pi |+max |ri |
(2 - n max
i, j
|Bij | )n+(2 - n&1 max
i, j
|Bij | )n&1 (Lemma 4.1)
2(2 - n max
i, j
|Bij | )n. K
Lemma 4.4. Let A be an n_n matrix with integer coefficients. Let * be
an eigenvalue of A of algebraic multiplicity 1, and let x be an eigenvector
associated to *, Ax=*x. Then
H(x1 : } } } : xn)n2n(2 - n max
i, j
|Aij | )n
2&1.
Proof (Proof of Lemma 4.4). Assume without loss of generality that the
first n&1 lines of A&*I are independent. Let Mi be the submatrix
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obtained from A&*I by deleting the last row and the ith column. Then we
can scale x in such a way that for all i,
xi=\det Mi .
We have Mn=Bn&*I. By reordering rows and columns, we obtain for
each i<n that Mi is of the form
Mi=Bi&*I+*e*n&1en&1 ,
where Bi is the submatrix of A obtained by deleting the last line and the
ith column.
Set q(i)(*)=det M i= q (i)j *
j. Now by Lemma 4.3,
max |q (i)j |2(2 - n&1 max
k, l
|Akl | )n&1.
Consider now the morphism:
q : P1  Pn
(* : 1) [ (q(1)(*) : } } } : q(n)(*)).
Then x=q(*) and
H(x)=H(q(*))
nH(q) H(*)n&1
n2(2 - n&1 max
i, j
|Aij | )n&1 2n&1(2 - n max
i, j
|A ij | )n(n&1)
n2n(2 - n max
i, j
|Aij | )n
2&1.
The first inequality follows from Proposition 3.6 and the second from
Lemma 4.2. K
Proof (Proof of Theorem 2.3). Proposition 3.7 implies
H( y*x)nH(x) H( y).
We claim that [Q[ y*x] : Q]n. Indeed, x and y can be obtained by
solving systems of linear equations with coefficients in Q[*]; thus
xi , yi # Q[*]. Also, yi # Q[* ]=Q[*] so [Q[ y*x] : Q]n as claimed.
544 GREGORIO MALAJOVICH
By hypothesis y*x{0. Hence, by Proposition 3.3,
| y*x|(nH(x) H( y))&n
n&3n2&2n(2 - n max
i, j
|Aij | )&2n
3+2n. K
4.4. Proof of Theorem 2.4
Proof. According to Proposition 3.2,
H(‘)2 max | fi |.
Also,
H( f $i)H(df )=d max | fi |
and according to Proposition 3.7
H( f $(‘))dH( f $) H(‘)d&1
d 22d&1H( f )d
and hence | f $(‘)|d &2dH( f )&d2 2&d(d&1). On the other hand,
\ :
d
i=0
|‘|2i+
12
- d+1 max(1, |‘| d)
- d+1 H(‘)d 2
(- d+1) 2d2H( f )d 2.
Hence
+( f, ‘)22d2&2H( f )2d2 d 2d. K
4.5. Proof of Theorem 2.5
Lemma 4.5. Let A be an n_n invertible matrix with coefficients in Qa.
Then
H(A&1)nH(A)n.
Proof (Proof of Lemma 4.5). Let A(i, j) be the submatrix of A obtained
by deleting the ith row and the jth column. By Cramer’s rule,
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(A&1)ji=
det A(i, j)
det A . Therefore we should define the following degree n
morphism:
. : Pn2  Pn2
(A11 : A12 : } } } : Ann : 1) [ (det A(1, 1) : det A(1, 2) : } } } : det A(n, n): det A).
Then by Proposition 3.6,
H(.(A))n!H(A)n H(.)
n!H(A)n. K
Let us fix the notations
M=_
&‘&1&d1
2 . . .
&‘&1&dn
2
&‘&&1
2
& _DF (‘)‘* &
and
&‘&d1&1
2
C=DF (‘) | &1T‘ _ . . . & .&‘&dn&1
2
Let ‘ # Cn+1 be a fixed representative for a root of F. Any u # T‘Pn can
be written as a vector in Cn+1, orthogonal to ‘. Computing u=Cv is the
same as solving Mu=[ v0]. The operator C is the same as (M
&1)|xn+1=0 .
Therefore,
&C&2&M &1&2 .
Lemma 4.6. Following the assumptions of Theorem 2.5,
H(M)S(n+1) (D&1)2 H(‘)2D&2 DH( f ).
Proof (Proof of Lemma 4.6). We apply Proposition 3.7 to the system
(‘, N) [ \..., N di&1 Fixj (‘), ..., ‘ j , ...+
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with N=&‘&&12 to obtain
H(M)SH(‘)D&1 H(N)D&1 H(DF ).
We can bound H(DF )DH(F ) and H(N)=H(&‘&2)=- H( |‘i | 2).
We can apply Proposition 3.6 to the map
.: Cn+1_Cn+1  C
(‘, ‘ ) [ :
i
‘i‘ i
to get H(N2)(n+1) H(‘) H(‘ ). Proposition 3.5 implies H(‘)=H(‘ );
hence
H(N 2)(n+1) H(‘)2
and by Proposition 3.8,
H(N)- n+1 H(‘).
Thus, we get the upper bound
H(M)S(n+1) (D&1)2 H(‘)2D&2 DH( f ). K
Proof (Proof of Theorem 2.5). By the definition of the norm, & f &2
SH( f ). By Lemmas 4.5 and 4.6, we have:
H(C)(n+1) H(M)n
(n+1) Sn(n+1) (nD&n)2 H(‘)2nD&2n DnH( f )n.
Knowing that [Q[‘] : Q]Dn, we can use Proposition 3.3 to deduce that
&C&2(n+1) H(C)
(n+1)((n+1) Sn(n+1) (nD&n)2 H(‘)2nD&2n DnH( f )n)Dn.
According to Proposition 3.9,
H(‘)nH( f )Dc$n,
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where c$ is a universal constant. Thus,
+( f, ‘)SH( f )(n+1)((n+1) Sn(n+1) (nD&n)2
_n2nD&2nH( f )Dc$n(2nD&2n) DnH( f )n)Dn
((n+1) SH( f ))Dcn,
where c is a universal constant. K
4.6. Proof of Theorem 2.6
Lemma 4.2 implies:
H(*)2(2 - n max
i, j
|Aij | )n.
By Proposition 3.7,
H \* j* i &1+8(4n)n (maxi, j |Aij | )2n.
Thus by Proposition 3.3,
}*j*i &1}8n(4n)n
2
(max
i, j
|Aij | )2n
2
.
4.7. Proof of Theorem 2.7
According to Proposition 3.2,
H(‘i)2H( f )
H(‘j)2H( f ).
Moreover, H( |‘i | )H(‘i) because |‘i |2=‘i‘ i and H(‘i)=H(‘ i) (via
Propositions 3.5, 3.7, and 3.8). Thus,
H \ |‘j ||‘i |&1+2H( |‘i | ) H( |‘j | )
8H( f )2.
It follows that
&( f )&1(8H( f ))&2[Q[|‘i | , |‘j | ] : Q](8H( f ))&2d.
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5. FURTHER COMMENTS
As mentioned before, a reasonable definition for the input size in the set-
ting of real complexity is the number of coefficients of a given problem
instance times the logarithm of its condition number.
Theorems 2.1 to 2.4 show that the real complexity input size is no worse
than a fixed polynomial of the classical complexity input size (where the
complexity polynomial depends on the family of problems), for problem
instances with integer coefficients. Theorem 2.5 also does this, if one con-
siders Dn as part of the input size. It may be possible to replace Dn by the
Be zout number > di , that is the number of solutions of a generic system
of polynomials.
A possible, conjectural refinement of Theorem 2.5 would have the Dn
replaced by a more natural quantity in the case of sparse polynomial
systems, for instance the mixed volume of the underlying Newton
polytopes [Ber75].
Since the real complexity of the problems considered can be bounded
above by common numerical analysis techniques, our preceding theorems
provide a scheme to convert real complexity bounds into classical com-
plexity bounds.
The same idea is behind Theorems 2.6 and 2.7. In the case of the iterative
algorithms considered, the number of iterations for obtaining a certain
approximation can also be bounded in terms of a type of condition
number. In the case of problem instances with integer coefficients, the
corresponding analogue of the condition number is also polynomially
bounded in terms of the input size.
These theorems have many features in common and this is not a coin-
cidence. A more general approach is to interpret the condition number as
the inverse of the distance to the degeneracy locus. Some references for this
approach are [Dem97, Ded97, BCSS98].
In many cases, the degeneracy locus is an algebraic or real algebraic
variety. This is true in the setting of Theorems 1 to 6 in this paper, but is
not true in the setting of the Graeffe iteration (Theorem 7).
In all the given examples, the degeneracy locus is determined by the
input dimension and is independent of the bitsize of the input coefficients.
Therefore, once a maximum bitsize is fixed, the distance between the non-
degenerate problem instances and the degeneracy locus is strictly positive.
If one knows a reasonable lower bound for that distance, one can deduce
an upper bound for the condition number of nondegenerate problems.
However, this later bound does not need to be reasonable. In [BCSS98,
Section 13.7], art example is given where the condition number grows as
the square root of the inverse of the distance to the degeneracy locus.
Therefore, bounds obtained through a general inverse distance to the
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degeneracy locus estimate may be no sharper, and possibly worse than, the
direct bounds obtained by using the exact expression for the condition
number.
Another possible step in view of a more unifying theory would be to
embed some of our examples into a condition number theory for sparse
polynomial systems, such as [Ded97]. However, Examples 6 and 7 (QR
iteration and Graeffe iteration) remind us that not all numerical analysis
questions have a natural formulation in terms of sparse polynomial
systems.
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