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Abstract—Network Function Virtualization (NFV) sits firmly
on the networking evolutionary path. By migrating network
functions from dedicated devices to general purpose computing
platforms, NFV can help reducing the cost to deploy and operate
large IT infrastructures. In particular NFV is expected to play a
pivotal role in mobile networks where significant cost reductions
can obtained by dynamically deploying and scaling Virtual Net-
work Functions (VNFs) in the core and access segments. However,
in order to achieve its full potential, NFV needs to extend its
reach also the radio access network segment. Here Mobile Virtual
Network Operators shall be allowed to request radio access VNFs
with custom resource allocation solutions. Such requirement
raises several challenges in terms of performance isolation and
resource provisioning. In this work, we formalize the wireless
VNF placement problem as an integer linear programming
problem and we propose a VNF Placement heuristic named
WiNE (Wireless Network Embedding) to solve the problem.
Moreover, we also present a proof–of–concept implementation of
an NFV management and orchestration framework for enterprise
WLANs. The proposed architecture builds upon a programmable
network fabric where pure forwarding nodes are mixed with
radio and packet processing capable nodes.
Index Terms—Network Management, Resource allocation, Vir-
tual Network Embedding, Virtual Network Functions Placement,
Network Function Virtualization, Wireless Networks.
I. INTRODUCTION
Network Function Virtualization (NFV) promises to reduce
the cost to deploy and operate large networks by migrating
network functions from dedicated hardware appliances to
software instances running on general purpose virtualized
networking and computing infrastructures. This, in time, shall
improve the flexibility and the scalability of mobile networks
in that the deployment of new applications and services will
be quicker (software vs hardware development life–cycles)
and different network functions can share the same resources
paving the way to further economies of scale.
This progressive process of network softwarization is set
to play a pivotal role in the fifth generation of the mo-
bile network architecture. In this context the Network–as–a–
Service business model shall allow operators to tap into new
revenue streams by further abstracting the physical network
into service specific slices possibly operated by different
mobile virtual network operators (MVNOs). The envisioned
vertical applications range from high–definition video delivery
to machine–to–machine applications and e–health.
In order to cope with the diverse range of requirements that
sprout for such use cases, future wireless and mobile networks
will further rely on virtualized resources and on dynamic
service orchestration. Although a rich body of literature exists
in the VNF placement [1], virtual network embedding [2],
and component placement domains [3], most of these works
focus on the problem of mapping an input virtual network
request (often in the form of a VNF forwarding graph)
onto a physical virtualized network substrate (often offering
computational as well as networking resources). However,
these works implicitly assume that once a VNF is mapped on
a node, the network substrate virtualization layer will take care
of scheduling the various VNFs ensuring both logical isolation
and an efficient use of the substrate resources [4]. Such an
assumption does not hold anymore if radio nodes are added
to the set of virtualized resources available in the substrate
network (alongside computational and networking resources).
In this case, in fact, the amount of resources available at each
substrate radio node is stochastic quantity depending on both
channel fluctuations and end–users distribution.
In this work, we investigate the VNF placement and
scheduling problems in the Radio Access Network (RAN)
domain. In this scenario we expect MVNOs to specify their
requests in terms of a VNF forwarding graph. Such VNFs
can include functions such as load–balancing and firewall,
as well as virtual radio nodes. Moreover, in order to satisfy
the diverse requirements imposed by future applications and
services, MVNOs must be allowed to deploy custom resource
allocation schemes within their network slice. At the same
time, the underlying system shall both enforce strict perfor-
mance isolation between MVNOs and ensure efficient resource
utilization across the network in spite of the non–deterministic
nature of the wireless medium.
The contribution of this paper is twofold: (i) we formalize
the VNF placement problem for radio access networks, and
(ii) we propose a slice scheduling mechanism that ensures
resource and performance isolation between different slices.
The proposed solutions work jointly, i.e. performance isolation
is ensured if slices are accepted under the constraints imposed
by our VNF placement problem formulation. This paper
extends our previous work [5] by refining the VNF placement
heuristic WiNE (Wireless Network Embedding), extending the
simulation study to additional types of VNF requests, and
analyzing in deeper detail how the type of VNFs impacts on
the substrate network utilization. Moreover, we also report on
a updated proof–of–concept implementation of the proposed
solution and on its field evaluation. The programmable data–
path, the controller and the SDK have been released under a
permissive license for academic use1.
The rest of this paper is structured as follows. In Sec. II
we discuss the related work. The physical network model,
1On–line resources available at: http://empower.create-net.org/
Page 1 of 13 IEEE Transactions on Network and Service Management
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
2the VNF request model, and ILP problem formulation are
presented in Sec. III. The VNF placement heuristics and its
evaluation are presented in Sec IV and in Sec. V. The proof–
of–concept is presented in Sec VI while some illustrative
VNFs and their evaluation are presented in Sec. VII. Finally,
Sec. VIII draws the conclusions pointing out the future work.
II. RELATED WORK
The recent advances in general purpose computing plat-
forms paved the way to a new generation of software routers.
However, many of these solutions focus on improving the
pure raw packet processing speed [6], [7], [8] but do not
tackle the problem of deploying and orchestrating VNFs. In
parallel, there are significant efforts toward VNF management
and orchestration. In particular the European Telecommuni-
cations Standards Institute (ETSI) has recently tackled the
NFV concept [9] while OPNFV [10], MANO [11], and
OpenBATON [12] are working toward an open source carrier
grade platform for NFV.
A. Virtual Network Embedding
The amount of literature on virtual network embedding
(VNE) topic is considerable. Seminal works in this do-
main include VINEYard [13] for single domain VNE and
PolyVINE [14] for multi–domain VNE. For a comprehensive
survey on VNE algorithms we point the reader to [2]. In [15]
the authors put forward a novel model that reflects the time–
varying resource requirements of a virtual network request.
The authors also consider virtual network embedding in the
context of opportunistic resource sharing at the level of the
entire substrate network. In [16] the authors present the SiM-
PLE virtual network embedding algorithm. SiMPLE exploits
path diversity in order to protect virtual networks from single
link failures. However, to the best of the authors knowledge,
none of these works formulate the VNE problem for hybrid
wired/wireless networks with the goal of ensuring performance
isolation between tenants.
B. VNF Placement
The VNF placement problem is conceptually similar to
component placement in data–centers and clouds. The amount
of literature in this domain is thus humbling [17], [18], [19],
[4]. A survey on resource management in cloud computing
environments can be found in [3]. In [17] the authors study
the problem of placing virtual machine instances on physical
containers in such a way to reduce communication overhead
and latency. In [18] the author propose a novel design for
a scalable hierarchical application components placement for
cloud resource allocation. The proposed solution operates in
a distributed fashion, ensuring scalability, while providing
performances very close to that of a centralized algorithm. This
work is extended in [19] where several algorithms for efficient
data management of component-based applications in cloud
environments are proposed. In [4] the elasticity overhead and
the trade–off between bandwidth and host resource consump-
tion are jointly considered by the authors when formulating
the VNF placement problem. In [20] a joint node and link
mapping algorithm is proposed. While the authors of [21], [1],
[22] tackle the problem of dynamic VNF placement. Targeting
resource allocation in data–centers, these works do not tackle
the problem of virtualized radio function placement.
C. Wireless & Mobile Networks
The topic of radio resources virtualization has received
significant attention in the literature. In [23], a WLAN virtu-
alization approach named Virtual WiFi is proposed extending
the virtual network embedding from the wired to the wireless
domain. Kernel–based virtual machines are used as a virtual
wireless LAN devices. Time domain multiplexing is used in
order to provide isolation between the virtual wireless devices.
In [24], [25], wireless network virtualization is applied to
wireless mesh networks. A virtual network traffic shaper is
introduced in [26], [27] for air time fairness in 802.16e
networks. In [28], [29] the problem of virtualizing OFDMA–
based wireless networks (i.e. WiMAX and LTE) is studied.
The authors tackle the problem both at the radio and the core
network level opening the way to interesting infrastructure
sharing scenarios. Similar consideration can be also made
for [30] where a framework for sharing a single WiMAX
base station is proposed. Wireless Virtualization of 802.11
devices is the focus of [31]. In all the cases above, however,
the channel–aware placement of VNFs over radio and wired
resources is not formulated nor is the performance isolation
challenge between multiple MVNOs tackled.
D. Middlebox Management
Systems like OpenNF [32] and its derivatives [33], [34] fo-
cus on providing a platform for consistent VNF management,
however their focus is on maintaining backward compatibility
with currently available VNFs such as Bro [35] for IDS
and Squid [36] for caching web proxies. Conversely in this
work we set to explore the possibilities opened by a fully
programmable networking substrate where also radio access
is treated as a standard VNF. Similar considerations can be
made also for Split/Merge [37]
III. NETWORK MODEL
In the VNF placement problem the input consists of Service
Function Chains (SFC) consisting of a variable number of
VNFs, whereas the substrate network, called Network Func-
tion Virtualization Infrastructure (NFVI), provides the physical
constraints in terms of bandwidth and capacity [9]. In this
context the term capacity is not related only to pure compu-
tational resources, such as number of CPU cores, memory,
and/or storage, instead it refers also to packet forwarding and
radio processing capabilities. Before introducing the proposed
solution we need to detail specific notations for the NFVI and
the SFC requests.
A. Network Function Virtualization Infrastructure Model
Let Gnfvi = (Nnfvi, Enfvi) be a directed graph modeling
the physical network, where Nnfvi is the set of n = |Nnfvi|
physical nodes that compose the substrate network and Enfvi
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6Algorithm 1 Compute list of candidate substrate nodes
1: procedure FindCandidates(Nnfvi, Nsfc)
2: for n ∈ Nsfc do
3: for p ∈ Nnfvi do
4: if ωsc,m,s,r(p) >= ω
v
c,m,s,r(n) then
5: n.candidates.add(p)
6: end if
7: end for
8: end for
9: end procedure
Algorithm 2 Sort list of candidate substrate nodes
1: procedure SortCandidates(Nsfc)
2: sort(Nsfc)
3: end procedure
Algorithm 3 Nodes and links assignment
1: procedure NodeAndLinkAssignment(Gnfvi, Gsfc)
2: for n ∈ Nsfc do
3: for p ∈ n.candidates do
4: if p.used then
5: continue
6: end if
7: for m ∈ n.neighbors do
8: if m.mapped then
9: cost = W (enm, p,m.mapped)
10: else
11: cost = +∞
12: for q ∈ m.candidates do
13: cost = min(cost,W (enm, p, q))
14: end for
15: end if
16: mapping cost(p)+ = cost
17: end for
18: end for
19: p← argmin(mapping cost(p))
20: n.mapped← p
21: p.used← True
22: for m ∈ n.neighbors do
23: if m.mapped then
24: Allocate path Pnfvi(n.mapped,m.mapped)
25: end if
26: end for
27: end for
28: end procedure
We define the virtual edge mapping costW : Esfc×Nnfvi×
Nnfvi → R between a virtual edge e
nm ∈ Esfc and a pair of
substrate nodes p, q ∈ Nnfvi as follows:
W (enm, p, q) =
∑
e∈Pnfvi(p,q)
Λenmω
v
e (e
nm)
This represents the cost of embedding the virtual edge enm ∈
Esfc over the path Pnfvi(p, q) between the substrate nodes
p, q ∈ Nnfvi given that virtual nodes n,m are mapped on,
respectively, the substrate nodes p, q. Minimizing the virtual
edge mapping cost essentially means that substrate nodes that
are far away from node’s m embedding opportunities are
penalized. This results in virtual nodes in an SFC request to be
placed close to each other over the substrate network, which
in time means that more resources can be put offline when the
system is scarcely loaded.
V. EVALUATION
The goal of this section is to compare the relative perfor-
mance of the ILP–based placement algorithm with the per-
formance of our placement heuristic using different synthetic
substrate network and different SFC requests. In this section
we shall first describe the simulation environment and then the
performance metrics. Simulations are carried out in a discrete
event simulator implemented in Matlab R©.
A. Simulation Environment
The ILP–based placement algorithm and the proposed
placement heuristic are evaluated in three different scenarios.
In the first scenario, linear VNF requests, similar to the one
depicted in Fig. 3a, are considered. In the second scenario,
branched VNF requests, similar to the one depicted in Fig. 3b,
are considered. Finally, in the third scenario, VNF requests
with loops, similar to the one depicted in Fig. 3c, are used.
The number of VNFs in each SFC request as well as the
actual amount of radio, computational, memory, storage, and
link resources are randomly generated for each request.
The reference substrate network is k–ary fat–tree with k =
4, 6, 8, where leaf nodes are WiFi Access Points (APs) rather
than servers. This results in a total of, respectively, 16, 54, and
128 WiFi APs. The computational, memory, storage, radio,
and link resources for the substrate network are initially all
set to 100. The cost of using each unit of node Λc,m,s,rn and
link Λe resources is set to 1.
The number of VNFs in each SFC request depends on the
SFC type. In the case of linear and branched SFC requests
the number is randomly picked in the set {3, 6}, while in the
case of cyclic SFC requests the number is randomly picked
in the set {4, 6}. The computational, memory, and storage
requirements for each SFC requests are uniformly distributed
between [5, 30], while the radio and link requirements are
uniformly distributed between [5, 60].
The metrics used in this study are the standard ones adopted
in several other related works (see, e.g., [13], [38], [39]). For
each scenario the number of accepted requests, the average
embedding cost, the average node and link utilization, and the
execution time using either the ILP–based placement or the
proposed heuristic are considered.
In this study we assume that a fixed number of SFC
requests are embedded sequentially onto the substrate network.
In particular in each run, the simulator tries to embed 30
randomly generated SFC requests. Reported results are the
average of 10 simulations.
B. Simulation Results
Figures 4 and 5 shows the percentage of accepted SFC
requests for different substrate networks and the average em-
bedding cost. As expected the ILP–based placement algorithm
is more efficient than WiNE in mapping the incoming requests.
This can be seen in terms of both a higher number of accepted
requests as well as a lower average embedding cost. Notice
however that, at least for linear SFCs, WiNE actually has
a lower embedding cost. This does not mean that WiNE is
more efficient than the ILP–based algorithm but rather that, by
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Fig. 4: Acceptance ratio using the ILP–based algorithm and the heuristics with different virtual and substrate topologies.
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Fig. 5: Average embedding cost using the ILP–based algorithm and the heuristics with different virtual and substrate topologies.
accepting a lower number of SFC requests, WiNE also utilizes,
on average, less substrate resources. It is also worth noticing
that the efficiency of the proposed heuristic increases with the
size of the substrate network. This hints toward the fact that
WiNE may be capable of closing the gap with the ILP–based
placement algorithm for realistic substrate networks.
Figure 6, 7 and 8 summarize the substrate resource utiliza-
tion. As it can be noticed the ILP–based placement algorithm
is characterized by a higher utilization ratio for both radio
and computational nodes. This results in fewer substrate nodes
being used to support the same number of SFC requests which
in time could result in a more energy efficient operation
if unused nodes are turned–off. Notice that this is further
supported by Fig. 8 where the substrate links utilization is
reported. As it can be seen, WiNE is characterized by an higher
link utilization, which means that the proposed heuristic is
less efficient in finding shorter paths between VNF. However,
it is also worth noticing that the gap between the ILP–based
placement algorithm and WiNE gets smaller as the size of the
substrate network increase.
Figure 9 shows that the average amount of time required to
embed a single SFC request using the ILP–based placement
algorithm is significantly higher than the time required to em-
bed the same request using WiNE. The ILP problem becomes
essentially intractable for substrate networks with more than
a few tens of nodes (irrespective of the number of VNFs in
the request), while WiNE can effectively embed complex SFC
requests on substrate networks with hundreds of nodes in a
limited amount of time.
VI. IMPLEMENTATION
A. Overview
We implemented the VNF placement and scheduling so-
lution presented in this work in a proof–of–concept NFV
management and orchestration framework, named EmPOWER.
Notice that the prototype currently targets only wireless access
networks based on the 802.11 family of standards and, as a
consequence, the applications described in the next section
target Enterprise WLAN and Campus network scenarios. Nev-
ertheless, as seen in the previous sections, the provisioning
model does not make any assumption about the particular link–
layer technology and can be as well applied to any kind of
radio access network including OFDMA networks such as LTE
and LTE–Advanced.
Our proof–of–concept is loosely modeled after the ETSI
reference NFV Architecture [9]. As it can be seen in Fig. 10,
the architecture is conceptually divided into three layers. The
bottom layer consists of the physical as well as the virtualized
resources composing the NFVI. In the second layer we have
the actual VNFs which are the software implementation of
a particular network function capable of being executed over
the NFVI. We remind the reader that in this work also radio
access is treated as a VNF. Finally, in the third layer we
have the Operational Support System (OSS) and the Business
Support System (BSS) used by the network administrators to
operate and manage their virtual networks. The Management
and Orchestration plane covers the orchestration and the
management of physical and/or virtual resources that support
the NFVI as well as the life–cycle management of the VNFs,
i.e. creation, configuration, monitoring, and destruction.
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Fig. 6: Average computational nodes utilization using the ILP–based algorithm and the heuristics with different virtual and substrate topologies.
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Fig. 7: Average radio nodes utilization using the ILP–based algorithm and the heuristics with different virtual and substrate topologies.
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Fig. 8: Average link utilization using the ILP–based algorithm and the heuristics with different virtual and substrate topologies.
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Fig. 9: Average execution time using the ILP–based algorithm and the heuristic with different virtual and substrate topologies.
B. Network Function Virtualization Infrastructure
Our architecture currently accounts for three kinds of NFVI
resources, namely: basic forwarding nodes (i.e. OpenFlow
switches), packet processing nodes, and radio access nodes.
The latter, in addition to the features supported by the packet
processing node, also embed specialized hardware in the form
of one or more 802.11 Wireless NICs. Figure 11 sketches the
system architecture.
We name Wireless Termination Points (WTPs) the physical
points of attachment in the RAN (e.g. WiFi Access Points
or LTE eNodeBs) supporting virtualized radio processing
capabilities. Conversely, the Click Packet Processors (CPPs)
are the forwarding nodes with computational capacity. These
nodes are essentially programmable switches running an em-
bedded version of Linux and capable of performing arbitrary
operations on the traffic, e.g. load–balancing, firewalling, deep
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also radio VNFs. We introduced then a ILP–based algorithm
for small networks and a scalable heuristic, named WiNE,
for larger deployments. Finally, we reported on a preliminary
proof–of–concept implementation of a NFV Management and
Orchestration framework for Enterprise WLANs.
As future work we plan to investigate the resiliency prop-
erties of WiNE in case of nodes and link failures and to
study how VNF placement can be optimized by taking into
account wireless clients distribution. We also plan to verify the
applicability of our problem formulation to OFDMA–based
radio access networks like LTE and LTE–Advanced and to
extend the prototype (both the hypervisor and the controller)
adding support for VNF migration and scaling as well as
for additional virtualized substrate resources including cellular
technologies and Mobile Edge Computing capabilities.
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