ABSTRACT With the tremendous growth of cloud computing and Internet-scale online services, massive geographically distributed infrastructures have been deployed to meet the increasing demand, resulting in significant monetary expenditure and environmental pollution caused by energy consumption. In this paper, we investigate how to minimize the long-term energy cost of dynamic Internet-scale systems by fully exploiting the energy efficiency in geographic diversity and variation over time. To this end, we formulate a stochastic optimization problem by considering the fundamental uncertainties of Internet-scale systems, such as the dynamic data. We develop a dynamic request mapping algorithm to solve the formulated problem, which balances the tradeoff between energy cost and delay performance. Our designed algorithm makes real-time decisions based on current queue backlogs and system states, and does not require any knowledge of stochastic job arrivals and service rates caused by dynamic data queries. We formally prove the optimality of our approach. Extensive trace-driven simulations verify our theoretical analysis and demonstrate that our algorithm outperforms the baseline strategies with respect to system cost, queue backlogs, and delay.
I. INTRODUCTION
Internet-scale applications and cloud services have become an essential part of human daily life. Notable examples include social networks (e.g., Facebook), content delivery networks (e.g., Akamai), video distribution networks (e.g., Netflix), online search engines (e.g., Google), etc. To meet increasing demands and provide reliability, service providers deploy their servers on a geographically distributed computing infrastructure, which generally consists of a massive number of servers, and multiple Internet Data Centers (IDCs) in different locations. For instance, Akamai delivers 15-30 percent of the world's web interactions every day, having more than 200,000 servers in 1,400 networks across 100+ countries by the end of 2015 [1] .
While significant benefits have been afforded by the services running on the system, megawatts of electricity are consequently required to power these extensive infrastructures, consisting of servers, storage devices, network equipment, cooling system, etc. As a result, millions of dollars must be spent on electricity by the infrastructure holders or service providers. According to the investigation in [2] , the electricity cost accounts for a significant portion of the total system expenditure. For example, the annual energy consumption of data centers in the USA was estimated to be more than 100 billion kWh in 2011, representing a financial cost of $7.4 billion [3] . Thus, a reduction of energy costs by even a small percentage can result in considerable monetary savings. Furthermore, the resultant environment pollution is another serious consequence of the huge energy consumption. The global carbon emissions from data centers accounted for approximately 0.6% of the total in 2008, and this fraction is expected to reach 2.6% by 2020 [4] . With the rapid growth of the Internet-scale systems in size, how to reduce the corresponding energy consumption or cost has been attracting a growing number of research interests [2] , [5] - [7] .
A. MOTIVATION
A promising solution to minimizing the energy consumption of Internet-scale systems [8] - [24] is to map the dynamic job requests over geo-distributed data centers in an optimal way, according to the geographic diversity in local energy efficiency, electricity price, power utilization, etc. Nonetheless, most of the state-of-the-art approaches assume that the system states (e.g., job arrival and service rates) are deterministic, or require future knowledge of system parameters [10] - [19] , and cannot be achieved in practical Internet-scale systems that are stochastic and potentially unpredictable in nature.
In several of the latest research efforts, this problem was studied by considering various system uncertainties (job arrival, electricity price, power generation, etc.) via stochastic optimization approaches [20] - [24] . These existing schemes are either based on the default assumption of full data replication, or ignore the consideration of the stochastic feature caused by dynamic data. Nonetheless, these existing schemes cannot be directly applied to most Internet-scale systems with dynamic data due to the following two practical limitations:
• Dynamic Data and Placement: Considering the storage cost and complicated database management, databases in many content delivery systems are not fully replicated by all back-end data centers. In practice, the replicas of each data block may be held by only several backend database servers in many systems. For example, Google replicates its data across at least two data centers to equally distributed loads and ensure reliability via redundancy design. In addition, due to the real-time data uploading or acquiring (e.g., IoT), the back-end databases are updated dynamically.
• Dynamic Data Access: In some content delivery systems with dynamic data (e.g., Web systems), the remote data access (e.g., query, transfer) is always required to request the data from one or multiple distributed servers. For instance, in a geo-distributed data analytics system with MapReduce, the intermediate data (i.e., the output of the Map tasks) always should be transfered across different sites for the Reduce tasks [25] . The remote data access leads to significant system uncertainty in service rate and response time. For the front-end job severs, it is difficult to accurately identify the specific operations for each data sensitive job and to predict the knowledge about the data distribution over the geo-distributed databases with dynamic data.
B. CONTRIBUTIONS
The goal of this article is to develop a novel energy-efficient control algorithm to dispatch job requests in Internet-scale systems with dynamic data. To this end, we develop a stochastic optimization-based Dynamic REquest Mapping control scheme (DREM ), which minimizes the cost of power consumption while achieving the stability of system. DREM does not require the knowledge of job arrival, service rate, and data distribution, and it makes the total system cost arbitrarily close to the minimum average cost achieved by the optimal policy, which is based on the complete knowledge of future events. The desired cost performance of DREM is controlled by a parameter K with a corresponding tradeoff in time average queue backlog or delay performance. The main contributions of this article are summarized as follows:
• A fine-grained system model is developed to capture the system's characteristics in geographic diversity, variation over time, and various uncertainties. Especially, considering that the arrival rate and service rate of job requests are stochastic and unpredictable in practice, the dynamic queue is used to model the procedure of job processing. Then, the problem of optimal job request mapping for minimal energy cost with system stability is mathematically formulated as a stochastic optimization, referred to as the Stabilized Energy Minimization Problem (SEMP).
• To design a practical algorithm for SEMP, the Lyapunov optimization framework is adopted to simultaneously manage system stability and tradeoffs between cost minimization and delay. As a result, a dynamic request mapping control algorithm (DREM ) at the front-end server is developed to make greedy decisions based on current measurable queue backlogs and system states, without the knowledge of stochastic job arrival and service rate raised by dynamic data.
• Theoretical analysis and experimentation based on real data traces are conducted to extensively investigate the performance of DREM. Theoretical analysis proves the performance bound of DREM on time average system cost and queue backlog. The simulation results demonstrate that our proposed scheme outperforms the baseline schemes with respect to the balance of system energy cost and delay performance.
C. ORGANIZATION
The rest of this paper is organized as follows. In Section II, we review the related work. In Section III, we present the system model and problem formulation. In Section IV, we present the scheme for solving the defined problem and introduce the dynamic control algorithm. In Section V, we conduct theoretical analyses to derive the performance bound of our proposed scheme. In Section VI, we conduct a performance evaluation based on real-world traces. In Section VII, we discuss the models in this article and the further extensions. Finally, we conclude the paper and suggest future work in Section VIII.
II. RELATED WORK
A considerable amount of investigation and research have been conducted to improve the efficiency of Internet-scale VOLUME 5, 2017 systems by exploiting the geographical diversity. In the following, we conduct a literature review of existing efforts relevant to our study. Generally speaking, the existing schemes can be categorized into predictable model-based schemes and stochastic optimization-based schemes.
A. PREDICTABLE MODEL-BASED SCHEMES
This type of scheme requires the optimization strategy to be precomputed based on the full knowledge of the random system model, such as job arrival, random service rate, etc. The corresponding control decisions, or schedule policies, at front-end servers and back-end data centers are generally made by solving a deterministic optimization problem. For example, Qureshi et al. in [8] argued that significant economic gains can be achieved by exploiting the variation of fluctuating electricity prices. Rao et al. in [10] proposed a scheme to minimize the total electricity cost by controlling the request allocation and the number of active servers. They formulated the problem as mixed-integer programming with delay constraints, and solved the approximate formulation via a proposed polynomial-time algorithm. The job request mapping in [11] considers not only the electricity cost of a particular workload assignment, but also the transition cost associated with reallocating workload between data centers. Liu et al. in [13] modeled a more complicated energy optimization system, which incorporates renewable generation, storage, an optimized cooling micro-grid, and batch job scheduling. To this end, an integrated workload management system was proposed for data centers to take advantage of the possible gains by shifting workload in a way that exploits time variations in electricity price, the availability of renewable energy, and the efficiency of cooling. In addition, Gao et al. in [14] introduced a Flow Optimizationbased framework for Request-routing and Traffic Engineering (FORTE) to balance the weighted sum of electricity cost, carbon footprint, and access latency. The problem is formulated as a linear program under the constraint of data placement, and is solved by a fast heuristic algorithm. In addition to exploiting the system diversity for minimizing energy consumption, there have been additional studies conducted for assessing system performance, such as traffic cost minimization [15] - [19] . For example, Xu et al. in [15] studied the problem of joint request mapping and response routing to maximize the total utility of serving the requests, minus the electricity and bandwidth costs incurred. Via decomposing the large-scale global problem into a number of sub-problems, an efficient distributed algorithm was developed to solve the problem quickly. To further exploit the geographical diversity of network, Zhang et al. in [16] introduced an automatic Traffic Engineering (TE) scheme to jointly optimize the cost and the performance of delivering traffic for online service provider networks across multiple data centers. Later, Laoutaris et al. in [17] aimed to rescuing purchased, but unutilized bandwidth resources across different data centers, and using it to carry inter-datacenter bulk traffic for backup, replication, or data migration. To this end, a validated system NetStitcher was designed and implemented to schedule data transfer based on a store-and-forward algorithm.
B. STOCHASTIC OPTIMIZATION-BASED SCHEMES
Considering that most system states are stochastic and potentially unpredictable in nature, several recent studies have attempted to exploit geographical diversity and improve system performance via a stochastic optimization framework [20] - [24] , such as Lyapunov optimization [26] , [27] . For example, Liu et al. in [20] introduced a control framework to optimize the power-performance tradeoff by making online decisions on request admission control, routing, and scheduling of virtual machines. This study was launched in response to dynamic and unpredictable user requests from heterogeneous applications served by a SaaS cloud datacenter platform. For cloud-based video applications with unpredicted request arrival, Xiao et al. in [21] introduced an online algorithm to minimize the renting cost of virtual machines while maintaining the QoE (Quality of Experience) requirements of users. The algorithm was designed based on the Lyapunov optimization framework for dynamic request direction and resource provision. Considering the temporal and spatial variations in the workload arrival and electricity price, Yao et al. in [22] extended the Lyapunov optimization framework to two different time scales, and presented a stochastic power reduction algorithm to control the job distribution and the number of active servers within data center. Yu et al. in [23] , [24] attempted to minimize the energy cost by considering uncertainties in electricity price, workload, renewable energy generation, and power outages in microgrids of the smart grid. The problem was formulated as a stochastic program for job request distribution, server provisioning, energy storage management, generator scheduling, and power transmission. The operation algorithm, based on the Lyapunov optimization technique, was designed to balance the tradeoff among various considerations.
Our study differs from the existing work in the following aspects: First, distinct from the solution obtained through solving a deterministic optimization problem with the Lyapunov optimization framework, our dynamical control algorithm DREM is more practical and can be performed based on the measurable system states (e.g., current queue backlog) without any prediction of future job arrival and service rate. Second, compared to the existing work that considers various uncertainties (job arrival, electricity price, power generation, etc.), our work additionally considers the stochastic feature caused by dynamic data, which significantly affects the response time for each job, resulting in the stochastic and unpredictable service rate of each back-end data center.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first describe the functional architecture of Internet-scale service systems with dynamic data. Next, the system models are introduced, including job request arrival and dispatching model, service rate model, dynamic queue model, and system cost model. Using these models, we formulate the problem of job request mapping for energyefficient system as a constrained optimization problem.
A. SYSTEM ARCHITECTURE
A large Internet-scale service system is considered in this paper. It consists of multiple geographically distributed infrastructures, as illustrated in Figure 1 . A service provider runs servers over the geo-distributed systems. The general architecture of each system involves the following two main components: front-end servers, and back-end processing infrastructures.
• Front-end servers are responsible for collecting the job requests from users and dispatching the job requests to the appropriate back-end system for processing. In a practical system, front-end servers can be DNS (Domain Name System) servers used by Akamai and most CDNs (Content Delivery Networks), or HTTP proxy servers used by Google and Yahoo.
• Back-end system is responsible for handling the job requests, and consists of multiple geo-distributed data centers. Each back-end infrastructure consists of two sub-components: processing servers and database servers. A database server is used to store the dynamic data, and handle the data-related operations (e.g., query, transfer) from the database of other back-end systems. For example, in a web-cluster system, the processing servers can be web servers and application servers, which are responsible for static page and dynamically generated page, respectively. Generally speaking, the basic process of the system works as follows. When a job request arrives at a front-end server, the job dispatcher distributes it to an appropriate back-end system using specific policies. On the processing server, if the required data can be queried in the local database server, the job request can be directly served and the response can be sent back to the user quickly. Otherwise, remote data access will be launched to request the required data from other remote database servers, and then the job request is queued and will be served later based on the responses from one or multiple remote database queries. In this system, the job request dispatcher is one of the most critical controllers, which significantly impacts the service quality and stability of the system. Thus, we focus on the problem of how to dispatch the job requests optimally in this article.
Dynamic Nature of Data: Unlike existing research, in this article we study the additional stochastic nature caused by dynamic data in Internet-scale systems. There are some noteworthy facts about the dynamic data used for job processing. On one hand, the data required for a specific job cannot be exactly identified by the front-end server until the job arrives at the back-end system for processing. For instance, in an image retrieval system, the user may need to process the images with the potential features through the complicated machine learning methods. On the other hand, even if the front-end server knows the information of the required data exactly in advance, it is difficult to obtain the complete knowledge of data distribution or statistic information, because of the large-scale data distribution and dynamic data updating. In addition, the data used for each job may jointly require the remote responses from multiple geo-distributed collaborative database servers. The abovementioned fact indicates the dynamic nature of data.
Due to the dynamic data, it is difficult to know, or accurately predict, the actual service time of each job request in advance. In addition to the efficiency of the processing servers in the local data center, the actual service time is also limited by the response time of remote data access, which is associated with the data placement and distribution, the efficiency and load of the target database servers, and the end-to-end network latency. Clearly, dynamic data poses a significant challenge to optimally dispatching the request at the front-end servers.
We now take a known content-based web delivery system, Akamai, as an example [28] . Its DNS system provides automatic network control via the mapping techniques (i.e., the direction of request to content servers). Content servers (i.e., back-end system) then deliver static content (e.g., HTML pages, embedded images, and documents), dynamic content (e.g., animations, scripts, and DHTML), and streaming audio and video. Generally speaking, the dynamically generated and personalized content is requested by the user, and content generation is customized depending on a given user's profile and characteristics. Meanwhile, the content in each database server is dynamically updated in real time. Giving a specific example in search system (e.g., Google), the user generally enters the personalized ''keywords'' to search all relevant information, including text, image, video, etc.; however, the required data for generating a satisfactory response possibly stores in multiple back-end database servers and the relevant data in each database is also updated in real-time. Under such a large scale system with dynamic content, it is difficult to accurately deliver a job request to an appropriate back-end data center with complete data for job processing.
B. SYSTEM MODEL
We consider the system consisting of M front-end servers and N geo-distributed back-end systems (i.e., data centers), VOLUME 5, 2017 
respectively. Each back-end system has a fixed processing capacity. The system operates in slotted time t, with slots normalized to one unit. The length of each time slot matches the timescale, with which the system can adjust its configuration for better service and system performance. Without losing generality, we assume that the task inter-arrival times at each front-end server are much shorter than the length of a time slot. In practice, T can be set to a long time-interval (e.g., one year or several months) and time slot t to a shorter time-interval (e.g., several minutes or hours). The main notations used throughout this paper are summarized in Table 1 . The detailed model of each component, as shown in Figure 2 , are introduced as follows.
1) REQUEST ARRIVAL AND DISPATCH MODEL a: REQUEST ARRIVAL
For simplicity, we consider only one type of job request served by the system. This assumption also indicates that all N back-end data centers possibly store the data related to this type of job. We first assume that job requests arrive at each front-end server randomly and are i.i.d (Independent and Identically Distributed) in every time slot. Denote the number of job requests arrived at F i during time slot t as J i (t), where J(t) = (J 1 (t), J 2 (t), . . . , J M (t)) denotes the arrival vector. The corresponding request arrival rate vector is defined as λ (λ 1 , λ 2 , . . . , λ M ), where λ i is the job arrival rate at F i and is defined as λ i = E{J i (1), J i (2), . . . , J i (T )}. We assume that there always exists a J max that satisfies J i (t) ≤ J max for F i across all time slots.
b: REQUEST DISPATCHING
When job requests arrive at the front-end server, the dispatcher determines how to dispatch these requests to the backend data centers for processing. To model this decision, we use α ij (t) ∈ [0, 1] and j ij (t) to denote the proportion and number of requests distributed from F i to D j at time slot t, respectively, i.e., j ij (t) = α ij (t) × J i (t). α ij (t) and j ij (t) are logically equivalent. For ease of description, the vector of the job request dispatching at F i during time slot t is defined as j i (t) = (j i1 (t), j i2 (t), . . . , j iN (t)), and the corresponding vector of all front-end servers during time slot t is defined as j(t) = (j 1 (t), j 2 (t), . . . , j M (t)). Thus, for any F i , its job request dispatching during time slot t satisfies the following two constraints:
where M and N are the numbers of front-end servers and back-end data centers, respectively. Constraints (1) and (2) indicate that all arrived requests at any time slot t will be dispatched to back-end systems immediately. Moreover, it is possible that j ij (t) = 0 for F i to represent that no job request will be distributed to D j during time slot t, due to the fact that D j provides limited processing capacity or unacceptable processing cost probably. It is worth noting that although the request dispatching model in (1) distributes the arrival job requests to all back-end data centers, it does not means that the replicas of each data block are fully replicated by all backend database servers. As we have emphasized, due to the stochastic feature caused by dynamic data, the databases of all back-end data centers may store different required data simultaneously. Therefore, the job arrival of D j at time slot t, denoted by A j (t), is the sum of the requests dispatched to D j from all front-end servers, i.e., A j (t) = M i=1 j ij (t). We denote the vector of job request arrival of all data centers during time slot t as A(t) = (A 1 (t), A 2 (t), . . . , A N (t)). According to the assumption of job arrival at the front-end server, i.e., J i (t) ≤ J max , we can assume that there also exists a A max such that A j (t) ≤ A max for any D j and t.
2) SERVICE RATE MODEL
In addition to the computing capacity, the service rate in the Internet-scale system with dynamic data is also associated with many other factors, including the dynamic data updating, the data distribution (or placement) strategy, the efficiency and real-time load of the target database servers, and the random end-to-end network latency. These factors affect the ratio of remote data access and the corresponding response time. For instance, optimal data placement results in the required data being queried with low latency [29] . Due to the complexity caused by the dynamic data, the service rate of each data center is stochastic, and is hard to predict accurately.
In this paper, the stochastic service rate of D j at time slot t is denoted as r j (t) and satisfies the constraint of 0 ≤ r j (t) ≤ C j . Here, C j is the work load capacity of D j per time slot, and is defined as the maximum amount of job requests, which can be handled under the peak load when all required data is available in the local database. Generally speaking, the maximum service rate of a data center depends on its processing capacity. It is worth noting that this model can be extended to the more flexible scenario with dynamic system capacity. Further possible extensions are discussed in Section VI-B.
3) DYNAMIC QUEUE MODEL
The service engines are modeled as a series of dynamic queues, as shown in Figure 2 . In particular, each data center maintains a queue, which stores the unfinished job requests. Denote U j (t) as the backlog in the queue of D j at the beginning of time slot t, representing the number of unfinished job requests. Denote U(t) = (U 1 (t), U 2 (t), . . . , U N (t)) as the vector that presents the backlog queued at all back-end data centers. Then, the queue dynamics of U j (t) proceed according to the following equation:
where U j (t + 1) is the backlog in the queue of D j at the beginning of next time slot t + 1, and A j (t) is the job arrival of D j during time slot t. In our system, we assume that the back-end system can accurately measure the queue backlog of unfinished job requests U j (t). In addition to minimizing the system energy cost, another control objective considered by the system is stabilizing the queue backlogs. Throughout this paper, we define the strong system stability as follows [30] :
where U is the time average queue backlog of all data centers, and U j (τ ) is the queue backlog of D j at time slot τ .
4) COST MODEL
We now consider the system cost caused by the power consumption of all data centers. Denote the system cost of D j during time slot t as f j (t).
a: POWER CONSUMPTION
To capture the geographic diversity and variation over time, we let P j (t) denote the power consumption of D j during time slot t. Generally speaking, the total power consumption of a data center is associated with the power consumption of Information Technology (IT) equipment and its Power Usage Effectiveness (PUE). Thus, P j (t) can be given by
where p j (t) is the power consumption of IT equipment of D j during time slot t, including the power consumption from computing, storage, and networking, and PUE j is a parameter that indicates the average PUE of D j . The power consumption from IT equipment in this paper (i.e., p j (t)) is modeled as a function associated with time t and workload [8] , [32] . To be more precise, the strict power consumption can be expressed as a function with respect to the CPU utilization. Most existing research uses the service rate to represent the CPU utilization. Nonetheless, the real service rate of upcoming time slot is stochastic and hard to predict accurately. Generally speaking, the applications in the system with dynamic data are online services with the realtime requirement, thus the job requests dispatched to each back-end data center can be processed quickly (much shorter than the length of a time slot). Therefore, it is reasonable to approximately model the power consumption of each time slot using the corresponding job arrival. Such a power consumption model has been widely used by existing research, such as [11] , [12] , [15] , [24] , [33] . For the job arrival of D j at time slot t, i.e., A j (t), its total power consumption can be given as the following function:
PUE is an industry accepted ratio for the measurement of effective usage of electrical power. The PUE can vary widely among individual data centers depending on infrastructure equipment configurations and efficiencies, time of year, and local climate. Figure 3 shows the benchmarking study concerning the PUE of 23 data centers in Singapore, where the PUE of these data centers ranges from 1.67 to 3.31 with the average of 2.07 [31] . According to the investigation, we know that the average data center uses nearly 50% of its total power on infrastructures other than the IT equipment. Thus, the diversity of PUE is significantly critical and cannot be ignored in modelling the power consumption. 
b: SYSTEM COST
Power consumption consequently incurs system cost. On the one hand, the service provider (i.e., system owner) will pay monetary cost to the electricity providers. On the other hand, from the perspective of electricity generation, power consumption is accompanied with carbon emission and environment damage. For example, multiple electricity price market VOLUME 5, 2017 is ubiquitous, especially in some places of U.S. Electricity prices vary on an hourly basis and are often not well correlated at different regions. In addition, electrical energy in a region is typically generated with different fuel types (such as coal, oil, gas, nuclear, wind, solar, etc.). Generation by burning fossil fuels emits much more carbon than generation with renewable energy (nuclear, wind, solar, etc.). Nonetheless, there is a significant difference among the fuel mix in different regions.
To model the fact that each data center may face a different cost market due to the geographic diversity and variation over time, we characterize the cost at the location of D j by a weight function associated with time t, denoted as ω j (t). The specific value of ω j (t) can be determined based on the tradeoff between electricity price and environmental damage (e.g., carbon emission) caused by power consumption. Thus, the system cost of D j and the total system cost of all data centers during time slot t (denoted by f (t)) can be modeled as follows:
and
C. STABILIZED ENERGY COST MINIMIZATION PROBLEM
In this study, we consider minimizing the energy cost of the whole system by optimally dispatching the job requests with dynamic data, while maintaining the system stability. Intuitively, it is beneficial to distribute the job requests to the back-end data centers that can process the requests with the lowest cost as much as possible. Nonetheless, in a real system deployment, energy cost is generally constrained by the dynamic data, the efficiency of the back-end infrastructures, the geographic diversity, and even the delay requirement of the job. For example, it may not be optimal to map the job request to a data center with the lowest cost if its processing capacity is very limited. As a result, a long request queue backlog may be incurred, increasing the response time, and potentially wearing out the users' patience (i.e., latency deadline). Thus, we consider the tradeoff between system cost and delay performance.
According to the system model in the above subsection, we formulate the job request dispatching problem to be an optimization problem, which minimizes the time average system cost subject to the constraints of request arrival and queue stability. Mathematically, we have the following constrained optimization problem:
s.t. (1), (2), and(4).
We refer to this as the Stabilized Energy cost Minimization Problem (SEMP) in the remainder of this paper. For SEMP, the optimal request dispatching policy for objective (9) does not exist without the assumption of an infinite delay requirement of a job. In other words, the minimum system cost can be achieved only in the system for delay tolerant jobs. In reality, there always exists an acceptable response time (i.e., patience) for users. Response time violation may consequently dent the system's appeal to clients, and thus reduce its competitiveness in the market. Therefore, the practical control objective is to achieve a tradeoff between the minimum cost and delay, while stabilizing the queues in the system.
IV. DYNAMIC REQUEST MAPPING CONTROL FOR SEMP
To design a more practical request mapping strategy for SEMP, we consider the concept of the Lyapunov optimization framework. Generally speaking, Lyapunov optimization refers to the use of a Lyapunov function to optimally control a dynamic system. Lyapunov functions are used extensively in control theory to ensure different forms of system stability. One typical system control is to stabilize all system queues while optimizing some performance objectives, such as minimizing average energy or maximizing system throughput [26] , [27] . Thus, in this paper, we use the Lyapunov optimization framework to simultaneously treat system stability and performance tradeoff between energy cost and delay.
The basic concept of our solution is to define a Lyapunov function that measures current queue congestion first, and then makes greedy decisions to minimize the Lyapunov function at every time slot based on the current queue states of all back-end data centers. Such greedy decisions do not require the knowledge of stochastic system states, including the job request arrival at each front-end server and the service rate at each back-end data center; and hence, offer a potential advantage in overcoming the complexity explosion problem described in the previous sections, such as geographic diversity of the system, random job arrival, and dynamic service rate, due to the dynamic data. In the following, the dynamic control algorithm, based on the Lyapunov optimization framework, will be presented to solve SEMP. In the following, we will first introduce strategy of algorithm design based on Lyapunov drift. We will then present the dynamic request mapping algorithm in detail.
A. THE STRATEGY OF ALGORITHM DESIGN
To measure the aggregate queue backlog (i.e., congestion) in the system, the Lyapunov function for each time slot, denoted by L(t), is defined as the sum of the squares of the current queue backlogs (divided by 2 for convenience later):
This function is called the quadratic Lyapunov function on the queue state. Then, we define the one-step conditional Lyapunov drift, denoted by (t), as the expected change in the Lyapunov function over a single time slot:
where L(t + 1) is the Lyapunov function at time slot t + 1. To stabilize the system while minimizing the time average penalty, i.e., the optimization objective defined in (9), the dynamic control algorithm can be designed to make request mapping actions that greedily minimize a bound on the following drift-plus-penalty function of each time slot t [34] :
where K is a non-negative parameter that is chosen as desired to affect a performance tradeoff between system cost and queue backlog level. A key derivation of the algorithm design is to obtain an upper bound on (13) . We define such an upper bound in the following lemma.
Lemma 1: For any feasible request mapping policies under the job distribution constraints represented in (1) and (2), we have, (t)+E{Kf (t)|U(t)} ≤ B+E{Kf
(t)+ N j=1 U j (t)A j (t)|U(t)} − E{ N j=1 U j (t)r j (
t)|U(t)}. (14)
Here, B N j=1 C 2 i /2 + NA 2 max /2. Proof: Considering the fact that max[U j (t)−r j (t), 0] 2 ≤ [U j (t) − r j (t)] 2 , and max[U j (t) − r j (t), 0] ≤ U j (t), the square of both sides of the queue dynamics in (3) becomes:
Summing the above over j = 1, 2, . . . , N and using the fact that r j (t) ≤ C j and A j (t) ≤ A max , we have:
Dividing the above inequality and taking conditional expectation on U(t) yields the following bound for the onestep condition Lyapunov drift:
where B = N j=1 C 2 j /2 + NA 2 max /2. By adding the expected system cost, i.e., K E{f (t)|U(t)} = K E{ N j=1 f j (t)|U(t)} to both sides of above inequality, the lemma is finally proved as follows:
where B = N j=1 C 2 j /2 + NA 2 max /2. According to the Lyapunov optimization theory, the strategy for SEMP is to minimize the right-hand side items of the inequality in (14) by controlling the job dispatching at the front-end servers. More specifically, it can be clearly seen that the optimization objective can be achieved by minimizing the second item, i.e., E{Kf (t) + N j=1 U j (t)A j (t)|U(t)}. This is because the control decisions in our system (i.e., j(t)) only affect this item. The detailed dynamic control algorithm will be introduced in next subsection.
B. DYNAMIC REQUEST MAPPING CONTROL ALGORITHM
The design strategy we have developed yields the following dynamic request mapping control algorithm (DREM ). In a practical system, the algorithm is implemented by all front-end servers for any control parameter K > 0, and for given measurable system parameters (U j (t), weight function ω j (t), PUE, etc.).
Dynamic Request Mapping (DREM):
The following control operations are performed by each front-end server and back-end data center at every time slot t.
• Job Request Mapping at the Front-End Servers: Each front-end server F i observes the job arrival J i (t), the current levels of queue backlog U(t), and the system parameters for computing system cost f (t), and then obtains the corresponding request mapping policies j i (t) = (j i1 (t), j i2 (t), . . . , j iN (t)) by solving the following VOLUME 5, 2017 constrained minimization problem:
The arrived requests J i (t) are dispatched to the back-end data centers according to the corresponding mapping policy j i (t).
• Queue Updating at the Back-End Data Centers: Each back-end data center D i observes the new job arrival A j (t), and updates its queue using (3). for each time slot t do 4: // Operations at the front-end servers:
Algorithm 1 Algorithm Procedures of DREM
for each front-end server F i ∈ F do 6: Observing the job arrival J i (t); 7: Observing the queue backlogs of all DCs U(t); 8: Observing the current system states for cost computation; 9: Getting the decisions j(t) by solving (19); 10: Executing the mapping decisions j(t); 11: end for 12: // Operations at the back-end DCs: 13: for each back-end DC D i ∈ D do 14: Observing the new job arrival A j (t); 15: Updating the queue according to (3); 16: end for 17: end for 18 : end while
The detail of the algorithm procedure is presented in Algorithm 1. Notice that the decision made by DREM at each time slot only depends on the current measurable system states, and does not require the knowledge of future job arrival, random service rate, or data distribution. All that needed is that each back-end data center broadcasts their current queue backlog U j (t) and measurable system parameters (weight function ω j (t), PUE, etc.) to all front-end servers for every time slot, which only requires a few bits to transmit the information. Then, the decision of the request mapping can be made by solving the optimization problem defined in (19) . In addition, the performance of DREM is controlled by the parameter K , which achieves the tradeoff between system cost and average queue backlog. The average queue backlog also reflects the delay performance. In next section, we conduct theoretical analysis to derive the theoretical performance bound and discuss the model extension.
V. THEORETICAL ANALYSIS AND DISCUSSION
In this section, we focus on analyzing and discussing the properties of the proposed DREM algorithm. We first derive the performance bound of the algorithm and then discuss the models and possible extensions.
A. PERFORMANCE BOUND
First, we assume that the arrival of a job request is strictly within the processing capacity region of the system. The system capacity region, denoted by , is defined as follows.
Definition 1: The system capacity region is the closure of the set of the arrival rate of all job requests λ (λ (λ 1 , λ 2 , . . . , λ M ), where λ i = E{J i (t)}) that can be stably supported by the system, considering all possible request mapping strategies.
Denote f * as the desired minimum time average system cost. Then, for any job arrival in the system, there must exists one stationary request mapping policy, which can stabilize the queue backlog with E{f (t)} = f * and E{r j (t) − A j (t)} ≥ for all j = 1, 2, . . . , N , where > 0 [26] . Because the system cost f (t), job arrival A j (t), and service rate r j (t) are independent of U(t), we have E{f (t)|U(t)} = E{f (t)} and E{r j (t) − A j (t)|U(t)} = E{r j (t) − A j (t)}. Thus, based on the proof of Lemma 1, the drift-plus-penalty function for all time slots satisfies,
For the performance bound of DREM, we have the following theorem.
Theorem 1: Suppose there are constants K ≥ 0, B ≥ 0, > 0 such that for all time slots t and all possible backlog vectors U(t) that the condition in inequality (20) holds. Then, for any control parameter K > 0, the proposed DREM algorithm can stabilize the system, and results in the following performance bound on time average system cost and time average queue backlog,
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Proof: Taking a conditional expectation of (20) with respect to U(t) and using the iterative expectation law yields:
After summing over time slots t ∈ {0, 1, . . . , T − 1}, and dividing by T , we have
. (24) By manipulating (24), we have
Taking limits as T → ∞ yields the bound on time average queue backlog in (21) . The bound on time average backlog implies strong system stability as the definition in (4). Similarly, by manipulating (24), we have
Taking limits as T → ∞ yields the bound on time average system cost in (22) . The above analysis holds for all K > 0. Clearly, K is a key parameter by which to weight the importance of meeting the desired system cost. The theorem shows that increasing the value of K chosen results in B/K decreasing, leading to the achieved time average system cost being arbitrarily near or below the optimal system cost f * . Conversely, increasing K will have the effect of increasing the time average queue backlog, consequently leading to the increase in the job processing delay. The analysis shows that if a drift-pluspenalty condition is satisfied, the time average penalty is, at most, O(1/K ) above the optimal target, while the time average queue backlog is O(K ). Thus, the parameter K can be chosen to push the time average system cost towards (or below) the optimal target with a corresponding tradeoff in time average queue backlog (or delay performance).
VI. PERFORMANCE EVALUATION
In this section, extensive simulations are conducted to investigate the performance of DREM based on real-world data traces. First, we introduce the evaluation methodology, including basic configurations, data sets, comparisons, and simulation scenarios. Following that, the performance of DREM is presented and analyzed under different scenarios. 
A. EVALUATION METHODOLOGY 1) BASIC CONFIGURATIONS
There are 5 front-end servers and 12 back-end data centers geographically distributed in our experiment. These data centers are located in four regions of U.S., including New York, New England, Texas, and Illinois. Within each location, three data centers with different scale class (e.g., small, medium, and large) are deployed. The scale class also indicates the processing capacity of the corresponding data center. More specific configurations of all data centers in our experiments (including the work load capacity, the average PUE) are generated from the investigation report in [31] and listed in Table 2 . Here, without loss of generality, the computing resource required for each job is set as one unit.
2) COST FUNCTION PARAMETERS
The power consumption function in (5) is characterized by the following four parameters: P ue j , C j , ω j (t), and g j (.). These parameters are constantly determined by the specific data center. More specifically, the average PUE and capacity are set as shown in Table 2 . The weight parameter w j (t) is set as the real electricity price trace of the four locations. The power consumption function from IT equipment and related parameters are set based on the investigation and measurement report in [32] , [35] , [36] .
3) DATA SETS
The real-life electricity price data sets are obtained from publicly available government agencies [37] . As shown in Figure 4 , the price data sets with 5-minute interval on Dec. 28th, 2015 are downloaded for four hubs within the areas of New York, New England, Texas, and Illinois, respectively.
Five groups of workloads are randomly generated as the job arrival of the five front-end servers. Each group of workload trace samples in our experiments is generated based on the Poisson distribution model with constant request arrival rate per time slot. The assumption of Poisson based job arrival is reasonable and has been demonstrated by the measurement study in [38] .
4) COMPARISON
The performance of DREM is compared with the following two baseline control strategies: (i) PROPORTION. The number of job requests distributed to any back-end system VOLUME 5, 2017 is proportional to the work load capacity of the corresponding data center. For the job arrival at F i during time slot t (i.e., J i (t)), the proportional mapping policy to data center D j is expressed as j ij (t) = J i (t)
. Thus, this scheme is expected to show the optimal performance in time average backlogs without considering the system cost. (ii) PRICE. This scheme uses the policy similar to the algorithm in [8] , which follows the rule of mapping more job requests to the data center with lower electric price. In particular, the job requests are routed to the back-end data center with the lowest electricity price first, and the number of job requests routed is close to a constant percentile of its processing capacity. Then, the job requests are routed to the data center with the second lowest price, until all arrived jobs are allocated. Because we assume that the practical service rate of each data center is much lower than its capacity due to dynamic data, the constant percentiles in our experiment are set as 60% and 90%, respectively. Thus, we expect that this approach shows the worst delay performance and may achieve a lower system cost in most cases.
5) SCENARIOS AND PERFORMANCE METRICS
Three experimental scenarios are conducted to investigate the performance: system sensitivity to the control parameter K , system stability over time, and system sensitivity to workload. Each experiment is conducted based on data sets of 24 hours, and the length of each time slot is set to 5 minutes. Because the goal of DREM is to minimize the long-term energy cost and balance the tradeoff between cost and delay performance, we collected the time average system cost and queue backlog to evaluate the effectiveness of our proposed mechanism. The data point shown in the result is the average of 100 runs.
B. EVALUATION RESULTS
In the following, we show the evaluation results with respect to sensitivity to K , system stability, and sensitivity to workload.
1) SENSITIVITY TO K
The request arrival rate λ of each front-end server is fixed to be 10 4 , and the control parameter K varies from 10 to 10 6 . Figure 5 retain the same value as K increases. As expected, we can see from Figure 5 (a) that the highest system cost is always achieved by PROPORTION approximately (≈ 2.88 × 10 5 dollars), because its mapping policy routes job requests to the data center based only on the capacity, without considering the cost of power consumption. On the contrary, PRICE achieves lower system cost in most cases (≈ 2.6 × 10 5 dollars), because the vast majority of job requests are routed to the data center with the lowest electricity price. For DREM, it is clear that the average total system cost converges to the minimum cost levels as K increases. Especially, the system cost reduction of each time slot achieves 4% approximately (≈ 1 × 10 4 US dollars) when K is chosen as 10 6 , which is lower than PRICE. Furthermore, we observe that from Figure 5(b) , the time average queue backlog of DREM is close to PROPORTION when K is small (< 10 3 ), and grows to a high level as K increases. The queue backlog of PRICE remains at a higher level as expected. Average queue backlog also indicates the average delay of the system in job processing. Overall, DREM shows a delay performance degradation as well as system cost reduction as K increases. These simulation results validate the performance bound of DREM in Theorem 1, where it was determined that parameter K controls the tradeoff between system cost and queue backlog (or delay).
2) SYSTEM STABILITY
We now measure the system stability of our proposed scheme in comparison with baseline schemes, PROPORTION and PRICE. In the evaluation, the request arrival rate λ of each front-end server is fixed to be 10 4 , and the control parameter K is examined at fixed values of 10 3 and 10 4 . Figure 6 shows the performance results over 288 time slots.
From Figure 6 (b), we observe that DREM, under different values of K , maintains the time average queue backlogs within a stable level. These results indicate the system stability of the design objective. For instance, the time average backlog ranges from 3 × 10 4 to 4 × 10 4 , when K = 10 3 , and the increase of time average backlog is limited for the larger control parameter (K = 10 4 ). The system stability also implies that the time average backlog should not go to infinity, and can provide delay guaranteed service. On the contrary, the time average backlog of PRICE increases dramatically over time and may go to infinity. This indicates that PRICE cannot provide system stability and the bounded delay. Although lower system cost is achieved by PRICE in each time slot as shown in Figure 6 (a), such performance benefit is meaningless to the user and service providers. From Figure 6 (b), we can see that PROPORTION maintains the time average backlog within an acceptable level and provides system stability. The system also pays a greater electricity cost in each time slot. Overall, these simulation results demonstrate that DREM could achieve a performance tradeoff between system cost and delay performance while stabilizing the system.
3) SENSITIVITY TO WORKLOAD
This subset of the experiment investigates the system sensitivity to workload by varying the request arrival rate λ of each front-end sever from 500 to 1.2×10 4 , for control parameter K in DREM examined at fixed values of 10 3 and 10 4 . Figure 7 shows performance results.
As expected, we observe from Figure 7 (a) that the average system costs and queue backlogs of the three approaches with different parameters increase as the work load increases. Under the light work load (approximately for λ < 6 × 10 3 ), it is observed that the system cost of DREM can be as low as PRICE, and the queue backlog is as low as PROPORTION; thus DREM could effectively manage the light workload and achieve the performance objectives in terms of system cost and delay simultaneously. As the workload increases, DREM achieves a trade-off between system cost and delay; of course, such a performance tradeoff is controlled by the parameter K . Furthermore, a dramatic increase in queue backlog can be seen in Figure 7 (b) when job arrival rate λ > 10 4 (approximately). This phenomenon is caused by the intolerable workload; that is, job request arrival at the frontend server is beyond the processing capacity of the back-end infrastructures. In addition, we notice that the queue backlogs of PRICE under different percentages (i.e., 60% and 90%) are two polylines. Because PRICE dispatches the job requests based on a constant percentage, more data centers with higher electricity price will be assigned to process job requests as the workload reaches a certain level. As expected, PRICE and PROPORTION achieve their performance in a single dimension.
VII. DISCUSSION AND FUTURE EXTENSIONS
Here, we discuss the assumptions made in our system model, and present the possible algorithm extension for more efficient system control as the future work.
A. JOB REQUEST MODEL
To facilitate understanding and description, the job request model in this study is derived based on the assumption of only one type of job. Actually, multiple types of jobs can possibly coexist in the system, and each type may correspond to a specific data type (text, figure, video, etc.) or a specific application. It is easy to extend our model and control algorithm to such a system. First, the job arrival for each specific type can be modeled in this paper. Second, for a job dispatching model, it is quite possible that the front-end servers maintain the global mapping relationship between the target database servers and specific job type. For example, for a video type of web job, the front-end server can dispatch the job request to those data centers with video content. Thus, the job dispatching for any type of job should be constrained by the data distribution of the specific data type. Moreover, the power consumption model for different types of jobs should be based on the diversity caused by the different resource requirements. Especially, more CPU resources will be occupied by the more complicated jobs.
The theory and algorithm in this study are derived under the assumption that job arrival J(t) follows i.i.d. It can be extended to the case when J(t) is Markovian model. Meanwhile, the performance of DREM can still achieve the cost-delay tradeoff [O(1/K ), O(K )]. This issue has been well discussed and proved by using multi-slot drift analysis in previous work [34] .
B. SERVICE MODEL
The service rate model is driven by the assumption of fixed processing capacity, and can be extended to the more flexible scenarios with dynamic systems. The capacity of the dynamic system can be achieved by controlling the number of active servers and the CPU frequency of each server. More specifically, the system capacity can be adjusted according to the received workload, dynamically, for energy saving. Some existing research has thoroughly investigated this problem and demonstrated the effectiveness in improving energy efficiency [33] , [39] . For instance, Ling et al. in [33] developed an online algorithm for cost and energy saving via dynamically ''right-sizing'' the data center by turning off/on servers. The dynamic control algorithm in our study makes the request mapping decisions based on the queue backlog information without the service rate knowledge of any data center. Thus, DREM is also effective under the data centers with dynamic capacity.
C. EXTENSION
Distinct from many cloud-based applications and services, e.g., IaaS (Infrastructure-as-a-Service), the performance of content-based Internet-scale systems in this study relies heavily on the schemes associated with data used for job processing (e.g., data query scheme in distributed databases [40] , content placement algorithm [41] , and replication techniques [42] ). In this study, the proposed scheme DREM dynamically controls request mapping at the front-end servers according to the corresponding stochastic service rate. As a further work for a more efficient system, a joint optimization can be conducted to simultaneously control the data query, content placement, and replication at the back-end infrastructures, as well as the request mapping at the front-end servers.
VIII. CONCLUSION
In this paper, we have addressed the issue of how to optimally map job request to back-end data centers for energy-efficient Internet-scale systems with dynamic data. We have developed a stochastic optimization based Dynamic REquest Mapping control algorithm (DREM ), which is capable of minimizing the system cost caused by power consumption, while achieving the system stability. DREM not only can operate devoid of the knowledge of job arrival, service rate, and data distribution, but also can direct the total system cost to be arbitrarily close to the minimum average cost achieved by the optimal policy with complete knowledge of future events. In particular, DREM has been designed by adopting the Lyapunov optimization framework, which offers a potential benefit in overcoming the complexity explosion problem of geographic diversity, random job arrival, and dynamic service rate due to dynamic data. We have theoretically proven the performance bound of DREM on time average system cost and queue backlog, and discussed further extensions of our models. Our evaluation results demonstrate that our approach significantly outperforms baseline strategies with respect to system cost, memory overhead (e.g., queue backlogs), and adaptivity to system dynamics. 
