inter-process communication is of great significance to manufacturing and process control systems. In this paper, we propose a strategy for a soon-twbe industrial stanpaper, we will address the real-time communication dard, t6e SP-50 FieldBus, to support both intra-cell and inter-cell real-time communications. We first describe our strategy in detail and show that it is compatible with the current FieldBus draft proposal. Under our strategy, the capacity of each link is divided into two parts. The first part is managed by the local Link Active Scheduler (LAS) for intra-cell (intra-link) communication. The second part is managed by the global network manager for inter-cell (inter-link) communication. By dividing the link capacity in this way, our strategy can allow for fast local intra-cell connection establishment, while supporting global intercell connections. Numerical examples are also given for a typical manufacturing network.
Introduction
An automated factory (AF) is usually composed of several workcells (or simply cells), each of which contains robots, sensors, and transport mechanisms. A multiaccess bus connects all devices in a workcell. A bridge is used to connect two or more workcells. Hence, the network of an AF consists of many links, each of which is a multiaccess bus. The ability to provide predictable inter-process communication is of great significance to an AF, because unpredictable communication delays may lead to missing the deadline of one or more communicating tasks. In this
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Although computer networking has been extensively researched, its specific application to AFs has not yet been addressed thoroughly. Most of analytic research deals with the general area of network communications, focusing on flexible systems design and performance evaluation. However, real-time communication between devices in an AF has seldom been addressed. The Manufacturing Automation Protocol (MAP) which was proposed by GM and other companies for the AF network is based on the OS1 sevenlayer model and the token bus protocol, IEEE 802. 4 . Although the MAP can provide some limited form of real-time communication, it cannot make any guarantee in delivering messages before their deadlines. In fact, the MAP only provides some temporal ordering between devices based on their priorities. The sevenlayer MAP is usually too slow to be used for real-time communications, since there are at least 14 layers' delay in a single one-way message transmission. Another protocol called MINIMAP employs only the first two layers of MAP and combines the remaining five layers into a single layer. Although the communication delay is expected to decrease with MINIMAP, the real-time issue remains unaddressed. Token ring type protocols cannot be used either for the same reason as the token bus. CSMA/CD type protocols are not applicable to real-time communications because of their unbounded communication delays. As we shall see, the FieldBus has only three layers, reserves the required communication capacity in advance for each real-time channel (a point-to-point unidirectional connection which can provide end-to-end message delivery guarantees), and uses a centralized scheme for scheduling messages in order to guarantee the delivery of real-time messages before their deadlines.
The problem of supporting time-constrained communication has been studied by several researchers, since it plays an important role in many applications, such as audio-and video-transmission over a communications network. Most of these efforts can be divided into two categories. The first category is mainly concerned with designing medium access protocols for multiaceeaa networks while considering time constraints in delivering messages. In this context, most of the proposed schemes can be classified as lesteffort schemes, where the system tries to ensure that most measages can meet their deadlines, but it cannot give any guarantees of communication delays [l, 21. However, baaed on the given information about the message arrival/generation pattern, some of them can make guarantees about their delivery time [3] . The other category deals with establishing real-time pointto-point channels and giving guarantees of maximum delivery delays [4, 5,6]. The main issues addressed in these schemes are message scheduling, buffer management, and flow control in the network nodes. Bowever, the type of networks used in these schemes is not suitable for manufacturing automation systems for the following two reasons. First, using a pointto-point network to connect all devices in a workcell is not practically feasible because the network could become too complex to manage if there are tens of devices in a workcell. Secondly, these schemes may suffer the problem of slow channel eetablishment, even when two peer communication nodes are physically close to each other.
Since most time-critical communications are likely to occur between two devices in the same workcell, a fast connection establishment procedure is desirable in AFs. Therefore, a multiaccess bus is a natural candidate for connecting devices in a workcell. On the other hand, since the ability to provide predictable communications between any two devices is also essential to the system, we will focus on quick real-time channel establishment within a workcell (i.e., two nodes on the same multiaccesa bus), while providing the ability to support real-time communication between any two workcells.
The paper is organized as follows. In Section 2, the problem of supporting time-constrained communications under the FieldBus protocol is described. The proposed approaches are discussed in Section 3. Section 4 discusses the compatibility between the proposed protocol and the FieldBus protocol draft. The performance of the proposed protocol is analyzed in Section 5 , and the paper concludes with Section 6.
Problem Statement
Our main goal is to analyze and/or enhance the data link layer of FieldBus protocol which will soon become an industrial standard to support time-critical communications in process control and manufacturing systems. Mast of the data link layer protocol of FieldBus has been well developed. However, the sup port for time-critical message communication is left unspecified. To facilitate our presentation, we need to briefly describe the FieldBus data link layer protocol.
In order to reduce communication latencies, unlike the OS1 seven layer model, the FieldBus has only three layers: physical layer, data link layer, and application layer. Since a manufacturing system is composed of many workcells, and each workcell contains a multiaccess bus which connects all the devices in the workcell, the entire network is a collection of multiaccess buses which are further connected via several bridges. In the data link layer of FieldBus, a Data Link Entity (DLE) is a logically active object, such as a copy of the executing program, which can send/receive packets to and from the interconnection network and acts according to the data link layer protocol of FieldBus. Therefore, there could be several DLEs on a node which is physically attached to the interconnection network, such as computers, sensors, or any manufacturing d e vices. However, it is conceptually simple to treat each DLE as a node. Thus, the terms "DLE" and "node" will be used interchangeably.
The data link layer protocol of FieldBus is a delegated token protocol. There is a central control entity on each multiaccesa link which is responsible for scheduling messages on the local link, i.e., this central control entity is responsible for managing the token. The data link layer service of FieldBus provides both connectionless and connection-oriented communications between two peer communicating DLEs. Although connectionless communication is allowed only between two DLEs on the same link in the current draft proposal [ I , this limitation might be relaxed later, because there is no good reason to establish a connection via several bridges for exchanging only a few non real-time packets. Since the connection et+ tablishment process is relatively time-consuming, connectionless communication should have been allowed for non real-time messages across link boundaries.
There are four claases of DLEs in the FieldBus data link layer: Basic, Link Master (LM), Link Active Scheduler (LAS), and Bridge. Basic and LM claasea are conceptually the same, except that the LM class DLEs are equipped with more functions, while the Basic class DLEs have only those functions which are absolutely necessary for adequate operations on a FieldBus network. For simplicity, the term "DLEs" or "nodes" will be used to mean both classes in the rest of this paper. The LAS DLE is responsible for scheduling messages on the local link. It receives, and responds to, scheduling requests from all DLEs on the same link by giving a token to one of these DLEs which then assumes the exclusive right to use the link over some time period specified in the token. A bridge DLE which performs a store-and-forward function to connect two or more separate multiaccess links. In the draft proposal of the FieldBus data link layer protocol [7l, the bridge is assumed to be transparent.
All the normal communication requests for use of a link are scheduled by the LAS of the link. The LAS generates "polling" tokens for DLEs on the link, and the receiver DLE responds immediately by returning a message which may include requests for future scheduling and the priorities of the current requests. The LAS derives a schedule according to some scheduling policy and provides the token to the "winner" DLE.
Based on the above brief description of FieldBus protocol and the nature of workcells in an AF, most time-critical communications can be handled by the local LAS, since most of real-time communication is likely to take place between two peer DLEs which are located on the same link. As mentioned before, timeconstrained communication on a multiaccess bus has been extensively researched. However, most of the proposed schemes cannot give guarantees about the message delivery delay. Although some of them might be able to support predictable communications, they require a priori information about the message arrival patterns. In order to provide predictable communications, the authors of [SI proposed a scheme which can give a guarantee on maximum message delivery delays by introducing a centralized network manager, which is responsible for establishing a real-time pointto-point channel between two communicating nodes based on the worst-case resource requirement of the channel. With three parameters -maximum me% sage size, maximum message rate, and maximum burst size -which will be given in the channel establishment phase, the scheme in [SI can give an end-to-end guarantee on the message delivery delay. However, their scheme is built on a point-to-point interconnection network which is seldom used in manufacturing systems due to its inherent complexity. Besides, the centralized connection establishment process could be very slow, since each connection request has to traverse several links to the network manager and a reply must be sent back to both the requesting and destination nodes. Therefore, even if two peer nodes are on the same link, the connection establishment p r e cess is quite timeconsuming. In the draft proposal of FieldBus protocol [7], a distributed scheme is implicitly assumed, since the existence of a network manager is not mentioned at all. A distributed scheme can handle real-time communications if the two peer DLEs are on the same link. However, if the two communicating peer DLEs are located on different links, there are several serious disadvantages associated with a distributed solution. The most significant is the difficulty in coordinating bridges. Without a centralized network manager, each bridge has to be equipped with a routing table including complete information of the load of each node and each link, and the routes to all the other nodes. It is very difficult to keep the information up-to-date, since frequently broadcasting and processing such information requires a significant link capacity and CPU time.
For the above reasons and in order to provide predictable communications with the FieldBus protocol while avoiding the disadvantages in both distributed and centralized schemes, we propose a hybrid a p proach. The real-time communication problem associated with the FieldBus protocol can be decompoeed into two related subproblems. The first sub-problem is to provide real-time communication between two peer DLEs which are located on the same link. The second sub-problem deals with the ability to establish real-time channels between two peer DLEs which are located on two different links. As mentioned above, establishing a connection between two communicating DLEs and reserving all the required resource8 are the only way to achieve predictable communications. Since the first sub-problem is more likely to happen than the second one, the connection establishment procedure and the resource management for the connections of two peer DLEs on the same link should be designed efficiently. For the second sub-problem, in order to improve the utilization of the entire network, and facilitate the routing problem between two peer communicating DLEs, a network manager is used to handle connections between two non-local DLEs.
The network manager (NM), which is a centralized service that handles real-time connection establishment and maintenance, is not present on all nodes in the system. Basically, the NM's function includes receiving real-time connection requests, trying to select a route which can provide the requested quality of service, informing all intermediate nodes (LAS and bridges) if such a route is available, and replying to the requesting node. The NM must maintain the information necessary for the connection establishment procedure, including the topology of the network and the reservation/utilization status of resources like link capacities and buffer space in all bridges. It also maintains a table containing the resource requirements, the assigned routes and the priorities for all existing connections in the system. In order to ensure the consis tency of this data, the NM serializes the connection creation/deletion operations. The detailed NM operations will be described in the next section. The inter-workcell real-time communications between two peer DLEs on two different links are managed by the global NM, and scheduled by the LAS of each link of the path over which the corresponding connection runs. The fraction of the link capacity assigned to each of these two parts depends on the distribution of communication demands on each link. That is, the LAS of a link can reserve a different fraction of link capacity for local (or intra-link) communications based on the characteristics of local communication demands. Since communication t r a c may vary, the reserved capacity may also vary. The proposed solutions to the two sub-problems are described in detail in the following two subsections.
Intra-link Communications
Intra-link (intra-cell) communications occur between two peer DLEs on the same multiaccess link. This type of communication can be either connectionoriented or connectionless. Intra-link real-time communications will be handled by the LAS DLE on the corresponding multiaccess link, because the LAS is designed to be the centralized control entity for scheduling messages on that local link under the FieldBus protocol [TI. Since real-time communications require a bounded delay in message delivery, we need to reserve all the required resources in advance in order to guarantee all the messages to be delivered before their deadlines. This implies that real-time communications must be connection-oriented.
In the proposed connection establishment procedure, the operations of the peer DLEs are the same as those in the description of the draft proposal [7]. That is, the source DLE will make a connection request which includes necessary information for establishing the connection according to the FieldBus protocol, such as a frame control field, the destination address, and the quality of service. In order to s u p port real-time communications, the traffic pattern and the resources requirement also need to be specified in a connection establishment request message. That is, in addition to the required information in the draft p r s posal, the maximum message rate and the maximum burst size must be included in the connection establishment request message. Note that the maximum message size is not required here because in the FieldBus protocol [7], the maximum size of a high priority message is fixed to be 64 bytes.
In addition to the operations specified in the draft proposal, the LAS has to respond to all connection establishment requests for local real-time connections since all real-time connections running through this quest measage includes a reservation (0 or 1) field, representing whether the local LAS has reserved the requested capacity or not. When the LAS receives a real-time connection request from a local DLE with a destination DLE located on the same link, the LAS will try to reserve the requested link capacity and respond to this connection request. Consequently, a real-time connection request is handled in three steps (see Fig. l) , whereas a non real-time connection request requires only two steps. First, the requesting DLE sends a connection establishment request to the corresponding local LAS with reservation = 0 which represents the connection request has not yet been approved by the local LAS. Both the LAS and the designated receiver node receive this request, but the designated receiver node will ignore all real-time connection requests with reservation = 0. The LAS will respond to this request by sending out the modified connection request message with the requested qual-ity of service and reservation = 1, if the LAS can reserve a sufficient capacity and accept this connection request. Otherwise, the LAS will reject this request by sending a rejection message to the requesting DLE. After receiving the positive response from the LAS, the receiver DLE will respond as described in the draft propoeal, i.e., report the connection request to the destination user, and the user will decide whether to accept this request or not. If the connection cannot be accepted, the receiver DLE will respond with a disconnection message, which will be received simultaneously by both the LAS and the requesting DLE since the link is a multiaccess bus. The LAS will release all the resources reserved for this connection.
If there are already too many real-time connections established which have almost exhausted all the link capacity under the control of a LAS, the LAS can make a request to the global NM for more link capacity for local usage. However, this is subject to the availability of the remaining link capacity at the NM level.
In order to be compatible with the current draft proposal, if the source DLE requires an immediate reply for a real-time connection establishment request, the receiver DLE will respond with an acknowledgement immediately. Otherwise, the source node will send the connection establishment request again as specified in the draft proposal. If the addressed destination still does not respond, the source DLE will report the failure of the destination DLE to the user, and the LAS will stop the reservation process and free all the resources reserved thus far for this particular request. When an immediate reply is required, the LAS will respond to the requesting node in the very next time slot after detecting the required immediate reply.
Inter-link Communications
The entire operation for establishing a connection between two DLEs on different links is conceptually similar to that when they are on the same link. The only significant difference is that the real-time connection establishment requests are granted by the NM, rather than a local LAS. The real-time connection establishment procedure still consists of three steps (see Fig. 2) . First, the requesting DLE makes a real-time connection establishment request with reservation = 0 which represents the connection request has not yet been approved by the NM. Since the destination DLE is not on the same local link (as the requesting DLE), the local LAS will ignore this connection establishment request, and the bridges will forward this request to the NM by using datagram services. Note that in the non real-time connection request case, the bridge will forward the request to the addressed destination DLE, instead of the NM. Then the NM will try to find a path from the source node to the destination node with the required quality of service. In case there are no path can be found with the requested quality of service, the NM will send a rejection message to the requesting DLE.
Finally, after the destination DLE receives the connection establishment request from the NM, the receiver DLE will report this request to the destination user who will then decide its acceptance/rejection. In case of acceptance, the destination DLE will send a confirmation message back to the requesting DLE.
Otherwise, a disconnection message will be sent along the established path to the requesting node, thus making all intermediate LA% and bridges aware of this disconnection. A disconnection message is also sent to the NM by the destination DLE, and the NM will update its information and release all associated resources. In this case, the NM does not have to inform If the destination DLE does not exist or respond within a timeout period to the connection establishment request sent by the NM, the failure of the destination DLE can be detected by the bridge on the same link where the destination DLE resides and will be reported to the NM by returning the connection establishment request to the NM. The NM may choose to retry or inform the requesting DLE and all intermediate LASS and bridges about the rejection of this connection.
Compatibility with the Draft FieldBus Protocol
Since most part of the FieldBus protocol has been well developed and gained general acceptance from the manufacturing and process control communities, the proposed scheme for real-time communication must be compatible with the draft FieldBus protocol. The most notable aspects of the proposed scheme are the introduction of the network manager, the division of link capacity, and the difference in establishing realtime and non real-time connections.
Since the NM is responsible for all inter-link (intercell) real-time connections, it has to be reachable from all entities in the entire network. There are two ways to achieve this goal: (1) all entities that may make an inter-link real-time connection establishment request maintain the NM's address individually, (2) all bridge DLEs are responsible for recognizing inter-link realtime connection establishment request packets, forwarding inter-link real-time connection establishment requests to the NM, and thus only bridge DLEs have to know the NM's address. Both (1) and (2) are compatible with the current draft FieldBus protocol, and easy to implement.
The second difference introduced by the proposed scheme is the division of the link capacity into two parts which are controlled by either the corresponding local LAS or the NM. This link capacity division can be easily accommodated into the current protocol. In the current FieldBus protocol proposal, the entire link communication capacity is controlled by the local LAS, regardless whether the communication is intralink or inter-link and whether it is connectionless or connection-oriented. In order to improve the utilization and tr&c balancing of the network, we introduced the NM for inter-link real-time communications, and as mentioned before, a portion of link capacity is controlled by the NM. Each LAS can still function as described in the draft FieldBus protocol except some portion of link capacity is assumed to have already been reserved for global usage. The LAS just follows the NM's instruction (in the request form) when assigning the requested link capacity to some designated bridge DLE(s) and/or the application DLE(s). Since the NM is only allowed to allocate a pre-negotiated portion of the link capacity, and never exceeds it, the LAS must follow the NM's instruction. At the same time, the LAS may also grant its local requests without any further checking with the NM. The portion of link capacity which is controlled by the NM can be negotiated, i.e., when a LAS becomes active, it first informs the NM of the portion of link capacity of this local link that the NM can use. F'rom a scheduling perspective, the local LAS schedules the tokens according to the requests granted by both itself and the NM. Since both the LAS and the NM cannot exceed their pre-negotiated limits, the messages for real-time connections can always be delivered in time once the connection has been established.
The real-time connection establishment procedure is also different from the non real-time counterpart. Establishing a real-time connection requires three steps, while establishing a non real-time connection requires only two steps. This difference comes from the fact that a real-time connection establishment has to be granted by either the local LAS or the NM. The real-time connection establishment request is considered valid by the node where the destination DLE resides even before the destination DLE accepts the request. In such a case, the destination DLE may receive not-yet-accepted (reservation = 0) request messages, but it will ignore them. So, the real-time connection establishment request can be processed by the DLEs in the same way as a non real-time connection request. The draft FieldBus protocol usea a statedriven procedure to manage a non real-time connection, which is briefly described here. As can be seen later, a real-time connection can also be achieved by this state-driven procedure. The source (requesting) node makes a realtime or non real-time connection request, initiates a state machine for the connection, and enters CR-sent (connection &quest has been a) state [A. A node in CR-sent state that has received a connection establishment confirmation enters DATA state and begins transmission. On the other hand, a node receives a non real-time or a valid real-time connection establishment request will create a state machine associated with this request and enter the CR-rcvd state. After receiving the user's positive response to this request, the node in CR-rcvd state sends out a connection e% tablishment confirmation to the requesting node, enters DATA state, and begins transmission. A user's negative response (reject or close) to a state machine will force the node to send a disconnection message and terminate the associated state machine. There fore, real-time connection establishment requests can be processed in the same statedriven model with minor modification (adding a reservation bit) as the non real-time connection case. However, the NM and the LAS have to be equipped with the ability to handle real-time connection requests, make appropriate reservations, and respond to such requests adequately.
The bridge DLEe ale0 require additional functions to make correct run-time scheduling and flow control in order to provide predictable communications [8, 61. Although theee changes to the LAS and bridge are non-trivial, as mentioned before, they are compatible with the draft FieldBus protocol, and are necessary in order to support real-time communications.
Performance Evaluation
We present in this section a numerical example to show the performance of the proposed modification of FieldBus. We will use a typical manufacturing system topology (see Fig. 3 ) as an example to derive the percentage of accepting real-time connection establishment requests and the average maximum non real-time message throughput achievable under different link load conditions for both intra-cell and intercell communications [7, 8, 91. In Fig. 3 , each cell represents a workcell in an AF. Real-time communications in manufacturing systems are usually periodic, and the deadline of each message is related to the period of the message. For example, the controller of a workcell in a manufacturing system usually requires to read sensors in this workcell periodically, and these sensor data should be collected and processed before the next period begins. In this example, each real-time connection has its own period, and in each period, a fixed amount of time is assigned to the source node if the connection can be established, because the size of each timecritical message is limited in the FieldBus and each message may potentially include the maximum number of bytes. This fixed amount of time is assumed to be used for handling a message of 256 bytes -which includes a maximumof 128 bytes user data for timecritical me% sages -and all overheads, such as token passing time, transmission delay, and framing overheads. The reason that we do not use any specific division of message here is that the format of the packet header and various tokens have not yet been finalized by ISA and IEC. Connections which need to send more than 256 bytes in a period are simulated by making multiple connection requests.
Real-time connection request arrivals are assumed to be exponentially distributed with a fixed rate. The period of each connection is assumed to be uniformly distributed within the range from 20 ms to 500 ms based on the nature of the manufacturing system under consideration. In addition to the arrival rate and period, the lifetime of each connection is assumed to be normally distributed with a mean ranging from 1 second to tens of seconds and a small variance, since a connection is requested by a certain entity only for a limited lifetime. For example, a robot may need a connection with a short-life device for 10 seconds when it operates on an assembly line, but it may only need a connection with a long-life device for the next several seconds when the transport belt is moving. There fore, it is reasonable to assume that the lifetime of each kind of connections is normally distributed with a small variance and a fixed mean. In this example, we use several different lifetime distributions, but, as long as the total requested load remains the same, the percentage of accepting real-time connection establishment requests and the average maximum achievable non real-time message throughput do not make any significant difference. Fig. 4 shows the probability of accepting a real-time connection request under a wide range of requested real-time connection load.
The 128 Kbps line and 4 Mbps line in Fig. 4 overlap when the requested load exceeds 175% of the link capacity. Note that when the requested real-time connection load exceeds a certain percentage of the link capacity, the speed of the link does not improve the probability of accepting real-time connection establishment requests. However, when the requested realtime connection load is under 100% of the link capacity, the speed of the link is important to the acceptance probability. The reason for this tendency can be given as follows. The requested connection load of a link is the sum of the loads of all requested connections regardless whether they are accepted or not. Insofar as a single connection request is concerned, the load of a single real-time connection request is measured by the number of slots (each of which is the time required to handle a 256-byte packet) the connection needs per second or its period in terms of slots, and this load occupies a higher percentage of the capacity of a low speed link than it does on a high speed link. Therefore, when the requested real-time connection load is leas than 100% of the link capacity (Le., the link has some unused capacity), the chance that a new requested connection cannot be accommodated in the remaining capacity of a low speed link is much higher than a high speed link.
From Fig. 4 , one can see that there is a gap between the 128 Kbps line and 4 Mbps line, since a connection which requires a higher link capacity will be rejected by a low speed link, but it can be accepted by a high speed link when both links are still not fully utilized. However, when the requested load exceeds a certain percentage of the link capacity, there is little difference in the remaining capacity (in terms of number of slots) between a high speed link and a low speed link. This is the reason that the 128 Kbps line and the 4 Mbps line overlap when the requested load exceeds 175% of the link capacity in Fig. 4 . Since the network availability for an AF has to be high, say over 95%, we will focus on the case when the total requested real-time load is under 100% of the link capacity.
Figs. 5 and 6 show, respectively, the percentage of accepting real-time connection establishment requests and the average maximum achievable non real-time message throughput for intra-cell communications. In Fig. 5 , the trend is still the same as in Fig. 4, i. e., the higher speed link, the higher acceptance probability. The non real-time message throughput has an opposite trend. In Fig. 6 
Conclusion
In this paper, we proposed a strategy to handle real-time communications under the FieldBus protocol which provides end-to-end delivery delay guarantees for time-critical messages. This strategy provides a fast local mechanism for establishing intra-workcell real-time connections, while supporting global interworkcell real-time connections. The proposed strategy is fully compatible with the current draft proposal of FieldBus protocol, and also provides flexibility for the choice of scheduling algorithms, adaptability for different traffic loads. Numerical examples are also given based on a typical manufacturing network.
Our future work will focus on the scheduling a l p rithms for the LAS and the route selection algorithm (to be used by the network manager) which are also very important to the success of FieldBus. 
