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LOCAL ENTROPY THEORY OF A RANDOM DYNAMICAL
SYSTEM
ANTHONY H. DOOLEY AND GUOHUA ZHANG
Abstract. In this paper we extend the notion of a continuous bundle random
dynamical system to the setting where the action of R or N is replaced by the
action of an infinite countable discrete amenable group.
Given such a system, and a monotone sub-additive invariant family of ran-
dom continuous functions, we introduce the concept of local fiber topologi-
cal pressure and establish an associated variational principle, relating it to
measure-theoretic entropy. We also discuss some variants of this variational
principle.
We introduce both topological and measure-theoretic entropy tuples for
continuous bundle random dynamical systems, and apply our variational prin-
ciples to obtain a relationship between these of entropy tuples. Finally, we
give applications of these results to general topological dynamical systems,
recovering and extending many recent results in local entropy theory.
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1. Introduction
In the early 1990s Blanchard introduced the concept of entropy pairs to search
for satisfactory topological analogues of Kolmogorov systems [3, 4]. Stimulated
by these two papers, local entropy theory for continuous actions of a countable
amenable group on compact metric spaces developed rapidly during the last two
decades, see [5, 6, 7, 21, 29, 32, 34, 35, 36, 37, 38, 64, 72]. It has been studied for
countable sofic group actions in [76] by the second author. For more details of the
area, see for example Glasner’s book chapter [30, Chapther 19] or the nice survey
[33] by Glasner and Ye. Observe that, as shown by [30, Chapter 19] and [33] (and
references therein), a detailed analysis of the local properties of entropy provides
additional insight into the related global properties, and local properties of entropy
can help us to draw conclusions for global properties.
The foundations of the theory of amenable group actions were set up in the
pioneering paper [62] by Ornstein and Weiss, and further developed by Rudolph
and Weiss [65] and Danilenko [17]. See also Benjy Weiss’ lovely survey article
[71]. Global entropy theory for amenable group actions has also been discussed
by Moulin Ollagnier [59]. Other related aspects were discussed in [18, 20, 31, 60,
61, 66, 69]. The connection between local entropy and combinatorial independence
across orbits of sets in dynamical systems was studied systematically by Kerr and
Li in [41, 42] for amenable group actions and in [43] for sofic group actions, and
has been discussed by Chung and Li in [14] for amenable group actions on compact
groups by automorphisms.
Our principal aim in this article is to extend the local theory of entropy to the
setting of random dynamical systems of countable amenable group actions. To
date, most discussions of random dynamical systems have concerned R-actions,
Z-actions or Z+-actions. Furthermore, to the best of our knowledge, there has
been little discussion of the local theory. In slightly more precise terms, we aim to
make a systematic study of the local entropy theory of a continuous bundle random
dynamical system over an infinite countable discrete amenable group.
In the setting of random dynamical systems, rather than considering iterations
of just one map, we study the successive application of different transformations
chosen at random. The basic framework was established by Ulam and von Neu-
mann [67] and later by Kakutani [40] in proofs of the random ergodic theorem.
Since the 1980s, mainly because of stochastic flows arising as solutions of stochastic
differential equations, interest in the ergodic theory of random transformations has
grown [2, 8, 9, 10, 16, 44, 45, 46, 47, 48, 52, 55, 56, 57, 77]. It was shown in [8] that
the cornerstone for the entropy theory of random transformations is the Abramov-
Rokhlin mixed entropy of the fiber of a skew-product transformation (cf [1]). Our
main result, Theorem 7.1 establishes a variational principle for local topological
pressure in this setting.
In the local entropy theory of dynamical systems as studied in [30, Chapter
19], [33] (and references therein) and [38], most significant results involving entropy
pairs have been obtained using measure-theoretic techniques and a local variational
principle initiated by [5].
Let G be an infinite countable discrete amenable group acting on a compact
metric space X . Let V be a finite open cover of the space X , and ν a G-invariant
Borel probability measure onX . Denote by htop(G,V) and hν(G,V) the topological
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entropy and measure-theoretic ν-entropy of V , respectively. In [38] Huang, Ye and
the second author of the paper proved the following version of local variational
principle [38, Theorem 5.1]:
(1.1) htop(G,V) = max
ν∈P(X,G)
hν(G,V),
where P(X,G) denotes the set of all G-invariant Borel probability measures ν onX .
Subsequently, (1.1) was generalized by Liang and Yan [53, Corollary 1.2], recovering
the global variational principle [59, Variational Principle 5.2.7] by Moulin Ollagnier.
They showed that for each real-valued continuous function f over X ,
(1.2) P (f,V) = max
ν∈P(X,G)
[hν(G,V) +
∫
X
f(x)dν(x)],
where P (f,V) denotes the topological V-pressure of f . We recover htop(G,V) when
f is the constant zero function.
Remark that, in the local theory of entropy of dynamical systems, many variants
of (1.1) and (1.2) have been discussed by [5, 12, 32, 35, 36, 39, 64, 75], either for
a Z-action on compact metric spaces or for a factor map between topological Z-
actions.
Let the family F, associated with E ∈ F × BX , be a continuous bundle random
dynamical system over a measure-preserving G-action (Ω,F ,P, G), where: G is an
infinite countable discrete amenable group, (Ω,F ,P) is a Lebesgue space, and X is
a compact metric space associated with Borel σ-algebra BX .
In our process of building local entropy theory for F, the first and most important
step is to prove a local variational principle similar to that given by equations (1.1)
and (1.2).
More precisely, let U be a finite random open cover, f a random continuous
function and µ ∈ PP(E , G), where PP(E , G) denotes the set of all G-invariant prob-
ability measures on E having the marginal P over Ω. Denote by PE(f,U ,F) and
PE(f,F) the fiber topological f -pressure of F with respect to U and fiber topological
f -pressure of F, respectively. Denote by h
(r)
µ (F,U) and h
(r)
µ (F) the µ-fiber entropy
of F with respect to U and µ-fiber entropy of F, respectively.
We introduce the property of factor good for finite random open covers, and
obtain a local variational principle which may be stated as follows:
(1.3) PE(f,U ,F) = max
µ∈PP(E,G)
[h(r)µ (F,U) +
∫
E
f(ω, x)dµ(ω, x)]
provided that U is factor good. We show in Theorem 6.10 and Theorem 6.11 that
many interesting finite random open covers are factor good.
By taking the supremum over all finite random open covers which are factor
good, and using (1.3) one obtains:
(1.4) PE(f,F) = sup
µ∈PP(E,G)
[h(r)µ (F) +
∫
E
f(ω, x)dµ(ω, x)],
which is exactly Kifer’s [46, Proposition 2.2] in the special case where G = Z. Note
that by Remark 7.3, if the underlying G-action (Ω,F ,P, G) is trivial, i.e. Ω is a
singleton, then the equation (1.3) becomes (1.1) and (1.2), and the equation (1.4)
becomes [59, Variational Principle 5.2.7], respectively.
In fact, we prove our main result Theorem 7.1 in the more general setting given
by a monotone sub-additive invariant family D of random continuous functions.
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Denote by PE(D,U ,F) and PE(D,F) the fiber topological D-pressure of F with
respect to U and fiber topological D-pressure of F, respectively. Theorem 7.1
states that: if, in addition, the family D satisfies the assumption (♠) (cf §7), then
(1.5) PE(D,U ,F) = max
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)]
for factor good U , and finally
(1.6) PE(D,F) = sup
µ∈PP(E,G)
[h(r)µ (F) + µ(D)].
As shown by (7.9) and (7.10), equations (1.5) and (1.6) contain (1.3) and (1.4),
respectively. We explore further assumption (♠) in §9 and §10. It turns out to be
quite natural for countable amenable groups in the following sense: the assumption
(♠) always holds if, in addition, either the family D is strongly sub-additive (cf
Proposition 9.1) or the group G is abelian (cf Proposition 10.4).
With the above variational principles, we are able to introduce both topological
and measure-theoretic entropy tuples for a continuous bundle random dynamical
system, and build a variational relationship between these two kinds of entropy
tuples.
It is known (§§13.2) that the setting of a factor map between topological dy-
namical systems is in fact equivalent to a special kind of continuous bundle random
dynamical systems. Thus, we can apply the above results to study general topo-
logical dynamical systems. For example, in §§13.3 we show that, using (7.5) and
(7.6), variants of Theorem 7.1, one can obtain [51, Theorem 2.1], the main result
of [51] by Ledrappier and Walters.
If §§13.4, we may apply Theorem 7.1 to generalize the Inner Variational Principle
[23, Theorem 4] of Downarowicz and Serafin to arbitrary amenable group actions
and any finite open cover (cf Theorem 13.2). Theorem 13.2 has also been used to
set up symbolic extension theory for amenable group actions by Downarowicz and
the second author of the paper [24] .
Moreover, our results on entropy tuples of a continuous bundle random dy-
namical systems, enable us to study entropy tuples for a topological dynamical
systems, recovering many recent results in the local entropy theory of Z-actions (cf
[4, 6, 29, 30, 33, 35, 37]) and of infinite countable discrete amenable group actions
(cf [38]).
The ideas in the proofs of Propositions 9.1 and 10.4 have been used by Golodets
and the authors of the paper to obtain analogues of Kingman’s sub-additive ergodic
theorem for countable amenable groups ([19]).
The paper consists of three parts and is organized as follows.
The first part gives some preliminaries: on infinite countable discrete amenable
groups following [59, 62, 69, 71], on general measurable dynamical systems of
amenable group actions, and on continuous bundle random dynamical systems of
an amenable group action extending the case of Z by [8, 46, 47, 56]. In addition to
recalling known results, this part contains some new results: firstly, a convergence
result (Proposition 2.5) for infinite countable discrete amenable groups extending
[71, Theorem 5.9] (the difference between Moulin Ollagnier’s Proposition 2.3 and
our Proposition 2.5 is seen in Example 2.7); secondly, a relative Pinsker formula for
a measurable dynamical system with an amenable group action (discussed in [31] in
the case where the state space is a Lebesgue space), see Theorem 3.4 and Remark
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3.5; thirdly, an improved understanding of the local entropy theory of measurable
dynamical systems, see Theorem 3.11 and Question 3.12.
In the second part we present and prove our main results. More precisely, in
§5, we take a continuous bundle random dynamical system of an infinite countable
discrete amenable group action and a monotone sub-additive invariant family of
random continuous functions, and follow the ideas of [12, 39, 64, 75] to introduce
and discuss the local fiber topological pressure for a finite random open cover. Then
in §6 we introduce and discuss the concept of factor excellent and good covers, which
assumptions are needed for our main result, Theorem 7.1. We show in Theorem 6.10
and Theorem 6.11 that many interesting finite random open covers are factor good.
In §7 we state Theorem 7.1, and give some comments and direct applications.Then,
in §8 we present the proof of Theorem 7.1 following the ideas of [36, 38, 58, 74, 75].
For Theorem 7.1, we need to assume a condition, which we call (♠) on the family
of random continuous functions: this is discussed in detail in §9. In §10 we discuss
the special case of Theorem 7.1 for amenable groups admitting a tiling Følner
sequence, and prove that assumption (♠) always holds if the group is abelian. The
proof of Theorem 7.1 is for finite random open covers. Inspired by Kifer’s work [46,
§1], in §11 we generalize Theorem 7.1 to countable random open covers.
The last part of the paper is devoted to applications of the local variational
principle established in Part 2. In §12, following the line of local entropy theory (cf
[30, Chapter 19] or [33]), we introduce and discuss both topological and measure-
theoretic entropy tuples for a continuous bundle random dynamical system, and
establish a variational relationship between them. Finally, in §13 we apply the
results obtained in the previous sections to the setting of a general topological
dynamical system, incorporating and extending many recent results in the local
entropy theory [4, 6, 29, 30, 33, 35, 36, 37, 38], as well as establishing (Theorems 13.2
and 13.3) some new variational principles concerning the entropy of a topological
dynamical system. We should emphasize that, by the results of [24], Theorem 13.2
is important for building the symbolic extension theory of amenable group actions.
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Part 1. Preliminaries
Denote by Z,Z+,N,R,R+ and R>0 the set of all integers, non-negative inte-
gers, positive integers, real numbers, non-negative real numbers and positive real
numbers, respectively.
In this part, we give some preliminaries, including: infinite countable discrete
amenable groups, measurable dynamical systems, and continuous bundle random
dynamical systems.
2. Infinite countable discrete amenable groups
In this section, we recall the principal results from [59, 62, 69, 71] and obtain
a new convergence result Proposition 2.5 for infinite countable discrete amenable
groups. As shown by Remark 2.6, Proposition 2.5 strengthens [71, Theorem 5.9]
proved by Benjy Weiss. The difference between Moulin Ollagnier’s Proposition 2.3
and Proposition 2.5 is demonstrated by Example 2.7; the two results are different
even in the setting of an infinite countable discrete amenable group admitting a
tiling Følner sequence.
The principal convergence results (Proposition 2.2, Proposition 2.3 and Propo-
sition 2.5) are crucial for the introduction and discussion of local fiber topological
pressure of a continuous bundle random dynamical system in Part 2.
Let G be an infinite countable discrete group and denote by eG the identity of
G. Denote by FG the set of all non-empty finite subsets of G.
G is called amenable, if for each K ∈ FG and any δ > 0 there exists F ∈ FG
such that |F∆KF | < δ|F |, where | • | is the counting measure of the set •, KF =
{kf : k ∈ K, f ∈ F} and F∆KF = (F \KF ) ∪ (KF \ F ). Let K ∈ FG and δ > 0.
Set K−1 = {k−1 : k ∈ K}. A ∈ FG is called (K, δ)-invariant, if
|K−1A ∩K−1(G \A)| < δ|A|.
A sequence {Fn : n ∈ N} in FG is called a Følner sequence, if
(2.1) lim
n→∞
|gFn∆Fn|
|Fn|
= 0
for each g ∈ G. It is not too hard to obtain the usual asymptotic invariance property
from this, viz.: G is amenable if and only if G has a Følner sequence {Fn}n∈N. In
the class of countable discrete groups, amenable groups include all solvable groups.
In the group G = Z, it is well known that Fn = {0, 1, · · · , n − 1} defines a
Følner sequence, as, indeed, does {an, an + 1, · · · , an + n − 1} for any sequence
{an}n∈N ⊆ Z.
Standard Assumption 1. Throughout the current paper, we will assume that G
is always an infinite countable discrete amenable group.
The following terminology and results are due to Ornstein and Weiss [62] (see
also [65, 69]).
Let A1, · · · , Ak, A ∈ FG and ǫ ∈ (0, 1), α ∈ (0, 1].
(1) Subsets A1, · · · , Ak are ǫ-disjoint if there are B1, · · · , Bk ∈ FG such that
Bi ⊆ Ai,
|Bi|
|Ai|
> 1− ǫ and Bi ∩Bj = ∅ whenever 1 ≤ i 6= j ≤ k.
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(2) {A1, · · · , Ak} α-covers A if
|A ∩
k⋃
i=1
Ai|
|A|
≥ α.
(3) A1, · · · , Ak ǫ-quasi-tile A if there exist C1, · · · , Ck ∈ FG such that
(a) for each i = 1, · · · , k, AiCi ⊆ A and {Aic : c ∈ Ci} forms an ǫ-disjoint
family,
(b) AiCi ∩ AjCj = ∅ if 1 ≤ i 6= j ≤ k and
(c) {AiCi : i = 1, · · · , k} forms a (1− ǫ)-cover of A.
The subsets C1, · · · , Ck are called the tiling centers.
We have (see for example [38, Proposition 2.3], [62] or [69, Theorem 2.6]):
Proposition 2.1. Let {Fn : n ∈ N} and {F ′n : n ∈ N} be two Følner sequences of
G. Assume that eG ∈ F1 ⊆ F2 ⊆ · · · . Then for any ǫ ∈ (0,
1
4 ) and each N ∈ N,
there exist integers n1, · · · , nk with N ≤ n1 < · · · < nk such that Fn1 , · · · , Fnk
ǫ-quasi-tile F ′m whenever m is sufficiently large.
It is a well-known fact in analysis that if {an : n ∈ N} ⊆ R is a sequence satisfying
that an+m ≤ an + am for all n,m ∈ N, then the sequence {
an
n
: n ∈ N} converges
and
(2.2) lim
n→∞
an
n
= inf
n∈N
an
n
≥ −∞.
Similar facts can be proved in the setting of an amenable group as follows.
Let f : FG → R be a function. Following [38], we say that f is:
(1) monotone, if f(E) ≤ f(F ) for any E,F ∈ FG satisfying E ⊆ F ;
(2) non-negative, if f(F ) ≥ 0 for any F ∈ FG;
(3) G-invariant, if f(Fg) = f(F ) for any F ∈ FG and g ∈ G;
(4) sub-additive, if f(E ∪ F ) ≤ f(E) + f(F ) for any E,F ∈ FG.
The following convergence property is well known (see for example [38, Lemma
2.4] or [54, Theorem 6.1]).
Proposition 2.2. Let f : FG → R be a monotone non-negative G-invariant sub-
additive function. Then for any Følner sequence {Fn : n ∈ N} of G, the sequence
{ f(Fn)|Fn| : n ∈ N} converges and the value of the limit is independent of the choice of
the Følner sequence {Fn : n ∈ N}.
For a function f as in Proposition 2.2, in general we cannot conclude that the
limit of the sequence { f(Fn)|Fn| : n ∈ N} is its infimum. This is shown by Example 2.7
constructed at the end of this section (see also Remark 2.8 for more details).
In order to deduce properties analogous to those of (2.2) for the sequence { f(Fn)|Fn| :
n ∈ N}, some additional conditions must be added to the assumptions of Proposi-
tion 2.2. This can be done in two different ways, both of which will be important
for us.
The first extension is:
Proposition 2.3. Let f : FG → R be a function. Assume that f(Eg) = f(E)
and f(E ∩ F ) + f(E ∪ F ) ≤ f(E) + f(F ) whenever g ∈ G and E,F ∈ FG (we set
f(∅) = 0 by convention). Then for any Følner sequence {Fn : n ∈ N} of G, the
local entropy theory of a random dynamical system 9
sequence { f(Fn)|Fn| : n ∈ N} converges and the value of the limit is independent of the
choice of the Følner sequence {Fn : n ∈ N}. More precisely,
lim
n→∞
f(Fn)
|Fn|
= inf
F∈FG
f(F )
|F |
(and so = inf
n∈N
f(Fn)
|Fn|
).
Remark 2.4. The above proposition was proved by Moulin Ollagnier (cf [59, Lemma
2.2.16, Definition 3.1.5, Remark 3.1.7 and Proposition 3.1.9]). We are grateful to
Hanfeng Li, Benjy Weiss and the referee for pointing this out to us.
Now we introduce our second extension of Proposition 2.2.
Let ∅ 6= T ⊆ G. We say that T tiles G if there exists ∅ 6= GT ⊆ G such that
{Tc : c ∈ GT } forms a partition of G, that is, Tc1∩Tc2 = ∅ if c1 and c2 are different
elements from GT and
⋃
c∈GT
Tc = G. Denote by TG the set of all non-empty finite
subsets of G which tile G. Observe that TG 6= ∅, as TG ⊇ {{g} : g ∈ G}.
As shown by [71, Theorem 3.3 and Proposition 3.6], tiling sets play a key role
in establishing a counterpart of Rokhlin’s Lemma for infinite countable discrete
amenable group actions.
The class of countable amenable groups admitting a tiling Følner sequence (i.e.
a Følner sequence consisting of tiling subsets of the group) is large, and includes
all countable amenable linear groups and all countable residually finite amenable
groups [70]. Recall that a linear group is a group isomorphic to a matrix group over
a fieldK (i.e. a group consisting of invertible matrices overK); a group is residually
finite if the intersection of all its normal subgroups of finite index is trivial. Note
that any finitely generated nilpotent group is residually finite.
If the group G admits a tiling Følner sequence, we may state our second gener-
alization of Proposition 2.2 as follows:
Proposition 2.5. Let f : FG → R be a function. Assume that f(Eg) = f(E) and
f(E ∪ F ) ≤ f(E) + f(F ) whenever g ∈ G and E,F ∈ FG satisfy E ∩ F = ∅. Then
for any tiling Følner sequence {Fn : n ∈ N} of G, the sequence {
f(Fn)
|Fn|
: n ∈ N}
converges and the limit is independent of the choice of the tiling Følner sequence
{Fn : n ∈ N}. Furthermore,
lim
n→∞
f(Fn)
|Fn|
= inf
F∈TG
f(F )
|F |
(and so = inf
n∈N
f(Fn)
|Fn|
).
Proof. Let {Fn : n ∈ N} be a tiling Følner sequence for G. Then there existsM ∈ R
such that f({g}) =M for each g ∈ G. Set
h : FG → R, E 7→ |E|M − f(E)
for each E ∈ FG. The function h : FG → R+ satisfies h(Eg) = h(E) and h(E∪F ) ≥
h(E) + h(F ) whenever g ∈ G and E,F ∈ FG satisfy E ∩ F = ∅. Thus, we only
need show that the sequence {h(Fn)|Fn| : n ∈ N} converges and
(2.3) lim
n→∞
h(Fn)
|Fn|
= sup
F∈TG
h(F )
|F |
.
It is clear that
(2.4) lim sup
n→∞
h(Fn)
|Fn|
≤ sup
F∈TG
h(F )
|F |
.
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For the other direction, first let ǫ > 0 and F ∈ TG be fixed: then GF is a subset
of G such that {Fg : g ∈ GF } forms a partition of G. As {Fn : n ∈ N} is a tiling
Følner sequence of G, Fn is (F, ǫ)-invariant whenever n ∈ N is large enough. Now
for each n ∈ N set E′n = {g ∈ GF : Fg ⊆ Fn} and En = {g ∈ GF : Fg ∩ Fn 6= ∅},
one has
En \ E
′
n ⊆ F
−1Fn ∩ F
−1(G \ Fn).
Thus if n ∈ N is sufficiently large,
|Fn|
|F |
≤ |En| ≤ |E
′
n|+ ǫ|Fn|, i.e. |E
′
n| ≥ (
1
|F |
− ǫ)|Fn|,
and thus
h(Fn)
|Fn|
≥
h(FE′n)
|Fn|
≥
h(F )|E′n|
|Fn|
≥ (
1
|F |
− ǫ)h(F ).
This implies
lim inf
n→∞
h(Fn)
|Fn|
≥ (
1
|F |
− ǫ)h(F ).
Since both ǫ > 0 and F ∈ TG are arbitrary, one may conclude
(2.5) lim inf
n→∞
h(Fn)
|Fn|
≥ sup
F∈TG
h(F )
|F |
.
Now (2.3) follows directly from (2.4) and (2.5). This completes the proof. 
Remark 2.6. In [71, Theorem 5.9], Weiss proved the same conclusion under the
additional assumptions that 0 ≤ f(E) ≤ f(F ) for all E,F ∈ FG with E ⊆ F . The
trivial example satisfying the assumptions of Proposition 2.5 is the function f given
by f(E) = −|E|2 for all E ∈ FG, to which [71, Theorem 5.9] does not apply.
The following example highlights the difference between Proposition 2.3 and
Proposition 2.5 in the setting of G = Z.
Example 2.7. There exists a monotone non-negative Z-invariant sub-additive
function f : FZ → R (in particular, f satisfies the assumption of Proposition 2.5
and so the sequence { f({1,··· ,n})
n
: n ∈ N} converges) such that
(2.6) lim
n→∞
f({1, · · · , n})
n
> inf
E∈FZ
f(E)
|E|
.
Thus, f does not satisfy the assumption of Proposition 2.3.
Construction of Example 2.7. The function f is constructed as follows: let E ∈ FZ,
f(E) = min{|E| − |F | : {p+ S : p ∈ F} is a disjoint family of subsets of E},
here S = {1, 2, 4} and F may be empty. For example, f(S) = 2, f({1, 2, 3, 4}) = 3.
Now we claim that f has the required property.
First, we aim to prove that f is a monotone non-negative Z-invariant sub-additive
function by claiming f(E) ≤ f(E ∪ {a}) with E ∈ FZ, a ∈ Z \E and f(E1 ∪E2) ≤
f(E1) + f(E2) with E1, E2 ∈ FZ, E1 ∩ E2 = ∅.
We can select F such that f(E ∪ {a}) = |E|+ 1 − |F | and {p+ S : p ∈ F} is a
disjoint family of subsets of E ∪ {a}. If a /∈ ∪{p+ S : p ∈ F} then {p+ S : p ∈ F}
is also a disjoint family of subsets of E and so f(E) ≤ |E| − |F |. If a ∈ p0 + S for
some p0 ∈ F then {p+ S : p ∈ F \ {p0}} is a disjoint family of subsets of E and so
f(E) ≤ |E| − |F \ {p0}|. Summing up, f(E) ≤ f(E ∪ {a}).
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Now let Fi be such that f(Ei) = |Ei| − |Fi| and {p + S : p ∈ Fi} is a disjoint
family of subsets of Ei, i = 1, 2. As E1 ∩ E2 = ∅ It is easy to see that F1 ∩ F2 = ∅
and {p + S : p ∈ F1 ∪ F2} is a disjoint family of subsets of E1 ∪ E2, and so
f(E1 ∪ E2) ≤ |E1 ∪ E2| − |F1 ∪ F2| = f(E1) + f(E2).
Secondly, let n ∈ N. We prove that f({1, · · · , 4n}) = 3n. It is easy to check that
f({1, · · · , 4n}) ≤ 3n. Assume that f({1, · · · , 4n}) < 3n: in particular, there exists
F ∈ FZ such that {p + S : p ∈ F} is a disjoint family of subsets of {1, · · · , 4n}
and |F | > n. Observe that there exists at least one k such that {4k − 3, 4k −
2, 4k − 1, 4k} ∩ F contains at least two different elements. In particular, there
exists i′, j′ ∈ {4k − 3, 4k − 2, 4k − 1, 4k} such that i′ + S and j′ + S are disjoint, a
contradiction to the fact that (i+ S) ∩ (j + S) 6= ∅ whenever i, j ∈ {1, 2, 3, 4} (this
can be verified directly). Thus, f({1, · · · , 4n}) = 3n.
Finally, we finish the proof of the strict inequality (2.6) by observing that
inf
E∈FZ
f(E)
|E| =
2
3 . This finishes the construction. 
Obviously, by standard modifications, we could obtain such an example with
lim
n→∞
f({1, · · · , n})
n
> 0 = inf
E∈FZ
f(E)
|E|
.
Remark 2.8. It is direct to check that {Fn : n ∈ N} is a Følner sequence of Z,
where Fn = {1, · · · , 4n− 3, 4n− 2, 4n} for each n ∈ N. From the construction, it is
easy to see 3(n− 1) ≤ f(Fn) ≤ 3n− 1 and then
inf
n≥m
f(Fn)
|Fn|
≤
3m− 1
4m− 1
<
3
4
= lim
n→∞
f(Fn)
|Fn|
for each m ∈ N. This shows that: in general we can not conclude that the limit of
the sequence { f(Fn)|Fn| : n ∈ N} in Proposition 2.2 will be the infimum of the sequence
(even neglecting finitely many elements of the sequence).
Based on the convergence results Proposition 2.2 and Proposition 2.3, we end
this section with the following assumption throughout the remainder of the paper.
Standard Assumption 2. From now on, fix {Fn : n ∈ N}, a Følner sequence of
G with the property that eG ⊆ F1 ( F2 ( · · · , and hence |Fn| ≥ n for each n ∈ N
(it is easy to see that such a Følner sequence of G must exist).
3. Measurable dynamical systems
By a measurable dynamical G-system (MDS) (Y,D, ν, G) we mean a probability
space (Y,D, ν) and a group G of invertible measure-preserving transformations of
(Y,D, ν) with eG acting as the identity transformation.
In this section we give some background on measurable dynamical systems used
in our discussion of a continuous bundle random dynamical system. We also obtain
the relative Pinsker formula of an MDS for an infinite countable discrete amenable
group action. This was obtained in [31] in the case of a Lebesgue space.
We believe that Theorem 3.11 is an interesting new result. The related Question
3.12 is a step towards understanding the entropy theory of an MDS. Theorem 3.11
leads to our discussions of entropy tuples for a continuous bundle random dynamical
system in §12.
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Let (Y,D, ν) be a probability space. A cover of (Y,D, ν) is a family W ⊆ D
satisfying
⋃
W∈W
W = Y ; if all elements of a cover W are disjoint, then W is called
a partition of (Y,D, ν). Denote by CY and PY the set of all finite covers and finite
partitions of (Y,D, ν), respectively. Let α be a partition of (Y,D, ν) and y ∈ Y .
Denote by α(y) the atom of α containing y. Let W1,W2 ∈ CY . If each element
of W1 is contained in some element of W2 then we say that W1 is finer than W2
(denote by W1  W2 or W2  W1). The join W1 ∨W2 of W1 and W2 is given by
W1 ∨W2 = {W1 ∩W2 :W1 ∈ W1,W2 ∈ W2}.
The definition extends naturally to a finite collection of covers.
Fix W1 ∈ CY and denote by P(W1) ∈ PY the finite partition generated by W1:
that is, if we say W1 = {W 11 , · · · ,W
m
1 },m ∈ N then
P(W1) = {
m⋂
i=1
Ai : Ai ∈ {W
i
1, (W
i
1)
c}, 1 ≤ i ≤ m}.
We introduce a finite collection of partitions which we will use in the sequel. Let
P(W1) = {α ∈ PY : P(W1)  α  W1}.
Now let C be a sub-σ-algebra of D and W1 ∈ PY . We set
Hν(W1|C) = −
∑
W1∈W1
∫
Y
ν(W1|C)(y) log ν(W1|C)(y)dν(y),
(by convention, we set 0 log 0 = 0). Here, ν(W1|C) denotes the conditional expec-
tation with respect to ν of the function 1W1 relative to C. It is a standard fact that
Hν(W1|C) increases with W1 (ordered by  ) and decreases as C increases (ordered
by ⊆). In fact, if the sequence of sub-σ-algebras {Cn : n ∈ N} increases or decreases
to C then the sequence {Hν(W1|Cn) : n ∈ N} decreases or increases to Hν(W1|C),
respectively (see for example [30, Theorem 14.28]).
If NY
.
= {∅, Y } is the trivial σ-algebra, one has
Hν(W1|NY ) = −
∑
W1∈W1
ν(W1) log ν(W1) ≥ Hν(W1|C).
We will write for short Hν(W1) = Hν(W1|NY ).
Let W2 ∈ PY . Then W2 naturally generates a sub-σ-algebra of D (also denoted
by W2 if there is no ambiguity). It is easy to see that
Hν(W1|W2) = Hν(W1 ∨W2)−Hν(W2).
In fact, more generally,
(3.1) Hν(W1|C ∨W2) = Hν(W1 ∨W2|C)−Hν(W2|C),
here, C ∨W2 denotes the sub-σ-algebra of D generated by sub-σ-algebras C andW2
(the notation works similarly for any given family of sub-σ-algebras of D).
Now let W1 ∈ CY . Following the ideas of Romagnoli [64] we set
Hν(W1|C) = inf
α∈PY ,αW1
Hν(α|C).
It is clear that there is no ambiguity in this notation. Moreover, it remains true
that Hν(W1|C) increases with W1 and decreases as C increases.
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Similarly, we can introduce Hν(W1). Note that (see for example [64, Proposition
6])
(3.2) Hν(W1) = min
α∈P(W1)
Hν(α).
Let (Y,D, ν, G) be an MDS, W ∈ CX and C ⊆ D a sub-σ-algebra. For each
F ∈ FG, set WF =
∨
g∈F
g−1W . If C is G-invariant, i.e. g−1C = C (up to ν null sets)
for each g ∈ G, then it is easy to check that
Hν(W•|C) : FG → R, F 7→ Hν(WF |C)
is a monotone non-negative G-invariant sub-additive function. Now, following ideas
in [64] by Romagnoli, we may define the measure-theoretic ν-entropy of W with
respect to C and the measure-theoretic ν,+-entropy of W with respect to C by
hν(G,W|C) = lim
n→∞
1
|Fn|
Hν(WFn |C)
and
hν,+(G,W|C) = inf
α∈PY ,αW
hν(G,α|C) ≥ hν(G,W|C),
respectively. By Proposition 2.2, hν(G,W|C) and thus hν,+(G,W|C) are well de-
fined. Observe that if α ∈ PY then hν(G,α|C) = hν,+(G,α|C) and
(3.3) hν(G,α|C) = inf
F∈FG
1
|F |
Hν(αF |C) ≤ Hν(α|C),
which is a direct corollary of Proposition 2.3, see also [20, (2)]. Then the measure-
theoretic ν-entropy of (Y,D, ν, G) with respect to C is defined as
hν(G, Y |C) = sup
α∈PY
hν(G,α|C).
By Proposition 2.2, all values of these invariants are independent of the selection
of the Følner sequence {Fn : n ∈ N}.
To simplify notation, when C = NY we will omit the qualification “with re-
spect to C” or “|C”. When T is an invertible measure-preserving transformation
of (Y,D, ν) and we consider the group action of {T n : n ∈ Z}, we will replace
“{T n : n ∈ Z}” by “T ”.
It is not hard to obtain:
Proposition 3.1. Let (Y,D, ν, G) be an MDS,W1,W2 ∈ CY , α1, α2 ∈ PY , F ∈ FG
and C ⊆ D a G-invariant sub-σ-algebra. Then
(1) hν(G,W1|C) ≤ hν(G,W2|C) and hν,+(G,W1|C) ≤ hν,+(G,W2|C) if W1 
W2.
(2) hν(G,W1∨W2|C) ≤ hν(G,W1|C)+hν(G,W2|C) and hν,+(G,W1∨W2|C) ≤
hν,+(G,W1|C) + hν,+(G,W2|C).
(3) hν(G, (W1)F |C) = hν(G,W1|C) ≤ hν,+(G,W1|C) ≤ Hν(W1|C) ≤ log |W1|.
(4) hν(G,α1∨α2|C) ≤ hν(G,α2|C)+Hν(α1|C ∨α2) ≤ hν(G,α2|C)+Hν(α1|α2).
(5) hν(G, Y |C) = sup
W∈CY
hν(G,W|C) = sup
W∈CY
hν,+(G,W|C).
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Proof. Equations (1) and (5) are easy to verify.
Equations (2) and (4) follow directly from
Hν((W1 ∨W2)E |C) ≤ Hν((W1)E |C) +Hν((W2)E |C)
and
Hν((α1 ∨ α2)E |C) ≤ Hν((α2)E |C) + |E|Hν(α1|α2 ∨ C)
for each E ∈ FG, respectively, neither of which is hard to obtain.
Thus, we only need prove (3). Note that if α ∈ PY satisfies α  W1 then
hν,+(G,W1|C) ≤ hν(G,α|C) ≤ Hν(α|C)
by (3.3), which implies that
hν,+(G,W1|C) ≤ Hν(W1|C) ≤ Hν(W1) ≤ log |W1|.
It remains to prove that
hν(G, (W1)F |C) = hν(G,W1|C).
We should point out that if {Fn : n ∈ N} is a Følner sequence of G then {FFn :
n ∈ N} is also a Følner sequence of G and lim
n→∞
|FFn|
|Fn|
= 1, which implies that
hν(G, (W1)F |C)
= lim
n→∞
1
|Fn|
Hν(((W1)F )Fn |C)
= lim
n→∞
1
|Fn|
Hν((W1)FFn |C)
= lim
n→∞
1
|FFn|
Hν((W1)FFn |C) (as lim
n→∞
|FFn|
|Fn|
= 1)
= hν(G,W1|C) (as {FFn : n ∈ N} is also a Følner sequence of G).
This proves (3) and so completes our proof. 
The following result will be used subsequently.
Theorem 3.2. Let (Y,D, ν, G) be an MDS, W ∈ CY and C ⊆ D a G-invariant
sub-σ-algebra. Assume that (Y,D, ν) is a Lebesgue space. Then
hν(G,W|C) = hν,+(G,W|C).
Thus, using (3.3) we have an alternative expression for hν(G,W|C):
(3.4) hν(G,W|C) = inf
F∈FG
1
|F |
inf
α∈PY ,αW
Hν(αF |C).
Remark 3.3. As shown by [38], Theorem 3.2 plays an important role in the estab-
lishment of the local theory of entropy for a topological G-action.
In order to prove Theorem 3.2, we shall use Danilenko’s orbital approach to
the entropy theory of an MDS as a crucial tool. In fact, notice that using the
arguments of Danilenko [17] one can re-write the whole process carried out in [38,
§4]. In other words, we can extend the whole [38, §4] to the relative case, where
we are given a G-invariant sub-σ-algebra C ⊆ D. As this is a straightforward re-
writing of the arguments of [38, §4], we omit the details and leave their verification
to the interested reader. We only remark that, based on the results from [32, 34, 64],
the equivalence of these two kinds of entropy for finite measurable covers was first
pointed out by Huang, Ye and Zhang in [36] for Z-actions.
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As in the case of a measurable dynamical Z-system, one can define a relative
Pinsker formula in our setting.
Theorem 3.4. Let (Y,D, ν, G) be an MDS, C ⊆ D a G-invariant sub-σ-algebra
and α, β ∈ PY . Then, for βG, the sub-σ-algebra of D generated by g−1β, g ∈ G,
(3.5) lim
n→∞
1
|Fn|
Hν(αFn |βFn ∨ C) = hν(G,α|βG ∨ C)
and so
hν(G,α ∨ β|C) = hν(G, β|C) + hν(G,α|βG ∨ C).
Before establishing (3.5), we first make a remark.
Remark 3.5. Under the assumptions of Theorem 3.4, we cannot deduce the con-
vergence of the sequence { 1|Fn|Hν(αFn |βFn ∨ C) : n ∈ N} from Proposition 2.2.
In fact, it is not hard to check that
Hν(α•|β• ∨ C) : FG → R, F 7→ Hν(αF |βF ∨ C)
is a non-negative G-invariant function. By ( (3.1)), it is also sub-additive:
Hν(αE∪F |βE∪F ∨ C) ≤ Hν(αE |βE∪F ∨ C) +Hν(αF |βE∪F ∨ C)
≤ Hν(αE |βE ∨ C) +Hν(αF |βF ∨ C)
whenever E,F ∈ FG. In general, this function is not monotone: we give an example
of this.
Let G = Z2 × Z. Then G is an infinite countable discrete amenable group, and
with unit (0, 0). Consider the MDS
({a, b}G,B{a,b}G ,
⊗
g∈G
{
1
2
,
1
2
}, G),
where B{a,b}G denotes the Borel σ-algebra of the compact metric space {a, b}
G. Now
G acts naturally on ({a, b}G,B{a,b}G ,
⊗
g∈G
{ 12 ,
1
2}) and preserves the measure. Set
α = {[a](0,0), [b](0,0)} and β = (1, 0)
−1α
with [i](0,0) = {(xg)g∈G : x(0,0) = i}, i ∈ {a, b}. Let S ∈ FZ and set
E = {(0, s) : s ∈ S} ∈ FG and F = {(1, s) : s ∈ S} = (1, 0) · E ∈ FG.
Using (3.1), it is straightforward to check
Hν(αF |βF ∨ N{a,b}G) = Hν(αF ∨ βF |N{a,b}G)−Hν(βF |N{a,b}G) = |S| log 2;
whereas,
αF = α(1,0)·E = ((1, 0)
−1α)E = βE and similarly αE = βF .
It follows that
Hν(αE∪F |βE∪F ∨N{a,b}G) = 0 < |S| log 2 = Hν(αF |βF ∨N{a,b}G).
Now we prove Theorem 3.4.
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Proof of Theorem 3.4. For each n ∈ N one has by (3.1),
(3.6) Hν((α ∨ β)Fn |C) = Hν(βFn |C) +Hν(αFn |βFn ∨ C).
To finish the proof it is sufficient to prove (3.5).
As a sub-σ-algebra of D, βG (and likewise βG ∨ C) is G-invariant, and hence
hν(G,α|βG ∨ C) = lim
n→∞
1
|Fn|
Hν(αFn |βG ∨ C).
Set M = Hν(α|β ∨ C) (and so M = Hν(α{g}|β{g} ∨ C) for each g ∈ G) and
c = lim
n→∞
1
|Fn|
Hν(αFn |βFn ∨ C).
Observe that by Proposition 2.2 the limit c must exist (using (3.6)).
Obviously, c ≥ hν(G,α|βG ∨ C). To complete the proof, we only need show that
c ≤ hν(G,α|βG ∨ C). The proof follows from the methods of [69, Proposition 4.3].
Let ǫ ∈ (0, 14 ). Clearly, there exists N ∈ N such that if n > N then
(3.7) |
1
|Fn|
Hν(αFn |βFn ∨C)−c| < ǫ and |
1
|Fn|
Hν(αFn |βG∨C)−hν(α|βG∨C)| < ǫ.
By Proposition 2.1, there exist integers n1, · · · , nk such that N ≤ n1 < · · · < nk
and Fn1 , · · · , Fnk ǫ-quasi-tile Fm whenever m is sufficiently large. Note that there
must exist B ∈ FG such that
(3.8) Hν(αFni |βB ∨ C) ≤ Hν(αFni |βG ∨ C) + ǫ
for each i = 1, · · · , k. Now let m ∈ N,m > N be large enough such that Fm is
(B ∪ {eG},
ǫ
k∑
i=1
|Fni |
)-invariant and Fn1 , · · · , Fnk ǫ-quasi-tile Fm with tiling centers
Cm1 , · · · , C
m
k . Then, by the selection of C
m
1 , · · · , C
m
k , one has
(1) for Am
.
= {g ∈ Fm : Bg ⊆ Fm} = Fm \ B−1(G \ Fm), as Fm \ Am ⊆
Fm ∩B−1(G \ Fm) and Fm is (B ∪ {eG},
ǫ
k∑
i=1
|Fni |
)-invariant, then
|Fm \Am| <
ǫ|Fm|
k∑
i=1
|Fni |
;
(2) Cmi ⊆ Fm, i = 1, · · · , k (as eG ⊆ F1 ⊆ F2 ⊆ · · · ) and
(3) Fm ⊇
k⋃
i=1
FniC
m
i and |
k⋃
i=1
FniC
m
i | ≥ max{(1−ǫ)|Fm|, (1−ǫ)
k∑
i=1
|Cmi ||Fni |}.
Moreover, we have
1
|Fm|
Hν(αFm |βFm ∨ C)
≤
1
|Fm|
{Hν(α k⋃
i=1
FniC
m
i
|βFm ∨ C) +Hν(α
Fm\
k⋃
i=1
FniC
m
i
|C)}
≤
1
(1− ǫ)
k∑
i=1
|Cmi ||Fni |
k∑
i=1
Hν(αFniCmi |βFm ∨ C) + ǫ log |α|,(3.9)
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where the last inequality follows from the above (3), moreover, for each i = 1, · · · , k,
1
|Cmi ||Fni |
Hν(αFniCmi |βFm ∨ C)
≤
1
|Cmi |
∑
c∈Cm
i
1
|Fni |
Hν(αFnic|βFm ∨ C)
=
1
|Cmi |
∑
c∈Cmi
1
|Fni |
Hν(αFni |βFmc−1 ∨ C)
≤
1
|Cmi |
{
∑
c∈Cm
i
∩Am
1
|Fni |
Hν(αFni |βFmc−1 ∨ C) +
∑
c∈Cm
i
\Am
1
|Fni |
Hν(αFni |βFmc−1 ∨ C)}
≤
1
|Fni |
Hν(αFni |βB ∨ C) +
1
|Cmi |
∑
c∈Fm\Am
1
|Fni |
Hν(αFni |βFmc−1 ∨ C)
(by the selection of Am and the above (2))
≤
1
|Fni |
Hν(αFni |βG ∨ C) + ǫ+
|Fm \Am|
|Cmi |
log |α| (using (3.8)).(3.10)
Combining (3.9) and (3.10), we obtain
1
|Fm|
Hν(αFm |βFm ∨ C)
≤
1
1− ǫ
k∑
i=1
|Cmi ||Fni |
k∑
j=1
|Cmj ||Fnj |
{
1
|Fni |
Hν(αFni |βG ∨ C) +
ǫ+
|Fm \Am|
|Cmi |
log |α|} + ǫ log |α|
≤
1
1− ǫ
{ max
1≤i≤k
1
|Fni |
Hν(αFni |βG ∨ C) +
ǫ+
ǫ|Fm|
k∑
i=1
|Cmi ||Fni |
log |α|} + ǫ log |α| (using (1))
≤
1
1− ǫ
max
1≤i≤k
1
|Fni |
Hν(αFni |βG ∨ C) +
1
1− ǫ
(ǫ+
ǫ
1− ǫ
log |α|) + ǫ log |α| (using (3)).
Combining this with (3.7), one has
c <
1
1− ǫ
hν(G,α|βG ∨ C) +
1
1− ǫ
(2ǫ+
ǫ
1− ǫ
log |α|) + ǫ(1 + log |α|).
Finally, c ≤ hν(G,α|βG ∨ C) follows by letting ǫ→ 0. This finishes our proof. 
Remark 3.6. Remark that the case where (Y,D, ν) is a Lebesgue space was proved
by Glasner, Thouvenot and Weiss [31, Lemma 1.1]. The relative Pinsker formula
for a measurable dynamical Z-system is proved as [73, Theorem 3.3].
18 A. H. Dooley and G. H. Zhang
As a direct corollary of Theorem 3.4, we can obtain the well-known Abramov-
Rokhlin entropy addition formula (see for example [17, Theorem 0.2] or [69]), which
will be used in our discussions of continuous bundle random dynamical systems.
Proposition 3.7. Let (Y,D, ν, G) be an MDS and C1 ⊆ C2 ⊆ D two G-invariant
sub-σ-algebras. Assume that (Y,D, ν) is a Lebesgue space. Then
hν(G, Y |C1) = hν(G, Y |C2) + hν(G, Y, C2|C1).
Here, hν(G, Y, C2|C1) denotes the measure-theoretic ν-entropy of the MDS (Y, C2, ν,
G) with respect to C1.
Let (Y,D, ν, G) be an MDS and C ⊆ D a G-invariant sub-σ-algebra. Define the
Pinsker σ-algebra of (Y,D, ν, G) with respect to C, PC(Y,D, ν, G), to be the sub-
σ-algebra of D generated by {α ∈ PY : hν(G,α|C) = 0}. In the case of C = NY
we will write P(Y,D, ν, G) = PNY (Y,D, ν, G) and call it the Pinsker σ-algebra
of (Y,D, ν, G). Obviously PC(Y,D, ν, G) ⊆ D is a G-invariant sub-σ-algebra and
C ∪ P(Y,D, ν, G) ⊆ PC(Y,D, ν, G).
We say that (Y,D, ν, G) has C-relative c.p.e. if PC(Y,D, ν, G) = C (in the sense
of mod ν), and has c.p.e. if it has NY -relative c.p.e.
The following result was proved in [17, 65].
Proposition 3.8. Let (Y,D, ν, G) be an MDS and C ⊆ D a G-invariant sub-σ-
algebra. Assume that (Y,D, ν) is a Lebesgue space. Then (Y,D, ν, G) has C-relative
c.p.e. if and only if for each α ∈ PY and any ǫ > 0 there exists K ∈ FG such that
if F ∈ FG satisfies FF−1 ∩ (K \ {eG}) = ∅ then
|
1
|F |
Hν(αF |C)−Hν(α|C)| < ǫ.
In the proof of Theorem 3.11, we will use the following well-known result.
Proposition 3.9. Let (Y,D, ν, G) be an MDS, C ⊆ D a G-invariant sub-σ-algebra
and α ∈ PY . Assume that (Y,D, ν) is a Lebesgue space. Then
(3.11) hν(G,α|C) = hν(G,α|P
C(Y,D, ν, G)).
In particular, (Y,D, ν, G) has PC(Y,D, ν, G)-relative c.p.e.
Let (Y,D, ν, G) be an MDS and C ⊆ D a G-invariant sub-σ-algebra. For each
n ∈ N\{1}, following ideas from [29, 35, 37, 38], we introduce a probability measure
λCn(ν) over (Y
n,Dn) as follows:
(3.12) λCn(ν)(
n∏
i=1
Ai) =
∫
Y
n∏
i=1
ν(Ai|P
C(Y,D, ν, G))dν,
whenever A1, · · · , An ∈ D. Here, Y n = Y × · · · × Y (n-times) and Dn = D × · · · ×
D (n-times). As G acts naturally on (Y n,Dn), it is not hard to check that the
measure λCn(ν) is G-invariant (recall that the sub-σ-algebra P
C(Y,D, ν, G) ⊆ D is
G-invariant) and so (Y n,Dn, λCn(ν), G) forms an MDS.
Following the method of proof of [38, Lemma 6.8 and Theorem 6.11], it is not
hard to obtain:
Lemma 3.10. Let (Y,D, ν, G) be an MDS, C ⊆ D a G-invariant sub-σ-algebra and
W = {W1, · · · , Wn} ∈ CY with n > 1. Then
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(1) λCn(ν)(
n∏
i=1
W ci ) > 0 if and only if hν(G, β|C) > 0 whenever β ∈ PY satisfies
β  W.
(2) if λCn(ν)(
n∏
i=1
W ci ) > 0 then there exist ǫ > 0 and α ∈ PY such that α  W
and, whenever β ∈ PY satisfies β  W,
Hν(α|β ∨ P
C(Y,D, ν, G)) ≤ Hν(α|P
C(Y,D, ν, G))− ǫ.
Lemma 3.10 (1) can be strengthened as follows. We will use this version in our
discussions of entropy tuples for a continuous bundle random dynamical system in
§12.
Theorem 3.11. Let (Y,D, ν, G) be an MDS, C ⊆ D a G-invariant sub-σ-algebra
and W = {W1, · · · ,Wn} ∈ CY with n ∈ N \ {1}. Assume that (Y,D, ν) is a
Lebesgue space. Then the following statements are equivalent:
(1) hν(G, β|C) > 0 whenever β ∈ PY satisfies β  W.
(2) λCn(ν)(
n∏
i=1
W ci ) > 0.
(3) inf
F∈FG
1
|F |Hν(WF |C) > 0.
(4) hν(G,W|C) > 0.
Proof. The equivalence (1)⇐⇒(2) is established by Lemma 3.10 and the implica-
tions (3)=⇒ (4) =⇒ (1) follow directly from the definitions.
Thus, it suffices to prove (2)=⇒(3).
Now assume that λCn(ν)(
n∏
i=1
W ci ) > 0. Using Lemma 3.10 again, there exist
α ∈ PY and ǫ > 0 such that
(3.13) Hν(α|β ∨ P
C(Y,D, ν, G)) ≤ Hν(α|P
C(Y,D, ν, G))− ǫ
whenever β ∈ PY satisfies β  W . By Proposition 3.8 and Proposition 3.9, we can
choose K ∈ FG such that if F ∈ FG satisfies FF−1 ∩ (K \ {eG}) = ∅ then
(3.14) |
1
|F |
Hν(αF |P
C(Y,D, ν, G))−Hν(α|P
C(Y,D, ν, G))| <
ǫ
2
.
For E ∈ FG and g ∈ E, there exists S ∈ FG such that SS−1 ∩ (K \ {eG}) = ∅, g ∈
S ⊆ E and (S ∪ {g′})(S ∪ {g′})−1 ∩ (K \ {eG}) 6= ∅ for any g′ ∈ E \ S. Thus,
(3.15) |
1
|S|
Hν(αS |P
C(Y,D, ν, G)) −Hν(α|P
C(Y,D, ν, G))| <
ǫ
2
(using (3.14)).
It is now not hard to check that
E \ S ⊆ (K \ {eG})S ∪ (K \ {eG})
−1S = (K ∪K−1 \ {eG})S,
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hence S ⊆ E ⊆ (K ∪K−1 ∪ {eG})S, one has (2|K| + 1)|S| ≥ |E|. So, if β ∈ PY
satisfies β  WS then gβ  W for each g ∈ S, hence
Hν(β|C)
≥ Hν(β|P
C(Y,D, ν, G))
= Hν(β ∨ αS |P
C(Y,D, ν, G))−Hν(αS |β ∨ P
C(Y,D, ν, G))
≥ Hν(αS |P
C(Y,D, ν, G))−
∑
g∈S
Hν(α|gβ ∨ P
C(Y,D, ν, G))
≥ Hν(αS |P
C(Y,D, ν, G))− |S|(Hν(α|P
C(Y,D, ν, G))− ǫ) (using (3.13))
≥
|S|ǫ
2
(using (3.15)).
Since β is arbitrary,
(3.16) Hν(WE) ≥ Hν(WS) ≥
|S|ǫ
2
.
Recall that (2|K|+1)|S| ≥ |E|. In (3.16) letting E vary over all elements from FG
we obtain (3). This completes the proof. 
Question 3.12. Let (Y,D, ν, G) be an MDS, C ⊆ D a G-invariant sub-σ-algebra
and W ∈ CY . We conjecture that the following equation holds:
hν(G,W|C) = inf
F∈FG
1
|F |
Hν(WF |C).
(1) Unfortunately, the proof of (3.3) does not work in this case, since if α ∈ PY ,
(3.1) easily implies strong sub-additivity of
(3.17) Hν(αE∩F |C) +Hν(αE∪F |C) ≤ Hν(αE |C) +Hν(αF |C)
whenever E,F ∈ FG (setting α∅ = NY ). However, we do not know whether
(3.17) holds for a general cover W ∈ CY .
(2) From the definitions, the inequality ≥ holds directly. Moreover, by Theorem
3.11, if (Y,D, ν) is a Lebesgue space then
inf
F∈FG
1
|F |
Hν(WF |C) > 0 if and only if hν(G,W|C) > 0.
(3) The conjecture should be compared with Proposition 2.3, Proposition 2.5
and Example 2.7.
Observe that in the topological setting, we have a similar result [20, Lemma 6.1],
and a similar conjecture can be made.
Let (Y,D, ν) be a Lebesgue space. If {αi : i ∈ I} is a countable family in PY ,
the partition α =
∨
i∈I
αi
.
= {
⋂
i∈I
Ai : Ai ∈ αi, i ∈ I} is called a measurable partition.
Note that the sets C ∈ D, which are unions of atoms of α, form a sub-σ-algebra of
D. In fact, every sub-σ-algebra of D coincides with a σ-algebra constructed in this
way modulo ν-null sets (cf [63]).
Now let C ⊆ D be a sub-σ-algebra. Then we may disintegrate ν over C, i.e.
we write ν =
∫
Y
νydν(y), where νy is a probability measure over (Y,D) for ν-a.e.
y ∈ Y . In fact, if α is a measurable partition of (Y,D, ν) which generates C, then,
for ν-a.e. y ∈ Y , νy is supported on α(y) (i.e. νy(α(y)) = 1) and νy1 = νy2 for
νy-a.e. y1, y2 ∈ α(y). The disintegration can be characterized as follows. For each
f ∈ L1(Y,D, ν), if we denote by ν(f |C) the conditional expectation with respect
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to ν of the function f relative to C, then: f ∈ L1(Y,D, νy) for ν-a.e. y ∈ Y , the
function y 7→
∫
Y
fdνy is in L
1(Y, C, ν), and ν(f |C)(y) =
∫
Y
fdνy for ν-a.e. y ∈ Y .
From this, it follows that if f ∈ L1(Y,D, ν) then
(3.18)
∫
Y
(
∫
Y
fdνy)dν(y) =
∫
Y
fdν,
and so it is simple to check that if β ∈ PY then
(3.19) Hν(β|C) =
∫
Y
Hνy (β)dν(y).
Note that the disintegration is unique in the sense that if ν =
∫
Y
νydν(y) and
ν =
∫
Y
ν′ydν(y) are both the disintegrations of ν over C, then νy = ν
′
y for ν-a.e.
y ∈ Y . For details see for example [28, 63].
Now let (Y,D, ν, G) be an MDS and C ⊆ D a G-invariant sub-σ-algebra. Assume
that (Y,D, ν) is a Lebesgue space and ν =
∫
Y
νydν(y) is the disintegration of ν over
PC(Y,D, ν, G). Then, for each n ∈ N \ {1}, by the construction of λCn(ν) one has:
λCn(ν) =
∫
Y
νy × · · · × νy (n-times) dν(y).
We need the following result in next section which is similar to [37, Lemma 3.8].
Lemma 3.13. Let (Y,D, ν) be a Lebesgue space and W ∈ CY . Let C ⊆ D be a
sub-σ-algebra and ν =
∫
Y
νydν(y) the disintegration of ν over C. Then
Hν(W|C) =
∫
Y
Hνy (W)dν(y).
A probability space (Y,D, ν) is purely atomic if there exists a countably family
{Di : i ∈ I} ⊆ D such that ν(
⋃
i∈I
Di) = 1 and for each i ∈ I, ν(Di) > 0 and if
D′i ⊆ Di is measurable then ν(D
′
i) is either 0 or ν(Di).
We will also need the following result in Part 2.
Proposition 3.14. Let (Y,D, ν, G) be an MDS and C ⊆ D a G-invariant sub-
σ-algebra. Assume that (Y,D, ν) is a Lebesgue space and ν =
∫
Y
νydν(y) is the
disintegration of ν over C. If νy is purely atomic for ν-a.e. y ∈ Y then hν(G, Y |C) =
0. Conversely, if hν(G, Y |C) > 0 then there is A ∈ D such that ν(A) > 0 and νy is
not purely atomic for each y ∈ A.
The case where ν is ergodic in Proposition 3.14 is well known (see [22, Theorem
4.1.15] for a stronger version), and then it is not hard to obtain Proposition 3.14
in the general case by applying ergodic decomposition.
4. Continuous bundle random dynamical systems
In this section we define and establish basic properties of a continuous bundle
random dynamical system associated to an infinite countable discrete amenable
group action, given some known results for the special case of Z from [8, 46, 47, 56].
For convenience we restrict our setting as follows.
Standard Assumption 3. Let (Ω,F ,P, G) denote an MDS, where (Ω,F ,P) is a
Lebesgue space. In particular, (Ω,F ,P) is complete and countably separated.
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Now let (X,B) be a measurable space and E ∈ F ×B. Then (E , (F ×B)E) forms
naturally a measurable space with (F ×B)E the σ-algebra of E given by restricting
F × B over E . Set Eω = {x ∈ X : (ω, x) ∈ E} for each ω ∈ Ω. A bundle random
dynamical system or random dynamical system (RDS) associated to (Ω,F ,P, G) is
a family F = {Fg,ω : Eω → Egω|g ∈ G,ω ∈ Ω} satisfying:
(1) for each ω ∈ Ω, the transformation FeG,ω is the identity over Eω,
(2) for each g ∈ G, the map (E , (F×B)E)→ (X,B), given by (ω, x) 7→ Fg,ω(x),
is measurable and
(3) for each ω ∈ Ω and all g1, g2 ∈ G, Fg2,g1ω ◦Fg1,ω = Fg2g1,ω (and so Fg−1,ω =
(Fg,g−1ω)
−1 for each g ∈ G).
In this case, G has a natural measurable action on E with (ω, x)→ (gω, Fg,ωx) for
each g ∈ G, called the corresponding skew product transformation.
Let the family F = {Fg,ω : Eω → Egω|g ∈ G,ω ∈ Ω} be an RDS over (Ω,F ,P, G),
where X is a compact metric space with metric d and equipped with the Borel σ-
algebra BX . If for P-a.e. ω ∈ Ω, ∅ 6= Eω ⊆ X is a compact subset and Fg,ω is a
continuous map for each g ∈ G (and so Fg,ω : Eω → Egω is a homeomorphism for
P-a.e. ω ∈ Ω and each g ∈ G), then it is called a continuous bundle RDS.
By [13, Chapter III], the mapping ω 7→ Eω is measurable with respect to the
Borel σ-algebra induced by the Hausdorff topology on the hyperspace 2X of all
non-empty compact subsets of X , and the distance function d(x, Eω) is measurable
in ω ∈ Ω for each x ∈ X .
These concepts generalize the classical concepts of dynamical systems as follows.
We say that (Ω,F ,P, G) is a trivial MDS, if Ω is a singleton.
For a measurable space (X,B), a bundle RDS associated to a trivial MDS is
one where the group G acts on a measurable subset E ∈ B: that is, there exists
a family of invertible measurable transformations {Fg : E → E|g ∈ G} such that
Fg2 ◦ Fg1 = Fg2g1 for all g1, g2 ∈ G and FeG acts as the identity over E.
For a compact metric space X , a continuous bundle RDS associated to a trivial
MDS means that there is a topological G-action (K,G) for some non-empty compact
subsetK ⊆ X , that is, the group G acts onK in the sense that there exists a family
of homeomorphisms {Fg : g ∈ G} of K such that Fg2 ◦Fg1 = Fg2g1 for all g1, g2 ∈ G
and FeG acts as the identity transformation over K. The pair (K,G) is also called
a topological dynamical G-system (TDS).
Among interesting examples of continuous bundle RDS’s are random sub-shifts.
In the case where G = Z, these are treated in detail in [10, 44, 46]. We present
a brief recall of some of their properties.
Let (Ω,F ,P) be a Lebesgue space and ϑ : (Ω,F ,P) → (Ω,F ,P) an invertible
measure-preserving transformation. Set X = {(xi : i ∈ Z) : xi ∈ N∪ {+∞}, i ∈ Z},
a compact metric space equipped with the metric
d((xi : i ∈ Z), (yi : i ∈ Z)) =
∑
i∈Z
1
2|i|
|x−1i − y
−1
i |,
and let F : X → X be the translation (xi : i ∈ Z) 7→ (xi+1 : i ∈ Z). Then the
integer group Z acts on (Ω × X,F × BX) measurably with (ω, x) 7→ (ϑiω, F ix)
for each i ∈ Z, where BX denotes the Borel σ-algebra of the space X . Now let
E ∈ F × BX be an invariant subset of Ω × X (under the Z-action) such that
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∅ 6= Eω ⊆ X is compact for P-a.e. ω ∈ Ω. This defines a continuous bundle RDS
where, for P-a.e. ω ∈ Ω, Fi,ω is just the restriction of F i over Eω for each i ∈ Z.
A very special case is when the subset E is given as follows. Let k be a random
N-valued random variable satisfying
0 <
∫
Ω
log k(ω)dP(ω) < +∞,
and, for P-a.e. ω ∈ Ω, and letM(ω) be a randommatrix (mi,j(ω) : i = 1, · · · , k(ω), j
= 1, · · · , k(ϑω)) with entries 0 and 1. Then the random variable k and the random
matrix M generate a random sub-shift of finite type, where
E = {(ω, (xi : i ∈ Z)) : ω ∈ Ω, 1 ≤ xi ≤ k(ϑ
iω),mxi,xi+1(ϑ
iω) = 1, i ∈ Z}.
It is not hard to see that this is a continuous bundle RDS.
There are many other interesting examples of continuous bundle RDS’s coming
from smooth ergodic theory, see for example [52, 55], where one considers not only
the action of Z on a compact metric state space but also Z+ on a Polish state space.
(Recall that a Polish space is a complete separable metric space.)
LetM be a C∞ compact connected Riemannian manifold without boundary and
Cr(M,M), r ∈ Z+ ∪ {+∞} the space of all Cr maps from M into itself endowed
with the usual Cr topology and the Borel σ-algebra. As above, (Ω,F ,P) is a
Lebesgue space and ϑ : (Ω,F ,P) → (Ω,F ,P) is an invertible measure-preserving
transformation. Now let F : Ω → Cr(M,M) be a measurable map and define the
family of the randomly composed maps Fn,ω, n ∈ Z or Z+, ω ∈ Ω as follows:
Fn,ω =


F (ϑn−1ω) ◦ · · · ◦ F (ϑω) ◦ F (ω), if n > 0
id, if n = 0
F (ϑnω)−1 ◦ · · · ◦ F (ϑ−2ω)−1 ◦ F (ϑ−1ω)−1, if n < 0
.
Here Fn,ω, n < 0 is defined when F (ω) ∈ Diff
r(M) for P-a.e. ω ∈ Ω. In the case of
r = 0 we may replace M with a compact metric space.
Standard Assumption 4. Henceforth, we will fix the family F = {Fg,ω : Eω →
Egω|g ∈ G,ω ∈ Ω} to be a continuous bundle RDS over (Ω,F ,P, G) with a compact
metric space (X, d) as its state space.
As discussed in §3, one can introduce CE ,PE and other related notations. More-
over, for S ⊆ E , if for P-a.e. ω ∈ Ω all fibers Sω ⊆ Eω are open or closed, then S is
called an open or a closed random set. Denote by CoE the set of all elements from
CE consisting of subsets of open random sets. Similarly, we can introduce CX , PX ,
CoX and other related notations. Moreover, for ξ ∈ CΩ andW ∈ CX , we introduce
the notation
(ξ ×W)E = {(C ×W ) ∩ E : C ∈ ξ,W ∈ W} ∈ CE .
In special cases, we will write (Ω×W)E = ({Ω}×W)E and (ξ×X)E = (ξ×{X})E.
In the sequel we will need the following result, which is a re-statement of [13,
Theorem III.23] and [26, Theorem 1].
Recall that by Standard Assumption 3, (Ω,F ,P) is a Lebesgue space; in par-
ticular, it is a complete probability space, and by Standard Assumption 4, X is a
compact metric space. Thus, we can apply [13, Theorem III.23] and [26, Theorem
1] to (Ω,F ,P) and X , and obtain:
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Lemma 4.1. Let π : Ω × X → Ω be the natural projection and A ∈ F × BX .
Then π(A) ∈ F , and there exists a measurable map p : (Ω,F)→ (X,BX) such that
(ω, p(ω)) ∈ A for each ω ∈ π(A).
Denote by PP(Ω × X) the space of all probability measures on Ω × X having
marginal P on Ω. Every such a probability measure µ has the property that µ(A×
X) = P(A) for each A ∈ F . Put PP(E) = {µ ∈ PP(Ω ×X) : µ(E) = 1}. It is well
known that PP(E) 6= ∅ under our standard assumptions.
Let FE be the σ-algebra of all sets of the form (A ×X) ∩ E , A ∈ F . Note that
each µ ∈ PP(E) can be disintegrated as
dµ(ω, x) = dµω(x)dP(ω),
where µω, ω ∈ Ω are regular conditional probability measures with respect to the
σ-algebra FE , that is, for P-a.e. ω ∈ Ω, µω is a Borel probability measure on Eω
and, for any measurable subset R ⊆ E ,
(4.1) µω(Rω) = µ(R|FE)(ω)
where Rω = {x ∈ X : (ω, x) ∈ R}. It follows that
µ(R) =
∫
Ω
µω(Rω)dP(ω).
SinceX is a compact metric space, such a disintegration of µ exists ([25, Proposition
10.2.8]).
Now let µ ∈ PP(E) with disintegration dµ(ω, x) = dµω(x)dP(ω) as above. As-
sume that α ∈ PE and U ∈ CE . Then
Hµ(α|FE) = −
∫
Ω
∑
A∈α
µ(A|FE )(ω) logµ(A|FE)(ω)dP(ω)
=
∫
Ω
Hµω (αω)dP(ω) (using (4.1)),(4.2)
here, αω = {Aω : A ∈ α} is a partition of Eω. In fact, by Lemma 3.13 we have
(4.3) Hµ(U|FE) =
∫
Ω
Hµω (Uω)dP(ω).
Note that for each F ∈ FG and for any ω ∈ Ω, one has
(4.4) (UF )ω =
∨
g∈F
(g−1U)ω =
∨
g∈F
(Fg,ω)
−1Ugω =
∨
g∈F
Fg−1,gωUgω ,
and so, in view of (4.3),
(4.5) Hµ(UF |FE) =
∫
Ω
Hµω

∨
g∈F
Fg−1,gωUgω

 dP(ω).
Moreover, for any ω ∈ Ω, denote by N(U , ω) the minimal cardinality of a sub-
family of Uω covering Eω (equivalently, the minimal cardinality of a sub-family of
U covering Eω), it is easy to check Hµω (Uω) ≤ logN(U , ω).
Then we have:
Proposition 4.2. Let U ∈ CE . Then N(U , ω) is measurable in ω ∈ Ω, and
(4.6) Hµ(U|FE) ≤
∫
Ω
logN(U , ω)dP(ω).
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Proof. We will call π : E → Ω the natural projection.
Let n ∈ N. Then N(U , ω) ≤ n if and only if there exists U1, · · · , Un from U such
that Eω ⊆
n⋃
i=1
Ui. Equivalently, ω /∈ π(E \
n⋃
i=1
Ui). Observe that for given U1, · · · , Un
the subset π(E \
n⋃
i=1
Ui) is measurable from Lemma 4.1. From this it is easy to see
that N(U , ω) is measurable in ω ∈ Ω, and hence we obtain the inequality (4.6). 
Recall that FE = {(A × X) ∩ E : A ∈ F}, in particular, FE ⊆ (F × BX) ∩ E
is a G-invariant sub-σ-algebra with respect to the skew product transformation
(E , (F × BX) ∩ E , G). It is not hard to check that, for µ ∈ PP(E) with dµ(ω, x) =
dµω(x)dP(ω) as its disintegration, µ is G-invariant if and only if Fg,ωµω = µgω for
P-a.e. ω ∈ Ω and each g ∈ G, here Fg,ωµω(•) is given by µω(F−1g,ω•).
Denote by PP(E , G) the set of all G-invariant elements from PP(E). Observe
that if µ ∈ PP(E , G) is ergodic then (Ω,F ,P, G) is also ergodic. Conversely, if
(Ω,F ,P, G) is not ergodic then each element from PP(E , G) is also not ergodic.
Note that, as G is amenable, any topologicalG-action admits a G-invariant Borel
probability measure on the compact metric state space. Hence by the observation
made at the beginning of this section, one has PP(E , G) 6= ∅ when (Ω,F ,P, G) is
a trivial MDS. In fact, PP(E , G) 6= ∅ still holds even if the MDS (Ω,F ,P, G) is
non-trivial. The argument may be made as follows.
Remark that by Standard Assumptions 3 and 4, (Ω,F ,P, G) is an MDS with
(Ω,F ,P) a Lebesgue space, X is a compact metric space, and E ∈ F ×BX satisfies
that ∅ 6= Eω ⊆ X is a compact subset for P-a.e. ω ∈ Ω. For each real-valued
function f on E which is measurable in (ω, x) ∈ E and continuous in x ∈ Eω (for
each fixed ω ∈ Ω), we set
||f ||1 =
∫
Ω
||f(ω)||∞dP(ω), where ||f(ω)||∞ = sup
x∈Eω
|f(ω, x)|.
Denote by L1E(Ω, C(X)) the space of all such functions with ||f ||1 < +∞, where we
will identify two such functions f and g provided ||f − g||1 = 0. It is easy to check
that (L1E (Ω, C(X)), || • ||1) becomes a Banach space.
As we will see, the role of L1E(Ω, C(X)) in the set-up of a continuous bundle RDS
is just that of C(Y ), is played by the set of all real-valued continuous functions over
Y , when we consider a topological G-action (Y,G).
We will introduce the weak* topology in PP(E) as follows. Let µ, µn ∈ PP(E), n ∈
N. We will say that the sequence {µn : n ∈ N} converges to µ in PP(E) if the se-
quence {
∫
E fdµn : n ∈ N} converges to
∫
E fdµ for each f ∈ L
1
E(Ω, C(X)) (obviously,∫
E fdµn and
∫
E fdµ are well defined from the above definitions).
It is well known that PP(E) is a non-empty compact space in the weak* topology,
see for example [46, Lemma 2.1 (i)]. Remark again that (Ω,F ,P) is a Lebesgue
space by Standard Assumption 3, and so additionally, by [15, Theorem 5.6], one
sees that PP(E) is also a metric space.
Recall that a non-empty subset of a topological space is clopen if it is simulta-
neously open and closed.
The following result (cf [46, Lemma 2.1]) will be useful in the proof of Theorem
7.1. Observe that Proposition 4.3 (1) follows directly from the aforementioned
compactness of the space PP(E).
Proposition 4.3. Let PP(E) be equipped with the weak* topology introduced above.
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(1) Let {νn : n ∈ N} ⊆ PP(E). The set of limit points of the sequence
{µn
.
=
1
|Fn|
∑
g∈Fn
gνn : n ∈ N}
is non-empty and is contained in PP(E , G).
(2) Let {µn : n ∈ N} be a sequence in PP(E) converging to µ ∈ PP(E) with
dµ(ω, x) = dµω(x)dP(ω) the disintegration of µ over FE . If α ∈ PE satisfies
that αω is a clopen partition of Eω (i.e. each element of αω is clopen) for
P-a.e. ω ∈ Ω, then
lim sup
n→∞
Hµn(α|FE) ≤ Hµ(α|FE).
From now on, the topological space PP(E) (as well as its closed non-empty sub-
space PP(E , G)) is assumed to be equipped with the weak* topology.
Now let µ ∈ PP(E , G) and U ∈ CE . As FE ⊆ (F × BX) ∩ E is a G-invariant
sub-σ-algebra, we can introduce the µ-fiber entropy of F with respect to U by
h(r)µ (F,U) = hµ(G,U|FE).
And then we define the µ-fiber entropy of F as
h(r)µ (F) = sup
α∈PE
h(r)µ (F, α).
From the definitions we have immediately h
(r)
µ (F) = hµ(G, E|FE).
Recall that (Ω,F ,P) is a Lebesgue space by Standard Assumption 3, one has
that (E , (F × BX) ∩ E , µ) is also a Lebesgue space. Then, using Theorem 3.2 and
Proposition 3.7, respectively, we have
(4.7) h(r)µ (F,U) = hµ,+(G,U|FE)
and
hµ(G, E) = h
(r)
µ (F) + hP(G,Ω).
The following observation will be used below. Its proof is standard.
Lemma 4.4. Let µ ∈ PP(E , G) and α1, α2 ∈ PE ,U1,U2 ∈ CE .
(1) If (α1)ω  (α2)ω for P-a.e. ω ∈ Ω then Hµ(α1|FE) ≥ Hµ(α2|FE) and
h
(r)
µ (F, α1) ≥ h
(r)
µ (F, α2).
(2) If α ∈ PE and U ∈ CE satisfy αω  Uω for P-a.e. ω ∈ Ω then there
exists α′ ∈ PE such that α′  U and α′ω = αω for P-a.e. ω ∈ Ω, and so
Hµ(α|FE) = Hµ(α
′|FE) ≥ Hµ(U|FE).
(3) If (U1)ω  (U2)ω for P-a.e. ω ∈ Ω then h
(r)
µ (F,U1) ≥ h
(r)
µ (F,U2). And so,
if (U1)ω = (U2)ω for P-a.e. ω ∈ Ω then h
(r)
µ (F,U1) = h
(r)
µ (F,U2).
As a direct corollary, we have:
Proposition 4.5. Let µ ∈ PP(E , G).
(1) If W ∈ CΩ then h
(r)
µ (F, (W ×X)E) = h
(r)
µ (F, ({Ω} ×X)E) = 0.
(2) If ξ ∈ PΩ and V ∈ CX then
inf
β∈PX ,βV
h(r)µ (F, (Ω× β)E) ≥ h
(r)
µ (F, (Ω× V)E) = h
(r)
µ (F, (ξ × V)E).
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(3) Assume that U ∈ CE is in the form of U = {(Ωi ×Bi)c : i = 1, · · · , n}, n ∈
N \ {1}, where Ωi ∈ F and Bi ∈ BX for each i = 1, · · · , n. If P(
n⋂
i=1
Ωi) = 0
then h
(r)
µ (F,U) = 0.
Proof. (1) and (2) follow directly from Lemma 4.4.
Now we check (3). By the assumption, U = {(Ωi × Bi)c : i = 1, · · · , n} ∈ CE ,
where Ωi ∈ F and Bi ∈ BX for each i = 1, · · · , n, and P(
n⋂
i=1
Ωi) = 0. Obviously,
W∗
.
= ({Ωc1, · · · ,Ω
c
n} ×X)E ∈ CE satisfies W
∗  U (in the sense of µ). Thus, by
(1), 0 ≤ h
(r)
µ (F,U) ≤ h
(r)
µ (F,W∗) = 0. This completes the proof of (3). 
We now come to the main result of this section. It will be very important in
Part 2.
Theorem 4.6. Let µ ∈ PP(E , G). Then
h(r)µ (F) = sup
U∈CE
h(r)µ (F,U) = sup
U∈Co
E
h(r)µ (F,U)
= sup
V∈CX
h(r)µ (F, (Ω× V)E) = sup
V∈Co
X
h(r)µ (F, (Ω× V)E).
Proof. By the definitions, we only need prove
(4.8) h(r)µ (F) = sup
α∈PX
h(r)µ (F, (Ω× α)E )
and, for each β ∈ PX ,
(4.9) h(r)µ (F, (Ω× β)E) ≤ sup
V∈Co
X
h(r)µ (F, (Ω× V)E).
Observe that, for convenience, µ may be viewed as a probability measure over
(Ω×X,F × BX) and so (Ω×X,F × BX , µ,G) may be viewed as an MDS defined
up to µ-null sets. Let PΩ×X be the set of all finite partitions of (Ω×X,F×BX , µ).
Let us first prove (4.8).
Let γ ∈ PΩ×X . Recall that F×BX is the sub-σ-algebra generated by A×B,A ∈
F and B ∈ BX , then there exist ξ ∈ PΩ and α ∈ PX such that Hµ(γ|ξ × α) is
sufficiently small, and so by Proposition 3.1 (4) we estimate hµ(G, γ|F × {X})
arbitrarily closely from above by hµ(G, ξ × α|F × {X}), as F × {X} ⊆ F × BX is
a G-invariant sub-σ-algebra. We conclude that
(4.10) hµ(G,Ω×X |F × {X}) = sup
ξ∈PΩ
sup
α∈PX
hµ(G, ξ × α|F × {X}).
Now dµ(ω, x) = dµω(x)dP(ω), the disintegration of µ ∈ PP(E , G) introduced
following Lemma 4.1, may also be viewed as the disintegration of µ over F × {X}.
Hence, whenever ξ ∈ PΩ, α ∈ PX , using the argument of (4.5), one has
hµ(G, ξ × α|F × {X}) = lim
n→∞
1
|Fn|
Hµ((ξ × α)Fn |F × {X})
= lim
n→∞
1
|Fn|
∫
Ω
Hµω

 ∨
g∈Fn
Fg−1,gωα

 dP(ω)
= lim
n→∞
1
|Fn|
Hµ(((Ω × α)E)Fn |FE) = h
(r)
µ (F, (Ω× α)E).(4.11)
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Furthermore, it is easy to check that
(4.12) hµ(G,Ω×X |F × {X}) = h
(r)
µ (F).
Then (4.8) follows from (4.10), (4.11) and (4.12).
Now we turn to the proof of (4.9).
Recall that as (Ω,F ,P) is a Lebesgue space by Standard Assumption 3, we can
view (Ω,F ,P) as a Borel subset of the unit interval [0, 1] equipped with a Borel
probability measure. Furthermore, by Standard Assumption 4, X is a compact
metric space. Thus µ can be viewed as a Borel probability measure on the compact
metric space [0, 1]×X . In particular, it is regular.
Let β ∈ PX , ǫ > 0 and say β = {B1, · · · , Bn}, n ∈ N. Observe that there exists
δ > 0 such that if ξ = {C1, · · · , Cn} ∈ PE satisfies
n∑
i=1
µ((Ω×Bi)∩E∆Ci) < δ then
Hµ((Ω× β)E |ξ) +Hµ(ξ|(Ω× β)E) < ǫ.
For each i = 1, · · · , n, by the regularity of µ, it is not hard to choose a compact
subset Ki ⊆ Bi with µ(Ω× (Bi \Ki)) <
δ
n2
. Set
U = {Ki ∪ U : i = 1, · · · , n}, where U = X \ (K1 ∪ · · · ∪Kn).
Then U ∈ CoX and µ(Ω× U) <
δ
n
.
Hence, once γ ∈ PE satisfies γ  (Ω× U)E , there exists η = {A1, · · · , An} ∈ PE
such that γ  η and Ai ⊆ Ω×(Ki∪U) for each i = 1, · · · , n. By the choice of η one
has: Ω×Ki ⊆ Ai (up to µ-null sets) and Ki ⊆ Bi ⊆ Ki ∪ U for each i = 1, · · · , n,
which implies
n∑
i=1
µ(Ai∆(Ω×Bi)) < nµ(Ω× U) < δ,
thus, by the choice of δ,
(4.13) Hµ((Ω× β)E |γ) ≤ Hµ((Ω× β)E |η) < ǫ.
Now, for each F ∈ FG, if ζ ∈ PE satisfies ζ  ((Ω × U)E )F . Thus, for each g ∈ F ,
gζ  (Ω× U)E and, using (4.13),
(4.14) Hµ((Ω× β)E |gζ) < ǫ.
It follows that
Hµ(((Ω × β)E)F |FE) ≤ Hµ(ζ|FE) +Hµ(((Ω × β)E)F |ζ)
≤ Hµ(ζ|FE) +
∑
g∈F
Hµ((Ω× β)E |gζ)
< Hµ(ζ|FE) + |F |ǫ (using (4.14)),
which implies
Hµ(((Ω × β)E)F |FE) ≤ Hµ(((Ω× U)E)F |FE) + |F |ǫ.
Lastly, for each m ∈ N, substituting F by Fm, dividing both sides by |Fm| and
letting m tend to infinity, we obtain
h(r)µ (F, (Ω× β)E ) ≤ h
(r)
µ (F, (Ω× U)E ) + ǫ,
from which (4.9) follows easily. This completes the proof. 
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Part 2. A Local Variational Principle for Fiber Topological Pressure
In this part we present and prove our main results. More precisely, given the
continuous bundle random dynamical system associated to an infinite countable
discrete amenable group action and a monotone sub-additive invariant family of
random continuous functions, we introduce and discuss local fiber topological pres-
sure for a finite measurable cover and establish an associated variational principle.
This relates the local fiber topological pressure to measure-theoretic entropy, under
some assumptions.
Before proceeding, we reminder the reader that, by Standard Assumptions 1, 2,
3 and 4 made in Part 1, the family F = {Fg,ω : Eω → Egω|g ∈ G,ω ∈ Ω} will always
be a continuous bundle RDS over the MDS (Ω,F ,P, G), where:
(1) G is an infinite countable discrete amenable group with a Følner sequence
{Fn : n ∈ N} satisfying eG ⊆ F1 ( F2 ( · · · ,
(2) (Ω,F ,P) is a Lebesgue space and
(3) the state space of F is a compact metric space (X, d).
5. Local fiber topological pressure
In this section, given a continuous bundle random dynamical system associated to
an infinite countable discrete amenable group action and a monotone sub-additive
invariant family of random continuous functions, we introduce the concept of the
local fiber topological pressure for a finite measurable cover and discuss some basic
properties. Our discussion follows the ideas of [12, 39, 64, 75].
Let us first introduce the concept of a monotone sub-additive invariant family
of random continuous functions.
We say that f ∈ L1E(Ω, C(X)) is non-negative if for P-a.e. ω ∈ Ω, f(ω, x) is a
non-negative function on Eω.
Let D = {dF : F ∈ FG} be a family in L1E(Ω, C(X)). We say that D is
(1) non-negative if each element of D is non-negative;
(2) sub-additive if for P-a.e. ω ∈ Ω, dE∪Fg(ω, x) ≤ dE(ω, x) + dF (g(ω, x))
whenever E,F ∈ FG and g ∈ G satisfy E ∩ Fg = ∅ and x ∈ Eω;
(3) G-invariant if for P-a.e. ω ∈ Ω, dFg(ω, x) = dF (g(ω, x)) whenever F ∈
FG, g ∈ G and x ∈ Eω;
(4) monotone if for P-a.e. ω ∈ Ω, dE(ω, x) ≤ dF (ω, x) whenever E,F ∈ FG
satisfy E ⊆ F and x ∈ Eω.
For example, for each f ∈ L1E(Ω, C(X)), it is easy to check that
Df
.
= {dfF (ω, x)
.
=
∑
g∈F
f(g(ω, x)) : F ∈ FG}
is a sub-additive G-invariant family in L1E(Ω, C(X)). If f is non-negative it is also
monotone. Observe that in L1E(Ω, C(X)) not every sub-additive G-invariant family
is of this form. In fact, if f ∈ L1E(Ω, C(X)) then the family
{dF (ω, x)
.
=
∑
g∈F
f(g(ω, x)) +
√
|F | : F ∈ FG} ⊆ L
1
E (Ω, C(X))
is also sub-additive and G-invariant.
We can introduce analogues of these families in L1(Ω,F ,P).
It is easy to check that:
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Proposition 5.1. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive
G-invariant family and µ ∈ PP(E , G). Then, for the function
f : FG → R, F 7→
∫
E
dF (ω, x)dµ(ω, x),
f(Eg) = f(E) and f(E∪F ) ≤ f(E)+f(F ) whenever g ∈ G and E,F ∈ FG satisfy
E ∩ F = ∅. Moreover, if D is monotone then D is non-negative, and so f is a
monotone non-negative sub-additive G-invariant function.
A similar conclusion also holds if the family belongs to L1(Ω,F ,P).
Proof. We only need check that if D is monotone, then D is non-negative. In fact,
this follows directly from the assumptions of sub-additivity and monotonicity.
Let F ∈ FG. Then for each E ∈ FG satisfying E ∩ F = ∅, by the assumptions
of sub-additivity and monotonicity over D we have: for P-a.e. ω ∈ Ω,
dE(ω, x) ≤ dE∪F (ω, x) ≤ dE(ω, x) + dF (ω, x),
and so dF (ω, x) ≥ 0 for each x ∈ Eω. This finishes our proof. 
Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive G-invariant family
and U ∈ CE . For each F ∈ FG and any ω ∈ Ω we set
PE(ω,D, F,U ,F)
= inf


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω , α(ω)  (UF )ω


= inf


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω , α(ω) 
∨
g∈F
Fg−1,gωUgω

 ,(5.1)
where PEω is introduced as in previous sections and (5.1) follows from (4.4).
In fact, it is easy to obtain an alternative expression for PE(ω,D, F,U ,F) viz.:
(5.2) PE(ω,D, F,U ,F) = inf
{∑
A∈α
sup
x∈Aω
edF (ω,x) : α  UF
}
.
To see this, for α(ω) ∈ PEω with α(ω)  (UF )ω , define
β = {{ω} ×A : A ∈ α(ω)} ∪ {U \ ({ω} × Eω) : U ∈ P(UF )}.
As (Ω,F ,P) is a Lebesgue space by Standard Assumption 3, then {ω} ∈ F and so
by the construction it is clear to see that β ∈ PE . Further, βω = α(ω), β  UF (as
α(ω)  (UF )ω and P(UF )  UF ), and hence∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) =
∑
B∈β
sup
x∈Bω
edF (ω,x).
Before proceeding, we need the following observation, whose proof is obvious.
Lemma 5.2. Let U ∈ CE and ω ∈ Ω. Then P(Uω) = {αω : α ∈ P(U)}.
We now have the following alternative formula for PE(ω,D, F,U ,F).
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Proposition 5.3. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive
G-invariant family and U ∈ CE , F ∈ FG, ω ∈ Ω. Then
PE(ω,D, F,U ,F) = min


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ P((UF )ω)

(5.3)
= min
{∑
A∈α
sup
x∈Aω
edF (ω,x) : α ∈ P(UF )
}
.(5.4)
Proof. Note that (5.4) follows directly from Lemma 5.2 and (5.3). Thus we only
need prove (5.3). We should point out that dF (ω, x) is continuous in x ∈ Eω and
(UF )ω ∈ CEω (where CEω is introduced as in previous sections). The proof will
therefore be complete if we can prove that, for each continuous function f over Eω
and any W ∈ CEω ,
inf
γ∈PEω ,γW
∑
B∈γ
sup
x∈B
ef(x) = min
ζ∈P(W)
∑
C∈ζ
sup
x∈C
ef(x),
where P(W) is introduced above. However, this is easy to see. (For example see
the proof of [39, Lemma 2.1].) This establishes (5.3) and ends our proof. 
Thus:
Proposition 5.4. Let D = {dF : F ∈ FG} ⊆ L
1
E (Ω, C(X)) be a sub-additive
G-invariant family and U ∈ CE . Then
(1) For each F ∈ FG, the function PE(ω,D, F,U ,F) is measurable in ω ∈ Ω.
(2) {logPE(ω,D, F,U ,F) : F ∈ FG} is a sub-additive G-invariant family in
L1(Ω,F ,P).
(3) For the function p : FG → R, F 7→
∫
Ω logPE(ω,D, F,U ,F)dP(ω), one has
p(Eg) = p(E) and p(E ∪ F ) ≤ p(E) + p(F ) whenever E,F ∈ FG and
g ∈ G satisfy E ∩F = ∅; moreover, if D is monotone then p is a monotone
non-negative G-invariant sub-additive function.
Proof. (1) Let F ∈ FG. By (5.4), we only need to prove that sup
x∈Aω
edF (ω,x) is
measurable in ω ∈ Ω for each A ∈ (F ×BX)∩E . In fact, let A ∈ (F ×BX)∩E and
letting π : E → Ω be the natural projection, we have
{ω ∈ Ω : sup
x∈Aω
edF (ω,x) > r} = π({(ω, x) ∈ A : edF (ω,x) > r})
for each r ∈ R. By Lemma 4.1,
{ω ∈ Ω : sup
x∈Aω
edF (ω,x) > r}
is measurable, which implies that sup
x∈Aω
edF (ω,x) is measurable in ω ∈ Ω.
(2) Let E,F ∈ FG, g ∈ G satisfy E ∩ Fg = ∅ and ω ∈ Ω. Then by (5.2) one has
e−||dE(ω)||∞ ≤ PE(ω,D, E,U ,F)
= inf
{∑
A∈α
sup
x∈Aω
edE(ω,x) : α  UE
}
≤ |UE |e
||dE(ω)||∞ ,
which implies logPE(ω,D, E,U ,F) ∈ L
1(Ω,F ,P) (by the definition of L1E(Ω, C(X))).
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Moreover, by the G-invariance of the family D one has, for P-a.e. ω ∈ Ω,
PE(ω,D, Fg,U ,F) = inf
{∑
A∈α
sup
x∈Aω
edFg(ω,x) : α  UFg
}
(using (5.2))
= inf
{∑
A∈α
sup
x∈Aω
edF (g(ω,x)) : gα  UF
}
= inf
{∑
A∈α
sup
x∈Agω
edF (gω,x) : α  UF
}
= PE(gω,D, F,U ,F),(5.5)
which implies the G-invariance of logPE(ω,D, F,U ,F).
Finally, by the G-invariance of logPE(ω,D, F,U ,F) and the sub-additivity of the
family D, one has, for P-a.e. ω ∈ Ω,
PE(ω,D, E ∪ Fg,U ,F)
= inf
{∑
A∈α
sup
x∈Aω
edE∪Fg(ω,x) : α  UE∪Fg
}
(using (5.2))
≤ inf


∑
A∈α,B∈β
sup
x∈Aω∩Bω
edE(ω,x)+dF (g(ω,x)) : α  UE , β  UFg


≤ inf


∑
A∈α,B∈β
sup
x∈Aω
edE(ω,x) sup
x∈Bω
edF (g(ω,x)) : α  UE , β  UFg


= inf
{∑
A∈α
sup
x∈Aω
edE(ω,x) : α  UE
}
inf


∑
B∈β
sup
x∈Bω
edF (g(ω,x)) : β  UFg


= PE(ω,D, E,U ,F)PE(gω,D, F,U ,F) (using (5.2) and (5.5)),
which implies the sub-additivity of logPE(ω,D, F,U ,F).
(3) follows directly from Proposition 5.1 and (2). 
LetD = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a monotone sub-additive G-invariant
family and U ∈ CE . Then by Proposition 2.2 and Proposition 5.4 we may define
the fiber topological D-pressure of F with respect to U and the fiber topological
D-pressure of F, respectively, by
(5.6) PE (D,U ,F) = lim
n→∞
1
|Fn|
∫
Ω
logPE (ω,D, Fn,U ,F)dP(ω)
and
(5.7) PE(D,F) = sup
V∈Co
X
PE(D, (Ω× V)E ,F).
Recall that D0 is the family whose only element is the constant zero function, and
so is a monotone sub-additive G-invariant family. It is simple to check that
PE (ω,D
0, F,U ,F) = N(UF , ω)
whenever ω ∈ Ω and F ∈ FG, and so one has
(5.8) PE (D
0,U ,F) = lim
n→∞
1
|Fn|
∫
Ω
logN(UFn , ω)dP(ω).
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We call this the fiber topological entropy of F with respect to U (also denoted by
h
(r)
top(F,U)). Moreover, PE(D
0,F) will be called the fiber topological entropy of F
(also denoted by h
(r)
top(F)). Remark that by Proposition 2.2 the values of these
invariants are all independent of the selection of the Følner sequence {Fn : n ∈ N}.
By the strict convexity of x log x over [0,∞) it is easy to obtain:
Lemma 5.5. Let a1, p1, · · · , ak, pk ∈ R with p1, · · · , pk ≥ 0 and
k∑
i=1
pi = p. Then
k∑
i=1
pi(ai − log pi) ≤ p log(
k∑
i=1
eai)− p log p.
Equality holds if and only if pi =
peai
k∑
j=1
e
aj
for each i = 1, · · · , k. In particular,
k∑
i=1
−pi log pi ≤ p log k − p log p.
LetD = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a monotone sub-additive G-invariant
family and µ ∈ PP(E , G). We can define
µ(D) = lim
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x) ≥ 0.
The above limit is well defined by Proposition 2.2 and Proposition 5.1, and its value
is independent of the selection of the Følner sequence {Fn : n ∈ N} by Proposition
2.2. Observe that the sequence { 1|Fn|
∫
E dFn(ω, x)dµ(ω, x) : n ∈ N} need not be
convergent, if we no longer assume G-invariance of the measure (that is, we only
assume µ ∈ PP(E)).
It is not hard to see:
Proposition 5.6. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive
G-invariant family, U ∈ CE and µ ∈ PP(E , G) with dµ(ω, x) = dµω(x)dP(ω) the
disintegration of µ over FE .
(1) Let ω ∈ Ω. If νω is a Borel probability measure over Eω, then, for each
F ∈ FG,
Hνω ((UF )ω) +
∫
Eω
dF (ω, x)dνω(x) ≤ logPE(ω,D, F,U ,F).
(2) If D is monotone then PE (D,U ,F) ≥ h
(r)
µ (F,U) + µ(D), and so PE (D,F)
≥ h
(r)
µ (F) + µ(D). In particular,
(5.9) h
(r)
top(F,U) ≥ h
(r)
µ (F,U) and h
(r)
top(F) ≥ h
(r)
µ (F).
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Proof. (1) In fact, using Lemma 5.5 one has
logPE(ω,D, F,U ,F)
= inf log


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω , α(ω)  (UF )ω


≥ inf
α(ω)∈PEω ,α(ω)(UF )ω
∑
A(ω)∈α(ω)
νω(A(ω))
(
sup
x∈A(ω)
dF (ω, x)− log νω(A(ω))
)
≥ inf
α(ω)∈PEω ,α(ω)(UF )ω
{∫
Eω
dF (ω, x)dνω(x) +Hνω (α(ω))
}
= Hνω ((UF )ω) +
∫
Eω
dF (ω, x)dνω(x).
(2) Now we assume in addition that the family D is monotone. It follows di-
rectly from (1) and the definitions that PE(D,U ,F) ≥ h
(r)
µ (F,U) +µ(D), and then
PE(D,F) ≥ h
(r)
µ (F) + µ(D) by Theorem 4.6. Finally, applying the conclusion to
the constant zero family D0 we obtain (5.9). 
Observe that if D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) is a monotone sub-additive
G-invariant family then it is not hard to check that the family
{ sup
x∈Eω
dF (ω, x) = ||dF (ω)||∞ : F ∈ F} ⊆ L
1(Ω,F ,P)
is also monotone sub-additive and G-invariant. Hence we may define
(5.10) supP(D) = lim
n→∞
1
|Fn|
∫
Ω
sup
x∈Eω
dF (ω, x)dP(ω).
Remark that by Proposition 2.2 and Proposition 5.4, the limit is well defined and
its value is independent of the selection of the Følner sequence {Fn : n ∈ N}.
From the definition, it is easy to see:
Lemma 5.7. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a monotone sub-additive
G-invariant family and µ ∈ PP(E). Then
supP(D) ≥ lim sup
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x).
In particular, supP(D) ≥ µ(D) for each µ ∈ PP(E , G).
As in Lemma 4.4 and Proposition 4.5, one has:
Proposition 5.8. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive
G-invariant family and U ,U1,U2 ∈ CE .
(1) Let ω ∈ Ω and F ∈ FG. Then
sup
x∈Eω
edF (ω,x) ≤ PE(ω,D, F,U ,F) ≤ N(UF , ω) sup
x∈Eω
edF (ω,x).
(2) If (U1)ω  (U2)ω for P-a.e. ω ∈ Ω, then
logPE (ω,D, F,U1,F) ≥ logPE (ω,D, F,U2,F)
for P-a.e. ω ∈ Ω and each F ∈ FG.
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(3) If (U1)ω = (U2)ω for P-a.e. ω ∈ Ω, then
logPE (ω,D, F,U1,F) = logPE (ω,D, F,U2,F)
for P-a.e. ω ∈ Ω and each F ∈ FG.
(4) If D is monotone then, for P-a.e. ω ∈ Ω and each F ∈ FG,
e||dF (ω)||∞ ≤ PE(ω,D, F,U ,F) ≤ N(UF , ω)e
||dF (ω)||∞ ,
and hence
supP(D) ≤ PE(D,U ,F) ≤ h
(r)
top(F,U) + supP(D).
(5) Assume that U has the form U = {(Ωi × Bi)c : i = 1, · · · , n}, n ∈ N \ {1}
with Ωi ∈ F and Bi ∈ BX for each i = 1, · · · , n. If P(
n⋂
i=1
Ωi) = 0 then
h
(r)
top(F,U) = 0. so If, in addition, D is monotone, then
PE(D,U ,F) = supP(D).
As a direct corollary, we have:
Corollary 5.9. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a monotone sub-
additive G-invariant family. Then
PE(D,F) = sup
ξ∈PΩ,V∈CoX
PE(D, (ξ × V)E ,F).
We end this section with a question.
Question 5.10. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a monotone sub-
additive G-invariant family. Do we have
PE(D,F) = sup
U∈Co
E
PE(D,U ,F)?
Observe that if Ω is a compact metric space with F = BΩ and U ∈ CoΩ×X , it is
not hard to find W ∈ CoΩ and V ∈ C
o
X with W ×V  U , and hence ξ × V  U for
some ξ ∈ PΩ, thus, using Corollary 5.9 one has
PE(D,F) = sup
U∈Ct,o
E
PE(D,U ,F).
Here, we denote by Ct,oE the set of all U ∩ E ,U ∈ C
o
Ω×X , and clearly C
t,o
E ⊆ C
o
E .
6. Factor excellent and good covers
In this section we introduce and discuss the concept of factor excellent and factor
good covers which are necessary assumptions in our main result Theorem 7.1. As
shown by Theorem 6.10 and Theorem 6.11, many interesting covers belong to this
special class of finite measurable covers.
Recall that a topological space is zero-dimensional if it has a topological base
consisting of clopen subsets. For a zero-dimensional compact metric space, the set
of all clopen subsets is countable.
Let U ∈ CE . Say U = {U1, · · · , UN}, N ∈ N. Set
PU = {{A1, · · · , AN} ∈ PE : Ai ⊆ Ui, i = 1, · · · , N}.
Before proceeding, we state a well-known fact.
36 A. H. Dooley and G. H. Zhang
Lemma 6.1. Let Z be a zero-dimensional compact metric space and W ∈ CoZ . Set
Pc(W) = {β ∈ PW : β is clopen},
where PW is introduced similarly. Then Pc(W) is a countable family and, for each
γ ∈ PW , if (Z,BZ , η) is a probability space then
inf
β∈Pc(W)
[Hη(γ|β) +Hη(β|γ)] = 0.
In the development of the local entropy theory of Z-actions (or more generally the
local entropy theory of a countable discrete amenable group action), a key point is
a local version of the classical variational principle for entropy of finite open covers.
Lemma 6.1 plays an important role in the process of building the local variational
principle. That is, people first prove the local variational principle in the case that
the state space is zero-dimensional with the help of Lemma 6.1, and then, starting
from this, people can obtain the local variational principle for a general dynamical
system by standard arguments. See [5, 36, 38] for more details.
Inspired by Lemma 6.1, we introduce the following concepts which, together with
their variants, factor excellent and factor good, serve as essential assumptions in
our main results.
Let U ∈ CE . U is called excellent (good, respectively) if there exists a sequence
{αn : n ∈ N} ⊆ PU satisfying properties (1) and (2) (properties (1) and (3),
respectively), where
(1) For each n ∈ N, (αn)ω is a clopen partition of Eω for P-a.e. ω ∈ Ω;
(2) For each β ∈ PU , if µ ∈ PP(E) then
(6.1) inf
n∈N
[Hµ(β|αn ∨ FE) +Hµ(αn|β ∨ FE)] = 0,
in fact, if dµ(ω, x) = dµω(x)dP(ω) is the disintegration of µ over FE , then
using (3.1) and (4.2), condition (6.1) is equivalent to:
inf
n∈N
∫
Ω
[Hµω (βω|(αn)ω) +Hµω ((αn)ω|βω)]dP(ω) = 0.
(3) For each µ ∈ PP(E , G), h
(r)
µ (F,U) = inf
n∈N
h
(r)
µ (F, αn), by (4.7), this is equiv-
alent to h
(r)
µ (F, β) ≥ inf
n∈N
h
(r)
µ (F, αn) for each β ∈ PU .
Property (2) implies property (3) by Proposition 3.1 (4), and excellent implies good.
Remark 6.2. In the above definitions (as distinct from the hypothesis of Lemma
6.1), X need not be zero-dimensional. For example, for ξ ∈ PΩ, (ξ × V)E will
always be excellent in CE if we put αn = (ξ × V)E for each n ∈ N, whenever
V ∈ PX consists of clopen subsets of X. (Obviously such V may exist even if X is
not zero-dimensional.)
It is easy to check:
Lemma 6.3. Let U ∈ CoE and U
′ ∈ CoE with U
′  U , such that U ′ is good and
h
(r)
µ (F,U ′) = h
(r)
µ (F,U) for each µ ∈ PP(E , G). Then U is good.
We also have:
Lemma 6.4. Let U1,U2 ∈ CoE and W ∈ F . If both U1 and U2 are excellent then
U1 ∨ U2, [U1 ∩ (W ×X)] ∪ [U2 ∩ (W c ×X)] ∈ CoE and both of them are excellent.
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Proof. It is obvious that U1 ∨ U2, [U1 ∩ (W ×X)] ∪ [U2 ∩ (W c ×X)] ∈ CoE .
By assumption, for each i = 1, 2, there exists {αin : n ∈ N} ⊆ PUi satisfying
(1) for each n ∈ N, (αin)ω is a clopen partition of Eω for P-a.e. ω ∈ Ω and
(2) for each βi ∈ PUi and any µ ∈ PP(E),
inf
n∈N
[Hµ(β
i|αin ∨ FE) +Hµ(α
i
n|β
i ∨ FE)] = 0.
First we consider U1 ∨U2. For each n1, n2 ∈ N set αn1,n2 = α
1
n1
∨α2n2 , it is clear
that αn1,n2 ∈ C
o
E and (αn1,n2)ω is a clopen partition of Eω for P-a.e. ω ∈ Ω. Now
let β ∈ PU1∨U2 . Suppose that β = {BU1,U2 ⊆ U1 ∩ U2 : U1 ∈ U1, U2 ∈ U2}. Set
β1 = {
⋃
U2∈U2
BU1,U2 : U1 ∈ U1} and β
2 = {
⋃
U1∈U1
BU1,U2 : U2 ∈ U2}.
Then βi ∈ PUi , i = 1, 2 and β = β
1 ∨ β2. Let µ ∈ PP(E). So
inf
n1,n2∈N
[Hµ(β|αn1,n2 ∨ FE) +Hµ(αn1,n2 |β ∨ FE)]
= inf
n1,n2∈N
[Hµ(β
1 ∨ β2|α1n1 ∨ α
2
n2
∨ FE) +Hµ(α
1
n1
∨ α2n2 |β
1 ∨ β2 ∨ FE)]
≤ inf
n1,n2∈N
[Hµ(β
1|α1n1 ∨ FE) +Hµ(β
2|α2n2 ∨ FE)
+Hµ(α
1
n1
|β1 ∨ FE) +Hµ(α
2
n2
|β2 ∨ FE)],
by assumption, the sequence {αin : n ∈ N} ⊆ PUi , i = 1, 2 satisfies:
inf
n1,n2∈N
[Hµ(β|αn1,n2 ∨ FE) +Hµ(αn1,n2 |β ∨ FE)] = 0.
That is, U1 ∨ U2 is excellent.
Now let us consider U
.
= [U1 ∩ (W ×X)] ∪ [U2 ∩ (W c ×X)].
For each n1, n2 ∈ N set αn1,n2 = [α
1
n1
∩ (W ×X)]∪ [α2n2 ∩ (W
c×X)]. Obviously
αn1,n2 ∈ C
o
E and (αn1,n2)ω is a clopen partition of Eω for P-a.e. ω ∈ Ω. Let β ∈ PU .
It is easy to choose βi ∈ PUi , i = 1, 2 such that β = [β
1∩(W ×X)]∪[β2∩(W c×X)].
Hence if µ ∈ PP(E), and dµ(ω, x) = dµω(x)dP(ω) is the disintegration of µ over FE ,
then, by the assumptions on the sequence {αin : n ∈ N} ⊆ PUi , i = 1, 2 and using
(3.1) and (4.2), one has
(6.2) inf
n∈N
∫
Ω
[Hµω ((β
i)ω |(α
i
n)ω) +Hµω ((α
i
n)ω |(β
i)ω)]dP(ω) = 0, i = 1, 2,
and then, by the construction of β1, β2, αn1,n2 , n1, n2 ∈ N,
inf
n1,n2∈N
[Hµ(β|αn1,n2 ∨ FE) +Hµ(αn1,n2 |β ∨ FE)]
= inf
n1,n2∈N
∫
Ω
[Hµω (βω |(αn1,n2)ω) +Hµω ((αn1,n2)ω |βω)]dP(ω)
= inf
n1,n2∈N
{∫
W
[Hµω (β
1
ω |(α
1
n1
)ω) +Hµω ((α
1
n1
)ω |β
1
ω)]dP(ω)
+
∫
W c
[Hµω (β
2
ω |(α
2
n2
)ω) +Hµω ((α
2
n2
)ω|β
2
ω)]dP(ω)
}
= 0 (using (6.2)).
This means that U is excellent. 
We now have the following important observation.
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Proposition 6.5. Assume that X is a zero-dimensional space.
(1) If ξ ∈ PΩ and V ∈ CoX then (ξ × V)E is excellent.
(2) If U ∈ CoE is in the form of U = {(Ωi × Ui)
c : i = 1, · · · ,m},m ∈ N \ {1}
with Ωi ∈ F for each i = 1, · · · ,m and {U c1 , · · · , U
c
m} ∈ C
o
X , then U is
good, in fact, there exists U ′ ∈ CoE such that U
′  U , U ′ is excellent and
h
(r)
µ (F,U ′) = h
(r)
µ (F,U) for each µ ∈ PP(E , G).
Proof. (1) First, we shall prove the Proposition in the case where ξ = {Ω}.
As (Ω,F ,P) is a Lebesgue space by Standard Assumption 3, there exists an
isomorphism φ : (Ω,F ,P) → (Z,Z, p) between probability spaces, where Z is a
zero-dimensional compact metric space and Z is the p-completion of BZ. Hence
there exist Ω∗ ∈ F , Z∗ ∈ Z and an invertible measure-preserving transformation
ψ : Ω∗ → Z∗ such that P(Ω∗) = 1 = p(Z∗). In fact, without loss of generality, we
may assume that Ω = Ω∗.
Now define ψ∗ : (Ω×X,F ×BX)→ (Z∗×X,Z∗×BX), (ω, x)→ (ψω, x), where
Z∗ is the restriction of Z to Z∗. Then ψ∗ is an invertible bi-measurable map, by a
standard proof.
For each B ∈ Z × BX , we set
Bψ = {(ψ
−1z, x) : (z, x) ∈ B and z ∈ Z∗}.
In fact, Bψ = ψ
−1
∗ (B ∩ (Z
∗ × X)), in particular, Bψ ∈ F × BX . Moreover, if
(Ω×X,F×BX , µ) is a probability space, set µψ(B) = µ(Bψ) for each B ∈ BZ×BX .
This defines a probability measure on (Z ×X,BZ × BX).
Now suppose that V = {V1, · · · , VN}, N ∈ N and set
P∗c(Ω× V) = {{(A1)ψ ∩ E , · · · , (AN )ψ ∩ E} : {A1, · · · , AN} ∈ Pc(Z × V)}.
Observe that Z × X is a zero-dimensional compact metric space, and by Lemma
6.1, Pc(Z × V) is a countable family. Hence P∗c(Ω× V) is also a countable family.
We shall show that P∗c(Ω× V) satisfies the required properties.
First, by construction, it is easy to see that, for each α ∈ P∗c(Ω×V), α ∈ P(Ω×V)E
and αω is a clopen partition of Eω for P-a.e. ω ∈ Ω. Now if β = {B1, · · · , BN} ∈
PE satisfies Bi ⊆ Ω × Vi for each i = 1, · · · , N , it is not hard to obtain some
β′ = {B′1, · · · , B
′
N} ∈ PZ×X with ψ∗(Bi) ⊆ B
′
i ⊆ Z×Vi for each i = 1, · · · , N . For
each µ ∈ PP(E), µ may be viewed as a probability measure over (Ω×X,F × BX),
and so by Lemma 6.1 for each ǫ > 0 there exists α′ = {A1, · · · , AN} ∈ Pc(Z × V)
with
Hµψ (α
′|β′) +Hµψ (β
′|α′) < ǫ.
Set α = {Aψ ∩ E : A ∈ α′} ∈ P∗c(Ω × V). As µ(E) = 1, it is easy from the
constructions above, to check that
µ(Bi) = µψ(B
′
i), µ((Ai)ψ ∩ E) = µψ(Ai) and µ((Ai)ψ ∩ E ∩Bj) = µψ(Ai ∩B
′
j)
for all i, j = 1, · · · , N , and so
Hµ(α|β ∨ FE) +Hµ(β|α ∨ FE)
≤ Hµ(α|β) +Hµ(β|α) = Hµψ(α
′|β′) +Hµψ (β
′|α′) < ǫ.
This finishes the proof in the case of ξ = {Ω}.
Now we shall prove the Proposition for a general ξ ∈ PΩ. In fact,
(ξ × V)E = (ξ ×X)E ∨ (Ω× V)E .
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Now from the definition it follows that (ξ ×X)E ∈ CoX is excellent (as P(ξ×X)E =
{(ξ ×X)E}), and by the above arguments (Ω × V)E ∈ CoX is excellent, thus using
Lemma 6.4 one sees that (ξ × V)E is also excellent.
(2) Obviously, in F there exist disjoint Ω′i ⊆ Ω
c
i , i = 1, · · · ,m with
m⋃
i=1
Ω′i =
m⋃
i=1
Ωci . Now set Ω0 = Ω \
m⋃
i=1
Ω′i =
m⋂
i=1
Ωi and
U ′ = {(Ω′i ×X) ∩ E : i = 1, · · · ,m} ∪ {(Ω0 × U
c
i ) ∩ E : i = 1, · · · ,m}.
It is easy to see that U ′ ∈ CoE and U
′  U . In fact, U ′ω = Uω for P-a.e. ω ∈ Ω and
so by Lemma 4.4 one has h
(r)
µ (F,U ′) = h
(r)
µ (F,U) for each µ ∈ P(E , G).
Now with the help of Lemma 6.3 we shall finish our proof by showing that U ′ is
excellent. In fact, suppose that ξ = {Ω′i : i = 1, · · · ,m} ∪ {Ω0} ∈ PΩ. Then
U ′ = [(ξ ×X)E ∩ (Ω
c
0 ×X)] ∪ [(Ω× V)E ∩ (Ω0 ×X)],
where V = {U c1 , · · · , U
c
m}. Observe that by (1) one has that (ξ×X)E , (Ω×V)E ∈ C
o
E
are both excellent, and so using Lemma 6.4 we conclude that U ′ is excellent. 
Before proceeding, we need to introduce the concept of a factor map in the
setting of continuous bundle RDS’s.
For each i = 1, 2, let Xi be a compact metric space with Ei ∈ F × BXi and the
family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω} the corresponding continuous
bundle RDS. By a factor map from F1 to F2 we mean a measurable map π : E1 → E2
satisfying
(1) πω , the restriction of π over (E1)ω , is a continuous surjection from (E1)ω to
(E2)ω for P-a.e. ω ∈ Ω and
(2) πgω ◦ (F1)g,ω = (F2)g,ω ◦ πω for each g ∈ G and P-a.e. ω ∈ Ω.
In this case, it is obvious that π−1(U2) ∈ PE1 (CE1 , C
o
E1
, respectively) if U2 ∈ PE2
(CE2 , C
o
E2
, respectively). Then U2 ∈ CoE2 is called factor excellent (factor good,
respectively) if there exists a factor map π such that π−1(U2) is excellent (good,
respectively).
Let U ∈ CoE . In general we don’t know whether U is (factor) good, even if X is
a zero-dimensional space. However, we have:
Lemma 6.6. Let U = {U1, · · · , UN} ∈ CoE , N ∈ N. Assume that X is a zero-
dimensional space. Then there exists α = {A1, · · · , AN} ∈ PE such that α  U and
αω is a clopen partition of Eω for P-a.e. ω ∈ Ω.
Proof. Let π : Ω×X → X be the natural projection. We may assume without any
loss of generality that Eω is a non-empty compact subset of X and Uω ∈ C
o
Eω
for
each ω ∈ Ω.
As X is zero-dimensional, there exists a countable topological basis {Vn : n ∈ N}
of X consisting of clopen subsets (here, we take V1 = ∅).
Note that, if I1, · · · , IN are N finite disjoint non-empty subsets of N, and we set
Ω(I1, · · · , IN ) = π((Ω×X \
⋃
j∈
N⋃
i=1
Ii
Vj) ∩ E) ∪
N⋃
i=1
π((Ω ×
⋃
j∈Ii
Vj \ Ui) ∩ E),
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then by Lemma 4.1 we have Ω(I1, · · · , IN ) ∈ F . Moreover, ω /∈ Ω(I1, · · · , IN ) if
and only if Eω ⊆
⋃
j∈
N⋃
i=1
Ii
Vj and
⋃
j∈Ii
Vj ∩ Eω ⊆ (Ui)ω for each i = 1, · · · , N .
Now for any given ω ∈ Ω, as Uω ∈ CoEω and as X is a zero-dimensional space,
there exists α(ω) ∈ PEω consisting of clopen subsets A1(ω), · · · , AN (ω) with the
property that Ai(ω) ⊆ (Ui)ω , i = 1, · · · , N . Furthermore, there exist N finite
disjoint non-empty subsets I1(ω), · · · , IN (ω) ⊆ N such that Ai(ω) =
⋃
j∈Ii(ω)
Vj ∩ Eω
for each i = 1, · · · , N . In particular, ω ∈ Ω(I1(ω), · · · , IN (ω))c.
Thus, there exists a countably family {{In1 , · · · , I
n
N} : n ∈ N} of N finite disjoint
non-empty subsets of N and a sequence {Ωn : n ∈ N} ⊆ F such that
⋃
n∈N
Ωn = Ω,
Ωn ∩ Ωm = ∅ whenever 1 ≤ n < m and P(Ωn) > 0,Ωn ⊆ Ω(In1 , · · · , I
n
N )
c for each
n ∈ N. Now set
α = {
⋃
n∈N
(Ωn ×
⋃
j∈In
i
Vj) ∩ E : i = 1, · · · , N}.
From the above construction it is not hard to check that α has the claimed prop-
erties. This completes the proof. 
We also have:
Proposition 6.7. Let F = {Fg,ω : Eω → Egω |g ∈ G,ω ∈ Ω} be a continuous bundle
RDS over (Ω,F ,P, G). Then there exists a family F′ = {F ′g,ω : E
′
ω → E
′
gω |g ∈
G,ω ∈ Ω} (with E ′ ∈ F × BX′ and X ′ a compact metric state space), which is a
continuous bundle RDS over (Ω,F ,P, G), and a factor map π : E ′ → E from F′ to
F, such that X ′ is a zero-dimensional space. In fact, π is induced by a continuous
surjection from X ′ to X.
Proof. It is well known that there exists a continuous surjection φ : C → X , where
C is a Cantor space. Then G acts naturally on the space CG with g′ : (cg)g∈G 7→
(cg′g)g∈G whenever g
′ ∈ G. There is a natural projection
ψ : Ω× CG → Ω×X, (ω, (cg)g∈G) 7→ (ω, φ(ceG)).
Now we consider X ′ = CG, which is a zero-dimensional compact metric space, and
E ′ = {(ω, (cg)g∈G) ∈ ψ
−1(E) : φ(cg) = Fg,ωφ(ceG ) for each g ∈ G and any ω ∈ Ω}
with the family F′ = {F ′g,ω : E
′
ω → E
′
gω|g ∈ G,ω ∈ Ω} given by
Fg′,ω : E
′
ω ∋ (cg)g∈G 7→ (cg′g)g∈G, g
′ ∈ G,ω ∈ Ω.
The map π : E ′ → E given by (ω, (cg)g∈G) 7→ (ω, φ(ceG)) is clearly well defined.
In the following we shall check step-by-step that X ′, E ′,F′ and π as constructed
satisfy the required properties.
Claim 6.8. The family F′ = {F ′g,ω : E
′
ω → E
′
gω |g ∈ G,ω ∈ Ω}, which is well defined
naturally, is a continuous bundle RDS over (Ω,F ,P, G).
Proof of Claim 6.8. First, the map
ψG : Ω× C
G → Ω×XG, (ω, (cg)g∈G) 7→ (ω, (φcg)g∈G)
is obviously measurable. We let E ′ = ψ−1G (EG), where
EG = {(ω, (xg)g∈G) : (ω, xeG) ∈ E , xg = Fg,ωxeG for each g ∈ G and any ω ∈ Ω}.
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Since EG ∈ F × BXG , it follows that E
′ ∈ F × BX′ .
The measurability of
(ω, (cg)g∈G) ∈ E
′ 7→ F ′g′,ω((cg)g∈G) = (cg′g)g∈G
for fixed g′ ∈ G and the equality F ′g2,g1ω ◦ F
′
g1,ω
= F ′g2g1,ω for each ω ∈ Ω and all
g1, g2 ∈ G are easy to see. Finally, it is not hard to check that ∅ 6= E ′ω ⊆ X
′ is a
compact subset and F ′g,ω is continuous for each g ∈ G. We have shown that the
family F′ is a continuous bundle RDS over (Ω,F ,P, G). 
Claim 6.9. π is a factor map from E ′ to E.
Proof of Claim 6.9. In fact, let ω ∈ Ω, obviously πω : E ′ω → Eω is a continuous
surjection; now let g′ ∈ G, if (ω, (cg)g∈G) ∈ E ′ then
πg′ω ◦ F
′
g′,ω((cg)g∈G) = πg′ω((cg′g)g∈G) = φ(cg′ )
= Fg′,ω ◦ φ(ceG) = Fg′,ω ◦ πω((cg)g∈G),
which establishes the identity πg′ω ◦ F ′g′,ω = Fg′,ω ◦ πω. 
It is clear that π is induced by the continuous surjection X ′ → X, (cg)g∈G 7→
φ(ceG). This completes the proof. 
By Proposition 6.5 and Proposition 6.7, one has:
Theorem 6.10. The following statements hold:
(1) If ξ ∈ PΩ and V ∈ C
o
X then (ξ × V)E is factor excellent.
(2) If U ∈ CoE has the form U = {(Ωi × Ui)
c : i = 1, · · · , n}, n ∈ N \ {1} with
Ωi ∈ F , i = 1, · · · , n and {U c1 , · · · , U
c
n} ∈ C
o
X , then U is factor good.
By Lemma 6.1 and Proposition 6.7, one has:
Theorem 6.11. Assume that Ω is a zero-dimensional compact metric space with
F = BΩ. Then each member of C
t,o
E is factor excellent.
(Recall from the end of §5 that Ct,oE is the set of all U ∩ E ,U ∈ C
o
Ω×X .)
Suppose that the family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω} is a
continuous bundle RDS over (Ω,F ,P, G), i = 1, 2 and π : E1 → E2 a factor map
from F1 to F2. π naturally induces a map from PP(E1) to PP(E2), which we may
denote by π without any ambiguity.
It is simple to see:
Lemma 6.12. Suppose that for i = 1, 2 the family Fi = {(Fi)g,ω : (Ei)ω →
(Ei)gω |g ∈ G,ω ∈ Ω} is a continuous bundle RDS over (Ω,F ,P, G) with corre-
sponding compact metric state space Xi. Assume that π : E1 → E2 is a factor map
from F1 to F2, µ ∈ PP(E1, G),U ∈ CE2 and D = {dF : F ∈ FG} ⊆ L
1
E2
(Ω, C(X2))
is a sub-additive G-invariant family. Then
(1) If the sequence {ηn : n ∈ N} converges to η in PP(E1) then the sequence
{πηn : n ∈ N} converges to πη in PP(E2). In other words, the map π :
PP(E1)→ PP(E2) is continuous.
(2) πµ ∈ PP(E2, G).
(3) D ◦ π
.
= {dF ◦ π : F ∈ FG} is a sub-additive G-invariant family in
L1E1(Ω, C(X1)). Moreover, if D is monotone then D ◦ π is also monotone.
(4) h
(r)
µ (F1, π
−1U) = h
(r)
πµ(F2,U) and so h
(r)
µ (F1) ≥ h
(r)
πµ(F2).
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(5) For each F ∈ FG and for any ω ∈ Ω,
PE1(ω,D ◦ π, F, π
−1U ,F1) = PE2(ω,D, F,U ,F2).
Hence if D is monotone then PE1(D ◦ π, π
−1U ,F1) = PE2(D,U ,F2). In
particular, h
(r)
top(F1, π
−1U) = h
(r)
top(F2,U). As a consequence,
PE1(D ◦ π,F1) ≥ PE2(D,F2) and h
(r)
top(F1) ≥ h
(r)
top(F2).
Proof. The first three statements are easy to check; we prove the last two.
In fact, the last item follows from (5.4) and the fact ofP((π−1U)F ) = π−1P(UF )
.
=
{{π−1B : B ∈ β} : β ∈ P(UF )} for each F ∈ FG.
As for (4), suppose that dµ(ω, x) = dµω(x)dP(ω) is the disintegration of µ over
FE1 . Then it is not hard to check that d(πµ)(ω, y) = d(πωµω)(y)dP(ω) is the
disintegration of πµ over FE2 . Hence for each F ∈ FG,
Hµ((π
−1U)F |FE1)
=
∫
Ω
Hµω (((π
−1U)F )ω)dP(ω) (using (4.3))
=
∫
Ω
inf
β(ω)∈P(((π−1U)F )ω)
Hµω(β(ω))dP(ω) (using (3.2))
=
∫
Ω
inf
α∈P((π−1U)F )
Hµω (αω)dP(ω) (using Lemma 5.2)(6.3)
=
∫
Ω
inf
β∈P(UF )
Hµω ((π
−1β)ω)dP(ω) (as P((π
−1U)F ) = π
−1P(UF ))
=
∫
Ω
inf
β∈P(UF )
Hπωµω (βω)dP(ω)
= Hπµ(UF |FE2) (by a reasoning similar to (6.3)),
and so h
(r)
µ (F1, π
−1U) = h
(r)
πµ(F2,U). This finishes our proof. 
We end this section with the following nice property of a factor good cover.
A generalized real-valued function f defined on a compact space Z is called upper
semi-continuous (u.s.c.) if one of the following equivalent conditions holds:
(1) lim sup
z′→z
f(z′) ≤ f(z) for each z ∈ Z.
(2) for each r ∈ R, the set {z ∈ Z : f(z) ≥ r} ⊆ Z is closed.
Notice that the infimum of any family of u.s.c. functions is again u.s.c., and similarly
both the sum and the supremum of finitely many u.s.c. functions are u.s.c.
It follows that:
Proposition 6.13. Assume that U ∈ CoE is factor good. Then h
(r)
• (F,U) : PP(E , G)
→ R, µ 7→ h
(r)
µ (F,U) is a u.s.c. function.
Proof. First, we prove the Proposition in the case that U is good. By assumption,
there exists a sequence {αn : n ∈ N} ⊆ PU satisfying:
(1) For each n ∈ N, (αn)ω is a clopen partition of Eω for P-a.e. ω ∈ Ω and
(2) For each µ ∈ PP(E , G), h
(r)
µ (F,U) = inf
n∈N
h
(r)
µ (F, αn).
Observe that X is not necessarily zero-dimensional by Remark 6.2. The existence
of the sequence {αn : n ∈ N} follows from the assumption that U is good. By the
assumptions on the sequence {αn : n ∈ N}, one sees that for each F ∈ FG and for
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any n ∈ N, (αn)F ∈ PE satisfies that ((αn)F )ω is a clopen partition of Eω for P-a.e.
ω ∈ Ω, and so applying Proposition 4.3 (2) to (αn)F we obtain that the function
H•((αn)F |FE) : PP(E)→ R, µ 7→ Hµ((αn)F |FE)
is u.s.c. It follows that the function
h
(r)
• (F, αn) : PP(E , G)→ R, µ 7→ h
(r)
µ (F, αn)
is also u.s.c. for each n ∈ N (using (3.3)), which implies that the function
h
(r)
• (F,U) : PP(E , G)→ R, µ 7→ h
(r)
µ (F,U) = inf
n∈N
h(r)µ (F, αn) (using (2))
is u.s.c., as it is the infimum of a family of u.s.c. functions.
For the general case, our assumptions imply that there exists a continuous bundle
RDS F′ = {F ′g,ω : E
′
ω → E
′
gω|g ∈ G,ω ∈ Ω} (with E
′ ∈ F × BX′ and X ′ a compact
metric state space) and a factor map π : E ′ → E from F′ to F such that π−1U is
good. By the above arguments, the function
h
(r)
• (F
′, π−1U) : PP(E
′, G)→ R, µ′ 7→ h
(r)
µ′ (F
′, π−1U)
is u.s.c. Now applying Lemma 6.12 we deduce
h
(r)
πµ′(F,U) = h
(r)
µ′ (F
′, π−1U) for each µ′ ∈ PP(E
′, G).
Recall that PP(E ′, G) and PP(E , G) are both compact metric spaces, the map π :
PP(E ′, G)→ PP(E , G) is continuous by Lemma 6.12 and πPP(E ′, G) = PP(E , G) (cf
[56, Proposition 2.5] for the special case of G = Z). Thus, for any r ∈ R,
{µ ∈ PP(E , G) : h
(r)
µ (F,U) ≥ r} = π({µ
′ ∈ PP(E
′, G) : h
(r)
µ′ (F
′, π−1U) ≥ r})
is a closed subset, which completes our proof. 
7. A variational principle for local fiber topological pressure
In this section we present our main result, Theorem 7.1. We will postpone its
proof to next section: here we give the statement, and some remarks and direct
applications of it.
Here is our main result.
Theorem 7.1. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a monotone sub-
additive G-invariant family satisfying:
(♠)
for any given sequence {νn : n ∈ N} ⊆ PP(E), set µn =
1
|Fn|
∑
g∈Fn
gνn for
each n ∈ N, then there exists a subsequence {nj : j ∈ N} ⊆ N such that
{µnj : j ∈ N} converges to some µ ∈ PP(E) (and hence µ ∈ PP(E , G))
with
lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dνnj (ω, x) ≤ µ(D).
Assume that U ∈ CoE is factor good. Then
(7.1) PE(D,U ,F) = max
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)]
and
(7.2) PE(D,F) = sup
µ∈PP(E,G)
[h(r)µ (F) + µ(D)].
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In particular,
(7.3) h
(r)
top(F,U) = max
µ∈PP(E,G)
h(r)µ (F,U) and h
(r)
top(F) = sup
µ∈PP(E,G)
h(r)µ (F).
In view of Theorem 7.1, and in particular (7.2), h
(r)
µ (F) + µ(D) may be viewed
as the general definition of measure-theoretic pressure in the setting of a continuous
bundle RDS and a monotone sub-additive G-invariant family satisfying (♠). Note
that [75] provides another way of defining measure-theoretic pressure in the setting
of topological dynamical systems.
We believe that Theorem 7.1 holds for all U ∈ CoE , but we have not so far
been able to prove it in full generality. In fact, Proposition 6.7 tells us that, each
continuous bundle RDS can be lifted to another continuous bundle RDS with a
zero-dimensional compact metric space as its state space, and the associated map
between these two continuous bundle RDS’s is induced by a continuous surjection
between their compact metric state spaces; and Theorem 6.10 and Theorem 6.11
show that many elements of CoE are indeed factor good. Observing these facts, it
seems possible to prove that each U ∈ CoE is factor good, and if this were the case
then Theorem 7.1 would hold for all U ∈ CoE .
We also believe that a monotone sub-additive G-invariant family D = {dF : F ∈
FG} ⊆ L1E(Ω, C(X)) always satisfies assumption (♠), and if this were the case,
Theorem 7.1 would hold for any monotone sub-additive G-invariant family. In fact,
let νn ∈ PP(E) and µn =
1
|Fn|
∑
g∈Fn
gνn for each n ∈ N. By compactness of the space
PP(E), there always exists a subsequence {nj : j ∈ N} ⊆ N such that the sequence
{µnj : j ∈ N} converges to some µ ∈ PP(E , G) (cf Proposition 4.3). Observe that,
by Proposition 10.4, the family D does indeed satisfy (♠) if G is abelian. Further
investigation of (♠), is made in §9 and §10.
Remark that, if we remove the assumption of monotonicity from the family
D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) in Theorem 7.1 and assume that D is just
a sub-additive G-invariant family satisfying (♠) and if, in addition, there exists
a finite constant C ∈ R+ such that D′ = {d′F : F ∈ FG} ⊆ L
1
E(Ω, C(X)) is a
monotone sub-additive G-invariant family, where d′F = dF + |F |C for each F ∈ FG,
then we can introduce PE(D,U ,F), PE (D,F) and µ(D) similarly for each U ∈ CE
and any µ ∈ PP(E , G). In fact,
(7.4) PE(D,U ,F) = PE(D
′,U ,F)− C and PE(D,F) = PE (D
′,F)− C.
It is easy to check that the family D′ also satisfies (♠). Hence in the case that
U ∈ CoE is factor good, we may apply Theorem 7.1 to D
′ and U , and then using
(7.4) we obtain
(7.5) PE(D,U ,F) = max
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)]
and
(7.6) PE(D,F) = sup
µ∈PP(E,G)
[h(r)µ (F) + µ(D)].
Remark 7.2. As we will see in §§13.3, the equations (7.5) and (7.6) can be used
to obtain the main results of Ledrappier and Walters [51] .
Now let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a family satisfying:
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(♣)
for any given sequence {νn : n ∈ N} ⊆ PP(E), set µn =
1
|Fn|
∑
g∈Fn
gνn for
each n ∈ N, there always exists a subsequence {nj : j ∈ N} ⊆ N such that
the sequence {µnj : j ∈ N} converges to some µ ∈ PP(E , G) with
lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dνnj (ω, x) ≤ lim sup
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x).
Remark that, for each f ∈ L1E(Ω, C(X)), D
f is a family in L1E (Ω, C(X)) satisfying
the above assumption, since
Df = {dfF (ω, x)
.
=
∑
g∈F
f(g(ω, x)) : F ∈ FG}.
As in §5, PE(ω,D, Fn,U ,F) can be introduced similarly. By a reasoning similar
to the proof of Theorem 7.1, which we present in §8, it is not hard to see that, if
U ∈ CoE is factor good,
lim sup
n→∞
1
|Fn|
∫
Ω
logPE(ω,D, Fn,U ,F)dP(ω)
= max
µ∈PP(E,G)
[h(r)µ (F,U) + lim sup
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)].(7.7)
Then by Theorem 4.6 and Theorem 6.10 we have
sup
V∈Co
X
lim sup
n→∞
1
|Fn|
∫
Ω
logPE(ω,D, Fn, (Ω× V)E ,F)dP(ω)
= sup
µ∈PP(E,G)
[h(r)µ (F) + lim sup
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)].(7.8)
In particular,
lim sup
n→∞
1
|Fn|
∫
Ω
logPE(ω,D
f , Fn,U ,F)dP(ω)
= max
µ∈PP(E,G)
[h(r)µ (F,U) +
∫
E
f(ω, x)dµ(ω, x)](7.9)
for factor good U ∈ CoE , and
sup
V∈Co
X
lim sup
n→∞
1
|Fn|
∫
Ω
logPE(ω,D
f , Fn, (Ω× V)E ,F)dP(ω)
= sup
µ∈PP(E,G)
[h(r)µ (F) +
∫
E
f(ω, x)dµ(ω, x)].(7.10)
Remark 7.3. Recall from §4 that by a TDS we mean: G acts over a compact
metric space as a group of homeomorphisms of the space.
Let (Y,G) be a TDS and f ∈ C(Y ). Denote by P (f, Y ), the topological pressure
of f over Y , [59, Definition 5.2.1]. As shown at the beginning of §4, the setting of
(Y,G) and f can be viewed as a continuous bundle RDS with:
(1) (Ω,F ,P, G) is a trivial MDS in the sense that Ω is a singleton {ω0},
(2) E = {ω0} × Y ,
(3) F = {Fg,ω0 : {ω0}×Y → {ω0}×Y |g ∈ G}, where Fg,ω0 : (ω0, y) 7→ (ω0, gy)
for each g ∈ G and any y ∈ Y , and
(4) D = {dF : F ∈ FG}, where dF (ω0, y) =
∑
g∈F
f(gy) for each y ∈ Y .
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Applying (7.10) to (1), (2), (3) and (4), we obtain
(7.11) P (f, Y ) = sup[hµ(G, Y ) +
∫
Y
f(y)dµ(y)],
where the supremum is taken over all G-invariant Borel probability measures µ over
Y . Observe that (7.11) is indeed [59, Variational Principle 5.2.7].
Now let V ∈ CoY . Denote by P (f,V), the topological V-pressure of f , introduced
in [53, §2]. Note that V can be viewed naturally as ({ω0} × V)E ∈ C
o
E in the above
setting of (1), (2), (3) and (4). As ({ω0} × V)E is factor good by Theorem 6.10,
applying (7.9) to this setting we obtain
(7.12) P (f,V) = max[hµ(G,V) +
∫
Y
f(y)dµ(y)],
where the maximum is taken over all G-invariant Borel probability measures µ over
Y . Observe that (7.12) is indeed [53, Corollary 1.2], recovering [38, Theorem 5.1].
In fact, using similar arguments as above and observing [53, Lemma 3.6], it is
not hard to see that (7.7) generalizes [53, Theorem 1.1], the main result of [53] by
Liang and Yan. Remark that, just before the submission of the paper, we found a
preprint version of [53] from the internet.
As a direct corollary of Theorem 7.1, we can extend Lemma 5.7 as follows with
the additional assumption that the family D satisfies (♠).
Proposition 7.4. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a monotone sub-
additive G-invariant family satisfying (♠). Then
supP(D) = max
µ∈PP(E,G)
µ(D).
Proof. It is easy to see that {E} = (Ω×{X})E ∈ CoE is excellent, and so by Theorem
7.1 one has
PE (D, {E},F) = max
µ∈PP(E,G)
[h(r)µ (F, {E}) + µ(D)].
Observe that h
(r)
top(F, {E}) = 0 and h
(r)
µ (F, {E}) = 0 for each µ ∈ PP(E , G), and so
by Proposition 5.8 we have the conclusion. 
As in the discussions preceding Remark 7.3, we assume that D = {dF : F ∈
FG} ⊆ L
1
E (Ω, C(X)) is a family satisfying (♣). Thus we can apply (7.7) to {E} =
(Ω× {X})E ∈ CoE and obtain
lim sup
n→∞
1
|Fn|
∫
Ω
logPE(ω,D, Fn, {E},F)dP(ω)
= max
µ∈PP(E,G)
[h(r)µ (F, {E}) + lim sup
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)].
In other words,
lim sup
n→∞
1
|Fn|
∫
Ω
sup
x∈Eω
dFn(ω, x)dP(ω)
= max
µ∈PP(E,G)
lim sup
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x).(7.13)
The concept of a principal extension was first introduced and studied by Ledrap-
pier in [50]. This concept is that a topological dynamical system and its factor have
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the same measure-theoretic entropy for all invariant Borel probability measures of
the system. This plays an important role in the study of relative entropy theory
and entropy theory of symbolic extensions [11].
Based on the same ideas, we can introduce a similar concept in our setting.
Let the family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω} be a continuous
bundle RDS over (Ω,F ,P, G) with Xi the corresponding compact metric state
space, i = 1, 2 and π : E1 → E2 a factor map from F1 to F2. π is called principal if
h
(r)
µ1 (F1) = h
(r)
πµ1(F2) for each µ1 ∈ PP(E1, G).
Before proceeding, we also need the following result.
Lemma 7.5. Let the family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω} be a
continuous bundle RDS over (Ω,F ,P, G) with Xi the corresponding compact metric
state space, i = 1, 2 and π : E1 → E2 a factor map from F1 to F2. Assume that
D = {dF : F ∈ FG} ⊆ L1E2(Ω, C(X2)) satisfies the assumption of (♠) with respect
to F2. Then D ◦ π satisfies the assumption of (♠) with respect to F1.
Proof. Let {νn : n ∈ N} ⊆ PP(E1) be a given sequence and set µn =
1
|Fn|
∑
g∈Fn
gνn
for each n ∈ N. As D satisfies the assumption of (♠) with respect to F2, then
there always exists some subsequence {nj : j ∈ N} ⊆ N such that the sequence
{πµnj : j ∈ N} converges to some µ
′ ∈ PP(E2, G) and
(7.14) lim sup
j→∞
1
|Fnj |
∫
E2
dFnj (ω, x)d(πνnj )(ω, x) ≤ µ
′(D).
Note that by Proposition 4.3 we may assume that {µnj : j ∈ N} converges to some
µ ∈ PP(E1, G) (by selecting a subsequence of {nj : j ∈ N} if necessary). Obviously,
πµ = µ′ and then (7.14) can be restated as:
lim sup
j→∞
1
|Fnj |
∫
E1
dFnj ◦ π(ω, x)dνnj (ω, x) ≤ µ(D ◦ π).
That is, D ◦ π satisfies the assumption of (♠) with respect to F1. 
Now, given continuous bundle RDS’s F1 and F2 over (Ω,F ,P, G), and given a
factor map π : E1 → E2 from F1 to F2, observe πPP(E1, G) = PP(E2, G) (cf [56,
Proposition 2.5] for the special case of G = Z). Thus, by the definition, Theorem
7.1 and Lemma 7.5 one has:
Proposition 7.6. Let the family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω}
be a continuous bundle RDS over (Ω,F ,P, G) with Xi the corresponding compact
metric state space, i = 1, 2 and π : E1 → E2 a factor map from F1 to F2. Assume
that D = {dF : F ∈ FG} ⊆ L1E2(Ω, C(X2)) is a monotone sub-additive G-invariant
family satisfying the assumption of (♠) with respect to F2. If π is principal then
PE2(D,F2) = PE1(D ◦ π,F1), particularly, h
(r)
top(F2) = h
(r)
top(F1).
Let the family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω} be a continuous
bundle RDS over (Ω,F ,P, G) with Xi the corresponding compact metric state
space, i = 1, 2, and π : E1 → E2 a factor map from F1 to F2.
Denote by |π−1(ω, x2)| the cardinality of π−1(ω, x2). In the case of G = Z
Liu proved the following result [56, Theorem 2.3]: if in addition |π−1(ω, x2)| is
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measurable in (ω, x2) ∈ E2 and, for P-a.e. ω ∈ Ω, |π−1(ω, x2)| is finite for each
x2 ∈ (E2)ω, then, in our notation of a continuous bundle RDS,
PE2(D
f ,F2) = PE1(D
f ◦ π,F1)
for each f ∈ L1E2(Ω, C(X2)).
For each µ1 ∈ PP(E1, G) we see that π may be viewed as a given G-invariant sub-
σ-algebra C of an MDS (E1, (F ×BX1)∩E1, µ1, G). As the state space (Ω,F ,P) is a
Lebesgue space, the special case where π is a principal extension is hµ1(G, E1|C) = 0
for each µ1 ∈ PP(E1, G). Then the well-known Abramov-Rokhlin entropy addition
formula (cf Proposition 3.7) states:
h(r)µ1 (F1) ≤ h
(r)
πµ1
(F2) + hµ1(G, E1|C),
in our notation. Thus, by Proposition 3.14 one sees that the assumption π in
[56, Theorem 2.3] is just a very special case of a principal extension, and so [56,
Theorem 2.3] can be deduced from (7.10), or from Corollary 10.3 and Proposition
10.4, variants of Theorem 7.1 and Proposition 7.6.
8. Proof of main result Theorem 7.1
In this section, we present our somewhat complicated proof of Theorem 7.1
following the ideas of [36, 38, 58, 74, 75] and the references therein.
In fact, Theorem 7.1 follows from the following result.
Proposition 8.1. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a monotone sub-
additive G-invariant family satisfying (♠) and U ∈ CoE . If U is factor good then,
for some µ ∈ PP(E , G),
h(r)µ (F,U) + µ(D) ≥ PE(D,U ,F).
Let us first present the proof of Theorem 7.1 assuming Proposition 8.1.
Proof of Theorem 7.1. (7.1) follows from Proposition 5.6 and Proposition 8.1.
Observe that (7.1) holds for each (Ω× V)E ,V ∈ CoX , as (Ω× V)E ∈ C
o
E is factor
good by Theorem 6.10. Combining this with Theorem 4.6 we obtain (7.2).
It is clear that D0 is a monotone sub-additive G-invariant family satisfying (♠),
thus (7.3) follows directly from (7.1) and (7.2). This finishes our proof. 
Now let us prove Proposition 8.1. Our proof is preceded by five Lemmas and a
Proposition.
First we need the following result. Recall that by Standard Assumptions 3 and
4, (Ω,F ,P) is a Lebesgue space and X is a compact metric space.
Lemma 8.2. Let p : Ω → X be a measurable map and α ∈ PE . Assume that
B
.
= {(ω, p(ω)) : ω ∈ Ω} ⊆ E. Then⋃
ω∈Ω
{ω} × αω(p(ω)) ∈ F × BX .
Proof. Let π : Ω×X → Ω be the natural projection. Since X is a compact metric
space, it is well known that B ∈ F ×BX (see for example [13, Proposition III.13]).
Note that B ⊆ E and α ∈ PE , so clearly there exist distinct atoms A1, · · · , An, n ∈
N from α such that B ⊆
n⋃
i=1
Ai and B ∩ Ai 6= ∅, for each i = 1, · · · , n. In fact, for
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each i = 1, · · · , n, set Ci = π(B ∩ Ai). Then
n⋃
k=1
Ck = Ω and Ci ∩ Cj = ∅ once
1 ≤ i 6= j ≤ n. Moreover, for each i = 1, · · · , n, Ci ∈ F by Lemma 4.1. Thus
{C1, · · · , Cn} ∈ PΩ, and then
⋃
ω∈Ω
{ω} × αω(p(ω)) =
n⋃
i=1
⋃
ω∈Ci
{ω} × αω(p(ω)) =
n⋃
i=1
[(Ci ×X) ∩ Ai] ∈ F × BX .
This completes the proof. 
The following selection lemma is a random variation of [75, Lemma 3.1], and
plays an important role in the proof of Proposition 8.1.
Lemma 8.3. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) and U ∈ CE . Assume that
αk ∈ PE satisfies αk  U for each 1 ≤ k ≤ K, where K ∈ N. Then for each
F ∈ FG there exists a family of finite subsets BF,ω ⊆ Eω, ω ∈ Ω such that
(1) For BF
.
= {(ω, x) : ω ∈ Ω, x ∈ BF,ω},
∑
x∈BF,ω
edF (ω,x) >
1
K

 inf
β(ω)∈PEω ,β(ω)(UF )ω
∑
B∈β(ω)
sup
x∈B
edF (ω,x) −
1
2
e−||dF (ω)||∞

 ,
(2) The family depends measurably on ω ∈ Ω in the sense that BF ∈ F × BX
and
(3) Each atom of ((αk)F )ω contains at most one point from BF,ω, 1 ≤ k ≤ K.
Proof. Wemay assume that α1, · · · , αK ∈ PU . Recall that, if U = {U1, · · · , Un}, n ∈
N, then
PU = {{A1, · · · , An} ∈ PE : Ai ⊆ Ui, i = 1, · · · , n}.
In particular, the cardinality of each αk, k = 1, · · · ,K is at most n.
Let π : Ω×X → Ω be the natural projection.
Set E0 = E . We may assume without loss of generality that π(E0) = Ω. Ob-
serve that, by Lemma 4.1, there exists a measurable map p1 : Ω → X such that
(ω, p1(ω)) ∈ E0 for each ω ∈ π(E0) and
edF (ω,p1(ω)) ≥ sup
x∈(E0)ω
edF (ω,x) −
1
21+1K
e−||dF (ω)||∞ .
Note, by Lemma 8.2, for each k = 1, · · · ,K,⋃
ω∈Ω
{ω} × ((αk)F )ω(p1(ω)) ∈ F × BX ,
and so
E1
.
= E0 \
K⋃
k=1
⋃
ω∈π(E0)
{ω} × ((αk)F )ω(p1(ω)) ∈ F × BX .
If E1 = ∅ the proof is finished. If not, by using Lemma 4.1 π(E1) ∈ F , and there
exists a measurable map p2 : π(E1)→ X such that
edF (ω,p2(ω)) ≥ sup
x∈(E1)ω
edF (ω,x) −
1
22+1K
e−||dF (ω)||∞
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and (ω, p2(ω)) ∈ E1 for each ω ∈ π(E1). Set
E2 = E1 \
K⋃
k=1
⋃
ω∈π(E1)
{ω} × ((αk)F )ω(p2(ω)) ∈ F × BX .
It is not hard to see that, after finitely many steps we obtain
E0 ∈ F × BX and Ej = Ej−1 \
K⋃
k=1
⋃
ω∈π(Ej−1)
{ω} × ((αk)F )ω(pj(ω)) ∈ F × BX ,
where pj : π(Ej−1)→ X is a measurable map satisfying
(8.1) edF (ω,pj(ω)) ≥ sup
x∈(Ej−1)ω
edF (ω,x) −
1
2j+1K
e−||dF (ω)||∞
and (ω, pj(ω)) ∈ Ej−1 for each ω ∈ π(Ej−1), j = 1, · · · ,m and Em−1 6= ∅ while
Em = ∅.
Observe that, for all j = 1, · · · ,m and j1, j2 ∈ {0, 1, · · · , j − 1}, for j1 6= j2,
((αk)F )ω(pj1+1(ω)) and ((αk)F )ω(pj2+1(ω)) are different non-empty atoms of the
partition ((αk)F )ω for each k = 1, · · · ,K and any ω ∈ π(Ej−1). By assumption,
the cardinality of each αk, k = 1, · · · ,K is at most n, the cardinality of U . Thus,
we can deduce that Em−1 6= ∅ while Em = ∅ for some m ∈ N.
Now for each ω ∈ Ω, set
BF,ω = {pj(ω) : j ∈ {1, · · · ,m}, ω ∈ Ej−1}.
From the construction, it is easy to see that, for ω ∈ Ω, each atom of ((αk)F )ω
contains at most one point from BF,ω, 1 ≤ k ≤ K, and BF ∈ F × BX (using [13,
Proposition III.13]). Here we use the assumption that X is a compact metric space.
To finish the proof, let ω ∈ Ω. We only need check
∑
x∈BF,ω
edF (ω,x) >
1
K

 inf
β(ω)∈PEω ,β(ω)(UF )ω
∑
B∈β(ω)
sup
x∈B
edF (ω,x) −
1
2
e−||dF (ω)||∞

 .
In fact, suppose that m(ω) ∈ {1, · · · ,m} is the first number J in {1, · · · ,m}
such that ω /∈ π(EJ ), and set
γ(ω) = {(Ej−1)ω ∩ ((αk)F )ω(pj(ω)) : j = 1, · · · ,m(ω), k = 1, · · · ,K}.
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It is easy to check that γ(ω) ∈ CEω , γ(ω)  (UF )ω . Moreover,
∑
x∈BF,ω
edF (ω,x) =
m(ω)∑
j=1
edF (ω,pj(ω))
≥
m(ω)∑
j=1
1
K
K∑
k=1
[
sup
x∈(Ej−1)ω∩((αk)F )ω(pj(ω))
edF (ω,x)
−
1
2j+1K
e−||dF (ω)||∞
]
(using (8.1))
>
1
K

 ∑
B(ω)∈γ(ω)
sup
x∈B(ω)
edF (ω,x) −
1
2
e−||dF (ω)||∞


≥
1
K

 inf
β(ω)∈PEω ,β(ω)(UF )ω
∑
B∈β(ω)
sup
x∈B
edF (ω,x) −
1
2
e−||dF (ω)||∞

 .
This finishes our proof. 
In the process of proving Proposition 8.1, we will also need the following result,
which was essentially proved in the proof of [38, Lemma 3.1] (see also [20, Lemma
2.2]).
Lemma 8.4. Let (Y,D, ν) be a probability space, C ⊆ D a sub-σ-algebra and α ∈
PY . Assume that G acts as a group of invertible measurable transformations (which
may be not measure-preserving) over (Y,D, ν). If E,F ∈ FG then
Hν(αF |C) ≤
∑
g∈F
1
|E|
Hν(αEg|C) + |F \ {g ∈ G : E
−1g ⊆ F}| log |α|.
The following result is well known.
Lemma 8.5. Let (Y,D, νi) be a Lebesgue space, for i = 1, · · · , n, and some n ∈
N, C ⊆ D a sub-σ-algebra of D, and suppose that 0 < λ1, · · · , λn < 1 satisfy
λ1 + · · · + λn = 1. Then there exists λ > 0 (depending on λ1, · · · , λn) such that,
for each α ∈ PY ,
λ+
n∑
i=1
λiHνi(α|C) ≥ Hλ1ν1+···+λnνn(α|C) ≥
n∑
i=1
λiHνi(α|C).
With the above preparation we can prove:
Proposition 8.6. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a monotone sub-
additive G-invariant family satisfying (♠) and U ∈ CoE . If U is good then, for some
µ ∈ PP(E , G),
h(r)µ (F,U) + µ(D) ≥ PE(D,U ,F).
Proof. As U ∈ CoE is good, there exists a sequence {αn : n ∈ N} ⊆ PU such that
(a) for each n ∈ N, (αn)ω is a clopen partition of Eω for P-a.e. ω ∈ Ω and
(b) h
(r)
ν (F,U) = inf
n∈N
h
(r)
ν (F, αn) for each ν ∈ PP(E , G).
Let n ∈ N be fixed. By Lemma 8.3, there exists a family of finite subsets
Bn,ω ⊆ Eω, ω ∈ Ω such that
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(1) For Bn
.
= {(ω, x) : ω ∈ Ω, x ∈ Bn,ω},
∑
x∈Bn,ω
edFn(ω,x) >
1
n

 inf
β(ω)∈PEω ,β(ω)(UFn)ω
∑
B∈β(ω)
sup
x∈B
edFn(ω,x) −
1
2
e−||dFn(ω)||∞

 ,
(2) The family depends measurably on ω ∈ Ω in the sense that Bn ∈ F × BX
and
(3) Each atom of ((αk)Fn)ω contains at most one point from Bn,ω, 1 ≤ k ≤ n.
Now we introduce a probability measure ν(n) over E by a measurable disintegration
dν(n)(ω, x) = dν
(n)
ω (x)dP(ω), where
ν(n)ω =
∑
x∈Bn,ω
edFn(ω,x)δx∑
y∈Bn,ω
edFn(ω,y)
.
Hence we may define another probability measure µ(n) on E by
µ(n) =
1
|Fn|
∑
g∈Fn
gν(n).
Observe that by assumption (2) the measure ν(n) (and hence µ(n)) is well defined.
As the family D satisfies (♠), we can choose a subsequence {nj : j ∈ N} ⊆ N
such that the sequence {µ(nj) : j ∈ N} converges to some µ ∈ PP(E) (which then
necessarily belongs to PP(E , G)) and
(8.2) lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dν
nj (ω, x) ≤ µ(D).
By the assumptions on the sequence {αn : n ∈ N}, to finish the proof, it suffices
to prove h
(r)
µ (F, αl) + µ(D) ≥ PE(D,U ,F) for each l ∈ N.
Let l ∈ N be fixed.
For each n > l, from the construction of ν
(n)
ω , one has
H
ν
(n)
ω
(((αl)Fn)ω) =
∑
x∈Bn,ω
−
edFn(ω,x)∑
y∈Bn,ω
edFn(ω,y)
log
edFn(ω,x)∑
y∈Bn,ω
edFn(ω,y)
=
∑
x∈Bn,ω
−
edFn(ω,x)dFn(ω, x)∑
y∈Bn,ω
edFn(ω,y)
+ log
∑
y∈Bn,ω
edFn(ω,y)
= −
∫
X
dFn(ω, x)dν
(n)
ω (x) + log
∑
y∈Bn,ω
edFn(ω,y),(8.3)
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as each atom of ((αl)Fn)ω contains at most one point from Bn,ω. This implies
logPE(ω,D, Fn,U ,F)− log 2− logn
≤ log
[
PE (ω,D, Fn,U ,F)−
1
2
e−||dFn(ω)||∞
]
− logn (from the definitions)
= log

 inf
β(ω)∈PEω ,β(ω)(UFn)ω
∑
B∈β(ω)
sup
x∈B
edFn(ω,x) −
1
2
e−||dFn(ω)||∞

− logn
< log
∑
x∈Bn,ω
edFn(ω,x) (by assumption (1))
= H
ν
(n)
ω
(((αl)Fn)ω) +
∫
X
dFn(ω, x)dν
(n)
ω (x) (using (8.3)),(8.4)
and so by Proposition 5.4 (1) and the construction of ν(n) (using (4.2)), for each
B ∈ FG we have∫
Ω
logPE(ω,D, Fn,U ,F)dP(ω)− log 2− logn
< Hν(n)((αl)Fn |FE) +
∫
E
dFn(ω, x)dν
(n)(ω, x)
≤
∑
g∈Fn
1
|B|
Hν(n)((αl)Bg|FE) + |Fn \ {g ∈ G : B
−1g ⊆ Fn}| log |αl|
+
∫
E
dFn(ω, x)dν
(n)(ω, x) (using Lemma 8.4)
=
|Fn|
|B|
∑
g∈Fn
1
|Fn|
Hgν(n)((αl)B|FE) + |Fn \ {g ∈ G : B
−1g ⊆ Fn}| log |αl|
+
∫
E
dFn(ω, x)dν
(n)(ω, x) (using the G-invariance of FE)
≤
|Fn|
|B|
Hµ(n)((αl)B |FE) + |Fn \ {g ∈ G : B
−1g ⊆ Fn}| log |αl|
+
∫
E
dFn(ω, x)dν
(n)(ω, x) (using Lemma 8.5).(8.5)
Let B ∈ FG be fixed. Observe that, as {Fn : n ∈ N} is a Følner sequence,
lim
n→∞
1
|Fn|
|Fn \ {g ∈ G : B
−1g ⊆ Fn}| = 0;
moreover, by the choice of αl, ((αl)B)ω is a clopen partition of Eω for P-a.e. ω ∈ Ω,
and so we have (using Proposition 4.3 (2))
(8.6) lim sup
n→∞
Hµ(n)((αl)B|FE) ≤ Hµ((αl)B |FE).
Recall that |Fn| ≥ n for each n ∈ N. Combining (8.6) and (8.5) (divided by |Fn|)
we obtain
PE(D,U ,F) ≤
1
|B|
Hµ((αl)B|FE) + µ(D) (using (8.2)).
Lastly, taking the infimum over all B ∈ FG we obtain
PE(D,U ,F) ≤ hµ(G,αl|FE) + µ(D) (using (3.3)),
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or equivalently, PE(D,U ,F) ≤ h
(r)
µ (F, αl) + µ(D). This completes the proof. 
Now we can present the proof of Proposition 8.1.
Proof of Proposition 8.1. As U is factor good, there exists a family F′ = {F ′g,ω :
E ′ω → E
′
gω|g ∈ G,ω ∈ Ω} (with compact metric state space X
′ and E ′ ∈ F × BX′),
which is a continuous bundle RDS over (Ω,F ,P, G), and a factor map π : E ′ → E
such that π−1U is good. By Lemma 6.12 and Lemma 7.5, D ◦ π is a monotone
sub-additive G-invariant family satisfying (♠), and so, by Proposition 8.6, there
exists µ′ ∈ PP(E ′, G) such that
h
(r)
µ′ (F
′, π−1U) + µ′(D ◦ π) ≥ PE′(D ◦ π, π
−1U ,F′).
Set µ = πµ′. By Lemma 6.12, we have µ ∈ PP(E , G),
h(r)µ (F,U) = h
(r)
µ′ (F
′, π−1U)
and
PE′(D ◦ π, π
−1U ,F′) = PE(D,U ,F).
It follows from the definition that µ′(D ◦ π) = µ(D) and hence
h(r)µ (F,U) + µ(D) ≥ PE(D,U ,F).
This completes the proof. 
9. Assumption (♠) on the family D
There are two essential assumptions appearing in Theorem 7.1: that U ∈ CoE is
factor good, and that D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) satisfies (♠). In §6 we
have discussed the first assumption and in this section we discuss the second.
Before proceeding, we introduce the property of strong sub-additivity. In his
treatment of entropy theory for amenable group actions Moullin Ollagnier [59] used
this property rather heavily.
Let (Y,D, ν, G) be an MDS and D = {dF : F ∈ FG} ⊆ L1(Y,D, ν). D is called
strongly sub-additive if for ν-a.e. y ∈ Y ,
dE∪F (y) + dE∩F (y) ≤ dE(y) + dF (y)
whenever E,F ∈ FG (here we set d∅(y) = 0 for ν-a.e. y ∈ Y ). For an invariant
family, the property of strong sub-additivity is stronger than the property of sub-
additivity, and, for each f ∈ L1(Y,D, ν), Df is always a strongly sub-additive G-
invariant family in L1(Y,D, ν). Similarly, we can introduce the property of strong
sub-additivity for any given continuous bundle RDS.
Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a strongly sub-additive G-invariant
family. For each µ ∈ PP(E , G), we use Proposition 2.3 to define µ(D) by
µ(D) = lim
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)
= inf
n∈N
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x).
Note that the value of µ(D) is independent of the choice of the Følner sequence
{Fn : n ∈ N}, in fact,
(9.1) µ(D) = inf
F∈FG
1
|F |
∫
E
dF (ω, x)dµ(ω, x).
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Remark that µ(D) need not be non-negative, as here D need not be non-negative.
As show by the following trivial example, µ(D) may even take the value −∞:
D = {dF : F ∈ FG} with dF (ω, x) = −|F |
2 for each F ∈ FG.
We also remark that by (9.1), the function
•(D) : PP(E , G)→ R ∪ {−∞}, µ 7→ µ(D)
is the infimum of a family of continuous functions over the compact metric space
PP(E , G), and hence itself is u.s.c.
Here is the main result of this section.
Proposition 9.1. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a strongly sub-
additive G-invariant family. Then D satisfies (♠).
In order to prove Proposition 9.1, we will use [59, Lemma 2.2.16].
Lemma 9.2. Let (Y,D, ν, G) be an MDS and D = {dF : F ∈ FG} a strongly sub-
additive family in L1(Y,D, ν). Assume that 1E =
n∑
i=1
ai1Ei , where E,E1, · · · , En ∈
FG and a1, · · · , an > 0, n ∈ N. Then dE(y) ≤
n∑
i=1
aidEi(y) for ν-a.e. y ∈ Y . A
similar result holds for a continuous bundle RDS.
We also need the following:
Lemma 9.3. Let T,E ∈ FG. Then
∑
t∈T
1tE =
∑
g∈E
1Tg.
Proof. Set L =
∑
t∈T
1tE and R =
∑
g∈E
1Tg. Let g
′ ∈ G. Then L(g′) > 0 if and only
if there exists t ∈ T such that g′ ∈ tE, if and only if there exists g ∈ E such that
g′ ∈ Tg, if and only if R(g′) > 0. Moreover, for any given n ∈ N, L(g′) = n if and
only if there exist exactly n distinct elements t1, · · · , tn of T such that g′ ∈ tiE (say
g′ = tigi for some gi ∈ E) for each i = 1, · · · , n, if and only if there exist exactly
n distinct elements g1, · · · , gn of E such that g′ ∈ Tgi for each i = 1, · · · , n, if and
only if R(g′) = n. This finishes the proof. 
Now we can prove Proposition 9.1 as follows.
Proof of Proposition 9.1. Let {νn : n ∈ N} ⊆ PP(E) be a given sequence. Set
µn =
1
|Fn|
∑
g∈Fn
gνn for each n ∈ N.
By Proposition 4.3 (1) there exists a subsequence {nj : j ∈ N} ⊆ N such that the
sequence {µnj : j ∈ N} converges to some µ ∈ PP(E , G). Now we only need check
(9.2) lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dνnj (ω, x) ≤ µ(D).
For each F ∈ FG set
d′F (ω, x) = dF (ω, x)−
∑
g∈F
d{eG}(g(ω, x))
and put
D′ = {d′F : F ∈ FG} ⊆ L
1
E (Ω, C(X)).
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As D is a strongly sub-additive G-invariant family, then the family D′ is also
strongly sub-additive G-invariant and −D′ is non-negative. Observe that
lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dνnj (ω, x)
= lim sup
j→∞
1
|Fnj |
∫
E
d′Fnj
(ω, x)dνnj (ω, x) + lim sup
j→∞
∫
E
d{eG}(ω, x)dµnj (ω, x)
= lim sup
j→∞
1
|Fnj |
∫
E
d′Fnj
(ω, x)dνnj (ω, x) +
∫
E
d{eG}(ω, x)dµ(ω, x)(9.3)
(as the sequence {µnj : j ∈ N} converges to µ)
and
µ(D) = lim
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)
= lim
n→∞
1
|Fn|
∫
E
d′Fn(ω, x)dµ(ω, x)
+ lim
n→∞
1
|Fn|
∫
E
∑
g∈Fn
d{eG}(g(ω, x))dµ(ω, x)
= µ(D′) +
∫
E
d{eG}(ω, x)dµ(ω, x) (as µ ∈ PP(E , G)).(9.4)
To prove (9.2), by (9.3) and (9.4), we only need prove
(9.5) lim sup
j→∞
1
|Fnj |
∫
E
d′Fnj
(ω, x)dνnj (ω, x) ≤ µ(D
′).
Let T ∈ FG be fixed. As {Fn : n ∈ N} is a Følner sequence of G, for each n ∈ N
we set En = Fn ∩
⋂
g∈T
g−1Fn ⊆ Fn, then lim
n→∞
|En|
|Fn|
= 1. Set
wn =
1
|En|
∑
g∈En
gνn for each n ∈ N.
Observe that the sequence {µnj : j ∈ N} converges to µ. By the choice of En, n ∈ N,
it is easy to see that the sequence {wnj : j ∈ N} also converges to µ.
Now for each n ∈ N, using Lemma 9.3, one has
(9.6)
∑
t∈T
1tEn =
∑
g∈En
1Tg.
By the construction of En, tEn ⊆ Fn for any t ∈ T , there exist E′1, · · · , E
′
m ∈
FG,m ∈ {0} ∪ N and rational numbers a1, · · · , am > 0 such that
1Fn =
1
|T |
∑
t∈T
1tEn +
m∑
j=1
aj1E′
j
,
and hence
(9.7) 1Fn =
1
|T |
∑
g∈En
1Tg +
m∑
j=1
aj1E′
j
(using (9.6)),
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which implies that, for P-a.e. ω ∈ Ω,
d′Fn(ω, x) ≤
1
|T |
∑
g∈En
d′Tg(ω, x) +
m∑
j=1
ajd
′
E′
j
(ω, x)
(using Lemma 9.2, as the family D′ is strongly sub-additive)
≤
1
|T |
∑
g∈En
d′Tg(ω, x) (as the family −D
′ is non-negative)
=
1
|T |
∑
g∈En
d′T (g(ω, x)) (as the family D
′ is G-invariant)(9.8)
for each x ∈ Eω. It follows that
lim sup
j→∞
1
|Fnj |
∫
E
d′Fnj (ω, x)dνnj (ω, x)
= lim sup
j→∞
1
|Enj |
∫
E
d′Fnj (ω, x)dνnj (ω, x) (by the selection of Enj )
≤ lim sup
j→∞
1
|T |
∫
E
d′T (ω, x)dwnj (ω, x) (using (9.8))
=
1
|T |
∫
E
d′T (ω, x)dµ(ω, x) (as the sequence {wnj : j ∈ N} converges to µ).(9.9)
Now (9.5) follows from (9.1) and (9.9). This completes the proof. 
Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a strongly sub-additive G-invariant
family. Observe that the family
{ sup
x∈Eω
dF (ω, x) : F ∈ FG} ⊆ L
1(Ω,F ,P)
may be not strongly sub-additive, as for E,F ∈ FG it may happen that
sup
x∈Eω
dE∩F (ω, x) + sup
x∈Eω
dE∪F (ω, x) > sup
x∈Eω
dE(ω, x) + sup
x∈Eω
dF (ω, x),
even though, by strong sub-additivity of D,
dE∩F (ω, x) + dE∪F (ω, x) ≤ dE(ω, x) + dF (ω, x).
Thus we cannot apply Proposition 2.3 to define supP(D) as we did in (5.10).
In a more general setting, for U ∈ CE , it may happen that the family {logPE(ω,
D, F,U ,F) : F ∈ FG} is not strongly sub-additive, and so, as above, we are similarly
unable to apply Proposition 2.3 to define PE(D,U ,F).
However, by Proposition 9.1, we can apply the discussions surrounding (7.7),
(7.8), (7.9), (7.10) and (7.13) in §7 to D. Hence we can show that
lim sup
n→∞
1
|Fn|
∫
Ω
sup
x∈Eω
dFn(ω, x)dP(ω) = max
µ∈PP(E,G)
µ(D).
10. The local variational principle for amenable groups admitting a
tiling Følner sequence
In this section we discuss the local variational principle for fiber topological
pressure. In this section, we shall remove the assumption of monotonicity from
the family D and instead, impose the assumption that the group G admits a tiling
Følner sequence.
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Throughout this section, we assume that each for each n ∈ N, Fn tiles G.
Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive G-invariant family
and U ∈ CE . Recall that we have not assumed that D is monotone as in §5. As
each Fn tiles G, by Proposition 2.5 and Proposition 5.4 we may define
PE (D,U ,F) = lim
n→∞
1
|Fn|
∫
Ω
logPE (ω,D, Fn,U ,F)dP(ω)
= inf
n∈N
1
|Fn|
∫
Ω
logPE(ω,D, Fn,U ,F)dP(ω)
and
PE(D,F) = sup
V∈Co
X
PE(D, (Ω× V)E ,F).
We will continue to call these the fiber topological D-pressure of F with respect to
U and the fiber topological D-pressure of F, respectively. By the same reasoning,
for each µ ∈ PP(E , G) we can define
µ(D) = lim
n→∞
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)
= inf
n∈N
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)(10.1)
and
sup
P
(D) = lim
n→∞
1
|Fn|
∫
Ω
sup
x∈Eω
dF (ω, x)dP(ω) ≥ µ(D).
As above, all these invariants are independent of the choice of tiling Følner se-
quences. Remark that neither µ(D) nor sup
P
(D) need be non-negative, as our as-
sumption does not imply that D is non-negative. In fact, they may take the value
of −∞. Moreover, by (10.1), the function •(D) : PP(E , G)→ R∪{−∞}, µ 7→ µ(D)
is u.s.c. over the compact metric space PP(E , G).
With the above definitions, almost all of the results in the previous sections hold.
We give a brief sketch of the main results.
As in Proposition 5.6 and Proposition 5.8 one has:
Proposition 10.1. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive
G-invariant family and U ∈ CE , µ ∈ PP(E , G). Then
(1) PE(D,U ,F) ≥ h
(r)
µ (F,U) + µ(D).
(2) If µ(D) > −∞ then PE(D,F) ≥ h
(r)
µ (F) + µ(D).
(3) supP(D) ≤ PE (D,U ,F) ≤ h
(r)
top(F,U) + supP(D).
(4) If supP(D) = −∞ then PE (D,F) = −∞.
Proof. With the above definitions, the proof is similar to that of Proposition 5.6 and
Proposition 5.8, except the last item (4). Now we assume supP(D) = −∞. Applying
(3) to each V ∈ CE we obtain PE(D,V ,F) = −∞, which implies PE (D,F) = −∞.
The result follows as before. 
Moreover, we have:
Theorem 10.2. Assume that U ∈ CoE is factor good.
local entropy theory of a random dynamical system 59
(1) If D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) is a sub-additive G-invariant family
satisfying the assumption of (♠) then
PE (D,U ,F) = max
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)],
supP(D) = max
µ∈PP(E,G)
µ(D).
(2) If f ∈ L1E(Ω, C(X)) then
PE (D
f ,U ,F) = max
µ∈PP(E,G)
[h(r)µ (F,U) +
∫
E
f(ω, x)dµ(ω, x)].
Proof. (1) The proof is essentially a re-writing of the proof of Theorem 7.1 and
Proposition 7.4.
(2) Obviously, Df ⊆ L1E(Ω, C(X)) is a sub-additive G-invariant family satisfying
(♠) and µ(Df ) =
∫
E
f(ω, x)dµ(ω, x) for each µ ∈ PP(E , G). Hence the conclusion
follows directly from (1). 
Combining Theorem 10.2 with Theorem 4.6 and Proposition 10.1, we have, as a
direct corollary:
Corollary 10.3. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a sub-additive G-
invariant family satisfying (♠). Then
PE(D,F) =


−∞, if supP(D) = −∞
sup
µ∈PP(E,G),µ(D)>−∞
[h
(r)
µ (F) + µ(D)], otherwise
.
In particular, for each f ∈ L1E(Ω, C(X)),
PE(D
f ,F) = sup
µ∈PP(E,G)
[h(r)µ (F) +
∫
E
f(ω, x)dµ(ω, x)].
For a given sub-additive G-invariant family D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)),
does D always satisfy (♠)? In general, this assumption is not easy to check, except
when the family D is strongly sub-additive (see §9).
In the remainder of this section, we will discuss this question again in the case
where G is abelian. Remark that if G is abelian then it always admits a tiling
Følner sequence [70].
Proposition 10.4. Let D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)) be a sub-additive
G-invariant family. If G is abelian then D satisfies (♠).
Before proving Proposition 10.4, we make the following observation.
Lemma 10.5. Let D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X)) be a sub-additive G-
invariant family and T ∈ TG, ǫ > 0. Assume that G is abelian and the family −D
is non-negative. Then, whenever n ∈ N is sufficiently large, there exists Hn ⊆ Fn
such that |Fn \Hn| ≤ 2ǫ|Fn| and, for P-a.e. ω ∈ Ω,
dFn(ω, x) ≤
1
|T |
∑
g∈Hn
dT (g(ω, x)) for each x ∈ Eω.
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Proof. As T ∈ TG and {Fn : n ∈ N} is a Følner sequence of G. Thus for n ∈ N
large enough, there exists En ∈ FG such that Tg, g ∈ En are pairwise disjoint,
TEn ⊆ Tn
.
= Fn ∩
⋂
t∈T
t−1Fn and |TEn| ≥ |Tn| − ǫ|Fn|, |Tn| ≥ (1− ǫ)|Fn|. Hence,
(10.2) |TEn| ≥ (1 − 2ǫ)|Fn|.
By assumption, D is a sub-additive G-invariant family, −D is non-negative and the
group G is abelian. Thus, for P-a.e. ω ∈ Ω,
dFn(ω, x) ≤ dtTn(ω, x) + dFn\tTn(ω, x) (as tTn ⊆ Fn)
≤ dtTEn(ω, x) + dt(Tn\TEn)(ω, x) (as TEn ⊆ Tn)
≤
∑
g∈En
dtT (g(ω, x)) (as Tg, g ∈ En are pairwise disjoint)
=
∑
g∈En
dTt(g(ω, x)) =
∑
g∈En
dT (tg(ω, x))(10.3)
for each t ∈ T and any x ∈ Eω. Summing (10.3) over all t ∈ T we obtain:
(10.4) |T |dFn(ω, x) ≤
∑
g∈TEn
dT (g(ω, x))
for P-a.e. ω ∈ Ω and each x ∈ Eω (observe that Tg, g ∈ En are pairwise disjoint).
The theorem follows from (10.2) and (10.4) by setting Hn = TEn. 
Now let us finish the proof of Proposition 10.4.
Proof of Proposition 10.4. Let {νn : n ∈ N} ⊆ PP(E) be a given sequence. Set
µn =
1
|Fn|
∑
g∈Fn
gνn for each n ∈ N.
By Proposition 4.3 (1) there exists a subsequence {nj : j ∈ N} ⊆ N such that the
sequence {µnj : j ∈ N} converges to some µ ∈ PP(E , G). We show that
(10.5) lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dνnj (ω, x) ≤ µ(D).
As in the proof of Proposition 9.1, we may assume that the family −D is non-
negative. Now applying Lemma 10.5 to D we see that, if we fix T ∈ TG and
ǫ > 0, and if n ∈ N is sufficiently large then there exists Tn ⊆ Fn such that
|Fn \ Tn| ≤ 2ǫ|Fn| and, for P-a.e. ω ∈ Ω,
(10.6) dFn(ω, x) ≤
1
|T |
∑
g∈Tn
dT (g(ω, x)) for each x ∈ Eω.
We see from this that, we may assume without loss of generality that: Tn ⊆ Fn
satisfies lim
n→∞
|Tn|
|Fn|
= 1 and, for P-a.e. ω ∈ Ω, (10.6) holds for all sufficiently large
n ∈ N. Now we set
wn =
1
|Tn|
∑
g∈Tn
gνn for each large enough n ∈ N.
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Observe that the sequence {µnj : j ∈ N} converges to µ. By the choice of Tn, n ∈ N,
it is easy to see that the sequence {wnj : j ∈ N} also converges to µ. Thus
lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dνnj (ω, x)
≤ lim sup
j→∞
1
|Fnj |
∫
E
1
|T |
∑
g∈Tnj
dT (g(ω, x))dνnj (ω, x) (using (10.6))
= lim sup
j→∞
1
|Tnj |
∫
E
1
|T |
∑
g∈Tnj
dT (g(ω, x))dνnj (ω, x) (by the selection of Tnj )
= lim sup
j→∞
1
|T |
∫
E
dT (ω, x)dwnj (ω, x) (by the definition of wnj )
=
1
|T |
∫
E
dT (ω, x)dµ(ω, x) (as the sequence {wnj : j ∈ N} converges to µ).(10.7)
Now recall our assumption that Fn ∈ TG for each n ∈ N. By (10.7) we have
lim sup
j→∞
1
|Fnj |
∫
E
dFnj (ω, x)dνnj (ω, x) ≤
1
|Fn|
∫
E
dFn(ω, x)dµ(ω, x)
for each n ∈ N, from which (10.5) follows, once we take the infimum over all n ∈ N
and observe (10.1). This finishes the proof. 
We conclude this section with further comments about our main results of this
section for the special case G = Z.
Assume G = Z. Then Proposition 10.4 is just [77, Lemma 3.5], so we recover
[12, Lemma 2.3] by Cao, Feng and Huang. Corollary 10.3 is exactly [77, Theorem
4.1], the main result by Zhao and Cao [77]. Hence we recover not only the main
result [12, Theorem 1.1] but also [46, Proposition 2.2] by Kifer. Moreover, as we did
in Remark 7.3, we may use Proposition 10.4 to deduce [75, Theorem 4.5] and [75,
Theorem 6.4] from Theorem 10.2 and Corollary 10.3, respectively. As the argument
is the same as that of Remark 7.3, we omit the details. We also remark that Feng
and Huang [27] considered the topological pressure of limit sub-additive potentials
and obtained [27, Theorem 3.1] in a similar spirit.
11. Another version of the local variational principle
In all of our previous discussions of the variational principle for local fiber topo-
logical pressure of a continuous bundle RDS, we have only considered finite random
open covers. In this section, we relax this assumption and consider countable ran-
dom open covers. This is inspired by Kifer’s work [46, §1].
Let us briefly discuss Kifer’s ideas in [46, §1].
Let (Z, s) be a metric space. For each r > 0 and for any compact subset Y ⊆ Z,
denote by NY (r) the minimal number n ∈ N such that there exists a family of
closed balls with diameter r and centers z1, · · · , zn ∈ Z, which covers Y .
For the continuous bundle RDS F = {Fg,ω : Eω → Egω|g ∈ G,ω ∈ Ω} by
Standard Assumption 4. In [46], Kifer considered fiber topological pressure, in the
spirit of Bowen’s separated subsets, for the special case of G = Z+ andD
f for given
f ∈ L1E(Ω, C(X)).
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Recall from §5 that
Df = {dfF (ω, x)
.
=
∑
g∈F
f(g(ω, x)) : F ∈ FG} ⊆ L
1
E (Ω, C(X)).
Now, for any positive random variable ε : (Ω,F ,P)→ R>0, the functionNEω(ε(ω))
is measurable in ω ∈ Ω [46, Page 205]. Kifer [46, Definition 1.9] defined a class N
as follows: ε ∈ N if and only if
(11.1)
∫
Ω
logNEω (ε(ω))dP(ω) <∞.
As the metric space (X, d) is compact, any positive constant is contained in N if it
is viewed as a constant function on (Ω,F ,P).
Kifer [46, Definition 1.3] introduced the fiber topological Df -pressure of F asso-
ciated with any given positive random variable ε in [46, (1.2)]. He denoted this by
PE(D
f , ε,F), and defined the global fiber topological Df -pressure of F by:
(11.2) PE (D
f ,F) = supPE(D
f , ǫ,F),
where ǫ varies over all positive constants. Finally, he proved that this resulting
pressure can be defined equivalently using separated subsets with a positive random
variable ε ∈ N ([46, Proposition 1.10]):
(11.3) PE(D
f ,F) = sup
ε∈N
PE(D
f , ε,F).
Hence, a natural question is whether, by analogy with [46, Proposition 1.10], can
there a similar result for random open covers not only for a finite family but also
for a countable family? This section is devoted to proving a result of this type.
Definition 11.1. Denote by CoE the set of all countable families U ⊆ (F ×BX)∩E
satisfying:
(1) U covers the whole space E,
(2) Uω = {Uω : U ∈ U} ∈ CoEω for P-a.e. ω ∈ Ω and
(3) There exists an increasing sequence {Ω1 ⊆ Ω2 ⊆ · · · } ⊆ F such that
lim
n→∞
P(Ωn) = 1 and U ∩ (Ωn ×X) is a finite family for each n ∈ N.
It is not hard to see that the function N(U , ω) is measurable in ω ∈ Ω for each
U ∈ CoE . Equation (3) might at first sight seem rather contrived. However, note
that for any positive random variable ε : (Ω,F ,P)→ R>0, we have
(11.4) lim
n→∞
P({ω ∈ Ω : ǫ(ω) >
1
n
}) = 1.
In fact, (3) is just the counterpart of (11.4) for random open covers.
Now let U ∈ CoE and D = {dF : F ∈ FG} ⊆ L
1
E(Ω, C(X)) be a monotone
sub-additive G-invariant family. The definitions and notation related to CoE can be
extended naturally to CoE , including PE(ω,D, F,U ,F) for each F ∈ FG and P-a.e.
ω ∈ Ω. In fact, let F ∈ FG, as in Proposition 5.3 for P-a.e. ω ∈ Ω we also have
(11.5) PE(ω,D, F,U ,F) = min


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ P((UF )ω)

 .
Moreover, for each n ∈ N set
(11.6) Un = [U ∩ (Ωn ×X)] ∪ [{(Ω
c
n ×X)} ∩ E ],
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then Un ∈ CoE . It is now not hard to check that the sequence {PE(ω,D, F,Un,F) :
n ∈ N} increases to PE(ω,D, F,U ,F) for P-a.e. ω ∈ Ω. Observe that D is non-
negative by Proposition 5.1, applying Proposition 5.4 we have:
(4) for each F ∈ FG, the function PE(ω,D, F,U ,F) is measurable in ω ∈ Ω.
If, in addition,
(11.7)
∫
Ω
logN(U , ω)dP(ω) <∞,
then
(5) {logPE(ω,D, F,U ,F) : F ∈ FG} is a non-negative sub-additive G-invariant
family in L1(Ω,F ,P) and
(6) p : FG → R, F 7→
∫
Ω
logPE(ω,D, F,U ,F)dP(ω) is a monotone non-negative
G-invariant sub-additive function.
From this, we can introduce
PE(D,U ,F) = lim
n→∞
1
|Fn|
∫
Ω
logPE(ω,D, Fn,U ,F)dP(ω).
We can also introduce h
(r)
µ (F,U) for each µ ∈ PP(E , G), and, similarly to Proposi-
tion 5.6 it is easy to show that
(11.8) PE(D,U ,F) ≥ sup
µ∈PP(E,G)
h(r)µ (F,U) + µ(D).
All the major results of the previous sections now hold in this extended setting.
We single out the principal ones as follows.
First, in the above notation we have:
Proposition 11.2. Let U ∈ CoE with corresponding increasing sequence {Ω1 ⊆ Ω2 ⊆
· · · } ⊆ F satisfying lim
n→∞
P(Ωn) = 1 and each U ∩(Ωn×X), n ∈ N is a finite family.
We define Un, n ∈ N by (11.6). Assume that D = {dF : F ∈ FG} ⊆ L1E(Ω, C(X))
is a monotone sub-additive G-invariant family. Then
(11.9)
PE(ω,D, F,U ,F)
PE (ω,D, F,Un,F)
≤ exp
∑
g∈F
1Ω\Ωn(gω) logN(U , gω)
for each F ∈ FG, P-a.e. ω ∈ Ω and any n ∈ N. If, in addition, (11.7) holds, then
(11.10) lim
n→∞
PE(D,Un,F) = PE(D,U ,F).
Proof. First, we establish (11.9).
Fix n ∈ N and F ∈ FG, ω ∈ Ω such that N(U , gω) is finite for each g ∈ F . Set
F 1 = {g ∈ F : gω ∈ Ωn} and F
2 = {g ∈ F : gω ∈ Ω \ Ωn} = F \ F
1.
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By the construction of Un (11.6) one has
PE(ω,D, F,Un,F)
= inf


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω , α(ω)  ((Un)F )ω


= inf


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω ,
α(ω) 
∨
g∈F
Fg−1,gω(Un)gω

 (using (4.4))
= inf


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω , α(ω) 
∨
g∈F 1
Fg−1,gω(Un)gω


= inf


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω , α(ω) 
∨
g∈F 1
Fg−1,gωUgω

 .(11.11)
Moreover,
PE (ω,D, F,U ,F)
≤ inf


∑
A(ω)∈α(ω),B(ω)∈β(ω)
sup
x∈A(ω)∩B(ω)
edF (ω,x) :
α(ω) ∈ PEω , α(ω)  UF 1 , β(ω) ∈ PEω , β(ω)  UF 2}
≤ inf


∑
A(ω)∈α(ω)
sup
x∈A(ω)
edF (ω,x) : α(ω) ∈ PEω , α(ω)  UF 1


inf


∑
B(ω)∈β(ω)
1 : β(ω) ∈ PEω , β(ω)  UF 2


≤ PE(ω,D, F,Un,F) ·N(UF 2 , ω) (using (4.4) and (11.11))
≤ PE(ω,D, F,Un,F) ·
∏
g∈F 2
N(U , gω),
which implies the conclusion.
Next we assume that (11.7) holds and prove (11.10).
It is not hard to check that the sequence {PE(D,Un, F) : n ∈ N} is increasing
and each member is less than PE(D,U ,F), that is,
(11.12) PE(D,U ,F) ≥ lim
n→∞
PE(D,Un,F).
local entropy theory of a random dynamical system 65
For each n ∈ N and may apply (11.9) to obtain
PE(D,U ,F)
≤ PE(D,Un,F) + lim sup
m→∞
1
|Fm|
∫
Ω
∑
g∈Fm
1Ω\Ωn(gω) logN(U , gω)dP(ω)
= PE(D,Un,F) +
∫
Ω
1Ω\Ωn(ω) logN(U , ω)dP(ω).(11.13)
By the assumption that lim
n→∞
P(Ωn) = 1 one has
lim
n→∞
∫
Ω
1Ω\Ωn(ω) logN(U , ω)dP(ω) = 0 (using (11.7)),
and hence, by (11.13),
(11.14) PE(D,U ,F) ≤ lim
n→∞
PE(D,Un,F).
Combining (11.12) with (11.14) we obtain (11.10). 
We can now extend the local variational principle Theorem 7.1 to countable
random open covers.
Theorem 11.3. Let U ∈ CoE with Ωn and Un, n ∈ N as in Proposition 11.2. Assume
that each Un, n ∈ N is factor good and (11.7) holds. If D = {dF : F ∈ FG} ⊆
L1E(Ω, C(X)) is a monotone sub-additive G-invariant family satisfying (♠) then
PE (D,U ,F) = sup
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)].
Proof. Obviously for each n ∈ N we have
sup
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)] ≥ sup
µ∈PP(E,G)
[h(r)µ (F,Un) + µ(D)] = PE (D,Un,F),
where the last identity follows from the assumptions and Theorem 7.1. Thus
sup
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)] ≥ PE (D,U ,F) (using Proposition 11.2).
Combining this inequality with (11.8), we obtain the conclusion. 
There is one simple case when U ∈ CoE satisfies the assumptions of Theorem 11.3:
when U ∈ CoE has the form ∪{(Ai × Vi) ∩ E : i ∈ N}, where {Vi : i ∈ N} ⊆ C
o
X
and {Ai : i ∈ N} is a partition of (Ω,F ,P) satisfying
∑
i∈N
P(Ai)|Vi| < ∞. In fact,
assume that U is as above. It is easy to check U ∈ CoE with Ωn =
n⋃
i=1
Ai ∈ F for
each n ∈ N. From the construction (11.6) one has, for each n ∈ N,
Un =
n⋃
i=1
(Ai × Vi) ∩ E ∪ {(Ω
c
n ×X)} ∩ E ∈ C
o
E
is factor good (by Lemma 6.4 and Theorem 6.10). Moreover, by our assumptions∫
Ω
logN(U , ω)dP(ω) ≤
∑
i∈N
P(Ai)|Vi| <∞,
that is, (11.7) holds for U .
Comparing Theorem 7.1 with Theorem 11.3, we have the following question.
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Question 11.4. Under the assumptions of Theorem 11.3, is it true that
(11.15) PE (D,U ,F) = max
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)]?
Observe that in Theorem 7.1, the supremum over PP(E , G) can be realized as a
maximum, by the direct construction in the proof.
If f ∈ L1E(Ω, C(X)) and U ∈ C
o
E with Un, n ∈ N fulfill the assumptions of
Theorem 11.3, we could obtain similarly to (7.9),
lim sup
m→∞
1
|Fm|
∫
Ω
logPE(ω,D
f , Fm,U ,F)dP(ω)
= lim
n→∞
lim sup
m→∞
1
|Fm|
∫
Ω
logPE(ω,D
f , Fm,Un,F)dP(ω)(11.16)
= lim
n→∞
max
µ∈PP(E,G)
[h(r)µ (F,Un) +
∫
E
f(ω, x)dµ(ω, x)]
= sup
µ∈PP(E,G)
[h(r)µ (F,U) +
∫
E
f(ω, x)dµ(ω, x)].
Further, if the group G admits a tiling Følner sequence (cf §10), the previous
discussions of this section can be carried out for any sub-additive G-invariant family
D = {dF : F ∈ FG} ⊆ L1E (Ω, C(X)). In particular, Theorem 11.3 holds for any
sub-additive G-invariant family satisfying (♠).
We end this section with further discussions showing how to deduce (11.3), i.e.
[46, Proposition 1.10], from our main results of this section.
Here we only outline basic ideas using standard arguments (see [68, §7.2]).
As in [46], we consider the setting of Df ⊆ L1E (Ω, C(X)) with f ∈ L
1
E (Ω, C(X)):
Step One. Let ǫ > 0 be a positive constant and V1,V2 ∈ C
o
X such that 2ǫ is a
Lebesgue number of V1 and diam(V2) < ǫ, where diam(V2) denotes the maximal
diameter of subsets V2 ∈ V2. It is straightforward to see:
(11.17) PE(D
f , (Ω× V1)E ,F) ≤ PE(D, ǫ,F) ≤ PE(D, (Ω × V2)E ,F).
From this one sees that our definition (5.7) of PE(D
f ,F) is equivalent to Kifer’s
definition (11.2) for the global fiber topological Df -pressure of F.
Step Two. Now suppose that ε ∈ N . It is not hard to construct ε1 ∈ N with
ε1 ≤ ε such that ε1 has the form
ε1 =
∑
i∈I
ai1Ωi ,
where I is a countable index set, ai > 0 for each i ∈ I and {Ωi : i ∈ I} ⊆ F forms
a partition of Ω. Then it is easy to construct V ∈ CoE such that
V =
⋃
i∈I
{Ωi × Vi},
where diam(Vi) < ai for each i ∈ I. As in (11.17) one has
PE(D
f , ε,F) ≤ PE(D
f ,V ,F).
Thus by (11.16), a variation of Proposition 11.2, we obtain (11.3).
The previous arguments show that CoE plays a role in our setting analogous to
that of the positive random variables in Kifer’s setting, where condition (11.7) plays
the role of condition (11.1).
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Part 3. Applications of the Local Variational Principle
In this part we give some applications of the local variational principle established
in Part 2. Namely, following the line of local entropy theory (cf the book chapter [30,
Chapter 19], the recent survey [33] and references therein), we introduce and discuss
both topological and measure-theoretic entropy tuples for a continuous bundle RDS.
We then establish a variational relationship between these two kinds of entropy
tuples. Finally, in §13 we apply our results to obtain many known theorems, and
some new ones, in local entropy theory.
12. Entropy tuples for a continuous bundle random dynamical
system
Recall again that, by Standard Assumptions 3 and 4, the family F = {Fg,ω :
Eω → Egω|g ∈ G,ω ∈ Ω} is a continuous bundle RDS over MDS (Ω,F ,P, G), where
(Ω,F ,P) is a Lebesgue space and X is a compact metric space.
In this section we introduce and discuss entropy tuples for F in both the topolog-
ical and the measure-theoretic setting, and establish a variational relation between
them. Our ideas follow the development of local entropy theory (cf [30, 33]).
Let µ ∈ PP(E , G) and (x1, · · · , xn) ∈ X
n \∆n(X), where ∆n(X) is the diagonal
{(x′1, · · · , x
′
n) : x
′
1 = · · · = x
′
n ∈ X}, n ∈ N \ {1}.
We say that (x1, · · · , xn) is a:
(1) fiber topological entropy n-tuple of F if; for any m ∈ N, there exists a closed
neighborhood Vi of xi of diameter at most
1
m
for each i = 1, · · · , n, such
that V
.
= {V c1 , · · · , V
c
n} ∈ C
o
X and h
(r)
top(F, (Ω× V)E) > 0.
Equivalently, whenever Vi is a closed neighborhood of xi for each i =
1, · · · , n such that V
.
= {V c1 , · · · , V
c
n} ∈ C
o
X , then h
(r)
top(F, (Ω× V)E) > 0.
(2) µ-fiber entropy n-tuple of F if; for any m ∈ N, there exists a closed neigh-
borhood Vi of xi with diameter at most
1
m
for each i = 1, · · · , n, such that
V
.
= {V c1 , · · · , V
c
n} ∈ C
o
X and h
(r)
µ (F, (Ω× V)E) > 0.
Equivalently, whenever Vi is a closed neighborhood of xi for each i =
1, · · · , n such that V
.
= {V c1 , · · · , V
c
n} ∈ C
o
X , then h
(r)
µ (F, (Ω× V)E) > 0.
Denote by PE
(r)
n (E , G) and E
(r)
n,µ(E , G) the set of all fiber topological entropy n-
tuples of F and µ-fiber entropy n-tuples of F, respectively. Using the notation of
PE
(r)
n (E , G), we denote by P the phase system (Ω,F ,P, G).
From the definitions, it is not hard to show:
Proposition 12.1. Let µ ∈ PP(E , G) and n ∈ N \ {1}. Then both PE
(r)
n (E , G) ∪
∆n(X) and E
(r)
n,µ(E , G) ∪∆n(X) are closed subsets of Xn.
We will use the following well-known result, which follows from Lemma 8.5.
Lemma 12.2. Let (Y,D, νn, G) be an MDS, C ⊆ D a G-invariant sub-σ-algebra
and α ∈ PY , where (Y,D, νn) is a Lebesgue space, n ∈ N. Assume that 0 ≤ λn ≤
1, n ∈ N satisfy
∑
n∈N
λn = 1. Then
h∑
n∈N
λnνn(G,α|C) =
∑
n∈N
λnhνn(G,α|C).
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We have the following variational relation between these two kinds of entropy
tuples.
Theorem 12.3. Let n ∈ N \ {1} and 0 < λ1, · · · , λp < 1 satisfy
p∑
i=1
λi = 1, for
some p ∈ N.
(1) If µ ∈ PP(E , G) then E
(r)
n,µ(E , G) ⊆P E
(r)
n (E , G).
(2) If µ1, · · · , µp ∈ PP(E , G) then
E
(r)
n,
p∑
i=1
λiµi
(E , G) =
p⋃
i=1
E(r)n,µi(E , G).
(3) PE
(r)
n (E , G) =
⋃
µ∈PP(E,G)
E
(r)
n,µ(E , G).
Proof. (1) follows directly from Proposition 5.6 and the definitions.
(2) The containment ⊇ follows directly from Lemma 12.2. In fact, it is also easy
to obtain the containment ⊆ from Lemma 12.2 as follows.
Set ν =
p∑
i=1
λiµi and let (x1, · · · , xn) ∈ E
(r)
n,ν(E , G). Then for any m ∈ N, there
exists a closed neighborhood V mi of xi with diameter at most
1
m
for each i =
1, · · · , n, such that Vm
.
= {(V m1 )
c, · · · , (V mn )
c} ∈ CoX and h
(r)
ν (F, (Ω × Vm)E) > 0,
and so, by Lemma 12.2, h
(r)
µj (F, (Ω × V
m)E) > 0 for some j ∈ {1, · · · , p}. Clearly
there exists J ∈ {1, · · · , p} such that, h
(r)
µJ (F, (Ω × V
m)E) > 0 for infinitely many
m ∈ N, which implies (x1, · · · , xn) ∈ E
(r)
n,µJ (E , G).
(3) Let (x1, · · · , xn) ∈P E
(r)
n (E , G). Observing (1) we only need prove that
(x1, · · · , xn) ∈ E
(r)
n,µ(E , G) for some µ ∈ PP(E , G).
In fact, from the assumption, for any m ∈ N, there exists a closed neigh-
borhood V mi of xi with diameter at most
1
m
for each i = 1, · · · , n, such that
Vm
.
= {(V m1 )
c, · · · , (V mn )
c} ∈ CoX and h
(r)
top(F, (Ω × V
m)E) > 0. Using Proposition
6.10 one has that (Ω × Vm)E ∈ CoE is factor good, and so by (7.3) there exists
µm ∈ PP(E , G) such that h
(r)
µm(F, (Ω×V
m)E ) > 0. Now set µ =
∑
m∈N
µm
2m . Obviously,
µ ∈ PP(E , G) and, for each m ∈ N,
h(r)µ (F, (Ω× V
m)E) ≥
1
2m
h(r)µm(F, (Ω× V
m)E) > 0 (using Lemma 12.2).
Thus (x1, · · · , xn) ∈ E
(r)
n,µ(E , G). This finishes the proof. 
In fact, we can strengthen Theorem 12.3 as follows.
Theorem 12.4. There exists µ ∈ PP(E , G) such that PE
(r)
n (E , G) = E
(r)
n,µ(E , G) for
each n ∈ N \ {1}.
Proof. Remark that X is a compact metric space from Standard Assumption 4,
then for each n ∈ N \ {1}, there exists a sequence {(xm1 , · · · , x
m
n ) : m ∈ N} which is
dense in PE
(r)
n (E , G). For each n ∈ N \ {1} and any m ∈ N, by Theorem 12.3 (3),
there exists µmn ∈ PP(E , G) with (x
m
1 , · · · , x
m
n ) ∈ E
(r)
n,µmn
(E , G). Now set
µ =
∑
n∈N\{1}
1
2n−1
∑
m∈N
1
2m
µmn .
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Obviously, µ ∈ PP(E , G). By the arguments of Theorem 12.3 (3), it is easy to see
that (xm1 , · · · , x
m
n ) ∈ E
(r)
n,µ(E , G) for each n ∈ N \ {1} and any m ∈ N. Now, by
the choice of (xm1 , · · · , x
m
n ), n ∈ N \ {1},m ∈ N we may use Proposition 12.1 and
Theorem 12.3, to see that µ has the required property. 
The following result tells us that both kinds of entropy tuples have nice properties
with respect to lifting and projection.
Proposition 12.5. Let the family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω}
be a continuous bundle RDS over (Ω,F ,P, G) with Xi the corresponding compact
metric state space, i = 1, 2. Assume that π : E1 → E2 is a factor map from F1
to F2 and n ∈ N \ {1}, µ ∈ PP(E1, G). If π is induced by a continuous surjection
φ : X1 → X2 via π(ω, x) = (ω, φx), then
(1) E
(r)
n,πµ(E2, G) ⊆ (φ × · · · × φ)E
(r)
n,µ(E1, G) ⊆ E
(r)
n,πµ(E2, G) ∪∆n(X2).
(2) PE
(r)
n (E2, G) ⊆ (φ× · · · × φ)PE
(r)
n (E1, G) ⊆P E
(r)
n (E2, G) ∪∆n(X2).
Proof. As the proofs are similar, we shall only prove (1).
The proof follows the ideas of the proof of [4, Proposition 4].
First, let (x1, · · · , xn) ∈ E
(r)
n,µ(E1, G) with (φ(x1), · · · , φ(xn)) ∈ Xn2 \ ∆n(X2).
As (x1, · · · , xn) ∈ E
(r)
n,µ(E1, G), for any M ∈ N there exists a closed neighbor-
hood VMi of xi with diameter at most
1
M
for each i = 1, · · · , n, such that VM
.
=
{(VM1 )
c, · · · , (VMn )
c} ∈ CoX1 and h
(r)
µ (F1, (Ω × VM )E1) > 0. Now let m ∈ N and
suppose that Vi ⊆ X2 is a closed neighborhood of φ(xi) with diameter at most
1
m
,
for each i = 1, · · · , n, such that V
.
= {V c1 , · · · , V
c
n} ∈ C
o
X2
.
By the continuity of φ, for M sufficiently large, φ−1Vi ⊇ VMi for each i =
1, · · · , n. Since π is induced by φ, and one has π−1(Ω × V)E2  (Ω × V
M )E1 , it
follows that
h(r)µ (F1, π
−1(Ω× V)E2) > 0,
and hence, by Lemma 6.12,
h(r)πµ(F2, (Ω× V)E2) > 0.
This means that (φx1, · · · , φxn) ∈ E
(r)
n,πµ(E2, G).
Now let (y1, · · · , yn) ∈ E
(r)
n,πµ(E2, G). For any m ∈ N there exists a closed
neighborhood Vi of yi with diameter at most
1
m
for each i = 1, · · · , n, such that
V
.
= {(V1)c, · · · , (Vn)c} ∈ CoX2 and h
(r)
πµ(F2, (Ω× V)E2) > 0.
For each i = 1, · · · , n, we can cover φ−1(Vi) with finitely many compact non-
empty subsets V 1i , · · · , V
ki
i ⊆ φ
−1(Vi), ki ∈ N of diameter at most
1
m
. Set
Wj1,··· ,jn = {(Ω× V
ji
i )
c : i = 1, · · · , n} ∈ CoE1
for any ji = 1, · · · , ki, i = 1, · · · , n. Observe that
(Ω× φ−1Vi)
c =
ki⋂
j=1
(Ω× V ji )
c
for each i = 1, · · · , n. One has
π−1(Ω× V)E2 
k1∨
j1=1
· · ·
kn∨
jn=1
Wj1,··· ,jn ,
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and so
0 < h(r)µ (F1, π
−1(Ω× V)E2) (using Lemma 6.12)
≤ h(r)µ (F1,
k1∨
j1=1
· · ·
kn∨
jn=1
Wj1,··· ,jn)
≤
k1∑
j1=1
· · ·
kn∑
jn=1
h(r)µ (F1,Wj1,··· ,jn),
where the last inequality uses Proposition 3.1. Thus h
(r)
µ (F1,Ws1,··· ,sn) > 0 for
some sj ∈ {1, · · · , kj} and each j = 1, · · · , n.
In other words, there exists {(Wmi )
c : i = 1, · · · , n} ∈ CoX1 such that
(a) h
(r)
µ (F1,Um) > 0, where Um = {(Ω×Wmi )
c : i = 1, · · · , n} and
(b) for each i = 1, · · · , n, both Wmi and φ(W
m
i ) have diameters at most
1
m
and
the distance between yi and φ(W
m
i ) is also at most
1
m
.
From (b), for each i = 1, · · · , n, {Wmi : m ∈ N} converges to some point xi ∈ X1.
Moreover, it is obvious that φ(xi) = yi (using (b) again, recall that φ : X1 → X2 is
continuous). Our proof will be complete if we show that (x1, · · · , xn) ∈ E
(r)
n,µ(E1, G).
In fact, for any p ∈ N there exists a closed neighborhood Wi of xi with diameter
at most 1
p
such that {W c1 , · · · ,W
c
n} ∈ C
o
X1
. For m ∈ N sufficiently large,Wmi ⊆Wi
for each i = 1, · · · , n, and so, by (a),
h(r)µ (F1,W) > 0, where W
.
= {(Ω×Wi)
c : i = 1, · · · , n}  Um.
This implies that (x1, · · · , xn) ∈ E
(r)
n,µ(E1, G), completing the proof. 
Moreover, we can show:
Proposition 12.6. Let µ ∈ PP(E , G) and n ∈ N \ {1}. Then
(1) E
(r)
n,µ(E , G) 6= ∅ if and only if h
(r)
µ (F) > 0.
(2) PE
(r)
n (E , G) 6= ∅ if and only if h
(r)
top(F) > 0.
Remark that by Theorem 4.6 and the definitions we can prove Proposition 12.6
following the ideas of Blanchard [4], see also the proof of Proposition 12.5. As this
is standard, we omit the details.
Recall again from §4 that, by a TDS (Z,G) we mean that Z is a compact metric
space and G is a group of homeomorphisms of Z with eG acting as the identity.
For the continuous bundle RDS F = {Fg,ω : Eω → Egω|g ∈ G,ω ∈ Ω}, if, in
addition, G acts over the state space X as a TDS, and Fg,ω is just the restriction
of the action g over Eω for each g ∈ G and P-a.e. ω ∈ Ω, then we say that F is
induced by TDS (X,G).
From the definitions it is easy to see:
Proposition 12.7. Let µ ∈ PP(E , G) and n ∈ N \ {1}. If F is induced by TDS
(X,G), then both E
(r)
n,µ(E , G) and PE
(r)
n (E , G) are G-invariant subsets of Xn.
Let (x1, · · · , xn) ∈ Xn \∆n(X), n ∈ N \ {1}. We call (x1, · · · , xn) a fiber n-tuple
of F if for any m ∈ N, there exist Ω∗ ∈ F and a closed neighborhood Vi of xi
local entropy theory of a random dynamical system 71
with diameter at most 1
m
for each i = 1, · · · , n, such that V = {V c1 , · · · , V
c
n} ∈ C
o
X ,
P(Ω∗) > 0 and
n∏
i=1
({ω} × Vi) ∩ En 6= ∅ for each ω ∈ Ω∗.
Denote by PE
(r)
n (E) the set of all fiber n-tuples of F. It may happen PE
(r)
n (E) = ∅:
the trivial example is where Eω is just a singleton for P-a.e. ω ∈ Ω.
With the above definition, as in Proposition 12.1, we have:
Proposition 12.8. Let n ∈ N\ {1}. Then PE
(r)
n (E)∪∆n(X) ⊆
⋃
ω∈Ω
Enω ∪∆n(X) is
a closed subset. Moreover, if F is induced by TDS (X,G) then the subset PE
(r)
n (E)
is G-invariant.
As in the proof of Proposition 12.5, we obtain:
Proposition 12.9. Let the family Fi = {(Fi)g,ω : (Ei)ω → (Ei)gω |g ∈ G,ω ∈ Ω}
be a continuous bundle RDS over (Ω,F ,P, G) with Xi the corresponding compact
metric state space, i = 1, 2. Assume that π : E1 → E2 is a factor map from F1 to
F2 and n ∈ N \ {1}. If π is induced by a continuous surjection φ : X1 → X2, then
PE
(r)
n (E2) ⊆ (φ× · · · × φ)PE
(r)
n (E1) ⊆P E
(r)
n (E2) ∪∆n(X2).
Before proceeding, we observe the following two Lemmas.
Lemma 12.10. Let V1, · · · , Vn ∈ BX , n ∈ N \ {1}. Then
Ω(V1, · · · , Vn)
.
= {ω ∈ Ω :
n∏
i=1
({ω} × Vi) ∩ E
n = ∅} ∈ F .
Proof. Let π : Ω × X → Ω be the natural projection. Remark that (Ω,F ,P) is a
Lebesgue space by Standard Assumption 3, and X is a compact metric space by
Standard Assumption 4, and so we could apply Lemma 4.1 to obtain:
Ω0
.
= {ω ∈ Ω :
n∏
i=1
({ω} × Vi) ∩ E
n 6= ∅} =
n⋂
i=1
π((Ω× Vi) ∩ E) ∈ F .
Observe Ω0 = Ω \ Ω(V1, · · · , Vn), one has Ω(V1, · · · , Vn) ∈ F . 
Lemma 12.11. Let Ω∗ ∈ F and V = {V c1 , · · · , V
c
n} ∈ CX , n ∈ N \ {1}. Set
U = {(Ω∗ × Vi)c : i = 1, · · · , n} and U ′ = {(Ω′ × Vi)c : i = 1, · · · , n}, where
Ω′ = Ω∗ \ Ω(V1, · · · , Vn). Then
(1) U  U ′ and Uω ⊇ U
′
ω, (and hence U
′
ω  Uω) for each ω ∈ Ω.
(2) h
(r)
top(F,U) = h
(r)
top(F,U
′). In particular, if h
(r)
top(F,U) > 0 then P(Ω
′) > 0.
(3) if µ ∈ PP(E , G) then h
(r)
µ (F,U) = h
(r)
µ (F,U ′).
Proof. (1) From the assumptions on U ′, it is clear that {Eω} = U ′ω for each ω ∈
Ω(V1, · · · , Vn). Thus we only need check that Eω ∈ Uω for each ω ∈ Ω(V1, · · · , Vn).
In fact, if ω ∈ Ω(V1, · · · , Vn) then {ω} × Vi ∩ E = ∅ for some i ∈ {1, · · · , n}, which
implies Eω ⊆ V ci , particularly, Eω ∈ Uω.
Combining the above definition with Proposition 3.1, Lemma 4.4 and Proposition
5.8, both (2) and (3) follow directly from (1). 
Thus, we have:
Proposition 12.12. Let (x1, · · · , xn) ∈ X
n \∆n(X), n ∈ N \ {1}. Then
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(1) (x1, · · · , xn) ∈P E
(r)
n (E) if and only if, whenever Vi is a closed neighborhood
of xi for each i = 1, · · · , n such that {V c1 , · · · , V
c
n} ∈ C
o
X , then P(Ω(V1, · · · ,
Vn)) < 1.
(2) PE
(r)
n (E , G) ⊆P E
(r)
n (E).
Proof. With the definitions introduced in this section, (1) and (2) follow from
Lemma 12.10 and Lemma 12.11, respectively. 
In the remainder of this section, we equip with Ω the structure of a topological
space (and F is its Borel σ-algebra).
Before proceeding, we need some preparations.
Let µ ∈ PP(E , G) and n ∈ N\{1}. We recall the definition of λFEn (µ) from (3.12):
λFEn (µ)(
n∏
i=1
Ai) =
∫
E
n∏
i=1
µ(Ai|P
FE (E , (F × BX) ∩ E , µ,G))dµ
whenever A1, · · · , An ∈ (F × BX) ∩ E .
Let Y be a topological space and ν a probability measure on (Y,BY ). Denote
by supp(ν) the set of all points y ∈ Y such that ν(V ) > 0 whenever V is an open
neighborhood of y. Thus, supp(ν) ⊆ Y is a closed subset.
Observe that if Ω is a topological space with F = BΩ, then each µ ∈ PP(E , G)
may be viewed as a Borel probability measure on the topological space Ω×X .
From the definition, it is easy to check:
Lemma 12.13. Let µ ∈ PP(E , G) and n ∈ N \ {1}. Assume that Ω is a topological
space with F = BΩ. Then supp(λ
FE
n (µ)) ⊆ supp(µ)
n ⊆ (supp(P)×X)n.
We also have:
Lemma 12.14. Let µ ∈ PP(E , G) and ((ω1, x1), · · · , (ωn, xn)) ∈ supp(λ
FE
n (µ)), n ∈
N \ {1}. Assume that Ω is a Hausdorff space with F = BΩ. Then ω1 = · · · = ωn.
Proof. For each i = 1, · · · , n, assume that Ai ∈ (F ×BX)∩E satisfies Ai ⊆ Ωi×X
for some Ωi ∈ F , and observe that
(12.1) (Ωi ×X) ∩ E ∈ FE ⊆ P
FE (E , (F × BX) ∩ E , µ,G).
Thus
λFEn (µ)(
n∏
i=1
Ai) =
∫
E
n∏
i=1
µ(Ai|P
FE (E , (F × BX) ∩ E , µ,G))dµ
≤
∫
E
n∏
i=1
µ((Ωi ×X) ∩ E|P
FE (E , (F × BX) ∩ E , µ,G))dµ
=
∫
E
n∏
i=1
1(Ωi×X)∩Edµ (using (12.1))
= µ((
n⋂
i=1
Ωi ×X) ∩ E) = P(
n⋂
i=1
Ωi).
In particular, λFEn (µ)(
n∏
i=1
Ai) = 0 once P(
n⋂
i=1
Ωi) = 0.
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Now assume that ((ω1, x1), · · · , (ωn, xn)) ∈ En such that ωi 6= ωj for some
1 ≤ i < j ≤ n. Obviously there exist open neighborhoods Ωi and Ωj of xi and xj ,
respectively, such that Ωi ∩Ωj = ∅. Thus, by the above discussions,
λFEn (µ)

 ∏
k∈{1,··· ,n}\{i,j}
(Ω×X) ∩ E ×
∏
p=i,j
(Ωp ×X) ∩ E

 = 0,
which implies ((ω1, x1), · · · , (ωn, xn)) /∈ supp(λFEn (µ)). This finishes our proof. 
Hence one has:
Theorem 12.15. Let µ ∈ PP(E , G) and (x1, · · · , xn) ∈ X
n \∆n(X), n ∈ N \ {1}.
Assume that Ω is a topological space with F = BΩ. Then
(1) (a)⇐⇒ (b)⇐= (c).
(2) If, in addition, Ω is a compact metric space then (a)⇐⇒ (b)⇐⇒ (c).
Where:
(a) (x1, · · · , xn) ∈ E
(r)
n,µ(E , G).
(b) If Vi is a Borel neighborhood of xi for each i = 1, · · · , n then
λFEn (µ)(
n∏
i=1
(Ω× Vi) ∩ E
n) > 0.
(c) There exists ω ∈ Ω such that ((ω, x1), · · · , (ω, xn)) ∈ supp(λFEn (µ)).
Proof. (1) Observing that λFEn (µ)(E
n) = 1, (c) implies (b). Reminder that (Ω,F ,P)
is a Lebesgue space by Standard Assumption 3, and so (a) ⇐⇒ (b) follows from
the definitions and Theorem 3.11.
(2) Now, in addition, we assume that Ω is a compact metric space. By (1), it
remains to show (b) =⇒ (c).
For each ω ∈ Ω and r > 0 denote by B(ω, r) the open ball of Ω with center ω
and radius r. For any m ∈ N, let V mi be a Borel neighborhood of xi with diameter
at most 1
m
for each i = 1, · · · , n. Our assumption is that
λFEn (µ)(
n∏
i=1
(Ω× V mi ) ∩ E
n) > 0
and Ω is a compact metric space. One has Ωm 6= ∅, where
(12.2) Ωm = {(ω1, · · · , ωn) ∈ Ω
n : λFEn (µ)
(
n∏
i=1
(
B(ωi,
1
m
)× V mi
)
∩ En
)
> 0}.
Set Ω∗ =
⋂
m∈N
Ωm. From the definition of (12.2), for each m1 ∈ N there exists
M ∈ N such that if m ≥ M then Ωm ⊆ Ωm1 . Now Ω
n is also a compact metric
space, and so Ω∗ ⊆ Ωn is a non-empty subset.
Now let (ω1, · · · , ωn) ∈ Ω∗ and let V be a Borel neighborhood of ((ω1, x1), · · · ,
(ωn, xn)). By the construction of Ω
∗, for m ∈ N sufficiently large, there exists
(ωm1 , · · · , ω
m
n ) ∈ Ωm such that, if Vi is the closed ball in X with center xi and
radius 1
m
for each i = 1, · · · , n then
n∏
i=1
B(ωmi ,
1
m
)× Vi ⊆ V . Hence
λFEn (µ)(V ) ≥ λ
FE
n (µ)
(
n∏
i=1
(
B(ωmi ,
1
m
)× Vi
)
∩ En
)
> 0.
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Since V is arbitrary, one has ((ω1, x1), · · · , (ωn, xn)) ∈ supp(λFEn (µ)), and, in addi-
tion, ω1 = · · · = ωn by Lemma 12.14. This finishes the proof. 
As a direct corollary of Theorem 12.3 and Theorem 12.15, one has:
Theorem 12.16. Let µ ∈ PP(E , G) and n ∈ N \ {1} with πn : (Ω×X)
n → Xn the
natural projection. Assume that Ω is a compact metric space with F = BΩ. Then
E(r)n,µ(E , G) = πn(supp(λ
FE
n (µ))) \∆n(X),
PE
(r)
n (E , G) = πn

 ⋃
ν∈PP(E,G)
supp(λFEn (ν))

 \∆n(X).
13. Applications to topological dynamical systems
In this section, we apply results obtained in the previous sections to the case of a
topological dynamical system. We recover many recent results in the local entropy
theory of Z-actions (cf [4, 6, 29, 30, 33, 35, 36, 37]) and of infinite countable discrete
amenable group actions (cf [38]). We also prove new results, some of which are
novel even in the case of infinite countable discrete amenable groups, for example
Theorem 13.2 and Theorem 13.3.
13.1. Preparations on topological dynamical systems.
Recall from §4 that if Y is a compact metric space and G is a group of homeo-
morphisms of Y with eG acting as the identity, then we say (Y,G) is a TDS.
We denote by P(Y,G) the set of all G-invariant elements of P(Y ), which we
suppose equipped with the weak* topology. Then P(Y,G) is a non-empty compact
metric space. For each ν ∈ P(Y ), clearly (Y,BνY , ν) (also denoted by (Y,BY , ν)
where there is no ambiguity) is a Lebesgue space, where BY is the Borel σ-algebra
of Y and BνY is the ν-completion of BY .
Recall that π : (Y1, G) → (Y2, G) is a factor map from TDS (Y1, G) to TDS
(Y2, G) if π : Y1 → Y2 is a continuous surjection which intertwines the actions of G
(i.e. π ◦ g(y1) = g ◦ π(y1) for each g ∈ G and any y1 ∈ Y1).
Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s and W ∈ CY1 , ν1 ∈
P(Y1, G). Observe that the sub-σ-algebra π−1BY2 ⊆ BY1 is G-invariant, so we may
introduce the measure-theoretic ν1-entropy of W relative to π by
(13.1) hν1(G,W|π) = hν1(G,W|π
−1BY2) = hν1,+(G,W|π
−1BY2).
The second equality follows from Theorem 3.2, since (Y1,BY1 , ν1) is a Lebesgue
space. Finally, the measure-theoretic ν1-entropy of (Y1, G) relative to π is defined
by
hν1(G, Y1|π) = hν1(G, Y1|π
−1BY2).
Now assume that W ∈ CoY1 . For each y2 ∈ Y2 let N(W , π
−1y2) be the minimal
cardinality of a sub-family of W covering π−1(y2) and put
N(W|π) = sup
y2∈Y2
N(W , π−1y2).
It is easy to see that
logN(W•|π) : FG → R, F 7→ logN(WF |π)
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is a monotone non-negative G-invariant sub-additive function, and so by Proposi-
tion 2.2 we may define the topological entropy of W relative to π as
htop(G,W|π) = lim
n→∞
1
|Fn|
logN(WFn |π).
Lastly, the topological entropy of (Y1, G) relative to π is defined by:
htop(G, Y1|π) = sup
W∈Co
Y1
htop(G,W|π).
In fact, the concepts of monotonicity, sub-additivity and G-invariance can be
introduced as above for functions in the space C(Y1) of all real-valued continuous
functions on Y1. Then, following §5, let D = {dF : F ∈ FG} ⊆ C(Y1) be a
monotone sub-additive G-invariant family. For each ν1 ∈ P(Y1, G) and all W ∈
CoY1 , y2 ∈ Y2, F ∈ FG, we define
ν1(D) = lim
n→∞
1
|Fn|
∫
Y1
dFn(y1)dν1(y1),
Pπ(y2,D, F,W) = inf
{∑
A∈α
sup
x∈A∩π−1(y2)
edF (x) : α ∈ PY1 , α  WF
}
.
With the above notation, we have the following easy observation.
Proposition 13.1. Let y2 ∈ Y2, g ∈ G and E,F ∈ FG with E ∩ F = ∅. Then
Pπ(y2,D, Fg,W) = Pπ(gy2,D, F,W), and
Pπ(y2,D, E ∪ F,W) ≤ Pπ(y2,D, E,W) · Pπ(y2,D, F,W).
By Proposition 13.1, one readily deduces that
FG → R, F 7→ sup
y2∈Y2
logPπ(y2,D, F,W)
is a monotone non-negative G-invariant sub-additive function. Hence we can define
Pπ(D,W) = lim
n→∞
1
Fn
sup
y2∈Y2
logPπ(y2,D, Fn,W).
We may further define
Pπ(D) = sup
U∈Co
Y1
Pπ(D,U).
Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s, ν1 ∈ P(Y1, G) and
(x1, · · · , xn) ∈ Y n1 \∆n(Y1), n ∈ N \ {1}. (x1, · · · , xn) is called a:
(1) relative topological entropy n-tuple relevant to π if: For any m ∈ N, there
exists a closed neighborhood Vi of xi with diameter at most
1
m
for each
i = 1, · · · , n, such that V
.
= {V c1 , · · · , V
c
n} ∈ C
o
Y1
and htop(G,V|π) > 0.
(2) relative measure-theoretic ν1-entropy n-tuple relevant to π if: For any m ∈
N, there exists a closed neighborhood Vi of xi with diameter at most
1
m
for
each i = 1, · · · , n, such that V
.
= {V c1 , · · · , V
c
n} ∈ C
o
Y1
and hν1(G,V|π) > 0.
Denote by En(Y1, G|π) and Eν1n (Y1, G|π) the set of all relative topological entropy
n-tuples relevant to π and relative measure-theoretic ν1-entropy n-tuples relevant
to π, respectively.
Notice that, when the factor map is trivial in the sense that Y2 is a singleton,
these notions of entropy tuples in both settings cover the standard definitions for
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Z-actions and more generally for actions of an infinite countable discrete amenable
group (cf [4, 6, 35, 37, 38]).
13.2. Equivalence of a topological dynamical system with a particular
continuous bundle random dynamical system.
In this subsection we show that the above definition of a topological dynamical
system is a special case of a particular continuous bundle RDS.
To do this, suppose that π : (Y1, G) → (Y2, G) be a factor map of TDS’s, let
ν2 ∈ P(Y2, G),V ∈ CY1 and let D = {dF : F ∈ FG} ⊆ C(Y1) be a monotone
sub-additive G-invariant family. For each g ∈ G and for any y2 ∈ Y2, set
Fπg,y2 : {y2} × π
−1(y2)→ {gy2} × π
−1(gy2), (y2, y1) 7→ (gy2, gy1)
and
Eπ = {(y2, y1) ∈ Y2 × Y1 : π(y1) = y2}.
It is easy to see that Eπ is a non-empty compact subset of Y2 × Y1, and G acts
naturally on Eπ. One checks that the family
Fπ
.
= {Fπg,y2 : {y2} × π
−1(y2)→ {gy2} × π
−1(gy2)|g ∈ G, y2 ∈ Y2}
forms a continuous bundle RDS over MDS (Y2,BY2 , ν2, G) with (Y2,BY2 , ν2) a
Lebesgue space, and the family D may be viewed as a monotone sub-additive
G-invariant family Dπ = {dπF : F ∈ FG} ⊆ L
1
Epi
(Y2, C(Y1)) by the natural map
dπF (y2, y1) = dF (y1) for any (y2, y1) ∈ Eπ.
For each V ∈ V , we can define
(13.2) V π = {(πy1, y1) : y1 ∈ V } = (Y2 × V ) ∩ Eπ,
and it follows immediately that
(13.3) Vπ
.
= {V π : V ∈ V} ∈ CEpi .
In fact, if V ∈ CoY1 then it is simple to see that V
π ∈ CoEpi . Henceforth, for the state
space (Y2,BY2 , ν2, G) we take
ν2h
(r)
top(F
π),ν2 h
(r)
top(F
π ,Vπ),ν2 PEpi (D
π,Fπ),ν2 PEpi (D
π,Vπ,Fπ)
to be the fiber topological entropy of Fπ (with respect to Vπ) and the fiber topo-
logical Dπ-pressure of Fπ (with respect to Vπ), respectively.
Moreover, observing that Eπ is identical to Y1 by the natural homeomorphism
(y2, y1) 7→ y1, there is a natural one-to-one map between Pν2(Eπ, G) and
(13.4) {ν1 ∈ P(Y1, G) : πν1 = ν2} (denoted by Pν2(Y1, G)),
a non-empty compact subset of P(Y1, G).
Similarly, there is a natural one-to-one map between Pν2(Eπ) and
{ν1 ∈ P(Y1) : πν1 = ν2} (denoted by Pν2(Y1)),
which extends the one-to-one map between Pν2(Eπ, G) and Pν2(Y1, G). In fact, let
{νn1 : n ∈ N} ⊆ Pν2(Eπ) and ν1 ∈ Pν2(Eπ), and assume that µ
n
1 , n ∈ N and µ1 is
the natural correspondence of νn1 , n ∈ N and ν1 in Pν2(Y1), respectively. Then it is
not hard to check that the following statements are equivalent:
(1) the sequence {νn1 : n ∈ N} converges to ν1;
(2) the sequence {
∫
Y2×Y1
fdνn1 : n ∈ N} converges to
∫
Y2×Y1
fdν1 for any f ∈
C(Y2 × Y1);
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(3) the sequence {
∫
Epi
fdνn1 : n ∈ N} converges to
∫
Epi
fdν1 for any f ∈ C(Eπ);
(4) the sequence {µn1 : n ∈ N} converges to µ1 in the sense of the weak*
topology on P(Y1), i.e. the sequence {
∫
Y1
fdµn1 : n ∈ N} converges to∫
Y1
fdµ1 for any f ∈ C(Y1).
In fact, the equivalence of (1) and (2) follows from the ideas in the proof of [46,
Lemma 2.1]; note that Eπ is a non-empty compact subset of the compact metric
space Y2×Y1, the equivalence of (2) and (3) is obvious; and note that Eπ is identical
to Y1 by homeomorphism (y2, y1) 7→ y1, the equivalence of (3) and (4) is natural.
From the above arguments, as topological spaces, Pν2(Eπ) is identical to Pν2(Y1)
by the natural homeomorphism, which is also a homeomorphism from Pν2(Eπ, G)
onto Pν2(Y1, G). It is not hard to check the following observations:
(1) If V ∈ CoY1 then, by the constructions (13.2) and (13.3) of V
π, and using
Theorem 6.10, we see that Vπ ∈ CoEpi is factor excellent.
(2) For each ν1 ∈ P(Y1, G), ν1(Dπ) = ν1(D) and
(13.5) h(r)ν1 (F
π ,Vπ) = hν1(G,V|π) for any V ∈ CY1 .
Hence by Theorem 4.6, one has h
(r)
ν1 (F
π) = hν1(G, Y1|π).
(3) For each ν2 ∈ P(Y2, G),
ν2h
(r)
top(F
π,Vπ) = lim
n→∞
1
|Fn|
∫
Y2
logN(VFn , π
−1(y2))dν2(y2),
(13.6) ν2PEpi (D
π,Vπ,Fπ) = lim
n→∞
1
|Fn|
∫
Y2
logPπ(y2,D, Fn,V)dν2(y2).
(4) For each ν1 ∈ P(Y1, G), Eν1n (Y1, G|π) = E
(r)
n,ν1(Eπ, G) for any n ∈ N \ {1}.
The straightforward details of checking these observations are left to the reader.
13.3. The equations (7.5) and (7.6) imply main results of [51].
In this subsection, we show how to obtain the main results of [51], using equations
(7.5) and (7.6) and the equivalence given by §§13.2.
Let π : (Y1, G)→ (Y2, G) be a factor map between TDS’s and ν2 ∈ P(Y2, G),V ∈
CY1 , f ∈ C(Y1). As shown in §§13.2, we may view π : (Y1, G)→ (Y2, G) and ν2,V , f
as a continuous bundle RDS with:
(1) (Ω,F ,P, G) = (Y2,B
ν2
Y2
, ν2, G), where BY2 is the Borel σ-algebra of Y2 and
Bν2Y2 is the ν2-completion of BY2 ,
(2) E = {(y2, y1) ∈ Y2 × Y1 : π(y1) = y2} ∈ B
ν2
Y2
× BY1 ,
(3) F = {Fg,y2 : {y2} × π
−1(y2) → {gy2} × π−1(gy2)|g ∈ G, y2 ∈ Y2}, where
Fg,y2 : (y2, y1) 7→ (gy2, gy1) for each g ∈ G and any y2 ∈ Y2, y1 ∈ π
−1(y2),
(4) U = {(Y2 × V ) ∩ E : V ∈ V} ∈ CoE is factor excellent, and
(5) D = {dF : F ∈ FG}, where dF (y2, y1) =
∑
g∈F
f(gy1) for each (y2, y1) ∈ E .
It is easy to check that, D is a sub-additive G-invariant family satisfying (♠), and
if we take C = max
y1∈Y1
|f(y1)| ∈ R+ then D′ = {d′F : F ∈ FG} is a monotone sub-
additive G-invariant family satisfying (♠), where d′F = dF + |F |C for each F ∈ FG.
Thus equations (7.5) and (7.6) hold for this continuous bundle RDS.
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Let us first show: the equation (7.6) can be used to obtain [51, Proposition 3.5]
in the setting of a topological dynamical system of an amenable group action.
Using (1), (2), (3), (4) and (5), one has
sup
µ∈PP(E,G)
[h(r)µ (F) + µ(D)]
= sup
V∈Co
Y1
lim
n→∞
1
|Fn|
∫
Ω
logPE(ω,D, Fn, (Ω× V)E ,F)dP(ω) (using (7.6))(13.7)
≤ sup
V∈Co
Y1
∫
Ω
lim sup
n→∞
1
|Fn|
logPE(ω,D, Fn, (Ω× V)E ,F)dP(ω)(13.8)
≤
∫
Ω
sup
V∈Co
Y1
lim sup
n→∞
1
|Fn|
logPE(ω,D, Fn, (Ω× V)E ,F)dP(ω).(13.9)
For each V ∈ CoY1 , the function in (13.8) is bounded above by C+log |V| , and thus
we obtain (13.8) from (13.7) by the Fatou Lemma.
Furthermore, the function in (13.9) is bounded by −C from below and is mea-
surable: thus the integral in (13.9) is well defined. The argument is standard.
(6) If {Vm : m ∈ N} ⊆ CoY1 is a sequence of sets whose diameters tend to zero,
then
sup
V∈Co
Y1
lim sup
n→∞
1
|Fn|
logPE(ω,D, Fn, (Ω× V)E ,F)
= sup
m∈N
lim sup
n→∞
1
|Fn|
logPE(ω,D, Fn, (Ω× Vm)E ,F).
(7) Now let V ∈ CoY1 . By the measurability of logPE(ω,D, Fn, (Ω×V)E ,F) for
each n ∈ N, one easily deduces the measurability of
lim sup
n→∞
1
|Fn|
logPE(ω,D, Fn, (Ω× V)E ,F).
For each y2 ∈ Y2 denote by P (f, π
−1(y2)) the topological pressure of f on
π−1(y2), introduced in [51] in the case ofG = Z: in fact, the definition of P (f, π
−1(y2))
in [51] works for an infinite countable discrete amenable group G.
Recall (13.4) that Pν2(Y1, G) = {ν1 ∈ P(Y1, G) : πν1 = ν2}. Thus (13.9) is
an equivalent statement of the following inequality, using the above notation for a
continuous bundle RDS:
(13.10)
∫
Y2
P (f, π−1(y2))dν2(y2) ≥ sup
ν1∈Pν2(Y1,G)
[hν1(G, Y1|π) +
∫
Y1
f(y1)dν1(y1)].
In the special case of G = Z, (13.10) is exactly [51, Proposition 3.5].
Now, using similar arguments as above, we show that equation (7.5) can be used
to obtain [51, Theorem 2.1], the main result of [51].
In the above setting we may use (7.5) to see
lim
n→∞
1
|Fn|
∫
Ω
logPE (ω,D, Fn,U ,F)dP(ω) = max
µ∈PP(E,G)
[h(r)µ (F,U) + µ(D)],
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which is equivalent to the following equation:
lim
n→∞
1
|Fn|
∫
Y2
logPπ(y2,D, Fn,V)dν2(y2)
= max
ν1∈Pν2(Y1,G)
[hν1(G,V|π) +
∫
Y1
f(y1)dν1(y1)],(13.11)
where we use the notation of (13.5) and (13.6).
In order to deduce [51, Theorem 2.1], we restrict our setting to G = Z and
Fn = {0, 1, · · · , n− 1} for each n ∈ N. In addition we assume that the action of Z
on Y2 is {Sm2 : m ∈ Z}, where S2 : Y2 → Y2 is a homeomorphism.
Now, for any y2 ∈ Y2 and for each n ∈ N, let
ln,f,V(y2) = logPπ(y2,D, Fn,V).
Then (13.11) may be reformulated as:
lim
n→∞
1
n
∫
Y2
ln,f,V(y2)dν2(y2)
= max
ν1∈Pν2(Y1,G)
[hν1(G,V|π) +
∫
Y1
f(y1)dν1(y1)].(13.12)
Here though, D, given by (5), need not be a monotone sub-additive G-invariant
family, it is easy to see that Proposition 13.1 still holds for such D. In particular,
ln+m,f,V(y2) ≤ ln,f,V(y2) + lm,f,V(S
n
2 y2) for each n,m ∈ N and any y2 ∈ Y2.
Reminder ν2 ∈ P(Y2, G). By the Kingman Sub-additive Ergodic Theorem (cf [49]
or [68, Theorem 10.1]) one has:
(13.13) for ν2-a.e. y2 ∈ Y2, lim
n→∞
1
n
ln,f,V(y2) exists (denoted by pf,V(y2)).
In particular,
(13.14) for ν2-a.e. y2 ∈ Y2, pf,V(y2) = lim sup
n→∞
1
n
ln,f,V(y2).
In fact, since C = max
y1∈Y1
|f(y1)| ∈ R+, it is easy to show
−nC ≤ ln,f,V(y2) ≤ n(C + log |V|);
and then, by (13.13), we apply the Bounded Convergence Theorem to (13.12) to
obtain
(13.15)
∫
Y2
pf,V(y2)dν2(y2) = max
ν1∈Pν2(Y1,G)
[hν1(G,V|π) +
∫
Y1
f(y1)dν1(y1)].
Moreover, as in (6), (7) and (13.15) we deduce
(13.16)
∫
Y2
sup
V∈Co
Y1
pf,V(y2)dν2(y2) = sup
ν1∈Pν2(Y1,G)
[hν1(G, Y1|π)+
∫
Y1
f(y1)dν1(y1)].
Equation (13.16) is now just [51, Theorem 2.1]; and, when f is the constant zero
function, equation (13.15) is exactly [74, Theorem 4.2.15].
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13.4. Local variational principles for a topological dynamical system.
With the equivalence given by §§13.2, in previous subsection we have shown
how to apply our results on continuous bundle RDS’s to obtain results on general
topological dynamical systems. In this subsection, we give a number of further
applications.
First, using preparations made in §§13.1 and §§13.2, we have the following equiv-
alent statement of (7.3) in the setting of giving a factor map between TDS’s. This
is useful in building symbolic extension theory for amenable group actions [24].
Theorem 13.2. Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s and
V ∈ CoY1 , ν2 ∈ P(Y2, G). Then
lim
n→∞
1
|Fn|
∫
Y2
logN(VFn , π
−1(y2))dν2(y2) = max
ν1∈Pν2(Y1,G)
hν1(G,V|π).
In fact, in the setting of a topological dynamical system of amenable group
actions and a finite open cover of the space, Theorem 13.2 generalizes the Inner
Variational Principle [23, Theorem 4] in the following sense.
Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s and ν2 ∈ P(Y2, G).
In the setting of G = Z and Fn = {0, 1, · · · , n − 1} for each n ∈ N, Downarowicz
and Serafin proved the Inner Variational Principle [23, Theorem 4], which may be
stated equivalently as (cf [23, Definition 5, Definition 7, Definition 8 and Theorem
4]):
sup
ν1∈Pν2(Y1,G)
hν1(G, Y1|π)
= sup
U∈Co
Y1
lim
n→∞
1
|Fn|
∫
Y2
logN(UFn , π
−1(y2))dν2(y2).(13.17)
By Theorem 13.2 one sees that (13.17) holds for any infinite countable discrete
amenable group G and any Følner sequence {Fn : n ∈ N}.
In the next subsection, we will need the following result.
Theorem 13.3. Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s and
V ∈ CoY1 . Assume that D = {dF : F ∈ FG} ⊆ C(Y1) is a monotone sub-additive
G-invariant family satisfying:
(♥)
for any given sequence {νn : n ∈ N} ⊆ P(Y1), set µn =
1
|Fn|
∑
g∈Fn
gνn
for each n ∈ N. There exists a subsequence {nj : j ∈ N} ⊆ N such that
the sequence {µnj : j ∈ N} converges to µ ∈ P(Y1) (and hence a fortiori
µ ∈ P(Y1, G)) such that
lim sup
j→∞
1
|Fnj |
∫
Y1
dFnj (y1)dνnj (y1) ≤ µ(D).
Then
Pπ(D,V) = max
ν2∈P(Y2,G)
ν2PEpi(D
π ,Vπ,Fπ) = max
ν1∈P(Y1,G)
[hν1(G,V|π) + ν1(D)].
In particular,
(13.18) htop(G,V|π) = max
ν2∈P(Y2,G)
ν2h
(r)
top(F
π,Vπ) = max
ν1∈P(Y1,G)
hν1(G,V|π).
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Moreover,
Pπ(D) = sup
ν1∈P(Y1,G)
[hν1(G, Y1|π) + ν1(D)],
htop(G, Y1|π) = sup
ν1∈P(Y1,G)
hν1(G, Y1|π).
Proof. The proof follows the ideas of the proof of Theorem 7.1.
As the process is similar to that in §8, we shall skip some details.
As D satisfies (♥), it is not hard to check that Dπ satisfies (♠). Observe that
Vπ ∈ CoEpi is factor excellent. It follows that for each ν2 ∈ P(Y2, G), we can apply
Theorem 7.1 to Fπ,Vπ,Dπ and (Y2,BY2 , ν2).
Thus, to complete our proof, we need only prove:
(13.19) hν1(G,V|π) + ν1(D) ≥ Pπ(D,V) for some ν1 ∈ P(Y1, G).
First, we assume that the compact metric space Y1 is zero-dimensional. By
Lemma 6.1, the family Pc(V) is countable, and we let {αl : l ∈ N} denote an
enumeration of this family. Then each αl, l ∈ N is finer than V , and
(13.20) hν1(G,V|π) = inf
l∈N
hν1(G,αl|π) for each ν1 ∈ P(Y1, G) (by (13.1)).
Let n ∈ N be fixed. Using the reasoning of Lemma 8.3, one sees that there exist
xn ∈ Y2 and a non-empty finite subset Bn ⊆ π−1(xn) such that
(13.21)
∑
y∈Bn
edFn(y) ≥
1
n
[
sup
y2∈Y2
Pπ(y2,D, Fn,V)−M
]
with
M =
1
2
e
− max
y1∈Y1
|dFn(y1)|
,
and each atom of (αl)Fn , l = 1, · · · , n contains at most one point of Bn.
Now let
(13.22) νn =
∑
y∈Bn
edFn(y)δy∑
x∈Bn
edFn(x)
∈ P(Y1) and µn =
1
|Fn|
∑
g∈Fn
gνn ∈ P(Y1).
By (♥), we can choose a subsequence {nj : j ∈ N} ⊆ N such that the sequence
{µnj : j ∈ N} converges to µ ∈ P(Y1, G) and
(13.23) lim sup
j→∞
1
|Fnj |
∫
Y1
dFnj (y1)dνnj (y1) ≤ µ(D).
Now fix any l ∈ N and let n > l. By the construction of Bn and νn one has
(13.24) Hνn((αl)Fn |π) = Hνn((αl)Fn) = −
∑
y∈Bn
edFn(y)∑
x∈Bn
edFn(x)
log
edFn(y)∑
x∈Bn
edFn(x)
,
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and so
log sup
y2∈Y2
Pπ(y2,D, Fn,V)− log(2n)
≤ log
[
sup
y2∈Y2
Pπ(y2,D, Fn,V)−M
]
− logn
≤ log
∑
y∈Bn
edFn (y) (using (13.21))
= Hνn((αl)Fn |π) +
∑
y∈Bn
edFn(y)dFn(y)∑
x∈Bn
edFn(x)
(using (13.24))
= Hνn((αl)Fn |π) +
∫
Y1
dFn(y1)dνn(y1) (using (13.22)).(13.25)
By Lemma 8.4 and Lemma 8.5 one has, for each B ∈ FG,
Hνn((αl)Fn |π)
≤
∑
g∈Fn
1
|B|
Hνn((αl)Bg|π) + |Fn \ {g ∈ G : B
−1g ⊆ Fn}| · log |αl|
=
∑
g∈Fn
1
|B|
Hgνn((αl)B |π) + |Fn \ {g ∈ G : B
−1g ⊆ Fn}| · log |αl|
≤ |Fn|
1
|B|
Hµn((αl)B|π) + |Fn \ {g ∈ G : B
−1g ⊆ Fn}| · log |αl|.(13.26)
Observe that the partition αl is clopen and |Fn| ≥ n for each n ∈ N by Standard
Assumption 2. Combining (13.26) with (13.23) and (13.25) we obtain
Pπ(D,V) ≤
1
|B|
Hµ((αl)B|π) + µ(D).
Now, taking the infimum over all B ∈ FG and using (3.3), we obtain
Pπ(D,V) ≤ hµ(G,αl|π) + µ(D).
Finally, letting l range over N and using (13.20), we obtain (13.19).
Now consider the general case. Note that there exists a factor map φ : (X,G)→
(Y1, G) between TDS’s, where X is a zero-dimensional space (cf the proof of Propo-
sition 6.7 or [5, Proof of Theorem 1]). By the above discussions, there exists
ν ∈ P(X,G) such that
hν(G,φ
−1V|π ◦ φ) + ν(D ◦ φ) ≥ Pπ◦φ(D ◦ φ, φ
−1V),
where the family D ◦ φ is defined naturally. Set η = φν. It is not hard to check
that η ∈ P(Y1, G) and hη(G,V|π) + η(D) ≥ Pπ(D,V). This proves (13.19) in the
general case, which ends our proof. 
Remark that, when G = Z, (13.18) is exactly [36, Theorem 2.5], the main result
of [36] by Huang, Ye and the second author of the paper.
We also remark that, almost all comments about Theorem 7.1 in Part 2 work
similarly for Theorem 13.3. Here, we mention only some of them.
Firstly, the discussion just before Remark 7.3 works for Theorem 13.3. In partic-
ular, for f ∈ C(Y1), we can apply Theorem 13.3 to the family D = {dF : F ∈ FG},
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where dF (y1) =
∑
g∈F
f(gy1) for each y1 ∈ Y1, although D is not monotone unless
the function f is non-negative.
The second example is that, we can change assumption (♥) as we did in §9.
Furthermore, following the ideas in §10, if we assume that G admits a tiling Følner
sequence, then we can alter Theorem 13.3 to deal with any sub-additive G-invariant
family D ⊆ C(Y1) satisfying (♥): if, the group G is abelian then each sub-additive
G-invariant family D ⊆ C(Y1) automatically satisfies (♥).
13.5. Entropy tuples of a topological dynamical system.
In this subsection, we discuss the relative entropy tuples introduced in §§13.1
with the equivalence given by §§13.2.
Let X1, X2 be topological spaces. Recall that the map π : X1 → X2 is open if
π(U) is an open subset of X2 whenever U is an open subset of X1.
From the definitions, it is not hard to obtain:
Proposition 13.4. Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s,
ν2 ∈ P(Y2, G) and n ∈ N \ {1}. Then
ν2E
(r)
n (Eπ) ⊆ {(x1, · · · , xn) ∈ Y
n
1 \∆n(Y1) :
π(x1) = · · · = π(xn) ∈ supp(ν2)}.(13.27)
If, additionally, π is open, then equality holds.
Proof. We first establish (13.27). Let (x1, · · · , xn) ∈ν2 E
(r)
n (Eπ). By the definition,
for each m ∈ N there exist ym2 ∈ Y2 and (x
m
1 , · · · , x
m
n ) ∈ Y
n
1 , such that (y
m
2 , x
m
i ) ∈
Eπ and the distance between xmi and xi is at most
1
m
for each i = 1, · · · , n. Without
loss of generality (by selecting a subsequence if necessary), we may assume that
the sequence {ym2 : m ∈ N} converges to y2 ∈ Y , and so it is easy to check
π(x1) = · · · = π(xn) = y2. Now we prove (13.27) showing that y2 ∈ supp(ν2).
Assume the contrary, i.e. that y2 /∈ supp(ν2). If m ∈ N is large enough, and if Vi
is a closed neighborhood of xi with diameter at most
1
m
for each i = 1, · · · , n such
that V = {V c1 , · · · , V
c
n} ∈ C
o
Y1
, then
n⋃
i=1
Vi ⊆ π−1(Y2 \ supp(ν2)). Hence because
{y ∈ Y2 :
n∏
i=1
{y} × Vi ∩ E
n
π 6= ∅} =
n⋂
i=1
π(Vi) ⊆ Y2 \ supp(ν2),
a contradiction to (x1, · · · , xn) ∈ν2 E
(r)
n (Eπ), as ν2(Y2 \ supp(ν2)) = 0.
Now we assume that π is open. Let (x1, · · · , xn) ∈ Y n1 \ ∆n(Y1) such that
π(x1) = · · · = π(xn) ∈ supp(ν2). Observe that, once Vi is a closed neighborhood of
xi for each i = 1, · · · , n, then
n⋂
i=1
π(Vi) is a closed neighborhood of π(x1) (using the
openness of π), which implies ν2(
n⋂
i=1
π(Vi)) > 0 (as π(x1) ∈ supp(ν2)), and so, by
{y ∈ Y2 :
n∏
i=1
{y} × Vi ∩ E
n
π 6= ∅} =
n⋂
i=1
π(Vi),
one has (x1, · · · , xn) ∈ν2 E
(r)
n (Eπ). This finishes the proof. 
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Let (Y,G) be a TDS. Denote by supp(Y,G), the support of (Y,G), i.e. the set⋃
µ∈P(Y,G)
supp(µ). Observe that supp(Y,G) = supp(ν) for some ν ∈ P(Y,G).
Combining Proposition 13.4 with Proposition 12.1, Proposition 12.6, Proposition
12.7 and Theorem 12.16, and using the equivalence given by §§13.2 as we did in
§§13.3, it is not hard to establish:
Proposition 13.5. Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s and
µ ∈ P(Y1, G), n ∈ N \ {1}. Then
(1) Both En(Y1, G|π)∪∆n(Y1) and Eµn(Y1, G|π)∪∆n(Y1) are closed G-invariant
subsets of Y n1 .
(2) En(Y1, G|π) 6= ∅ if and only if htop(G, Y1|π) > 0.
(3) Eµn(Y1, G|π) 6= ∅ if and only if hµ(G, Y1|π) > 0.
(4) En(Y1, G|π) ⊆ {(x1, · · · , xn) ∈ supp(Y1, G)
n : π(x1) = · · · = π(xn)}.
(5) Eµn(Y1, G|π) = supp(λ
π−1BY2
n (µ)) \∆n(Y1).
Similarly, using Proposition 12.5 one has:
Proposition 13.6. Let π1 : (Y1, G)→ (Y2, G) and π2 : (Y2, G)→ (Y3, G) be factor
maps between TDS’s and ν1 ∈ P(Y1, G), ν2 = π1ν1 ∈ P(Y2, G), n ∈ N \ {1}. Then
(1) Eν2n (Y2, G|π2) ⊆ (π1×· · ·×π1)E
ν1
n (Y1, G|π2 ◦π1) ⊆ E
ν2
n (Y2, G|π2)∪∆n(Y2).
(2) En(Y2, G|π2) ⊆ (π1 × · · · × π1)En(Y1, G|π2 ◦ π1) ⊆ En(Y2, G|π2) ∪∆n(Y2).
(3) Eν1n (Y1, G|π1) ⊆ E
ν1
n (Y1, G|π2 ◦ π1) and En(Y1, G|π1) ⊆ En(Y1, G|π2 ◦ π1).
Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s and ν2 ∈ P(Y2, G).
Set Y ν21 =
⋃
ν1∈Pν2(Y1,G)
supp(ν1), and recall the associated continuous bundle RDS
Fπ = {Fπg,y2 : {y2} × π
−1(y2)→ {gy2} × π
−1(gy2)|g ∈ G, y2 ∈ Y2}
with Eπ = {(y2, y1) ∈ Y2 × Y1 : π(y1) = y2} from §§13.2.
Then, with the help of Theorem 12.3, Theorem 12.4, Lemma 12.13, Theorem
12.16 and Proposition 13.4, using Theorem 13.3 we can prove:
Theorem 13.7. Let π : (Y1, G) → (Y2, G) be a factor map between TDS’s and
ν ∈ P(Y1, G), ν2 ∈ P(Y2, G), n ∈ N \ {1}. Then
E(r)n,ν(Eπ , G) = E
ν
n(Y1, G|π)
⊆ {(x1, · · · , xn) ∈ supp(ν)
n \∆n(Y1) : π(x1) = · · · = π(xn)},
ν2E
(r)
n (Eπ, G) =
⋃
ν1∈Pν2(Y1,G)
Eν1n (Y1, G|π)
⊆ {(x1, · · · , xn) ∈ (Y
ν2
1 )
n \∆n(Y1) : π(x1) = · · · = π(xn)},
En(Y1, G|π) =
⋃
η∈P(Y2,G)
ηE
(r)
n (Eπ, G) =
⋃
µ∈P(Y1,G)
Eµn(Y1, G|π).
In particular, there exists µ ∈ P(Y1, G) such that
En(Y1, G|π) =πµ E
(r)
n (Eπ, G) = E
µ
n(Y1, G|π).
Following the ideas of local entropy theory (cf [33] and the references therein),
the proof of Theorem 13.7 is quite standard, and we omit it here.
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