I. INTRODUCTION
Mobile wireless networks are evolving towards wider bandwidths and higher spectral efficiency (bits/Hz), and are using multilevel nonconstant envelope modulation (NoCEM) schemes (for example, M-QAM), at higher air-interface frequencies. Handsets, base stations, high-altitude platforms (HAPs), LMDS, and satellites-all types of access nodes-are already being required to handle air-interface modes with highsignal-envelope crest factors, that is, high peak-toaverage-power ratio (PAPR). In bandwidth-efficient, multilevel, NoCEM (for example, M-QAM) wireless systems, the linearity of the transmitter and especially of the RF power amplifier (PA) is of key importance.
Hence, PA linearisation for ameliorating in-band and out-of-band nonlinear PA impairment effects in a cost-efficient way is currently a very active research topic.
The theory, principles, and techniques of PA linearisation have been evolving since the early days of wireless transmitters. Techniques include analog and digital predistortion, feed-forward, direct and indirect RF feedback techniques, EER, polar loop, Cartesian loop, LINC, and other cancellation methods. An abbreviated historical approximate assessment of some core attributes of many of these is given in Table I . Other attributes of systems and circuits that also need to be considered now include dynamic/static, adaptive/nonadaptive, baseband/IF/RF, and memoryless/ memory-effects tracking and compensation. Implementation considerations include a scheme's complexity, stability, robustness, reliability, energy efficiency, size, weight, thermal considerations, and cost. Implementation may be at the circuit or system level, with the former usually having the attractions of lower energy consumption, simpler design, and being "MMIC-integratable." Lineariser and PA analysis and design tools are growing in number and sophistication, and these include device-, circuit-, system-, and behavioural-level simulation, modelling, and performance-prediction tools.
By addressing linearisation techniques, issues, and challenges, this article provides insight about some specific new and interesting developments in a number of classical linearisation schemes; an introduction to lineariser adaptivity capabilities for responding to transient SSPAs effects (for example, dynamic memory and thermal effects) and transient lineariser-SSPA circuit and system effects; and a brief review of linearity indicators and evaluation criteria. The article especially reflects ongoing linearisation research within the EU TARGET ("Top Amplifier Research Groups in a European Team") Network of Excellence (NoE) [1] .
II. BACKGROUND POWER-AMPLIFIER ISSUES
Amplifier power-added efficiency (PAE) and linearity are competing requirements. The typical PAE versus PA backoff curve shows poor PAE performance with PA operation (for most amplifier classes) in the linear region but "takes off" roughly along a raised sine (RS)-shaped curve as it moves into the nonlinear region. Where it peaks in this nonlinear region varies from device to device and, of course, is dependent on the amplifier class. However, the peak value of PAE, and even the significant PAE improvements available, are usually beyond the PA's 1-dB compression point (P1dB) (see, for example, [2] [3] [4] [5] [6] ). Achieving linear operation by operating point backoff will thus be at the expense of PAE. Hence, inclusion of a lineariser which enables better PAE operation is likely to be attractive. How attractive is, of course, also related to acceptable cost ratios of lineariser performance and manufacturability.
There are significant transient memory and thermal effects being observed in new SSPA device technology, especially in the drive for ever higher frequency and output-power capability. Apart from the problems arising due to incorrectly-tuned bias circuits [7] , SSPAs are extremely temperature sensitive, with the impact of self-heating occurrences affecting their RF performance. For example, Capelluti et al. [8] reported on successful circuit-level harmonic-balance frequency-domain simulations of a coupled electrical and thermal model, illustrating the process of the DC thermal collapse of a power HBT with one input tone at different frequencies ( Fig. 1) . Another known phenomenon is the modulation of the operating temperature by the signal envelope of large PAPR drive signals in some instances. In such contexts, the characterization of the SSPA nonlinearity, and thus of the impairments caused by this nonlinearity, becomes a dynamic matter, and the linearisers seeking to offset the nonlinearity effects need to adapt dynamically. As RF operating frequencies increase up to several GHz, and signal-amplification bandwidths become greater (for example, Ͼ50 MHz per single-mode channel, with a growing demand for simultaneous multimode channels) the challenge to find linearisation solutions becomes more urgent. An early step in this work involves research into accurate dynamic modelling and measurement of self-heating so as to better understand and characterise these effects. Research goals of temperature, time, and space resolution for measurements of these effects in the TARGET NoE are 5°K, 2 ns, and 2 m, respectively.
III. LINEARITY INDICATORS, EVALUATION CRITERIA, AND STANDARDS
Traditional device and circuit PA linearity indicators tend to be focused on measures such as the PA's 1 dB compression point, P1 dB, the two-tone third-order intermodulation product (IM 3 ) intercept point (3IP), and IM 3 suppression graphs, such as the carrier to IM 3 (C/I 3 ) versus PA backoff. However, more sophisticated inputs have been advised [9, 10] in device-and circuit-characterisation measurements in order to yield more accurate total intermodulation distortion (IMD) results. In any case, it is usually considered that only a few dB improvement of IMD can have a significant performance impact. Behaviourally, at a system level, nonlinearity is gauged by (i) the interference caused in the adjacent channels, typically given as an adjacent-channel-power ratio (ACPR) measure, and (ii) the deterioration in modulation fidelity (MF) of the transmitted signal (or signals in the case of simultaneous multimode), visible in eye and constellation diagrams and usually measured as an error-vector magnitude (EVM) extracted from the latter. ACPR and EVM measures are not independent, as both are caused by the same nonlinearity process [11] . A new relative measure of the degree of linearisation, called percentage linearisation (PL), has been introduced and linked to the behavioural measures such as EVM, ACPR, and C/I 3 [12] . PL has the potential to enable a comparison between different linearisation techniques, thus assessing the potential benefit of introducing a linearisation scheme in a particular application, as well as the setting of design goals for linearised PAs. In this context, the standard static memoryless or quasi-memoryless [7] PA and lineariser-characteristic models have important benchmark roles, as they are effective at setting upper bounds for lineariser benefits (ACPR, EVM, and so forth) as a function of PL, input backoff (IBO), and output backoff (OBO) and PAE. Figure 2 provides insight with regard to this approach by showing the EVM improvement as a function of PL vs. OBO w.r.t. the 0.1 dB gain point and maximum available EVM benefit for an IEEE 802.11a OFDM system with a typical memoryless pHEMT PA [9] .
IV. TYPES OF LINEARISATION
In general, there is no "best" linearisation technique. Whichever method is used, it needs to be optimised for the particular system being designed, taking into account the required operating frequencies and bandwidths, the modulation method (for example, single or multicarrier), whether or not the systems is simultaneous, multimode and multiband operation, as well as other factors mentioned above. A selection of some of the interesting linearisation-scheme developments presently underway within TARGET, together with some contextual and evaluative comments, is presented as follows.
A. Feedback
Negative feedback has been widely employed at low frequencies, but can also provide linearisation if applied directly to the amplifier in the form of RF or IF feedback, envelope feedback, or harmonic feedback (for example, [13, 14] ). The use of classical negative feedback at high frequencies has been limited by unavoidable parasitic and time-delay effects. These effects can give rise to instability problems and loss of gain. The problems can be circumvented for narrowbandwidth applications with careful design. For wider-band systems, feasibility, stability, and robustness difficulties slow up (and likely constrain) the evolution of feedback linearisation [13, 14] . Nonetheless, new developments in fast, accurate linear and nonlinear stability-analysis techniques have demonstrated their suitability for the detection and avoidance of undesired instabilities in medium-power PAs and PAs working under different bias, frequency, or power conditions [15] . These techniques can be helpful in optimising the feedback loop, hence avoiding spurious oscillations and opening up new perspectives in the design of feedback-linearisation strategies.
Circuit Based Passive Feedback. Preliminary studies on the application of nonlinear stability-analysis techniques for the circuit design of an L-band mediumpower bipolar amplifier 1 with passive feedback (Fig.  3 ) have demonstrated encouraging results [16] . The passive feedback loop is optimised and the stability is checked for different carrier-input power. Improvement of the ACPR, with a QPSK excitation signal, for rates at 10 and 20 MSymbols/sec (though not at 30 MSymbols/sec) is shown in Figure 4 . The analysis method used, "transient envelope," takes into account full nonlinear contributions to the IMD.
H-infinity Feedback. H-infinity (H-inf)
design-optimization theory applied to feedback linearisers is a new approach that has proven to be effective in improving classical-feedback results. For instance, in conventional classical Cartesian feedback, the closedloop stability is not assured and stability margins are usually only empirically adjusted. Also, the closedloop gain (and consequently the PA output power) depends on the feedback. An "H-inf reference feedback" scheme, as shown in Figure 5 , was proposed by Bertran et al. [17] . The idea is to feed back the difference (error signal) between an attenuated PA output and a linear reference obtained directly from the source. Two filters, with transfer function G F , are included in order to bound the baseband spectral content. The structure has separate feedback paths to process the I and Q baseband signals. With parameters defined as in Figure 5 , the overall closed-loop transfer function for the error signal (between y A and y M signals) for one of the baseband loops (for example, the I component) is given by
The K f filter (or gain, in the proportional-feedback case) must minimize the H-inf norm in the transfer function in order to assure closed-loop stability. This depends on the norm of the ⌽ nonlinearity function. The model reference structure, widely used in adaptive control, has the attraction of good closed-loop robustness. With regard to the choice of K f and robustness, the results show that output power (P o ), PAE, and ACPR are offset smooth near-inverse func- [18] is based on a parallel "model-reference adaptive system" (MRAS), as shown in Figure 6 . The reference is formed by a small-signal amplifier (that is, linear), which amplifies voltage only, not current. Hence, its dissipated power, and thus its impact on PAE, is small. Unlike the auxiliary amplifiers used in feedforward structures, the reference amplifier here is not a PA. The adaptive mechanism employs two nonlinear proportional (k 2 ) and integrative (k 1 ) feedback laws: the first to cater for the dynamics and the second for precision. Hyperstable design has thus a Lur'e form, with linear subsystems in the forward path (a design premise) and nonlinear in the feedback path. The latter need only be "passive" in the system sense in order to assure asymptotic stability. The feedback is incorporated through an analog four-quadrant multiplier, w(e, t).
For both AM-AM and AM-PM distortion compensation, two feedback paths are required with I and Q quadrature decomposition. The design objective is to drive the error, e(t), between the reference model and the actual nonlinear PA to zero (asymptotically), at which point the nonlinear PA will show the same dynamics as the reference linear-amplifier model. The C/I improvement obtained, when applying a hyperstable feedback lineariser with an adaptationlaw integrative gain k 1 of 150 to the AM-AM and AM-PM nonlinearities of a TWTA (using the Saleh model), is greater than 28, 16, and 15 dB for 3 rd -, 5 th -, and 7
th -order IMPs, respectively, over a 2-6-dB OBO range (with regard to P1 dB). Figure 7 shows the amelioration of impairments of this nonlinearity in eye and constellation diagrams, when applying a signal with 32 QAM and 0.35 roll-off, for low (k 1 ϭ 10) and high (k 1 ϭ 150) feedback gains, as well as versus the situation with no linearisation. In comparison with Cartesian feedback and with feedforward, the robust- ness of this hyperstable lineariser feedback structure is good.
Other feedback linearisation issues being considered include dynamic power supply (directed more towards power efficiency than linearisation), active bias, and thermal compensation.
B. Feedforward
Feedforward linearisers (for example, [19 -25] ), among others, have reduced mathematical complexity in the control-law design, and are unconditionally stable. At least this is the case initially and before adaptivity is added. The two-path core feedforwardlinearisation concept is well known. As these linearisers have potential fast-response time, they are receiving much attention for linearisation solutions in broadband applications (for example, multicarrier modulations). Theoretically, this attribute is valid, but there are limitations caused by the high sensitivity to lineariser maladjustments due to their open-loop structure, component-count, and impact on PAE. For instance, incorrect physical lengths of a transmission line in each path of the feedforward structure, which directly affect the phase-shift constant of the transmission line, can reduce the operating bandwidth to a single-tone lineariser [20] . This fact is especially important when considering applications in low-wavelength carriers [25] , where the electrical lengths occurring in the circuitry become comparable with the time wavelength characteristics of the signal.
The efficiency of feedforward linearisers depends on three main factors: loop imbalances, device losses, and the kind of auxiliary power amplifier used. The latter can operate at reduced backoff (relative to the main amplifier) because its input, which is theoretically composed by distortion terms, exhibits a low PAPR. Stability is an inherent property of feedforward structures. However, with a non-ideal subtract unit or finite-directivity couplers (allowing a small portion of the signal to propagate in the reverse direction, that is, feedback), the system may manifest instabilities [22] . This tendency is greater in high-gain systems and systems using broadband.
In order to achieve good signal or IMD suppression, the signals in the primary amplifying and in the distortion-cancellation paths must be balanced correctly with respect to amplitude, delay, and antiphase. These key aspects for correct feedforward design are addressed primarily by using appropriate devices and parameter selection, mainly power combiners, subtract units, and delay compensators, where possible. Secondarily, they may be addressed through adaptivity: combinations of feedforward with feedback or predistorters, as well as the use of multiple feedforward loops in a hierarchical structure, are typical system-level adaptivity solutions to help mitigate feedforward weaknesses with respect to loop maladjustments or amplifiers tolerances.
The technique of digital adaptive compensationsuch as LMS and gradientlike-based methods, and correlative algorithm-aims to supervise system behaviour and, if required, take corrective actions. Hence, performance quality can be maintained throughout the system life-time. Besides development of the theoretical support, issues include the effects of imbalances and imperfect cancellation, stability, loop controllers, and the optimising algorithm, for example [19] . Analog implementations of adaptive loop con- trollers have been also proposed [24] , which are normally based on analog versions of the LMS algorithm. Reported IMD reductions (two-tone tests) in feedforward amplifiers vary from 70 to 40 dBc in PCN basestations, and ACPR reductions over 30 dBc have been obtained in EDGE interface modulation signals.
C. Predistortion
Predistortion techniques (see, for example, [13, 26 -31] ) are viewed as being of great importance because of their likely wideband application [29] . The success of predistortion relies on the accuracy of the PA characterization and the generation of an equivalent cancelling characteristic. To date, the general approach has been to assume quasi-static and memoryless approximations for the PA characteristics. Generally, the interaction between the nonlinearities present in both the predistorter and amplifier, and the noticeable memory effects, make the design and optimisation of the predistorter an involved and critical task. Techniques include RF, IF, baseband digital (in both signal-and data-predistortion approaches) and analogue predistortion. What is now perceived as being of key importance is finding techniques which will achieve real-time inverse-adaptable dynamical modelling of the PA, and this with memory effects accounted for. Which of the existing models-Volterra, Wiener, Chebyschev, Bessel, Taylor, Saleh, and so forth-may be modified or extended in order to achieve this is an open question. New models are of course also being sought.
A Circuit-Based RF Predistortion Scheme. For wideband systems, RF circuit-based predistorters based on diode or transistor devices [13, 26, 14] seem to be attractive candidates. Focusing on IMD 3 in a combined predistorter-PA, three main mechanisms contribute to the final result: envelope, 2 nd harmonic, and third degree [27] . The pure third-degree contribution is the obvious way to generate IMD 3 by a given odd-degree nonlinearity. The envelope mechanism refers to the mixing of two fundamental frequencies in a given even-degree nonlinear element followed by a new mixing with a fundamental in an even-degree nonlinearity. The 2 nd -harmonic mechanism involves the generation of the 2 nd harmonic of a fundamental frequency in an even-degree nonlinearity and a new even-degree mixing with another-different-fundamental. Most of the nonlinearities present in the devices contain even-degree components and, as a consequence of the envelope and 2 nd -harmonic mechanisms, the linearisation performance depends not only on the in-band behaviour of both the amplifier and the predistorter, but also on the out-of-band impedances, thermal and trap effects, and so forth [27] .
An example of a circuit-level predistortion linearisers based on diode nonlinear components (transistors may also be used), is shown in the simplified schematic in Figure 8 , together with a model of a bipolar common-emitter stage with a series predistortion diode [27] . A Volterra series analysis was carried out, which considered the contributions of all nonlinearities in the amplifier stage and the main nonlinearity in the diode predistorter. Currents associated with the base-charging capacitance and the collector current have been shown to be the most significant contributions to IM 3 . In so far as these two currents directly depend on baseemitter diode nonlinearity, the linearisation of the transistor's base-emitter diode characteristic provides a lower IM 3 . A closed-form expression for IM 3 arising from the composite diode predistorter and amplifier was obtained [27] . Noting that adding two i-v exponential characteristics in series, results in a softened overall i-v transfer function intuitively explains how the series diode lineariser connected at the base of the bipolar stage serves to linearise the overall base diode, thus reducing the signal distortion at the amplifier output. Naturally, this "softening" will have a dependence on other conditions such as biasing.
If adding one diode to the base of the transistor smoothes the nonlinearity at the amplifier input, thus reducing the distortion at the amplifier output, one can think about adding more diodes in order to achieve a higher degree of linearisation. The series combination of two identical diodes can be thought of as one diode with a lower ␣ parameter in the diode current-source
; that is, when performing the Volterra analysis. Indeed, the results in Figure  9 show this benefit for one-diode and two-diode predistortion circuits.
It is worth noting that, even if diode predistorters can potentially offer broadband predistortion, memory in both the predistorter and amplifier circuits results in different linearisation in-band performances. As a consequence, different linearisation results can be obtained as a function of ⌬f, the two-tone spacing. The design goal should be to obtain good linearity performance over a given frequency band.
An advantage of the Volterra analysis approach is to gain insight and understanding about the interaction between nonlinearities in both the predistorter and the amplifier. Different contributions to IM 3 can be identified, isolated and this can help to optimise the design. On the other hand, it (Volterra analysis) is limited to low-order nonlinear effects and results are not accurate to high power levels.
An L-band bipolar PA, using two different diodebased predistorter circuits, has been analysed and implemented in hybrid technology using standard SMD components [27] . Analysis results of IM 3 as a function of diode I d and BJT collector bias current I c , for a given offset frequency and compared to IM 3 with no predistorter present, are shown in Figures 9(a)  and 9(b) ; the IM 3 minima may be observed. The measurement results as a function of offset frequency for the amplifier alone and the one-and two-diode predistorter circuits are also provided in Figure 9 (c).
There are optimum transistor and "diode" bias points for minimum distortion. Power consumption and/or gain requirements may force a choice of a certain transistor bias point. The IM 3 distortion can be optimised by varying the current through the predistortion diode. It may be noted that, in this particular circuit (diode predistorter-BJT amplifier), higher gain is achieved by increasing the diode bias current. The measurement results in Figure 9(c) show IMD 3 benefits (nearly 10-dB improvement over a 20-MHz frequency bandwidth). Deep nulls appearing in the 20-MHz offset can be also observed. By adjusting the transistor bias network, it would be possible to obtain the benefit of a broader band or better results over a narrower band. The measurements show that IMD 5 was in all cases well below the IMD 3 products.
B. System-Level RF Analog Predistortion
An interesting novel K-band MMIC PA predistorter [28] is illustrated by a block diagram in Figure 10 . The predistortion stage has a two-branch structure. Each branch includes a driver amplifier and two attenuators. These two driver amplifiers (DAs) and the PA are identical, except that both DAs have lower gate periphery, that is, they are scaled-down versions of the PA. Given the underlying assumption in [28] that the devices follow perfect currentscaling according to the gate periphery, this also means that the nonlinear behavior of both the DAs and the PA are identical and will have the same nonlinear describing function F as in eqs. (2) and (3) below, but the DA saturates at a lower input power. This identicity makes this predistortion solution intuitively attractive. Of course, some differences may arise in practice, of which some (for example, gain) may be accounted for with modified rules for the attenuators. In the upper branch, the DA, which is driven at low input power through the high-valued attenuator (A iL ), operates linearly. In the lower branch, the DA is driven into nonlinear operation through the low-valued attenuator (A iN ). Through the sum and difference ports of the 180°h ybrid, power from the linear and nonlinear branches is combined to create an expansive predistorter P in -P out behavior that compensates the final PA stage compression.
Design rules for the attenuators may readily be found, assuming a simple, quasi-memoryless, narrowband-describing function model as follows. The PA input and output envelope power waves ã iP , b oP are related as follows:
where, for both the PA and the DA, G p is the linear gain and the (even) function and F describes the nonlinear behaviour of the amplifier with input and output matching networks (F can be extracted from the large-signal S 21 measurements). The predistortion-stage output is the difference of the waves a ¥ and a ⌬ at the sum and difference port of the hybrid, respectively, and may be written as
where k DP is a scaling factor, given as k DP ϭ W D /W P Ͻ 1, with W D and W P denoting the gate periphery count of the DA and the PA, respectively, and where the attenuators A oL and A iN , being redundant here, are set to one.
On substituting the "(a ⌺ Ϫ a ⌬ )/ ͌ 2" difference wave into (2) and with considering only the first order terms of a series expansion of the PA's F (with the DA's F function as an argument), i.e.,
the optimum values for the attenuators which yield complete cancellation of the nonlinearities, independently of the particular form of F and the power level, may be found:
and the total transducer gain is:
With these attenuator-design rules, it can be easily verified that the nonlinear driver amplifier and the final stage are operated with the same input power and therefore produce, as expected, exactly the same nonlinearities. The power consumption of the predistortion stage is reduced for the small-periphery devices used, and thus it has low impact on PAE, but a detailed analysis shows that the scaling factor cannot be chosen to be arbitrarily small and depends on the amplifier-power gain. It can also be demonstrated that the scheme achieves significant cancellation of the 3 rd -order IMP distortion, and also partial elimination, following the same design rules, of the 5 th -order IMP distortion. The former may be seen in Figure 11 for a PHEMT K-band MMIC amplifier, in class-A operation with the large-signal scattering matrix variable S 21 obtained from an accurate finite-memory model (FMM, obtained from University of Bologna, c.f. [28] ) fitted to measured data.
CAD simulations implementing the predistortion schemes show that phase-delay imbalances in the two DAs can be compensated by introducing a phase shifter in one branch of the lineariser. Small values (max. 5°) of phase shifts can significantly compensate the DA imbalance. Imperfect scaling of the DAs and the PA can lead to a different gain in the two devices; a slight modification in the optimum design rules can be made to account for this.
To achieve good IMD 3 performance over a broad frequency band, optimisation of the predistorter cir-cuit and low-frequency impedances in both the predistorter and the PA is required. In addition to the complex nonlinear phenomena, short-and long-term memory effects are issues to be considered carefully in this optimisation process.
C. System-Level Digital Predistortion
In digital signal predistortion, the coefficients of the predistorter polynomial, which are related to the PA distortion curves, are allocated in a look-up table (LUT). The coefficients are precomputed for the nonadaptive approach and are continuously adjusted in the adaptive case. Active research on the reduction of the computational effort and LUT memory requirement is ongoing.
Also at the system level, data predistortion is attracting attention as a solution that shows good inband linearization performance. Its operation is quite intuitive: from data-constellation measurements from the PA, the predistorter modifies, in both magnitude and phase, the points of the input data constellation. A drawback of the method to date is its lack of control on the ACI. However, it does yet again draw attention to the question of what empirical information may usefully and robustly be fed back in order to enable good lineariser adaptability.
Other Techniques. Other techniques, which some researchers might categorise among the types already mentioned, include EER, LINC, and combined analogue-locked loop universal modulator (CALLUM), which is a modification of the LINC structure that provides Cartesian feedback to compensate gain-and phase-imbalance problems. LINC and CALLUM require a DSP because they require the computation of an inverse cosine term. EER using switching-mode power supplies is one of the techniques currently being considered for DVB-T, and important research is focused on reducing the time constants that limit applicability in high-speed applications. Finally, pseudo-linearisation techniques, for example, power combiners and Doherty amplifiers [32] , are also available.
V. ADAPTIVITY
To obtain the most benefit from the lineariser, it should be matched to the particular amplifier. However, the amplifier characteristics will vary either intentionally (for example, with bias point under a transmit power control protocol) or unintentionally (for example, tolerances in their fabrication or selfheating effects). With respect to the latter, the temperature sensitivity of the SSPA RF performance is a key linearisation-adaptivity issue, as mentioned above in reference to Figure 1 .
Robust adaptability of the linearisation characteristics to match PA variations, and the capturing of suitable control signals for this adaptation, is an important area of research. Some forms of adaptivity, especially feedback, are discussed above. Linearisers that do not adapt or adapt poorly can of course add to the nonlinearity problem rather than ameliorate it. Here, the challenging issues of direct or indirect measurement of device dynamic characteristics, especially of memory and thermal effects, together with their multilevel model design are present, for example [7] . This kind of research work is still in its early stages.
VI. CONCLUSION
TARGET sees linearisation techniques at the circuit and system levels as a key research issue today for modern evolving advanced wireless transmitters from embedded mobile and handheld terminals, to base stations, HAPs, and satellites. A key driver is the competing requirements of improved signal fidelity and PA-system PAE, over a range of contexts from single and multicarrier NoCEM air-interface modes to simultaneous multimode-transmitter systems. At present, solutions offer finite though modest linearity improvements, which are a function of the air-interface mode. Their adequacy depends on the context, but they can help achieve linearity goals in tandem with other options. Nevertheless, different practical and challenging problems-many of which have yet to be fully understood and characterised, such as memory effects, self-heating effects, interaction between nonlinearities, and stability issues-may reduce potential performance.
