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FOREWORD 
Interest in human settlement systems and policies has been 
a central part of urban-related work at IIASA since its incep- 
tion. From 1 9 7 5  through 1 9 7 8  this interest was manifested in 
the work of the Migration and S e t t l e m e n t  Task, which was formally 
concluded in November 1 9 7 8 .  Since then, attention has turned 
to dissemination of the Task's results and to the conclusion of 
its comparative study, which is carrying out a comparative 
quantitative assessment of recent migration patterns and spatial 
population dynamics in all of IIASA's 1 7  NMO countries. 
This paper sets out the mathematics of multiregional stable 
growth theory. It presents an analytical solution that describes 
a multiregional population's growth path in terms of eigenvalues 
and eigenvectors. 
Reports summarizing previous work on migration and settle- 




and Services Area 
ABSTRACT 
The multiregional population projection models can be 
rewritten in terms of eigenvalues and eigenvectors and an ana- 
lytical solution can be obtained using coefficients that are 
determined by two different methods. The growth path can then 
be decomposed showing that it may be divided into five stages. 
These procedures are discussed in this paper and are illustrated 
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DYNAMICS OF MULTIREGIONAL POPULATION SYSTEMS: 
A MATHEMATICAL ANALYSIS OF THE GROWTH PATH 
INTRODUCTION 
The process of multiregional demographic change may be 
represented as a matrix multiplication, or equivalently, as a 
system of simultaneous first-order linear difference equations 
(Rogers 1968, 1975). The advantages of this model are not only 
that it is compact, but also that it enables the separation of 
the fundamental components of population changes from the popu- 
lation to which these changes apply, thus allowing for a clearer 
view of the intrinsic characteristics of a particular growth 
structure. 
The purpose of this paper is to investigate the growth 
path of a multiregional population. The growth model projects 
the population into the future, taking into account all inter- 
dependencies between the regions. But some of the complexities 
of multiregional population growth are hidden in the model and 
can only be revealed by looking at the growth path from a dif- 
ferent perspective. As an ordinary light ray may be decomposed 
into the individual colors by using a prism, the demographic 
growth path may be decomposed into individual independent sub- 
trajectories by using some mathematical manipulation. The 
observed growth path is then simply a sum of these individual 
trajectories . 
-1 - 
The decomposition involves the rewriting of the conventional 
model of multiregional population change in terms of the eigen- 
vectors and eigenvalues of the growth matrix. It implies a 
change of the coordinate system in which the population distri- 
bution vector is expressed. The result is a set of independent 
equations that replace the simultaneous equation system. 
The discussion begins with the conventional growth models 
rewritten in terms of eigenvectors and eigenvalues; it yields 
the analytical solution to the growth model. The coefficients 
of this analytical solution are then determined with the aid 
of the z-transform and the left-eigenvector methods. These 
mathematical concepts and techniques are applied to decompose 
the growth paths of a population disaggregated by region and 
of a population disaggregated by age and region. The procedure 
is illustrated with data from three regions in Belgium: 
Brussels, Flanders, and Wallonia. 
1. ANALYTICAL SOLUTION OF THE DEMOGRAPHIC GROWTH PATH 
Multiregional demographic change may be represented by the 
following matrix model (Rogers 1968, 1975): 
where 
{k(t) 1 is an n-dinensional vector denoting the pop- 
ulation distribution by region (and age) at 
time t 
G is the growth matrix 
- 
Since the growth matrix is constant, the system described by (1) 
is said to be time-invariant. The general solution, which 
expresses the state vector {k(t)1 at time t in terms of the 
initial condition is 
where 
{kol is the population distribution in the year 
$(t,O) is the state-transition matrix* 
- 
The purpose of this section is to characterize the solution 
(2). This can be done by decomposing (2) in n independent 
equations or by describing G~ in terms of some fundamental and 
- 
demographically meaningful parameters. To do this, we rewrite 
(2) in terms of the eigenvectors and eigenvalues of G; in other 
% 
words, we derive a different type of solution to (1). 
To obtain an analytical solution to (I), we first assume 
a solution vector and then derive the conditions that must be 
satisfied for the solution vector to solve the system. This is 
the usual practice in differential and difference calculus 
(see e.9. YcFarlane, 1970) . 
Assume that (1) has the following solution: 
where X and 1 5 )  are independent of time. Introducing (3) into 
(1) gives 
~ 1 . ~ 0 ,  ( 3 )  gives: 
t {k(t + 1); = X[X C C I I  
* In the early literature, it was referred to as the matricant 
(Gantmacher , 19 59) . 
For ( 3 )  t o  s o l v e  ( I ) ,  w e  n u s t  have 
Equa t ion  ( 4 )  i s  t h e  c h a r a c t e r i s t i c  e q u a t i o n .  I t  h a s  a  nonzero  
s o l u t i o n  v e c t o r  { g ) ,  i f  t h e  d e t e r m i n a n t  I G  - A I I  = 0. T h i s  
- 
h o l d s  i f  X i s  a n  e i g e n v e c t o r  of G .  Hence, t h e  s o l u t i o n  of ( 1 )  
- 
t a k e s  t h e  form o f  ( 3 )  i f  and o n l y  i f  X i s  a n  e i g e n v a l u e  o f  G and 
-, 
( 5 )  i s  t h e  a s s o c i a t e d  r i g h t  e i g e n v e c t o r .  The s c a l a r  p r o p o r t i o n -  
a l i t y  f a c t o r  X d e n o t e s  t h a t  a  s o l u t i o n  t o  ( 1 )  e x i s t s  i f  { k ( t  + 1 ) )  
and { k ( t ) )  have t h e  same d i r e c t i o n  i n  t h e  s t a t e  s p a c e  b u t  o n l y  
d i f f e r  i n  magnitude.  
Note t h a t  t h e r e  a r e  a s  many s o l u t i o n s  a s  t h e r e  a r e  d i f f e r -  
e n t  v a l u e s  o f  X f o r  which t h e  d e t e r m i n a n t  I G  - A 1 1  i s  z e r o  (and 
- - 
hence { g }  i s  n o t  z e r o ) .  Denote t h e  v a r i o u s  v a l u e s  o f  by t n e  
s u b s c r i p t  i. With e a c h  v a l u e  i i ,  t h e r e  i s  a s s o c i a t e d  a  v e c t o r  
. The m a t r i x  G h a s  now t h e  i m p o r t a n t  p r o p e r t y  t h a t  i f  a l l  
- 
t h e  e i g e n v a l u e s  ii a r e  d i s t i n c t ,  t h e  e i g e n v e c t o r s  ( 5 . 1  a r e  l i n -  
1 
e a r l y  independen t .  They d e s c r i b e  t h e r e f o r e  t h e  s o l u t i o n  
( v e c t o r )  s p a c e  o f  d imension n. I n  o t h e r  words ,  t h e  e i g e n v e c t o r  
set  [ { < 1 } , ~ S 2 } , ~ S 3 } * * * * * = ~ 5 n ~ l  may be  t a k e n  a s  t h e  b a s i s  o f  a  
new c o o r d i n a t e  sys tem.  Hence, w e  c a l l  t h e  set o f  v e c t o r s  { S i }  
t h e  b a s i s  o r  b a s i c  s o l u t i o n s .  I n  c u r  n m c r i c a l  i l l u s t r a t i c n ,  
t h e  observed p o p u l a t i o n  vector Ck has t h r e e  elements, each  o f  0 
which may b e  t h o u g h t  o f  a s  r e f e r r i n g  t o  a  d imension.  The obse rved  
p o p u l a t i o n  v e c t o r  d e n o t e s ,  t h e r e f o r e ,  a  p o i n t  i n  t h e  t h r e e -  
d imens iona l  s p a c e ,  spanned by t h e  b a s i c  v e c t o r s .  
Any s o l u t i o n  t o  ( 1 )  c a n  be e x p r e s s e d  i n  t e r m s  o f  t h e  
b a s i s  o r  c o o r d i n a t e  sys tem.*  For  i n s t a n c e ,  t h e  s t a t e  v e c t o r  
{ k ( t ) ) ,  i . e . ,  t h e  p o p u l a t i o n  d i s t r i b u t i o n  a t  t i m e  t ,  nay be  
e x p r e s s e d  as a  l i n e a r  combina t ion  o f  t h e  e i g e n v e c t o r  set  o f  G 
-. 
a s  
The c o e f f i c i e n t s  ci(t) a r e  f u n c t i o n s  o f  t i m e  and have  t o  b e  
de te rmined .  They c o n s i s t  o f  two components.  One i s  a  t i m e -  
t 
independen t  pa ramete r  ci, t h e  o t h e r  i s  f u n c t i o n  of  t i m e  X i .  
The c o e f f i c i e n t s  o f  t h e  l i n e a r  t r a n s f o r m a t i o n  a l s o  have  p a r t i c -  
u l a r  demographic i n t e r p r e t a t i o n s .  B e f o r e  d e t e r m i n i n g  t h e s e  
c o e f f i c i e n t s  i n  S e c t i o n  2 ,  w e  d e f i n e  a p a r t i c u l a r  m a t r i x  t o  b e  
used l a t e r .  
Def ine  t h e  n  x n  m a t r i x  5 such t h a t  { t i }  i s  t h e  i - t h  column: 
-. 
'nn ;I 
*The p r o p e r t y  t h a t  any s o l u t i o n  v e c t o r  may be e x p r e s s e d  a s  a  
l i n e a r  combinat ion  o f  a set  of n  l i n e a r l y  independen t  s o l u t i o n  
v e c t o r s  i s  known a s  t h e  P r i n c i p l e  of ~ u ~ e r ~ o s i t i o n .  
(McFarlane,  1 9 7 0 ,  p .  3 9 6 ) .  I f  ( 5 , )  and  { ( , I  are independen t  
I L 
s o l u t i o n s ,  t h e n  E l  {S1 1 + S2 {c21  i s  a l s o  a  s o l u t i o n .  
The matrix 2 is called the fundamental matrix. It has the basic 
- 
solution vectors as its columns. Since these vectors are lin- 
early independent, the fundamental matrix is nonsingular. In 
this particular case where the columns of : are eigenvectors, 
" 
the fundamental matrix is a modal matrix. The modal matrix will 
be used in the next section to describe the solution to (1) as 
n independent equations. 
Combining (4) and (6) gives the expression 
where -4 is the diagonal matrix of the eigenvalues of G; also 
- -. 
known as the spectral matrix, since it contains the spectrum of 
G. These eigenvalues or roots of the characteristics equation 
- 
are distinct in demographic applications. By (6'), we have that 
- ,-I G = - A r :  and 
- " - " 
This is a first expression of G in terms of its eigenvalues and 
- 
eigenvectors*. Other expressions will be derived in the next 
section. 
2. DETZRMINATION OF THE COEFFICIENTS OF THE ANALYTICAL 
SOLUTION 
It has been shown that each population distribution at 
time t may be expressed as a linear combination of the right 
eigenvectors of G: 
" 
* A similar expression may be derived using the left eigenvectors 
v . If the eigenvectors are normalized such that the 
product 'vj}l{Q} = 1 if i = j and zero if i # j, then the 
modal matrix obtained by grouping the left eigenvectors is 
,-1 --I 
simply z . In other words, the rows of = are normalized left 
" " 
eigenvectors . 
where Xi is the i-th eigenvalue of 2. The problem is to deter- 
- 
mine the coefficients of c . i 
An equivalent problem to determining the coefficients of 
( 5 ' )  is to derive expressions for G~ in terms of the eigen- 
-3 
vectors. Both problems will be dealt with in this section. 
The first approach to determining the coefficients of the 
analytical solution uses the z-transform. The second approach 
introduces the left eigenvectors. 
The determination of the coefficients of the linear combin- 
ation (5') using the z-transform in population analysis is 
due to Liaw (1975). 
The z-transform of (1)  is 
where CK(Z)) is an n x 1 vector representing the z-transform 
of {k(t)). Solving for {~(z)) gives; 
The expression [zI - GI-' z is the z-transform of the state 
t transition matrix $(t) = G . It may also be written as 
... - 
where 1 denotes the determinant and adj[-1 denotes the 
adjoint matrix. Note that 121 - 51 = 0 if z takes the 
- 
value Xi, i.e., an eigenvalue of G. If the eigenvalues of 
- 
G are distinct, by partial fraction expansion we have: 
." 
a d j  [ z I  - G I  
- A 1  A2 A 
- 
-. n  A3 + ...  + - + -  I ~ $  - E;f - 7 Z - X ~  Z - x  3 2 - X  n  
where  
a d j  [ z I  - G I  
- A i  = ( z  - x i )  121 - G I  
- - 
- I z  = X i  
f o r  i = 1 ,  2, ... n ,  and  
Hence,  
T a k i n g  t h e  i n v e r s e  z - t r a n s f o r m ,  ( 9 )  becomes 
which  i s  t h e  s p e c t r a l  fo rm o f  t h e  s o l u t i o n  o f  ( 1 ) .  
From ( 1  2)  v i e  d e r i v e  a n  e x p r e s s i o n  f o r  G ~ :  
- 
b .  I n t r o d u c i n s  t h e  l e f t  e i a e n v e c t o r  
A n o t h e r  way t o  a r r i v e  a t  e x p r e s s i o n s  f o r  c i  i s  t o  p r e m u l t i -  
p l y  ( 5 ' )  by t h e  l e f t  e i g e n v e c t o r  ivi 3 '  (see,  f o r  i n s t a n c e ,  
> 
McFar lane ,  1970,  p.  4 0 2 ) .  I n  demography t h i s  p r o c e d u r e  h a s  
b e e n  u s e d  by K e y f i t z  (1968 ,  pp .  55-62!. ~ l t h o u g h  a p p e a l i n g  
because of its demographic interpretation, this procedure is 
not always applicable. It requires the eigenvalues to be 
distinct and nonzero. Prenultiplying (5') by {y.)' gives: 
3 
and for the base period 
Since tv. 1 'and { t .  1 are orthoqonal if jf it their inner prod- 
3 1 
uct is zero. Hence,{v.}'{Ei} = 0 , for jfi. 
J .- 
Therefore, for j = i = 1 ,  (15) reduces to 
and 
In general, we may write 
where di = {v~}'{<~} is a normalizing factor. If the left 
and right eigenvectors are normalized, their inner product 
is unity, i.e., {v~}'{<~) = 1 ,  and ci = {vi}'{ko). 
Substituting (1 6 )  into (5 ' )  yields 
and 
Hence, 
The c o e f f i c i e n t s  o f  ( 1  8 )  depend on t v o  b a s i c  components:  
t h e  i n i t i a l  p o p u l a t i o n  d i s t r i b u t i o n  {ko} and t h e  l e f t  
e i g e n v e c t o r s  {vi}.  Note t h a t  e i g e n v e c t o r s  and e i g e n v a l u e s  
a r e  independen t  o f  t h e  i n i t i a l  p o p u l a t i o n  d i s t r i b u t i o n  and 
o n l y  depend on t h e  e l e m e n t s  o f  t n e  growth m a t r i x ,  G .  The 
- 
e x p r e s s i o n  (18)  c o n t a i n s  c o n s i d e r a b l e  p o t e n t i a l  f o r  d e ~ o -  
g r a p h i c  i n t e r p r e t a t i o n s .  For i n s t a n c e ,  it c a n  be shown t h a t  
t h e  l e f t  e i g e n v e c t o r  { v l l  a s s o c i a t e d  w i t h  t h e  dominant  
e i g e n v a l u e  d e n o t e s  t h e  r e g i o n a l  d i s t r i b u t i o n  o f  t h e  
r e p r o d u c t i v e  p o t e n t i a l  o f  t h e  p o p u l a t i o n .  Hence, t h e  
p r o d u c t  i s  t h e  t o t a l  r e p r o d u c t i v e  v a l u e  o f  t h e  
i n i t i a l  p o p u l a t i o n  [ f o r  a  f u r t h e r  d i s c u s s i o n  o f  t h e  
r e p r o d u c t i v e  v a l u e ,  see W i l l e k e n s  (1977) and Rogers  and 
Wi l l ekens  (1978) 1 . 
A comparison o f  ( 1 8 )  w i t h  (12)  shows t h a t  
The m a t r i x  Z i  = {(i}{vi}'  is  t h e  c o n s t i t u e n t  m a t r i x  o r  
s p e c t r a l  component. ( L a n c a s t e r ,  1969,  p .  6 3 ) .  I t  h a s  t h e  
same f e a t u r e s  a s  Ai ,  t o  which it i s  p r o p o r t i o n a l .  
- 
We have now three expressions for Gt which are 
-. 
equivalent: 
The constituent matrix may be expressed in terms of differ- 
ent matrix expressions: 
(ii) (Morgan, 1966) , 
Z = [tr ~(z11-l R(z) 
- i - -. z = A i  
where tr denotes the trace of a matrix* and 
R(z) = adj (ZI - s) 
-. 
- 
(iii) (Lancaster, 1969, p. 174), 
If G is simple, then (Lancaster, 1969, p. 175), 
- 
where C (Ai) is the reduced adjoint of G and I) ( m )  its 
- 
minimal polynomial. 
*Note that the inner product {v~}'{<~} is equal to the trace of 
the constituent matrix. It is equal to unity if the eigenvectors 
are normalized. 
The constituent matrix has the following properties: 
(1) The nonzero rows are left eigenvectors of G; the 
* 
nonzero columns are right eigenvectors of G. 
* 
Postmultiplying [G - AiI]{Si} with v '  gives 
+ * 
Premultiplying {viIf[G - A.11 with ISi} gives 
.. 1.. 
Therefore, 
(ii) The rank is one. This is due to the fact that all 
eigenvectors associated with a given eigenvalue are 
linearly dependent. Hence, the columns of zi are 
linearly dependent. 
2 (iii) The constituent matrix is idempotent, i.e., Z = Z 
..,i -1 
(i = 2 n .  This implies (Lancaster, 1369, pp. 
82-83) : 
. the eigenvalues are all equal to one or zero (if 
eigenvectors are initially normalized). If the 
eigenvectors are not normalized, the nonzero 
eigenvalue is equal to d = tr[{<iI{viI']. i 
. Z is simple, i.e., it is similar to a diagonal 
.. i 
matrix of its eigenvalues. 
(iv) The sum of the constituent matrices is the identity 
matrix 




the model matrix of left eigenvectors) into 
vectors and by multiplying the vectors as 1.f they 
were scalar elements (see also ~eyfitz, 1968, p. 62). 
3. GROWTH TRAJECTORY OF POPULATION DISAGGREGATED BY REGION: 
NUMERICAL ILLUSTRATION 
Consider the components-of-change model for the three-region 
system Brussels, Flanders,and Wallonia (Willekens, 1979): 
The growth matrix describes the pattern of change during one year 
(projection interval), hence, t + 1 = 1971. The initial population 
distribution (in 1970) is: 
We derive the analytical solution to this equation system using 
the z-transform and the left eigenvector. 
a. Analytical solution using z-transform 
To find the analytical solution of (21) in the form of 
equation (12), we must first compute the constituent 
matrices Ai. Recall that 
-. 
The determinant I Z I  - - G I  - is equal to 
adj [zI - GI 
- .., 
Ai = (Z - hi) JzI - GI 
.., 
The ejgenvalues of G are solutions to the equation lz1 - G (  
.-. .. 
= 0, hence 
I for i = 1 ,2,...n 
All eigenvalues are real. Note that the sum of the eigen- 
values is equal to the trace of G (sum of diagonal ele- 
- 
ments) . 
z = Xi 
The adjoint matrix adj[zI - - GI . is equal to the trans2ose 
of the cofactor matrix cof[zI - GI, which is derived by 
.. .. 
replacing each element h of the matrix H = [zI - GI by its i j - .. .. 
C 
cofactor Hij (Rogers, 1971, p. 82). 
The coefficient matrices are equal to 
where ti = (z - hj) 1 or ti = tr[adj (ZI - G)] 
l+i .. - z = Xi J z  = A i 
In the numerical illustration, the values of ti are: 
The adjoint matrices adj (A.1 - G) are computed using the 
1- .. 
improved Leverrier algorithm (Faddeev and Faddeeva, 1963, 
pp. 260-265). The algorithm which yields simultaneously 
the coefficients of the characteristic polynomial and the 
adjoint matrices, is described in the Appendix 1 (see also 
Willekens, 1975). 
The adjoint matrices are equal to 
0.000920 -0.000065 -0.0001 37 
adj (h31 - G) = 
* - 
0.000032 0.000067 
0.000029 0.000061 1 
Note that the values of ti are equal to the traces (sum of 
diagonal elements) of the adjoint matrices. 
Substituting (22) into ( 12) yields the analytical solution 
t o  ( 2 1 )  : 
0.07014 0.09218 0.05463 
{k (t)  ) = (1.00301) 0.59456 0.78507 0.46460 
0.18628 0.24567 0.14599 1 
n  t t Note  t h a t  1 Ai A i  is  e q u a l  t o  G . 
.. - i= 1
b. A n a l y t i c a l  s o l u t i o n  u s i n g  l e f t  e i g e n v e c t o r  
The l e f t  a n d  r i g h t  e i g e n v e c t o r s  o f  G ,  a s s o c i a t e d  w i t h  
- 
t h e  d i f f e r e n t  e i g e n v a l u e s ,  a r e  g i v e n  i n  T a b l e  1 .  The e i g e n -  
v e c t o r s  are n o r m a l i z e d  s u c h  t h a t  t h e i r  i n n e r  p r o d u c t  e q u a l s  
u n i t y .  (Hence t h e  modal m a t r i x  o f  l e f t  e i g e n v e c t o r s  i s  t h e  
i n v e r s e  o f  t h e  modal m a t r i x  o f  r i g h t  e i g e n v e c t o r s . )  
Table 1 .  E i g e n v a l u e s  and  E i g e n v e c t o r s  o f  t h e  M u l t i r e g i o n a l  
P o p u l a t i o n  Growth M a t r i x ,  G. 
- 
Eigenvalues 
Region Eigenvectors  
Le f t  Right Le f t  Right L e f t  Riqht 
Brusse ls  0.85068 0.08212 0.38950 0.05715 1.76154 0.51539 
Flanders  1.12250 0.69897 -0.48599 -0.37792 -0.12437 -0.25398 
Wallonia 0.66486 0.21891 1.40562 0.56493 -0.26180 -0.23063 
The  c o e f f i c i e n t s  ci o f  t h e  a n a l y t i c a l  s o l u t i o n  ( 1  7 )  are:  
t The d e m o g r a p h i c  g r o w t h  mode l  {k ( t )  = G {ko} may b e  r e p l a c e d  
- 
by t h e  a n a l y t i c a l  e x p r e s s i o n  ( 5 ' ) ,  w h i c h  f o r  t h e  n u m e r i c a l  
E q u a t i o n  ( 2 3 )  may b e  w r i t t e n  a s  f o l l o w s :  
i l l u s t r a t i o n  becomes :  
{ k ( t ) }  = 9 , 0 6 2 , 5 7 9  x  ( 1 . 0 0 3 0 1 ) ~ ~  
- 
0 .08212  1 0 . 6 9 8 9 7 ,  
The above expression decomposes the multiregional population 
projection into a set of three univariate equations. The 
growth of Brussels is described by the single equation 
For t = 0 (1370), the formula yields: 
which compares with the observed number of 1,079,520. 
For t = 1 (1971), the population of Brussels is equal to 
which is comparable with the 1,073,998 obtained by multiply- 
ing the population vector of the base year with the demo- 
graphic growth matrix (Millekens, 1979). Deviation is due to 
rounding errors introduced predominantly in the computation 
of the eigenvalues and eigenvectors. 
Note t h a t  a s  t becomes l a r g e ,  t h e  c o n t r i b u t i o n  of t h e  second 
and t h i r d  t e r m  o f  t h e  r igh t -hand  s i d e  t o  t h e  p o p u l a t i o n  v e c t o r  
f k ( t ) )  d i m i n i s h e s ,  s i n c e  t h e  a s s o c i a t e d  e i g e n v a l u e s  a r e  l e s s  
t han  u n i t y .  The t h i r d  t e rm  w i l l  become z e r o  a f t e r  400 s t e p s  
( y e a r s )  and t h e  second t e rm  a f t e r  1500 s t e p s .  Values  o f  t h e  
t h r e e  t e rms  f o r  d i f f e r e n t  v a l u e s  of  t a r e  g iven  i n  Appendix 2 .  
The o b s e r v a t i o n  t h a t  g r a d u a l l y  h i g h e r  terms d i s a p p e a r  l e a d s  t o  
t h e  s t a b l e  p o p u l a t i o n  concep t  and w i l l  be  d i s c u s s e d  i n  t h e  n e x t  
s e c t i o n .  
Once t h e  e f f e c t  of  t h e  l a s t  two components d i s a p p e a r s ,  
t h e  growth p r o c e s s  w i l l  comple te ly  b e  d e s c r i b e d  by t h e  
f i r s t  te rm c l  X:{cl 1 o n l y .  A t  t h i s  s t a g e ,  t h e  p o p u l a t i o n  
i s  s a i d  t o  have  r eached  s t a b i l i t y .  The f i r s t  t e r m  c o n t a i n s  
i n f o r ma t ion  on t h e  most  impor t an t  f e a t u r e s  o f  t h e  s t a b l e  
o r  s t e a d y - s t a t e  p o p u l a t i o n .  S t ab l e -popu l a t i on  a n a l y s i s  
f o r  t h e  t h r e e - r e g i o n  sys tem w i l l  be  c a r r i e d  o u t  i n  S e c t i o n  
5.  Here it s u f f i c e s  t o  s t a t e  t h a t  X 1  d e n o t e s  t h e  s t a b l e  
growth r a t i o  and i s  e a s i l y  conve r t ed  i n t o  a n  annua l  growth 
I 
r a t e  r = I n  A,, where h  i s  t h e  p r o j e c t i o n  i n t e r v a l ;  i n  
t h i s  c a s e  h  = 1.  The v e c t o r  { c l }  d e n o t e s  each  r e g i o n ' s  
s h a r e  of  t h e  n a t i o n a l  p o p u l a t i o n .  
Comparison o f  t h e  obse rved  (19701 and o f  t h e  s t a b l e  
r e g i o n a l  s h a r e s  shows t h a t  t h e  r e g i o n  o f  F l a n d e r s  w i l l  be  
g a i n i n g  p o p u l a t i o n  r e l a t i v e  t o  t h e  o t h e r  two r e g i o n s .  
Such comparisons c a n  be  u s e f u l  i n  a  s t u d y  o f  t h e  demographic 
consequences o f  m i g r a t i o n .  More i n t e r e s t i n g  t h a n  t h i s  
compara t ive  s t a t i c  a n a l y s i s  i s ,however ,a  dynamic a n a l y s i s ,  
which f o c u s e s  on t h e  growth p a t h  from t h e  obse rved  t o  
t h e  s t a b l e  p o p u l a t i o n .  For t h i s  r e a s o n ,  a  s h o r t  s e c t i o n  
w i l l  now be devoted t o  t h e  i n v e s t i g a t i o n  o f  t h e  way t h e  m u l t i -  
r e g i o n a l  p o p u l a t i o n  converges  towards s t a b i l i t y .  
4. CONVERGENCE PATH TOWARDS STABILITY 
The m u l t i r e g i o n a l  demographic growth p a t h  was d e s c r i b e d  by 
equa t i ons  (5'). For a  t h r ee - r eg ion  sys tem,  t h e  growth t r a j e c t o r y  
i s  r e p r e s e n t e d  by t h e  fo l l owing  t h r e e  independent  e q u a t i o n s :  
For l a r g e  v a l u e s  o f  t ,  t h e  t h r e e  f u n c t i o n s  a r e  monoton ica l ly  
i n c r e a s i n g  and convex. I n  t h i s  s e c t i o n ,  t h e  shape  o f  t h e  growth 
p a t h  w i l l  b e  i n v e s t i g a t e d  f o r  smal l  t a s  w e l l .  
The c o n d i t i o n  f o r  a  monotonic i n c r e a s i n g  p o p u l a t i o n  i s  
t h a t  t h e  f i r s t  d e r i v a t i v e  of (24)  i s  p o s i t i v e :  
I f  t h i s  c o n d i t i o n  h o l d s  f o r  t = 0 ,  it w i l l  hold  f o r  any t > 0 ,  
and hence,  p o p u l a t i o n  growth o f  r e g i o n  i w i l l  b e  monotonic. 
Not t ,  b u t  t h e  r e l a t i v e  d i f f e r e n c e s  between A 1  and h 2  and A 3  
de te rmine  whether  t h e  c o n d i t i o n  is met. For t = 0, t h e  v a l u e s  
dki ( 0 )  
Of d t  a r e  a s  fo l l ows :  
T h e r e f o r e ,  t h e  p o p u l a t i o n s  o f  t h e  l a s t  two r e g i o n s  w i l l  beg in  
t o  i n c r e a s e  r i g h t  from t h e  beg inn ing ,  w h i l e  t h e  p o p u l a t i o n  o f  
t h e  f i r s t  r e g i o n  ( B r u s s e l s )  w i l l  d e c r e a s e  o v e r  some p e r i o d  
of time and o n l y  l a t e r  w i l l  beg in  t o  i n c r e a s e .  (The i n c r e a s e  
of t h e  o t h e r  t w o  r e g i o n s  w i l l  resemble t h e  g r aph  i n  F i g u r e  l a ) .  
The p e r i o d  o f  i n c r e a s e  w i l l  beg in  when t h e  e f f e c t  o f  t h e  l a s t  
t w o  members o n  t h e  r i gh t -hand  s i d e  o f  (23)  i s  s m a l l e r  t h a n  t h a t  
o f  t h e  f i r s t  one .  
The f u n c t i o n  k l ( t )  i s  d e c r e a s i n g  a t  f i r s t ,  hence  one  may 
a s k  i f  it i s  convex o r  ha s  a  d i f f e r e n t - s h a p e .  The second 
d e r i v a t i v e  can  be  used t o  i n v e s t i g a t e  t h e  problem, keeping i n  
mind t h a t  when it i s  p o s i t i v e ,  t h e  f u n c t i o n  is  convex,  and 
when n e g a t i v e ,  t h e  f u n c t i o n  i s  concave . .  
For  t = 0, it was e s t ima t ed  t h a t  
h e n c e , k , ( t )  i s  convex a t  t h e  p o i n t  t = 0 .  I n  such  a  c a s e ,  t h e  
r e g i o n  1 's  p o p u l a t i o n  growth w i l l  have t h e  shape  a s  i n  F i g u r e  
I b .  The p o i n t  o f  minimum p o p u l a t i o n  can  be  e a s i l y  found: 
dk,  ( t)  
s imply  compute t h i s  v a l u e  o f  t ,  f o r  which d t  = 0  h o l d s .  
T h i s  t i s  between 39 and 4 0  t ime  p e r i o d s  and k l  ( 4 0 )  = 992252. 
F i g u r e  1c  shows a  t h i r d  k ind  of p r o j e c t i o n  p a t h  which 
i s  n o t  obse rved  i n  t h e  c a s e  o f  t h e  Belgium r e g i o n s .  I t  t a k e s  
d2k ( t )  
p l a c e  when < 0. The demographic meaning o f  t h i s  c a s e  i s  
d t 2  
t h a t  t h e  p o p u l a t i o n  w i l l  d e c r e a s e  s lowly  a t  f i r s t ,  more r a p i d l y  
l a t e r ,  b u t  f i n a l l y  w i l l  i n c r e a s e .  I t  i s  v i r t u a l l y  t h e  same 
A 
p r o c e s s  a s  when d L k ( o )  > 0. The re fo re ,  it i s  enough u s u a l l y  t o  
d t 2  
know i f  dk:o) > 0 ,  because  t hen  t h e  p r o j e c t i o n  p a t h  can be 
i d e n t i f i e d .  
On t h e  b a s i s  o f  t h i s  a n a l y s i s ,  t h e  p r o j e c t i o n  p a t h s  were 
i d e n t i f i e d  f o r  t h r e e  r e g i o n s  o f  Belgium, w i thou t  c a r r y i n g  o u t  
t h e  p o p u l a t i o n  p r o j e c t i o n  i t s e l f .  I t  was shown t h a t  t h e  popu- 
l a t i o n s  of  F l a n d e r s  and Wal lonia  w i l l  i n c r e a s e  from t h e  v e r y  
beginning,  w h i l e  t h a t  o f  B r u s s e l s  w i l l  d e c r e a s e  from 1,079,520 
down t o  992,252 d u r i n g  t h e  f i r s t  40 y e a r s  b u t  w i l l  c o n t i n u o u s l y  
i n c r e a s e  a f t e r w a r d s .  Note t h a t  t h e  p o p u l a t i o n s  were s t u d i e d  
w i thou t  t a k i n g  i n t o  accoun t  t h e  age  compos i t ion  and assuming 
a c l o s e d  sys tem (no  e x t e r n a l  m ig ra t i on )  and c o n s t a n t  demographic 
paramete rs .  
F i g u r e  1 .  Three  d i f f e r e n t  shapes  o f  r e g i o n a l  growth i n  a t h r e e -  
r e g i o n a l  p o p u l a t i o n  p r o j e c t i o n .  
dk(O) > 0 t i a )  : 
a t  
STABLE POPULATION 
Stable population analysis investigates the long-term in- 
pact of current (base year) demographic behavior. The basic 
question is: what will {k(t)) be if t becomes very large? In 
other words, stable population theory studies the asymptotic 
behavior of population growth and distribution. 
~ e t  {'k(t) ) be the stable population at time t, i.e., 
Because {k-) is fixed, the study of the asymptotic properties of 
u t the projection is equivalent to the investigation of lim G . 
t + w  - 
Therefore, most properties of the stable population depend on the 
growth matrix, and stable population analysis is largely an anal- 
ysis of the growth matrix G. The application of fundamental 
- 
theorems of matrix algebra underlies stable population theory. 
In this section we first describe the properties of the 
growth matrix, then formulate the Perron-Frobenius theorem, 
which is the main theorem behind stable theory, and finally 
characterize the stable equivalent population. 
a .  P r o p e r t i e s  o f  t h e  urowth  m a t r i x  G 
R e c a l l  t h e  g rowth  m a t r i x  f o r  t h e  t h r e e - r e g i o n  s y s t e m  
B r u s s e l s - F l a n d e r s - W a l l o n i a .  
I t  i s  a s q u a r e  m a t r i x  o f  d imens ion  3 x  3 (or i n  g e n e r a l ,  
n  x  n ,  where n  i s  t h e  number o f  r e g i o n s ) .  The g rowth  ma- 
t r i x  G a n d  a l l  r e a l i s t i c  growth  m a t r i c e s  t h a t  may b e  de- 
- 
s i g n e d  have  t h e  f o l l o w i n g  p r o p e r t i e s :  
(i) Nonnega t ive :  a  m a t r i x  G i s  s a i d  t o  be n o n n e g a t i v e  
- 
i f  e a c h  o f  i t s  e l e m e n t s  i s  n o n n e g a t i v e ,  i . e . ,  g i  j 
> o f o r  a l l  i a n d  j .  
- 
(ii) Indecomposable  o r  i r r e d u c i b l e :  a  m a t r i x  G i s  irre- 
- 
d u c i b l e  if - no p e r m u t a t i o n  m a t r i x  P  e x i s t s  s u c h  
- 
t h a t  
where G1 - G 2 2  a r e  s q u a r e  matrices o f  a n  o r d e r  less 
t h a n  n  ( L a n c a s t e r ,  1969,  p .  2 8 0 ) .  
(iii) P r i m i t i v e :  a  s q u a r e ,  i ndecomposab le ,  n o n n e g a t i v e  
m a t r i x  i s  p r i m i t i v e  i f  t h e r e  e x i s t s  a p o s i t i v e  i n t e -  
- 
g e r  T s u c h  t h a t  G ' ~  > 0  ( L a n c a s t e r ,  1969,  pp .  289- 
- 
2 9 1 ) .  Every  p o s i t i v e  m a t r i x  i s  n e c e s s a r i l y  p r i m i -  
t i v e .  A p r i m i t i v e  m a t r i x  h a s  a  dominan t  e i g e n v a l u e  
which  i s  u n i q u e  i n  a b s o l u t e  v a l u e .  (The a b s o l u t e  
v a l u e  o f  t h e  dominant  e i g e n v a l u e  i s  known a s  t h e  
s p e c t r a l  r a d i u s . )  
( i v )  D i s t i n c t  e i g e n v a l u e s  X t h i s  i s  less a  p r o p e r t y  o f  i' 
G t h a n  an  assumpt ion i n  demographic r e s e a r c h .  Empir- 
.., 
i c a l l y ,  no c a s e s  of m u l t i p l e  r o o t s  have t u r n e d  up 
(Liaw, 1975, p .  231 ) .  T h i s  p r o p e r t y  h a s ,  however, 
i m p o r t a n t  i m p l i c a t i o n s .  R e c a l l  t h a t  i f  t h e  e igen-  
v a l u e s  a r e  d i s t i n c t ,  t h e  e i g e n v e c t o r s  a r e  l i n e a r l y  
independen t  and t h e  modal m a t r i x  i s  n o n s i n g u l a r  
( i . e . ,  h a s  an i n v e r s e ) .  A s  a  consequence,  t h e r e  
e x i s t s  a  s i m i l a r i t y  t r a n s f o r m a t i o n  between G and a  
- 
d i a g o n a l  m a t r i x  A, t h e  d i a g o n a l  e l emen t s  o f  which a r e  
- 
t h e  d i s t i n c t  e i genva lue s :  
where 
i s  known a s  t h e  s p e c t r a l  m a t r i x .  A m a t r i x ,  f o r  
which a  s i m i l a r i t y  t r a n s f o r m a t i o n  (26 )  e x i s t s ,  i s  
s a i d  t o  be  d i a g o n a l i z a b l e .  Such a  m a t r i x  i s  s imple  
( L a n c a s t e r ,  1969, p .  6 3 ) .  ': Note t h a t  E c o n v e r t s  t h e  
- 
p o p u l a t i o n  v e c t o r  Ik ( t )  i n  terms o f  t h e  new b a s i s ,  
made up o f  t h e  r i g h t  e i g e n v e c t o r s  o f  G .  Formal ly ,  
.. 
t h e  v e c t o r  
r e p r e s e n t s  t h e  p o p u l a t i o n  d i s t r i b u t i o n  i n  terms of  
t h e  c o o r d i n a t e  sys tem made up o f  t h e  r i g h t  e igen-  
v e c t o r s  o f  G. S i m i l a r l y ,  
- 
T h e r e f o r e ,  
S i n c e  A i s  d i a g o n a l ,  t h e  s e t  o f  n  s i m u l t a n e o u s  equa- 
- 
t i o n s  ( 1 )  d e s c r i b i n g  t h e  m u l t i r e g i o n a l  p o p u l a t i o n  
growth,  i s  r e p l a c e d  by n  i n d e p e n d e n t  u n i v a r i a t e  
A 
e q u a t i o n s .  The v a l u e  o f  k i ( t  + 1 )  o n l y  depends  on  
A 
k i ( t ) ,  i . e . ,  t h e  p o p u l a t i o n  o f  t h e  same r e g i o n  i n  
t h e  p r e v i o u s  t i m e  p e r i o d .  
I n  o u r  t h r e e - r e g i o n  c a s e ,  t h e  s i m i l a r i t y  t r a n s -  
t -  --1 f o r m a t i o n  G = = A i s :  
- - - - .  
A 
and t h e  b a s e  y e a r  p o p u l a t i o n  d i s t r i b u t i o n  {k (0)  1 i s  
2-l {k(O)  1: 
- 
These p r o p e r t i e s  of  t h e  p o p u l a t i o n  growth m a t r i c e s  
obey a  most i m p o r t a n t  theorem o f  m a t r i x  a l g e h r a ,  a theorem 
which i s  b a s i c  t o  d i s c r e t e  s t a b l e  a n a l y s i s :  t h e  Per ron-  
F r o b e n i u s  theorem. 
b. Perron-Frobenius  theorem 
L e t  G be a  s q u a r e ,  nonnega t ive ,  indecomposable,  p r imi -  
- 
t i v e  m a t r i x .  Then t h e r e  e x i s t s  an  e i g e n v a l u e  A o f  G such 1 - 
t h a t  
(i) A 1  i s  r e a l  and p o s i t i v e .  
(ii) A ,  > A i = 2 . n. A ,  exceeds  t h e  a b s o l u t e  
v a l u e  of any o t h e r  e i genva lue  of  G .  The re fo r e ,  X 1  
- 
i s  g e n e r a l l y  known a s  t h e  dominant  e i g e n v a l u e ,  o r  
Pe r ron - roo t ,  o f  t h e  m a t r i x .  
(iii) A ,  can  be  a s s o c i a t e d  w i t h  s t r i c t l y  p o s i t i v e  l e f t  
and r i g h t  e i g e n v e c t o r s .  
( i v )  X 1  i s  a  s imp le  r o o t  o f  t h e  c h a r a c t e r i s t i c  e q u a t i o n ,  
i . e . ,  A 1  i s  unique.  
There  a r e  many p r o o f s  o f  t h i s  theorem. The i n t e r e s t e d  
r e a d e r  i s  r e f e r r e d  t o  Sene t a  (1973,  pp.  2-6) o r  Gantnacher 
(1959, v o l .  2 ,  pp. 53-62) among o t h e r s .  
The Perron-Frobenius  theorem t e l l s  u s  something v e r y  
i r e p o r t a n t  a b o u t  t h e  a s l p p t o t i c  behav ior  o f  t h e  growth 
p r o c e s s .  R e c a l l  ( 5 )  , i n  which c ( t )  = c h i  t . i 
S i n c e  t h e  e i g e n v a l u e  X exceeds  a l l  t h e  o t h e r s ,  t h e  l i n e a r  1  
combinat ion  i n  ( 5 )  i s  dominated by t h e  f i r s t  e l ement  i f  
t becomes l a r g e .  Hence, w e  may w r i t e  
The a sympto t i c  behav io r  o f  t h e  p o p u l a t i o n  growth p r o c e s s  
i s  determined by t h e  dominant e i g e n v a l u e  X 1  o f  t h e  growth 
m a t r i x  G and by t h e  a s s o c i a t e d  r i g h t  e i g e n v e c t o r .  What 
- 
t h i s  means i s  t h a t ,  r e g a r d l e s s  o f  t h e  i n i t i a l  p o p u l a t i o n ,  t h e  
u l t i m a t e  p o p u l a t i o n  w i l l  grow e x p o n e n t i a l l y  and i t s  r e l a t i v e  
d i s t r i b u t i o n  by r e g i o n  w i l l  remain c o n s t a n t .  The u l t i m a t e  pop- 
u l a t i o n  i s  c a l l e d  t h e  s table  ( o r  s t e a d y  s t a t e )  p o p u l a t i o n .  The 
s t a b l e  growth r a t e  and t h e  r e l a t i v e  s t a b l e  d i s t r i b u t i o n  are 
independen t  o f  t h e  i n i t i a l  p o p u l a t i o n  b u t  depend o n l y  on t h e  
e n t r i e s  o f  t h e  p o p u l a t i o n  growth m a t r i x  G ,  i . e . ,  o n  t h e  obse rved  
... 
rates o f  f e r t i l i t y ,  m o r t a l i t y ,  and m i g r a t i o n .  T h i s  i s  t h e  
e r g o d i c  p r o p e r t y  i n  demography: t h e  t endency  o f  a p o p u l a t i o n  
t o  f o r g e t  i t s  past ( i n i t i a l  d i s t r i b u t i o n )  . 
The r e l a t i o n  between t h e  r e l a t i v e  d i s t r i b u t i o n ,  e x p r e s s e d  
by i t  1 and t h e  d i s t r i b u t i o n  i n  a b s o l u t e  terms, i s k ( t )  1 ,  i s  
g i v e n  by ( 2 9 ) :  
with 
1 t 
- A l 1 v 1  = l i m  G t 
d l  t + w  - 
The v a l u e  o f  G~ f o r  l a r g e  v a l u e s  of  t o n l y  depends  on t h e  dominant 
.. 
r o o t  A ,  and on t h e  c o n s t i t u e n t  m a t r i x ,  which i s  c o m p l e t e l y  
de te rmined  by t h e  l e f t  and r i g h t  e i g e n v e c t o r s  o f  G a s s o c i a t e d  
... 
w i t h  A , .  
Equat ion  (30)  l e a d s  d i r e c t l y  t o  a p a r t i c u l a r l y  u s e f u l  
c o n c e p t :  t h e  s table  e q u i v a l e n t  p o p u l a t i o n .  
c.  The stable  e q u i v a l e n t  (SE) p o p u l a t i o n  I 'k (0) 1 
The SE p o p u l a t i o n  i s  t h a t  p o p u l a t i o n  which,  i f  d i s t r i b u t e d  
as t h e  s t a b l e  p o p u l a t i o n  and growing a t  t h e  stable growth 
r a t i o  A 1 ,  would l e a d  t o  t h e  same stable  p o p u l a t i o n  as t h e  
obse rved  p o p u l a t i o n .  T h i s  c a n  e a s i l y  b e  s e e n  by: 
where t S k ( o )  1 i s  t h e  v e c t o r  o f  r e g i o n a l  s t a b l e  e q u i v a l e n t  
t p o p u l a t i o n s .  I t  i s  e q u a l  t o  { 'k ( t )} /Al  o r ,  by ( 3 1 ) :  
Hence, t h e  m a t r i x  
t r a n s f o r m s  t h e  obse rved  p o p u l a t i o n  i n t o  t h e  s t a b l e  equ iva -  
l e n t  p o p u l a t i o n .  I f  t h e  e i g e n v e c t o r s  a r e  normal ized  
( d l  = I ) ,  t h e n  t h e  t r a n s f o r m a t i o n  m a t r i x  i s  i d e n t i c a l  t o  
t h e  c o n s t i t u e n t  m a t r i x .  I n  o t h e r  words ,  t h e  s t a b l e  equ iva -  
l e n t  p o p u l a t i o n  by r e g i o n  may be  w r i t t e n  as a  l i n e a r  t r a n s -  
f o r m a t i o n  o f  t h e  obse rved  p o p u l a t i o n  by r e g i o n ,  t h e  t r a n s -  
f o r m a t i o n  m a t r i x  b e i n g  p r o p o r t i o n a l  t o  t h e  c o n s t i t u e n t  
m a t r i x .  T h e r e f o r e ,  t h e  SE p o p u l a t i o n  d o e s  n o t  depend 
d i r e c t l y  on t h e  s t a b l e  growth r a t i o ;  however,  an  i n d i r e c t  
r e l a t i o n s h i p  e x i s t s .  
Equa t ion  ( 3 2 )  c o n v e r t s  t h e  obse rved  p o p u l a t i o n  i n t o  t h e  
s t a b l e  e q u i v a l e n t  p o p u l a t i o n .  Another  r e l a t i o n s h i p  t h a t  
i s  o f  p a r t i c u l a r  i n t e r e s t  i s  between t h e  r e l a t i v e  s t a b l e  
d i s t r i b u t i o n  { E l }  and t h e  SE p o p u l a t i o n .  Whereas { E l }  
e x p r e s s e s  t h e  s t a b l e  p o p u l a t i o n  d i s t r i b u t i o n  i n  r e l a t i v e  
t e r m s ,  t h e  SE e x p r e s s e s  t h e  s t a b l e  d i s t r i b u t i o n  i n  a b s o l u t e  
t e r m s .  The r e l a t i o n  between b o t h  i s  g i v e n  by t h e  propor-  
t i o n a l i t y  f a c t o r  ( c l )  i n t r o d u c e d  e a r l i e r .  Rewr i t ing  (32)  
g i v e s  : 
If the eigenvectors are normalized, cl is simply {vl}'{ko}. 
If {S1} is scaled such that the elements sum up to unity, 
then cl is equal to the total SE population of the multi- 
regional system. The total stable equivalent population 
is proportional to the total reproductive value V = {vlIf 
{ko}, the proportionality factor being 
(see also Willekens, 1977, p. 24). 
Hence, we have found an interesting demographic interpreta- 
tion for the proportionality factor dl: the proportionality 
factor dl is equal to the ratio of the total reproductive 
value of the system to the total SE population. It only 
depends on the scaling of the eigenvectors associated with 
6. GROWTH TRAJECTORY OF POPULATION DISAGGREGATED BY AGE AND 
REGION 
Now the i:lvestigations will be repeated for age-disaggregated 
populations. The same three-region population system will be 
considered, but the population will now be disaggregated into 
5-year age groups. As a consequence, the projection interval 
will be 5 years (h = 5). It was noted earlier that the solution 
using the left eigenvectors is demographically more meaningful 
and mathematically easier to follow. Therefore, the 
disaggregated-by-age c a s e  o f  t h i s  s e c t i o n  o n l y  c o n s i d e r s  t h i s  
s o l u t i o n .  The m a t r i x  G and t h e  observed  p o p u l a t i o n  v e c t o r s  
- 
w i l l  n o t  be e x h i b i t e d  h e r e ,  because  t h e y  a r e  ve ry  l a r g e .  
W e  s h a l l  c o n s i d e r  o n l y  t h e  age-groups u n t i l  t h e  end o f  
t h e  r ep roduc t i on  p e r i o d ,  i . e . ,  0  t o  50 years - - t en  age  groups .  
S ince  t h e r e  a r e  t h r e e  r e g i o n s ,  G w i l l  be  a  30 x 30 m a t r i x .  
- 
Then G w i l l  have 30 e igenva lues  X i ;  and a s s o c i a t e d  w i th  each 
- 
A i l  a  r i g h t  and a  l e f t  e i g e n v e c t o r .  The e i g e n v a l u e s  a r e  
p r e sen t ed  i n  Tab le  2 ,  and t h e  f i r s t  t h r e e  r i g h t  e i g e n v e c t o r s  i n  
Tab le  3. The e igenva lues  r e f e r  t o  a  5-year p e r i o d  s i n c e  t h e  
p r o j e c t i o n  i n t e r v a l  i s  5  y e a r s .  They may b e  c l a s s i f i e d  i n t o  
f o u r  t ypes :  t h e  dominant e igenva lue  X t h e  o t h e r  real  p o s i t i v e  1 ' 
e igenva lues  (n ,  i n  number, h e r e  nl = 2 ) ;  t h e  rea l  n e g a t i v e  
e igenva lues  (n2  i n  number, h e r e  n2 = 3 ) ;  and t h e  complex e igen-  
v a l u e s  (n3  i n  number, h e r e  n3 = 2 4 ) .  S i n c e  complex e i g e n v a l u e s  
a r e  a  p a r t i c u l a r  f e a t u r e  o f  age-d i saggrega ted  growth o p e r a t o r s ;  
t h e y  w i l l  r e c e i v e  p a r t i c u l a r  a t t e n t i o n  i n  t h i s  s e c t i o n .  
A s  i n  t h e  p r ev ious  s e c t i o n s ,  t h e  growth p a t h  o f  t h e  m u l t i -  
r e g i o n a l  p o p u l a t i o n  system may be  expressed  i n  terms of  t h e  
e igenva lues  and e i g e n v e c t o r s  of  t h e  growth m a t r i x  G .  Analogously 
- 
t o  ( 5 ' ) ,  t h e  a n a l y t i c a l  s o l u t i o n  o f  t h e  d i s a g g r e g a t e  growth 
p a t h  i s  
where {c i}  i s  a  r i g h t  e i g e n v e c t o r  o f  G w i t h  30 e lements ,  10 
- 
f o r  each r e g i o n .  
G i v e n t h e c l a s s i f i c a t i o n  of t h e  e i g e n v a l u e s ,  t h e  terms of  
(34)  may b e  grouped a c c o r d i n g l y  (Liaw 1980: 593) . The term 
a s s o c i a t e d  w i t h  t h e  dominant e igenva lue  i s  t h e  dominant component. 
I t  de t e rmines  t h e  s y s t e m ' s  s t a b l e  ( long-run o r  s t e a d y - s t a t e )  
growth r a t e  and s t a b l e  age-by-region p o p u l a t i o n  d i s t r i b u t i o n .  
The terms a s s o c i a t e d  w i t h  t h e  remaining p o s i t i v e  e igenva lues  
ÿ able 2. Eigenvalues Xi, i = 1 ,  ..., 30, of the multiregional 
growth matrix (age-disaggregated) . 
5-year period 
a Imaginary a Real part 
(u) part (v) 
1.01158 0.00000 
0.79916 0.00000 





























































































L( An explanation of the decomposition of complex numbers into real and 
mginary parts is given in Appendix 4. 
Table 3. The right eigenvectors of the age-disaggregated growth 
matrix, corresponding to the three positive eigen- 
values. 
E i g e n v a l u e s  
Right e i g e n v e c t o r s  
Age 
Region Group 
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a r e  deno ted  by Liaw a s  s p a t i a l  components,  s i n c e  t h e y  seem t o  
d e t e r m i n e  t h e  s p a t i a l  r e d i s t r i b u t i o n  of t h e  p o p u l a t i o n .  The 
complex and n e g a t i v e  e i g e n v a l u e s  a r e  c y c l i c a l  components ,  a s  t h e y  
d e t e r m i n e  t h e  t r a n s m i s s i o n  o f  p o p u l a t i o n  waves. Each of  t h e s e  
c a t e g o r i e s  h a s  a  p a r t i c u l a r  c o n t r i b u t i o n  t o  t h e  p a t h  o f  popula-  
t i o n  growth.  The s t u d y  o f  t h e  c o n t r i b u t i o n s  i s  t h e  s u b j e c t  
o f  t h e  remainder  o f  t h i s  s e c t i o n .  
To s t u d y  t h e  growth p a t h ,  w e  w i l l  decompose t h e  r i g h t - h a n d  
s i d e  of (34)  i n t o  t h e  f o u r  t y p e s  o f  t e r m s .  VJe a l s o  rewrite 
t 5 r t  A as  a  f u n c t i o n  o f  r ,  t h e  a n n u a l  growth r a t e :  A t  = e , 
where 5  r e p r e s e n t s  t h e  w i d t h  o f  t h e  p r o j e c t i o n  i n t e r v a l .  I f  A 
i s  complex* ( A  = u  + i v )  , t h e n  r i s  complex ( r  = x  + i y ) ;  w e  
have 
u + i v = e  5 ( x  + i y )  
The magnitude (modulus)  and a m p l i t u d e  (argument)  o f  h a r e ,  
r e s p e c t i v e l y  ( T a b l e  4 ) ,  
* *  
a r g ( A )  = a r c t g  " = 
u  5 ~  
Note t h a t  by t h e s e  e q u a t i o n s ,  x  and y  may a l s o  b e  e x p r e s s e d  
i n  t e r m s  of  u  and v. The v a l u e s  of  x  and y  a r e  g i v e n  i n  
T a b l e  2 .  The magni tudes  and a m p l i t u d e s  are shown i n  T a b l e  4 .  
t By t h e  theorem o f  D e  Moivre,  X f o r  complex A may b e  
w r i t t e n  a s  f o l l o w s :  
*Appendix 4 r e v i e w s  some r e l e v a n t  f e a t u r e s  o f  complex numbers. 
**Arctg z d e n o t e s  t h e  a n g l e  whose t a n g e n t  i s  z .  
t X~ = (V + iv)t = u (COS tp + i sin tp) 
where u = ( A (  and P = arg(A). 
Equivalently, 
e 5rt = 5xt 5t(x+iy) = e (COS t5y + i sin t5y) 
Table 4. Magnitude and amplitude of eigenvalues of the multi- 
regional growth m a t r i ~ . ~  
Amplitude 
i ~agnitude In radials In degrees 
1 1.012 0.000 0.0 
2 0.799 0.000 0.0 
3 0.963 0.000 0.0 
4 0.822 1.137 65.2 
6 0.777 1 .I42 65.4 
8 0.641 1.162 66.6 
10 0.482 -1.552 91.1 
12 0.461 1.565 89.68 
14 0.367 1.556 89.16 
16 0.554 -0.795 134.4 
t8 0.527 -0.780 135.3 
20 0.429 -0.758 136.6 
22 0.414 -0.230 166.8 
24 0.407 -0.258 165.2 
26 0.314 -0.298 162.9 
2 8 0.082 0.000 180.0 
29 0.099 0.000 180.0 
30 0.095 0.000 180.0 
a Of the complex eigenvalues, only the ones with a positive 
imaginary part are considered. Extracted from Table 3. 
Distinguishing the various elements of (34) associated 
with different eigenvalue sets, the analytical solution of the 
population growth path may be written as follows: 
n  4- [cos (t a r c t g  + I c, 
e= i  
o r ,  i n  t e r m s  of  r ,  
(COS 5y2t + i s i n  5ye t )  {E, .t 
The c o e f f i c i e n t s  ci a r e  shown i n  Tab le  5.  The p o p u l a t i o n  growth 
o r  t h e  p a t t e r n  of  p o p u l a t i o n  change w i th  i n c r e a s i n g  t may be  
s t u d i e d  u s ing  ( 3 8 ) .  The f i r s t  component o f  (38)  de t e rmines  
t h e  long-run i m p l i c a t i o n s  o f  p o p u l a t i o n  growth ( s t a b l e  popula- 
t i o n  c h a r a c t e r i s t i c s ) ;  t h e  second component p rov ides  i n fo rma t ion  
on how t h e  p o p u l a t i o n  i s  r e d i s t r i b u t e d  ove r  space  a s  it converges  
towards  s t a b i l i t y ;  t h e  t h i r d  and f o u r t h  component t e l l s  abou t  
t h e  f l u c t u a t i o n s  i n  t h e  convergence p a t h .  The o v e r a l l  popula- 
t i o n  wave i s  t h e  sum of  t h e  i n d i v i d u a l  waves. According t o  t h e  
t h e o r y  o f  v i b r a t i o n s ,  i f  t h e  i n d i v i d u a l  waves a r e  p e r i o d i c ,  
t h e  sum of  t h e  waves i s  a l s o  p e r i o d i c ,  b u t  i t s  l e n g t h  w i l l  be  
much l o n g e r .  Moreover t h e  sum of  2 e r i o d i c  waves i s  i t s e l f  a  corn- 
p o s i t e  wave, s i n c e  eacn o f  i t s  2 e r i o d i c  movements c o n s i s t s  o f  
s h o r t e r ,  a p e r i o d i c  ones .  The waves a r e  damped s i n c e  a l l  v a l u e s  
o f  x a r e  n e g a t i v e ;  hence ,  t h e i r  e f f e c t s  w i l l  e v e n t u a l l y  van i sh .  
S 
Table 5. Constants of the age-disaggregated linear decomposi- 
tion. 
real imaginary 
$?:its p a r t  p a r t  
C I D  
c 2 =  
c 3 =  
c 4 =  
c 5 =  
c 6 =  
c 7 =  
c 8 =  
c 9 =  
c 10 = 
C l l  = 
c12  = 
c13  = 
c14  = 
c15  = 
c 1 6  = 
c  17 = 
c18  = 
c19  = 
c20  = 
c21 = 
c22  = 
c23  = 
c24  = 
c25  = 
c26  = 
c27  = 
c28  = 
c29 = 
c30  = 
The projection paths for the three regions of Belgium are 
shown in Figure 2. For each region, three trajectories are 
given. 
a) the trajectory corresponding to the three positive 
eigenvalues (-1. The growth path is generated 
by taking into account only the effect of the dominant 
and spatial components. The trajectory has no cyclical 
parts. The term associated with a positive eigenvalue 
grows or vanishes monotonically. 
b) the trajectory corresponding to the first nine eigen- 
values: three positive and six complex eigenvalues 
) From Appendix 3, it can be seen that only 
the first three pairs of complex conjugate eigenvalues 
BRUSSELS 
Figure 2a. Multiregional Population Projections for Three 
Regions of Belgium, 1970-2045.  
Figure 2b. Multiregional Population projections for Three 
Regions of Belgium, 1970-2045. 
Figure 2c. Nultiregional Population Projections for Three 
Regions of Belgium, 1970-2045. 
could be significant for population growth. The 
others are very small in absolute value. 
C) the trajectory corresponding to all the 30 eigenvalues 
(-1. The effect of the terms associated with the 
small eigenvalues is significant only in the short run. 
After 25-30 years, the effect will vanish. Hence, one 
may conclude that the first three pairs of complex 
eigenvalues adequately determine the population wave. 
The effect of the small complex eigenvalues is compatible 
with the effect of the negative eigenvalues. To demon- 
strate the declining contribution to population change 
of the small eigenvalues, consider the term associated 
with h29, i.e., the 29th member of the right-hand side 
of (34). The largest element of this term was estimated 
to be the one corresponding to the tenth age group of 
the second region, i.e., the twentieth element of CE29)' 
20 = 0.74674. The element is 
'29 
At time t = 0, this gives -10,203,296. This amount is mainly 
compensated for by other similar elements. After 25 years (t = 
5), the amount drops by an absolute value to only 98. It is 
evident that the element has lost its significance in less than 
twenty-five years. Since the elements of C5291 were found to 
be very close to zero for the other age groups, the future 
population will be unaffected by the 29-th member of (34). 
This example clearly shows that the effect of the element 
corresponding to the negative eigenvalues disappears in a very 
short period of time. 
He now turn to a more elaborate investigation of the complex 
eigenvalues. The contribution of complex eigenvalues and their 
associated terms to the population growth path may be studied 
by decomposing each eigenvalue into two factors: magnitude 
and amplitude.* Recall that the magnitude (modulus) is a = 
= e5x and that the amplitude (argument) is p = arctg 
- - 5y. For each eigenvalue, the amplitude (measured in degrees 
u 
per 5 years) is plotted in Figure 3 against the magnitude. Each 
complex conjugate pair is represented by the eigenvalue with the 
positive imaginary part. Particular periods (wavelengths) and 
half-lives are also shown. Recall that the period is measured 
by 360°/p. Hence, an amplitude of 60' is associated with a 
period of 30 years.** Half-lives (or doubling times) measure 
the time, T, necessary to decrease by half (or double) the 
population size. The half-life of a particular eigenvalue is 
given by 
where a is the magnitude of the eigenvalue considered. The 
1 formula shows that a a-value of implies a half-life of 5 years. 
The eigenvalues are clustered in six groups, each with 
three members, around a particular amplitude. The first group 
(or cluster) is located on the vertical axis (amplitude o'), 
the second group at around 6oa, and the last one at 180'. 
From the numerical values given in Table 4, the periods of the 
second set of eigenvalues may be estimated as 27.6, 27.5, and 
27.0 years. Analogously, the third group clusters around a 
period of 20 years: the fourth, 13; the fifth, 11; and the 
sixth (the negative real eigenvalues), 10 years. 
*The authors acknowledge the recommendation of K.L. Liaw to 
follow this analytic approach. For an illustration of Liaw's 
analysis of the Canadian multiregional population system, see 
Liaw (1978a, 1978b, 1980) and Liaw, Aresta, and George (1979). 
**The ratio 360/p gives the period in unit time intervals of 
5 years. To obtain the period in single years, we simply 
multiply by five. 
























