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Abstract
The Wodzicki residue and the cut-off integral extend to classical symbol valued
forms. We show that they obey a Stokes’ type property and that the extended
Wodzicki residue can be interpreted as a complex residue like the ordinary one.
In the case of cut-off integrals, Stokes’ property (i.e. vanishing on exact forms)
only holds for non integer order symbol valued forms and leads to an integration
by parts formula and translation invariance for cut-off integrals on non integer
order classical symbols.
The extended Wodzicki residue yields an even residue cycle on classical symbols
and an odd cochain (the cosphere cochain) which measures an obstruction to
Stokes’ property of the cut-off integral on integer order symbol-valued forms.
Re´sume´
Le re´sidu de Wodzicki et l’inte´grale re´gularise´e par troncature s’e´tendent aux
formes a` coefficients symboles classiques. Nous montrons que que l’un et l’autre
posse`dent une proprie´te´ de Stokes et que le re´sidu de Wodzicki des formes s’interpre`te
comme un re´sidu complexe, de la meˆme manie`re que le re´sidu de Wodzicki ordi-
naire.
Dans le cas de l’inte´grale re´gularise´e par troncature, la proprie´te´ de Stokes (i.e.
l’annulation sur les formes exactes) n’est ve´rifie´e que pour les formes d’ordre non-
entier. Elle implique une formule d’inte´gration par parties et une invariance par
translation pour l’inte´grale re´gularise´e des symboles d’ordre non-entier.
Le re´sidu de Wodzicki e´tendu induit quant a` lui un cycle de dimension paire sur
l’alge`bre engendre´e par les symboles classiques, ainsi qu’une cochaˆıne de degre´ un
de moins (la cochaˆıne cosphe`re) qui mesure l’obstruction a` la proprie´te´ de Stokes
pour les formes d’ordre entier.
1
Introduction
We discuss generalisations of Stokes’ property
∫
U
dα = 0 for ordinary integrals of
forms α with compact support (or tending to zero rapidly enough at infinity) in
an open subset U of IRn to regularised integrals of classical symbol valued forms
on an open subset of IRn. Although consequences of such a formula such as inte-
gration by parts and translation invariance for regularised integrals are commonly
used in the physics literature to compute Feynman graphs, the only explicit refer-
ence we could find in the literature to Stokes’ formula for regularised integrals is
in [E]. Etingof considers dimensional regularisation which he applies to a class of
functions relevant for physics, namely functions of Feynman type, proving Stokes’
formula for corresponding regularised integrals of top degree forms.
Here, we consider general regularisation procedures and all classical symbol valued
forms, proving Stokes’ formula with pseudodifferential theoretic tools; an essen-
tial obstacle to Stokes’ formula turns out to be the Wodzicki residue extended to
forms, to which we devote a large part of the paper.
The Wodzicki residue extended to classical symbol valued forms is the topic of
the first part of the paper. It satisfies Stokes’ property and therefore defines a 2n-
cycle on the algebra of classical symbols with compact support on an open subset
U ⊂ IRn equipped with the left product of symbols ∗ (Theorem 2). Its associated
residue character is a cyclic ⋆-Hochschild cocycle:
(σ0, · · · , σ2n) 7→ res (σ0 ∗ d σ1 ∧∗ · · · ∧∗ d σ2n)
where res is the extended residue and where ∧∗ is the product on the graded dif-
ferential algebra of classical symbol valued forms induced by the left product on
symbols and d the exterior differentiation on T ∗U .
On classical pseudodifferential operators of order 0, this ⋆-Hochschild cocycle re-
duces to a cyclic Hochschild cocycle for the ordinary product for we have:
res (σ0 ∗ d σ1 ∧∗ · · · ∧∗ d σ2n) = res (σ0 d σ1 ∧ · · · ∧ d σ2n) .
It coincides up to a multiplicative constant with the analog in the context of clas-
sical symbols of the antisymmetrised 2n-cocycle introduced in [CFS] and further
investigated in [H] in the context of star-deformed algebras:
res (σ0 ∗ d σ1 ∧∗ · · · ∧∗ d σ2n) =
(−i)n
n!
A res (σ0 ⋆ θ(σ1, σ2) ⋆ · · · ⋆ θ(σ2n−1, σ2n))
where we have set θ(σi, σj) = σ1 ⋆ σj − σi · σj as in [H], [CFS]. Here A is the
antisymmetrisation over all but the first variable.
The second part of the paper is devoted to cut-off integrals which we also ex-
tend to classical symbol valued forms. We show they obey Stokes’ property when
restricted to non integer order symbols with compact support (see Theorem 4). As
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a result, we get an integration by parts formula for cut-off integrals on non integer
order symbols and show translation invariance for cut-off integrals on non integer
order symbols.
Stokes’ property does not hold anymore on integer order symbol valued forms with
compact support; as a result, one does not expect to define a cycle on the algebra
of classical symbols using cut-off integrals. Rather, we express the obstruction to
the cyclicity of a 2n-cochain defined in terms of cut-off integrals of symbols −
∫
T∗U
:
(σ0, · · · , σ2n) 7→ −
∫
T∗U
(σ0 ∗ d σ1 ∧∗ · · · ∧∗ d σ2n)0
where the subscript 0 stands for the 0-order part of the symbol valued form, in
terms of the cosphere 2n− 1-cochain defined in a similar way to the residue char-
acter (Proposition 5).
Finally, in the third part of the paper, we show that the relation between complex
residues and the Wodzicki residue extends to symbols valued forms (Theorem 5):
Resz=z0 −
∫
ω(z) = −
1
α′(z0)
res(ω(z0)),
where ω(z) is a holomorphic family of classical symbol valued forms of order α(z)
and res(ω(z0)) the Wodzicki residue of ω(z0).
We also extend Stokes’ formula to cut-off integrals of holomorphic families of sym-
bol valued forms ω(z) obtained from a symbol valued form ω via a regularisation
procedure (see Theorem 6):
−
∫
d (ω(z)) = 0.
In the case of dimensional regularisation and when applied to forms built from
Feynman type functions, this corresponds to a result already proven in [E].
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3
1 General scheme
Take X an open subset of IRm, and A ⊂ C∞(X). Any associative (not necessarily
commutative) product ⋆ on A induces a product ∧⋆ on the set ΩA of forms α on
X which are of the type:
α(x) =
∑
I
αI(x)dxI , αI ∈ A
as follows:
(αI(x)dxi1 · · · dxip) ∧⋆ (βJ (x)dxj1 · · · dxjq ) = (αI ⋆ βJ )(x) dxi1 · · · dxipdxj1 · · · dxjq
which makes it a IN-graded algebra. If A is stable under partial derivations, then
the exterior differential d acts on ΩA increasing the degree by 1:
d (αI(x)dxi1 · · · dxip) =
m∑
j=1
∂jαI(x) dxjdxi1 · · · dxip .
Clearly, equality d2 = 0 comes from the odd parity of the dxi which implies
dxidxj = −dxjdxi.
Let us furthermore assume that partial derivations ∂l on A obey the Leibniz rule,
i.e.
∂l (a ⋆ b) = ∂la ⋆ b+ a ⋆ ∂lb ∀ l = 1, · · · ,m., ∀a, b ∈ A.
Then d is a graded derivation on ΩA; indeed, for any set of indices I = {i1, · · · , ip}
and J = {ip+1, · · · , ip+q} we have
d
(
(αI(x)dxi1 · · · dxip) ∧⋆ (βJ (x)dxip+1 · · · dxip+q )
)
= d
(
(αI(x) ⋆ βJ (x)) dxi1 · · · dxipdxip+1 · · · dxip+q )
)
=
p+q∑
l=1
∂l(αI(x) ⋆ βJ(x)) dxldxi1 · · · dxip dxip+1 · · · dxip+q
=
p∑
l=1
∂lαI(x) ⋆ βJ (x) dxldxi1 · · · dxip dxip+1 · · · dxip+q
+ (−1)p
q∑
l=1
αI(x) ⋆ ∂lβJ (x) dxi1 · · · dxip dxldxip+1 · · · dxip+q
= d
(
αI(x)dxi1 · · · dxip
)
∧⋆ (βJ(x)dxip+1 · · · dxip+q )
+ (−1)p
(
αI(x)dxi1 · · · dxip
)
∧⋆ d
(
βJ (x)dxip+1 · · · dxip+q
)
.
A linear map: τ : A → IC induces a linear map τ¯ : ΩA → IC defined by:
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Definition 1 Let α ∈ ΩA.
τ¯ (αI(x)dxI ) = τ(αI), if |I| = m; τ¯ (αI(x)dxI ) = 0 otherwise.
We set:
χτk(a0, · · · , ak) := τ¯ (a0 ⋆ da1 ∧⋆ · · · ∧⋆ dak).
Lemma 1 If
τ ([a, b]⋆) = 0 ∀a, b ∈ A, and τ¯ ◦ d = 0
then (ΩA, d, τ¯ ) defines an m-dimensional cycle with character (a0, · · · , am) 7→
χτm(a0, · · · , am) which yields a cyclic Hochschild cocycle.
Proof: Since τ ([a, b]⋆) = 0 we have that
τ (α ∧⋆ β) = (−1)
|α|·|β| · τ (β ∧⋆ α) ,
which combined with τ¯ ◦ d = 0 provides an m-cycle. ⊔⊓
Proposition 1 Let ρ : A → IC be a linear map, let ρ¯ : ΩA → IC induced from ρ
as above, and let
τ¯ := ρ¯ ◦ d.
1. Then for any a1, · · · , ak ∈ A
B0χ
ρ
k(a1, a2, · · · , ak) = τ¯ (a1 ⋆ da2 ∧⋆ · · · ∧⋆ dak).
2. If moreover there is a trace τ on A (i.e. τ ([a, b]⋆) = 0 ∀a, b ∈ A) such that
τ¯ coincides with the linear form on ΩA associated with τ as in definition 1
above, then (ΩA, d, τ¯ ) defines an m-dimensional cycle with character
χτm(a0, · · · , am) := τ¯(a0 ⋆ da1 ∧⋆ · · · ∧⋆ dam),
which yields a cyclic Hochschild cocycle.
Proof
1. Since τ¯ = ρ¯ ◦ d
B0χ
ρ
k(a1, · · · , ak) = χ
ρ
k(1, a1, · · · , ak)
= ρ¯(da1 ∧⋆ · · · ∧⋆ dak)
= τ¯ (a1 ⋆ da2 ∧⋆ · · · ∧⋆ dak).
2. This follows from the above lemma since τ¯ ◦ d = ρ¯ ◦ d2 = 0.
5
⊔⊓
Let A now be equipped with two (associative) products, the pointwise com-
mutative one · and a non commutative one ⋆. Following [H] and [CFS] we set
θ(a, b) := a ⋆ b− a.b.
Proposition 2 Let τ : A → IC be a trace with respect to the non-commutative
product ⋆. Then
φτ2k (a0, a1, · · · , a2k) := τ (a0 ⋆ θ(a1, a2) ⋆ · · · ⋆ θ(a2k−1, a2k))
defines a b+B-cocycle, namely
bφ2k +
1
k + 1
Bφ2k+2 = 0.
Proof: The proof of [H] and [CFS] adapts to this general set up in a straightforward
manner. The assumption there that the star product be closed corresponds here
to the cyclicity of τ . One first shows that b¯φ2k = 0 with
b¯χ(a0, · · · , an) = χ(a0 ⋆ a1, · · · , aj, aj+1, · · · , an) +
n−1∑
j=1
(−1)jχ(a0, · · · , aj · aj+1, · · · , an)
+ (−1)n+1χ(a0, · · · , an−1 ⋆ an).
The result then follows comparing bφ2k and b¯φ2k, which yields
bφ2k(a0, · · · , a2k+1) = −τ (θ(a0, a1) ⋆ θ(a2, a3) ⋆ · · · ) + τ (θ(a2k+1, a0) ⋆ θ(a1, a2) ⋆ · · · )
= −
1
k + 1
Bφ2k+2.
⊔⊓
In what follows we apply these constructions to the algebra of classical symbols
with compact support on an open subset of IRn letting τ be the Wodzicki residue
on and ρ the cut-off integral of symbols
2 Classical symbols valued forms
Let us first set some notations.
Let U be an open subset of IRn. Let Sm(U) ⊂ C∞(T ∗U) denote the set of scalar
valued symbols on U of order m ∈ IR, S(U) :=
⋃
m∈ IR S
m(U) ⊂ C∞(T ∗U) the
algebra of all scalar valued symbols on U , S−∞(U) :=
⋂
m∈ IR S
m(U) the algebra
of scalar smoothing symbols. We fix a norm on IRn. Let χ be a smooth function
on T ∗U such that χ(x, ξ) = 0 for |ξ| ≤ 1/2 and χ(x, ξ) = 1 for |ξ| ≥ 1.
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Definition 2 σ ∈ Sm(U) is a classical symbol if for any positive integer N we
can write:
σ =
N∑
i=0
χσm−i + σ(N). (1)
where σm−i is positively homogeneous of order m− i (i.e.
σm−i(x, tξ) = t
m−iσm−i(x, ξ)
for any t > 0 and any (x, ξ) ∈ T ∗xU − {0}), and where σ(N) is a symbol of order
m−N − 1. We write for short
σ ∼
∞∑
i=0
χσm−i.
Let CSm(U) denote the class of scalar classical symbols of order m and CS(U) =
〈
⋃
m∈ ICCS
m(U)〉 the algebra generated by scalar classical symbols of all orders.
Similarly, let CSmcom(U) denote the subsets of classical symbols of order m with
compact support in U and CScom(U) = 〈
⋃
m∈ ICCS
m
com(U)〉.
CSZZ(U) :=
⋃
m∈ZZ CS
m(U) (resp. CSZZcom(U) :=
⋃
m∈ZZ CS
m
com(U)) forms an ale-
bra called the algebra of integer order symbols. We shall also consider its com-
plement, namely the class CS /∈ZZ(U) := CS(U) − CSZZ(U) (resp. CS /∈ZZcom(U) :=
CScom(U)− CS
ZZ
com(U)) of non integer order symbols.
Let us equip CScom(U) with the left product of symbols, also called the star
product, which admits the following asymptotic development:
(σ ∗ σ′) ∼
∑
k≥0
(−i)k
∑
|α|=k
1
α!
∂αξ σ.∂
α
x σ
′.
(See for instance [Sh] for details).
Symbol valued forms on T ∗U where U is an open subset of IRn are defined as
follows.
Definition 3 Let k be a non negative integer, m a complex number. We let
Ωk CSm(U) = {α ∈ Ωk(T ∗U),
α =
∑
I⊂{1,··· ,n},J⊂{1,··· ,n},|I|+|J|=k
αI,J(x, ξ) dxI ∧ dξJ
with αI,J ∈ CS
m−|J|(U)}
denote the set of order m-classical symbol valued forms.
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The left product of symbols ∗ extends to symbol valued forms: given
α =
∑
I,J,|I|+|J|=p
αI,J(x, ξ) dxI ∧ dξJ ∈ Ω
pCSm(U)
and
β =
∑
K,L,|K|+|L|=q
αK,L(x, ξ) dxK ∧ dξL ∈ Ω
qCSn(U),
we set
α∧∗β :=
∑
I,J,|I|+|J|=k
∑
K,L,|K|+|L|=q
αI,J(x, ξ)∗αK,L(x, ξ) dxI ∧dξJ ∧dxK∧dξL (2)
which lies in Ωp+qCSm+n(U).
Let ΩkCS(U) := 〈
⋃
m∈ ICΩ
k CSm(U)〉 (resp. ΩkCScom(U) := 〈
⋃
m∈ ICΩ
k CSmcom(U)〉)
be the algebra generated by classical symbol (resp. with compact support) valued
k-forms of all orders. The sets ΩkCSZZ(U) :=
⋃
m∈ZZΩ
k CSm(U), ΩkCSZZcom(U) :=⋃
m∈ZZΩ
k CSmcom(U) form algebras. We shall also consider the sets Ω
kCS /∈ZZ(U) :=⋃
m/∈ZZ Ω
k CSm(U) (resp. ΩkCS /∈ZZcom(U) :=
⋃
m/∈ZZ Ω
k CSmcom(U)).
Remark 1 • With these conventions, d ξj is of order 1. Also, a k-form of
order 0 reads α =
∑
|I|+|J|=k αI,J(x, ξ) dxI ∧ dξJ with αI,J of order −|J |.
• The order of a zero degree symbol valued form σ ∈ Ω0 CSm(U) coincides
with the order of the corresponding classical symbol σ.
• More generally, any zero order symbol valued k-form on U is of the type
α =
∑
|I|+|J|=k
αI,Jd xI ∧ d ξJ
with αI,J of order −|J |. In particular, given any σ ∈ CS(U), the top form
σ−n(x, ξ) dx1 ∧ · · · ∧ dxn ∧ dξ1 ∧ · · · ∧ dξn provides an example of positively
homogeneous zero order symbol valued n-form.
Lemma 2 A classical symbol valued form α ∈ Ωk CSm(U) of order m has an
asymptotic expansion of the following form. For any non negative integer N , there
is a symbol valued form α(N) of order m−N − 1 such that
α =
N∑
i=0
αm−i + α(N)
with αm−i :=
∑
|I|+|J|=k αI,J,m−|J|−i dxI ∧ dξJ is positively homogeneous of order
m− i, with αI,J,m−|J|−i positively homogeneous of order m− |J | − i.
Furthermore, the exterior differentiation d sends Ωk CSm(U) to Ωk+1 CSm(U)
and for any integer j ≤ m, we have
(dα)j = dαj .
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Proof: The first part of the statement follows trivially from the description of α
combined with the properties of ordinary classical symbols. As for the second part
of the statement we write
dα = d
∑
|I|+|J|=k
αI,J dxI ∧ dξJ
=
n∑
l=1
∑
|I|+|J|=k
∂
∂xl
αI,J dxl ∧ dxI ∧ dξJ
+
n∑
l=1
∑
|I|+|J|=k
∂
∂ξm
αI,J dξm ∧ dxI ∧ dξJ (3)
which lies in ΩkCS(U) since the order of ∂∂xmαI,J dξm coincides with that of αI,J .
The computation above also shows that if α is positively homogeneous of order m,
so is dα, which ends the proof of the lemma. ⊔⊓
Remark 2 In particular, for α ∈ ΩCS(U) we have:
(dα)0 = dα0.
3 TheWodzicki residue character on classical sym-
bols
3.1 The Wodzicki residue extended to classical symbol val-
ued valued forms
Let us first briefly recall the notion of Wodzicki residue on classical symbols [W],
[K].
Definition 4 Let U be an open subset in IRn and x a point in U . The (local)
Wodzicki residue density of a classical symbol σ ∈ CS(U) at point x is given by
resx(σ) =
∫
|ξ|=1
σ−n(x, ξ) dSξ,
where dSξ =
∑n
i=1(−1)
i+1ξi dξ1 ∧ · · · ∧ dξˆi ∧ · · · ∧ dξn and |ξ| = (
∑n
i=1 ξ
2
i )
1/2 is
the canonical norm in IRn.
For any σ ∈ CS(U) with compact support the Wodzicki residue of σ is then defined
as:
res(σ) :=
∫
U
resx(σ) dx.
Remark 3 For any t > 0 we have dS(tξ) = t
ndSξ and σ−n(x, tξ) = t
−nσ−n(x, ξ)
so that the form σ−n(x, ξ) dx ∧ dSξ is positively homogeneous of degree 0.
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The Wodzicki residue extends from CS(U) to ΩCS(U) in a straight forward man-
ner.
Definition 5 For any α =
∑
I,J αIJ dxI ∧ dξJ ∈ ΩCScom(U), for any x ∈ U we
set
resx

∑
I,J
αIJ dxI ∧ dξJ

 =∑
I
resx(αIJ ) dxI =
∑
I
∫
|ξ|=1
(αIJ)−n (x, ξ) dSξ, if |J | = n
and resx
(∑
I,J αIJ dxI ∧ dξJ
)
= 0 whenever |J | 6= n.
Similarly, we set:
res

∑
I,J
αIJ dxI ∧ dξJ

 = res(αIJ ) =
∫
|ξ|=1
(αIJ)−n (x, ξ) dx∧dSξ, if |I| = |J | = n
and res
(∑
I,J αIJ dxI ∧ dξJ
)
= 0 whenever |I| 6= n or |J | 6= n.
It is useful to give an alternative more intrinsic formulation of this extended Wodz-
icki residue. The form dSξ on T
∗
xU can be seen as the interior product iX(Ωx) of
the volume form Ωx := dξ1 ∧ · · · ∧ dξn on T
∗
xU with the Liouville (or radial) field
X(x, ξ) =
n∑
i=1
ξi
∂
∂ξi
.
This Liouville field can also be seen as the generator
X(x, ξ) :=
d
dt |t=0
ft(x, ξ)
of the one parameter semigroup of transformations of T ∗U :
IR× T ∗U → T ∗U
(t, (x, ξ)) 7→ ft(x, ξ) := (x, e
t ξ).
Let ρ : T ∗U − {0} → S∗U denote the radial projection ρ(x, ξ) = (x, ξ|ξ|), and
let j : S∗U → T ∗U − {0} denote the canonical fibre bundle injection. Clearly
ρ ◦ j = Id. We have the following lemma.
Lemma 3 A form α on T ∗U −{0} is positively homogeneous of order zero if and
only if it satisfies one of the two equivalent conditions:
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1. the form can be written
α = ρ∗β +
dr
r
∧ ρ∗γ (4)
with β, γ ∈ Ω(S∗U), and more precisely:
β = j∗α, γ = j∗(ιXα).
2. LX(α) = 0 where LX is the Lie derivative in direction X.
Proof: The second condition is equivalent to α(x, et ξ) = α(x, ξ) ∀t > 0 and
hence to positive homogeneity of order zero since:
LXα =
d
dt |t=0
f∗t α =
d
dt |t=0
α(x, et ξ).
For any β ∈ Ω(S∗U) the differential form ρ∗β is invariant by dilations, hence
positively homogeneous of order zero. The first condition then clearly implies that
α is positively homogeneous of order zero, as drr obviously is, hence (1) ⇒ (2).
Suppose now that (2) is verified, and seek for β and γ such that 4 holds. As
j∗(drr ) = 0 and ρ ◦ j = Id we clearly have:
j∗α = j∗(ρ∗β +
dr
r
∧ γ) = β.
Now ιXα = ιX
dr
r ∧ ρ
∗γ = ρ∗γ, hence γ = j∗ρ∗γ = j∗(ιXα). We have then proved
the uniqueness of β and γ. To prove the existence, notice that the difference:
δ = α− (ρ∗j∗α+
dr
r
∧ ρ∗j∗ιXα)
verifies j∗δ = ιXδ = 0, hence it easily follows that δ = 0. So (2)⇒ (1). ⊔⊓
Example 1 Given any σ ∈ CS(U), the top form
ασ(x, r · ω) := σ−n(x, r · ω) dx1 ∧ · · · ∧ dxn ∧
dr
r
∧ dSω
= σ−n(x, ξ) dx1 ∧ · · · ∧ dxn ∧ dξ1 ∧ · · · ∧ dξn
is a positively homogeneous zero order symbol valued n-form and we have:
ιXασ = σ−ndx1 ∧ · · · ∧ dxn ∧ dSξ.
The following elementary result provides a more intrinsic formulation of the Wodz-
icki residue extended to forms.
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Proposition 3 Let U be an open subset of IRn. Denote by j (resp. jx for any
x ∈ U) the injection of S∗U (resp. S∗xU) inside the cotangent bundle T
∗U (resp.
inside T ∗xU). Given α ∈ ΩCS(U), for any x ∈ U :
resx(α) :=
∫
S∗xU
j∗x(ιΛιXα0)
where Λ stands for the volume element n! ∂∂x1 ∧ · · · ∧
∂
∂xn
, and:
res(α) :=
∫
U
resx(α) dx1 · · · dxn =
∫
S∗U
j∗(ιXα0).
3.2 Stokes’ formula for the Wodzicki residue
Theorem 1 For any β ∈ ΩCS(U) with compact support we have
res (dβ) = 0.
Proof: Using Cartan’s formula, this follows from Stokes’ property for ordinary
integrals, since (dβ)0 = d β0 implies LXdβ0 = 0, hence:
res (dβ) =
∫
S∗U
j∗(ιXdβ0) = −
∫
S∗U
j∗(dιXβ0) = −
∫
S∗U
d
(
j∗(ιXβ0)
)
= 0
since S∗U is boundaryless. ⊔⊓
We recover this way a known integration by parts formula for the Wodzicki
residue which underlies the traciality property of the Wodzicki residue on classical
pseudodifferential operators.
Corollary 1 For any σ ∈ CS(U) with compact support,
res
(
∂
∂ ξi
σ σ′
)
= −res
(
σ
∂
∂ ξi
σ′
)
∀i ∈ {1, · · · , n}
and
res
(
∂
∂ xi
σ σ′
)
= −res
(
σ
∂
∂ xi
σ′
)
∀i ∈ {1, · · · , n}.
Proof: Let τ ∈ CS(U) with compact support. Applying Theorem 1 to βiτ :=
τ−n+1(x, ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn we get
res
(
∂
∂ ξi
τ(x, ξ)
)
= res
((
∂
∂ ξi
τ(x, ξ)
)
−n
dx1 ∧ · · · ∧ dxn ∧ dξ1 ∧ · · · dξn
)
= res
(
∂
∂ ξi
τ−n+1(x, ξ) dx1 ∧ · · · ∧ dxn ∧ dξ1 ∧ · · · dξn
)
= (−1)i−1res
(
d
(
τ−n+1(x, ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn
))
= 0.
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Applying this to τ := σ σ′ yields the first part of the corollary. A similar proof
replacing ∂∂ ξi by
∂
∂ xi
using Stokes’ formula applied to βiτ := τ−n(x, ξ) dξ1 ∧ · · · ∧
dxˆi ∧ dξ1 ∧ · · · ∧ dξn gives the second equality of the corollary. ⊔⊓
Corollary 2 The Wodzicki residue defines a trace on the subalgebra CScom(U) ∈
CS(U) of symbols with compact support in x
res([σ, σ′]∗) = 0 ∀σ, σ
′ ∈ Cℓcomp(U, IC)
where we have set [σ, σ′]∗ := σ ∗ σ
′ − σ ∗ σ′.
Proof: We use the asymptotic development of the left product of symbols. There
exists a positive integer N such that :
res(σ ∗ σ′) =
∑
k≤N
(−i)k
∑
|α|=k
1
α!
res(∂αξ σ.∂
α
x σ
′).
Indeed, the remainder term will be of order < −n for sufficiently big N , and then
will have vanishing residue. By the above lemma, we have for σ, σ′ ∈ CS(U) with
compact support in U
res(σ ∗ σ′) =
∑
|α|≤N
i|α|
1
α!
res
(
∂αξ σ · ∂
α
x σ
′
)
=
∑
|α|≤N
(−i)|α|
1
α!
res
(
∂αx ∂
α
ξ σ · σ
′
)
=
∑
|α|≤N
i|α|
1
α!
res
(
∂αx σ · ∂
α
ξ σ
′
)
= res(σ′ ∗ σ).
⊔⊓
3.3 AWodzicki residue cycle on zero order classical symbols
The exterior differential:
d : Ωk CS(U)→ Ωk+1 CS(U)
obeys the usual “Leibniz rule”:
d (α ∧∗ β) = dα ∧∗ β + (−1)
kα ∧∗ dβ ∀α ∈ Ω
kCS(U), β ∈ Ω∗CS(U)
as can easily be checked from (2) and (3) so that (ΩCScom(U), d) is a graded
differential algebra with CScom(U) equipped with the left product of symbols.
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Theorem 2 Let CScom(U) be equipped with the left product of symbols. The triple
(ΩCScom(U), d, res) yields an 2n-cycle which we refer to as the Wodzicki residue
cycle.
Proof: As previously observed, the Wodzicki residue vanishes on ΩkCScom(U)
for k < 2n. It is closed by the Stokes’ formula since res(dβ) = 0 for any β ∈
Ω2n−1CScom(U).
The fact that the ordinary Wodzicki residue defines a trace on CScom(U) imme-
diately implies:
res(α ∧∗ β) = (−1)
|α|·|β|res(β ∧∗ α)
so that (ΩCScom(U), d, res) defines a cycle. ⊔⊓
We call residue character the associated 2n-character (see Appendix A).
Definition 6 Let the residue k-cochain denote the k+1-linear form on CScom(U)
χresk (σ0, · · · , σk) = res (σ0 ∗ d σ1 ∧∗ · · · ∧∗ d σk)
for all σ0, · · · , σk ∈ CScom(U).
Residue k-cochains vanish for k < 2n and the residue character is the 2n-residue
cochain χres2n . It satisfies the following properties (with the notations of Appendix
A):
• B0χ
res
2n = 0 and Bχ
res
2n = 0,
• b∗χ
res
2n = 0 where b∗ is the Hochschild coboundary operator associated with
the left product on symbols.
Restricting to zero order symbols we get:
Theorem 3 For any symbols σ0, · · · , σ2n ∈ CS
0
com(U),
χres2n (σ0, · · · , σ2n) = res(σ0 dσ1 ∧ · · · ∧ dσ2n)
=
∫
S∗U
j∗ιX(σ
L
0 dσ
L
1 ∧ · · · ∧ dσ
L
2n)
=
(−1)n
n!
A [res (σ0 θ (σ1, σ2) · · · θ (σ2n−1, σ2n))] .
Here σLi stands for the leading symbol of σi and where we have set θ(σi, σj) =
σi ⋆ σj − σi · σj as in section 1. A denotes the antisymmetrisation over all but the
first variable.
Proof: The difference σ0 ∗ dσ1 ∧∗ · · · ∧∗ dσ2n − σ0 dσ1 ∧ · · · ∧ dσ2n has clearly
vanishing residue as top form of order ≤ −1, hence the first equality. The second
equality then follows since the top order term (σ0dσ1 ∧ · · · ∧ dσ2n)0 is precisely
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σL0 dσ
L
1 ∧ · · · ∧ dσ
L
2n.
As for the last equality, we have θ(σi, σj) ∼
∑
|α|6=0
(−i)|α|
α! ∂
ασi∂
α
x σj so that
A [res (σ0 θ (σ1, σ2) · · · θ (σ2n−1, σ2n))]
= A

 ∑
|α1|6=0,··· ,|αn|6=0
(−i)|α|
α1! · · ·αn!
res
(
σ0 ∂
α1
ξ σ1 ∂
α1
x σ2 · · · ∂
αn
ξ σ2n−1 ∂
αn
x σ2n
)
= A

 ∑
i1,...,in∈{1,...,n}
(−i)nres
(
σ0 ∂ξi1σ1 ∂xi1σ2 · · · ∂ξinσ2n−1 ∂xinσ2n
)
= inn! res (σ0 dσ1 ∧ dσ2 ∧ · · · ∧ dσ2n−1 ∧ dσ2n) .
⊔⊓
4 Cut-off integrals of symbol valued forms and
cosphere cochain
4.1 Cut-off integrals extended to classical symbols valued
forms
Defining cut-off integrals amounts to extracting finite parts from otherwise diver-
gent integrals, a procedure which we recall here (without proofs) in the case of
ordinary classical symbols [H], [G], [W], [KV].
Proposition 4 Let U be an open subset of IRn and let x ∈ U . Given σ ∼∑∞
i=0 χσm−i ∈ CS
m(U), the expression
∫
B∗x(0,R)
σ(x, ξ) dξ has an asymptotic ex-
pansion
∫
B∗x(0,R)
σ(x, ξ) dξ = c(x) +
∞∑
i=0, m−i+n6=0
ai(x)
Rm−i+n
m− i+ n
+ b(x) logR
where c(x), ai(x), b(x) ∈ IC. The finite part called the cut-off integral of σ(x, ·)
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which is given by the constant c(x) reads:
−
∫
T∗xU
σ(x, ξ) dξ := fpR→∞
∫
B∗x(0,R)
σ(x, ξ) dξ (5)
=
∫
B∗x(0,1)
σ(x, ξ) dξ
+
∫
T∗xU−B
∗
x(0,1)
σ(N)(x, ξ) dξ
−
KN∑
i=0, m−i+n6=0
1
m− i+ n
∫
|ξ|=1
σm−i(x, ξ) dSξ. (6)
If σ ∈ CScom(U) we set
−
∫
T∗U
σ(x, ξ) :=
∫
U
dx −
∫
T∗xU
σ(x, ξ).
The constant b(x) coincides with the local Wodzicki residue density resx(σ). When
it vanishes, the finite part fpR→∞
∫
B∗x(0,R)
σ(x, ξ) dξ is independent of the rescaling
R 7→ λR. Specifically, this holds for non integer order symbols.
Remark 4 This cut-off integral extends the ordinary integral in the following
sense; if σ has order smaller than −n then
∫
B∗x(0,R)
σ(x, ξ) dξ converges when
R→∞ and −
∫
T∗xU
σ(x, ξ) dx =
∫
T∗xU
σ(x, ξ) dξ.
Definition 7 The cut-off integral on T ∗xU of a form α =
∑
I,J αI,JdxI ∧ dξJ ∈
ΩCS(U) with compact support in x is defined by:
−
∫
T∗U
α := −
∫
T∗U
αI,J(x, ξ) dx1 ∧ · · · ∧ dxndξ1 ∧ dξn if |I| = |J | = n
and which vanishes otherwise.
As in the case of ordinary integrals, we recover the cut-off integral on symbol
valued functions σ ∈ CS /∈ZZ(U) via the integral on forms by integrating the top
form σ(x, ξ) dx ∧ dξ setting:
−
∫
T∗U
σ(x, ξ) := −
∫
T∗xU
σ(x, ξ) dx ∧ dξ
where the right hand side is now seen as a cut-off integral on a symbol valued form.
Similarly to ordinary integrals, cut-off integrals on forms satisfy Stokes’ property
(compare with Lemma 5.5 in [LP]).
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Theorem 4 Let U be an open subset of IRn and let β ∈ Ω2n−1 CScom(U) be a
symbol valued form. Then
−
∫
T∗U
dβ =
∑
I,J
∫
S∗(0,1)
βI,J,−n+1(x, ξ) dxI ∧ dξJ
so that Stokes’ formula:
−
∫
T∗U
dβ = 0
holds whenever β ∈ Ω2n−1 CS /∈ZZcom(U).
Here β(x, ξ) =
∑
I,J⊂{1,··· ,n},|I|+|J|=2n−1 βI,J(x, ξ) dxI ∧ dξJ with βI,J ∈ CS(U).
Proof: The 2n− 1 form reads β(x, ξ) =
∑
I,J⊂{1,··· ,n},|I|+|J|=2n−1 βI,J(x, ξ) dxI ∧
dξJ with βI,J ∈ CS
/∈ZZ(U) so that, letting B∗(0, R), resp. S∗(0, R) be respectively
the ball in the cotangent bundle of radius R centered at the origin, and the sphere
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in the cotangent bundle of radius R centered at the origin, we have
−
∫
T∗U
dβ =
∑
I,J
−
∫
T∗U
d (βI,J(x, ξ) dxI ∧ dξJ )
=
∑
I,J
fpR→∞
∫
B∗(0,R)
d (βI,J(x, ξ) dxI ∧ dξJ )
=
∑
I,J
fpR→∞
∫
S∗(0,R)
βI,J(x, ξ) dxI ∧ dξJ
using Stokes′ property for ordinary integrals
=
∑
I,J
N∑
j=0
fpR→∞
∫
S∗(0,R)
χ(ξ)βI,J,mI,J−j−|J|(x, ξ) dxI ∧ dξJ
+ lim
R→∞
∫
S∗(0,R)
βI,J, (N)
(where βI,J =
N∑
j=0
χβI,J,mI,J−j−|J| + βI,J, (N))
=
∑
I,J
N∑
j=0
fpR→∞
∫
S∗(0,R)
βI,J,mI,J−j−|J|(x, ξ) dxI ∧ dξJ
since lim
|ξ|→∞
|ξ|n−1βI,J, (N)(x, ξ) = 0 and χ = 1 outside B
∗(0, 1)
=
∑
I,J
N∑
j
fpR→∞R
mI,J−j−|J|+n−1
∫
S∗(0,1)
βI,J,mI,J−j−|J|(x, ξ) dxI ∧ dξJ
= 0 whenever mI,J − j − |J |+ n− 1 6= 0,
=
∑
I,J
∫
S∗(0,1)
βI,J,−n+1(x, ξ) dxI ∧ dξJ otherwise
where mI,J /∈ZZ is the order of βI,J . ⊔⊓
As a consequence, cut-off integrals on non-integer order symbols satisfy an
integration by parts formula:
Corollary 3 For any σ ∈ CScom(U) then
−
∫
T∗U
∂
∂ ξi
σ(x, ξ) dξ dx = (−1)i−1
∫
S∗(0,1)
σ−n+1(x, ξ) dξ1∧· · ·∧dˆξi∧· · ·∧dξn∧dx1∧· · ·∧dxn.
In particular, if σ ∈ CS /∈ZZcom(U) then
−
∫
T∗U
∂
∂ ξi
σ(x, ξ) dξ dx = 0 ∀i ∈ {1, · · · , n}.
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Proof: Applying Stokes’ formula to β := σ(x, ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn ∧ dx1 ∧
· · · ∧ dxn we have:
−
∫
T∗U
∂
∂ ξi
σ(x, ξ) dξ = (−1)i−1 −
∫
T∗U
d
(
σ(x, ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn ∧ dx1 ∧ · · · ∧ dxn
)
= (−1)i−1
∫
S∗(0,1)
σ−n+1(x, ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn ∧ dx1 ∧ · · · ∧ dxn.
This last term vanishes whenever σ has non integer order. ⊔⊓
The integration by parts formula yields translation invariance of cut-off inte-
grals on non integer order symbols.
Corollary 4 For any σ ∈ CScom(U)
−
∫
T∗U
σ(x, ξ + η) dx dξ = −
∫
T∗U
σ(x, ξ) dx dξ ∀η ∈ C∞(U, T ∗U).
If σ ∈ CS /∈ZZcom(U) then
−
∫
T∗U
σ(x, ξ + η) dx dξ = −
∫
T∗U
σ(x, ξ) dx dξ ∀η ∈ C∞(U, T ∗U).
Proof: A Taylor expansion η 7→ σ(ξ + η) in η at 0 yields, for any x ∈ U , the
existence of some θ ∈]0, 1[ such that:
−
∫
T∗xU
σ(x, ξ+η) dξ =
∑
|α|≤K
−
∫
T∗xU
dξ
Dαξ σ(x, ξ)
α!
ηα+
∑
|α|=K
−
∫
T∗xU
dξ
Dαξ σ(x, ξ + θη)
α!
ηα.
Since σ has non integer order symbol, neither has Dασ an integer order. After
integrating over U , the terms corresponding to |α| 6= 0 vanish by the integration
by parts formula, as a result of which we are left with the |α| = 0 term and
−
∫
T∗U
σ(x, ξ + η) dx dξ = −
∫
T∗U
σ(x, ξ) dx dξ.
⊔⊓
4.2 The cosphere cochain as a B0-coboundary
Definition 8 Let the cosphere k-cochain denote the (k+1)-linear form on CScom(U)
ψk(σ0, · · · , σk) =
∫
S∗U
j∗ (σ0 ∗ d σ1 ∧∗ · · · ∧∗ d σk)0
for all σ0, · · · , σk ∈ CScom(U).
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Since ψk vanishes for k < 2n− 1, we shall focus on ψ2n−1.
We introduce a cochain on CScom(U) built from cut-off integrals of classical symbol
valued forms:
Definition 9 For any σ0, · · · , σk ∈ CScom(U) we set
χcut−offk (σ0, · · · , σk) = −
∫
T∗U
(σ0 ∗ d σ1 ∧∗ · · · ∧∗ d σk)0 .
Remark 5 χcut−offk vanishes for k < 2n so that we focus on the 2n-cochain
χcut−off2n .
By Stokes’ formula for cut-off integrals on non integer order symbol valued forms,
we have (with B0 as in Appendix A):
B0χ
cut−off
2n (σ0, · · · , σ2n−1) = χ
cut−off
2n (1, σ0, · · · , σ2n−1)
= −
∫
T∗U
(dσ0 ∧∗ · · · ∧∗ dσ2n−1)0
= −
∫
T∗U
d (σ0 ∧∗ dσ1 ∧∗ · · · ∧∗ dσ2n−1)0
= 0
whenever the sum of the orders of the σi’s is non integer.
However, χcut−off2n is not cyclic in general; the obstruction to its cyclicity is mea-
sured by the cosphere cochain.
Proposition 5
B0χ
cut−off
2n (σ0, · · · , σ2n−1) = χ
cut−off
2n (1, σ0, · · · , σ2n−1)
= ψ2n−1(σ0, · · · , σ2n−1)
for any σ0, · · · , σ2n−1 ∈ CScom(U).
It vanishes whenever the σi’s have orders which sum up to a non integer.
Proof:
B0χ
cut−off
2n (σ0, · · · , σ2n−1) = χ
cut−off
2n (1, σ0, · · · , σ2n−1)
= −
∫
T∗U
(d σ0 ∧∗ · · · ∧∗ d σ2n−1)0
= fpR→∞
∫
B∗(0,R)
d (σ0 ∗ d σ1 · · · ∧∗ d σ2n−1)0
= fpR→∞
∫
S∗(0,R)
(σ0 ∗ dσ1 · · · ∧∗ d σ2n−1)0
=
∫
S∗(0,1)
(σ0 ∗ dσ1 ∧∗ · · · ∧∗ d σ2n−1)0
= ψ2n−1 (σ0, σ1, · · · , σ2n−1) .
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⊔⊓
5 The Wodzicki residue extended to forms as a
complex residue
We first recall how the ordinary residue density on symbols can be interpreted as
a complex residue via cut-off integrals of symbols.
5.1 The Wodzicki residue density on symbols as a complex
residue
Recall that given an open subset U ⊂ IRn (resp. an n-dimensional manifold M),
for any real number m the class CSmcom(U) of classical symbols of order m with
compact support on U (resp. of classical symbols of order m) can be equipped
with a natural Fre´chet topology so that
⋃
m∈ IRCS
m
com(U) comes equipped with
an inductive limit Fre´chet topology. We first recall the notion of holomorphic
regularisation (see e.g.[P] for a review of various regularisations):
Definition 10 A holomorphic regularisation procedure on CScom(U) is a map
R : CScom(U) → Hol (CScom(U))
σ 7→ σ(z)
where Hol (CScom(U)) is the algebra of holomorphic maps with values in CScom(U),
such that
1. σ(0) = σ,
2. σ(z) has holomorphic order α(z) (in particular, α(0) is equal to the order of
σ) such that α′(0) 6= 0.
By holomorphic map we mean that each positively homogeneous component σα(z)−j(z)
is holomorphic and that for any integer N ≥ 1 the remainder
σ(N)(z)(x, ξ) := σ(z)(x, ξ) −
N−1∑
j=0
σα(z)−j(z)(x, ξ)
is holomorphic in z as an element of C∞(U × IRn) with kth z-derivative
σ
(k)
(N)(z)(x, ξ) := ∂
k
z (σ(N)(z)(x, ξ)) ∈ S
α(z)−N+ǫ(U, V ) (7)
for any ǫ > 0.
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A first example of holomorphic regularisation is the well known Riesz regularisa-
tion, which sends a classical symbol σ of order m to
σ(z)(x, ξ) :=
N∑
j=0
χ(ξ)σm−j(x, ξ) · |ξ|
−z + σ(N)(x, ξ)
with the notations of (1) and where N is chosen large enough so that m−N < −n.
Generalisations of the type
σ 7→ σ(z)(x, ξ) := H(z)
N∑
j=0
χ(ξ)σα−j(x, ξ) · |ξ|
−z + σ(N)(x, ξ)
where H is a holomorphic function such that H(0) = 1 include dimensional regu-
larisation which arises in physics (see [P]).
Remark 6
Proposition 6 [G], [KV], [L] Given a holomorphic regularisation procedure R :
σ 7→ σ(z) on CScom(U) and any symbol σ ∈ CScom(U), for any x ∈ U the map
z 7→ −
∫
T∗xU
dξ σ(z) (resp. z 7→ −
∫
T∗U dx dξ σ(z)) is meromorphic with simple poles
at points in α−1([−n,+∞[∩ZZ) where α is the order of σ(z). Moreover for any
x ∈ U
Resz=0 −
∫
T∗xU
σ(z)(x, ξ) dξ = −
1
α′(0)
resx(σ(0)),
respectively
Resz=0 −
∫
T∗U
σ(z)(x, ξ) dξ = −
1
α′(0)
res(σ(0)).
On the grounds of this proposition we set:
Definition 11 The R-regularised integral of σ ∈ CScom(U) is defined by:∫ R
T∗U
σ(x, ξ) dξ := fpz=0 −
∫
T∗U
σ(z)(x, ξ) dξ
:= lim
z→0
(
−
∫
T∗U
dξ σ(z)(x, ξ) −
1
z
Resz=0 −
∫
T∗U
dξ σ(z)(x, ξ)
)
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Proof of the proposition: We identify T ∗xU with IR
n using a coordinate chart.
From equation (5) we have
−
∫
IRn
σ(z)(x, ξ) dξ =
∫
B(0,1)
σ(z)(x, ξ) dξ
−
N∑
i=0, α(z)−i+n6=0
1
α(z)− i+ n
∫
S(0,1)
σα(z)−i(z)(x, ξ) dξ
+
∫
IRn
σ(N)(z)(ξ) dξ
=
∫
B(0,1)
σ(z)(x, ξ) dξ
−
N∑
i=0, α(z)−i+n6=0
1
α(0)− i+ n+ α′(0) z + o(z)
∫
S(0,1)
σα(z)−i(z)(x, ξ) dξ
+
∫
IRn
σ(N)(z)(x, ξ) dξ,
where we have written α(z) = α(0) + α′(0).z + o(z). As a consequence, we have
that:
Resz=0 −
∫
IRn
σ(z)(x, ξ) dξ
= Resz=0
∫
B(0,1)
σ(z)(x, ξ) dξ
− Resz=0
KN∑
i=0
1
α(0)− i+ n+ α′(0) z + o(z)
∫
S(0,1)
σα(z)−i(z)(x, ξ) dξ
+ Resz=0
∫
IRn
σ(N)(z)(x, ξ) dξ
= −
1
α′(0)
∫
S(0,1)
σ−n(0)(x, ξ) dξ
= −
1
α′(0)
resx(σ(0)).
⊔⊓
This result extends to classical symbol valued forms.
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5.2 Cut-off integrals of holomorphic families of symbol val-
ued forms
Definition 12 A holomorphic regularisation procedure on ΩCS(U) is a map
R : ΩCcom(U) → ΩHol (CScom(U))
ω 7→ ω(z)
where
ΩHol (CScom(U)) := {z 7→ ω(z) =
∑
I,J
ωIJdxI ∧ dξJ ∈ ΩCScom(U),
z 7→ ωIJ(z) lies in HolCS(U)
for all multi− indices I, J}
and
1. ω(0) = ω,
2. ω(z) has holomorphic order α(z) (in particular, α(0) is equal to the order of
ω) such that α′(0) 6= 0.
Remark 7 Clearly, any holomorphic regularisation R on CScom(U) induces one
on ΩCScom(U) setting:
R(ω) =
∑
I,J
R(ωIJ )dxI ∧ dξJ .
Theorem 5 Given a holomorphic regularisation procedure R : ω 7→ ω(z) on
ΩCScom(U) induced by a regularisation R : σ 7→ σ(z) on CScom(U) and any sym-
bol valued form ω ∈ ΩCScom(U), the map z 7→ −
∫
T∗xU
ω(z) (resp. z 7→ −
∫
T∗U
ω(z))
is meromorphic with simple poles at points in α−1([−n,+∞[∩ZZ) where α is the
order of ω(z). Moreover for any x ∈ U
Resz=0 −
∫
T∗xU
ω(z)(x, ξ) = −
1
α′(0)
resx(ω(0)),
respectively
Resz=0 −
∫
T∗U
ω(z)(x, ξ) = −
1
α′(0)
res(ω(0)).
On the grounds of this theorem, we set the following definition:
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Definition 13 The R-regularised integral of ω ∈ ΩCScom(U) is defined by:∫ R
T∗U
ω(x, ξ) := fpz=0 −
∫
T∗U
ω(z)(x, ξ)
:= lim
z→0
(
−
∫
T∗U
ω(z)(x, ξ)−
1
z
Resz=0 −
∫
T∗U
ω(z)(x, ξ)
)
.
Proof of the theorem: The result follows from applying Proposition 6 to each
component ωIJ(z) of the form ω(z) =
∑
IJ ωIJ(z)dxI ∧ dξJ . The symbol valued
form ωIJ(z) has order αIJ(z) = α(z) − |J | so that α
′
IJ (0) = α
′(0). Since z 7→
−
∫
T∗xU
ωIJ(z) is meromorphic with simple poles so is z 7→ −
∫
T∗xU
ω(z) and we have
Resz=0 −
∫
T∗xU
ω(z)(x, ξ) =
∑
IJ
Resz=0 −
∫
T∗xU
ωIJ(z)(x, ξ) dxI ∧ dξJ
= −
∑
IJ
1
α′IJ(0)
resx(ωIJ (0)) dxI ∧ dξJ
by Proposition 6
= −
1
α′(0)
∑
IJ
resx(ωIJ(0)) dxI ∧ dξJ
= −
1
α′(0)
resx(ω(0)),
⊔⊓
Stokes’ formula holds as an equality of meromorphic functions:
Theorem 6 Given a holomorphic regularisation procedure R : ω 7→ ω(z) on
ΩCScom(U) induced by a regularisation R : σ 7→ σ(z) on CScom(U) and any
symbol valued form ω ∈ ΩCScom(U), we have the following equality of meromor-
phic functions:
−
∫
T∗xU
d (ω(z)) = 0.
Proof: Since ω(z) has non integer order outside a discrete set of complex num-
bers, and since by Theorem 4, Stokes’ property holds for non integer order symbols
valued forms, the statement holds outside this discrete set of poles. The meromor-
phicity of the function z 7→ −
∫
T∗xU
d (ω(z)) proved in Theorem 5 then yields the
expected equality of meromorphic functions.
Remark 8 • This statement in the case of dimensional regularisation and
transposed to forms built from Feynman type functions as in [E] corresponds
to Proposition 12 of [E].
• In general,
−
∫ R
T∗xU
dω 6= 0
since exterior differentiation and regularisation R do not “commute”.
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Appendix A
We recall here a few definitions borrowed from non commutative geometry see
e.g.[C], [GVF]. Let (A, ⋆) be an associative algebra over some ring R with unit
1. The space Cn (A, R) of R-valued n + 1-linear forms on A corresponds to the
space of n-cochains on A. Equivalently, these spaces can be seen as spaces of
R-multilinear n-forms on A with values in the R-algebraic dual A∗, seen as an
A-bimodule, where for χ ∈ A∗ we put a′χ(a)a′′ = χ(a′′aa′).
Following [C] we define the operators B0 and B acting on cochains:
Definition 14 Let
B0 : C
n(A) → Cn−1(A)
χ 7→ B0χ(a0, · · · , an−1) := χ(1, a0, · · · , an−1)− (−1)
nχ(a0, · · · , an−1, 1).
Let B := AB0 where A denotes cyclic antisymmetrisation in all variables so that
Bχ(a0, · · · , an−1) =
n−1∑
i=0
(−1)iχ(1, ai, ai+1, · · · )−(−1)
n
n−1∑
i=0
(−1)iχ(ai, ai+1, · · · , ai−1, 1)
One can check that B2 = 0 so that B defines a homology on C•(A) [C].
Definition 15 The Hochschild coboundary for the product ⋆ of an n-cochain χ is
defined by:
b⋆χ(a0, · · · , an+1) =
n∑
j=0
(−1)jχ(a0, · · · , aj⋆aj+1, · · · , an+1)+(−1)
n+1χ(an+1⋆a0, · · · , an).
It satisfies the condition b2⋆ = 0 and hence defines a cohomology called theHochschild
cohomology of (A, ⋆).
Definition 16 An n-dimensional cycle is given by a triple
(
Ω, d,
∫ )
where Ω is a
graded differential algebra on IC equipped with the differential d such that d2 = 0
and
∫
: Ωn → IC is a closed graded trace i.e.
∫
is a linear map which, when
extended to Ω by 0, satisfies∫
α ∧ β = (−1)|α|·|β| ·
∫
β ∧ α,
∫
dβ = 0 ∀β ∈ Ωn−1(A).
An n-cycle on an algebra A on IC is a cycle (Ω, d,
∫
) together with a homomorphism
ρ : A → Ω0. The character χn of an n-cycle is defined by:
χn(a0, · · · , an) =
∫
ρ(a0) dρ(a1) · · · dρ(an) ∀ai ∈ A.
Let us also recall that the character of a cycle has the following properties:
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1. χn is cyclic i.e.
χn(a0, · · · , an) = (−1)
nχn(a1, · · · , an, a0), ∀ai ∈ A
2. χn(1, a1, · · · , an) = 0 ∀ai ∈ A.
3. b χn = 0 where b is the Hochschild coboundary associated with the product
on A.
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