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Change detection involves comparing two images to find the differences between them.
With sonar data, this can be used to identify changes to both the seafloor and objects
located on it. As well as mine-hunting applications, it has been used to spot changes
made to the seafloor by bottom-feeding fish, detect the effects of sediment transport on
the surface topography of the seafloor, and identify changes to the water properties.
The ability to perform change detection is dependent on the images from the two
passes of the sonar being precisely registered (aligned). The navigation data alone is
not sufficiently accurate to perform this registration. Therefore, the registration must
be corrected via a data-driven approach, estimating the errors from the data itself.
Registering images of a bland seafloor has been described as the worst-case scenario
due to the lack of distinguishing features to match between the images.
This thesis presents a number of modifications to an existing rough facet synthetic
aperture sonar (SAS) simulator to allow the generation of suitable repeat-pass im-
agery. The implementation of the scattering model is extended to allow the temporal
decorrelation of a facet between passes to be simulated. These repeat-pass images are
validated against published statistical models for the coherence of two speckle images.
As with any coherent imaging system, SAS imagery is corrupted by multiplicative
speckle noise. Despite its random appearance, speckle is a deterministic process. If
the images are aligned, then the speckle patterns in corresponding areas are coherent
(assuming the temporal decorrelation is sufficiently low). This implies that the speckle
patterns in two images can be used to register them. A model of the position errors
caused by incorrect track information is presented, along with a block-based correlation
method to estimate these errors from two images. Using these detected errors, param-
eter estimation can be used to find the translation and heading errors in the assumed
sonar track.
Bland repeat-pass images generated by the simulator are used to test the perfor-
mance of this registration algorithm. It is shown to be robust against both additive
noise and temporal decorrelation, and capable of detecting the track errors. Guidelines
are provided for both the design of the system and the implementation of the presented
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PREFACE
This research began with the ultimate goal of turning change detection with synthetic
aperture sonar (SAS) imagery into a solved problem. As may be expected with any
such research problem, it turned out to not be as straightforward as that.
It soon became apparent that there were a variety of change detection algorithms
out there, many of which had been applied to sonar images. These have been shown to
work well, provided the input data is suitable (the “garbage in, garbage out” scenario).
In this case, the main requirement is for the images to be accurately registered or
aligned: the general rule of thumb is that the misregistration needs to be below one-
tenth of the resolution of the sonar. As the navigation data is generally too inaccurate
to generate images meeting this requirement, this needs to be corrected based on the
images themselves.
Following on from this is the need to be able to validate any registration procedure;
a ground truth or known answer is required. With real data this forms a circular problem
as, if the correct solution was known, the registration step would be unneeded. This
is where simulated data is useful. The simulation can be controlled to provide a given
scenario (errors in the path the sonar follows, changes to the imaged scene, etc.) along
with the ground truth needed to check the behaviour of any registration algorithm
applied to the data.
A SAS simulator based on a statistical rough scattering model had been previously
developed in the Electrical and Computer Engineering Department at the University
of Canterbury, and was shown to generate valid single-pass data. Therefore, the first
step in this research was to check its suitability for repeat-pass imaging. Considerable
care is required with both simulation and reconstruction processes to ensure coherence
is maintained between passes. It soon became apparent that the implementation of the
scattering model was not capable of guaranteeing the same realisation of the scene when
imaged from a different track. The cause of this was subtle and took a considerable
time to isolate and correct.
Following this it was necessary to simulate a particular level of change in a given
area of the imaged scene. This involved the development of an extension to the scat-
tering model. Details on repeat-pass simulation are given in Chapter 4 and validation
of the extended scattering model is presented in Chapter 5.
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The limiting case for change detection with sonar imagery is a bland seafloor, i.e.,
one devoid of any distinguishing features such as rocks. Using the images themselves
to correct registration errors first requires estimating the displacement between the im-
ages. If stable features are present they provide good reference points to use for align-
ment. In the bland case it is necessary to compare patches of the seafloor itself. The
major contribution of this research is a study into the registration of bland seafloors.
In Chapter 6 a simple model of the errors in the repeat-pass track is presented, and
a correlation-based registration procedure is evaluated for a range of translation and
rotation errors.
Many of the procedures involved in this research required repeated evaluations
over a sliding window of some metric. Integral images have been used widely in image
processing to provide an efficient means of performing this evaluation. In the sonar
field, they have been previously used in the calculation of the lacunarity of a scene. A
minor contribution of this research is the extension of this for use with coherence cal-
culations and a study of the performance improvements they provide; this is presented
in Chapter 3.
An overview of the layout of this thesis and the assumed background knowledge of
the reader is available in the introduction.
PUBLICATIONS
To date, the following works have been published regarding the research presented in
this thesis:
B. Bonnett, M. P. Hayes, and A. Hunter [2013]. “Registration of images from a hull
mounted, low frequency synthetic aperture sonar”. In: 28th International Conference
on Image and Vision Computing New Zealand. IVCNZ 2013. Wellington, New Zealand,
pp. 142–147
B. Bonnett and M. P. Hayes [2014]. “Data-driven Image Registration for Coherent
Change Detection of Synthetic Aperture Sonar Imagery”. In: Proceedings of the 29th
International Conference on Image and Vision Computing New Zealand. IVCNZ ’14.
Hamilton, New Zealand: ACM, pp. 196–201
B. Bonnett and M. P. Hayes [2016]. “Simulation of temporal coherence loss for repeat-
pass synthetic aperture sonar”. In: 2016 International Conference on Image and Vision
Computing New Zealand. IVCNZ ’16. Palmerston North, New Zealand
The first two cover content presented in Chapter 6, while the latter covers content from
Chapters 4 and 5.
NOMENCLATURE
This section defines the mathematical notation, variables, and acronyms used through-
out this thesis. Where possible, standard notation as used in the associated fields is
employed. However, this is not always possible due to conflicts between different areas
of the research. Additionally, there are often multiple notations in use in different
publications covering the same material.
MATHEMATICAL NOTATION
A random variable is capitalised, X, and a realisation of this random variable is lower-
case, x. The PDF is denoted fX(x), with any parameters of the distribution being
included as fX(x;x0). Similarly, the CDF is represented by FX(x) or FX(x;x0). The
expected value is E[X] and the variance is Var[X].
Matrices are upper-case and typeset in bold, A, while vectors are lower-case and
bold, b. The magnitude (Euclidean norm or L2 norm) is given by |b| while a normalised
(or unit) vector is b̂ = b/|b|. The transpose is AT and the Hermitian transpose or
conjugate transpose AH is found by taking the transpose and then calculating the
complex conjugate of each entry. The Moore-Penrose pseudoinverse is given by A+ =
(AHA)−1AH. The dot product of two vectors x and y is denoted by x · y while their
cross-product is x×y. The direction cosine cos(x,y) is the cosine of the angle between
two vectors.
The gamma function Γ(z) is an extension of the factorial function to real and
complex numbers. The generalised hypergeometric function pFq(a1, . . . , ap; b1, . . . , q; z)
is an analytic function based on power series.
MATHEMATICAL VARIABLES
The following sections list major variables used in the different areas of work covered
by this thesis. Minor variables — such as those used in a definition — are not given
here, and are often reused. Where there is some reuse (for example, D could be either
the size of a transducer aperture, or the random variable representing the distribution
of the estimated degree of coherence), it is hoped that the context will clarify which
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version is in use. Many of these variables may appear with subscripts identifying a par-
ticular instance, for example, Bh(x̂, f) represents the beampattern of the hydrophone
or receiver.
Sonar properties
B Bandwidth of the transmitted pulse
τp Duration of the transmitted pulse
δr Resolution of the system in the across-track (range) direction
δy Resolution of the system in the along-track direction
D Along-track size of the transducer aperture
Wave propagation and simulation
f Frequency
c Speed of propagation; c ≈ 1500m/s for acoustic waves in salt water
k Angular wavenumber, k = 2πf/c
a(x) Aperture function describing the shape of a transducer or facet
h(x) Height function; describes the height of a rough facet
B(x̂, f) Beampattern of the transmitted energy
S(f) Signal spectrum




δ Degree of coherence, δ = |Λ|
ϕ0 Coherence phase difference, ϕ0 = argΛ
γ Spatial coherence estimate
d Estimated degree of coherence, d = |γ|
D Random variable from which d is drawn
ϕ Estimated phase difference, ϕ = arg γ
Φ Random variable from which ϕ is drawn
∆ϕ Phase correction term applied to the spatial coherence estimate
γn Coherence factor (loss of coherence due to) additive acoustic noise
γs Coherence factor from footprint shift and image misregistration
γb Coherence factor due to baseline decorrelation
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γp Coherence factor from processing noise (including grating lobes)
γt Coherence factor due to temporal decorrelation
Registration
M Number of passes to be registered
Pm Number of pings in the mth pass
cm Centre of the linear approximation to the mth track
ĉm Estimated value of cm
dm Displacement vector of the linear approximation to the mth track
d̂m Estimated value of dm
c Origin of the common reconstruction grid
h Heading of the y-axis of the common reconstruction grid
xm(p) Position of the sonar at the pth ping of the mth pass
x̂m(p) Position of the sonar at the pth ping of the linear approximation to the mth
track
x′m(p) The position xm(p) transformed to the common reconstruction grid
tx Across-track translation error in the navigation data
ty Along-track translation error in the navigation data
α Heading error in the navigation data
e Error vector [tx, ty, α]T
ê Estimated value of e
∆x Across-track displacement of a point in the image due to misregistration
∆y Along-track displacement of a point in the image due to misregistration
∆x Displacement vector [∆x,∆y]T
∆x̃n Observed across-track displacement in the nth block of an image pair
∆ỹn Observed along-track displacement in the nth block of an image pair
β Rotation angle between corresponding blocks from two passes
β̂ Rotation angle that maximises the correlation between corresponding blocks
from two passes
ABBREVIATIONS
AASR Along-track ambiguity to signal ratio
AUV Autonomous underwater vehicle
AWGN Additive white Gaussian noise
xiv NOMENCLATURE
CCA Canonical correlation analysis
CDF Cumulative distribution function
CRLB Cramér-Rao lower bound
DVL Doppler velocity log
EDF Empirical distribution function
ENL Effective number of looks
GLONASS Global navigation satellite system
GPS Global positioning system
IMU Inertial measurement unit
LBL Long baseline (network)
PDF Probability density function
RMS Root mean square
RTK Real time kinematic (satellite navigation)
SAR Synthetic aperture radar
SAS Synthetic aperture sonar
SIFT Scale-invariant feature transform
SNR Signal to noise ratio
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With more than 70 % of the earth’s surface covered by water, the ability to map and
monitor the underwater environment is desirable scientifically, commercially, and mil-
itarily. Sonar imaging is generally the only feasible technique of imaging the seafloor.
In most conditions, optical images are difficult to obtain due to the attenuation of elec-
tromagnetic energy by the high conductivity of seawater. In many areas of interest the
water will also contain suspended sediment, further hindering photographic methods.
Sonar systems can be designed to image objects buried beneath the seafloor [Jonsson,
Pihl, and Aklint 2005; Nakamura, Yamaguchi, and Hama 2004; Tinkle and Chang
2001] allowing the detection and monitoring of sub-surface objects.
Change detection, the practice of comparing two images and identifying regions
that differ, has been used with radar imagery for decades. In recent years there has
been interest in applying it to sonar images, and a number of results have been published
doing so. With approximately 90 % of world trade transported by sea [Coiras et al.
2008], the detection of mines or other explosive devices in harbours and shipping lanes
has been the main application of sonar change detection to date. These locations tend
to have large amounts of debris that can resemble potential threats. Applying change
detection to regular surveys of the area highlights new objects and allows previously
investigated objects to be ignored [Sternlicht, Harbaugh, and Nelson 2009]. Other
studies have found changes made by bottom-feeding fish and other seafloor fauna. A
number of environmental processes can modify the seafloor, for example, sediment
transport by wave, current, or storm action. The properties of the water can also
change between imaging passes, which in turn affects the imagery produced by the
sonar.
The critical step in change detection is the alignment of the two images to be
compared. For sonar images, the worst-case scenario is when the seafloor is bland, i.e.,
there are no objects such as rocks or debris in the scene [Sæbø et al. 2011]. This thesis
presents research into the alignment of bland sonar images in order to quantify the
accuracy with which it is possible to perform this alignment.
An introduction to sonar imaging techniques is given in Section 1.1. Section 1.2
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follows this with a description of the difference between the system resolution and the
image resolution of sonar imagery. The structure of this thesis is then outlined in
Section 1.3 along with the assumed knowledge of the reader.
1.1 SONAR IMAGING
The name ‘sonar’ was originally derived from the expression sound navigation and
ranging. The first recorded mention of the use of sound for underwater detection is
made by da Vinci in 1490 who wrote of the use of a tube inserted in the water through
which the noise of other ships could be detected [Fahy 1998]. The first patent for an
underwater echo ranging device was filed one month after the sinking of the Titanic
and was followed by a number of others. Echo location research was driven by the need
to counter the submarine threat during World War One, and has subsequently been
developed into a wide range of sonar techniques. The reader is directed to works by
Urick [1975] and Hunt [1978] for a more extensive history of sonar imaging.
Sonar is a time-of-flight technique: the transmitter sends out an acoustic signal
and the receiver detects any echoes from objects in the scene. The delay between
transmission and reception is a function of the distance to an object and the speed
of propagation of the acoustic wave1. Each pulse is known as a ping. In this thesis,
side-scan sonar is employed. This is where the sonar travels in one direction (known as
the along-track direction) and images in the direction perpendicular to its motion (the
across-track direction). Other geometries exist but are not considered here.
The attenuation of the transmitted signal is discussed in Section 1.1.1. Detecting
the returned echoes is a key step of sonar imaging and is described in Section 1.1.2.
The two main types of side-scan sonar, narrow-beam sonar and synthetic aperture
sonar (SAS), are then detailed in Sections 1.1.3 and 1.1.4 respectively; this thesis
exclusively uses SAS imagery. The raw data collected by a SAS needs to be processed
or reconstructed to form the output image. A number of techniques for this image
reconstruction are briefly outlined in Section 1.1.5.
1.1.1 Attenuation
The main loss in the system is the spreading loss, caused by the fact that a transmitted
pulse will spread out as it moves away from the source. This results in a reduction
of the energy density. For a spherically spreading wave, the energy density relative to
the density at the source is given by 1/(4πr), where r is the distance from the source.
In addition to the spreading loss, the signal loses energy from interactions with the
medium it is moving through [Fisher and Simmons 1977]. Due to the density of water,
acoustic (pressure) waves are able to travel with minimal attenuation at low frequencies.
1Typically ∼ 1500m/s in sea water.
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As the frequency increases, the attenuation of the transmitted signal increases [Urick
1975]. This attenuation is largely the result of friction, thermal conduction, and (in
sea water) the chemical relaxation of the ions in the water [Fisher and Simmons 1977].
Typical losses are on the order of 0.1 dB/km at a frequency of 1 kHz, 1 dB/km at 10 kHz
and 100 dB/km at 100 kHz. In terms of sub-seafloor imaging, the attenuation depends
on the composition (particle size, density, etc.) of the sediment that the seafloor is
made up from. This is a complex process, and the absorption loss it causes is generally
obtained from published tables of empirical measurements [Hamilton 1980; Hamilton
and Bachman 1982].
1.1.2 Echo detection
Having recorded the echoes returned from any objects in the scene, it is necessary to
locate the ranges at which these objects are positioned. As with any real-world system,
the recorded echoes will be corrupted by noise. The standard approach is to assume
this is additive white Gaussian noise (AWGN). In this case the optimal detector is a
matched filter. This is equivalent to correlating the received signal with a copy of the
transmitted pulse [Crocker 1998]. Therefore the shape of the detected echo is governed
by the autocorrelation of the transmitted waveform. The strength of the detected
echoes relative to the noise is proportional to the amount of energy that was received;
this is in turn a function of the amount of transmitted energy.
The resolution of the system defines its ability to distinguish two adjacent targets
from each other. In terms of echo detection, this depends on the width of the auto-
correlation: the narrower this is, the closer two targets can be before they cannot be
individually detected. For a gated sinusoidal pulse of duration τp the autocorrelation
has a triangular envelope of width 2τp. Hence, the resolution is directly proportional
to the length of the pulse τp [Caprais and Guyonic 1997]. Reducing τp can improve
the resolution, but requires an increase in the instantaneous power of the transmitter
to maintain the total transmitted energy and thus the strength of the received echoes.
However, the power is limited by non-linear effects such as cavitation [Urick 1975].
The standard approach is to increase the bandwidth of the signal by modulation.
For a given bandwidth, B, the autocorrelation function is proportional to sinc(Bτp); the
width of the main peak in the autocorrelation is then 1/B [Skolnik 1980]. The resulting






where c is the speed of propagation of the signal. A commonly used signal is the linear
frequency modulated (FM) chirp where the frequency of the signal linearly increases
(or decreases) over a set range of frequencies. Other signals which have a narrow
autocorrelation can be utilised, for example, pseudorandom sequences [Hawkins 1996].
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It will be noted that the resolution (1.1) is not proportional to the pulse length,
and so a low-power transmitter can use a long duration pulse to increase the total
transmitted energy. The minimum range the system will measure (often the seafloor
directly below the sonar) determines the maximum pulse length. Due to attenuation,
the energy of the received echoes is several orders of magnitude lower than the trans-
mitted energy. An echo returning while the transmitter is still running is liable to get
swamped and thus ignored. Therefore, the pulse needs to have completed transmission
prior to these close echoes returning.
1.1.3 Narrow-beam sonar
As the name implies, narrow-beam sonar uses a narrow beam of acoustic energy to
insonify the scene. As shown in Figure 1.1a, the movement of the sonar between
pings samples the scene. These are then combined to form a complete image of the
scene. Ideally the footprint (the projection of the beam onto the seafloor) would have
a constant width, but in reality it will widen as the range increases. The along-track





where r is the range, λ is the transmitted wavelength, and D is the width of the
transmitter aperture in the along-track direction. As the range increases the resolution
worsens, i.e., it is range-dependent. It can be improved by increasing the frequency
of transmission (assuming the speed of propagation is constant, this decreases the
wavelength), but this is limited by the increased attenuation of higher frequencies in
salt water. Making the aperture longer also improves the resolution; again, this is
limited by practical reasons, especially from a manufacturability point of view.
1.1.4 Synthetic aperture sonar
Synthetic aperture sonar takes the opposite approach to narrow-beam sonar. A wide
beam is used to insonify the seafloor and, as illustrated in Figure 1.1b, this means that
each target appears in a number of pings. The collected data can then be coherently
processed to synthesise an aperture that is longer than the physical aperture of the
transmitter [Curlander and McDonough 1991; Soumekh 1994], hence the name.





where L is the length of the aperture that was synthesised during processing. This
length depends on the range: the further away a point is, the more pings it appeared




(a) In narrow-beam side-scan sonar, each ping insonifies and images a small strip of the seafloor.




(b) With synthetic aperture sonar, a wide beam is used to insonify a large region of the seafloor.
Each point of the seafloor appears in multiple pings, and coherent processing is required to form
the final imagery.
Figure 1.1: A comparison of the geometries of (a) narrow-beam and (b) synthetic
aperture sonar. As with any side-scan sonar, the platform moves in the along-track (y)
direction, and images in the across-track (x) direction.
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This is independent of both range and frequency. It is also inversely dependent on the
length of the physical aperture. The smaller the physical aperture is, the wider the
beam is, allowing a longer synthetic aperture to be formed.
1.1.5 Image reconstruction
The data collected by a SAS system requires processing to obtain an output image.
This is the process of forming the synthetic aperture. A number of algorithms have
been developed to perform this image reconstruction. A subset of these are described
briefly in this section. The method used for the data presented in this thesis is the
backprojection algorithm. For a more detailed background into SAS reconstruction
techniques the reader is directed to works by Hawkins [1996] and Callow [2003].
The approach used in early SAS imaging was the correlation or matched filtering
algorithm [Neilson 1991]. An expected point-spread function (dependent on both the
range and along-track position) was defined for the scene. This was then correlated
with the echo data to form the output image. Due to the computational effort required
to perform this correlation, this algorithm — although exact — is inefficient. A variant
of this, fast correlation, divides the scene into blocks and approximates the point-spread
function at each point in a block by the point-spread function of the centre point [Hayes
and Gough 1992]. The correlation is then performed in the Fourier domain.
Backprojection is a reconstruction technique used extensively in medical imaging
for processing computed tomography (CT) data [Cho, Jones, and Singh 1993] and can
be applied to SAS image reconstruction. The response from each ping is projected
over a spherical arc to all the possible points in the image which contributed to the
response. These projections are summed across all pings to generate the final image.
Backprojection is more efficient than the correlation algorithm [Callow 2003] and shares
the property that it can be used to reconstruct data obtained from an arbitrary track.
The wavenumber algorithm was first used in the seismic imaging field [Stolt 1978]
and subsequently modified for use with synthetic aperture radar (SAR) [Cafforio,
Pratti, and Rocca 1991] and SAS [Hawkins and Gough 1995]. The data is taken
into the Fourier domain and the inverse Stolt mapping is applied to transform it from
the measurement domain to the image domain.2 This remapped data is then inverse
Fourier transformed to yield the reconstructed image. The wavenumber algorithm is
2This reverses the mapping applied by the system during the collection process.
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efficient but has the drawback that it requires regularly sampled data. For scenarios
where the sonar did not travel in a straight line — or where it is desired to make local
updates to the assumed path in order to align the image with one from a different trial
— the wavenumber algorithm cannot be applied directly.
1.2 SYSTEM RESOLUTION AND IMAGE RESOLUTION
The system resolution is defined as the smallest individual feature that the sonar can
resolve. This area is often referred to as a resolution cell. For a SAS system, the
system resolution is defined by (1.1) in the across-track direction and (1.5) in the
along-track direction. These are based on the physical properties of the sonar, the
signal it transmits, and the medium it is operating in; it cannot be improved after the
data has been collected.
The image resolution is the size of the pixels in the reconstructed images. This
is independent of the system resolution, although it makes sense to base the image
resolution on the system resolution. The relationship between the system and image
resolution can be divided into three categories:
1. The image resolution is the same as the system resolution. In this case, each pixel
in the image corresponds to a resolution cell of the sonar.
2. The image resolution is smaller than the system resolution. This means that
each resolution cell is spread across multiple pixels in the image. Therefore the
resolution cell has been interpolated or oversampled to generate the image. Over-
sampling may reveal finer-scale details of the scene, but it makes the assumption
that the echo data is band-limited.
3. The image resolution is larger than the system resolution. Each pixel represents
the average response of multiple resolution cells. Such an image is said to be
undersampled. This effectively discards information collected by the sonar but
may be useful for noise reduction or similar purposes.
1.3 THESIS OUTLINE AND ASSUMED KNOWLEDGE
Chapter 2 introduces the process of change detection with complex images and in-
cludes examples of this being performed on both radar and sonar imagery. The history
of change detection in these fields is also given. SAS images are typically analysed
statistically; the various statistical measures used for both individual images and pairs
of images are presented in Chapter 3. Change detection requires the images to be
precisely aligned, and developing algorithms to perform this alignment needs data with
a known ground truth in order to test their accuracy. The data used in this thesis is
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primarily simulated as this provides the necessary ground truth. Chapter 4 outlines
the implementation of the SAS simulator used, along with some modifications that
were required to generate valid repeat-pass data. Some simulations using these modi-
fications are then presented in Chapter 5 validating the simulated results against the
statistical models previously outlined. Chapter 6 then presents work on registration
algorithms, including a study using high-quality navigation data as well as methods for
estimating the alignment errors from the data itself. Finally, conclusions are given in
Chapter 7 along with some suggestions for further research.
The preceding description of sonar imaging should be sufficient to understand the
models and processes used within this thesis. The references given in those sections are
available should the reader want a more in-depth discussion of sonar design, operation,
or reconstruction algorithms. The main assumption made is that the reader has some
familiarity with statistical signal and image processing. Chapter 3 provides details of
the general techniques used subsequently in this thesis.
Chapter 2
CHANGE DETECTION
In a general sense, change detection is the process of comparing multiple recordings of
an object or scene taken at different times in order to determine what attributes of that
object or scene have changed in the interval. Historically, these changes were found from
photographs by manual analysis. For example, in World War One, aerial photographs
were used to detect changes to the enemy’s trenches by projecting an image1 onto
a screen and tracing salient features onto the screen [Campbell 2008, p.87]. A later
photograph could then be projected onto the same screen and, after careful alignment,
any new features were readily visible. Similar manual techniques continued to be used
throughout the 20th century for both military and civil applications [Théau 2008].
With the rise of digital processing in the 1970s, automatic or digital change detection
started to replace manual methods [Lunetta and Elvidge 1998]. In addition to the
applications with sonar and radar systems detailed later in this chapter, automated
change detection has been used in fields as diverse as monitoring ecosystem [Coppin
et al. 2004] and land cover changes [Mas 1999], medical imaging [Venot et al. 1984],
driver assistance systems [Gerónimo et al. 2010; Kan, Krogmeier, and Doerschuk 1996],
and monitoring civil infrastructure [Landis et al. 1999].
Section 2.1 discusses the use of change detection with complex datasets. A number
of common change detection techniques are then outlined in Section 2.2. Finally, the
history of change detection with SAR and SAS imagery is presented in Section 2.3.
2.1 CHANGE DETECTION WITH COMPLEX DATA
Imaging techniques such as SAS and SAR provide complex data, i.e., each pixel in the
reconstructed imagery has both a magnitude and a phase associated with it. Change
detection can be performed on the magnitude alone, in which case it is known as
incoherent change detection. However, the phase of an image conveys more information
about the image than the magnitude [Huang, Burnett, and Deczky 1975; Oppenheim
and Lim 1981], and so discarding the phase could result in smaller changes being
1Typically captured on glass photographic plates.
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ignored. Utilising the phase as well as the magnitude leads to coherent change detection;
coherence is a statistical measure of the degree of linear similarity between two datasets.
It is introduced, along with its estimation over a spatial region and the factors which
decrease it, in Sections 3.4 to 3.6. For the purposes of this chapter, it is sufficient to treat
coherence as a number between 0 and 1 indicating the level of similarity between two
images, with 1 meaning they are identical and 0 meaning there is no linear similarity.
A simple example showing the sensitivity of coherent change detection is presented
in Figure 2.1. The magnitudes of two speckle images, equivalent to the images that
a SAS system would record from a bland seafloor2, are given in Figure 2.1a and Fig-
ure 2.1b. These have been constructed such that the outer regions of the images are
identical, but a circular region in the middle is statistically independent. This can be
observed by careful inspection of the images, but it is not immediately obvious. One
incoherent method of change detection is to look at the difference in the root mean
square (RMS) power between corresponding points in each image. This is given in Fig-
ure 2.1c; the changed region is obvious in this case, but the magnitude of the change is
low — the maximum change is 0.86 dB, and only 7 % of the changes are above 0.5 dB.
The coherence between the two images is shown in Figure 2.1d. The unchanged region
has the maximum possible coherence of 1, while the changes are close to 0. Figures 2.1e
and 2.1f show the same incoherent and coherent change detection methods in the pres-
ence of additive white Gaussian noise. Although the 10 dB signal to noise ratio (SNR)
used in these examples would be considered poor in a real-world situation, it serves to
illustrate the sensitivity of the phase component: while the energy change has become
harder to detect due to the changes in the background, the coherence map still clearly
shows the change even though the magnitude in the background region has dropped.
Preiss and Stacy [2006] undertook a study of change detection with airborne SAR
imaging. One of their experiments involved deliberate modifications to the imaged
scene between imaging passes in order to demonstrate the effectiveness of coherent
techniques. The resulting images are reproduced in Figure 2.2 (these correspond to
Figures 47 to 50 in their report). Reconstructed images from the primary and repeat
passes are shown in Figure 2.2a and Figure 2.2b respectively. The scene consists of
a lightly grassed field bordered by trees and with drainage ditches running through
it. Some buildings are also present amongst the trees at the left-hand side of the
scene. During the two hour interval between passes a number of lines were made in
the field using both a rotary hoe and a lawnmower. The (incoherent) change in the
backscattered power is given in Figure 2.2c and the coherence between the passes is in
Figure 2.2d. The modifications to the field are clearly visible as lines of low coherence
but are not obvious when looking at the change in power. The trees also show up as
changes due to the natural movement of the leaves and branches. In a pair of images of
a different field in the same study, a number of irregular tracks through the middle of
2See Sections 3.1 to 3.3 for details on speckle.
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(f) Coherence (10 dB SNR).
Figure 2.1: An example of coherent and incoherent change detection. Two speckle
images are shown in (a) and (b); they are identical around the edges, but a circle in
the centre is a different realisation of speckle. The difference in the energy between the
two images is shown in (c), and the coherence between them in (d). The difference in
energy is observable although the magnitude of the change is not significant. When
white Gaussian noise is added to the images, the change in energy (e) is less obvious,
while the coherence (f) still clearly shows the change.
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the field were observed in the coherence. Although no definite ground truth is available
to confirm it, sheep were subsequently observed in that field and therefore the observed
tracks are likely to be caused by the sheep grazing.
A good example of the sensitivity of coherent change detection with SAS imagery
is given by G-Michael, Marchand, Tucker, Marston, et al. [2016] (Fig. 17 in their
paper) and is reproduced in Figure 2.3. The primary pass over a sandy seafloor is
shown in Figure 2.3a and a repeat pass several hours later is shown in Figure 2.3b.
Performing incoherent change detection on these two images results in the difference
map of Figure 2.3c. Small changes are observable in the top-left and bottom-right
corners, but the majority of the scene is marked as having no changes. However, the
coherence between the passes (Figure 2.3d) reveals a trench or track running between
the two locations observed in the incoherent case. The authors surmise that this has
been caused by some form of underwater creature. The other spots of low coherence
around the image may also be caused by fauna, or may be a result of sand being shifted
around by currents or wave action.
2.2 CHANGE DETECTION TECHNIQUES
There are many change detection techniques, and the most appropriate one for use de-
pends on the application. They can be broadly divided into two categories: image-based
techniques and feature-based techniques. The former directly compares the correspond-
ing pixels in each image and applies some metric to show how much they have changed.
Feature-based techniques first detect features or objects in a scene, and then compare
the set of features found in each image to identify any differences.3 This has the ad-
vantage of requiring less accurate registration or alignment of the images: if identical
objects are found in similar locations, it can be assumed that they are the same and
any position difference is due to an error in alignment. Image-based techniques require
a highly accurate registration as comparing different pixels limits the usefulness of the
result. The trade-off is that feature detectors require some a priori knowledge of the
type of feature they are looking for whereas an image-based method can operate with
the image alone.
This section outlines the common change detection techniques that have been used
with sonar imagery in the published literature. For further details, including techniques
used in other areas of research, the reader is directed to the various review papers on
change detection techniques that have been published. These include works by Singh
[1989], Lu et al. [2004], and Radke et al. [2005].
3In many remote sensing fields the feature-based approach is known as supervised detection as it
operates on data that has previously been classified in some manner (e.g., into land use categories for
satellite images of the earth). Unsupervised detection refers to image-based approaches which do not
rely on information apart from what is present in the image itself [Bruzzone and Prieto 2000].
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(a) Primary pass. (b) Repeat pass.
-5 dB -2.5 dB 0 dB 2.5 dB 5 dB
(c) Change in backscattered power.
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(d) Coherence between passes.
Figure 2.2: A comparison between incoherent and coherent change detection from a
SAR study by Preiss and Stacy [2006]. Intensity images of the primary and repeat
passes are shown in (a) and (b) respectively. The passes were taken two hours apart,
and the scene was modified by using a rotary hoe and lawnmower in the field during
the interval. In (c) the change in the backscattered power (an incoherent statistic)
shows no evidence of these changes. However, they are clearly visible in the coherence
map shown in (d).
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(a) Primary pass. (b) Repeat pass.
(c) Change in backscattered power. (d) Coherence between passes.
Figure 2.3: An example of change detection with SAS imagery from G-Michael, Marc-
hand, Tucker, Marston, et al. [2016]. Two passes several hours apart over a sandy
seafloor are shown in (a) and (b). Taking the logarithm of the intensities of these
images and dividing gives the (incoherent) difference map shown in (c). Some small
changes can be seen in the upper-left and lower-right corners, but the difference map is
largely featureless. However, the coherence map in (d) shows a track or trench running
across the scene, probably caused by fauna.
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2.2.1 Feature-based techniques
The main application of sonar change detection to date — and practically the only
one to use feature-based methods — is mine hunting. A standard method for finding
mines is to look for objects which are standing proud of the seafloor. These can be
identified by a bright spot (the target itself being assumed to be more reflective than
the surrounding seafloor) and an adjacent shadow [Gendron, Lohrenz, Layne, et al.
2004]. The size and shape can be used to ignore detected objects which do not match
the assumed profile of the targets of interest. Another technique is to have a set of
template images representing either the objects of interest [Coiras et al. 2008] or the
shadows they cast [Ferrand and Mandelert 2012]. Template matching, for example via
correlation, can then be used to locate any such objects in the scene.
Having found a set of objects of interest in an image, the second step is to deter-
mine which ones represent changes. When comparing two images, this is a matter of
calculating which objects appear in both; the ones that are missing from this union have
been either added to or removed from the scene between the two passes. In a regularly
surveyed area, such as a harbour or shipping lane, a historical database of objects may
be kept. Objects detected in an image which do not appear in the database are thereby
marked as changes, and can be marked for further checking or processing [Gendron and
Lohrenz 2007].
2.2.2 Image-based techniques
For incoherent change detection, only the magnitude information of the imagery is
used. It is standard to use the intensity or magnitude squared of the images, i.e.,
I1 = |d1|2 and I2 = |d2|2 for the two images d1 and d2. The two standard methods of
change detection are differencing, where the intensities are subtracted pixel by pixel to
give the difference d = I2 − I1, and ratioing, where the intensities are divided pixel by
pixel to give the ratio r = I2/I1 [Rignot and Zyl 1993]. The ratio is often displayed in
decibels, and in some uses of differencing the logarithm of the intensities are taken first







= 10 log(I2)− 10 log(I1). (2.1)
In the examples of incoherent change detection presented previously (Figures 2.1c, 2.1e,
2.2c and 2.3c) ratioing was used. In these images — Figure 2.2c especially — grainy
noise can be observed, and it is desirable to minimise this without affecting changes
of interest. Often this reduction is performed by applying a moving average to the
intensities to smooth out this noise. Another method that has been used with some
success on sonar imagery is anisotropic diffusion filtering [Midtgaard et al. 2011] which
is a technique designed to remove noise without affecting features such as edges or lines
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in the image [Perona and Malik 1990]. A threshold can be used to ignore changes below
a set level, typically chosen a priori based on the expected change for the target types
of interest.
Statistical methods have also been investigated for incoherent change detection,
although none have been widely adopted at this point. Myers, Fortin, and Simard
[2009] applied three statistical measures: the relative entropy or Kullback-Leibler di-
vergence [Kullback and Leibler 1951] between two sets of samples, the two-sample
Kolmogorov-Smirnoff test [Massey 1951] for checking if the samples were from the
same statistical distribution, and the Bray-Curtis distance [Bray and Curtis 1957] to
measure the divergence in texture of the images. These detected the mine-like objects
that the study was targeting, although they were outperformed by a feature-based
technique. The salience (or prominence of some characteristic of the image) was used
by Matthews and Sternlicht [2011] and shown to successfully detect targets in another
mine-hunting experiment.
The prevalent method of coherent change detection is based around generating a
coherence map of the scene. The images shown in Figures 2.1d, 2.1f, 2.2d and 2.3d
are all examples of coherence maps. Each pixel in these maps gives an estimate of the
coherence between the two source images at that point. As outlined in Section 3.5, the
coherence is typically estimated over spatial windows surrounding the pixel of interest,
and the estimate follows well-known statistical distributions. Having obtained the
coherence map, further processing can be applied to highlight changes of interest. This
may employ thresholding based on the statistics of coherence, algorithms which locate
features such as lines, selecting low-coherence areas based on shape or size, or other
similar techniques depending on the application.
Another method that has been used is canonical correlation analysis (CCA). This
is a general statistical technique for investigating the relationship between two datasets
first described by Hotelling [1936]. Given two vectors x and y containing observations
of random variables, CCA involves finding vectors a and b such that the correlation
coefficient4 corr(ax,by) is maximised. The first pair of canonical variables are then
given by the products ax and by. The second pair of canonical variables is found by
repeating the maximisation with the added constraint that the second variables are
independent from the first. This procedure can be iteratively applied to generate the
set of canonical variables for the input vectors. These variables linearly map the data
into their canonical coordinates; this is the coordinate system that is ideally suited
for measuring the linear dependence between them [G-Michael, Marchand, Tucker,
Sternlicht, et al. 2014]. As well as generating coherence maps [G-Michael, Marchand,
Tucker, Marston, et al. 2016], CCA has been used to extract changed features from
sonar imagery [G-Michael and Tucker 2010].
4See Section C.2 for the definition of correlation with random vectors.
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It is worth noting that there is value in using both incoherent and coherent change
detection techniques simultaneously as they can measure different changes. In general,
incoherent techniques show the change in the amount of backscattered power measured
by the receiver i.e., they indicate a change in the reflective properties of the area being
imaged. On the other hand, coherent techniques detect changes in the structure of the
target. A loss of coherence with no corresponding incoherent change indicates that the
structure of the surface being imaged has changed (for example, it has been deformed)
but that the material is still the same as it scatters the same amount of energy. Al-
ternately, an incoherent change being observed with no loss of coherence suggests the
object structure is unchanged but that the reflective properties of the material have
altered. Rignot and Zyl [1993] observed such a situation with radar imagery, and pos-
tulated that this could be caused by a change in the moisture conditions which would
change the dielectric properties of the ground — and thus the amount of reflected
energy — without the surface shape changing.
2.3 CHANGE DETECTION HISTORY
This section details the history of change detection with both radar and sonar imagery.
In the former case it is intended to be representative rather than comprehensive, while
the sonar section is intended to be complete. As outlined in Section 2.2, in general
change detection can be divided into image-based and feature-based approaches. For
radar imagery, the early work focused on image-based techniques and feature-based
work is relatively recent [Gamba, Dell’Acqua, and Lisini 2006]. The availability of
accurate navigation data (especially with satellite-based radar) and the fact that the
background is generally relatively stable (trees, mountains etc. do not tend to change
much in the short or medium term) makes this approach possible. With sonar data,
feature-based approaches form the bulk of the initial work as the navigational challenges
and instability of the background have made image-based change detection infeasible
until recently [Sternlicht, G-Michael, and Matthews 2012]. The fact that much of the
early research was performed with sidescan sonar imagery is also a factor in this: having
a range-dependent resolution and typically being amplitude-only makes it less suitable
for image-based techniques compared to SAS [Sternlicht, Harbaugh, and Nelson 2009].
2.3.1 Change detection in radar
A major application in the early years was measuring the drift and deformation of
sea or pack ice over time. Some initial work was done with optical images from the
Landsat satellite for both near-shore [Hibler, Ackley, et al. 1974; Shapiro and Burns
1973] and off-shore [Hibler, Tucker, and Weeks 1975] regions. In the latter case, the
absence of land-based (fixed) reference points meant the accuracy of the measurements
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was dependent on the deviation between the reported centre of a given image and
the actual position; errors up to 8 km were reported, although the average error was
less than a typical days worth of drift. Leberl, Bryan, et al. [1979] used airborne SAR
images taken sixteen days apart during the 1975 Arctic Ice Dynamics Joint Experiment
of an area near Prudhoe, Alaska to perform the same task. As before, the accuracy was
limited by the navigation data available: inertial navigation alone resulted in errors of
up to 2.5 km, but this was able to be reduced to fractions of a kilometre if precisely-
surveyed ground stations were present in the imagery. The relative drift between ice
floes was determined to ±200m, limited only by the radar geometry and ability to
identify matching points between the images.
Launched into Earth orbit on June 27 1978, Seasat carried the first spaceborne
SAR during its 105 days of operation5 [Michalopoulos 1979]. Leberl, Raggam, et al.
[1983] used images from seven passes over Banks Island, Canada to track the movement
of sea ice, achieving an accuracy of ±500m utilising known ground points for alignment.
This work was extended by Fily and Rothrock [1987] who used a hierarchical approach,
applying correlation over increasingly smaller regions of the image to achieve an accu-
racy of 75 m. Bryan and Clark [1984] examined Seasat images from repeat passes over
a number of environments (urban, rural, desert, and wetlands), showing that change
detection with Seasat SAR imagery was viable. For example, the difference between
four passes over a rural area of Kansas exhibited noticeable changes in intensity due
to moisture variations and agricultural practices. It was noted that for oriented fea-
tures (streets, buildings, agricultural fields, etc.) a difference in the look angle from
the radar between passes does cause a difference in the intensity. A number of space
shuttle missions included a SAR in the payload. Although the main purpose of the
data collected on these missions was the generation of an accurate elevation model of
the surveyed area, some portions of the data have subsequently been used for change
detection. One example is the use of two passes of the shuttle Endeavour one day apart
to measure the flow velocity of Glaciar Moreno in Argentina [Michel and Rignot 1999].
A number of earth sensing satellites carrying SARs were launched in the first half
of the 1990s. These include two European Remote Sensing satellites (ERS-1 in July
1991 and ERS-2 in April 1995), the Japanese Earth Resources Satellite 1 (JERS-1) in
February 1992, and the Canadian RADARSAT-1 in November 1995. This lead to a
large amount of repeat-pass SAR imagery becoming available. Rignot and Zyl [1993]
used data obtained during the ERS-1 testing phase — when the orbits were very stable,
and so the need for geometric corrections was eliminated — to evaluate its use in change
detection. Both incoherent and coherent methods were tested, and were shown to be
complementary techniques measuring different sorts of changes. A number of studies
into the coherence of a variety of terrain when imaged with ERS-1 were also carried
out [Corr 1997; Corr and Rodrigues 1999; Corr, Whitehouse, et al. 1996].
5The mission ended on October 10 1978 due to a short-circuit in the electrical system.
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ERS-1 and ERS-2 followed the same orbit with ERS-2 one day behind ERS-1. Corr
and Rodrigues [1998] used this to collect images one day apart over an area of Salisbury
Plain in England which is used as an army training area. The terrain is predominantly
grass, and on image pairs taken when the training area was in use, coherent change
detection was able to observe tracks made by vehicles. ESR imagery was also used to
detect the presence of planes and vehicles at Heathrow airport [Oliver, McConnell, and
Corr 1999]. Liu et al. [2001] used coherence images derived from three ERS-1 passes
(giving 35, 350, and 385 day temporal separation options) over an area of the Sahara
desert in Algeria to detect a number of features. The movement of sand was observed,
and from this the boundaries of sand dunes were determined. A number of ephemeral
lakes6 were identified along with the drainage and erosion patterns in the observed area.
Finally, a number of seismic survey lines — used for oil exploration — were noticed in
the coherence images.
Much of the recent work has continued this vein of using spaceborne SAR imagery
for monitoring changes. For example, Chi, Sun, and Ling [2009] used data from a
variety of satellite sources to show their potential in monitoring changes in an urban
environment using Fuzhou city in China as a test site. Engeset et al. [2002] used
satellite SAR data acquired over multiple years to monitor the mass of glaciers in the
Svalbard region. There has also been ongoing research into improving the methods
used to detect changes.
2.3.2 Change detection in sonar
Early change detection with sonar images took the form of operator aids rather than
automatic detection. For example, the “blink” operator aid detailed by Poeckert [1991]
was used to assist with mine detection. It rapidly alternated between displaying two
sonar images on a CRT screen, one historic and one current. Differences between the
images were then detected by the user as an object blinking. This system was based on
the blink comparator designed for use with astronomical photographs by Carl Pulfrich
in 1904 [Wolfschmidt 1998]7.
Bellec et al. [2005] conducted a feasibility study into repeat-pass interferometry8
using low-frequency SAS data collected as part of a mine-hunting experiment. They
outlined a number of factors that would impact the achievable coherence and showed
that although the measured coherence was lower than their predicted value, interfer-
ometry was viable with repeat-pass data. The main note from the experiment was the
need for accurate track information. A similar feasibility study into multipass coherent
6Lakes that are usually dry but temporarily fill with water after rainfall.
7The blink comparator was used in the discovery of many astronomical bodies, most notably Clyde
Tombaugh’s discovery of Pluto in 1930 [Croswell 1997].
8Comparing two images to estimate the bathymetry or height of a scene. This has a lot in common
with change detection.
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processing is presented by Synnes et al. [2010]. A SAS mounted on an autonomous
underwater vehicle (AUV) was used to collect data in two experiments, each of which
used two tracks that intersected at a given angle (5◦ in one experiment and 0.5◦ in the
other). This was used to examine the level of coherence loss due to separation between
the passes. They also showed that the navigation system of the AUV could be updated
from the results of the coherent processing thereby improving the overall performance
of the system.
In general, SAS interferometry has been performed in a single pass with multiple
vertically-separated hydrophones, although a few subsequent works have looked at the
repeat-pass case. For example, De Paulis et al. [2011] present a study of repeat-pass
interferometry for monitoring seabed deformation over a period of up to two years.
A set of trials carried out in the Bedford Basin off Nova Scotia was used by Dillon
and Myers [2014] to demonstrate the technique. Image-based alignment procedures
were used to yield an improved coherence between passes, and therefore more accurate
interferometry. Hunter, Dugelay, and Fox [2016] present an algorithm which estimates
errors in the relative paths taken by the sonar in the two passes. Knowledge of these
errors allows the alignment of the images to be improved; this is demonstrated by the
authors for a set of trials made with deliberate path differences.
Much of the early research into automated change detection was focused on search-
ing for mines or improvised explosive devices (IEDs). The typical method of operation
is to detect mine-like objects and compare them to a list of previously detected objects
to identify any new targets. Gendron, Lohrenz, Layne, et al. [2004] introduced the
Automatic Change Detection and Classification (ACDC) system for use with sidescan
sonar. The detector operated by finding adjoining bright spots and shadows, working
on the assumption that any object standing proud of the seafloor will cast a shadow.
These were classified by comparison with a database of expected sizes and shapes of
targets of interest, and a historical database of known objects was then used to dis-
card any previously identified targets. This was subsequently extended to real-time
operation [Gendron and Lohrenz 2007]. A later mine-hunting experiment in the port
of Corpus Christi, Texas was used to test the ACDC system with SAS data [Gendron,
Lohrenz, and Dubberley 2009]. Some months prior to the experiment the area had
been imaged with sidescan sonars, and the same sidescan sonars were used during the
experiment as well as the SAS system. The historical and current sidescan imagery
was successfully used for object detection. However, the SAS system required down-
sampling and pre-processing to make its images emulate those of the historical sidescan
sonar. This reduced the performance of the ACDC system although it still showed that
the technique was feasible.
A similar approach was followed by Coiras et al. [2008]. Objects of interest were
detected via correlating the image with a template of an idealised target. This was
followed by data association being used to match and align targets with historical
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imagery; targets which could not be matched indicated new objects. In order to reduce
error rates, the authors showed that using multiple imaging runs over an area could
feed into a persistence ratio: how many times an object was flagged against how many
times the area was imaged, with a high ratio indicating more certainty about the target.
It was also suggested that target recognition algorithms could be applied to discard
types of targets that were not of interest.
Myers, Fortin, and Simard [2009] studied three statistical methods which consid-
ered the distribution of pixels in corresponding regions of two SAS images, and com-
pared this to the output of a automatic target recognition algorithm. It was concluded
that automatic recognition performed better (more changes detected, and under half
the number of false alarms of the best statistical method). The statistical methods
all detected the same changes but the areas they falsely marked as having changed
differed from method to method; the authors suggest combining the output of these
methods would improve the results, albeit at the cost of greater computational effort.
Another statistical method, temporal invariant saliency, was introduced by Matthews
and Sternlicht [2011]. After filtering to remove high-frequency noise, a local variance
measure (the difference between the variance in a given local area and the variance
of the entire scene) is used to isolate changes from the background. This technique
has been used for mine hunting in harbours and high-volume traffic lanes [Sternlicht,
G-Michael, and Matthews 2012].
In April 2011, a set of SAS trials — known as the Larvik trials — were carried out
near the Oslofjord in Norway. A number of research institutes from different countries
took part, and one of the aims was to collect data for change detection experiments.
Two seafloor areas, one relatively bland and one rough and cluttered, were selected for
the trials. The first scene was imaged with a variety of targets placed in it; the targets
were then removed by divers and the scene re-imaged. The reverse was carried out
with the second scene: it was imaged, the targets were added, and it was imaged again.
Midtgaard et al. [2011] presented some preliminary incoherent change detection results,
showing that, after appropriate filtering, the deployed objects were clearly visible in
a difference image between the magnitudes of two passes. Quidu et al. [2012] looked
at both incoherent and coherent change detection and found that, although coherent
techniques worked well, for large targets as were deployed in the trials incoherent
methods were sufficient. Extending this, Myers, Quidu, et al. [2013] showed that the
coherent method detected smaller changes not observed by the incoherent method, for
example, some drag marks left by divers removing the targets from the first scene.
Their analysis of the second (rough seafloor) area showed that the coherence decayed
more quickly than for the smooth seafloor, and so fine changes were not able to be
detected as reliably.
A number of relatively recent publications have used image-based change detection
as opposed to feature-based detection. Sternlicht, Harbaugh, and Nelson [2009] added
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a simulated contact to the second image of a pair and showed that thresholding the
resulting coherence found the change. This was then applied to a second set of data
where a target was added to the seafloor before the second pass was performed. Canon-
ical correlation analysis was used by G-Michael and Tucker [2010] to perform coherent
change detection between two passes with targets added to the scene between the runs.
Sæbø et al. [2011] used images collected from two passes taken 13 minutes apart over
a flat sandy seafloor. Although no deliberate changes were made to the scene between
passes, after the images were aligned a drop in the coherence was noticed in one small
patch of the seafloor. The authors assume that this was due to fauna activity. A
similar result was found by G-Michael, Marchand, Tucker, Marston, et al. [2016] and
Sternlicht, Fernandez, et al. [2016]: after the two passes were aligned, a coherence map
showed a trench presumably created by fauna9.
The idea of combining imagery from multiple sonars was explored by Tucker and
Azimi-Sadjadi [2011]. In change detection applications, clutter consists of objects
which, although not actually targets of interest, appear like targets to detection al-
gorithms. Low-resolution broadband sonar systems have better clutter suppression
abilities than their high-resolution counterparts. Combining such a system with a high-
resolution sonar for good target definition was shown to result in a significant reduction
in the false alarm rate of the detector compared to using either system individually.
Midtgaard [2013] addressed change detection over long time intervals (up to three
years) under the theory that, due to the cost of SAS surveys, many applications would
require working with infrequent imaging. Experiments were carried out in Norwegian
coastal waters using two sites, one muddy area left untouched and one sandy area with
different targets added before each subsequent run. All change detection was performed
incoherently. In the muddy site, there were some residual changes due to the paths of
the sonar (and thus the position of any shadows cast on the seafloor) being different
between runs, but no significant changes otherwise. With the sandy site, there was
some background noise due to sediment transport, movement of shellfish etc., but the
deployed targets were clearly distinguishable. The conclusion is that incoherent change
detection is feasible for long time scales in suitable conditions.
Most of the previously-mentioned research considers only pairs of images when
looking for changes. For multiple passes over a scene G-Michael, Tucker, and Roberts
[2016] define a measure called the statistically normalised coherence (SNC). For a given
pixel in a pair of images, it measures the deviation of the coherence compared to
the mean coherence over all previously-seen pairs of images. Negative values indicate
a lower coherence than average while positive values indicate a higher than average
coherence. Application of this method to experimental data showed that using images
from multiple passes reduced the problems caused by shadows and other artefacts when
9This is the example result shown in Figure 2.3.
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detecting changes.
A relatively recent approach is to use feature-matching techniques to align the
images. Developed in the computer vision community for use with optical images,
methods such as the scale-invariant feature transform (SIFT) [Lowe 1999] and speeded
up robust features (SURF) [Bay, Tuytelaars, and Van Gool 2006] operate by finding
local features (portions of an image which stand out from their surroundings). These
features are represented by a descriptor which encodes the properties of the feature,
typically in a rotation- and scale-invariant manner. The features identified in each of
a pair of images are then compared to find the correspondences or matching features.
These correspondences can then be used to determine the difference in alignment be-
tween the images. For SAS images with a number of objects on the seafloor, both
SURF [Midtgaard et al. 2011; Quidu et al. 2012] and SIFT [G-Michael, Marchand,
Tucker, Marston, et al. 2016; G-Michael, Marchand, Tucker, Sternlicht, et al. 2014]
have been shown to be practical for image alignment. Wang and Hayes [2014, 2016a,b,
2017] investigated the use of both algorithms on simulated bland seafloor images, and
show that for a coherence lower than 0.9 feature matching becomes implausible due to
a lack of common features. They present a simple two-parameter model which predicts
the number of matching features as a function of the coherence and suggest that this
acts as a lower bound for non-bland images (i.e., images which have objects lying on
the seafloor).
Not all detected changes are the result of differences on the seafloor. Analysing
some trials off Elba Island, Italy,10 Hansen et al. [2015] noticed some large linear struc-
tures — tens of metres long by several metres wide — appeared in the initial pass
and had disappeared or changed when the repeat pass was performed 28 hours later.
The sea state was low and the changing structures could not be explained by sediment
transport; this is reinforced by the fact the rest of the seafloor was largely unchanged.
Noting that the changes were at a depth where there was a sharp change in the den-
sity of and speed of sound in water, the authors suggest the features were caused by
a breaking internal wave11 causing refractive effects within the water column. Simple
geometric modelling of the situation fits these observations. Although this potentially
interferes with seabed change detection, it does also suggest that modern SAS is capable
of observing oceanographic properties which cause variations in the water column.
2.4 DISCUSSION
Change detection is, in general, a well established area of research. With sonar data
it has been shown to have uses in mine hunting applications, and recent results with
image-based coherent detection have been able to detect small changes made by fauna.
10Probably most well known as the island to which Napoleon was first exiled.
11A wave contained within a fluid medium rather than on its surface.
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The key to enabling change detection is the registration of the images. Once the two
sets of imagery are accurately aligned, there are a number of algorithms which can be
used to identify areas of difference. The remainder of this thesis will focus on performing
this alignment with bland sonar images.
Chapter 3
STATISTICS OF SAS IMAGERY
Many components of a SAS system can be considered as random variables: there are
errors in the measured position and orientation of the system, the recorded echoes are
subject to acoustic and electrical noise, the exact nature and position of the seafloor
is unknown, and so forth. Therefore, it makes sense to also treat the reconstructed
imagery as a random variable and to describe and analyse it statistically. This chapter
details the statistics of SAS images along with their analysis as it pertains to change
detection applications.
Due to its coherent nature, all SAS imagery contains speckle, a granular modula-
tion caused by sub-resolution scatterers. Section 3.1 provides a description of how it
occurs and its history in coherent imaging. Section 3.2 then details statistical mod-
elling of speckle, and is followed by some metrics for speckle analysis and how they
can be applied in Section 3.3. Coherence, an ensemble statistic measuring the degree
of linear similarity between two signals, is introduced in Section 3.4. Coherence can-
not be directly measured from a SAS image but instead has to be spatially estimated
within some portion of the image. This is outlined in Section 3.5 along with various
statistical models describing the accuracy of this estimation. Section 3.6 then details
various factors, both within the sonar system and the environment, which degrade the
coherence. The related concept of correlation is introduced and compared to coherence
in Section 3.7. As all of the statistical measures presented in this chapter require re-
peated evaluation over sliding windows, Section 3.8 finishes by presenting an efficient
technique of performing this evaluation using integral images.
3.1 SPECKLE
Speckle is a phenomenon present in all coherent imaging systems [Dainty 1976]. If
a surface is rough at a sub-wavelength scale, then each resolution cell illuminated by
the source will have multiple independent surfaces within it. The reflections from
each of these constructively and destructively interfere to form the overall response.
This results in the granular appearance commonly associated with speckle. Speckle is






























(b) 4 times oversampled.
Figure 3.1: SAS intensity images from a simulated bland seafloor. The granular ap-
pearance is speckle. In (a), the image has been reconstructed with no oversampling
i.e., the pixels are the same size as the sonar resolution cell, and so each pixel is an
independent speckle. In (b), the image has been oversampled 4 times so that each pixel
is one-quarter the size of the resolution cell. This does not affect the physical size of
the speckle, but it means that each speckle is spread across multiple pixels.
also present in astronomical imaging where the fluctuations in refractive index of the
earth’s atmosphere causes short exposure images to exhibit the same granular appear-
ance [Fried 1966]. It is worth noting that despite its random appearance, speckle is a
deterministic phenomenon: if the same system is used to image a cell repeatedly from
a fixed location, the sub-resolution scatterers will interfere in the same manner and
thus an identical response will be observed. An example of speckle images from a SAS
simulation of a bland seafloor are given in Figure 3.1. If the data is reconstructed so
that the size of the pixels in the output image is the same as the size of the resolution
cell of the sonar, then the image in Figure 3.1a is obtained. Each pixel in this image
is an independent speckle. If the image is then oversampled four times in each direc-
tion, the image in Figure 3.1b is the result. Here, each pixel is one-quarter the size
of the resolution cell in each direction (i.e., one-sixteenth the area) and is no longer
independent from its neighbours. Note that this does not affect the physical size of
the speckles; it just means that the speckle is spread across multiple (smaller) pixels.
In general, the size of the speckle is inversely proportional to the bandwidth of the
imaging system [Dainty 1976].
One of the earliest published observations of speckle was from Austrian physicist
Karl Exner [1878, 1880] who reported on speckle patterns observed on a fogged glass
plate illuminated by candlelight. Analysis by Lord Rayleigh [1880, 1918, 1919] pro-
vided a mathematical basis for the description of speckle patterns while a number of
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contemporary papers discussed the radial structure present in the patterns; ultimately
this was found to be due to the non-monochromaticity of the light [Dainty 1976]. The
distribution of speckle intensity proposed by Rayleigh was subsequently quantitatively
verified in a study of coronae [Ramachandran 1943]. For a more detailed bibliography
of this initial research into speckle, the reader is directed to the works of Hariharan
[1972] and Dainty [1976]. With the advent of laser imaging speckle became studied
again. It was first observed in optical laser experiments published concurrently by Rig-
den and Gordon [1962] and Oliver [1963]. Works by Dainty [1975] and Goodman [1976,
1986] provide good references on the background and analysis of speckle in coherent
imaging.
Initially speckle was viewed solely as a drawback due to its degradation of the
observed data. Although it is still considered detrimental in many fields, the fact
that speckle patterns contain information about the structure of the surface has been
utilised in others. For example, electronic speckle pattern interferometry (ESPI) is
capable of measuring surface displacement to a sub-micrometre level [Løkberg 1980]
with applications including vibration analysis, flaw recognition, and the measurement
of mechanical and thermal distortions [Sharp 1989]. With this technique a laser is
used to illuminate a surface (which must be rough at optical wavelengths), and the
resulting scattered light field is superimposed with a reference beam derived from the
same source. The interference between the two light fields forms a speckle image. If
the surface is then deformed, this speckle pattern will be altered with the change in the
pattern being proportional to the amount of deformation that occurred [Petzing and
Tyrer 1998]. The temporal resolution of ESPI is only limited by the camera and the
power of the laser, with Moore et al. [1999] demonstrating framerates of 40,500 frames
per second. Other applications of speckle analysis have been as varied as evaluating
the quality of oranges after storage [Rabelo et al. 2005] and using the response of the
human eye to a rotating speckle pattern to determine long- and short-sightedness as
well as the presence of astigmatism [Ennos 1996].
3.2 SPECKLE STATISTICS
Due to incomplete information about the sub-wavelength structure and reflective prop-
erties of the scene, speckle can be modelled statistically [Kuttikkad and Chellappa
2000]. A common model is that of a circular Gaussian multiplicative noise process;
this is known as fully developed speckle. Goodman [1986] gives a number of conditions
required for fully developed speckle:
• Each resolution cell contains a large number of scatterers. If this is not true (i.e.,
if the size of each speckle is comparable with the resolution of the system) then
analytical expressions for the speckle intensity distribution are not available. In
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the limiting case of a system which resolves every scatterer, no speckle will be
observed.
• Each scatterer is independent.
• The phase of each scatterer is uniformly distributed on [0, 2π). If this is not the
case, the assumption of circular Gaussian statistics is violated.
If these conditions are met, the speckle can be treated as the result of a random walk
in the complex plane, with each step in the walk corresponding to the response from an
individual scatterer. Applying the central limit theorem, the real and imaginary parts of
the speckle field, denoted by random variables X and Y respectively, are uncorrelated,
zero-mean Gaussian variables with identical variance σ2x [Goodman 1975]. For SAS
imaging, σx is proportional to the reflectivity of the seafloor. Therefore the joint PDF
of X and Y is the uncorrelated zero-mean bivariate normal distribution,










The speckle can be represented by combining the two components to yield a com-
plex normal random variable Z = X + jY . A general complex normal distribution
is characterised by three parameters: the location vector µ, the covariance matrix
K = E
[
(Z − µ)(Z − µ)H
]
, and the relation matrix1 M = E
[
(Z − µ)(Z − µ)T
]
. For
two independent and identically distributed (i.i.d.) zero-mean variables such as X and
Y , µ = 0 and M = 0, and therefore the combined distribution Z is circularly sym-
metric [Gallager 2008]. Circular symmetry means that the distribution is invariant
to rotation in the complex plane, i.e., ejϕZ = Z for all real ϕ, and follows from the
requirement that the phase of each scatterer be uniformly distributed.
It is common to analyse the magnitude and the phase of SAS images independently.
The magnitude is generally proportional to the backscattered energy from each region
of the scene, while the phase can be used with techniques such as interferometry to
recover fine details of the scene. The speckle magnitude |Z| =
√















Figure 3.2a shows some examples of the PDF of the speckle magnitude for different
variances. The image intensity — the square of the magnitude — is also used when
processing SAS data. For speckle, the intensity I = |Z|2 = X2 + Y 2 follows a negative
1Also referred to as the pseudocovariance matrix in some literature.














where σi = 2σ2x. A few examples of this distribution are given in Figure 3.2b. The nth
moment of the intensity is given by
E[In] = n!σni , (3.4)
allowing the mean of the intensity to be calculated as σi and the variance as σ2i . The





is uniformly distributed, i.e.,
fΘ(θ) =
 12π −π < θ ≤ π,0 otherwise. (3.5)
This is a by-product of the circular symmetry of Z: since the distribution is invariant
to rotation, it is also independent of angle.
3.3 SPECKLE ANALYSIS
Measuring the level of speckle is a common stage in a SAS processing pipeline. Changes
in the distribution of the measured intensity indicate a change in the scene, whether
from a variation in the seafloor (differing sediment sizes, rocky outcroppings, etc.) or
from an object sitting on the seabed. Three related measures of the level of speckle
are commonly used in various literature: speckle contrast, scintillation index, and
lacunarity. These are described and compared in Section 3.3.1, Section 3.3.2, and
Section 3.3.3 respectively. Some applications of speckle analysis are then presented in
Section 3.3.4.
3.3.1 Speckle contrast
The speckle contrast is defined as the ratio of the standard deviation and the mean of




From (3.4) the speckle contrast is unity for fully developed speckle. In other words, if
the speckle contrast for a given region is one then that region meets the assumptions for
fully developed speckle while other values indicate a departure from these assumptions.
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Figure 3.2: The probability density functions of (a) the magnitude and (b) the intensity
of fully developed speckle for a range of variances. As the variance (proportional to
the reflectivity of the seafloor) increases, the distributions become broader.
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3.3.2 Scintillation index
Scintillation2 is a generic term for a variation in the observed intensity of an object. It
is commonly used in astronomy to describe the twinkling of stars due to the fluctuating
refraction of light in a turbulent atmosphere [Osborn et al. 2015]. In physics it refers
to a flash of light caused by a particle passing through a transparent material [Leo
1994]. In a radar sense, scintillation is used to describe the fluctuation in amplitude of
a target from pulse to pulse [Skolnik 1990].
In sonar imagery, scintillation refers to the variations in the backscattered intensity
of the scene. The commonly used measure of this variation is the scintillation index






As this is the square of the speckle contrast, the same conditions apply: if it is unity,
the image contains fully developed speckle, and other values indicate a deviation from
the corresponding assumptions.
3.3.3 Lacunarity
The concept of lacunarity3 arose in the field of fractal analysis [Mandelbrot 1982] where
it was used as a measure of the spatial structure of binary-valued data. It has since
been extended to analysis of multi-value data, with the lacunarity of a dataset given








As previously, a non-unity value for the lacunarity indicates the image is not fully
developed speckle.
3.3.4 Applications
The preceding sections show that the speckle contrast, scintillation index, and lacunar-
ity are effectively the same measure, differing only by a square root. The remainder of
this thesis will use the lacunarity with the understanding that any comments can be
equally applied to the other two.
2From the Latin scintillāre, to give off sparks or to glitter.
3From the Latin lacūna, meaning a gap or void.
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As defined in (3.8), the lacunarity is an ensemble statistic, that is, a value that
is calculated from all possible realisations of a scene. If the process is assumed to be
ergodic (the ensemble averages are equal to the corresponding spatial averages [Birkhoff
1931]), the lacunarity can be calculated over a spatial window surrounding the point of
interest. For fully developed speckle, the mean squared and the variance will be equal,
meaning the calculated lacunarity L = 1. In the case of a constant value across the
window, the variance will be zero and therefore the lacunarity will also be zero. Other
values of L indicate a departure from the assumptions required for fully developed
speckle. Note that this does not mean a given pixel is not speckle, but rather the
collection of pixels in the window used to estimate the lacunarity do not meet the
requirements.
In fractal analysis, the lacunarity is calculated for a variety of window sizes. Plot-
ting it against the size of the windows shows the scales of repetition in a fractal im-
age [Plotnick et al. 1996]. A similar approach with SAS data has shown that smooth
and rippled seafloors exhibit different relationships as the window size changes, and
that lacunarity analysis can be used to detect objects within sand ripples [Nelson and
Kingsbury 2012; Nelson and Krylov 2014]. In the remote sensing community, lacunar-
ity has been used in a variety of applications such as classifying land use from SAR
images [Dekker 2003], feature selection from SAR imagery [Solberg and Jain 1997],
and to classify different species of mangroves [Myint et al. 2008]. Williams [2015] has
demonstrated the use of lacunarity to classify the nature of the seabed from SAS images
allowing target detection performance to be predicted.
3.4 COHERENCE
The coherence is a complex measure of the similarity of two signals. For two complex











where E[·] is the expectation operator and ∗ denotes the complex conjugate. The
magnitude of the coherence δ = |Λ| is known as the degree of coherence and ϕ0 = argΛ
is the effective phase difference between the two signals. For two identical signals,





so Λ = 1 for identical signals. If the two signals are independent, then by definition
E[s1s∗2] = 0 and so Λ is also zero for independent signals. Therefore, the degree of
coherence is a value between zero and one indicating the similarity of two signals.
In other areas, the term coherence is used to refer to a spectral quantity [Shi-
avi 2010]. The definition is similar to (3.9) except that it is a function of frequency
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rather than a single quantity from the time (or spatial) domain [Carter 1987]. This
gives a measure of the similarity between different frequency components of the two
signals [Manolakis, Ingle, and Kogon 2005].
3.5 SPATIAL ESTIMATION OF COHERENCE
Calculating the coherence requires knowledge of the ensemble statistics. This is not
feasible for sonar imagery as it would require a large number of passes on identical
tracks over different realisations of the scene. Instead, it is assumed that the data is
ergodic, i.e., that the spatial average of a number of scatterers is equal to the ensemble
average of a single scatterer [Birkhoff 1931]. This allows the expectations in (3.9) to











where i is used as an index over a finite two-dimensional region or window of M
total pixels surrounding the point of interest. The magnitude of the estimate is the
estimated degree of coherence, d = |γ|, and the argument of γ gives the interferometric
phase ϕ between the images at that point. For the assumption of ergodicity to hold,
the window must contain a number of independent scatterers with identical statistical
properties. Note that there will not necessarily be M independent scatterers; if the
image is oversampled (that is, the image resolution is higher than the system resolution)
then the number of independent scatterers in the region N will be lower than the
number of pixels M . Filtering applied during data processing and image formation can
also increase the statistical dependency between adjacent pixels, thus further reducing
N . The value of N is sometimes referred to as the effective number of looks (ENL).
Although it can be estimated from system parameters, accurate values for a given
dataset can be obtained via numerical methods such as maximum-likelihood estimation
or the method of moments [Gierull and Sikaneta 2002].
The geometry of sonar imaging introduces a phase variation across the window.
As illustrated in Figure 3.3, each point in the window has a different range to the
sonar4. This corresponds to a phase offset in the imagery due to the different path
lengths travelled by the echoes. To compensate for this, a phase correction term ∆ϕ[i]












4Due to the way the coordinate system is chosen, this typically only varies in the across-track
direction.
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r1
r2
Figure 3.3: When estimating the coherence over the shaded spatial region, the varying
path lengths across the region result in phase offsets in the imagery which need to be
compensated.
Note that this phase correction term requires prior knowledge of the topography of
the scene. For change detection applications, this may be available; for bathymetric or
other applications it is unknown until later in the process. For this scenario, amplitude-
only estimators such as the “quick and dirty” estimator [Guarnieri and Prati 1997] or
a modified version based on the Siegert relationship [Touzi, Lopes, et al. 1999] are
available to estimate the degree of coherence d without the need for phase correction.
Throughout this thesis it is assumed that this correction has been applied to the im-
agery.
3.5.1 Coherence magnitude statistics
As sonar images are created by random processes, the estimated degree of coherence
d must also be described statistically. Each measurement of d is an observation of the
underlying random variable D. For speckle images with circular Gaussian statistics,
the PDF of the distribution is [Touzi and Lopes 1996]
fD(d; δ) = 2(N − 1)(1− δ2)Nd(1− d2)N−2
× 2F1
(
N,N ; 1; δ2d2
) 0 ≤ d ≤ 1, (3.12)
where pFq is the generalised hypergeometric function5 and N is the number of indepen-
dent scatterers in the estimation window. This PDF is plotted in Figure 3.4 for various
values of the degree of coherence δ. This shows that d is biased towards higher values,
with the bias being greater for smaller δ, i.e., the more dissimilar the two images are,
the harder it is to predict the coherence. Figure 3.5 plots the PDF for δ = 0.95 and a
range of values for N . As might be expected, using more independent scatterers in the
5Gauss’s hypergeometric function 2F1 was the first hypergeometric function studied and is often
referred to as ‘the’ hypergeometric function.
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Figure 3.4: The PDF of the estimated degree of coherence d for various values of
the true degree of coherence δ with a spatial window containing N = 10 independent
scatterers. The vertical dashed lines mark the corresponding values of δ to highlight
the bias in the estimate.
estimate results in a reduction in the bias and spread of the estimate.










1 + k/2, N,N ;N + k/2, 1; δ2
)
, (3.13)
where Γ is the gamma function. The mean of the estimate E[D(d; δ)] is plotted in
Figure 3.6a for various values of N . This also shows the bias in the estimate, and its





E[D(d; δ)]2 is shown in Figure 3.6b. As the degree of coherence and number of inde-
pendent scatters used in the estimate increase, the variance gets smaller, i.e., the peak
of the distribution gets sharper (for δ = 1, it would be a Dirac delta).
Seymour and Cumming [1994] give the Cramér-Rao lower bound (CRLB) of the




≤ Var[D(d; δ)]. (3.14)
This is plotted in Figure 3.7 for two values of N . This shows that the bound is accurate
when N and δ are large, i.e., when the estimate is (relatively) unbiased, but as the bias
increases the variance drops below the CRLB. As such, the CRLB should only be used
if N and δ are large enough to minimise the bias, or if the bias in the estimate has
been calculated and removed [Touzi, Lopes, et al. 1999].
Lyons and Brown [2013] considered the case where δ = 0, i.e., the two images
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Figure 3.5: The PDF of the estimated degree of coherence d for δ = 0.95 and increasing
values of N (the number of independent scatterers in the estimation window). The
vertical dashed line marks the value of δ.















where σ1 and σ2 are the standard deviations of the images. Using the moment-
generating function for the numerator given by Craig [1936], the expected value in
the right-hand side of (3.15) is
√
N , and therefore E[D] = 1/
√
N . Figure 3.8 plots
this value against the corresponding expected value from (3.13). The 1/
√
N estimate
is always higher than the value from the full model but provides a good approximation
with a greater computational efficiency, albeit with a limited use-case.
3.5.2 Coherence phase statistics
The estimated coherence phase is a random variable Φ. Goodman [1963] showed that
the covariance matrix of interferometric data has a complex Wishart distribution, and
















) − π < ϕ ≤ π, (3.16)
where β = δ cos(ϕ − ϕ0) and ϕ0 = argΛ is the effective phase difference between the
images as given by the ensemble coherence (3.9). In Figure 3.9, this PDF is plotted for
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(a) Mean. The dotted line shows the true value of the degree of coherence.





















Figure 3.6: The mean and variance of the estimated degree of coherence for various
values of N .
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Figure 3.7: The variance of the estimated degree of coherence (solid lines) and the
Cramér-Rao lower bound given by (3.14). For lower values of δ and N , i.e., where
there is higher bias, the bound is inaccurate.















Figure 3.8: Comparison of the 1/
√
N approximation and the full model of (3.12) for
the expected value of the estimated degree of coherence of uncorrelated (δ = 0) speckle.
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Figure 3.9: The PDF of the estimated coherence phase for various values of N . The
degree of coherence δ = 0.75 and the coherence phase ϕ0 = 0.
δ = 0.75 and a number of values for N , while Figure 3.10 shows the effect of changing
δ for a fixed number of scatterers N = 10. Unlike the magnitude estimate, the phase
estimate is unbiased. As the degree of coherence and number of scatterers increase
the distribution becomes tighter, approaching a Dirac delta as δ nears unity. For
uncorrelated images (δ = 0) the phase collapses to a uniform distribution. Figure 3.11
plots the variance of the phase estimator against the degree of coherence for a variety
of values for N . As might be expected, the variance increases as δ and N decreases.
In the δ = 0 case the phase collapses to a uniform distribution on (−π, π] which has a
variance of π2/3 ≈ 3.29. All the plotted lines converge to this value as δ drops to zero.
The CRLB of the phase estimate is given by Rodriguez and Martin [1992] as
1− δ2
2Nδ2
≤ Var[Φ(ϕ;ϕ0, δ)]. (3.17)
Figure 3.12 shows the variance for N = 2 and N = 10 plotted with the corresponding
CRLBs. The CRLB is valid for high values of δ and N but becomes inaccurate as they
decrease. This corresponds to the areas where the estimated degree of coherence d is
biased. In the uncorrelated δ = 0 case the CRLB tends to infinity.
For small values of N , mathematical identities can be used to replace the hyperge-
ometric function with a combination of algebraic and trigonometric functions. For the
N = 1 case, (3.16) becomes [Lee et al. 1994]




(1− β2) + β(π − arccosβ)
(1− β2)3/2
. (3.18)
By considering a simple interferometric system model, Just and Bamler [1994] inde-
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Figure 3.10: The PDF of the estimated coherence phase for various values of δ. The
number of independent scatterers in the estimation region N = 10 and the coherence
phase ϕ0 = 0.























Figure 3.11: The variance of the estimated coherence phase for various values of N .
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Figure 3.12: The variance of the estimated coherence phase (solid lines) vs the Cramér-
Rao lower bound of (3.17) (dashed lines) for two values of N . The bound becomes
inaccurate as the bias in the estimate increases.
pendently derived a PDF for the N = 1 case; with a suitable change of variables, this
is equal to (3.18).
3.6 COHERENCE FACTORS
The coherence of a repeat-pass SAS system can be expressed as a product of fac-
tors [Bellec et al. 2005]
γ = γnγsγbγpγt, (3.19)
where γn is the coherence factor associated with additive acoustic noise, γs is due to the
footprint shift or image misregistration, γb is the result of baseline decorrelation, γp is
caused by processing noise, and γt comes from the temporal decorrelation of the scene.
In a ideal situation for change detection, γt will be one in regions where the scene did
not change between passes, and zero where the scene differs. If the other coherence
factors can be kept close to unity, then a loss of coherence directly corresponds to a
change in the scene [Midtgaard et al. 2011]. The following sections give an overview
of how each of the factors occurs and how it can be mitigated. For a more thorough
treatment of these factors, the reader is directed to Barclay [2006].
3.6.1 Noise
The loss of coherence due to noise is governed by the SNR of the noise [Zebker and
Villasenor 1992]. Assuming the noise is additive, the measured signals can be written
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as
s1 = s+ n1,
s2 = s+ n2,
(3.20)
where s is the common backscattered signal, and n1 and n2 is the noise in each mea-
surement. Usually the noise is modelled with a Gaussian PDF. For sonar, the dominant
noise source is the environment (i.e., acoustic noise) rather than electrical noise intro-
duced at the receiver [Hayes and Gough 2008].
A significant contribution to this is noise from shipping, with propeller cavitation
being a notable source at low frequencies [Ross 1976]. A study of commercial ships
transiting the Santa Barbara channel showed an increase of up to 20 dB in acoustic
noise between 10 Hz and 1 kHz at a range of 3 km, with the frequency and power in-
crease dependent on both the type of ship and the heading of the ship relative to the
receiver [McKenna, Ross, et al. 2012]. For some ships, the acoustic noise was detectable
above the background levels at range of over 20 km. In open ocean areas like the Pa-
cific basic, low frequency sounds can propagate for hundreds of kilometres [McKenna,
Soldevilla, et al. 2009] while in coastal waters noise is dominated by local sources [Mc-
Donald, Hildebrand, Wiggins, and Ross 2008]. A quadrupling of the gross tonnage
of commercial vessels between 1965 and 2003 has led the ambient noise due to ship
activity increasing by over 10 dB in some locations [Andrew et al. 2002; McDonald,
Hildebrand, and Wiggins 2006]. Platform noise — interference generated by the ves-
sel operating or towing the sonar — is another acoustical noise source. Flow noise,
caused by the movement of water past the receiving elements, is common to all moving
sonar systems, while a hull-mounted sonar is also susceptible to mechanical vibrations
coupled through the body of the vessel [Li 2012].
A variety of natural sources contribute to underwater acoustic noise. Breaking
waves can increase noise levels when operating near the surf zone; Wilson, Wolf, and
Ingenito [1985] observed an increase of 10 dB at 9 km range with the noise being de-
tectable up to 15 km. Rainfall on the ocean surface can increase noise levels up to
35 dB across a range of frequencies into the tens of kilohertz [Nystuen 1986], and hail
and snow are also detectable [Scrimger et al. 1987]. By adding a horizontal component
to the velocity of the raindrops, wind increases the frequencies of the corresponding
noise [Nystuen and Farmer 1987]. A large variety of marine life contributes to the
acoustic noise. Species such as bottlenose dolphins use echolocation to find prey, while
others such as whales communicate over long distances at low frequencies. Perhaps
the most prevalent is the snapping shrimp (sometimes known as pistol shrimp) which
generates broad peaks of noise at frequencies up to 200 kHz [Au and Banks 1998]. This
was heavily studied during World War 2 due to its impact on the performance of mil-
itary sonars6 [University of California, Division of War Research 1946]. A report by
the National Research Council [2003] provides a good overview into natural sources of
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acoustic underwater noise.
For interferometric SAS employing multiple receiver elements in an array, a large
portion of the noise will be correlated as it is common to all elements due to the
acoustic noise dominating the electrical noise. In a repeat-pass scenario, the noise
will be uncorrelated; although the sources may be the same, the actual noise sequence
(realisation) received on each pass will be different. This allows the coherence estimator







where S is the signal power and σ2n1 and σ
2
n2 are the variances of the noise in each
measurement. If the two noise measurements have an identical variance σ2n1 = σ
2
n2 = N ,









allowing the coherence factor to be written as [Rodriguez and Martin 1992]
γn =
SNR
1 + SNR . (3.24)
A plot of this coherence factor as a function of SNR is given in Figure 3.13. This
shows that an SNR of 1 (0 dB, i.e., where the signal and noise components have the
same power) corresponds to a coherence of 0.5, and that an SNR of 20 dB or greater
is required to keep γn above 0.99. If the coherence between two signals is known, then





The pulse transmitted by a sonar has an effective pulse duration T . For a narrow-band
sonar T would be equal to the transmitted pulse duration, while for a wide-band sonar
6The noise created by snapping shrimp was often loud enough to drown out the propeller noise of
submarines. Maps were distributed to U.S. submarine commanders showing areas where large beds of
snapping shrimp might be found. These could then be used to hide from Japanese ships who largely
relied on acoustic listening equipment to detect submarines. For his role in this, Dr. Martin Johnson
was later awarded the National Academy of Sciences’ Agassiz medal [Sent shrimps into war for U.S.!
Honored, Chicago Sunday Tribune, March 15 1959]. There is also some evidence of bottlenose dolphins
changing the frequency of their echolocation clicks to prevent them being masked by the noise from
snapping shrimp [Au 1993].
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Figure 3.13: The coherence factor from the signal-to-noise ratio of additive white Gaus-
sian acoustic noise.
using pulse compression (as SAS does) the effective duration depends on the waveform
and windowing applied, but can be estimated as T ≈ 1/B where B is the bandwidth of
the modulated pulse. This corresponds to a given pulse width ∆r = cT . As illustrated
in Figure 3.14a, this means at a given range, r, the sonar is measuring the response
of the scatterers within an annulus of width ∆r. When projected onto the seafloor,
this corresponds to a footprint of width ∆x. An offset transducer, say from a second
run over the scene, would result in the same range, r, corresponding to a different
footprint location on the seafloor. As shown in Figure 3.14b, this results in a footprint
shift of size δx. For an interferometric system using an array of hydrophones, the offset
between the hydrophones can also cause a footprint shift. In both cases, the shift can
be corrected by interpolating one of the responses to introduce a delay such that the
footprints are aligned. This requires knowledge both of the relative position of the
transducers and of the height above the seafloor. It also relies on the local tilt of the
seafloor being known.
This footprint shift can be viewed as a misregistration of the two reconstructed
images. If it is not corrected, then the corresponding pixels in each image will not be
the result of the same spatial area in the scene. This in turn causes a loss of coherence;
if the shift or misregistration is greater than the size of a sonar resolution cell then the
coherence is completely lost. For a rectangular aperture, the coherence factor due to
misregistration is given by [Just and Bamler 1994]
γs = sincα, (3.26)











(b) The footprint shift between passes.
Figure 3.14: The geometry of footprint shift. As shown in (a), the measured response
at each range r corresponds to a footprint of width ∆x on the seafloor; this width is a
function of the effective duration of the transmitted pulse. On a second run (or when
using multiple transducers on a single run), any offset in the measurement position
results in the footprint shifting by δx. This is illustrated in (b). Accurate knowledge
of the separation between passes allows the footprint shift to be corrected.
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Figure 3.15: Coherence loss due to footprint shift or image misregistration.
where α is the misregistration as a fraction of a resolution cell size. This is plotted
in Figure 3.15. A common consensus is that one-tenth of a resolution cell accuracy is
required to minimise the loss of coherence from misregistration compared to other noise
sources [Persons et al. 2002; Scheiber and Moreira 2000]. From (3.26), this corresponds
to a coherence factor γs = 0.984, or an effective SNR of 17.8 dB.
3.6.3 Baseline decorrelation
Baseline decorrelation is also caused by the spatial separation between transducers;
unlike the footprint shift, it can not be corrected [Zebker and Villasenor 1992]. As
detailed in Section 3.1, the scattered signal in each resolution cell can be viewed as
the superposition of multiple sub-resolution scatterers, each of which has a random
amplitude and phase. When viewed from two separate positions, the speckle patterns
of the backscattered signals differ, resulting in a loss of coherence [Jin and Tang 1996].
The degree of coherence loss depends on the baseline or distance between the receivers:
the longer the baseline, the greater the baseline decorrelation. Another potential cause
of baseline decorrelation is shown in Figure 3.16. Although the footprint shift can be
corrected so the centre of the footprints are aligned, any difference in the height of two
transducers means that the seafloor cuts the range annulus at different angles. As a
result, the footprints are different sizes and the smaller will be imaging a subset of the
scatterers that the larger footprint does. Therefore, the resulting interference patterns
will be decorrelated.




Figure 3.16: Baseline decorrelation due to different footprint sizes. The footprint shift
has been corrected by interpolating the data from the secondary run so that the centres
of the footprints are aligned. However, the different heights of the two runs means that
the seafloor cuts the range annulus at a different angle, causing the footprints to be of
different sizes.
The level of baseline decorrelation depends on the across-track shape of the resolu-
tion cell, w(x), and the angles from the two hydrophones to the centre of the footprint,








x δθ cos θ
)
dx, (3.27)
where f0 is the centre frequency of the transmitted signal, θ = (θ1 + θ2)/2 is the
average angle to the centre of the footprint, and δθ = θ1 − θ2 is the difference in the
angles. This can be seen as the Fourier transform of |w(x)|2 evaluated for a spatial
frequency fx = 2f0/c δθ cos θ. For a system with a rectangular resolution cell the
baseline decorrelation takes the form of a sinc function, and for a system with a sinc
resolution cell it takes the form of a triangular function.
3.6.4 Processing noise
Reconstructing SAS images requires a number of processing steps, each of which can
introduce noise into the result. Errors due to the limited precision of the storage
format accumulate with each step in the process. The effect this has on the coherence
is discussed in Section 3.6.4.1. Interpolation is another source of noise in the results and
is covered in Section 3.6.4.2. For practical reasons, the synthetic aperture is commonly
under-sampled. The artefacts introduced by this are quantified in Section 3.6.4.3.
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3.6.4.1 Data precision
Sonar data is typically stored and manipulated using a floating point representation. As
it is not possible to represent all possible real numbers, an error exists in (potentially)
every stored number, and these errors accumulate as the data is processed [Goldberg
1991]. Each floating-point value v can be seen as representing an interval of numbers
[v − ϵ, v + ϵ], where ϵ is the precision of the floating-point representation being used.
Applying interval arithmetic, adding two values v1 and v2 yields the interval [v1+ v2−
2ϵ, v1 + v2 + 2ϵ]. For S additions, the worst-case error in the sum is proportional to S.
For random data, the root-mean-square error grows with
√
S [Higham 1993].
The IEEE-754 floating point representation [IEEE 2008] is commonly used for
storage. It has a numerical precision
ϵd = 2.2204× 10−16. (3.28)





From (3.24) and Figure 3.13, an SNR of 40 dB gives a coherence factor γ = 0.9999.
Applying this to (3.29) shows that Nc ≈ 4.5 × 1013 calculations can be performed
without any significant loss of coherence. As this is the number of calculations per
data point, as opposed to over the entire dataset, the effect of data precision errors can
be ignored for pratically all SAS processing [Barclay 2006].
3.6.4.2 Interpolation
Processing SAS data requires at least one interpolation step, and choosing an opti-
mal interpolation method is critically important for minimising introduced noise. This
noise can be analysed by considering the spectrums of both the signal and the interpo-
lation kernel [Parker, Kenyon, and Troxel 1983]. Adapting this technique for synthetic











where SNR is the signal-to-noise ratio of the signal prior to the interpolation, H(f)
is the power spectral density of the signal, and I(f) is the Fourier transform of the
interpolation kernel. Barclay [2006] presents a study of a number of interpolation
kernels, and shows that if the signal is oversampled by 2.5 times or greater then a linear
interpolation introduces the least noise. This is because at these oversampling rates
the passband distortion introduced by higher-order interpolators outweighs the aliased
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noise. At lower oversampling rates, the higher-order interpolators provide a significantly
better result. However, they are also computationally expensive. A common method
to get around this is to initially oversample the signal with a fast interpolation (e.g., a
sinc interpolation implemented by zero-padding in the Fourier domain), and then use
an efficient linear interpolator to provide the final output.
3.6.4.3 Grating lobes
In a SAS system, the spatial sampling rate in the along-track direction is determined
by the pulse repetition frequency and the forward velocity of the sonar. This finite sam-
pling rate results in aliasing in the along-track spatial frequency domain. These aliased
targets are incorrectly processed by the synthetic aperture reconstruction, leading to a
phenomenon known as grating lobes [Hawkins 1996]. The ratio of the energy from the
aliased targets to the energy from the real targets is known as the along-track ambigu-
ity to signal ratio (AASR). This ratio can be estimated from the beampatterns of the
transmitter and receiver, and the windowing applied as [Curlander and McDonough
1991]





























where W (k) is the along-track windowing applied, A(k) is the combined beampattern
of the transmitter and receiver in the along-track direction, ku is the along-track spatial
frequency being evaluated, and kus is the along-track spatial sampling frequency. The
denominator is the total energy in the passband of the system, while the numerator is
the sum of the energy that will be aliased into the passband due to the sampling. The
coherence factor due to the AASR can be calculated using (3.24):
γ =
1
1 + AASR . (3.32)
The along-track sampling rate is often specified in terms of the size of the transducer,
i.e., D/2 sampling means the sample spacing is half the length of the transducer.
Some early work claimed that a D/2 sampling rate resulted in the grating lobes being
suppressed by a null in the along-track beampattern [Tomiyasu 1978]. However, this
was subsequently shown to be based on incorrect analysis [Hawkins 1996] with (3.31)
giving an AASR of -12.8 dB for D/2 sampling with rectangular apertures (i.e., sinc
beampatterns) and no windowing.
The AASR and the corresponding coherence is shown in Figure 3.17. At low
sampling rates the grating lobes are more pronounced, leading to a significant loss of
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Figure 3.17: The AASR (solid lines) and the corresponding coherence (dotted lines)
against the along-track sampling rate for a rectangular aperture. Reducing the band-
width used in the reconstruction process results in a lower AASR due to reduced alias-
ing. However, this also results in a loss of the resolution of the reconstructed imagery.




























Figure 3.18: The AASR (solid lines) and the corresponding coherence (dotted lines)
against the transducer size ratio for a rectangular aperture. Having one transducer be
larger than the other means that nulls in their beampatterns are located at different
positions thereby reducing the overall aliasing.
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coherence. Using less of the available bandwidth in the reconstruction process (equiv-
alent to making the window W (k) narrower) reduces the level of aliasing and thereby
the loss of coherence is also reduced. However, this also lowers the resolution of the
reconstructed imagery. Another technique for reducing the AASR is to use different
sized transducers for the transmitter and receiver. This results in the nulls in their
beampatterns being located at different spatial frequencies which helps to minimise
the aliasing. Figure 3.18 shows the AASR (and the resulting coherence) against the
ratio of the transducer sizes for various along-track sample spacings.
3.6.5 Temporal decorrelation
Ultimately temporal decorrelation is what change detection attempts to measure. In
an ideal scenario, the areas of a pair of images which have not changed will have a
coherence of one, and areas that have changed will have a coherence of zero. However, if
the coherence is low in all areas, then the result is ambiguous: either the entire scene has
temporally decorrelated, or another source of decorrelation has corrupted the process
e.g., the images are misaligned. To avoid this scenario, it is preferable to perform the
repeat pass before the scene completely decorrelates. If there are distinct objects on
the seafloor which are unlikely to significantly change (e.g., rocky outcroppings) then
these act as marker points to check this alignment. However, for a bland seafloor this
depends on the rate of change of the seafloor itself.
An obvious source of decorrelation is sediment transport. This is dependent on
both the material and the location of the scene. In shallow coastal waters, for example,
sediment is liable to be moved around by wave action. A study of two sites, one sandy
and one silty, showed that the sandy scene decorrelated an order of magnitude quicker
than the silty scene [Jackson, Williams, and Briggs 1996]. Imagery from a rail-mounted
SAS system was used by Lyons and Brown [2013] to analyse the temporal change of
a sandy seafloor in an area with a high amount of bottom-feeding fish. The presented
results suggest that decorrelation occurs quicker for higher-frequency sonars, and for
the shallow-water sandy sites studied the time until change detection is infeasible will
be on the order of a few hours to a few days depending on the frequency of the sonar.
An earlier model based around the diffusion equation [Jackson, Richardson, et al. 2009]
was shown to provide a good estimate of the time taken to decorrelate.
In many areas fauna feeding and dwelling on the seafloor will cause decorrelation.
One study observed changes on a sandy seafloor within 5 minutes, most likely caused
by the numerous sand dollars (Echinarachnius Parma) at the site [Roderick, Dullea,
and Syck 1984]. A change inside 13 minutes was noticed by Sæbø et al. [2011], while
the change detection images presented by G-Michael, Marchand, Tucker, Marston,
et al. [2016] show scattered areas of low coherence which would fit with this theory.
Changes to the measured data can also be caused by other environmental effects such
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as differences in properties of the water column [Hansen et al. 2015].
The acceptable time between passes will be dependent on the application, loca-
tion, and environment. As shown by Midtgaard [2013], incoherent change detection
is feasible over intervals longer than a year. On the other hand, the use of coherent
techniques may require repeat passes to be performed within days.
3.6.6 Summary
The coherence factors discussed in this section have different causes and mitigation
strategies. Baseline decorrelation (γb) is a direct result of the viewing geometry. The
spatial separation between the path followed by the sonar on each is a function of the
accuracy of the navigation system used to position it. The more accurate the position-
ing is, the closer the paths will be, and the less effect the baseline decorrelation will
have. Acoustic noise (γn) is an unavoidable property of the medium7 and cannot be
subsequently improved. Electrical noise, although generally insignificant compared to
the acoustic noise, can be minimised through good design of the receiver electronics.
Temporal decorrelation δt cannot be mitigated, although for change detection applica-
tions this is less of an issue than for interferometry as measuring it is the aim. The
limitation here is whether there is enough common information to allow the two images
to be registered with sufficient accuracy to give meaningful results. The effects of foot-
print shift or image misregistration (δs) can be minimised, if not completely eliminated,
by accurate processing of the data. Similarly, the processing noise δp is unavoidable
but can again be minimised by careful implementation of the applied algorithms.
3.7 CORRELATION
In general usage, correlation describes a mutual relationship between two or more
objects. From a signal processing viewpoint it is a measure of the linear dependence
between two random signals as a function of the displacement between them [Clapham
and Nicholson 2009]. Closely related to convolution, it is often used to search for
common features between two signals or images. Correlation can also be defined for
random variables. Although not directly used in this thesis, the statistical definitions
are presented in Appendix C for completeness.
7Technically, the acoustic noise created by the vessel operating the sonar can be reduced, but
this may result in other components worsening. For example, slowing the vessel down reduces the
effectiveness of the control, and thus the error in its positioning increases.
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3.7.1 Correlation of two signals
For two continuous, wide-sense stationary functions x(t) and y(t), the covariance is




(x(t)−mx)∗ (y(t+ τ)−my)dt, (3.33)
where mx and my are the means of x(t) and y(t) respectively, and τ is the displacement
of the second signal relative to the first and is commonly referred to as the lag. For




(x[n]−mx)∗ (y[n+ τ ]−my), (3.34)
where τ is the displacement as an integer number of samples. This is a measure of
how similar the variations in the signals are. If both of them are positive at the same
time, or both of them are negative at the same time, then the product will always be
positive and the overall correlation will be large. If they have the opposite signs — one
is negative when the other is positive — the product will always be negative and so
will the overall correlation. If there is no such relationship, then the product will vary
between positive and negative and the correlation will tend to zero. For complex signals,
the usage of the conjugate ensures that aligned features in the imaginary components
of the signal contribute positively to the covariance [Therrien 1999].
It is difficult to infer the level of correspondence between the signals solely from





(ax(t)− amx)∗ (ay(t+ τ)− amy)dt,
= a2 covxy(τ).
(3.35)
Although the relationship between the variables has not changed, the value of the
covariance has. To avoid this uncertainty, the covariance can be normalised by the






(x(t)−mx)∗ (y(t+ τ)−my)dt (3.36)
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(x[n]−mx)∗ (y[n+ τ ]−my) (3.37)
for discrete signals. This ensures that the magnitude of the correlation is a value in the
closed interval [−1, 1]. A value of 1 indicates that the two signals have a perfect positive
linear relationship (when one increases so does the other, and vice-versa). Similarly,
value of -1 indicates a perfect negative linear relationship (when one increases the other
decreases, and vice-versa). If the correlation is zero then the variables are said to be
uncorrelated: there is no linear relationship between them.
It is worth noting that in some signal processing literature the correlation is defined
as the unnormalised version, i.e., the same as the covariance. The autocorrelation is the
correlation of a signal with itself, while the cross-correlation is the correlation between
two separate signals. In this thesis, a reference to correlation implies a cross-correlation;
again, other literature may differ in this regard.
3.7.2 Correlation of sampled signals
For a finite sampled signal, (3.37) must be adjusted to account for the limited data
available. Suppose the first signal x[n] has N samples, and the second signal y[m]
has M samples. The second signal can be extended to be zero outside the measured
samples, i.e.,
y′[m] =
y[m] 0 ≤ m < M,0 otherwise. (3.38)






(x[n]−mx)∗ (y′[n+ τ ]−my). (3.39)














This is defined for any integer lag τ . However, for the majority of lags there will be no
overlap of the signals and, due to the zero extension applied by (3.38), the correlation
at these points will be zero. In total, there will be N +M − 1 values of τ for which
there is some overlap between the non-zero portions of the signals. For some of these
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lags, there will only be a partial overlap. This reduces the total energy that can appear
in the numerator of (3.40). As the denominator is constant, the maximum value that
the correlation can achieve is reduced in these edge regions.8
3.7.3 Relationship to coherence













Comparing this to the coherence estimator of (3.10) shows that the coherence is equiv-
alent to a zero-lag correlation. Alternatively, the correlation at a given lag corresponds
to the coherence that would be estimated if the second signal were to be shifted by that
amount. This means that the statistics of the coherence estimator can also be applied
to the correlation. For example, from (3.12) the PDF of the correlation magnitude
estimate at a lag τ would be fD(d; δτ ) where δτ is the true correlation magnitude at
that lag.
3.7.4 Limitations
It should be borne in mind that the correlation coefficient is only a measure of the linear
relationship between the two variables. Non-linear relationships are not guaranteed to
be detected by the correlation. For example, if y(t) = x2(t) it is obvious that y(t) is
wholly dependent on x(t). However, the correlation is zero in this case.9 It follows from
this that a high correlation does not necessarily mean that the relationship between
the signals is linear, but rather to what degree it can be approximated as linear.
3.8 EFFICIENT IMPLEMENTATION OF WINDOWED
STATISTICS
The direct approach of calculating windowed statistics involves a sliding window tech-
nique: the window is placed on the image, the corresponding statistic calculated, and
the window is then shifted by a pixel for the next calculation. For a M × N pixel
image and a P ×Q window, there are (M −P +1)× (N −Q+1) windows. Even for a
simple statistic, the amount of computation required grows quickly with the image size.
8Signal processing software libraries often give the user a choice of what portion of the correlation
to calculate. The region where there are complete overlaps between the signals is commonly referred
to as the “valid” region, while the complete correlation including these edge effects is the “full” region.
9This is shown in Section C.3 for the statistical correlation.
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For example, if the pixels in the window are being summed, then the inner operation
has a big-O complexity O(PQ) and the overall calculation is O(MNPQ). Eliminating
some of the nested loops in the evaluation of these statistics would result in a large
performance improvement.
3.8.1 Integral images
Summed area tables were introduced to computer graphics by Crow [1984] and then to
computer vision by Lewis [1995]. The name ‘integral image’ was coined by Viola and
Jones [2004] to distinguish its use in image analysis as opposed to the original texture







where r and c are the row and column indices respectively. In other words, the value
of the integral image at a given pixel [r, c] is the sum of the pixels above and to the left
of the corresponding pixel in the source image (including the pixel itself, and all pixels
in its row and column).
Having computed the integral image, it can then be used to efficiently calculate
the sum of pixels in an arbitrary rectangular area of the source image. If the area of
interest is defined by the top-left corner [m,n] and the bottom-right corner [p, q] (with







Instead of this looping process, the integral image can be used to calculate the sum
with four lookups and three additions:
S = II[p, q]− II[p, n− 1]− II[m− 1, q] + II[m− 1, n− 1]. (3.44)
As illustrated in Figure 3.19, this can be viewed as taking the area of the entire image
up to and including the bottom-right of the desired window, and then removing the
areas above and left of the window. Note that (3.44) is independent of the size of the
window, i.e., once generated, the integral image can be used to find the sum of any size
region in the original image.
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− +
Figure 3.19: Calculating the sum of the marked spatial region from an integral image.
The initial value is the value of the integral image at the bottom-right of the region. The
areas to the left and top of the window are then removed by subtracting the integral
image values at the bottom-left and top-right respectively. Since this subtraction results
in the area above and left of the window being removed twice, the final step is to add
that back in to obtain the sum.
3.8.2 Lacunarity




− (E[I])2, the calculation of lacunarity as per














where i is used as an index over the window being evaluated. If this is performed
with sliding windows, the inner calculation involves squaring all the values (PQ mul-
tiplications), two sets of sums (2PQ additions), and the final squaring, division and
subtraction (3 operations). This requires 3PQ + 3 elementary operations for order
O(PQ) complexity, corresponding to O(MNPQ) to perform it over the entire image.
As demonstrated by Williams [2015], integral images can be used to reduce the
complexity of the calculation. This requires forming two integral images; one for the
intensity and one for its square. The sums for each of these can then be efficiently
computed using (3.44) for the desired window size, and then the lacunarity value can
be calculated per (3.45). Between generating the integral images, computing the sums,
and the final squaring, division and subtractions, this requires 10 elementary operations
per pixel, and thus the complexity is O(MN).
Figure 3.20a shows the time required to calculate the lacunarity for a variety of
image and window sizes. The median speed increases and maximum relative errors
from these trials are given in Table 3.1. From this it can be seen that the speedup
from using integral images is over two orders of magnitude with no appreciable loss of
accuracy for the image sizes used.
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100× 100 image 500× 500 image 1000× 1000 image
Sliding window
Integral image
(b) Spatial coherence estimate.
Figure 3.20: The time taken to calculate (a) the lacunarity and (b) the spatial coherence
estimate by the sliding window and integral image techniques. Each data set comprises
100 trials. The labels on the x-axis are the window sizes the statistic was calculated
over. Note that the y-axes are plotted on a log scale.
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Median speedup Maximum error
Image Window Lacunarity Coherence Lacunarity Coherence
100× 100 5× 5 287 321 2.3× 10−12 9.2× 10−13
10× 10 273 333 4.2× 10−13 9.4× 10−13
25× 25 235 385 6.7× 10−14 2.3× 10−12
500× 500 5× 5 483 474 1.1× 10−10 4.6× 10−11
10× 10 493 510 1.1× 10−11 2.2× 10−11
25× 25 541 740 2.3× 10−12 4.3× 10−12
1000× 1000 5× 5 409 409 3.9× 10−10 6.6× 10−10
10× 10 423 454 5.1× 10−11 7.7× 10−11
25× 25 470 680 8.8× 10−12 1.9× 10−11
Table 3.1: The median speedup and maximum error resulting from using integral
images for calculating the lacunarity and spatial coherence estimate instead of the
sliding window technique. The results are from 100 trials run in Python using the
NumPy library. The error is the maximum difference in the calculated values in any
window over all trials and is relative to the sliding window value.
3.8.3 Spatial coherence estimation
The estimation of the spatial coherence is another candidate for the use of integral im-
ages for performance improvements. Using sliding windows to implement the estimator
(3.10) requires 3PQ+3 elementary operations to calculate the estimated value for each
spatial region, resulting in a computational complexity O(MNPQ) for the whole image.
For the integral image case, three images are required: one for the conjugate product
in the numerator, and two for the normalising factors in the denominator. Overall,
21MN operations are required for the calculation so the complexity is O(MN).
Calculation times for the spatial coherence estimate using both the sliding window
and integral image techniques are shown in Figure 3.20b for a range of image and
window sizes. The corresponding median speed increases and maximum relative errors
are presented in Table 3.1. As with the lacunarity calculation, the use of integral images
for estimating the spatial coherence results in a significant two-order-of-magnitude
speed increase while not introducing any significant errors.
3.8.4 Floating point error accumulation
As outlined in Section 3.6.4.1, the floating point system typically used to store SAS
data cannot represent every possible real number accurately, and thus errors are intro-
duced. From Table 3.1 it can be seen that the maximum relative error10 in the integral
10There will obviously also be floating point errors in the sliding window calculation. Since each
window is summed independently, S never gets very large and so the errors are minimal. As such
errors are inevitable with floating point applications, the sliding window values are considered the
‘true’ value with which to compare the integral image outputs.





Figure 3.21: The error in the lacunarity due to use of an integral image in the calcula-
tion. The values are the relative error compared to the corresponding sliding window
value. The image is 500× 500 pixels and the lacunarity was calculated in 25× 25 pixel
windows. The integral image origin was the top-left pixel.
image method is bigger for larger images, i.e., as the number of pixels being accumu-
lated in the integral image increases. Figure 3.21 shows the error over a 500 × 500
pixel lacunarity map. As would be expected, the maximum error occurs in the corner
diagonally opposite the integral image origin as this is where the number of additions
need to calculate the integral image value is at its maximum. The precision of the
floating-point implementation also affects the maximum error; Williams [2015] reports
double-precision data types having sufficient accuracy when using integral images to
calculate the lacunarity from source images containing over 14 million pixels.
The error introduced by the use of integral images with a given system (determined
by the resolution, image sizes, etc.) should be able to be characterised from a number
of sample images. Alternatively, this can be estimated on the fly by also using the
sliding window technique to calculate the final value and comparing to the integral
image output (as the processing errors are randomly distributed, it may be necessary
to perform this test over a few outputs to avoid outliers). If this error proves to be
too large, then a straightforward solution is to sub-divide the image and process each
piece independently. Although this involves overlapping the integral images to avoid
gaps in the final output, the amount of extra computation is still negligible compared
to the sliding window technique. An alternative method would be to use the centre of
the image as the origin rather than a corner, and integrate outwards. While this would
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halve the number of accumulations (and thus the error) needed to obtain the values at
the edge, it would complicate the logic needed to recover the sum of a given block. The
corner furtherest from the origin would need to be determined to use as the starting
point for (3.44), and similar calculations would be needed for the other corners. Blocks
which span the origin would have to be divided into four sub-blocks.
3.9 DISCUSSION
Speckle is a fact of life for SAS imaging. Its presence requires the reconstructed data
to be treated as random variables, and thus any subsequent analysis of the data must
also be undertaken statistically. The intensity and phase of the speckle follows well
known, simple distributions, and this fact can be utilised for applications such as object
detection and seafloor classification. The distribution of the coherence between two
speckle images is also well known, albeit less simple. The dimensions of the spatial
region used in the estimation of the coherence directly affects the distribution, and
thus its choice is critical for optimal results. The correlation between two regions of
speckle imagery follows the same distributions and so the same care must be taken in
the choice of window size.
Many factors have effects on the coherence observed with repeat-pass imagery.
From the point of view of change detection, most of these are unavoidable: once the
data is collected, they cannot be compensated for. The main exception to this is
the footprint shift or image misregistration factor. This can be improved by either
correcting the navigation data and regenerated the images, or by directly warping the
repeat-pass image to align with the primary pass. Coherent change detection techniques





Given the cost of performing sea trials, simulated data is widely used in the development
of sonar processing algorithms. For repeat-pass applications the need for an accurate
ground truth to check registration procedures against also requires simulation. One
simulation technique is to generate the received images directly. This is typically done
by starting with noise from an appropriate statistical distribution and applying a filter
based upon the properties of the sonar system. Although this is a simple approach, it
is limited in that it generally only works for noise (speckle) images and cannot generate
results from a more complex scene. For this reason, most simulation approaches model
the scene and generate the acoustic field that would have been observed at the receiver.
This data can then be processed and reconstructed as it would for a real-world system.
One of the simplest models is the point scatterer model in which the scene is de-
composed into a collection of infinitesimally small points. Although their lack of size
implies they would not scatter any energy, each point is assigned a non-zero scattering
strength on the basis it represents a portion of a larger scattering object. Any energy
incident on the point is then scattered equally in all directions. The scattering strength
may be arbitrarily chosen, or it can be calculated using the Rayleigh scattering the-
ory [Rayleigh 1896] for a sphere modelling the portion of the object represented by the
scatterer. Although simple to implement, point scattering is inefficient: on the order
of ten scatterers per wavelength (corresponding to one hundred per square wavelength
of area, or one thousand per cubic wavelength of volume) are required for adequate
modelling of a continuous surface [Hunter 2006].
A similar technique is to describe the simulated scenes analytically; this allows
a straightforward evaluation of the received signals for a given collection geometry.
However, this limits the simulation to basic shapes for which an analytical model is
available. A more general approach is to decompose the scene into a collection of
facets. A facet is defined as a planar scattering surface of finite extent [Hunter 2006].
These are typically triangular or rectangular in nature, with triangular facets being
useful because any surface can be decomposed into a collection of triangles [Hughes
et al. 2013]. The response of each facet to a transmitted wave is modelled using the










Figure 4.1: The scattering geometry for a facet centred at xc. A projector at xp
transmits acoustic energy. Some of this energy is incident upon point x and is scattered;
a portion of this scattered energy is received by a hydrophone at xh. Unit normals
describe the orientation of the facet, the projector, and the receiver as well as the
direction of the incident and scattered energy.
properties of the underlying object, and the responses from all the facets in the scene
coherently combined to form the overall dataset. Two types of facet can be used: a
smooth facet which represents a uniform surface, or a rough facet which statistically
models a rough surface.
A rough facet scattering model and a SAS simulator implementing this model
was developed by Hunter [2006]. This chapter presents some modifications that were
necessary to this simulator to allow the generation of repeat-pass SAS data. This
includes the development of a model to simulate a set level of decorrelation between
passes. The facet scattering model is outlined in Section 4.1. The evaluation of the
beampattern of individual facets is then covered in Section 4.2. Finally, Section 4.3
presents the method developed for simulating decorrelated facets. A number of results
from the simulator are given in Chapter 5.
4.1 SCATTERING FROM A FACET
The geometry of acoustic energy scattering from a facet is shown in Figure 4.1. A facet,
shown here as rectangular although it may be any shape, is centred at a position xc
in the scene and has a normal vector n̂ describing its orientation. The projector (the
transmitting transducer) centred at xp insonifies the scene, and some of this energy is
incident upon each point x in the scene. The direction between the projector and the
point is denoted by the incident unit normal vector n̂i. This energy is then scattered
from the point with a portion being observed by the hydrophone (the receiving trans-
ducer) centred at xh. The direction of this energy is represented by the scattering unit
normal vector n̂s. The orientation of the projector and hydrophone are described by
the normal vectors n̂p and n̂h respectively.
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The modelling of acoustic scattering is a complex subject. This section introduces
the models used in the SAS simulator, starting with the acoustic field radiated by the
projector in Section 4.1.1. The field scattered by a facet is then outlined in Section 4.1.2.
The extension of this to rough facets is given in Section 4.1.3. For a more complete
derivation and discussion of these models, the reader is referred to the work of Hunter
[2006].
4.1.1 Acoustic field radiated by the projector
The Kirchhoff-Helmholtz integral [Kirchhoff 1882] uses the values of a field ψ on a closed
surface Σ and a set of boundary conditions to yield the value of the field ψ(p) at some
point p. For a vibrating plate-style projector mounted in a supporting structure, the
acoustic field ψi incident on the point x of the facet at a frequency f can be obtained
by applying the Kirchhoff-Helmholtz integral as [Hunter 2006]














where S(f) is the signal spectrum transmitted by the projector, the surface Σ is the
face of the projector, k = 2πf/c is the transmitted wavenumber, c is the speed of
wave propagation, r′ is the vector between x and the point of integration x′p, r′ is
the corresponding range |r′|, n̂′p is the unit normal of the projector at the point of
integration, and cos(a,b) is the direction cosine or cosine of the angle between the
vectors a and b, given by
cos(a,b) = a · b
|a||b| . (4.2)
Although the expression (4.1) is valid for a point at any distance from the projector,
it is inefficient to evaluate repeatedly in a simulator. If x is in the far field of the
projector, then the Fraunhofer approximation (see Appendix B) can be used to simplify
the expression. An aperture function, ap(p), can be defined in the plane containing
the projector; this describes the shape of the projector. For the projector illustrated
in Figure 4.1 the aperture function would be a two-dimensional rectangular function.
Applying the Fraunhofer approximation to (4.1) gives the incident field as [Hunter
2006]
ψi(x, f) = jk












where r0 is the vector between the centre of the projector xp and x, r0 is the corre-
sponding range |r0|, r̂0 is the unit vector r0/r0, the (1 + cos(r̂0, n̂p))/2 term is known
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ap(x′p) exp(−j2πx′p · u)dx′p (4.4)
is the Fourier transform of the projector aperture function evaluated in the plane con-
taining the projector. For simple aperture functions, the Fourier transform can be
calculated analytically, while the Fast Fourier Transform algorithm [Bracewell 2000]
can be used in the general case. The range-independent portions of (4.3) can then be
separated out to yield the beampattern of the projector,1







This describes the effects of the shape of the projector aperture on the radiated field at
a given angle from the normal of the projector. The incident field (4.3) can be rewritten
in terms of this beampattern as




i.e., it is a combination of the transmitted signal and the shape of the aperture with
magnitude scaling and a phase shift based on the range from the projector.
4.1.2 Acoustic field scattered by the facet
A similar procedure using the Kirchhoff-Helmholtz integral combined with the Fraun-
hofer approximation can be used to obtain an expression for the acoustic field ψs
scattered from the facet. The application of the Fraunhofer approximation means that
the field from all points within the facet is approximated by the field from its centre
point. This simplifies the scattering geometry as illustrated in Figure 4.2.





a(x′) exp(−j2πx′ · u)dx′ (4.7)
evaluated in the plane containing the facet. The beampattern of the facet is given by
B(n̂i, n̂s, f) = j
2πR
λ









where ((n̂s+ n̂r) · n̂)/2 is the facet obliquity factor, R is the reflection coefficient of the
1Note that although r̂0 appears in this expression, it is a unit vector used solely for the direction to
the target point rather than the range.









Figure 4.2: The scattering geometry for the facet after the Fraunhofer approximation
has been applied. The scattered field from all points within the facet is approximated
by the field from the centre of the facet.
facet and n̂r is the direction of reflection from the facet; both of these can be calculated
from the properties of the facet2 and the direction of the incident field n̂i. The overall
scattered field is then




where ri and rs are the incident and scattering ranges, i.e., the ranges between the
centre of the facet and the projector and hydrophone respectively.
4.1.3 Scattering from rough facets
While it is possible to model a rough surface by dividing it into a collection of smooth
facets, this is computationally inefficient due to the large number of facets that would
be required. A rough facet extends the smooth facet model from the previous section
by considering a height function h(x) in addition to the aperture function a(x). The
roughness statistics of the height function determine the statistics of the facet beam-
pattern, and from this a particular realisation of the beampattern can be created. This
allows a rough surface to be simulated with a greatly reduced number of facets com-
pared to implementing it with smooth facets. Note that this assumes the roughness is
unresolvable by the sonar (i.e., is smaller than its resolution cell) and thus able to be
described statistically. Larger scale roughness needs to be modelled by a collection of
facets.
The realisation of the beampattern for a given rough facet can be directly generated
from the Fourier transform of the aperture function with a phase shift based upon
the realisation of the height function for that facet [Hunter 2006]. However, this is
computationally inefficient as it requires a Fourier transform at each frequency and each
2The facet is assumed to be on the boundary of two media, e.g., water and sand, and the reflection
properties are based upon the acoustic impedance between the mediums.
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set of projector and hydrophone positions. Instead, the beampattern can be separated
into its specular and diffuse3 components. The specular component is deterministic,
and is able to be calculated in a similar fashion to the smooth facet beampattern. The
diffuse component is the result of a random process and is difficult to directly realise.
The approach used in the simulator is to take a complex Gaussian-distributed white
noise process and apply a filter based upon the first- and second-order statistics of the
facet roughness [Hunter 2006].
4.2 ROUGH FACET BEAMPATTERN EVALUATION
Generating noise to filter to form the diffuse component of a rough facet beampattern
sounds like a simple step. However, if it is not done in a precisely repeatable fashion,
then repeat-pass simulation is not possible. This was illustrated in some early tests
performed with the simulator. A blank seafloor 10 m below the sonar was modelled
by a set of facets, each of which was 16.7 cm by 16.7 cm in extent. Two passes on
straight tracks over this scene were simulated with a 1 m difference in the across-track
component of each path. The magnitude of the reconstructed imagery from the primary
pass is shown in Figure 4.3a. The areas of low energy at close across track positions are
a result of these areas being out of the main lobe of the beampatterns of the transducers;
the stripes show where some sidelobes exist. The area within the main lobe shows a
speckle image as would be expected from a coherent imaging technique.
With the scene being identical and only a small amount of baseline decorrelation
affecting the results, it would be expected to achieve a high coherence between the
passes (apart from the areas with low beampattern energy where the image is dominated
by noise). The coherence was estimated with a sliding window 20 cm by 50 cm in extent,
and the resulting magnitude is shown in Figure 4.3b. Apart from the sidelobe areas,
there are a number of loci where the coherence is reduced or negligible. Some of these
are in the form of radial lines extending from the centre of the image, while others are
arcs around the centre. The same patterns can be seen in the coherence phase image
of Figure 4.3c. The interferometric phase of the two passes would be expected to be
close to zero; the regions of low coherence magnitude appear as areas of increased phase
difference (and in the case of the central arc, random phase).
The nature of these errors indicates a loss of coherence at certain ranges from the
sonar. To test this theory, a series of simulations with single facets were carried out. In
each trial, a 25 cm by 25 cm facet was placed at a different position across track. The
same pair of passes as the previous simulations (10 m above the facet, and a 1 m offset
between passes) were carried out and the imagery reconstructed. For each of the facet
positions, 100 trials with different facet beampattern realisations were performed. For
3Specular reflection is a reflection from a smooth surface at a definite angle. Diffuse reflection is
where the energy is scattered in all directions due to a rough surface.























(a) Reconstructed magnitude image from the primary pass. The colour scale is in decibels
relative to the highest magnitude in the image. The low energy at low across-track values is











































(c) Phase (in radians) of the coherence between passes.
Figure 4.3: An illustration of the effects on repeat-pass simulations of incorrect noise
generation for rough facets. The magnitude of the reconstructed image for the primary
pass over a blank seafloor is shown in (a). A repeat pass was made with a 1 m offset
in the across-track direction, and the magnitude and phase of the coherence between
passes are shown in (b) and (c) respectively. The incorrect noise generation has led to
loci of low coherence throughout the image.
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Figure 4.4: Confirmation of a problem with the beampattern noise generation. A 25 cm
by 25 cm facet was placed at a number of across-track positions and 100 simulation
with different beampattern realisations were performed at each position. The ensemble
coherence was calculated for the reconstructed pixels within the facet boundaries, and
the plot shows the peak and mean coherence magnitude observed at each across-track
position. The coherence should be uniformly high for all across-track positions, but
some positions show a significant loss of coherence.
each of the pixels in the reconstructed image that lay within the facet boundary, the
ensemble coherence over the 100 trials was calculated. Figure 4.4 shows both the mean
and peak ensemble coherence magnitude as a function of the across-track position of
the facet centre. Although many of the positions result in a high coherence, there are
noticeable dips at some positions. When combined across a whole scene, these could
combine to form the loci previously observed.
This was eventually attributed to the way in which the noise for the diffuse com-
ponent of the facet beampattern was generated. Each facet was assigned a seed for a
pseudorandom number generator. The simulator then looked at the range of spatial
frequencies required for the facet in the current simulation, rounded this range up to
a whole number, and generated the appropriate number of random noise samples. For
the repeat pass, the same seed was given to each facet; in many cases this resulted in
the same set of noise samples being generated. However, due to the differing geome-
try (in this case, the 1 m offset between the two sonar tracks) at some positions the
range of spatial frequencies was rounded to different endpoints. Although the same
sequence of random numbers was generated, they were assigned to a different set of
spatial frequencies and thus the resulting beampatterns were different.
The cause of the problem was difficult to find but the solution was simple. Knowing
the maximum signal frequency that was to be used in all the simulations, the maximum
spatial frequencies that would be needed for each facet can be calculated. This is
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stored along with the seed for the pseudorandom number generator, and thus the same
sequence of numbers can be generated and assigned to the same spatial frequencies in
each simulation. A repeat of the single facet test showed that the ensemble coherence
was now one for all across track positions. Repeating the bland seafloor simulations
resulted in the repeat-pass coherence magnitude and phase shown in Figure 4.5a and
Figure 4.5b respectively. Aside from the areas where there is low incident energy (and
thus high noise), the coherence magnitude is one and the phase is zero throughout the
scene as would be expected for the given scenario.
4.3 SIMULATING DECORRELATED FACETS
In order to model the temporal decorrelation of a scene it is necessary to be able to
simulate a facet with a given level of decorrelation between passes. For two rough
facets as used in the simulator, the level of correlation is controlled by the correlation
of the noise sequences used to generate the realisation of their beampatterns. If the
noise used on the repeat pass is not the same as used for the primary pass, but rather
is a different noise realisation which has some degree of correlation with the first, then
the resulting beampatterns will have the same degree of correlation.
It is straightforward to generate correlated complex Gaussian-distributed white
noise as needed to generate the beampattern realisations. If x is a complex, zero-mean






where xH is the Hermitian or conjugate transpose of x. Suppose this random vector is
multiplied by a matrix L to give a second random vector,
y = Lx. (4.11)
The covariance matrix of this second vector is then
cov(y) = L cov(x)LH. (4.12)
If the original vector x is sampled from a complex Gaussian distribution with zero
mean and unit variance, then it has the identity matrix I for its covariance matrix.
This means that the covariance matrix of y is
cov(y) = LLH, (4.13)
i.e., the matrix L is the Cholesky decomposition [Benoît 1924; Cholesky 1910] of the
covariance matrix of y. In the two variable (two pass) case, the desired covariance



















































(b) Phase (in radians) of the coherence between passes.
Figure 4.5: The (a) magnitude and (b) phase of the estimated coherence of the blank
seafloor scene after the noise generation for the rough beampattern evaluation had
been corrected. Both images are uniform as expected, except where the vertical beam
pattern degrades the SNR at close range.
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where σ2 is the variance of the individual variables and ρ the coherence between them.







In other words, from two independent samples x1 and x2 of a zero-mean, unit variance,
complex Gaussian random variable, two samples of a correlated complex Gaussian







Strictly speaking, the use of the Cholesky decomposition requires the covariance matrix
cov(y) to be positive-definite. As it is defined in (4.14), this corresponds to the condi-
tion |ρ| < 1. However, inspection of the resultant decomposition (4.15) (or equivalently
the linear system of equations (4.16)) shows that the decomposition is also valid for
ρ = 1, yielding y1 = y2 = σx1.
This technique is simple to apply to the rough facets used in the simulator. Each
facet can be assigned a desired coherence value ρ for the repeat pass. As shown in
Figure 4.6, two separate noise realisations are generated for each facet. The first is
used for the primary pass, and a linear combination of the two as per (4.16) is used
for the repeat pass. This results in two beampattern realisations with the requested
coherence level ρ.
4.4 DISCUSSION
With repeatable generation of the beampattern realisations for the rough facets, the
simulator described in this chapter is suitable for generating repeat-pass SAS imagery.
The Fraunhofer approximation has a generally negligible effect on the coherence of the
images, and any effect can be reduced at the cost of increased simulation workload if
required by a particular application. The following chapter presents the results of a
number of simulations carried out using the temporal decorrelation method presented
here.





















Figure 4.6: A block diagram of the proposed simulation process for a decorrelated
facet. Two different noise realisations are generated. The primary pass uses the first
realisation in the rough scattering model, and the repeat pass uses a linear combination
of the two as per (4.16). This gives the two inputs to, and thus two outputs from, the
facet model with the desired coherence ρ.
Chapter 5
RESULTS OF REPEAT-PASS SIMULATION
Chapter 4 introduced a modification to an existing rough-facet SAS simulator to model
the decorrelation of the facets. This chapter evaluates its use in a variety of situations.
The parameters of the sonar used in these simulations are given in Table 5.1. They
were chosen to minimise other sources of error so that the majority of coherence loss
in the results would be due to the modelled decorrelation of the scene. In particular,
a Hamming window was applied to the transmitted signal to reduce range sidelobes,
and the ping spacing was chosen to be half the smallest transmitted wavelength so
that the synthetic aperture is well sampled. Both passes followed the same track so
that baseline decorrelation was not a factor, no additive noise was applied, and the
reconstruction process used the exact track so that footprint shift is eliminated.
In order to check the simulated imagery against the expected coherence models,
statistical goodness of fit testing is required. The test used for this purpose is introduced
in Section 5.1. Initial testing was done with single facets and these results are presented
in Section 5.2. Simulations of a whole scene with a uniform desired coherence are then
given in Section 5.3. A scene with two distinct coherence levels is shown in Section 5.4,
and finally a scene with scattered patches of low coherence is presented in Section 5.5.
5.1 GOODNESS OF FIT TESTING
In goodness of fit testing, a set of observed values and a model or hypothesised distri-
bution are compared to see to what degree they match [Massey 1951]. A number of
different tests exist, some designed for testing against specific distributions while others
are distribution-free. They are additionally classified by whether they can test against
discrete or continuous distributions. In the context of this thesis, it is desired to test the
fit of the magnitude and phase of the coherence measured from simulated data against
the models of (3.12) and (3.16) respectively. As two complex distributions are involved,
a test that is independent of the distribution is ideal; the selected Kolmogorov-Smirnov
test is a continuous distribution test that meets this criteria [Facchinetti 2009].
For n independent and identically distributed observations of a random variable,







Type Linear FM up-chirp
Duration 12.5 ms
Centre frequency 30 kHz
Bandwidth 20 kHz
Window Hamming
Wavelength 37.5 mm – 75 mm
Receiver
Ping spacing 18.75 mm
Sample rate 40 kHz
Samples per ping 2,000
Table 5.1: Parameters of the sonar used in the simulations in this chapter. The same
transducer was used for both transmitting and receiving.
the empirical distribution function (EDF) Fn(x) is a step function which increases by
1/n at each of the n data points. This means that the value of Fn(x) is the frac-
tion of observations which have a value less than x; in other words, it estimates the
cumulative distribution function F (x) of the underlying distribution. The Kolmogorov-
Smirnov statistic1 is a measure of the difference between the empirical and cumulative
distribution functions. It is defined as [Kolmogorov 1933]
Dn = sup
x
|Fn(x)− F (x)|, (5.1)
where supx is the supremum2 of the set of distances. As illustrated in Figure 5.1,
this can be viewed as the largest vertical difference between the two functions. The
Glivenko-Cantelli theorem [Cantelli 1933; Glivenko 1933] shows that Dn converges
almost surely to zero as n tends to infinity, i.e., the more observations that form the
empirical distribution function, the closer it is to the cumulative distribution function.
Building on this convergence, the statistic can be used in a goodness of fit test:
the Kolmogorov-Smirnov test3. Under the null hypothesis that the observed values
come from the distribution F (x), the behaviour of the Kolmogorov-Smirnov statistic
is described by the Kolmogorov distribution [Kolmogorov 1933; Smirnov 1939b]. For a
1Sometimes referred to solely as the Kolmogorov statistic.
2Effectively the maximum in this situation.
3This section describes the one-sample Kolmogorov-Smirnov test used in this thesis. A two-sample
version exists; this is used to test if two empirical distribution functions are drawn from the same
distribution [Smirnov 1939a].
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Figure 5.1: The calculation of the Kolmogorov-Smirnov statistic for a normally-
distributed random variable. The blue line shows the cumulative distribution function
while the orange line is the empirical distribution function from 20 observed values of
the variable. The largest distance between them — marked by the arrow — is the
Kolmogorov-Smirnov statistic.
significance level,4 α, and the number of observations, n, the Kolmogorov distribution
can be used to determine a critical value k. If the statistic Dn is below this critical
level, then the null hypothesis that F (x) describes the observed data can be accepted.
Tables of the critical value for assorted values of n and α were initially published by






5.2 SINGLE FACET SIMULATIONS
The initial testing of the modification to the simulator was performed with individ-
ual facets: if the facets did not perform as expected in isolation, they were un-
likely to do so when grouped to form an entire scene. Each trial consisted of a
facet 0.25 m × 0.25 m in size being placed 10 m below the sonar and at 25 m in the
across-track domain. Two passes were simulated on identical tracks with the degree
of coherence between them being specified. For each desired degree of coherence in
δ = 0, 0.05, 0.10, . . . , 0.90, 0.95, 0.99, ten thousand trials were performed. Figure 5.2
4The probability of rejecting the null hypothesis if it is in fact true. The confidence level γ = 1− α
is the probability of accepting the null hypothesis if it is true. As a probability, α must be in the range
[0, 1].
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shows some examples of these facets. The reconstructed imagery from the primary
pass is given in Figure 5.2a, and the corresponding repeat-pass images for a variety
of values of δ are in Figures 5.2b to 5.2f. The box marked in each image shows the
extent of the facet. It will be noted that there is energy outside of this box; this is an
artefact of the reconstruction algorithm due to limited bandwidth. The primary pass
image shows a ‘hook’ shaped line of low energy in the bottom-left corner of the facet.
As the simulated degree of coherence decreases through the repeat pass images this
feature fades and disappears. In the uncorrelated δ = 0 case, this has been completely
replaced by different features.
For each of the trials performed, the coherence was estimated over the 0.25 m ×
0.25 m region of the simulated facet (this corresponds to 10 × 13 pixels in the recon-
structed imagery). The reconstructed images are oversampled, i.e., they have a smaller
resolution than the sonar system itself. This means each scatterer in the scene appears
in multiple pixels in the image. When taking into account the level of oversampling
and other system parameters such as the spatial windowing applied, there are N ≈ 7
independent scatterers in the 10× 13 pixel windows used for the coherence estimation.
5.2.1 Coherence magnitude
Histograms of the estimated degree of coherence for δ = 0.95, δ = 0.50, and δ = 0
are presented in Figure 5.3. Also shown on these plots are the corresponding PDFs
of the model for the estimated degree of coherence given in (3.12) for N = 7. These
show a good fit between the histogram and the model, although the lower-coherence
figures exhibit more variation around the model PDF. This is especially evident in the
uncorrelated δ = 0 case where there are four histogram bins in a row around d = 0.3
which are significantly lower than the model.
The Kolmogorov-Smirnov test was applied between the 10,000 samples of the esti-
mated degree of coherence for each value of δ and the model of (3.12). From (5.2), the
critical value k = 0.0136 was calculated for the selected significance level α = 0.05. The
testing was performed using the SciPy library, and the results are reported in Table 5.2
along with the corresponding P values5 returned by the library. In all but the δ = 0
case the P value was higher than the significance level, and thus the null hypothesis
that the model describes the data is accepted.
To further analyse the results for the δ = 0 case, the empirical distribution function
was plotted and is shown in Figure 5.4. The colour below the function indicates the
Kolmogorov-Smirnov distance for that value of d, with the values below the critical
value being represented by the blue colour scheme and the values above it by the red
5The P value is the probability that, assuming the null hypothesis is true, a more extreme data set
would be observed. In this case it is the probability that a data set with a larger Kolmogorov-Smirnov
statistic would be found. A low P value means the given data is at the extreme end of the scale, and
the null hypothesis is rejected if the P value is lower than the significance level.


















































































































(f) Repeat pass, δ = 0.
Figure 5.2: An example of simulated repeat-pass facets with varying degrees of co-
herence. The reconstructed primary pass is shown in (a), and (b) – (f) show the
reconstructed repeat passes as the specified degree of coherence decreases. The colour
scale is the magnitude of the reconstructed image in decibels relative to the highest
value in the images. The marked box shows the extent of the simulated facet; any
energy outside this box is an artefact of the reconstruction algorithm.
80 CHAPTER 5 RESULTS OF REPEAT-PASS SIMULATION
0.80 0.85 0.90 0.95 1.00
















(a) δ = 0.95.
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(b) δ = 0.5.
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(c) δ = 0.
Figure 5.3: Histograms of the estimated degree of coherence for single-facet simulations
with various values of the true degree of coherence δ. Each histogram contains the
results of 10,000 trials, and the overplotted line is the PDF of the model (3.12) assuming
N = 7 independent scatterers in the estimation window.
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Table 5.2: The Kolmogorov-Smirnov test results for the fit of the estimated degree of
coherence measured from 10,000 single-facet simulations to the model given in (3.12).
The critical value for the significance level α = 0.05 is 0.0136.
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Figure 5.4: The empirical distribution function of the estimated degree of coherence
d for 10,000 simulated facets with a specified degree of coherence δ = 0. The colours
under the plotted function indicate the Kolmogorov-Smirnov distances when comparing
the empirical distribution function to the cumulative distribution function of the model
(3.12). The blue colours are below the critical value of 0.0136 (for a significance level
α = 0.05), while the red and yellow colours are above it.
and yellow colour scheme. The maximum of these values is the Kolmogorov-Smirnov
statistic for this data set. From the figure, it is clear that the majority of the empirical
distribution function has a Kolmogorov-Smirnov distance below the critical value. The
band where the distance is above the critical value corresponds to the previously-noted
area in the corresponding histogram (Figure 5.3c) where several bins in a row are
significantly below the PDF of the model. This suggests that this dip in the histogram
is causing the rejection of the model for δ = 0.
Examining the linear combination used to generate the facet realisation in (4.16),
for δ = 0 only the second noise realisation is used. This means the realisations for the
two passes are by definition independent. Therefore it is unlikely that the simulator is
causing this dip in the histogram. It is hypothesised that this is simply caused by an
‘unlucky’ set of realisations from the pseudo-random number generator used to create
the noise input into the simulator. The trials were divided into ten subsets of 1,000 trials
each, and the Kolmogorov-Smirnov test applied to each of these subsets. The results
are presented in Table 5.3. Eight of these ten subsets have a P value well above the
significance level, and thus the model is accepted to describe the data in those subsets.
The subset of trials 3001–4000 has a marginal P value of 0.05, and the subset of trials
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Subset Kolmogorov-Smirnov statistic Dn P value
1 – 1000 0.032 0.25
1001 – 2000 0.016 0.96
2001 – 3000 0.025 0.57
3001 – 4000 0.042 0.05
4001 – 5000 0.025 0.55
5001 – 6000 0.017 0.94
6001 – 7000 0.047 0.03
7001 – 8000 0.024 0.62
8001 – 9000 0.018 0.91
9001 – 10000 0.021 0.76
Table 5.3: The Kolmogorov-Smirnov test results for subsets of the estimated degree of
coherence from single-facet simulations with δ = 0. The critical value for the signifi-
cance level α = 0.05 is 0.0429.
6001–7000 has a P value of 0.03, the same as the complete set of trials. The histograms
of values for these subsets are shown in Figure 5.5. Both of these subset histograms
show large differences from the model at values of d which are not observed in the full
histogram of Figure 5.3c. This backs up the hypothesis that the difference from the
model is due to the underlying random number generator (and possibly the value with
which it was seeded) rather than an error in the simulation process or implementation.
It is also worth noting that the model parameters may not be exact. For example, the
number of independent scatterers N may be 7.05 rather than the 7 used here, causing
a slight error which was exaggerated by this particular case.
5.2.2 Coherence phase
Histograms of the estimated coherence phase for δ = 0.95, δ = 0.5, and δ = 0 are
shown in Figure 5.6 along with the correponding PDFs from the phase model (3.16).
These show a good fit between the values estimated from the trials and the model.
To quantify this, the Kolmogorov-Smirnov test was applied with the results presented
in Table 5.4. For all of the simulated δ values, the P value is above the significance
level α = 0.05, i.e., the null hypothesis that the simulated values fit the phase model is
accepted.
5.3 WHOLE SCENE SIMULATIONS
Having tested the ability of the simulator to generate single decorrelated facets, the next
step was to evaluate a scene consisting of multiple facets. A bland seafloor scene 10 m
in across-track extent and 15 m in along-track extent was simulated. This consisted of
3,750 facets, each of which was 0.2 m × 0.2 m in size. The scene was centred 10 m below
and 26 m to the side of the sonar. Identical tracks were used for both passes, and the
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(a) Trials 3001 – 4000.
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(b) Trials 6001 – 7000.
Figure 5.5: Histograms of subsets of the estimated degree of coherence for single-facet
simulations when δ = 0. The overplotted line is the PDF of the model (3.12) assuming
N = 7 independent scatterers in the estimation window.
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(a) δ = 0.95.
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(b) δ = 0.5.
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(c) δ = 0.
Figure 5.6: Histograms of the coherence phase for single-facet simulations with vari-
ous values of the true degree of coherence δ. Each histogram contains the results of
10,000 trials, and the overplotted line is the PDF of the model (3.16) assuming N = 7
independent scatterers in the estimation window.
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Table 5.4: The Kolmogorov-Smirnov test results for the fit of the estimated coherence
phase measured from 10,000 single-facet simulations to the model given in (3.16). The
critical value for a significance level α = 0.05 is 0.0136.
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repeat-pass coherence was set to δ = 0.9. The reconstructed images of the two passes
are shown in Figure 5.7a and Figure 5.7b. The coherence was estimated using (3.10)
over 0.19 m by 0.24 m windows and its magnitude is given in Figure 5.7c. As with the
previous experiments, this corresponds to N ≈ 7 independent scatterers per window.
Due to the sliding nature of the process, adjacent windows share the majority of
the values within them. To avoid any statistical dependence, 2,475 samples of the
coherence were selected from non-overlapping windows. Histograms of the magnitude
and phase of these samples are plotted in Figure 5.8a and Figure 5.8b respectively.
Also shown are the PDFs of the corresponding models ((3.12) for the magnitude and
(3.16) for the phase) for N = 7 independent scatterers in the estimation window. The
Kolmogorov-Smirnov test was applied to these samples with a critical value k = 0.0273
for the significance level α = 0.05. The magnitude data had a statistic of 0.0230
(corresponding to a P value of 0.147) and the phase data had a statistic of 0.009 (P
value = 0.988) indicating that the data was a good fit to the reference models. This
confirms that multiple adjacent rough facets can be used to simulate a larger scene
with a specified coherence loss.
5.4 SPLIT SCENE SIMULATIONS
The next test was a simulation with two different repeat-pass coherences. The same
bland seafloor scene was used, but for the repeat pass, half of the scene was set to have
a coherence δ = 0.9 and the other half δ = 1 (i.e., no decorrelation). The reconstructed
image for the primary pass is given in Figure 5.9a and the repeat pass in Figure 5.9b.
The coherence was estimated over a sliding 0.19 m by 0.24 m window, and the estimated
degree of coherence is shown in Figure 5.9c. This clearly shows the divide between the
two areas with different coherence levels.
As with the previous simulation, the estimated coherences were then sampled so
that all samples came from non-overlapping windows. Histograms of the estimated
degree of coherence and phase are presented in Figure 5.10a and Figure 5.10b respec-
tively. The PDFs of the corresponding models for the δ = 0.9 case are also plotted. The
samples from the perfectly correlated (d = 1 and ϕ = 0) part of the scene are clearly
distinguishable from the decorrelated area. The 1,221 samples from the decorrelated
portion of the scene were used in Kolmogorov-Smirnov tests with both the magnitude
and phase models. With a critical value of 0.0389 for the significance level α = 0.05,
both components of the coherence showed a good fit: the magnitude had a statistic of
0.0289 (a P value of 0.524) and the phase had a statistic of 0.0251 (a P value of 0.422).
Therefore the null hypothesis can therefore be accepted, and this shows that having
adjacents areas with different repeat-pass coherence values does not affect the validity
of the simulation.




































































Figure 5.7: A repeat-pass simulation of a bland seafloor. The area shown consists of
approximately 1,400 facets each 0.2 m × 0.2 m in extent. Magnitude images of the
primary and repeat passes are shown in (a) and (b) respectively with the colour scales
being decibels relative to the highest magnitude in the scene. The desired repeat-pass
coherence was set to δ = 0.9. A map of the estimated degree of coherence is shown in
(c); this was estimated over a sliding 0.19 m × 0.24 m window.
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(a) Degree of coherence.
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Figure 5.8: Histograms of (a) the estimated degree of coherence and (b) the estimated
coherence phase from the simulated bland seafloor presented in Figure 5.7. Each
histogram contains 2,475 samples selected so that they were calculated using non-
overlapping windows. The overplotted lines show the PDFs from the corresponding
models (3.12) and (3.16) for N = 7 independent scatterers in the estimation window.




































































Figure 5.9: A repeat-pass simulation of a bland seafloor with half the scene undergoing
a loss of coherence between passes. The area shown consists of approximately 1,400
facets each 0.2 m × 0.2 m in extent. Magnitude images of the primary and repeat passes
are shown in (a) and (b) respectively with the colour scales being decibels relative to
the highest magnitude in the scene. The desired repeat-pass coherence was set to
δ = 0.9 for the half of the scene in the positive along-track axis, and δ = 1 (i.e., no
decorrelation) for the rest of the scene. A map of the estimated degree of coherence is
shown in (c); this was estimated over a sliding 0.19 m × 0.24 m window.




0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00























-30 -20 -10 0 10 20 30

















Figure 5.10: Histograms of (a) the estimated degree of coherence and (b) the estimated
coherence phase from the simulation presented in Figure 5.9. As half of the scene was
decorrelated between passes there are effectively two distributions within the entire
scene; note the split in the y axes to accomodate this. The overlaid lines show the
corresponding model PDFs for the decorrelated portion of the scene.
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5.5 SCATTERED SCENE SIMULATIONS
The final experiment performed to validate the changes to the simulator was to sim-
ulate a bland seafloor with changes in coherence scattered throughout the scene. The
correlation map shown in Figure 2.3d (reproduced from G-Michael, Marchand, Tucker,
Marston, et al. [2016]) was used as the source of the changes. The scene consisted of
71,000 5 cm by 5 cm facets, each of which was assigned a repeat-pass coherence value
from the source image. Both the primary and repeat passes followed the same track
10 m above the seafloor, and the reconstructed images are shown in Figure 5.11a and
Figure 5.11b respectively. The coherence was estimated over a 15 cm by 15 cm window
with the estimated degree of coherence given in Figure 5.11c. It is not identical to
the source image; without knowing the exact reconstruction procedure and subsequent
processing applied to obtain that image it would be difficult to achieve this. However,
it does show the same basic features (in particular, the track running between the cor-
ners the original authors attributed to fauna) and thus confirms the modification to
the simulator is suitable for generating such scenes.
5.6 DISCUSSION
The modification to the rough facet simulator presented in Section 4.3 to simulate a
decorrelated facet for repeat-pass images has been shown to generate valid data. The
repeat-pass coherence of individual facets has been shown to fit standard statistical
models for both the magnitude and phase. When multiple facets are combined to form
a scene, the coherence over the entire scene also matches these models. The ability of
this modification to generate scattered patches of low coherence based on real-world
results has also been demonstrated.
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Figure 5.11: A repeat-pass simulation of a seafloor with scattered changes. The area
shown consists of approximately 71,000 facets each 5 cm by 5 cm in extent. Magnitude
images of the two passes are shown in (a) and (b) respectively; the colour scale is
in decibels relative to the highest magnitude in each image. For the repeat pass the
decorrelation of each facet was set using Figure 2.3d as the source. The coherence map,
in this case estimated over a 15 cm × 15 cm window, is shown in (c).

Chapter 6
REGISTRATION OF REPEAT-PASS IMAGES
As detailed in Section 3.6.2, the key to change detection is the accurate registration of
the imagery. This requires knowledge of the position of the sonar for all pings in order
to minimise the footprint shift. The vessel towing or carrying the sonar will have some
idea of its location for navigation purposes. This is recorded concurrently with the raw
sonar data, providing an initial estimate of the location of the reconstructed data and
therefore the common areas of the different imagery. In most cases, this will not result
in a sufficiently accurate registration. At this point, it becomes necessary to perform
data-driven alignment, i.e., to use the images themselves to improve the registration.
Having estimated a correction to the navigation, there are two methods of applying
it. Firstly, the repeat image itself can be warped to match the primary image. A
second method, and the one used in this research, is to update the navigation data
and regenerate the repeat-pass imagery with the correct track. This has the benefit
of minimising the interpolation applied to the final data. As shown in Section 3.6.4.2
interpolation is a source of noise and thus a factor in the loss of coherence.
Section 6.1 looks at the issue of reconstructing the data from multiple runs onto a
common grid. Section 6.2 then looks at the accuracy available with various navigation
techniques and sensors. The use of navigation data for registration is evaluated for a
real-world system instrumented with high-quality navigation data in Section 6.3.
A model explaining how errors in the track affect the alignment of the imagery
is required in order to estimate these errors from the data. The model used in this
research is introduced in Section 6.4, and the method used to estimate the registration
errors between the two images in given in Section 6.5. From these registration errors,
the errors in the assumed track can be estimated; two estimators are presented in
Section 6.6. The parameters of a sonar system used for simulating SAS data for testing
these estimators are given in Section 6.7. This data is then used to evaluate the
performance of the presented registration algorithms in the presence of translation
and rotation errors, and the results of this are detailed in Section 6.8 and Section 6.9
respectively.
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6.1 ALIGNMENT TO A COMMON GRID
In a standard single-pass sidescan system, sonar images are reconstructed onto a co-
ordinate system with the axes being the along-track axis (parallel with the direction
of travel) and across-track axis (perpendicular to the direction of travel).1 For repeat-
pass applications, each image needs to use a common grid in order to allow them to
be compared. Note that the choice of coordinate system is arbitrary: as long as the
data from each run is reconstructed using the same coordinate system, they can be
compared. For convenience, it makes sense to use a coordinate system which preserves
some idea of along- and across-track axes. Section 6.1.1 presents a method of linearly
approximating an arbitrary track followed by a sonar, and Section 6.1.2 discusses the
selection of a coordinate system based upon these approximations and shows how the
original tracks can be transformed into the new coordinate system.
6.1.1 Linear tracks





A linear approximation of the track described by these positions is defined by the centre
of the track cm and the displacement vector dm (the displacement between subsequent
pings). Estimates of these two values, ĉm and d̂m respectively, can be formed using a
linear least-squares approach:








where Pm is the total number of pings in the mth track. The estimated straight tracks






d̂m + ĉm. (6.3)
Two examples of this linear approximation are shown in Figures 6.1a and 6.1b. Each
track is shown in its local coordinate system of metres east and north of a datum point.
The linear approximation of each track given by (6.3) is shown as a dashed line, and
the centre point is marked as a dot.
1These are sometimes — especially in radar literature — referred to as the azimuth and range
directions respectively.
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(c) After transformation to the common coordinate system.
Figure 6.1: An example of the alignment of tracks to the common grid. Two tracks are
shown in (a) and (b) with their local coordinate systems being the distance east and
north of a datum point. The dashed lines show the linear approximation to the tracks,
and the dots show the centre point. The centre point of the primary track is chosen as
the origin of the common coordinate system, and the y or along-track axis is defined
by the linear approximation to the primary track. The tracks after transformation into
this coordinate system are shown in (c).
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6.1.2 Coordinate system selection
One option for the coordinate system is to use the mean of the estimated linear tracks
as the along-track axis. Having the chosen coordinate system in the ‘centre’ of the
real tracks may be seen as advantageous. However, this becomes problematic when
extra passes are added to the system after the initial processing: the coordinate system
would change with the addition of another track, and each reconstructed image would
have to be regenerated to fit the new coordinates. Additionally, it is common to treat
the imagery from the primary pass as fixed, and adjust the subsequent (repeat) passes
to align with it. In this context, it makes sense for the coordinate system to be based
upon the primary pass.
Assume that the tracks exist in the same local coordinate system, i.e., if each track
has a different datum or origin point, that the necessary corrections have been applied
to account for this. Now let the estimated centre of the primary pass be the origin of
the coordinate system, i.e.,
c = ĉ0, (6.4)
and the heading vector be the normalised version of its estimated displacement vector:






As discussed in Appendix A, a rotation can be represented as a 3× 3 matrix; applying
the rotation to a given coordinate vector is then a standard matrix multiplication. In
other words, if R is a rotation matrix which rotates the heading vector h to align with
the y-axis, then the original tracks can be transformed to the coordinate system by
applying the calculated translation and rotation:
x′m(p) = R(xm(p)− c). (6.6)
In the case where the sonar maintains the same depth throughout the track (i.e.,
hz = 0), this realignment is a simple rotation around the z-axis. In this case, the







Taking the form of a rotation about the z-axis from (A.19), inserting θz as the rotation
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angle, and applying trigonometric identities yields the rotation matrix
R =
hy −hx 0hx hy 0
0 0 1
. (6.8)
In the more general case, an axis and angle of rotation need to be found. The axis is
a vector perpendicular to both the initial and final vector. This can be calculated by
using the cross product:






















Similarly, the angle of rotation can be found through the dot product as

































Substituting hz = 0 into this yields the simplified matrix of (6.8).
6.2 NAVIGATION ACCURACY
Ideally, the navigation data recorded by the platform carrying the sonar would be
precise enough to register the reconstructed images to a sufficient accuracy for change
detection. The majority of sonar systems are operated from an underwater towfish or
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an AUV. From the length of the deployed cable and its direction as it leaves the ship,
the position of a towfish can be estimated. This assumes that the cable run is straight
and not affected by currents, the vessel’s wake etc. Alternatively, an acoustic beacon
on the towfish and a corresponding receiver on the vessel may be used to estimate
the relative position of the two [Quinn 2014]. Any rotation of the towfish also alters
the positions of the transmitter and receiver and must also be known or estimated.
Techniques such as Kalman filtering [Kirlin et al. 1993] may be used to improve the
estimates of the position and orientation of the towfish given a model of the system.
In the case of an AUV, global positioning system (GPS) — and similar technologies
such as global navigation satellite system (GLONASS) or Galilieo — is not available
underwater due to electromagnetic absorption2. Instead inertial navigation is used:
starting from a known point (e.g., the launch point, or a GPS reading obtained on
the surface), the velocity and orientation is measured and integrated to calculate the
current position of the vehicle. Typically, this utilises a Doppler velocity log (DVL)
and an inertial measurement unit (IMU) as the primary sensors [Kinsey, Eustice, and
Whitcomb 2006]. Drift in the gyroscopes may be corrected by accelerometer and mag-
netometer readings [Kuch et al. 2012], with techniques such as Kalman filtering [Marins
et al. 2001] or the Madgwick filter [Madgwick 2010] employed to improve accuracy. In
regularly surveyed areas, acoustic transponders can be fixed to the seafloor around the
area of interest. These form a long baseline (LBL) network which can be used to de-
termine the position of the AUV [Pilbrow 2007]. Integrating these beacons with other
sensors means fewer transponders are required [Willumsen, Hallingstad, and Jalving
2006].
Inertial systems are prone to drift. With good quality systems operating in ideal
conditions the error in position is around 0.01 % of the distance travelled [Leonard et al.
1998] and can approach a 20 % drift error for low-grade systems [Munafò et al. 2014].
LBL positioning systems can achieve centimetre resolution in small areas [Leonard et
al. 1998]. However, this is still too poor for accurate registration with high-resolution
images.
6.3 THE MUD SONAR
Developed by the TNO,3 the MUD SAS system is designed to operate in shallow,
muddy estuarine and harbour environments [Vossen et al. 2012]. It has high frequency,
low frequency and very low frequency transmitters paired with both horizontal and
vertical arrays of receivers. It is unique in that it is mounted on the hull of a surface
2The carrier frequency of the GPS L1 band is 1575.42 MHz. At this frequency, the absorption
coefficient of water is ∼ 1.2× 103 m−1, meaning over 90 % of the energy is absorbed in the first 2 mm
and over 99.9 % in the first 6 mm.
3Nederlandse Organisatie voor Toegepast Natuurwetenschappelijk Onderzoek (Netherlands Organ-
isation for Applied Scientific Research).





Figure 6.2: The track of the MUD sonar on the two passes analysed here. The shaded
region shows the bounds of the reconstructed scene.
vessel meaning that its position relative to the ship is fixed. During the trials the data
presented here were collected on, the ship was instrumented with an IXSEA PHINS
inertial navigation system as well as real time kinematic (RTK) GPS.
RTK satellite navigation achieves high position accuracy by using the carrier wave
of the underlying system (e.g., GPS). A base station at a precisely known location re-
transmits the phase of the carrier signal it observes. The receiver units then compare
this with the phase they observe. An accuracy of 1 cm ± 2 ppm horizontally and 2 cm
± 2 ppm vertically is achievable [Misra and Enge 2006], although the receiver must be
within several tens of kilometres of the base station [Łapucha et al. 2011]. For surveys
in coastal waters (such as the one presented here) this is not a major restriction.
Centimetre-level accuracy corresponds to about one-twentieth of the wavelength for
the low frequency (6.5 kHz centre frequency and 5 kHz bandwidth) transmitter used in
this study. This makes it a useful guide as to the registration accuracy achievable
with high-quality position information. It is worth noting that the rotation (roll, yaw,
pitch) of the ship will change the Cartesian offset between the sonar and the location
of the GPS, and so there will be some degradation of the location accuracy due to
uncertainties in the measured rotation angles.
Figure 6.2 shows the tracks followed by the MUD sonar on two runs over a portion
of the Haringvliet inlet, near Rotterdam in the Netherlands. They are approximately
510 m (primary) and 470 m (secondary) long with an along-track sample spacing of
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Figure 6.3: The tracks of the MUD sonar after the realignment procedure. Note that
the axes have different scales which exaggerates the sway. The dashed lines show the
linear approximation to the tracks; as defined, the approximation to the primary track
now lies on the along-track axis. The angle between the two linear approximations
(i.e., the difference in average heading between the passes) is 2.42◦.
170 mm. This spacing is larger than the 150 mm wide projector, meaning that the
synthetic aperture is undersampled (approximately D/1 sampling). However, the wide
beamwidth and large bandwidth of the system smears the resulting grating lobes. The
imaged scene, the reconstructed portion of which is marked by the shaded area in
Figure 6.2, is a muddy seafloor at a depth of 13.6 m with a number of targets buried
below the surface.
Performing the realignment procedure results in the tracks shown in Figure 6.3.
Although the scale exaggerates it, there is a large sway in these tracks of up to 20 m from
the mean path; this is a result of the sonar being hull mounted. Using these realigned
tracks the data can be reconstructed onto a common grid. Figure 6.4 shows the results
of using the backprojection algorithm. In order to reduce phase noise introduced by the
linear interpolation used in the reconstruction, the raw data was first sinc interpolated
by a factor of four [Barclay 2006]. Note that the images have been despeckled for display
purposes by taking the RMS values over a 2 m by 2 m moving window. Subsequent
processing and analysis is carried out without this despeckling.
The coherence between the two passes was calculated over a 2 m by 2 m sliding
window. The magnitude of this coherence is shown in Figure 6.5; note that this image
has been cropped to only consider the region where both passes of the sonar resulted in
a high level of backscattered energy. The majority of this coherence is low, with only
a few patches having a coherence greater than 0.5. The maximum observed coherence
magnitude is 0.72.
The marked areas in Figure 6.4 were cropped out, and are shown in Figure 6.6.





















































Figure 6.4: Reconstructed imagery from the two passes of the MUD sonar on the
paths shown in Figure 6.2. The reconstruction was performed with the backprojection
algorithm, and the 16 channels have been coherently summed. For display purposes
despeckling was applied by taking the RMS values over a moving window. The colour
scale is in decibels relative to the highest value in each image. The marked areas are
further analysed in later figures.


























Figure 6.5: The magnitude of the repeat-pass coherence between the two passes of the
MUD sonar shown in Figure 6.4. Note that this has been cropped to the region where
both images contained a high level of backscattered energy.
This portion of the image consists of a smeared target amongst speckle noise. The area
surrounding the target in the repeat pass image was correlated with the surrounding
region of the primary pass image. The resulting correlation image is given in Figure 6.7.
The peak of the correlation has a value of around 0.3, and is located at an across-track
shift of 0.19 m and an along-track shift of 0.68 m. This shift shows that the misregistra-
tion error is high despite the use of the navigation data in the reconstruction process.
The low peak value also suggests that there has been significant decorrelation between
the two passes. A rotation error in the assumed track may cause this decorrelation
(see Section 6.9.1), or it may be a temporal decorrelation between the passes. In either
case, the large displacement between the two images shows that the navigation data is
insufficiently accurate for registration of the images.
6.4 SYSTEM MODEL
Misregistration occurs when errors in the assumed track cause targets to be recon-
structed in a different position. Note that an offset between the primary and secondary
tracks does not cause misregistration. If both tracks are accurately known, and the
reconstruction algorithm used to generate the imagery takes them into account, then
common targets will be reconstructed into the same place in the images. As mentioned
in Section 3.6.3, an offset will cause a loss of coherence due to baseline decorrelation
















































(b) Cropped area from repeat pass.
Figure 6.6: The area of reconstructed MUD imagery marked in Figure 6.4. This consists




















Figure 6.7: The correlation of the repeat-pass target shown in Figure 6.6b with the
corresponding area in the primary image.

































(b) With translation and heading errors.
Figure 6.8: The warping of the reconstructed image due to navigation errors. In (a), the
correct track is used to reconstruct the image. Each ping is numbered, and the range
from the ping positions to a particular location in the scene x is marked. As shown in
(b), if the recorded navigation data has translation errors tx and ty and a rotation α
from the true track, then the same point in the scene is reconstructed at position x′
instead. Note that the direction of a positive heading angle error α is defined to match
the right-hand rule.
and thus should be minimised.
Figure 6.8a shows a point in the scene x which has been insonified by a number of
pings in the track, and thus the range from each of these pings to the point is known.
This model assumes the tracks are reasonably straight so that any blurring in the
reconstructed imagery is small. Using the correct track for the reconstruction procedure
results in the point being placed at the correct position within the image. However, if
the track has an across-track translational error tx, an along-track translational error
ty, and a heading error α then, as illustrated in Figure 6.8b, the same point will appear
at a different position x′ in the reconstructed image. This warps the image, and, since
the errors will be different for each pass over a scene, leads to misregistration between
passes.
The displacement of a point in the reconstructed scene can be calculated from the
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= Rαx + t,
(6.16)
and the error in the position is thus
∆x = x − x′,
= x − Rαx − t.
(6.17)






x− x cosα+ y sinα− tx
y − x sinα− y cosα− ty
]
. (6.18)
This error can be visualised as a displacement field, a set of vectors showing the
error at different points in the image. Figure 6.9a shows the displacement field for a
pure translation error, in this case tx = 1.2m and ty = 0.8m. The tail of each arrow sits
at the misregistered or warped point x′ and the tip or head sits at the true (x) point,
i.e., the arrows show how the image would need to be corrected to be registered with
the primary pass. An example of the displacement field for a pure rotation of α = 3◦ is
given in Figure 6.9b. As might be expected, the further away from the sonar the larger
the displacement due to the rotation is. Two examples of combined translation and
rotation errors are presented in Figure 6.10. The first example (Figure 6.10a) combines
the errors from the two previous examples, i.e., tx = 1.2m, ty = 0.8m, and α = 3◦,
and shows that the resulting displacement field is the linear sum of the two individual
displacement fields. This is expected from (6.18).
6.5 CORRELATION PEAKS
In order to calculate the track error parameters, some estimate of the displacement
field needs to be generated from the two images. The method proposed here is the
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(a) Pure translation: tx = 1.2m, ty = 0.8m, α = 0◦.

















(b) Pure rotation: tx = 0m, ty = 0m, α = 3◦.
Figure 6.9: Examples of the displacement field for (a) translation and (b) rotation
errors. The tail of the arrows are at the misregistered (x′) positions of a point in the
scene, and the tips are at the correct (x) positions of the same point. In other words,
the arrows show how the image needs to be corrected to be registered with the image
from the primary pass.
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(a) tx = 1.2m, ty = 0.8m, α = 3◦.

















(b) tx = −1.5m, ty = 0.2m, α = −1.8◦.
Figure 6.10: Examples of the displacement field when both translation and rotation
errors occur in the same track. In (a), the errors are the combination of those used in
Figures 6.9a and 6.9b and the displacement field is a linear combination of those two
fields.
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block correlation of the images. The repeat image is divided into a number of adjacent
blocks. For each repeat-pass block, a larger concentric block is extracted from the
primary image. These two blocks are then correlated; the difference in size between
the blocks defines the distance over which this correlation takes place. For example,
a 2 m by 2 m repeat pass block correlated with a concentric 8 m by 8 m primary pass
block will result in a correlation image over a ±3m search space in each direction from
the centre of the repeat pass block. Locating the position of the peak of this correlation
image gives an estimate of the displacement field at this location, while the value of
the peak provides a metric as to the strength of the match.
6.6 ESTIMATION OF MODEL PARAMETERS
Given a set of observed displacements, the problem is therefore to solve (6.18) for the
corresponding translation and heading errors in the track. The observations will not
be perfect; any source of decorrelation — be it due to the scene changing or noise in
the measurements — will cause errors. It will also be noted that this forms an overde-
termined problem. There are M × N observations of the correlation peaks, one from
each block, and only three parameters tx, ty, and α to be estimated. Two techniques
are presented in this section, a linear least squares approach for small heading errors
in Section 6.6.1 and an optimisation problem for larger heading errors in Section 6.6.2.
6.6.1 Small heading error
If the heading error α is small, then (6.18) can be linearised using the small-angle
approximations sinα ≈ α and cosα ≈ 1. This gives the misregistration due to the
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where ∆x̃n and ∆ỹn are the nth observations of the across- and along-track misregis-
trations respectively. Using (6.19), a linear least squares system
Ae = b (6.22)














and xn and yn are the correct across- and along-track locations of the observation
points respectively. Rearranging (6.22) yields an estimate for e:




)−1AT is the Moore-Penrose pseudoinverse [Moore 1920; Penrose
1955] of A. This estimate will be less accurate if the observations have errors in them. If
some measure of the accuracy of each observation is available, then a diagonal weighting
matrix can be formed:
W =

w1 0 0 0 · · · 0 0
0 w1 0 0 · · · 0 0
0 0 w2 0 · · · 0 0




... . . .
...
...
0 0 0 0 · · · wN 0
0 0 0 0 · · · 0 wN

, (6.25)
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where wn is the weighting of the nth observation. For example, misregistration mea-
surements made via correlation could use the magnitude of the peak correlation of each
observation as the weighting. Using the weighting matrix, (6.22) can be modified to
give a weighted linear least squares system,
WAe = b. (6.26)
The estimate of the parameters is then
ê = A+wbw, (6.27)
where A+w is the pseudeoinverse of WA and bw = Wb.
6.6.2 Large heading error
As the heading error α increases, the small angle approximation becomes invalid. This
means that the model (6.18) can no longer be linearised. Instead, an optimisation
problem can be posed to find estimates of the track error parameters:
t̂x, t̂y, α̂ = arg min
tx, ty , α
ϵ(tx, ty, α), (6.28)
where ϵ(tx, ty, α) is some measure of the error between the observed misregistrations
and the model predictions for the given parameters. One potential error function is
the total squared error. The squared error for the nth observation is given by
ϵn(tx, ty, α) = (∆xn −∆x̃n)2 + (∆yn −∆ỹn)2, (6.29)
where ∆xn and ∆yn are the predicted misregistrations from (6.18), and ∆x̃n and ∆ỹn
are the observed values. The overall squared error is then
ϵ(tx, ty, α) =
N∑
n=1
ϵn(tx, ty, α). (6.30)
As with the previous section, errors introduced by lower-accuracy observations can be
mitigated by assigned a weighting to each observation. This results in (6.30) being
modified to
ϵ(tx, ty, α) =
N∑
n=1
wnϵn(tx, ty, α). (6.31)
6.7 SIMULATED SONAR PARAMETERS
In order to test the performance of the presented registration algorithms, a number of
repeat-pass datasets were simulated. The parameters used for these simulations are







Type Linear FM up-chirp
Duration 3.3 ms
Centre frequency 120 kHz
Bandwidth 30 kHz
Window None
Wavelength 11.1 mm – 14.3 mm
Receiver
Ping spacing 10 mm
Sample rate 31.25 kHz
Samples per ping 1,658
Table 6.1: Parameters of the sonar used to generate simulated data for testing the
registration algorithms presented in this chapter. The same transducer was used for
both transmitting and receiving.
given in Table 6.1. To reduce the effects of grating lobes on the repeat-pass coherence,
the ping spacing was chosen to be one-quarter of the along-track width of the trans-
ducer, i.e., D/4 sampling was used. The size of the resolution cell in the across- and
along-track directions can be calculated from (1.1) and (1.5) respectively as δr = 25mm
and δy = 20mm. From this, the desired registration accuracy to minimise coherence
loss (10 % of the resolution cell) is 2.5 mm in the across-track direction and 2 mm in
the along-track direction.
6.8 TRANSLATION ERRORS
A bland scene was simulated for two passes of the experimental sonar. The repeat
pass was offset by -1 m (i.e., one metre further away from the scene) from the primary
pass. The reconstructed image for the primary pass is shown in Figure 6.11a. The low
energy area for across-track positions below 10 m is due to this area of the scene not
being in the main lobe of the sonar’s vertical beampattern. When the repeat pass is
reconstructed with the correct track and no additive noise, the coherence between the
images is dominated by the baseline decorrelation. As shown in Figure 6.11b, the small
separation between the tracks results in minimal degradation of the coherence.
For peak detection, the standard deviation of the errors in the estimated location
of the peak is inversely proportional to its bandwidth, i.e., a higher bandwidth will
yield a more accurate estimate [Quazi 1981]. Equivalently, the errors are proportional
to the width of the peak (so a narrower peak will result in a lower standard devia-
























































(b) The degree of coherence between the primary and repeat passes when the correct track is
used to reconstruct the repeat pass.
Figure 6.11: The (a) magnitude of the primary pass and (b) repeat-pass coherence
when the correct tracks are used to reconstruct the imagery. The bands of low energy
and coherence respectively are due to those areas of the scene being outside the main
lobe of the sonar beampattern.
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tion). When detecting peaks in the correlation of two sonar images, the shape of the
peak is determined by the autocorrelation of the system impulse response. For SAS
speckle imagery, the across-track autocorrelation is a function of the bandwidth of the
transmitted signal, and the along-track autocorrelation is a function of the width and
shape of the transmitting and receiving apertures [Fortune 2005]. The autocorrelation
of the impulse response of the experimental sonar used here is shown in Figure 6.12.
Calculating between the points where the autocorrelation is 0.5, the across-track auto-
correlation has a peak width of 84 mm and the along-track autocorrelation has a peak
width of 45 mm. The errors in the across-track direction are therefore expected to be
twice the errors in the along-track direction.
6.8.1 Generating translation errors
In order to test the performance of the estimators in the presence of translation errors,
a set of 343 repeat-pass images with translation errors was created. For each image,
an error between -3 m and 3 m in each direction was randomly chosen from a uniform
distribution. The correct track was then shifted by the selected distance. The data was
backprojected using this incorrect track to give an image misregistered by the given
amount. Figure 6.13 shows the values of these errors.
6.8.2 Quadratic interpolation
Each of the repeat-pass images was divided in 2 m by 2 m blocks, and each of these
blocks was correlated with a concentric 8 m by 8 m block in the primary image. This
means that an area 3 m by 3 m was searched for each block.4 The position of the
largest correlation magnitude was found, and then a quadratic surface was fitted to
the eight pixels surrounding it. The peak position of this quadratic surface was then
taken to be the position of the largest magnitude. This is functionally identical to
performing a quadratic interpolation on the data and finding the largest magnitude
of the interpolated data. An example of the detected peaks for a repeat-pass image
with tx = 0.802m and ty = −0.549m is shown in Figure 6.14. It will be observed that
the arrows indicating the position of the maximum correlation magnitude point are in
the opposite direction to tx and ty. This is because the correlation peak indicates the
distance the image needs to be shifted to correct the misregistration, i.e., to undo the
effects of tx and ty.
The errors of the peak positions found by this correlation and quadratic interpo-
lation approach are shown in Figure 6.15, and the corresponding standard deviations
are given in Figure 6.16. For the majority of the test cases, the error is below 0.5 mm
4The repeat-pass block can only be shifted by 3 m in any direction before its edges start leaving the
primary image block.





















Figure 6.12: The autocorrelation of the impulse response of the test system. The image
shows the autocorrelation over a 1 m by 1 m area while the two plots show slices through
the centre of the autocorrelation in the corresponding directions. The widths of the
peaks (measured between the points where the autocorrelation is 0.5) are 84 mm in the
across-track direction and 45 mm in the along-track direction.




















Figure 6.13: The set of 343 translation errors used for testing the registration correction
procedure. The along-track and across-track errors were independently chosen from a



























Figure 6.14: An example of peak detection from a repeat-pass image with a translation
error. The underlying image is the image magnitude in decibels relative to the largest
value. The tail of the arrows is at the centre of the blocks, and the tip shows the
shift for which the maximum correlation was found. In this case the across-track error
tx = 0.802m and the along-track error ty = −0.549m. Note that the shifts point in
the opposite direction to these values: if the image has shifted one way, correcting it
requires shifting in the opposite direction.
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in the across-track case and 0.25 mm in the along-track case. These errors are approx-
imately 0.02 and 0.0125 of a resolution cell respectively. The standard deviations are
similarly proportioned: the majority are below 1 mm in across-track and 0.5 mm in
along-track. This fits with the expectation that, based upon the autocorrelation of the
system impulse response, the across-track errors would be twice the along-track errors.
The least squares and weighed least squares estimators were applied to the displace-
ments found in each of the trials. The resulting errors in the estimated parameters are
presented in Figure 6.17. The least squares errors are identical to the errors in the
peak location estimates; this is not surprising as, for a purely translational case, the
mean is the minimum error solution. Weighted least squares only reduced the errors
by less than 10 %. The optimisation and weighted optimisation approaches gave iden-
tical results to their corresponding least-squares estimator. This is expected as with a
rotation error α = 0, the linearised model (6.19) is an exact fit to the full model.
The maximum errors are around 12 times larger than the majority. In the across-
track case, the maximum error corresponds to 0.25 of the resolution cell size, and in
the along-track direction it is 0.15 of the resolution cell size. Histograms of the errors
in the detected across-track peak location are shown in Figure 6.18a for the worst-
case (tx = 2.964m, mean error of 6.05 mm) and best-case (tx = 0.42m, mean error
of less than 1µm) estimates. The corresponding values of the peak correlation are
given in Figure 6.18b. In the best-case scenario the errors are clustered around zero,
while for the worst-case scenario approximately half of the errors are around zero and
the other half are at an error of -12 mm, or half of the across-track image resolution.
Although simple and efficient to implement, quadratic interpolation is biased, with
the worst variance of the errors occurring at half the original sample spacing [Boucher
and Hassab 1981]. This leads to the hypothesis that these large errors occur when
the translation falls halfway between two samples and so the quadratic interpolator is
unable to estimate the position accurately. This is exaggerated by the fact that since
all the blocks have the same translation in this test, the estimate error occurs in a
significant portion of the blocks and thus biases the overall estimate.
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Figure 6.15: The mean error when estimating the position of the correlation peaks
with quadratic interpolation. In both plots the x-axis shows the actual offset that
was used in the trials. Each trial involved 165 blocks; the y-axes show the mean of
the errors between the estimated correlation peak positions and the actual offsets over
these blocks for each trial. The target maximum misregistration of 10 % of the sonar
resolution cell is marked by the dotted lines.
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Figure 6.16: The standard deviation of the error when estimating the position of the
correlation peaks with quadratic interpolation. In both plots the x-axis shows the actual
offset that was used in the trials. Each trial involved 165 blocks; the y-axes show the
standard deviation of the errors between the estimated correlation peak positions and
the actual offsets over these blocks for each trial.
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Figure 6.17: The errors in the translation parameter estimates when using quadratic
interpolation to find the peak correlation position. Results for both the least squares
and weighted least squares estimators are shown here; the optimisation and weighted
optimisation estimates are identical to these. The target maximum misregistration of
10 % of the sonar resolution cell is marked by the dotted lines.
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Considering the peak correlation values of Figure 6.18b, there are a number of
blocks with a high correlation (greater than 0.9) and a number with a lower correlation
(between 0.65 and 0.80). If these lower values correspond to blocks with a large error
in the estimated position, then thresholding the positions to be used in the parameter
estimation step may improve the estimate. The results of this thresholding are given in
Figure 6.19. The errors are reduced compared to using all the detected displacements,
but there are still a number of outlying cases.
6.8.3 Sinc interpolation
Another method of estimating the position of the peak is to use a sinc interpolator to
oversample the correlation image. The reduced sample spacing results in the maximum
value in the image being a closer approximate to the true peak of the correlation. It
is also possible to apply the quadratic interpolator after first performing sinc interpo-
lation. Although the bias of the quadratic interpolator will still result in errors in the
detected peak positions, they will be smaller than with quadratic interpolation alone
due to the initial oversampling.
These approaches were tested for both 2× and 4× sinc interpolation. The resulting
errors in the parameter estimation — which was performed using the least-squares
estimator — are shown in Figures 6.20 and 6.21 respectively. With two-times sinc
oversampling, the average error is noticeably worse than with the original quadratic
interpolation, and the maximum error is only marginally lower. Applying the quadratic
interpolator to the oversampled image leads to the average error being similar to solely
using quadratic interpolation, but with a halving of the maximum error.
In the case of four-times sinc oversampling, the range of errors is reduced compared
to using two-times oversampling. However, the average error is still worse than with just
quadratic interpolation. Again, applying the quadratic interpolator to the oversampled
image reduces the average error to a similar level to sole quadratic interpolation, and
the maximum error is reduced further compared to both the quadratic-only and two-
times sinc oversampling plus quadratic interpolation cases.
In theory, the oversampling factor could continue to be increased to obtain a further
reduction in errors. However, this would follow the law of diminishing returns: at some
point, the added costs in terms of computational and memory requirements would
outweigh the reduction in errors. There is no appreciable difference in the average
errors of the two- and four-times sinc plus quadratic cases shown. The main benefit
of the sinc interpolation is the lowering of the maximum error in the estimates of
the parameters. The maximum error with two-times sinc oversampling followed by
quadratic interpolation is approximately equal to the desired 0.1 of a resolution cell
threshold. As such, this method of peak location will be used for the remainder of the
results in this chapter.
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(a) Error in the position.
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(b) Peak correlation values.
Figure 6.18: Histograms of (a) the across-track errors in the correlation peak position
and (b) the values of the estimated peak for the best- and worst-case results from
Figure 6.15a. The smallest mean error (less than 1µm) occurred for tx = 0.42m, while
tx = 2.964m resulted in a mean error of 6.05 mm.
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Figure 6.19: The effect of thresholding the positions used for the least squares esti-
mates. Only the peak positions corresponding to a correlation value above the given
threshold were used as input data for the estimation process. The target maximum
misregistration of 10 % of the sonar resolution cell is marked by the dotted lines.
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2× sinc + quadratic
(a) Across-track error.
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2× sinc + quadratic
(b) Along-track error.
Figure 6.20: A comparison of the errors in the least-squares translation parameter
estimates when using quadratic interpolation, 2× sinc interpolation, and 2× sinc in-
terpolation followed by quadratic interpolation. The target maximum misregistration
of 10 % of the sonar resolution cell is marked by the dotted lines.
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4× sinc + quadratic
(a) Across-track error.
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4× sinc + quadratic
(b) Along-track error.
Figure 6.21: A comparison of the errors in the least-squares translation parameter
estimates when using quadratic interpolation, 4× sinc interpolation, and 4× sinc in-
terpolation followed by quadratic interpolation. The target maximum misregistration
of 10 % of the sonar resolution cell is marked by the dotted lines.
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6.8.4 Affects of temporal decorrelation
The results up to this point have used imagery with no temporal decorrelation and
no additive noise. To investigate the effects that these factors have on the estimation
errors, the simulations were repeated for temporal coherence factors γt = 0.9 and
γt = 0.5. These coherence levels can be converted into equivalent SNRs by using
(3.25); they correspond to SNRs of 22 dB and 0 dB respectively. The same process
as outlined in Section 6.8.1 was applied to generate a set of repeat-pass images with
various translation errors in the assumed track. In this case, the errors were chosen
from a uniform distribution between -2 m and 2 m in both directions. Note that the
errors were not the same for each set of trials.
Figure 6.22 show the error in the parameter estimation (performed using the least-
squares estimator) for the different levels of temporal decorrelation. The level of errors
has not been increased by the loss of coherence in the repeat pass. As shown in
(4.16), decorrelated speckle can be created by a linear combination of two independent
noise sources. This means the temporal decorrelation can be modelled as an additive
noise process with the corresponding SNR. Performing the correlation is equivalent to
applying a matched filter to the repeat image to locate areas where the two images best
line up. A matched filter is the optimal method of detection in the presence of additive
white Gaussian noise [Crocker 1998], and allows the estimation of the parameters in
cases of high temporal decorrelation (or equivalently, high levels of additive noise).
6.9 ROTATION ERRORS
The ability of the estimators to detect rotation errors in the assumed track was exam-
ined in a similar fashion to the translation errors in the preceding section. The track
followed by the sonar on the repeat pass was rotated by a range of angles between
−20◦ and 20◦. The data was then reconstructed using the backprojection algorithm
with this incorrect track. The correlation was measured using 2 m by 2 m blocks in the
repeat image and 8 m by 8 m blocks in the primary image, i.e., a search of ±3m in all
directions. An example of the detected displacements is shown in Figure 6.23 for a −3◦
heading error. Despite the displacements predicted by the model (6.18) being within
the 3 m search region, no good matches were found. This implies that the rotation has
led to a loss of correlation between the blocks.
6.9.1 Peak correlation magnitude versus rotation
The correlation as a function of rotation was evaluated by a simple experiment. A
142 by 142 pixel image containing pure speckle noise was created. The speckle was
oversampled by the application of a Hamming window in the Fourier domain to reduce
the bandwidth of the noise appropriately. A copy of the image was then taken as the
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Repeat pass coherence = 1
Repeat pass coherence = 0.9
Repeat pass coherence = 0.5
(a) Across-track error.
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Repeat pass coherence = 1
Repeat pass coherence = 0.9
Repeat pass coherence = 0.5
(b) Along-track error.
Figure 6.22: The errors in the least-squares estimation of translation parameters for
different temporal decorrelation levels. A coherence factor of 0.9 corresponds to an
SNR of 22 dB, and a coherence factor of 0.5 corresponds to an SNR of 0 dB. The target
maximum misregistration of 10 % of the sonar resolution cell is marked by the dotted
lines.




























Figure 6.23: The result of direct correlation with a -3◦ heading error. The underlying
image is the image magnitude in decibels relative to the largest value. The blocks are
2 m by 2 m and the correlation was performed with 8 m by 8 m concentric blocks of
the primary pass i.e., the search was ±3m in all directions. None of these estimated
displacements fit the model.
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repeat-pass image. This repeat-pass image was sinc interpolated by a factor of four
in each direction prior to a bilinear interpolation to perform the rotation. A 50 by 50
pixel region was extracted from the centre of both the primary and repeat pass images
in order to avoid any zero-filled areas that were introduced around the edges by the
rotation process. Finally, the zero-lag correlation (equivalent to the coherence) was
calculated. This was performed with 100 different speckle noise realisations at each
angle.
Figure 6.24a shows the mean of the peak correlation magnitude over these 100
trials for a selection of oversampling factors for rotation angles between 0◦ and 90◦.
The shaded area shows the region that is one standard deviation either side of the
mean. Figure 6.24b expands on the region between 0◦ and 20◦. From these figures
it is clear that the correlation magnitude decreases sharply as the image is rotated.
In the case where no oversampling is performed, the magnitude drops below 0.5 after
only 1.6◦ of rotation. Oversampling the image (i.e., interpolating it) slows the rate of
decorrelation, albeit at the cost of a higher standard deviation in the estimates.
6.9.2 Correlation search
In order for the displacements between the image blocks to be estimated, the blocks
need to be rotated to the correct orientation. This requires finding the optimal rotation
between a pair of blocks. This was posed as an optimisation problem,
β̂ = arg min
β
(1− c(β)), (6.32)
where β is the angle of rotation, and c(β) is the peak magnitude of the correlation
between the block from the primary image and the block from the repeat pass rotated
by an angle β. For each of the blocks in each of the rotation trials, the L-BFGS-B
minimisation algorithm [Byrd, Lu, and Nocedal 1995] was used to estimate the optimal
rotation β̂.
The estimated angles were then used to rotate the blocks, and the peak position
of the correlation was located. The result of this procedure for the α = −3◦ heading
error is shown in Figure 6.25. Rotating the blocks has resulted in the majority of the
blocks yielding a displacement that follows the model.
6.9.3 Parameter estimation
The rotation parameter was estimated from the peak positions of the rotated correla-
tions. The error in these estimates are shown in Figure 6.26a for the least squares and
weighted least squares estimators, and Figure 6.26b for the optimisation and weighted
optimisation estimators. Once the rotation parameter α becomes larger than four de-
grees, the error increases rapidly. From the model (6.18), at this point the majority of
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(a) From 0◦ to 90◦ rotation.

























(b) Zoomed in to show low rotation angles.
Figure 6.24: The peak correlation magnitude against image rotation. The correlation
was performed over a 50 × 50 window. The solid lines show the mean over 100 trials,
and the shaded areas show the area one standard deviation either side of the mean.
The rotation of the image has caused a rapid decrease in the correlation.




























Figure 6.25: The result of a correlation search with a -3◦ heading error. The underlying
image is the image magnitude in decibels relative to the largest value. The blocks are
2 m by 2 m and the correlation was performed with 6 m by 6 m concentric blocks of the
primary pass i.e., the search was ±3m in all directions. The majority of the observed
displacements match the model although there are some blocks for which the search
has failed.
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the displacements become larger than 3 m and so cannot be found with the correlation.
The estimators are largely similar over the region where the correlation peaks can be
detected, although the weighted least squares estimator is the only one which does not
give an increased error around the 3◦ mark.
Estimating the rotation angle over a wider range of values requires an increased
correlation search size. This size was increased so the peak was searched for in a region
of ±5m from the centre of the block in the repeat pass image. The same minimisation
process was used to find the optimal rotation to allow a correlation estimate, the posi-
tions of the peaks were located, and the four estimators were used to find the rotation
parameter. The least squares results are shown in Figure 6.27a and the optimisation
results are in Figure 6.27b. The parameter is now able to be estimated in the region
from −8◦ to 8◦. As with the previous example, the four estimators are similar in terms
of the level of error.
6.10 DISCUSSION
Registering repeat-pass images first requires them to be reconstructed onto a common
grid. A simple method of achieving this was presented. A study of a SAS system with
high-quality navigation data showed that the misregistration errors were too large to
achieve a suitable coherence level for change detection or repeat-pass interferometry.
This indicates the need for data-driven registration to correct for errors in the assumed
path of the sonar.
A simple model of the heading and translation errors in a nominally straight track
was presented. From this, the expected displacement from its true location of a point
in the scene due to these can be calculated. A block-based correlation technique was
suggested as a method of measuring the displacement between two images. Two esti-
mation techniques were then suggested for taking the measured displacement field and
estimating the corresponding model parameters.
A number of simulated datasets with errors in the assumed track were used to
evaluate the performance of this registration algorithm. One of the key findings was
the need for accurate estimation of the location of the peak in the correlation of two
image blocks. Although quadratic interpolation is a simple and efficient method of
estimating this, it has a bias which in some cases led to a significant error in the
final estimated position. Sinc oversampling the images prior to using the quadratic
interpolation was shown to reduce this maximum error to below the desired threshold
for minimising misregistration error. Boucher and Hassab [1981] suggest applying a
window to reduce the bias in the quadratic interpolator. However, this results in a
trade-off: windowing the autocorrelation will broaden its peak which may worsen the
accuracy of the estimate.
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(a) Least squares and weighted least squares.
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(b) Optimisation and weighted optimisation.
Figure 6.26: The error in the estimated rotation parameter α when the correlation is
performed with 2 m by 2 m blocks and a search of 3 m in all directions. As the angle
gets larger, the displacements predicted by the model (6.18) are too large to be found
by this search and so the parameter estimation fails.
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(a) Least squares and weighted least squares.
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(b) Optimisation and weighted optimisation.
Figure 6.27: The error in the estimated rotation parameter α when the correlation is
performed with 2 m by 2 m blocks and a search of 5 m in all directions. Compared to
Figure 6.26, the larger search region allows the estimation of larger rotation parameters.
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The presented technique worked accurately when detecting translation errors in
the assumed track. Using correlation as the method of calculating the displacement
between images is equivalent to applying a matched filter. As such, this is the optimal
approach for detection of a signal in additive white Gaussian noise. As a temporal
decorrelation can be modelled as an additive process, this results in the correlation
method being robust in both low-coherence and low-SNR scenarios.
Correlation does not work directly with rotated images. With no oversampling,
it was shown that the correlation peak becomes negligible with less than 2◦ degrees
of rotation. When looking for heading errors, finding the displacement of a repeat-
pass block first requires it to be rotated into alignment with the primary pass. As the
rotation angle this requires is not known, a search method is required. A minimisation
problem was formulated and shown to be effective at finding this angle. With the
repeat-pass blocks rotated, the displacement field was able to be calculated and the
heading error estimated.
The accuracy of the correlation method is dictated by the autocorrelation of the
impulse response of the system. This is determined by the signal bandwidth in the
across-track direction, and by the width and shape of the transmitting and receiving
apertures in the along-track direction. Careful design of the system allows the width
of the autocorrelation peak to be minimised, thus minimising errors in the calculated
repeat-pass displacement field.
The search size of the block correlation technique is a critical parameter in the
registration process. For translation errors, the search size needs to be large enough to
encompass the largest expected error. The displacement due to a heading error varies
with the range of the block from the sonar. The search size in this case needs to be
predicted from the presented model, taking into account the largest expected heading
error and the maximum range of the sonar. As the overall displacement is a linear
combination of the translation and heading components, the final search size required
to estimate the displacement can be calculated from the addition of the maximum
translation error and the largest expected displacement due to a heading error.
Chapter 7
CONCLUSIONS
Simulation of repeat-pass data is useful as it provides a known ground-truth with which
to compare the results of any registration algorithm. The rough facet scattering model
uses complex Gaussian noise to generate realisations of statistically rough facets. It
was shown that care is needed to make these realisations identical for repeated passes
of the scene. With suitable modifications, the existing simulator was able to generate
repeat-pass images.
For realistic data, areas of the simulated scene need to exhibit temporal decor-
relation between the passes. A process based on a linear combination of noise was
developed for the generation of partially correlated complex Gaussian noise. Using this
correlated noise as the basis of generating the rough facet realisations results in the
repeat-pass coherence of the facets dropping by the specified amount. This process was
implemented in the simulator, and a number of scenarios were simulated to demonstrate
its operation. These results were validated against the published coherence models for
speckle images by use of the Kolmogorov-Smirnov goodness-of-fit test.
Comparison of repeat-pass images requires them to be aligned on a common grid.
The choice of coordinate system is arbitrary provided the same coordinates are used
for all images. However, it makes sense for it to have some relationship to the paths
followed by the sonar. A method of generating a suitable coordinate system based on
an idealised linear path was developed.
In an ideal scenario, the navigation data will be sufficiently accurate to minimise
registration errors between the images. A study was undertaken of some data acquired
from a ship-mounted sonar system which was instrumented with a real-time kinematic
GPS. Despite the high-quality navigation data available, the alignment of these images
still exhibited significant misregistration errors. An estimate of the misregistration for
a portion of the image was obtained via correlation despite the low temporal coherence
of the images. This shows that correlation is a viable technique for detecting the
misregistration.
Correcting the assumed tracks requires a model of how the track errors affect the
registration of the images. A model taking into account both translation and heading
138 CHAPTER 7 CONCLUSIONS
errors in a track was presented, and the relationship between these parameters and the
displacement of a given area of the image was developed. Calculating this displacement
allows an estimate of the track error parameters to be generated.
A block-based correlation method was presented to estimate the displacement of
each portion of a repeat pass image with respect to the primary pass image. This was
tested with simulated SAS images and shown to be robust for images corrupted by a
low SNR or low temporal coherence. Correlation was shown to rapidly degrade with
the rotation of a block. In order to estimate the displacement of an image resulting
from a track with a heading error, each repeat-pass block needs to be rotated to align it
with the corresponding area of the primary image. Finding the optimal rotation angle
to achieve this was posed as a minimisation problem. Following the estimation of this
optimal angle, correlating the rotated blocks allowed the calculation of the displacement
between the images, and from this the parameters of the track error were able to be
estimated.
A number of guidelines for maximising the ability to perform this data-driven
registration can be drawn from this research. The accuracy of the block correlation
technique in detecting the displacement between images is dependent on the width of
the peak in the autocorrelation of the images. This peak width is dependent on the
transmitted signal bandwidth, and on the size and shape of the apertures used for
transmitting and receiving. Designing the system to minimise the peak width allows a
higher accuracy.
The interpolation method used to estimate the position of the peak correlation has
a significant impact on the accuracy of the results. Oversampling the correlation image
prior to applying the interpolator reduces the errors to a sufficiently low level to allow
accurate registration. The interpolation method chosen should be evaluated for a given
system.
The appropriate correlation search size depends on the expected maximum errors
in the assumed track. The track error model allows the maximum displacement to
be calculated for these maximum errors. From this, a suitable search size can be
determined.
The lacunarity and coherence calculations presented in this thesis require repeated
evaluation over a sliding window. This is computationally expensive to implement
directly. The use of integral images, a concept developed in the computer graphics
field, has previously been shown to improve the efficiency of lacunarity calculations.
This has been extended to the calculation of coherence.
7.1 SUGGESTIONS FOR FUTURE RESEARCH 139
7.1 SUGGESTIONS FOR FUTURE RESEARCH
Throughout this research a number of potential improvements and extensions to the
presented work have been identified:
Long-tailed speckle statistics: The circular Gaussian multiplicative noise model of
speckle (‘fully developed speckle’) is sufficient for featureless seafloors. In other cases,
this model is not an accurate description of the speckle. Instead of being Rayleigh-
distributed, the magnitude of the imagery takes on a longer-tailed distribution. A
common alternative model for the magnitude is the K-distribution [Lyons and Abra-
ham 1999]. For example, the statistics of a rippled seafloor have been shown to follow a
K-distribution based on the slope of the ripples [Lyons, Abraham, and Johnson 2010].
Modifying the simulator to generate images with K-statistics would allow evaluation
of the registration procedures for a wider variety of scenarios. Some research into how
to simulate decorrelated sand ripples is required.
Piecewise-linear track model: The track error model presented assumes a linear
track. This could be extended into a piecewise-linear model to represent a non-linear
track. Research is needed into which portions of the track would affect the displace-
ment of a given point in the scene.
Validation with real-world data: The presented registration algorithm works with
simulated data but has not yet been tested with real-world data. The availability of
suitable data is the key here, especially in regards to the ground truth required for
validation of the results. One option would be to use data from a single pass and
perturb the recorded track to generate a repeat-pass image. The performance of the
algorithm can then be compared to these known errors. An alternative would be to use
a bland seafloor area bordered by features such as rocks. After running the registration
algorithm on the blank areas, the alignment of the adjacent features can be used to
evaluate the accuracy of the registration. A similar approach could be used to test the
algorithm in the presence of temporal decorrelation.
Improved rotation estimation: The rotation of each block to allow the correlation
to detect the displacement used a minimisation approach. A more computationally
efficient approach should be investigated.
Error estimation during reconstruction: The backprojection algorithm can re-
construct a small portion of an image (a region of interest). The reconstruction of the
repeat-pass image could be divided into a number of these regions and sequentially re-
constructed. Estimating the track errors from each region as it is reconstructed might
allow the subsequent blocks to be more accurately processed. This may be more effi-
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cient than registering the image after reconstruction.
Combination with computer vision techniques: Wang and Hayes [2017] have
approached the registration of bland seafloors using computer vision feature-matching
techniques such as SIFT. They have demonstrated on an ideal simulated scene that
this can generate sufficient correspondences to perform an accurate registration. Com-
bining this approach with the correlation techniques presented here may improve the
efficiency of the registration process.
Use of features: A largely bland seafloor may have occasional features such as rocks,
debris, etc. These can provide stable reference points as they have a distinct shape and
are significantly less susceptible to temporal decorrelation compared to the seafloor.
The correlation of such features is likely to be more accurate than that of the sur-
rounding seafloor, and as such should carry a higher weighting in the algorithm. A
method of identifying such features (e.g., based on the lacunarity of the scene) is re-
quired to allow this weighting to be determined.
Applicability to incoherent change detection: This thesis has concentrated on
the use of this registration algorithm with coherent change detection. Although the
required registration accuracy is less stringent for incoherent change detection, it is still
desirable to be as accurate as possible. Some preliminary tests have shown that the
presented algorithm works with incoherent (magnitude-only) data, although the possi-
ble loss of accuracy arising from the lack of phase information has not yet been explored.
Affects of autofocus: Small-scale wobbles in the sonar path result in blurring in the
reconstructed imagery. A number of autofocus algorithms exist to remove these effects.
This modification may have an affect on the estimation of the track error parameters,
especially if the blurring in one image is different to the other. The interaction between
the autofocus and registration algorithms should be studied; it may also be possible to
guide one based on the findings of the other.
Sensor fusion: The estimated track found by the registration algorithm could be
augmented with readings from inertial measurement units, Doppler velocity logs, or
other sources of data via a sensor fusion process such as extended Kalman filtering.
Appendix A
REPRESENTING ROTATIONS
A rotation is characterised by an axis of rotation,
a = [ax, ay, az]T, (A.1)
and an angle of rotation, θ. Since only the direction of a is important, it can be
normalised to give
â = [âx, ây, âz]T. (A.2)
A positive rotation is defined as one that matches the right-hand rule, that is, one
which appears counter-clockwise when looking along the axis towards the origin. Such
a rotation is illustrated in Figure A.1. It is possible to choose the rotations to match
the left-hand rule, i.e., a positive rotation being clockwise when looking towards the
origin. This essentially just flips the sign of the angle of rotation. However, many
mathematical constructs (e.g., the cross-product) are based on the right-hand rule,
and defining the rotation opposing this can lead to subtle issues.
For convenience, this thesis uses rotation matrices to represent a rotation. This
appendix details the derivation and application of these matrices.
(0, 0, 0)
a = [ax, ay, az]T
Figure A.1: A positive rotation about an axis a.











Figure A.2: Rotating a point p around the y-axis to q.
A.1 ROTATION MATRICES
A rotation can be specified by a rotation matrix, a three-by-three matrix
R =
Rxx Rxy RxzRyx Ryy Ryz
Rzx Rzy Rzz
. (A.3)
A point p = [px, py, pz]T can then be rotated via matrix multiplication to a new point
q = Rp with the coordinates
q =
Rxxpx +Rxypy +RxzpzRyxpx +Ryypy +Ryzpz
Rzxpx +Rzypy +Rzzpz
. (A.4)
A.2 ROTATION ABOUT THE AXES
The basic rotations are those around the axes of the coordinate system. By combining
these, any arbitrary rotation can be applied. The following three sections derive the
rotation matrices for these basic rotations.
A.2.1 Y axis
Figure A.2 shows the geometry of point p rotated around the y-axis (i.e., â = [0, 1, 0]T)





from the y-axis at an angle ϕp (measured from the positive x-axis). We can define its
x- and z-coordinates as
px = ρy cosϕp, (A.5)
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pz = −ρy sinϕp. (A.6)
Note that the negative sign in the z-coordinate arises from the definition of the rotation:
it is negative in the first two quadrants of ϕp and positive in the last two. Similarly,
the x-coordinate of the rotated point can be defined as
qx = ρy cos(ϕp + θ),
= ρy cosϕp cos θ − ρy sinϕp sin θ,
= px cos θ + pz sin θ.
(A.7)
Using the same procedure for the z-coordinate of the rotated point gives
qz = −ρy sin(ϕp + θ),
= −ρy cosϕp sin θ − ρy sinϕp cos θ,
= −px sin θ + pz cos θ.
(A.8)
Applying these equations to (A.4) shows that the rotation matrix for a rotation by θ
around the y-axis is
Ry =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
. (A.9)
A.2.2 X axis
Figure A.3 shows the geometry of rotating a point around the x-axis. The angle of
the initial point is measured from the positive y-axis, and its y- and z-coordinates are
given by










Figure A.3: Rotating a point p around the x-axis to q.











Figure A.4: Rotating a point p around the z-axis to q.
and





z is the distance between p and the x-axis. The coordinates of the
rotated point are then
qy = ρx cos(ϕp + θ),
= ρx cosϕp cos θ − ρx sinϕp sin θ,
= py cos θ − pz sin θ,
(A.12)
and
qz = ρx sin(ϕp + θ),
= ρx cosϕp sin θ + ρx sinϕp cos θ,
= py sin θ + pz cos θ.
(A.13)
This leads to the rotation matrix
Rx =
1 0 00 cos θ − sin θ
0 sin θ cos θ
. (A.14)
A.2.3 Z axis
The geometry of a rotation about the z-axis is shown in Figure A.4. With the initial
angle being measured from the positive x-axis, and the distance between the z-axis and




y, the x- and y-coordinates of p are
px = ρz cosϕp, (A.15)
and
py = ρz sinϕp. (A.16)
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The coordinates of the rotated point q are
qx = ρz cos(ϕp + θ),
= ρz cosϕp cos θ − ρz sinϕp sin θ,
= px cos θ − py sin θ,
(A.17)
and
qy = ρz sin(ϕp + θ),
= ρz cosϕp sin θ + ρz sinϕp cos θ,
= px sin θ + py cos θ.
(A.18)
Therefore, a rotation about the z-axis has the rotation matrix
Rz =




The order of rotations matters: a rotation around the y-axis followed by a rotation
around the z-axis does not give the same result as a rotation around the z-axis followed
by a rotation around the y-axis. Suppose there are N rotations, represented by the
rotation matrices R1,R2, . . . ,RN−1,RN which are to be applied in that order to a
point p. The result of the first rotation is
q = R1p. (A.20)




More generally, the result of all N rotations is
s = RNRN−1 . . .R2R1p. (A.22)





which can be applied to a point in a single operation
s = Rp. (A.24)
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A.4 ROTATION ABOUT AN ARBITRARY AXIS
A rotation θ about an arbitrary axis can be performed as a series of five steps:
1. Rotate around the z-axis to put the axis of rotation in the x-z plane.
2. Rotate around the y-axis to align the axis of rotation and the z-axis.
3. Perform the rotation by θ around the axis of rotation/z-axis.
4. Undo the y-axis rotation to move the axis of rotation back into the x-z plane.
5. Undo the z-axis rotation to move the axis of rotation back to its original position.
The geometry of the rotation into the x-z plane is shown in Figure A.5a with α being



















































(b) Rotate to align with the z-axis.
Figure A.5: Steps to align an arbitrary axis of rotation â with the z-axis.
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The geometry of the rotation to align âxz with the z-axis is shown in Figure A.5b. This
gives































































The desired rotation about â is now equivalent to a positive rotation around the z-axis,
meaning its rotation matrix is
Rθ =
cos θ − sin θ 0sin θ cos θ 0
0 0 1
. (A.31)
The overall rotation matrix is given by
R = RT1 RT2 RθR2R1. (A.32)






z = 1 gives the




xb+ cos θ âxâyb− âz sin θ âxâzb+ ây sin θ
âxâyb+ âz sin θ â2yb+ cos θ âyâzb− âx sin θ
âxâzb− ây sin θ âyâzb+ âx sin θ â2zb+ cos θ
, (A.33)
where b = 1− cos θ.
1A computer algebra system like SymPy or Sage is useful for this part.
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A.5 INVERTING A ROTATION
The entries of the three basic rotation matrices are all 0, 1, cos θ or sin θ. If it is desired
to generate an inverse of the rotation matrix, i.e., rotate by −θ instead of θ, then the
cosine term remains unchanged as cos θ is an even function. Similarly, the sine term
is replaced by − sin θ since it is odd function. By inspection, making this replacement
in all three basic rotation matrices results in the transpose of the original matrix. A
similar replacement in the general rotation matrix (A.33) results in the same outcome,




In a homogeneous medium, radiated energy spreads spherically from a idealised point
source. Consider a source located at xs. The value of the field ψ at some position x is
a function of the distance between the source and the measurement point, i.e.,
ψ(x) = f(r), (B.1)
where r = |x − xs| is the range. This can be related to a measurement of the field at
a different point x0. If the offset vector x′ = x − x0 is the vector between the points,
then the range can be rewritten as
r =
∣∣(x0 − xs) + x′∣∣. (B.2)
Using the fact that1 |a + b| =
√
|a|2 + |b|2 + 2(a · b), the range can be calculated as
r =
√
|x0 − xs|2 + |x′|2 + 2(x0 − xs) · x′. (B.3)
















where r0 = |x0 − xs| is the range between the source and the second measurement







1This is the law of cosines using vector notation and the definition of the dot product.







Figure B.1: Shown here for a simple 2-dimensional case, the Fraunhofer approximation
projects the offset vector x′ onto the vector between the source xs and the second point
x0 to estimate the range to x.
Applying the binomial expansion
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+ · · · .
(B.6)
The Fraunhofer approximation to the range is found by discarding all the non-linear
terms in the expansion:
r ≈ r0 +
(x0 − xs) · x′
r0
. (B.7)
This approximation simplifies the analysis of many situations involving radiating en-
ergy. For example, in the simulator scattering model presented in Section 4.1, the
application of the Fraunhofer approximation allows the replacement of a surface inte-
gral with a Fourier transform.
B.1 GEOMETRIC INTERPRETATION
Using the definition of the dot product, a ·b = |a||b| cos θ, where θ is the angle between
the vectors, the approximated range of (B.7) can be written as
r ≈ r0 +




∣∣x′∣∣ cos θ. (B.8)
This can then be viewed as a projection of the offset vector x′ onto the second measure-
ment vector x0. This is illustrated for a simple two-dimensional case in Figure B.1. As
drawn, the range is approximated by the horizontal component only, i.e., the vertical
component is discarded. This has the effect of replacing the spherical wavefronts of the
radiated energy with planar wavefronts. As shown in Figure B.2, this is a reasonable
approximation for a portion of the wavefront, and this portion gets larger as the range
from the source increases.
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xs
Figure B.2: The Fraunhofer approximation has the effect of replacing the true spherical
wavefronts of the radiated energy (drawn here as solid lines) with planar waves (the
dotted lines) over a small portion of the wavefront normal to some desired direction.
B.2 REGION OF VALIDITY
The region in which the Fraunhofer approximation is considered valid is known as the
Fraunhofer region. This consists of all space beyond the Rayleigh distance R which
is the distance at which the error in the approximation is at most one-sixteenth of
the wavelength.2 This scenario is shown in Figure B.3. There is a region of length L
where it is desired to use the Fraunhofer approximation.3 The range to the centre of
the region is set as the Rayleigh distance R, and the maximum error R + λ/16 will
occur when approximating the range to a point at the edge of the region. Applying


















The constant term is commonly dropped, and the distance can alternatively be ex-










For ranges shorter than this, the Fresnel approximation can be used; this also retains
the quadratic terms in the binomial expansion of (B.6). This effectively replaces the
spherical wavefronts with quadratic versions, and is valid to within a few wavelengths
2In optics, the Rayleigh distance is defined for a maximum error of one-quarter of a wavelength.
Antenna applications generally use the version given here.
3For a facet, it is desired to use the approximation over the entire facet. In this case, L should be
the largest extent of the facet.








Figure B.3: The derivation of the Rayleigh distance. The Fraunhofer approximation is
used for the range from the source xs to the points in a region of length L. The Rayleigh
distance R is the distance at which the true range differs from the approximated version
by no more than one-sixteenth of the wavelength.
of the source.
B.3 EFFECT ON REPEAT-PASS COHERENCE
At first glance, an error of λ/16 (equivalent to a phase shift of 22.5◦ or 0.393 radians)
may seem large enough to have a significant effect on the repeat-pass coherence of
the simulated data. However, it should be borne in mind that this is the maximum
difference between the approximated phase and the true phase in one pass. If the same
scene is re-simulated with an identical track then the same approximation errors will
be introduced, and the interferometric phase between the two images will be zero (i.e.,
they will be perfectly coherent). Even for realistic track separations, the error is not
significant. For example, consider a scenario with a wavelength λ = 5 cm where it is
desired to apply the Fraunhofer approximation over a length L = 50 cm. The corre-
sponding Rayleigh distance is R = 10m, and the maximum error for a point imaged
at this distance is λ/16 = 3.125mm. Now assume that a repeat pass is performed at
a distance of 11 m from the region of interest, i.e., a 1 m difference from the primary
pass. The maximum error resulting from applying the Fraunhofer approximation over
the length L in this pass is 2.841 mm. The (maximum) difference in the approximation
errors between these two passes is 0.284 mm, or approximately λ/176.
It is also worth noting that this is a worst-case error. The approximated ranges to
all but the end points of the length L have an error below the λ/16 limit. In an actual
simulation, the value of L will be chosen based on the minimum range between the
sonar and the scene being simulated. The majority of the scene will be more distant
from the sonar and so have a smaller approximation error. If the error is deemed to be
too large for a given application, then it can be reduced by decreasing the value of L;
however, this will increase the computational workload.
Appendix C
STATISTICAL CORRELATION
The correlation between two signals as a function of the delay or lag between them
in defined in Section 3.7. The concept of correlation also exists in statistics for both
random variables and samples of random variables. For completeness, these definitions
are given in Section C.1 and Section C.2. Some caution is required for the interpretation
of correlation values as they only give details of the linear relationship between the two
variables. This is detailed in Section C.3.
C.1 ENSEMBLE CORRELATION
For two jointly-distributed complex random variables X and Y , the covariance is de-
fined as [Clapham and Nicholson 2009]
cov(X,Y ) = E[(X − E[X])(Y − E[Y ])∗]. (C.1)
This is a measure of how similar the variations in the variables are. If large values of X
correspond to large values of Y , and the small values also correspond, then the covari-
ance will be positive. Similarly, the covariance will be negative if the large values of X
correspond to the small values of Y and vice-versa. If there is no such correspondence,
i.e., if the variables are independent, then the covariance will be zero [Bulmer 2012].
Note that the covariance of a random variable with itself is equivalent to its variance,
i.e.,
cov(X,X) = Var[X]. (C.2)
It is difficult to infer the level of correspondence between the variables solely from their
covariance. For example, suppose both X and Y are multiplied by some real constant
a. Applying the linearity property of expectation to (C.1), the covariance can then be
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shown to be
cov(aX, aY ) = E[(aX − E[aX])(aY − E[aY ])∗],
= E[(aX − aE[X])(aY − aE[Y ])∗],
= E
[
a2(X − E[X])(Y − E[Y ])∗
]
,
= a2 cov(X,Y ).
(C.3)
Although the same relative relationship exists between the multiplied variables as be-
tween the original variables, the value of the covariance has increased. To avoid this,
the covariance can be normalised by the product of the standard deviations of the
variables [Pearson 1895], yielding the Pearson correlation coefficient1
corr(X,Y ) = cov(X,Y )
σXσY
. (C.4)
The normalisation ensures the correlation coefficient takes some value in the closed
interval [−1, 1]. If the two variables are identical then σX = σY , from (C.2) the covari-
ance is σ2X , and therefore the correlation coefficient is 1. Similarly, if the variables have
a perfect negative relationship (when one takes large values the other takes small and
vice-versa), the correlation coefficient will be -1 (sometimes referred to as anticorrela-
tion). Values in between these limits indicate the degree of linear dependence between
the variables, with a correlation coefficient of zero corresponding to there being no
linear dependence (the variables are uncorrelated).
C.2 SAMPLE CORRELATION
For two vectors x and y, each containing N observed values of X and Y , the sample





(xi − x)(yi − y)∗, (C.5)
where x and y are the sample means of x and y respectively. As the sample means are
also calculated from the observation vectors, there is one less degree of freedom when
calculating the sample covariance, and so N − 1 is used in the denominator as using N
would yield a biased estimate [Johnson 2007].2 If the population mean is known, then
E[X] and E[Y ] replace the sample means in (C.5) and the denominator becomes N .
Dividing (C.5) by the expressions for the sample standard deviations of x and y gives
1There are other correlation coefficients, for example Spearman’s rank correlation coefficient. The
Pearson correlation coefficient is the most widely used, and is often referred to (as this thesis does) as
the correlation coefficient.
2This is known as Bessel’s correction. Although it corrects the bias, it may increase the mean
squared error of the estimate.
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As with the population correlation coefficient, the sample correlation coefficient lies
on the interval [−1, 1] and is a measure of the linear dependence between the two
observation vectors. Comparing this to the formula for calculating the correlation of a
sampled signal given in (3.40) shows that the only difference is the presence of the lag
τ in the signal processing version.
C.3 LIMITATIONS
Non-linear relationships are not guaranteed to be detected by the correlation. For
example, let X be uniformly distributed on the interval [−1, 1]. Squaring this generates
a new random variable, Y = X2, which is by definition dependent on X. However,
calculating the population covariance as per (C.1) gives
































As a result, the correlation coefficient is also zero. Although Y is dependent on X, it
is not a linear dependency and hence the correlation coefficient does not detect it.
A corollary to this is that the correlation coefficient does not say anything about the
relationship between the variables, but rather to what extent it can be approximated as
a linear relationship. A well known example of this is Anscombe’s quartet [Anscombe
1973]. Plotted in Figure C.1, this consists of four datasets of (x, y) pairs. Although
the graphs show they are markedly different, the means of x (9) and y (7.5), their
sample variances (11 and 4.125 respectively), the correlation coefficient between x and
y (0.816), and the linear regression line (y = 3+0.5x) are identical for all four datasets.
This illustrates that, while useful, summary statistics should not be the sole piece of
information relied on when analysing data.
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Figure C.1: Anscombe’s quartet, four datasets of (x, y) pairs which have identical
means, variances, correlation coefficients and linear regression lines (shown in red) yet
are markedly different. The quartet was constructed by Anscombe [1973] to highlight
that analysis of data should not rely solely on summary statistics.
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