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We present a finite element discretization of a non-linear diffusion equation used in the field of critical
phenomena and, more recently, in the context of Dynamic Density Functional Theory. The discretized
equation preserves the structure of the continuum equation. Specifically, it conserves the total number of
particles and fulfills an H-theorem as the original partial differential equation. The discretization proposed
suggests a particular definition of the discrete hydrodynamic variables in microscopic terms. These variables
are then used to obtain, with the theory of coarse-graining, their dynamic equations for both averages and
fluctuations. The hydrodynamic variables defined in this way lead to microscopically derived hydrodynamic
equations that have a natural interpretation in terms of discretization of continuum equations. Also, the
theory of coarse-graining allows to discuss the introduction of thermal fluctuations in a physically sensible
way. The methodology proposed for the introduction of thermal fluctuations in finite element methods is
general and valid for both regular and irregular grids in arbitrary dimensions. We focus here on simulations
of the Ginzburg-Landau free energy functional using both regular and irregular 1D grids. Convergence of
the numerical results is obtained for the static and dynamic structure factors as the resolution of the grid is
increased.
I. INTRODUCTION
The description of transport processes in soft matter
usually makes use of partial differential equations that
are typically non-linear. The equilibrium properties of
the system are described with a free energy functional
and the transport properties are described through con-
servation equations. A typical example of such partial
differential equations (PDEs) is
∂tc(r, t) =∇·
[
Γ(c(r, t))∇
δF
δc(r)
[c]
]
(1)
that governs the dynamics of the concentration field
c(r, t). Eq. (1) has become the focus of Dynamic Density
Functional Theory (DDFT) for the study of dynamics of
colloidal suspensions1–4.
The two quantities that enter this equation are the
free energy functional F [c] and the mobility coefficient
Γ(c) that may depend, in general, on the concentra-
tion field. The partial differential equation (PDE) (1)
is paradigmatic in that it captures two essential features
of a non equilibrium system. On one hand, being in di-
vergence form, Eq. (1) conserves the number of particles
N =
∫
drc(r, t). On the other, it fulfill an H-theorem
because the time derivative of F [c] is always negative
provided that the mobility Γ(c) is positive.
Fluctuations are also relevant for soft matter and they
are important when Brownian motion, critical phenom-
ena, transitions events, etc. are of interest. Since the
seminal work by Landau and Lifshitz5, thermal fluctua-
tions in a conservative PDE are introduced phenomeno-
logically through the divergence of a stochastic flux. For
the particular example of the above non-linear diffu-
sion equation, the stochastic partial differential equation
(SPDE) has the form
∂tc(r, t) =∇·
[
Γ(c(r, t))∇
δF
δc(r)
[c]
]
+∇·J˜(r, t) (2)
where the stochastic mass flux J˜(r, t) is given by
J˜(r, t) =
√
2kBTΓ ζ(r, t) (3)
which obviously requires that Γ > 0, and ζ(r, t) is a white
noise in space and time. We will discuss the stochas-
tic interpretation of Eq. (2) later on. This stochastic
term ensures that the functional Fokker-Planck Equation
equivalent to (2) has formally as invariant measure the
canonical equilibrium functional probability distribution
P eq[c] =
1
Z
exp{−F [c]/kBT }
Z =
∫
Dc exp{−F [c]/kBT } (4)
where the partition function Z normalizes the probabil-
ity distribution. Fluctuating equations of the form (2)
have been considered in the DDFT literature4, where a
debate on its physical meaning has arisen (see Ref.6 for
a review). Eq. (2) has been used for the description
of phase separation7 and critical phenomena, where it is
known as Model B in the terminology of Ref.8.
Despite the formal similarity between (1) and (2) they
are very different kinds of equations, not only because
one is deterministic and the other stochastic. As we will
discuss in Sec. III, the symbols in Eq. (1) and (2) need
to have different physical meaning. From a purely math-
ematical point of view, the very existence of an equa-
tion like (2) or a functional like (4) is a delicate point,
2due to the fact that the noise ζ(r, t) and the field itself
c(r, t) are very irregular objects9,10. For example, in the
Ginzburg-Landau free energy model, the partition func-
tion Z in Eq. (4) has a proper continuum limit in 1D
but it is divergent in D > 1 due to the so called ultra-
violet catastrophe. In this latter case, renormalization
group techniques have been used in order to recover a
continuum limit11–15. A rigorous mathematical analysis
of the renormalization of SPDEs near the critical point
has been conducted recently16,17. Alternatively, one may
regularize the equation by introducing a physical coarse-
graining length. This may take the form of regularization
of the noise, e.g. replacing white noise with colored noise,
or regularization of nonlinear terms18.
From a computational point of view, the numerical so-
lution of partial differential equations like (1) always re-
quires to convert the problem in continuum space into a
problem in a discrete space, amenable of treatment with
a computer. Usual procedures for discretization rely on
assigning values of the fields to nodes of a grid. We
are interested in discretizations on arbitrary (not nec-
essarily regular) grids because arbitrary grids can ac-
commodate complex geometries and allow for adaptive
spatial resolution. Traditionally, the numerical solution
of SPDEs of the kind (2) have resorted to finite differ-
ence schemes14,26, that are easy to implement in regu-
lar lattices. Strictly speaking, though, a finite difference
scheme for an SPDE like (2) (without regularization)
is meaningless in higher dimensions because taking the
point-wise value of the field is not appropriate. Instead,
one can use a finite volume method, in which the discrete
variables are the fields integrated over the cell volume27.
The resulting algorithm in regular grids looks like a finite
difference method but the variables have very different
meanings. While finite volumes may deal with adaptive
resolutions and irregular grids27, finite elements are of-
ten most natural when considering complicated bound-
ary conditions. Finite element methods for the solution
of SPDEs are just beginning to be explored28–31.
In this work, we present a finite element discretization
of (1) that captures the two essential ingredients of ex-
act conservation and fulfillment of the Second Law, and
can be used in arbitrary grids. While this may be re-
garded as a standard exercise in numerical analysis, it is
a preliminary step for the formulation of a finite element
discretization of an SPDE like (2). We point out that
an equation like (2) requires an understanding of its mi-
croscopic underpinning and that (2) is not just “Eq. (1)
with added thermal fluctuations”.
Equations (1) and (2) have been used for the descrip-
tion of colloidal suspensions out of equilibrium, and in
the study of critical phenomena of fluids. In these fields,
these equations correspond to coarse-grained (CG) de-
scriptions of systems that at a microscopic level are made
of particles governed by Hamilton’s equations. This is
distinct from what happens in Quantum Field Theory for
which similar equations are regarded as the fundamen-
tal starting point11. One natural question to pose when
there is an underlying particle description is how to derive
the above dynamic equations from the underlying micro-
scopic dynamics of the system. The Theory of Coarse-
Graining (ToCG), also known as Non-Equilibrium Sta-
tistical Mechanics, or the Mori-Zwanzig formalism, is a
well-established framework for the derivation of macro-
scopic equations from the underlying microscopic laws of
motion19. This theory allows one to obtain closed dy-
namic equations for a set of coarse variables which are
functions of the microscopic state of the system. From
the point of view of the ToCG an equation like (2) and,
in general, any statistical field theory in Soft Matter only
makes sense in discrete form and the partial differen-
tial equation appearance should be taken as a notational
convenience20,21. Refs.21–25 have explored ways in which
the program of the ToCG can be implemented for the
case of statistical field theories, i.e. how the equations
for the dynamics of stochastic fields may be “deduced”
from the underlying microscopic dynamics of the con-
stituent particles. Understanding the microscopic basis
of a mesoscopic equation like (2) is essential in order to
have well-defined hybrid methods in which a continuum-
like description is coupled with a detailed microscopic
description.
One of the important messages that we would like to
convey in the present paper is that there is a deep connec-
tion between “numerical analysis” and “coarse-graining”
when applied to fluctuating fluid systems. Indeed, from
a microscopic point of view, the natural setting for a
SPDE is a discrete one, where the CG hydrodynamic
variables are defined on the nodes of a grid. The CG
variables are defined by assigning to every node the mass
(momentum, energy) of the molecules that are ”around”
that node. There are many possibilities for this attribu-
tion. The simplest one is giving the mass of a molecule
to the nearest node giving rise to a Voronoi cell par-
tition of the molecules. This does not give physically
sensible dynamic equations as we have shown in Ref.23.
Another possibility is to use a finite element basis func-
tion defined on a triangulation25. While this solves the
pitfalls of the Voronoi cell discretization, it corresponds
to a lumped mass approximation of the corresponding
continuum equations. Here we present a third possibility
that uses the conjugate basis function of the finite el-
ement basis functions, rendering microscopic equations
that can be understood as Petrov-Galerkin discretiza-
tions of a continuum equation and, therefore, have an
appropriate continuum limit. We discuss the microscopic
basis of both Eqs. (1) and (2) within the framework of
the Mori-Zwanzig formalism that provides microscopic
expressions for all the objects in the equations and illus-
trates the different physical meaning of the symbols in
each equation. After having formulated the discrete ver-
sion of the SPDE, we present numerical simulations in
one dimension, based on the Ginzburg-Landau model for
the free energy and discuss the continuum limit for this
model.
3II. SPATIAL DISCRETIZATION
A. Basis functions
As a first step for the discretization of the PDE (1), we
introduce two basis functions associated to the two oper-
ations involved in the process of discretizing a PDE. The
first is a discretization operation in which a continuum
field c(r, t) is reduced to a discrete field, defined as a set
of discrete values c(t) = (c1, · · · , cM ), where each value
cµ(t) is assigned to a position rµ of a node in a mesh of
M points. The second process is that of transforming a
discrete field into a continuum field, an operation also un-
derstood as interpolation. In the first process information
is destroyed while in the second it is created. These two
operations are implemented in the present work through
a set of two (dual or reciprocal) basis functions
δ(r) ≡ {δµ(r), µ = 1, · · · ,M}
ψ(r) ≡ {ψµ(r), µ = 1, · · · ,M} (5)
The functions ψµ(r), δµ(r) are localized around the node
point rµ. The discretization of the continuum field is
given by c = (δ, c) where we introduce the scalar product
as
(a, b) =
∫
dra(r)b(r) (6)
whereas the interpolation of the discrete field is given by
the field c(r) = ψ(r)·c. In component form we have
cµ(t) =
∫
drδµ(r)c(r, t)
c(r, t) =
M∑
µ
ψµ(r)cµ(t) (7)
A natural requirement to be satisfied by the two opera-
tions of discretizing and interpolating is that the result of
interpolating a discrete field and then discretizing the re-
sulting interpolated field should give the original discrete
field. It is straightforward to show that this requirement
implies the mutual orthogonality of the basis functions
(δµ, ψν) = δµν (8)
We will further assume that the interpolation basis ψ(r)
is linearly consistent, meaning
M∑
µ
ψµ(r) = 1,
∫
drδµ(r) = 1,
M∑
µ
ψµ(r)rµ = r,
∫
dr rδµ(r) = rµ. (9)
In the present paper, we will choose for ψµ(r) the stan-
dard linear basis function of the finite element on node rµ
that do satisfy the linear consistency. The finite element
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FIG. 1. The linear basis functions ψµ(x) in 1D. Each node µ
has two elements, elµ and e
r
µ shared with its neighbor nodes.
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FIG. 2. The conjugate basis functions δµ(x) in 1D in a regular
lattice with total length L = 10 and M = 64 nodes.
is constructed from a triangulation of the grid like, for
example, the Delaunay triangulation. Fig. 1 shows the
functions ψµ(x) for three neighbor cells in 1D.
We further assume that the basis functions δµ(r) are
given as linear combinations of the basis functions ψµ(r),
this is
δµ(r) =M
δ
µνψν(r)
ψµ(r) =M
ψ
µνδν(r) (10)
where the matricesM δ and Mψ are inverse of each other
and, thanks to Eq. (8), are given by
M δµν = (δµ, δν)
Mψµν = (ψµ, ψν) (11)
Fig. 2 shows the resulting functions δµ(x).
In general, the result of discretizing a field c(r) and
then interpolating this discrete field gives a continuum
field c(r) which is different from the original field c(r),
except for some particular fields. For linearly consistent
basis functions, these particular fields are linear fields of
the form c(r) = a+b · r with a,b constant. Mathemati-
cally, we may express these operations as convolutions
c(r) =
∫
dr′S(r, r′)c(r′) (12)
4where the smoothing kernel is defined as
S(r, r′) ≡
M∑
µ
ψµ(r)δµ(r
′) =
M∑
µ
δµ(r)ψµ(r
′) (13)
This smoothing operator satisfies∫
dr′S(r, r′) = 1∫
dr′r′S(r, r′) = r (14)
and its effect on linear functions is much the same as
the Dirac delta function. For future reference, we note
that the first equation in (14) can also be written as the
partition of unity property∑
µ
Vµδµ(r) = 1 (15)
where we have introduced the volume associated to node
rµ as
Vµ ≡
∫
drψµ(r) (16)
B. Petrov-Galerkin Weighted Residuals method
A general method for discretizing partial differential
equations is the Weighted Residual method32. With the
use of two different sets of basis functions, the method
is known as the Petrov-Galerkin method. The idea of
weighted residuals is to approximate the actual solution
c(r, t) of the PDE with its smoothed version c(r, t), in
such a way that
c(r, t) ≈ c(r, t) = ψ(r)·c(t) (17)
where now c(t) = (δ, c(·, t)) become the unknown of the
problem. One defines the residual of the PDE (1) as
the result obtained after substitution in Eq. (1) of the
approximate field (17)
R(r) ≡ ∂tc(r, t)−∇·
[
Γ(c(r, t))∇
δF
δc(r)
[c]
]
(18)
By weighting the residual with weights δ(r) and requiring
the weighted residual to vanish we obtain
∂tc(t) =
(
δ,∇·
[
Γ(c(r, t))∇
δF
δc
[c(t)]
])
= −
(
∇δ,Γ(c(r, t))∇
δF
δc
[c(t)]
)
(19)
where an integration by parts has been performed. For-
mally, Eq. (19) is a set of M ordinary differential equa-
tions for the M unknowns c(t).
It is apparent that we cannot proceed until we have
a way to compute the functional derivative δFδc . To this
end define the discrete free energy function F (c) as
F (c) ≡ F [ψ ·c] (20)
this is, the free energy function of the discrete field c
is obtained by evaluating the free energy functional at
the interpolated field. What we need, though, is not a
discrete approximation for the functional, but a discrete
approximation for its functional derivative. By using the
functional chain rule we may compute the derivative of
the function (20)
∂F
∂cµ
(c) =
∫
dr′
δF
δc(r′)
[ψ ·c]ψµ(r′) (21)
Let us multiply Eq. (21) with the basis function δ(r)
δ(r)· ∂F
∂c
(c) =
∫
dr′
δF
δc(r′)
[ψ ·c]S(r, r′) (22)
where the smoothing kernel S(r, r′) is defined in (13).
We will assume that the functional derivative does not
change appreciably within the range of S(r, r′). In this
case, we may simply write from Eq. (22)∫
dr′
δF
δc(r′)
[ψ ·c]S(r, r′) ≈ δF
δc(r)
[ψ ·c] (23)
and, therefore, we have an approximate expression for
the functional derivative
δF
δc(r)
[c] =
δF
δc(r)
[ψ ·c] ≈ δ(r)· ∂F
∂c
(c) (24)
We may introduce (24) into (19) and obtain
dc
dt
(t) = −D(c)· ∂F
∂c
(c) (25)
where the dissipative matrix has the elements
Dµν(c) =
∫
dr∇δµ(r)·Γ
(∑
σ
ψσ(r)cσ
)
∇δν(r) (26)
The matrix D(c) is manifestly symmetric and positive
semi-definite because Γ > 0 (the semi character is due
to (15)). The total number of particles, defined as N =∑
µ Vµcµ(t) is a dynamical invariant of the equation (25).
The time derivative of the discrete free energy F (c(t)),
which is given by
dF
dt
(c(t)) = −∂F
∂c
(c)·D(c)· ∂F
∂c
(c) ≤ 0 (27)
is always negative or zero, because D(c) is semi-positive
definite. Therefore, we have obtained in Eq. (25) a dis-
crete version of the non-linear diffusion equation (1) that
captures the two essential features about conservation of
the number of particles and the Second Law. As we will
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FIG. 3. Plot of S(x, x′) in a 1D lattice with length L = 10 and
lattice spacing a = 0.5. The function S(x, x′) is appreciably
different from zero only for points differing by a few (2 or 3)
lattice spacings.
see, the fact that the diffusion matrix is positive definite
in this scheme is crucial in order to construct discrete
versions of SPDE. Indeed, the fulfillment of the Second
Law in the form of an H-theorem in the discrete setting is
intrinsicly linked to the possibility of describing thermal
fluctuations.
The only approximation that we have taken is that the
functional derivative of the free energy functional hardly
changes in the range of S(r, r′) defined in Eq. (13). We
have plotted this function in Fig. 3 and observe that
if the average lattice spacing is much smaller than the
length scale of variation of the field, then the approxima-
tion (24) will be appropriate. Of course, this argument
holds for the deterministic setting where the fields are
smooth. In a stochastic setting as set forth later in the
paper, for which, in general, the fields are extremely ir-
regular the procedure should be understood not as an
approximation but rather as a definition of the discrete
model itself.
C. Explicit form of the dissipative matrix
The form (26) for the dissipative matrix involves a
space integral that needs to be computed explicitly in
order to introduce it in a computer code. Note that the
mobility depends on the position through its dependence
on the concentration field and, therefore, such space in-
tegrals are not immediate. We will use the following ap-
µ
be−µ
FIG. 4. In 2D, the Delaunay cell of node µ is surrounded
by the triangular elements e. For each point of the triangular
element e, there is a constant vector be→µ that points towards
the node µ and that gives the derivative of the linear function
ψµ(r) at that point.
proximation
Γ
(∑
σ
ψσ(r)cσ
)
≈
∑
σ
ψσ(r)Γ (cσ) (28)
in such a way that the mobility function at the interpo-
lated field is approximated by a linear interpolation of
the mobility function at the nodes. The approximation
is exact for the points r = rµ. It is expected that this
approximation is appropriate for smooth functions Γ(c)
provided that the mesh size is sufficiently small. With
the approximation in Eq. (28), the dissipative matrix
(26) becomes
Dµν(c) =
∑
σ
Γ(cσ)
∫
dr∇δµ(r)ψσ(r)∇δν(r) (29)
The integral is a geometric object readily computable as
we show in what follows. For the linear finite elements
ψµ(r), we may explicitly compute the gradient of the
basis functions
∇δµ(r) =M
δ
µµ′∇ψµ′(r)
∇ψµ′(r) =
∑
e∈µ′
be→µ′θe(r) (30)
where θe(r) is the characteristic function of the sub-
element e. The gradient of the basis function ψµ(r) is
a constant vector be→µ for those points r that are within
the sub-element e ∈ µ of node µ33. In Fig. 1 we show
the sub-elements e of the node µ in 1D while in Fig. 4
we show the sub-elements e of the node µ and the corre-
sponding vectors be→µ in 2D.
By using (30) we have
Dµν(c) =M
δ
µµ′M
δ
νν′
∑
e∈µ′,ν′
be→µ′be→ν′VeΓe(c) (31)
where we have introduced the mobility Γe of the element
e as
Γe(c) ≡
∑
σ∈e
WσeΓ(cσ) (32)
6and represents a weighted average of the mobility associ-
ated to the nodes σ that are the vertices of the element
e. We have introduced the volume of element e and the
geometric ratio Weσ as
Ve ≡
∫
drθe(r)
Wσe ≡
∫
drθe(r)ψσ(r)∫
drθe(r)
(33)
In the simulations presented in this paper, we will as-
sume that the mobility Γ(c) = Dc0kBT is a constant, where
D is a constant diffusion coefficient and c0 is the equi-
librium value of the concentration field. In this case, the
dissipative matrix (29) is simply
Dµν(c) =
Dc0
kBT
∫
dr∇δµ(r)∇δν(r) =
Dc0
kBT
Lδµν (34)
where the stiffness matrix Lδµν is given by
Lδµν ≡
∫
dr∇δµ(r)∇δν(r). (35)
III. PHYSICAL INTERPRETATION FROM THE
THEORY OF COARSE-GRAINING
Up to now, the derivation of the discrete equation (25)
out of the PDE (1) has been an exercise in numerical
analysis. In this section, we argue that a microscopic
view to the problem shows that there is more physics
in (25) than this mathematical operations suggest. In
the ToCG the first and crucial step is the selection of
the (slow) CG variables while the theory takes care au-
tomatically of the resulting dynamic equations. We will
see in this section that the above numerical analysis sug-
gests the appropriate definition of the CG variables in
the ToCG in order to recover, from microscopic grounds,
a discrete equation governing the CG variables identi-
cal to (25) which, by construction, is compatible with a
continuum limit.
By using the ToCG, the non-linear diffusion equation
(1) can be obtained from microscopic principles for the
description of the dynamics of a colloidal suspension, as
shown in Ref.24. One chooses as relevant variable the
empirical or instantaneous concentration
cˆr(z) ≡
N∑
i
δ(r− ri) (36)
where z is the microscopic state of the system and ri is
the position of the i-th colloidal particle. The ToCG al-
lows to obtain an exact equation for the ensemble average
c(r, t) of cˆr(z), where the average is over the solution of
the microscopic Liouville equation. The resulting exact
equation is non-local in space and in time. Under the
assumption that the concentration evolves very slowly
as compared with any other variable in the system, the
exact integro-differential equation becomes an approxi-
mate local in time equation. A further approximation in
which the space non-locality of the diffusion kernel is ne-
glected, leads to Eq. (1)24. The average c(r, t) is just the
probability density of finding (any) one colloidal particle
(i.e. its center of mass) at the point r of space. The free
energy functional F [c] and the mobility Γ(c) have both
expressions in terms of the Hamiltonian dynamics of the
underlying system. In particular, the mobility is given
in terms of a Green-Kubo expression (not shown here)
while F [c] is the standard free energy density functional
familiar from liquid state theory34
F [c] = −kBT ln
∫
dzρeq(z) exp
{
−
∫
drλ(r)cˆr(z)
}
−
∫
drλ(r)c(r) (37)
where ρeq(z) = 1Z e
−βH(z) is the equilibrium canonical
ensemble of the system with Hamiltonian H(z), z denot-
ing the microstate, i.e. positions and momenta of all the
atoms of the system. The Lagrange multiplier λ(r) is
fixed by the condition
δF
δc(r)
[c] = λ(r) (38)
that connects in a one to one manner the Lagrange mul-
tiplier λ(r), usually referred to as the chemical potential,
and the average value c(r) of (36). Note that Eq. (1) de-
scribes a dynamics in which F [c] always decreases, while
keeping the number of particles fixed. The final equi-
librium profile is then obtained after a constrained maxi-
mization of F [c] with the result that the equilibrium con-
centration field is such that the chemical potential λ(r)
is constant in space.
Instead of using the relevant variables (36) we may
use the number of colloidal particles per unit volume at
the mesh node rµ as input for the ToCG. These relevant
variables are
cˆµ(z) ≡
N∑
i
δµ(ri) (39)
The function δµ(r) is assumed to be localized around the
mesh node rµ and, therefore, the function cˆµ counts the
number of colloidal particles that are around rµ. Differ-
ent functional form have been proposed for δµ(r), rang-
ing from a function defined in terms of a finite number
of Fourier modes22 to the characteristic function of the
Voronoi cell around rµ (divided by the volume of the
cell)20. As we have discussed in Ref.23, the resulting dy-
namic equations are not well behaved for the Voronoi
cells. Motivated by the previous section, in the present
paper we choose δµ(r) to be the basis function dual to
the finite element basis function ψµ(r). The proposal
for δµ(r) in the present paper differs from our previous
proposal24 where we used δµ(r) = ψµ(r)/Vµ. The former
7selection is equivalent to a lumped mass approximation
in which the mass matrix is approximated by a diagonal
matrix, and is reasonable for regular lattices. A lumped
mass approximation does not satisfy the natural require-
ment leading to the orthogonality in Eq. (8) and for this
reason we will use the dual δµ(r) given in (10). As the
resolution increases and the number of node points rµ in-
creases, the support of the function δµ(r) is reduced and
this function converges weakly to the Dirac delta func-
tion. In the high resolution limit (M →∞) the function
(39) converges weakly to (36). Note that due to (15), the
relevant variables (39) satisfy
M∑
µ
Vµcˆµ(z) = N (40)
irrespective of the value of the microstate z. The vari-
ables cˆµ change stochastically as a result of the stochastic
motion of the underlying colloidal particles.
In the next two subsections, we present the results ob-
tained from the ToCG regarding the dynamics for the
averages c of the discrete variables (39) and for the dis-
tribution function P (c, t) of these variables (or the cor-
responding SDE). These dynamic equations are (41) for
the average value of the discrete c and (55) for the fluc-
tuating variables, and are the discrete versions of (1) and
(2), respectively.
A. Physical interpretation of the PDE
The ToCG allows us to obtain closed equations of mo-
tion for the time dependent ensemble average c(t) =
〈cˆ(t)〉 of the discrete variables (39). In this case, one
obtains
dc
dt
(t) = −D(c)∂F (c)
∂c
(41)
The renormalized diffusion matrix D(c) is given by a
Green-Kubo formula (not shown here). The renormalized
free energy function F (c) is defined as
F (c) = −kBT ln
∫
dzρeq(z) exp{−λ·cˆ(z)} − λ·c (42)
The conjugate parameters λ are in one to one connection
with the discrete field c through the relation
∂F
∂c
(c) = λ (43)
The equation of motion (41) obtained microscopically
has the same structure as the discretized Eq. (25). In
fact, the symbol c(t) in these two equations has the same
physical meaning because the relevant variables (36) and
(39) are related linearly
cˆµ(z) =
∫
drδµ(r)cˆr(z) (44)
Therefore, a natural question is: What is the connection
between the discrete free energy F (c) defined “numeri-
cally” from the free energy functional F [c] through Eq.
(20) and the renormalized free energy function F (c) de-
fined “physically” in Eq. (42)? In the remaining of this
section we show that F (c) 7→ F (c) in the limit of high
resolution.
The idea is as follows. We have two levels of descrip-
tion, Level 1 given in terms of the relevant variables cˆr(z)
and a more coarse-grained Level 2 given in terms of the
relevant variables cˆµ(z). Because the relevant variables
of these two levels of description are related linearly, i.e.
Eq. (44), the bridge theorem35, also known as the con-
traction principle in large-deviation theory36, applies and
the free energy of Level 2 is obtained from that of Level
1, by maximizing F [c] subject to a given c. We extremize
without restriction
F [c]− λ·
∫
drδ(r)c(r) + µ
∫
drc(r) (45)
The maximizer c∗(r) of this functional depends on the
Lagrange multipliers λ, µ which are fixed by requiring
the constraints ∫
drδ(r)c(r) = c∫
drc(r) = 1 (46)
Therefore, the maximizer c∗(c) depends implicitly on c.
The bridge theorem ensures that the free energy of Level
2 is obtained when we evaluate the free energy of Level
1 at c∗(c)
F (c) = F [c∗(c)] (47)
This is an exact result. We now show that F (c) ≈ F (c)
as the resolution increases. To this end, we write
c∗(r) = ψ(r)·c + ǫ(r) (48)
where therefore, the error field ǫ(r) defined through this
equation is the difference between the solution c∗ and the
interpolated field. By inserting (48) into (47) we obtain
F (c) = F [c∗] = F [ψ ·c+ ǫ]
= F [ψ ·n] +
∫
drǫ(r)
δF
δc(r)
[ψ ·c] + · · ·
= F (c) +
∫
drǫ(r)
δF
δc(r)
[ψ ·c] + · · · (49)
Now we show that ǫ(r) is vanishingly small in the high
resolution limit. The solution field c∗(r) has to fulfill the
restriction (46) and, therefore, we have
c =
∫
drδ(r)c∗(c)(r)
=
∫
drδ(r) (ψ(r)·c) +
∫
drδ(r)ǫ(r) (50)
8The orthogonality of the basis functions (8) implies that∫
drδµ(r)ǫ(r) = 0 ∀µ (51)
and the error field converges weakly to zero. As we in-
crease the resolution, the functions δµ(r) become more
and more localized, implying that the function ǫ(r) is
vanishingly small in the high resolution limit. In this
limit, therefore, the renormalized free energy in the CG
method F (c) can be obtained in a simpler way not
through the exact Eq. (47), but rather through the sim-
pler recipe (20). This is very convenient because there are
many good approximate free energy density functionals
F [c] available in the literature.
Note that the above argument applies for arbitrary
functionals, in general non-local. Non-locality arises usu-
ally in models for free energy functionals due to the
appearance of smoothed concentration fields that in-
volve integrals of the concentration field with weight
functions34. As we show in Appendix B for the case
of the exact 1D Percus free energy functional for hard
rods, there is no problem in dealing with these non-
local functionals with the recipe (20). Nevertheless, in
the present paper we will not consider these non-local
functionals since considering non-locality only in the free-
energy functional but not in the mobility operator is not
physically consistent. At the same time, a detailed mi-
croscopic understanding of non-local mobility operators
(and thus non-local noise correlations) is lacking and re-
quires a careful study in the future.
B. Physical interpretation of the SPDE
We now justify the SPDE (2) from a physical perspec-
tive along the lines in the previous section. The first ques-
tion to address is the physical meaning to be assigned to
the symbol c(r, t) in Eq. (2). It cannot be “the proba-
bility density of finding a colloidal particle at r at time
t” as in Eq. (1), because in (2) c(r, t) is an intrinsicly
stochastic field and cannot be a “fluctuating probabil-
ity”. Except for non-interacting Brownian walkers, Eq.
(2) cannot be understood as an equation governing the
dynamics of the spiky field (36) and even in this case, (2)
can only be interpreted formally37. There has been a lot
of debate about the meaning of fluctuating equations in
the field of DDFT6.
Clearly, in order to speak about “fluctuations in the
number of particles per unit volume” one needs to use
the variables (39) as relevant variables and consider the
time dependent probability distribution P (c, t) that the
phase functions cˆµ(z) in (39) take particular values c.
From the ToCG it is possible to obtain an exact integro-
differential equation for P (c, t). After the assumption of
clear separation of time scales between the evolution of
the concentration and any other variable in the system,
one obtains the following Fokker-Planck equation that
governs P (c, t)
∂tP (c, t) =
∂
∂c
·
{
Dˆ(c)·
[
∂Fˆ
∂c
(c)P (c, t) + kBT
∂
∂c
P (c, t)
]}
(52)
The bare diffusion matrix Dˆ(c) is defined in terms
of a Green-Kubo expression (not shown) and satisfies∑
µ VµDˆµν(c) = 0 where Vµ is the volume associated to
cell µ. The bare Dˆ(c) is, in general, a quantity different
from the renormalized D(c) in Eq. (41).
The bare free energy Fˆ (c) is defined from the equilib-
rium distribution of (52)
P eq(c) =
1
Zˆ
δ
(∑
µ
Vµcµ −N
)
exp
{
− 1
kBT
Fˆ (c)
}
(53)
where Zˆ is the normalization. The Dirac delta contribu-
tion reflects the mass conservation (40) and ensures that
the probability vanishes for those concentration fields
that do not have exactly N particles. Note that micro-
scopically, the equilibrium distribution function is given
by the phase space integral
P eq(c) =
∫
dzρeq(z)δ(c− cˆ(z)) (54)
The bare free energy Fˆ (c) is, in general, a function of c
which is different from the renormalized free energy F (c)
since its microscopic definition is different (see additional
discussion below). The difference between the two is ex-
pected to be larger the larger the fluctuations are (i.e.,
the smaller the coarse-graining cells are).
The Ito stochastic differential equation (SDE) corre-
sponding to the FPE (52) is
dc(t) = −Dˆ(c)· ∂Fˆ
∂c
(c)dt + kBT
∂
∂c
·Dˆ(c)dt + dc˜(t)
(55)
where the term proportional to kBT is a reflection of
the Ito stochastic interpretation of this SDE. Here dc˜ is
a linear combination of Wiener processes that has the
covariance structure〈
dc˜
dt
(t)
dc˜
dt
(t′)
〉
= 2kBT Dˆ(c)δ(t− t′) (56)
C. Discussion
We have obtained, from the ToCG the two dynamic
equations, (41) for the average of the discrete variables
(39), and (55) for the fluctuating dynamics of these dis-
crete variables. The structure of (41) is formally identical
to the finite element discretization of (1). This suggests
that the continuum limit of the microscopically derived
9(41) is well-defined and given by (1). In this way, the
definition (39) of the CG variables with the appropriate
basis functions is crucial in order to obtain discrete equa-
tions with proper continuum limit. The discussion of the
continuum limit of the stochastic equation (55) is more
subtle and given below.
The ToCG is extremely useful as it gives the struc-
ture of the equations (1), (41), and (55), but it remains
formal because the microscopic expressions for the ob-
jects appearing in these equations F [c], Fˆ (c), F (c) and
Γ(c), Dˆ(c),D(c) are too complex to be evaluated explic-
itly. Some general features may be inferred, though. For
example, there exists an exact connection between the
bare and renormalized free energies, which can be ob-
tained by inserting the identity
∫
dcδ(c− cˆ(z)) = 1 inside
Eq. (42) and using Eqs. (54), (53). The result is
e−βF (c)−λ(c)·c =
∫
dc′δ(V ·c′ −N) 1
Zˆ
e−βFˆ (c
′)−λ(c)·c′
(57)
Both the renormalized F (c) and bare Fˆ (c) free ener-
gies depend in a non-trivial way on the cell size, intro-
duced implicitly through δµ(r) in the definition of the CG
variable c in Eq. (39). We have shown in the previous
section that the renormalized free energy F (c) may be
obtained from the standard free energy functional F [c]
according to F (c) = F [ψ·c], in the high resolution limit.
It is, therefore, legitimate to ask whether there exists
a bare free energy functional Fˆ [c] such that the bare
free energy function may be also written in the form
Fˆ (c) = Fˆ [ψ·c]. Unfortunately, the answer is not straight-
forward. For example, looking at the high resolution limit
of (57) makes not much sense because in the continuum
limit the variables (39) become spiky like in (36) and the
Dirac delta function δ(c−cˆ(z)) gives a probability P eq(c)
that is non-zero only for spiky fields, parametrized with
the position of the particles. In fact, this probability is
given, up to particle permutations, by the Gibbs ensem-
ble e−βH(z). For non-interacting particles, in this limit
(2) becomes simply a formal rewriting of the underly-
ing particle dynamics37. In that limit (57) falls back to
(42) which is a trivial result. In addition, the separation
of time scales underlying the Markov approximation and
the FPE is expected to fail in the high resolution limit.
On the other hand, in lower resolution situations, when
we expect to have typically many particles per cell and
the equilibrium probability (54) should remain highly
peaked, we may compute the integral in (57) with a sad-
dle approximation, giving
Fˆ (c) ≈ F (c) (58)
up to an irrelevant constant. This equation would al-
low one to find the functional form of the bare free en-
ergy Fˆ (c) should the renormalized free energy F (c) be
known. Of course, for low resolutions (large cell vol-
umes), we do not know in general the functional form of
the renormalized free energy. Only for single phase sys-
tems with known macroscopic thermodynamics one may
use local models for the free energy functional in terms
of the macroscopic free energy density f eq(c) of the form
Fˆ (c) =
∫
drf eq(ψµ(r)cµ) (59)
This leaves us in the position of having to model the
bare free energy Fˆ (c). In the present paper, we will
model the bare free energy according to the prescription
Fˆ (c) = Fˆ [ψ ·c] (60)
for a supposedly known bare free energy functional Fˆ [c].
With this, we are assuming that all “resolution depen-
dent features” of the probability P eq(c) in Eq. (54) can
be dealt with a single functional Fˆ [c]. Whether the actual
probability P eq(c) is accurately given by such a model is
a completely open question that we do not address in the
present work (see38,39). However, this is current practice
in the literature starting from, for example, the seminal
work by van Kampen’s on the calculation of P eq(c) for a
van der Waals fluid40–42. He used for δµ(r) the Voronoi
characteristic function and obtained an approximate ex-
pression for P eq(c) that is written without much expla-
nation in a continuum form (see Eq. (13) of Ref.40). Such
a happy transition from discrete world to continuum no-
tation is usual20 but not exempt of potential problems.
The natural question to ask is whether a sequence of
equations like (55), with a given model for the bare free
energy functional Fˆ [c] has a “continuum limit” as we in-
crease the resolution, in such a way that a proper mean-
ing can be given to an equation like (2). Even if such a
continuum limit is obtained, we should expect that, in
general, the bare free energy functional Fˆ [c] will not be
the same as the usual free energy functional F [c] in Eq.
(37). In particular, note from (57) that F [c] is always
a convex functional even though Fˆ [c] needs not to be
convex.
IV. THERMAL FLUCTUATIONS
The bare and renormalized diffusion matrices Dˆµν ,
Dµν are given in terms of Green-Kubo expressions and
depend in general on the state c. They are, in principle,
different quantities. However, for the sake of simplicity,
in the present paper we assume that the bare diffusion
matrix Dˆµν has the same structure as the renormalized
diffusion matrix Dµν in Eq. (31). Furthermore, in the
simulation results to be presented below, a constant mo-
bility will be assumed.
The actual form of the diffusion matrix determines the
form of the noise terms through Eq. (56). The problem
that we solve in the present section is how to compute
explicitly the stochastic forces dc˜µ satisfying (56). We
need to find the particular linear combination of Wiener
processes that lead to Eq. (56). A brute-force calculation
of the square root matrix of the diffusion matrix D is
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very costly computationally, especially if it depends on
the state c31. Instead, we propose an explicit formula
inspired by the very structure of the random term (3) in
the continuum equation. Alternatively, we may look at
the explicit structure of the so called projected currents
that enter the Green-Kubo expression24. In both cases,
we obtain the same result that we detail below.
Recall that in the Weighted Residual procedure we
multiplied the PDE with δµ(r) and integrated over space.
If we do this for the stochastic term ∇·J˜ in Eq. (3) we
obtain
dc˜µ
dt
= −
∫
drζ(r, t)·∇δµ(r)
√
2kBTΓ(c(r, t)) (61)
The correlations of the noises (61) are easily computed
under the assumption that ζ(r, t) is a white noise in space
and time, satisfying
〈ζ(r, t)ζ(r′, t′)〉 = δ(r− r′)δ(t− t′) (62)
The result is〈
dc˜µ
dt
(t)
dc˜ν
dt
(t′)
〉
= 2kBTDµν(c)δ(t − t′) (63)
and, therefore, (61) has the desired covariances (56).
However (61) involves the white noise ζ(r, t) and an in-
tegral over the whole space while what we are looking for
is a linear combination of a finite number of independent
Wiener processes. By using the result (30) in (61), and
taking the same approximation for the mobility that lead
to (32) leads us to postulate the following linear combi-
nation of white noises
dc˜µ
dt
=
∑
ν
Mδµν
∑
e∈ν
√
2kBTVeΓe(c)be→νζe(t) (64)
Here ζe(t) is an independent white noise associated to
the element e in the triangulation, satisfying
〈ζe(t)ζe′ (t′)〉 = δee′δ(t− t′) (65)
It is a simple exercise to show that the covariance of the
noises (64) satisfies Eq. (56). The random term (64)
respects mass conservation in the sense that∑
µ
Vµ dc˜µ
dt
= 0 (66)
To prove this, one needs to use
∑
µ VµMδµν = 1, which is
obtained from the definition (10) and the property (15),
and
∑
µ∈e be→µ = 0.
V. FUNCTIONAL FORM FOR THE BARE FREE
ENERGY FUNCTION Fˆ (c)
Colloidal suspensions that may phase separate in
liquid-vapor phases43 may be described by a van der
Waals free energy functional. Near the critical point,
the van der Waals free energy may be approximated by a
Ginzburg-Landau model, as shown in Appendix A. The
bare free energy functional that we will consider in the
present paper is the Ginzburg-Landau (GL) free energy
Fˆ (GL)[c(r)] = kBT
∫
dr
{
r0
2
φ(r)2 +
K
2
(∇φ(r))2
}
+ kBT
∫
dr
u0
4
φ(r)4 (67)
where φ(r) = (c(r) − c0)/c0 and c0 is the equilibrium
concentration. The reason to use the GL model instead
of the original van der Waals model in the present work
arises from our interest in the numerical aspects of the
problem. The GL polynomial model allows one to com-
pute the bare free energy function F (c) exactly, without
further approximations. In Appendix B we discuss possi-
ble approximations to non-polynomial free energy func-
tionals. The parameters in the GL model in terms of the
van der Waals model are (see Appendix A)
u0 =
3
16b
r0 =
3
4b
(
1− Tc
T
)
K =
3
4b
σ2
Tc
T
(68)
These coefficients depend on temperature but are as-
sumed to be independent of the concentration field. Here,
b is the molecular volume of the van der Waals model, Tc
the critical temperature, σ is a length scale related to the
range of the attractive part of the microscopic potential.
The GL free energy functional is non-linear due to the
φ4 term and observables like correlation functions can
only be computed explicitly in an approximate way, ei-
ther by perturbation theory or other means. Two mod-
els that we will also consider in the present work are the
solvable Gaussian model with surface tension (GA+σ),
which is obtained by setting u0 = 0 in Eq. (67), and the
Gaussian model without surface tension (GA) which is
obtained after setting u0 = 0,K = 0. They are
Fˆ (GA+σ)[c(r)] = kBT
∫
dr
{
r0
2
φ(r)2 +
K
2
(∇φ(r))2
}
Fˆ (GA)[c(r)] = kBT
∫
dr
{r0
2
φ(r)2
}
(69)
The quadratic models are analytically solvable and they
serve as a benchmark comparison for the results on the
Ginzburg-Landau model.
The bare free energy function Fˆ (c) is defined in (60).
By substituting the interpolated field c(r) = ψµ(r)cµ (re-
peated indices are summed over) one obtains
Fˆ (GL)(φ) = kBT
{
r0
2
φµM
ψ
µνφν +
K
2
φµL
ψ
µνφν
}
+ kBT
u0
4
F (4)(φ) (70)
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where the mass matrix Mψµν is defined in (11) and the
stiffness matrix Lψµν is given by
Lψµν ≡
∫
dr∇ψµ(r) · ∇ψν(r) (71)
and the quartic contribution is defined as
F (4)(φ) =Mψµµ′νν′φµφµ′φνφν′ (72)
with a four-node mass given by
Mψµµ′νν′ =
∫
drψµ(r)ψµ′ (r)ψν(r)ψν′ (r) (73)
Note that due to the form of ψµ(r) (see Fig. (1)) the
elements of the matrices Mψµν ,L
ψ
µν will be non-zero only
if the nodes µ, ν coincide or are nearest neighbors. In a
similar way, the elements Mψµµ′νν′ of the four-node mass
will be different from zero only if {µ, µ′, ν, ν′} coincide or
are all of them nearest neighbors.
The GL model shows phase separation when T < Tc
giving concentration fields that have two distinct val-
ues in different regions of space. In the present paper,
though, we will restrict ourselves to supercritical tem-
peratures T > Tc in such a way that there is no phase
transition. Note that the statistics required in subcriti-
cal simulations needs to sample the diffusion of the phase
separated droplets, which is usually very slow7. In ad-
dition, for supercritical temperatures translation invari-
ance leads to simple forms for the structure factor, which
is the basic observable that we will consider in the present
paper.
VI. SIMULATION RESULTS
In this section, we consider a 1D periodic system gov-
erned by the free energy functionals (67)-(69). In 1D
these models are well behaved, and the continuum equa-
tions have a precise interpretation. We are concerned
with the convergence of the numerical method to the so-
lution of the continuum equations as the grid is refined.
A. Time discretization
Up to now we have considered the space discretization
of a PDE or SPDE, where time is still a continuum vari-
able. Of course, the numerical resolution of these equa-
tions require a discretization in time. For the GL model,
there is a part in the SDE that is linear in the concentra-
tion field and that we call the diffusive part of the SDE.
The non-diffusive part arises from the quartic term in the
GL free energy. In order to be able to use large time step
sizes that do not suffer from instabilities, we will treat
the diffusive part of the equation implicitly, while the
non-diffusive part will be treated explicitly, following the
implicit trapezoidal method proposed in Refs.44,45. This
temporal integrator has the property that for linear equa-
tions, when all terms are discretized using the implicit
trapezoidal rule, it is unconditionally stable and gives
the same static covariances (structure factors) indepen-
dent of the time step size. Therefore temporal integration
errors in the static factors are eliminated by this scheme
for the GA and GA+sigma models. When some terms
are discretized explicitly, as for the GL model, some tem-
poral discretization error will be observed44. Also note
that resolving the correct dynamic correlations for large
wavenumbers requires choosing a sufficiently small time
step size. Note that the smallest relaxation time is the
one corresponding to the wavenumber k = π/a where a
is the lattice spacing. We use a time step smaller than
this relaxation time, but one can use much larger time
steps and still recover the correct structure factor for low
wavenumbers since the algorithm is implicit.
B. Parameters
The set of parameters in the van der Waals model and
in its approximate form, the Ginzburg-Landau model, is
the following. The parameters corresponding to the par-
ticular fluid being studied are the excluded volume b of
a van der Waals molecule, the length scale σ of the po-
tential, and the critical temperature Tc of the van der
Waals fluid. The parameters corresponding to the ther-
modynamic state are the temperature T and the global
concentration c0 = N/L where N is the total number of
particles and L is the size of the box. Because the dynam-
ics conserves the total number of particlesN =
∫
drc0(r),
the total number of particles is a parameter of the simu-
lation that enters through the initial conditions specified
through the initial profile c0(r). The parameter corre-
sponding to the dynamic equation is the mobility Γ as-
sumed to be constant and given in terms of the diffusion
coefficient D as Γ = Dc0/kBT . Finally, we have a set of
numerical parameters, like the time step size ∆t and the
total number M of nodes of the mesh. Each node has a
volume Vµ with
∑M
µ Vµ = L .
From this set of parameters, we choose b, kBTc, D as
our units, thus fixing the basic units of length, time, and
mass. This results in the following dimensionless num-
bers as our free parameters L/b, σ/b, T/Tc, N , M . We
will consider a fluid characterized by a fixed value of
b, σ, kBTc. In this way, we will fix the ratio b/σ = 10.
We also fix N in order to have the total concentration
N/L equal to the critical concentration 1/3b, this is,
N = L/3b. In this way, the number of free parameters to
explore is reduced to L/b, M , T/Tc. The limit L/b→∞
is the thermodynamic limit or infinite system size limit,
whereas the limit Mb/L→∞ (so the volume of each cell
approaches zero) is the continuum limit.
In the following sections, all the simulations are per-
formed at a box of size L = 10 at a temperature kBT =
1.11 in the selected units, with the corresponding param-
eters in Eq. (68) being r0 ≃ 0.07 and K ≃ 0.007. They
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all start from an initial state in which cµ(t = 0) = c0 for
all µ, and employ a sufficiently small time step to ensure
numerical stability and convergence of results. We ensure
that we sample equilibrium configurations by compiling
statistics only after a time of the order L2/D. The num-
ber of particles N =
∑
µ cµVµ is exactly conserved by the
algorithm.
C. Observables
The structure factor is an observable that is specially
suited when there is translation invariance. The struc-
ture factor is the discrete Fourier transform of the ma-
trix of covariances, this is, the matrix of second moments
of the probability distribution P eq(c) in Eq. (53) (see
Appendix D). The k-dependent structure factor allows
to discuss correlations of the concentration at different
length scales. The structure factor can be analytically
computed in the continuum limit for a GA+σ model as
shown in Appendix D, with the result
Sc(k) = 〈δc(k, 0)δc(−k, 0)〉 = c
2
0
r0
1
1 + k
2
k2
0
(74)
where
k0 =
( r0
K
)1/2
=
1
σ
(
T
Tc
− 1
)1/2
(75)
The typical length scale below which fluctuations start
to decorrelate is given by λ = 2π/k0.
The dynamic structure factor is the Fourier transform
of the time dependent correlation function and can also
be explicitly computed for the Gaussian model leading
to
Sc(k, t) = 〈δcˆ(k, t)δcˆ(−k, 0)〉 = Sc(k) exp
{
− t
τk
}
(76)
with a typical relaxation time given by
τk =
[
D
c0
r0
(
1 +
k2
k20
)
k2
]−1
(77)
The continuum results (74) and (77) serves also as the
basis for computing the structure factors of the discrete
variables, see Appendix D.
In addition to the structure factor, we will also consider
as observable the probability that a region of finite size
l has a given number of particles in its interior. In 1D,
this observable should be independent of the resolution,
given a sufficiently large resolution, and will allow us to
detect whether the GL model behaves in a Gaussian or
non-Gaussian way, depending on the temperature.
D. Regular lattice results
1. Static structure factor for Gaussian models
While the structure factor (74) has an explicit expres-
sion, what we compute in a simulation is the covariance
〈δcµδcν〉 of the discrete variables cµ or, for regular lat-
tices, its Fourier transform. We introduce the discrete
Fourier transform cˆm with m = 0,M − 1 of the discrete
concentration field cµ according to
cˆm =
1
M
M−1∑
µ=0
e−i
2pi
L
mrµcµ (78)
and define the discrete structure factor as27
Sˆc(k) ≡ L 〈δcˆmδcˆ∗m〉 (79)
where k = 2piL m for integer m. The modes cˆm are related
to cµ which, in turn, are related to the continuum field
through Eq. (7). For the GA+σ model we know the cor-
relations of the fluctuations of the continuum field and,
therefore, we have an explicit expression for the discrete
structure factor (see Appendix D)
Sˆc(k) =
c20
r0
9
[2 + cos (ka)]
2
∑
α∈Z
sinc4
(
ka
2 − πα
)
1 +
(
k
k0
− 2piαk0a
)2 (80)
Note that in the limit of high resolution a = L/M →
0, the only term that contributes in the sum over α is
α = 0. In this limit, then, the discrete structure factor
(80) converges towards the continuum limit (74). Eq.
(80) gives the prediction of the continuum theory for the
covariance of fluctuations of the discrete concentration
variables.
The numerical integrator proposed in37,44 produces the
same static structure factor regardless of the time step.
As we show in Appendix F, the actual discrete structure
factor Sˆd(k) produced by our integrator for the GA+σ
model is given by
Sˆd(k) =
c20
r0
3
[2 + cos (ka)]
1
1 + k
2
k2
0
(
3sinc2(ka/2)
(2+cos ka)
) (81)
which is independent of the time step ∆t37. This result
(81) is useful as it allows to check for correct coding of
the algorithm. We have indeed verified that the numeri-
cal results lead exactly to (81). Note that Sˆd(k) in (81)
tends to the continuum limit Sˆ(k) in (74) for k << pia . In
the limit k0 → ∞, Sˆd(k) = Sˆc(k) (see Eq. (E21)). For
finite k0, Sˆ
d(k) is different from Sˆc(k), although both
structure factors tend to the continuum value Sˆ(k) for
sufficiently high resolutions. We compare in Fig. 5 Sˆ(k)
in Eq. (74), Sˆc(k) in Eq. (80) and Sˆd(k) in Eq. (81) for
increasing levels of resolution. The main observation is
that Sˆd(k) and Sˆc(k) are very similar. In other words,
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FIG. 5. Comparison for the GA+σ model of the static struc-
ture factors Sc(k) (dashed lines) in Eq. (80), Sd(k) (points)
in Eq. (81), and S(k) (solid pink line) in Eq. (74). From top
to bottom: red, M = 64; green, M = 128, blue, M = 256;
cyan,M = 512; yellow, M = 1024; pink, continuum structure
factor. As the resolution increases, the range of k for which
there is no significant discrepancy between the discrete results
and the continuum prediction S(k) in Eq. (74) increases.
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FIG. 6. Static structure factor as a function of k for the
model GA. From left to right: red, M = 64 nodes (∆t =
10−3); green, M = 128 (∆t = 1
4
10−3); blue, M = 256 (∆t =
1
16
10−3); cyan, M = 512 (∆t = 1
32
10−3); pink solid line,
continuum result c20/r0 given by Eq. (74) in the limit k0 →∞.
Dots correspond to the numerical structure factor obtained
from simulations; dashed lines correspond to the theoretical
prediction given by Eq. (80).
not only the infinite limit resolution Sˆ(k) is well cap-
tured by the numerical method, but also the predictions
of the continuum theory for a finite mesh are equally well
reproduced.
The Gaussian model GA is obtained by setting K = 0
and suppressing the square gradient term. This implies
k0 = ∞ in Eq. (69) and results in that different points
in space are completely uncorrelated. Figure (6) shows
the static structure factor for different resolutions, from
M = 64 to M = 256 as well as the continuum solution27.
We also plot in Fig. (6) the theoretical discrete struc-
ture factor, given by Eq. (80), which takes into account
the finite size of the cell. The simulation results are in-
distinguishable from the theoretical prediction at each
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FIG. 7. Dynamic structure factor for k = 5.02 as a function
of time for the model GA (blue circles, top) and GA+σ (blue
squares, bottom). Averaged over 10 simulations at M = 256.
Circles and squares correspond to the numerical result, solid
pink line corresponds to the theoretical prediction (76). In
the GA model, σ2 = 0 gives a relaxation time τk = 0.2. In
the GA+σ model, σ2 = 0.01 (K ≃ 0.007) gives a relaxation
time τk = 0.05.
resolution as they must since in this case Eq. (80) is
equal to (81). As we keep increasing the resolution, the
range of wavenumber for which the structure factor coin-
cides with the prediction c20/r0 of the continuum theory
increases. However, there is always a discrepancy at large
wavenumbers corresponding to the inverse of the lattice
spacing.
It should be mentioned that the analytic results ob-
tained for the correlation of the discrete concentration
of nodes 〈δcµδcν〉 in the Appendix D are based on the
canonical ensemble. Therefore, they do not satisfy the
sum rule
∑
µ Vµ〈δcµδcν〉 = 0 that results from the con-
servation of the total number of particles. The latter
property is actually satisfied by the simulation results.
The differences, however, are vanishingly small in the
thermodynamic limit.
2. Dynamic structure factor for Gaussian models
The dynamic structure factor can also be obtained
from Eq. (76) for a given k value. Figure (7) shows the
dynamic structure factor for k = 5.02 with M = 256
(a sufficiently fine grid) for both the GA (circles) and
the GA+σ (squares) models, and compares numerical
results with the theoretical prediction (pink solid line).
In the GA case, the value r0 ≃ 0.07 gives a relaxation
time of τk = 0.2. In the GA+σ case, the parameter r0
remains unchanged and K ≃ 0.007, with a time scale
τk ≃ 0.05. As can be seen, numerical simulations over-
lap with theoretical predictions. We also plot in Fig. 8
the relaxation time τk obtained through simulations for
both the GA (circles) and GA+σ (squares) models, and
compares them with the theoretical result (77). Both re-
sults overlap the theoretical ones for time scales smaller
than 10−4 in reduced units, which is comparable to the
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FIG. 8. Relaxation time τk as a function of k for M = 256 in
both the GA model (blue circles, top) and the GA+σ model
(blue squares, bottom) averaging over 10 simulations with
time step ∆t = 1
16
10−3. Dots correspond to the relaxation
time obtained from a numerical fitting of the dynamic struc-
ture factor to an exponential function. Lines correspond to
the theoretical prediction in Eq. (77).
time step size ∆t = 11610
−3 = 6.25 × 10−5. Note that
this time step is much smaller than the relaxation time
for the wavenumber plotted. We may still have good re-
sults for small wavenumbers with much larger time steps,
but we have decided to use a time step that would re-
solve also the smallest relaxation times, which is roughly
τmin = ∆x
2/D = L2/(M2D) = 1.5× 10−3.
3. Static structure factor for Ginzburg Landau model
Once the code has been checked for the Gaussian mod-
els, we may move to the more interesting case of the
Ginzburg-Landau model Eq. (67) with its discrete free
energy function given in Eq. (C5). This model shows
phase separation at subcritical temperatures. For suffi-
ciently high supercritical temperatures Gaussian behav-
ior is recovered. In order to detect interesting non-linear
effects, albeit in the single phase region, we will explore
temperatures near (above) the critical temperature char-
acterized by a single non Gaussian phase.
Fig. (9) shows the probability distribution of finding
a deviation from the mean of the number of particles,
δN , inside a region of size l = 116L. The simulation
were done at kBT = 1.11 (r0 ≃ 0.07) and σ2 = 0.01
(K ≃ 0.007) in the selected units. As we increase the
resolution the probability distribution converges towards
a unique limit. In a Gaussian model, one should expect
a linear dependence between (δN)2 and P (δN). This is
not observed in the limit curve of Fig. (9), signaling non-
Gaussian behavior for this thermodynamic point state.
Figure (10) shows the static structure factor for the
Ginzburg-Landau model at different resolutions,M = 64
(red), M = 128 (green) and M = 256 (blue) and
M = 512 (cyan). We observe that as we increase the res-
olution we converge towards a unique answer. The L2-
norm L2(M1,M2) =
√∑
i(S
M1(ki)− SM2(ki))2 is also
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FIG. 9. Probability distribution of finding a deviation from
the mean of the number of particles inside a region of size
l = 1
16
L for the GL model. This is, δN = c0l −
∑
µ∈l
cµVµ.
From top to bottom, M = 64 nodes, M = 128, M = 256 and
M = 512. We observe convergence of the probability distri-
bution towards a non Gaussian distribution as the resolution
is increased.
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FIG. 10. Static structure factor as a function of k for the GL
model. Red, M = 64 nodes (∆t = 10−3); green, M = 128
(∆t = 1
4
10−3); blue, M = 256 (∆t = 1
16
10−3); cyan, M =
512 (∆t = 1
32
10−3). Convergence of the numerical results
is observed as the resolution increases. With solid pink line,
the continuum structure factor of the GA+σ model with the
same parameters r0 ≃ 0.07 K ≃ 0.007 as the GL model.
Dashed pink line shows the continuum structure factor of a
renormalized GA+σ model which has the same variance as
the GL model. The empirical fitting of the numerical data to
the renormalized GA+σ static structure factor gives r0 = 1.27
and K = 0.007. Inset, L2-norm indicating convergence.
shown in the inset of Fig.(10), where we compare the
structure factor obtained at resolution M1 with the one
obtained at a higher resolution M2 = M1 + 32. A pink
line of slope -2 agrees well with the numerical results
reflecting second order spatial convergence of the algo-
rithm.
We also compare in Fig. (10) the static structure fac-
tor of the GL model with the continuum limit of the
corresponding one in the GA+σ model. Two regions are
clearly observed, separated by a value at around kc = 30.
On one hand, for k < kc (large length scales) there is a
clear difference between the Gaussian and the GL model.
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FIG. 11. Dynamic structure factor as a function of t for k =
5.02 for the GL model. With dots: red, M = 64 nodes (∆t =
10−3); green, M = 128 (∆t = 1
4
10−3); blue, M = 256 (∆t =
1
16
10−3). With solid pink line, the dynamic structure factor
of a renormalized GA+σ model with parameters r0 = 1.27
and K = 0.007.
For small wavenumbers, the contribution of the quartic
term is important and suppresses the amplitude of the
fluctuations relative to the GA+σ model. On the other
hand, for k > kc there is no difference between both
models in the limit of infinite resolution, and the quartic
term has a minimal effect. The existence of two regions
may be understood from the probability of finding a par-
ticular Fourier mode φk of the field, which will be given
by the exponential of the free energy (67), expressed in
Fourier space. The quadratic term in this free energy has
a k-dependent prefactor (r0 +Kk
2)/2. Near the critical
point, we have r0 ∼ 0. Therefore, for k ∼ 0, the free
energy is entirely dominated by the quartic interaction
(which in Fourier space is in the form of a convolution).
At sufficiently large k, however, the quadratic term dom-
inates over the quartic. The effect of the quartic term
is to strongly suppress the amplitude of the long-wave
fluctuations with respect to the Gaussian model with the
same r0,K parameters.
4. Dynamic structure factor for Ginzburg Landau model
Figure (11) shows the dynamic structure factor of the
GL model for k = 5.02 at different resolutions. We ob-
serve convergence as the resolution is increased in the
region where the statistical errors are small (S(k, t) ∼
10−3). The fact that the decay of the dynamic structure
factor of the GL model is exponential suggests that its
dynamics is very similar to that of a renormalized Gaus-
sian model. In order to test this conjecture, we have
considered the best GA+σ model that would reproduce
the static structure factor of the GL model. The best
Gaussian model is the one that has the same structure
factor as that of the GL model. The result of the fit is
presented in Fig. 10 and gives the parameters r0 = 1.27
and K = 0.007. Observe that in the renormalized GA+σ
model the surface tension coefficient K is the same and
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FIG. 12. Relaxation time τk as a function of k in the GL
model at different resolutionsM = 64 (red),M = 128 (green),
M = 256 (blue) and M = 512 (pink). All of them obtained
averaging over 10 simulations. Dots correspond to the numer-
ical relaxation time (obtained from a numerical fitting of the
dynamic structure factor to an exponential function). Line
corresponds to the theoretical prediction (77) of the renormal-
ized GA+σ model with T = −1.4 (r0 ≃ 1.27) and σ
2 = 0.01
(K ≃ 0.007).
only the value of the quadratic coefficient r0 is renor-
malized, consistent with predictions of renormalization
(perturbative) theories17. With these values of r0,K we
compute independently the prediction for the relaxation
time given by Eq. (77) for a GA+σ model. The result is
the solid line in 12. A very good agreement between the
measured relaxation times of the GL model and the pre-
diction of this renormalized Gaussian model is obtained.
This suggests that indeed, the GL model behaves as a
GA+σ model with renormalized parameters.
E. Irregular lattices
In this section, we present similar results as in the
previous section but in this case for irregular lattices.
Adaptive mesh resolution allow one to resolve interfaces
appearing below critical conditions, and deal with com-
plicated boundary conditions. In the present paper, while
we still remain in the supercritical region of the GL
model, where no interfaces are formed, we test the per-
formance of the algorithm presented for irregular lattices.
We consider irregular lattices constructed by displacing
randomly the nodes of a regular lattice, allowing for a
maximum fluctuation of ± 40% with respect to the reg-
ular lattice configuration. These random lattices are a
worst case scenario and other lattices with slowly vary-
ing density of nodes behave much better in terms of nu-
merical convergence. We compare regular and irregular
lattice simulation results by using the same set of param-
eters in both cases. Typically, what we observe is that
higher resolutions are required in irregular lattices in or-
der to achieve comparable accuracy as those in regular
lattices. The time step in an irregular lattice is dictated
by the shortest lattice distance ∆xmin encountered ac-
16
cording to ∆t ∼ ∆x2min/D.
From a numerical point of view, obtaining the static
structure factor for regular grids can be efficiently done
with Fast Fourier Transforms (FFT): we just need to per-
form a FFT of the concentration field and multiply it by
its complex conjugate. However, irregular grids compli-
cate the use of the FFT and we need to follow a different
route to obtain the static structure factor. The idea is
to interpolate the discrete field on the irregular coarse
grid onto a very fine regular grid on which the FFT can
be used. Of course, the interpolation procedure modifies
the structure factor because we are creating information
at the interpolated points.
At the same time, when we consider irregular grids,
we do not have simple analytical results to compare,
even for the Gaussian models. In this case, our strat-
egy is to produce synthetic Gaussian fields generated in
a very fine grid ensuring that they are distributed in such
a way that have a structure factor given by (74). This
is achieved by generating random Gaussian numbers in
Fourier space with the correct mean and covariance for
each wavenumber k so that the theoretical S(k) is recov-
ered. These synthetic Gaussian fields are taken as the
“truth” to compare with. From the synthetic Gaussian
field, we compute a coarse-grained field on an irregular
coarse grid by applying the coarsening operator δµ(r) as
in the first equation (7), where the integral is approxi-
mated as a sum over the very fine grid. This gives us
realizations of a Gaussian field in a coarse irregular grid.
We may now apply the methodology used for computing
the structure factor in regular grids, by interpolating on
a very fine regular grid and using the FFT.
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FIG. 13. Static structure factor as a function of k for the
model GA in irregular lattices. From left to right, M = 64
nodes (∆t = 10−3), M = 128 (∆t = 1
4
10−3), M = 256
(∆t = 1
16
10−3),M = 512 (∆t = 1
32
10−3) and continuum limit
of the GA model (solid pink line, Eq. 74). Dots correspond to
the simulations of the diffusion equation, while dashed lines
correspond to the synthetic Gaussian fields. The striking dif-
ference with Fig. 6 is due to the interpolation procedure used
to compute the static structure factor in the irregular grid.
Figures (13) and (14) show, for both a GA and a GA+σ
model, the agreement between simulations (in dots) and
the synthetic procedure (dashed lines). We also show
the predictions obtained from (74), demonstrating that
we correctly discretized Eq. (1) on the irregular grid.
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FIG. 14. Structure factor in the GA+σ model for an irregular
lattice. In the main panel, M = 64 nodes (red, ∆t = 10−3)
and M = 128 (green, ∆t = 1
4
10−3). In the inset we plot in
log-log scale results for M = 256 nodes (blue, ∆t = 1
16
10−3)
and M = 512 nodes (cyan, ∆t = 1
32
10−3). Dots correspond
to the simulations of the diffusion equation. Dashed lines
correspond to the synthetic Gaussian (with surface tension
term) field. The theoretical prediction in Eq. (74) is also
plotted in solid pink line.
We move now to the GL model. We consider the prob-
ability distribution of a fluctuation of the number of par-
ticles in a fixed region of space for the GL model. The
region of space is delimited by two nodes that are always
at the same distance l = L/16. In a first simulation, we
consider an arbitrary grid of nodes set at random in the
whole domain, except for the two points delimiting the
region of interest that are always fixed. In Fig. 15 we
plot the result of increasing the number of nodes in the
simulation.
In a second simulation, we divide the box in 16 equally
spaced regions delimited by nodes of the grid. Then, in
half of the boxes we have a coarse resolution and in the
other half we have a finer resolution. The probability in
any of the regions is essentially the same, as shown in Fig.
16, further validating the method for irregular grids.
Finally, we show in Fig. 17 the static structure factor
for the GL model in an irregular random grid, where the
simulations are performed with the same parameters as
those in Figs. (13) and (14). We observe that by increas-
ing the resolution the structure factor converges towards
a continuum result, consistent with the results based on
the regular grid. We conclude that the algorithm pre-
sented displays convergence of the GL model for both
regular and irregular grids.
VII. CONCLUSION
We have proposed a Petrov-Galerkin Finite Element
Method for discretizing non-linear diffusion SPDE on ar-
bitrary grids in arbitrary dimensions. The method uses
17
10−5
10−4
10−3
10−2
10−1
100
101
0.0 0.2 0.4 0.6 0.8 1.0
P
(δ
N
)
(δN)2
FIG. 15. Probability of δN in a given region of space l = 1
16
L
in a random grid. The points that limit the region are kept
fixed as in the regular grid, inside the region the nodes are
randomly distributed. Green, M = 128; blue, M = 256;
cyan, M = 512. We compare the probability in a random
grid (points) with the probability corresponding to a regular
grid with the same resolution (dashed lines).
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FIG. 16. Probability of δN in a given region of space l = 1
16
L.
Green dashed line corresponds to a regular lattice with M =
128. Blue dots correspond to a grid with M = 256 and cyan
dots correspond to a grid with M = 512. For the M = 512
grid, 64 nodes are uniformly distributed in half of the box
while the remaining 448 nodes are distributed uniformly in
the other half. In this way, we have a grid which is, in one
region, seven times finer than the original one; in the other
region, exactly the original one. The grid M = 256 is defined
with 32 nodes in half of the box and 224 nodes in the other
half.
the concept of mutually orthogonal sets of discretiza-
tion basis functions δ(r) and continuation basis func-
tions ψ(r). We use two different basis functions for
what is known in the finite element literature as trial
(or test) functions and solution functions. As opposed
to a Galerkin method in which the weak form of the
differential equation is constructed with ψ(r) itself, the
Petrov-Galerkin method leads to a positive semi definite
diffusion matrix. This property is crucial for representing
at the discrete level the Second Law satisfied by the orig-
inal PDE. More importantly, the diffusion matrix needs
to be positive definite if thermal fluctuations are to be
introduced in the equation, because the covariance ma-
10−3
10−2
10−1
100
0 10 20 30 40 50 60
S
(k
)
k
FIG. 17. Static structure factor as a function of k for the
GL model in an irregular lattice. From bottom to top: red,
M = 64 (∆t = 1
16
10−3); green, M = 128 (∆t = 1
32
10−3);
blue, M = 256 (∆t = 1
64
10−3) and cyan M = 512 (∆t =
1
128
10−3). From M = 64 to M = 256, averaged over 10 sim-
ulations. Pink solid line shows the theoretical renormalized
GA+σ model (with r0 = 1.27 and K = 0.007).
trix of the random terms is just the diffusion matrix. The
method is general, valid for regular and irregular grids,
and in any dimension.
Our approach combines mathematical aspects of the
discretization of a PDE as well as attention to the physi-
cal origin and meaning of the PDE. In fact, a given PDE
may be written in many different equivalent forms by just
reshuffling derivatives and functions. For example, the
GA+σ model for constant mobility leads to a PDE that
contains fourth order space derivatives that may be writ-
ten in very different ways. We use in a rational way the
physical information of the origin of the different terms
in order to propose the discretization of the PDE.
We have discussed the microscopic foundation of the
different dynamic equations considered in this paper in
order to have a well defined physical interpretation for
them. The selection of the relevant variables (39) used
in the ToCG to derive the discrete SDE has been guided
by the finite element methodology, with a view to have
well defined continuum limits when possible.
We have shown that the free energy function entering
the dynamic equation for the ensemble average discrete
concentration field derived from the ToCG, and that en-
tering the finite element discretization of Eq. (1), are
actually the same function, in the limit of high resolu-
tion. While a continuum equation like (1) has a well-
defined meaning, its stochastic counterpart (2) obtained
from the underlying microscopic dynamics has physical
meaning only in a discrete setting where, instead of an
equation like (2) one needs to consider an equation for
discrete variables of the form (55). At the same time,
the formal continuum Eq. (2) is a useful device in or-
der to obtain a closed form approximation of the objects
appearing in (55) such as the mobility.
The microscopic view does not give information about
the actual form of the diffusion matrix and free energy
functions and we have to model these objects. In the
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present work, we have modeled the bare free energy
functional Fˆ [c] with a Ginzburg-Landau form. We have
shown that the continuum limit exists in 1D for a se-
quence of SDE of the form (55) with increasing number
of node points by looking at the structure factor and
probability distribution of particles in a region of fixed
extension.
Although simulation results have been presented for
1D, the methodology is general and applicable, in prin-
ciple, to higher dimensions. However, some caution is
required in D > 1. From the results on the Gaus-
sian model, for which the analytic correlation function
〈φ(r)φ(r′)〉 can be explicitly computed, we know that the
point-wise variance 〈φ2(r)〉 diverges inD > 1. This quan-
tity gives the average amplitude of the field at a given
point. This implies that the fields φ(r) are extremely
irregular and should be rather understood as distribu-
tions in D > 19,10,16,17. However, distributions cannot
be multiplied and a quartic term in the free energy is
ill-defined. This means that the GL model is ill defined
in D > 1. If one naively discretizes the corresponding
ill-posed nonlinear SPDE, pathological behavior will be
observed in D > 1. For example, the number of par-
ticles in a given finite region of space have fluctuations
that depend on the lattice spacing, which is obviously
nonphysical. There are two fundamentally different ap-
proaches to address this problem.
On one hand, in stochastic field theories as those ap-
pearing in Quantum Field Theory the governing SPDE
is postulated from symmetry arguments without further
connection to any other more microscopic description of
the system. In this case, the SPDE is the fundamental
equation and one needs to modify the action (free energy)
with counterterms that depend on the lattice spacing in
order for the final theory to have a proper continuum
limit11–15.
On the other hand, when a “more fundamental” the-
ory exists, as is the case in colloidal suspension where
the fundamental theory are Hamilton’s equations, the re-
quirement of having a continuum limit is desirable but
not essential. For example, the microscopic underpinning
of the SPDE with a free energy functional of the van der
Waals form shows that such a model makes sense only
for a given cell size (large enough to contain many parti-
cles, small enough for the attractive part of the potential
to be treated in mean field)40. Indeed, if the cell size
was to be taken too large, larger than droplet sizes, it
would not be able to discriminate between liquid and va-
por phases and the free energy functional to be used in
that case would need to be different from the usual square
gradient van der Waals free energy functional. It makes
no sense to look at the mathematical continuum limit of
the discrete SPDE, while the discrete SPDE still has a
physically sounded foundation.
The finite element methodology presented may be
extended to other SPDE like those appearing in the
Landau-Lifshitz Navier-Stokes (LLNS) equations. For a
compressible theory, the free energy function plays essen-
tially the same role as in the present theory. In LLNS
one usually chooses a free energy which is Gaussian. We
should expect similar ultraviolet catastrophic behavior
as in the present simpler non-linear diffusion. However,
the Gaussian theory should still give correct macroscopic
observables like the amplitude of the fluctuations of the
number of particles in a finite region of space. While
the equilibrium properties in the Gaussian model do not
have pathological behavior, the convective terms in the
equations, involving non-linear terms, require a careful
regularization18.
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Appendix A: van der Waals and GL free energy functionals
The van der Waals free energy functional is usually de-
rived for a fluid system interacting with a pair-wise po-
tential that can be separated into a short range repulsive
hard core and a long range attractive part φ(r) < 040–42.
This functional was proposed to describe the phase tran-
sition between liquid and vapor, a transition that can
also be observed in colloidal suspensions43. By using a
cell method, with cells large enough to contain many par-
ticles (i.e. size of the cell much larger than the molecular
volume b but small enough to treat the long ranged at-
tractive interaction in mean field), van Kampen derived
the following free energy functional, written by him in a
continuum notation
F [c] =
∫
dr
[
f0(c(r), T ) +
1
2
∫
c(r)c(r′)φ(r− r′)drdr′
]
(A1)
where the attractive part is treated in mean field and
the short range part of the potential produces the local
contribution f0(c(r), T ). Under the assumption that the
density field hardly varies in the range of the attractive
potential, we may Taylor expand c(r′) = c(r) + (r′ −
r)∇c(r) + · · · with the result
1
2
∫
c(r)φ(r − r′)c(r′)drdr′ =− a
∫
c(r)2dr
+ ω2
∫
(∇c(r))2dr (A2)
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where we have defined
a ≡ −1
2
∫
φ(r)dr
ω2 ≡ −1
2
∫
drr2φ(r) (A3)
Note that a > 0, ω2 > 0 for purely attractive potentials
φ(r). The free energy functional (A1) becomes
FvdW[c(r)] =
∫
dr
[
f(c(r), T ) + ω2(∇c(r))
2
]
(A4)
where f(c(r), T ) = f0(c(r), T ) − ac(r)2. For a van der
Waals gas, the free energy density is given by
f(c, T ) = kBTc
[
ln
(
cΛD(T )
1− cb
)
− 1
]
− ac2 (A5)
The constants a, b are the attraction parameter and the
excluded volume, respectively. The thermal wavelength
is given by Λ(T ) = h(2πm0kBT )
−1/2.
The Van der Waals gas is characterized by two critical
parameters, Tc and cc, obtained through the first and
second derivatives of the pressure, which leads to
kBTc =
8a
27b
cc =
1
3b
(A6)
The free energy functional is an example of a general
class of free energy functionals known as the Square Gra-
dient Approximation. In general, the coefficient of the
square gradient term in the free energy depends also on
the concentration46.
The van der Waals free energy can be approximated
by neglecting high order terms in an expansion around
a constant concentration field, leading to the Ginzburg-
Landau functional for the free energy. If we put c(r) =
c0 + δc(r) we may expand to fourth order in δc(r)
F [c(r)] =
∫
dr {a0 + bδc(r)
+
1
2
[
f ′′0 (c, T )|c0 − 2a
]
δc(r)2 +
1
3!
f ′′′0 (c, T )|c0 δc(r)3
+
1
4!
f ′′′′0 (c, T )|c0 δc(r)4 + ω2(∇δc(r))2
}
(A7)
Any constant term is irrelevant in the free energy and we
can omit the constant term a0. The linear term in δc(r)
disappears because of the normalization of the density
field that ensures
∫
δc(r)dr = 0. For simplicity, in this
paper we will restrict ourselves to be near the critical
density, c0 = cc.
The derivatives of f0 are, at the critical density cc,
f
′
0 = kBT
(
ln
(
bΛD(T )
2
)
+
1
2
)
f
′′
0 = kBT
27
4
b
f
′′′
0 = 0
f
′′′′
0 = kBT
729
8
b3 (A8)
so the free energy functional is obtained as
F (GL)[c(r)] = 3
8
kBT
b
∫
dr
{
1
8
φ(r)4 +
(
1− kBTc
kBT
)
φ(r)2 + σ2
kBTc
kBT
(∇φ(r))2
}
(A9)
where we have defined φ(r) = (c(r)− c0)/c0 and σ2 = ω2/a.
It is obvious that the Ginzburg-Landau free energy func-
tional is only a good approximation to the van der Waals
free energy functional around the critical point for which
the concentration profiles are close to the homogeneous
profile. Nevertheless, the GL free energy already captures
the essential of a phase transition and we will restrict our-
selves to this simpler model. Note that the van der Waals
model does not allow to have values of the concentration
larger than 1/b (one molecule per molecular volume) nor
smaller than zero. On the other hand, the GL model al-
lows for unbounded values of φ(r). If the temperature is
much larger than the critical one, the GL model reduces
the Gaussian model.
Appendix B: Other approximations for non-linear terms in
the free energy
While the mass and stiffness matrices introduced in
Eqs. (71) are routinely computed in finite element algo-
rithms, the four-node mass in Eq. (73) may be a rather
cumbersome object to compute, particularly in dimen-
sions higher than one. For this reason, we will also ex-
plore models in which the non-quadratic local contribu-
tion of the free energy is approximated in the same way
as we did in Eq. (28). It is instructive first to look at the
simpler case of the GA model. In this model the static
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correlation is given by
C(r, r′) =
c20
r0
δ(r− r′) (B1)
This result can be obtained from the limit k0 → 0 of
Eq. (D13). Note that this is also the equilibrium corre-
lation function of the concentration field of independent
Brownian particles and is, so to speak, a “physical” re-
sult. From the correlation of the fields (B1) we can now
compute the correlation matrix of the discrete variables
cµ =
∫
drδµ(r)c(r) (B2)
with the result
〈δcµδcν〉eq = c
2
0
r0
∫
drδµ(r)δν(r) =
c20
r0
M δµν (B3)
Observe that the correlations of the discrete concentra-
tion field are due to the overlapping of the weight func-
tions δµ(r). Eq. (B3) comes directly from the physics
inherent to (B1) and the definition of the coarse grained
variables (B2). This is also the result obtained for the
Gaussian model when we use the definition of the free
energy function in Eq. (20). Therefore, (20) is a sensible
definition.
The Gaussian free energy function can be obtained
exactly from the free energy functional (69) because it
is just a quadratic functional (and similarly for the GL
leading to the explicit four-node mass). For arbitrary
functional forms of f(c) we cannot proceed by comput-
ing explicitly the space integrals in (20) and we need an
approximation scheme. A naive scheme would be to ap-
proximate the free energy density evaluated at the inter-
polated field by the interpolated values of the free energy
density at the nodes, this is
f(c·ψ(r)) ≈
∑
µ
ψµ(r)f(cµ) (B4)
Indeed, at the nodes r = rµ this is an exact identity,
whereas at other points, the function is approximated. If
we insert (B4) into (20) we arrive at
F (c) =
∑
µ
Vµf(cµ) (B5)
which is certainly a natural and intuitive discretization
of the space integral. Unfortunately, this approximation
leads to purely local correlations of the discrete variables,
this is
〈δcµδcν〉 ∝ δµν (B6)
which does not conform to the physical result (B3). The
above discrepancy is expected to produce errors at length
scales comparable to cell size, while for larger length
scales the approximation (B5) may be sufficient. It may
be convenient, though, to improve the approximation
(B5) in order to not miss even small scales features, that
may be important in hybrid methods coupling finite ele-
ments with particles. In many cases of practical interest,
the local part of the free energy functional is of the form
F [c] =
∫
drc(r)g(c(r)) (B7)
where g(c) is a free energy per particle. The discrete free
energy function now becomes
F (c) =
∫
drc·ψ(r)g(c·ψ(r)) (B8)
We may now approximate the free energy density accord-
ing to
g(c·ψ(r)) ≈
∑
µ
ψµ(r)g(cµ) (B9)
The result of this approximation is the explicit discrete
free energy
F (c) = cTMψg(c) (B10)
where g(c) = (g(c1), · · · , g(cM )). When g(c) is linear in
the concentration, this approximation recovers the cor-
rect form of the correlations of the discrete concentration
field, as opposed to the approximation (B4). In the fu-
ture we will explore (B10) in the context of nonlinear
free-energy functionals such as those appearing in the
ideal gas or van der Waals models.
The methodology presented allows one to treat also
non-local free energy functionals. These functionals usu-
ally involve a smoothed density profile that renders the
functional non-local34. For the sake of the illustration,
we consider here the exact 1D free energy functional for
hard rods proposed by Percus47 which has the form
F [c] = kBT
∫
dzc(x) ln(1− σc(x)) (B11)
where σ is the length of the hard rod and the smoothed
concentration profile is
c(x) =
1
σ
∫ x
x−σ
dyc(y) (B12)
which is the space average of the concentration field over
the length of the rod. The recipe (20) now leads to a
discrete free energy function of the form
F (c) = kBT
∑
µ
cµ
∫
dzψµ(x) ln(1− σc(x)) (B13)
where we have introduced
c(x) ≈ 1
σ
∫ x
x−σ
dy
∑
ν
ψν(y)cν =
∑
ν
ψν(x)cν (B14)
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where the last identity defines the function
ψν(x) ≡
1
σ
∫ x
x−σ
dyψν(y) (B15)
However, Eq. (B13) is still intractable because the
integral needs to be done numerically every time we up-
date c. For this reason, we propose to approximate the
smoothed density field according to
c(x) =
∑
µ
cµψµ(x) (B16)
which is just a linear interpolation with suitable coeffi-
cients cµ for the discretization of the smoothed density
field. We evaluate the coefficients cµ by requiring com-
patibility beteween (B14) and (B16). This leads to the
condition ∑
µ
ψµ(x)cµ =
∑
µ
ψµ(x)cµ (B17)
By multiplying both sides with δµ(x) and using (8) leads
to the explicit form for cµ in terms of the discrete con-
centration cµ, this is
cµ =
∑
ν
Sµνcν (B18)
where the smoothing matrix Sµν is given by the geomet-
ric object
Sµν =
∫
dzδµ(x)φν (x) (B19)
that may be computed easily in an explicit way. As a
final step we take the approximation
ln(1 − σc(x)) =
∑
µ
ψµ(x) ln(1 − σcµ) (B20)
which is a natural way of approximating a function by
a piece-wise linear expression. After inserting this result
into (B13) we obtain the discrete free energy function
as an explicit function of the concentration field and the
geometric objects Mψµν , Sµν
F (c) = kBT
∑
µν
cµM
ψ
µν ln
(
1− σ
∑
ν′
Sνν′cν′
)
(B21)
where Mψµν is defined in (11).
It is important to note, however, that the above deriva-
tion has implicitly assumed that the hydrodynamic cells
are sufficently small to allow to treat the concentration
as smooth over the cell length. In many practical cases of
interest, such as for example, layering near a wall, there
will be spatial variability on length scales comparable to
the length of a rod, and the above non-local recipe would
require using cells that contain fewer than a single parti-
cle; in this case it is not sensible to also include thermal
fluctuations in the description and only the equations for
the average can be studied.
Appendix C: 1D discretization
The discrete model (55), (70) is valid for any space
dimension. In this section we present the model in 1D
explicitly. The nodes are at positions xµ, µ = 1, · · · ,M
and the basis function ψµ(r) is given by
ψµ(x) = θ(x− xµ−1)θ(xµ − x)x − xµ−1V lµ
+ θ(x − xµ)θ(xµ+1 − x)xµ+1 − xVrµ
(C1)
where θ(x) is the Heaviside step function, Vrµ = xµ+1−xµ
and V lµ = xµ − xµ−1. Figure 1 shows the function ψµ(x)
for three neighbor cells. The resulting mass Mψµν and
stiffness Lψµν defined in Eqs. (71) take the form
Mψµν =

1
6V lµ iff ν = µ− 1
1
3 (V lµ + Vrµ) iff ν = µ
1
6Vrµ iff ν = µ+ 1
0 otherwise
Lψµν =

− 1
Vlµ
iff ν = µ− 1
1
Vlµ
+ 1Vrµ
iff ν = µ
− 1Vrµ iff ν = µ+ 1
0 otherwise
(C2)
whereas the four-node mass Mµνµ′ν′ introduced in (73)
has the following elements. For a given µ, the only non-
zero elements are those in which the other indices take
the value µ, µ + 1 or µ − 1. This gives the following
non-zero elements
Mψµµµµ =
1
5
(Vrµ + V lµ)
Mψµµµ(µ+1) =
1
20
Vrµ
Mψµµµ(µ−1) =
1
20
V lµ
Mψµµ(µ+1)(µ+1) =
1
30
Vrµ
Mψµµ(µ−1)(µ−1) =
1
30
V lµ
Mψµ(µ+1)(µ+1)(µ+1) =
1
20
Vrµ
Mψµ(µ−1)(µ−1)(µ−1) =
1
20
V lµ (C3)
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The quartic contribution to the free energy function can
be written as
F 4µ(φ) =
[
φ4µM
ψ
µµµµ
+ 3φ3µφµ−1Mµµµ(µ−1)
+ 3φ2µφ
2
µ−1Mµµ(µ−1)(µ−1)
+ φµφ
3
µ−1Mµ(µ−1)(µ−1)(µ−1)
+ 3φ3µφµ+1Mµµµ(µ+1)
+ 3φ2µφ
2
µ+1Mµµ(µ+1)(µ+1)
+φµφ
3
µ+1Mµ(µ+1)(µ+1)(µ+1)
]
(C4)
By using (C2) and (C3), the GL free energy (70) becomes
in 1D the following function
F (GL)(φ) = kBT
∑
µ
{
u0
4
F (4)µ +
1
6
r0
2
[
φµφµ+1Vrµ + 2φ2µ(Vrµ + V lµ) + φµφµ−1V lµ
]
+
K
2
[
−φµφµ+1 1Vrµ
+ φ2µ
Vrµ + V lµ
VrµV lµ
− φµφµ−1 1V lµ
]}
(C5)
where
F (4)µ =
1
20
(
4φ4µ + 3φ
3
µφµ+1 + 2φ
2
µφ
2
µ+1 + φµφ
3
µ+1
)Vrµ + 120 (4φ4µ + 3φ3µφµ−1 + 2φ2µφ2µ−1 + φµφ3µ−1)V lµ (C6)
a. Time discretization
We discuss now the temporal integrator for the stochastic diffusion equation (55)
dc
dt
(t) = −D∂F (c(t))
∂c
+KW(t) (C7)
For constant mobility the diffusion matrix in Eq. (34) is constant and independent of c
D =
Dc0
kBT
MδLψMδ (C8)
The noise (64) has the explicit form in 1D
dc˜
dt
= KW(t) =
√
2Dc0M
δNψW(t) (C9)
where
Nψ =

0 1/
√Vr1 0 0 · · · −1/√V l1
−1/
√
V l2 0 1/
√Vr2 0 · · · 0
0 −1/
√
V l3 0 1/
√Vr3 · · · 0
. . .
 (C10)
and the vectorW is a collection of M independent white-noise processes. Note that for periodic systems in 1D the
number of elements (which are segments between the nodes) coincide with the number of nodes.
For the free energy function (C5) the SDE becomes
dc
dt
= −D
c0
(
r0M
δLψ +KMδLψMδLψ
)
c−Du0MδLψMδc′ +
√
2Dc0M
δNψW(t)
≡ Lc + g(c) +KW (C11)
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where we have introduced
L = −D
c0
(
r0M
δLψ +KMδLψMδLψ
)
g(c) = −Du0MδLψMδc′
c′µ =
1
20
(
4φ3µ + 3φ
2
µφµ+1 + 2φ
1
µφ
2
µ+1 + φ
3
µ+1
)Vrµ + 120 (4φ3µ + 3φ2µφµ−1 + 2φ1µφ2µ−1 + φ3µ−1)V lµ (C12)
We recognize a term Lc which is linear in the concentration and a non-linear term g(c) due to the quartic contribution
to the free energy. The linear term is just a discretization of a diffusion term combining second and fourth order
derivatives. In order to avoid instabilities and to be able to use large time steps, the linear term is treated implicitly,
while the non-linear term is treated explicitly. By following the semi-implicit trapezoidal predictor-corrector scheme
of Refs.44,45 we may write the following temporal integrator scheme(
Mψ +
∆t
2
D
c0
(
r0L
ψ +KLψMδLψ
))
c˜n+1 =
(
Mψ − ∆t
2
D
c0
(
r0L
ψ +KLψMδLψ
))
cn
−∆tDu0LψMδc′n +
√
2Dc0∆tN
ψWn(
Mψ +
∆t
2
D
c0
(
r0L
ψ +KLψMδLψ
))
cn+1 =
(
Mψ − ∆t
2
D
c0
(
r0L
ψ +KLψMδLψ
))
cn
−Du0LψMδ
(
c′
n
+ c˜′
n+1
2
)
+
√
2Dc0∆tN
ψWn (C13)
Here, Wn denotes a collection of standard Gaussian random numbers generated independently at each time step.
For regular lattices, the set of Eqs. (C13) can be computed efficiently by using Fast Fourier Transform (FFT) in
any dimension. Indeed, as we show in Appendix D (see Eq. (E2) obtained from Eq. (E1)), we may diagonalize the
matrices in Fourier space, obtaining a set of uncoupled SODE.
For non uniform meshes we cannot use the FFT procedure, but we still have a set of tridiagonal matrices Mψ and
Lψ (see Eq. (C2)). The right hand side of (C13) can be solved using a specialized backward substitution, which is by
far more efficient than operating with the dense matrix Mδ = [Mψ]−1. Since the matrix on the left hand side in Eq.
(C13) is a constant Hermitian positive-definite matrix, it can be decomposed with a Cholesky factorization, which
allows us to solve Eq. (C13) efficiently.
Appendix D: Structure factor for Gaussian models
In this appendix we present analytic results for the
Gaussian model in both continuum and discrete settings.
The main result is that the numerical algorithm closely
matches not only the infinite resolution limit, but more
importantly, it matches closely the predictions of the con-
tinuum theory for the fluctuations in finite resolution dis-
crete lattices.
1. Static structure factor from the continuum
The equilibrium correlation of the fluctuations of the
concentration is translationally invariant
〈δc(r, 0)δc(r′, 0)〉 = S(r− r′) (D1)
for some function S(r). Due to translation invariance,
the Fourier transform S(k) of the function S(r), known
as the static structure factor, is given by
S(k) = 〈δc(k, 0)δc(−k, 0)〉 (D2)
Note that S(k) = c20Sφ(k), with Sφ(k) =
〈φ(k, 0)φ(−k, 0)〉, and φ(r) is the relative fluctuations of
the concentration field. The static structure factor is the
Fourier transform of the second moments of the func-
tional probability P [c] ∼ exp{− 1kBT F [c]}. For a Gaus-
sian probability we may compute the second moments in
a straightforward manner. The probability functional (4)
with the model FGA+σ[c] given in (69) can be written in
operator notation as
P eq[c] ∝ exp
{
−1
2
∫
dr
∫
dr′ φ(r)L(r, r′)φ(r′)
}
(D3)
where we have introduced the kernel
L(r, r′) = r0δ(r− r′)−K∇2δ(r− r′) (D4)
The covariance of the Gaussian probability functional is
given by
〈φ(r)φ(r′)〉 = L−1(r, r′) (D5)
where L−1(r, r′) is the inverse of the operator L(r, r′),
satisfying ∫
dr′L(r, r′)L−1(r′, r′′) = δ(r− r′′) (D6)
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By inserting the form of the operator L(r, r′) one recog-
nizes that the inverse operator is just the Green’s func-
tion L−1(r, r′) = Sφ(r− r′), which satisfies
r0Sφ(r− r′)−K∇2Sφ(r− r′) = δ(r− r′) (D7)
The solution of this equation is obtained by going to
Fourier space. We introduce the Fourier transform
Sˆφ(k) =
∫
dDre−ik·rSφ(r)
Sφ(r) =
∫
dDk
(2π)D
eik·rSˆφ(k) (D8)
In Fourier space, (D7) becomes
r0Sˆφ(k) +Kk
2Sˆφ(k) = 1 (D9)
which gives
Sˆφ(k) =
1
r0
1
1 + k2/k20
(D10)
where k20 = r0/K. Therefore, the Green function is
Sφ(r) =
∫
dDk
(2π)D
eik·r
1
r0
1
1 + k2/k20
(D11)
and the covariance, or correlation function, is given by
〈φ(r)φ(r′)〉 =
∫
dDk
(2π)D
eik·(r−r
′) 1
r0
1
1 + k2/k20
(D12)
For D = 1 this correlation takes the form
〈φ(r)φ(r′)〉 = k0
2r0
e−k0|r−r
′| (D13)
For D = 2 the result is
〈φ(r)φ(r′)〉 = k
2
0
4πr0
K0(k0|r− r′|) (D14)
where K0(x) is a Bessel function. Finally, in 3D the
result is
〈φ(r)φ(r′)〉 = k
2
0
4πr0
e−k0|r−r
′|
|r− r′| (D15)
Note that the quantity 〈φ2(r)〉 that gives the normalized
fluctuations of the concentration field at a given point
of space does not diverge in 1D but it diverges in 2D
and 3D, a phenomenon known as the ultraviolet catas-
trophe. This means that the point-wise fluctuations are
unbounded in dimensions higher than one. Any particu-
lar realization of the field will be extremely rough.
Nevertheless, physical observables like the number of
particles in a finite region are well behaved. From a phys-
ical point of view this quantity should be independent of
the resolution used to discretize the problem. The num-
ber of particles in a region V is given by
NV =
∫
V
drc(r) (D16)
and the relative fluctuations are given by
φV ≡ NV − V c0
V c0
=
1
V
∫
V
drφ(r) (D17)
The variance of this fluctuation is
〈φ2V 〉 =
1
V 2
∫
V
dr
∫
V
dr′〈φ(r)φ(r′)〉 (D18)
This quantity is finite for any finite volume but as the do-
main shrinks to a point it diverges in 2D logarithmically
with the size of the domain, and in 3D inversely with the
size of the domain, in agreement with (D15).
2. Dynamic structure factor from the continuum
In this section we compute the dynamic structure fac-
tor for the Gaussian model. Assume a constant mobility
Γ = Dc0/kBT in (2) with the model FGA+σ[c] in Eq.
(69). The resulting SPDE is
∂tδc(r, t) = D
r0
c0
(
∇2δc(r, t)− 1
k20
∇2∇2δc
)
+
√
2Dc0∇ζ(r, t) (D19)
where we have introduced k20 = r0/K, ζ(r, t) is a white
noise in space and time, this is, 〈ζ(r, t)〉 = 0, and
〈ζ(r, t)ζ(r′, t′)〉 = δ(r − r′)δ(t − t′). Let us solve the
SPDE (D19) by Fourier transform
∂tδcˆ(k, t) = − 1
τk
δcˆ(k, t)− ik
√
2Dc0ζˆ(k, t) (D20)
where we have introduced the relaxation time
τk =
(
D
c0
r0
(
1 +
k2
k20
)
k2
)−1
(D21)
The Fourier transform of a white noise is also a white
noise which obeys the properties,
〈
ζˆ(k, t)
〉
= 0 and〈
ζˆ(k, t)ζˆ(k′, t′)
〉
= δ(k+ k′)δ(t− t′).
The linear equation (D20) has the explicit solution
δcˆ(k, t) = δcˆ(k, 0) exp
{
− t
τk
}
− ik
√
2Dc0
∫ t
0
dt′ e
t−t′
τk ζˆ(t′) (D22)
By multiplying with respect to the initial condition
δcˆ(−k, 0) and averaging with respect to all possible equi-
librium realization of the initial condition we obtain
〈δcˆ(k, t)δcˆ(−k, 0)〉 = Sc(k) exp
{
− t
τk
}
(D23)
where the static structure factor is given in Eq. (D10).
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Appendix E: The discrete static structure factor
As a first step in order to obtain the discrete static structure factor, we consider the integrator scheme (C13) for
the discrete density field c in the GA+σ model, given by(
Mψ +
∆t
2
D
c0
(
r0L
ψ +KLψMδLψ
))
cn+1 =
(
Mψ − ∆t
2
D
c0
(
r0L
ψ +KLψMδLψ
))
cn +
√
2Dc0∆tN
ψ
W
n (E1)
which is a matricial SODE. We seek for a transformation that renders the system diagonal, leading to a set of uncoupled
SODE trivial to solve for each cµ value. The M vectors v(m) = {ei 2piL mxµ , µ = 0, · · ·M − 1} for m = 0, · · · ,M − 1
diagonalize simultaneously the three matrices involved in a 1D regular lattice of spacing a, this is
Mψv(m) =
a
3
[
2 + cos
(
2πma
L
)]
v(m) = m̂(m)v(m)
Lψv(m) =
2
a
[
1− cos
(
2πma
L
)]
v(m) = l̂(m)v(m)
Nψv(m) =
2√
a
sin
(πma
L
)
v(m) =
√
l̂ = n̂(m)v(m) (E2)
These equations define the eigenvalues of the problem that will be used below.
The (continuum) structure factor is defined as the Fourier transform of the static correlation function
Sˆ(k) =
∫ ∞
∞
dr〈δc(0)δc(r)〉e−ikr (E3)
Eq. (D10) shows that
Sˆ(k) = c20Sφ(k) =
c20
r0
1
1 + k2/k20
(E4)
In order to compare numerical results from simulations with this theoretical results, it is necessary to take into account
the effects of the discretization in the continuum expression. In this appendix, we obtain from (E4) the corresponding
discrete structure factor predicted from the continuum theory taking into account the lattice spacing effects. Explicit
results are presented for a regular periodic 1D lattice.
We introduce the Fourier series representation of the continuum concentration field
c(r, t) =
∑
k
cˆ(k, t)eik·r (E5)
where the sum is over all those k = 2piL κ, with integer κ ∈ Z. The Fourier coefficients are given by
cˆ(k, t) =
1
L
∫ L
0
c(r, t)e−ikrdr (E6)
Note that translation invariance 〈δc(r)δc(r′)〉 = S(r − r′) implies that
〈δc(k)δc(k′)〉 = δk,−k′S(k) (E7)
where S(k) are the Fourier coefficients of S(r),
S(k) ≡ 1
L
Sˆ(k) (E8)
and we are abusing notation and understand δk,−k′ as the Kroenecker delta δκ,−κ′ for the integers κ, κ
′ corresponding
to k = 2piL κ, k
′ = 2piL κ
′.
.
We express the second moments of the probability P eq(c) in terms of the continuum structure factor S(k) obtained
above
〈δcµδcν〉 =
∫
drδµ(r)
∫
dr′δν(r
′) 〈δc(r, 0)δc(r′, 0)〉 (E9)
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where we have defined the Fourier transform of the basis function
δˆν(k) ≡
∫
drδν(r)e
−ikr (E10)
From the linear relationship between basis functions δµ(r) =
∑
νM
δ
µνψν(r) we obtain directly the explicit functional
form for the Fourier transform of the basis function
δˆµ(k) =
ψˆµ(k)
m̂(k)
=
ψˆ0(k)
m̂(k)
e−ikrµ where k =
2π
L
κ (E11)
with the corresponding Fourier transform of the basis function ψν(r) for a 1D regular grid of lattice spacing a given
by
ψˆν(k) =
∫
dr ψν(r)e
−ikr = asinc2
(
ka
2
)
e−ikrν = ψˆ0(k)e
−ikrν (E12)
Note that for k → 0, we have δˆµ(0) = 1, which, from (E11) and (9) is what it should be.
Eq. (E9) gives the covariance of the discrete field in real space, in terms of the structure factor, but we are interested
in the covariances of the discrete Fourier transform of the discrete field. To this end, we introduce the discrete Fourier
transform cˆm with m = 0,M − 1 of the discrete concentration field cµ according to
cˆm =
1
M
M−1∑
µ=0
e−i
2pi
L
mrµcµ cµ =
M−1∑
m=0
ei
2pi
L
mrµ cˆm (E13)
We define the discrete static structure factor Sˆc(km) as the covariance of the discrete Fourier components cˆm
Sˆc(km) ≡ L 〈δcˆmδcˆ∗m〉
=
L
M2
∑
µ,ν
e−i
2pi
L
mrµei
2pi
L
mrν 〈δcµδcν〉 = L
M2
∑
µ,ν
e−i
2pi
L
mrµei
2pi
L
mrν
∑
k
S(k)δˆµ(k)δˆν(−k)
=
∑
k
Sˆ(k)δm(k)δ−m(−k) (E14)
where km =
2pi
L m and we have introduced the doubly Fourier transformed basis function
δm(k) ≡ 1
M
∑
µ
e−i
2pi
L
mrµ δˆµ(k) =
ψˆ0(k)
m̂(k)
1
M
∑
µ
e−i
2pi
L
mrµeikrµ =
ψˆ0(k)
m̂(k)
∑
α∈Z
δm,κ+αM (E15)
where k = 2piL κ and we have used the mathematical identity
1
M
M−1∑
µ=0
ei
2pi
L
mrµ =
∑
α∈Z
δm,αM (E16)
In this way, we have
Sˆc(km) =
∑
k
∑
α∈Z
δm,κ+αM
∑
α′∈Z
δm,κ+α′M Sˆ(k)
[
ψˆ0(k)
m̂(k)
]2
where k =
2π
L
m (E17)
Note that we have ∑
α′∈Z
δm,κ+αMδm,κ+α′M =
∑
α′∈Z
δm,κ+αM δκ+αM,κ+α′M︸ ︷︷ ︸
δαα′
= δm,κ+αM (E18)
and thus
Sˆc(km) =
∑
α∈Z
Sˆ
(
2π(m− αM)
L
) ψˆ0
(
2pi(m−αM)
L
)
m̂
(
2pi(m−αM)
L
)
2 (E19)
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After inserting (E4) into (E19) we obtain the discrete structure factor for the GA+σ model,
Sˆc(k) =
c20
r0
9
[2 + cos (ka)]
2
∑
α∈Z
sinc4
(
ka
2 − πα
)
1 +
(
k
k0
− 2piαk0a
)2 (E20)
where k = 2piL m. Note that in the limit of high resolution a = L/M → 0, the only term that contributes in the sum
over α is α = 0. In this limit, the discrete structure factor (E20) converges towards the continuum limit (E4). Eq.
(E20) gives the the fluctuations of the discrete concentration variables as obtained from the continuum theory and
our definition of the coarse-grained variables.
In the limit k0 →∞ corresponding to the GA model, (E20) becomes
Sˆc(k) =
c20
r0
3
[2 + cos (ka)]
(E21)
where k = 2pimL . This is indeed the correct result of the GA model as it can be shown by a more direct route. In the
GA model, we know that the second moments of the probability functional are given by
〈δc(r)δc(r′)〉 = c
2
0
r0
δ(r − r′) → 〈δcµδcν〉 = c
2
0
r0
M δµν (E22)
where (7) has been used. Next, by using Eq. (E2) we obtain
Sc(k) =
c20
r0
1
M
1
m̂(kn)
=
c20
r0
3
[2 + cos (ka)]
(E23)
which coincides with (E21).
Appendix F: The discrete structure factor of the numerical scheme
The static structure function (E4) has been computed from the second moments of the probability functional and
can also be obtained from the following argument that involves the continuum dynamic equation (D20). In the limit
∆t→ 0, a simple Euler integrator scheme for Eq. (D20) gives
δcˆn+1 = δcˆn − ∆t
τk
δcˆn − ik
√
2Dc0∆tζˆ
n (F1)
If we multiply this equation by itself and average we obtain
〈
δcˆn+1δcˆn+1
〉
=
(
1− ∆t
τk
)2
〈δcˆnδcˆn〉+ 2k2Dc0∆t
≃
(
1− 2∆t
τk
)
〈δcˆnδcˆn〉+ 2k2Dc0∆t (F2)
where we have neglected terms of order (∆t)2. At equilibrium
〈
δcˆn+1δcˆn+1
〉
= 〈δcˆnδcˆn〉 = Sc(k), so that
Sˆc(k) = k2Dc0τk =
c20
r0
1
1 + k2/k20
(F3)
which coincides with (E4).
The same strategy may be used to compute the discrete structure factor, by using the discrete time stepping scheme,
and thus including effects due to the finite time step27. In this way, one may obtain an exact prediction for the discrete
structure factor Sd(k) that is produced by the numerical code. If the code is meant to reproduce the structure factor
predicted by the continuum theory, we should have Sd(k) ≈ Sc(k) for sufficiently small times. The only difference
from the procedure used to derive Eq. (F3) is that both k2 and τk are to be replaced by their corresponding discrete
counterparts.
28
Namely, τk can simply be read from the fact that in the discrete setting the integrator scheme is given, in the GA+σ
model, by Eq. (C13) with no explicit part. In Fourier space, this equation should give us Eq. (F1). If we equal (F1)
with the equivalent (C13) in Fourier space we obtain
τk 7→ c0
Dr0
m̂
l̂ + 1
k2
0
l̂2
m̂
+O(∆t) (F4)
In the same way, the discrete k2 term can be obtained from the covariance of the noise term that appears in (F1),
which should coincide with the noise term in (C13), giving as a result k2 7→ l̂m̂2 , where we have neglected terms of
order O(∆t).
In this way, the equivalent of Eq. (F3) for the discrete structure factor will be
Sˆd(k) = k2Dc0τk =
c20
r0
1
m̂
1
l̂ + 1
k2
0
l̂2
m̂
=
c20
r0
3
[2 + cos (ka)]
1
1 + k
2
k2
0
(
3sinc2(ka/2)
(2+cos ka)
) (F5)
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