Abstract. In this study, a hybrid synergy model integrating exponential smoothing and neural network is proposed for financial time series prediction. The proposed model attempts to incorporate the linear characteristics of an exponential smoothing model and nonlinear patterns of neural network to create a "synergetic" model via the linear programming technique. For verification, two real-world financial time series are used for testing purpose.
Introduction
A challenging task in financial markets such as stock market and foreign exchange market is to predict the movement direction of financial markets so as to provide valuable decision information for investors. Thus, various kinds of forecasting methods have been developed by many researchers and business practitioners. Of the various forecasting models, the exponential smoothing model has been found to be one of the effective forecasting methods. Since Brown [1] began to use simple exponential smoothing to predict inventory demand, the exponential smoothing models have been widely used in business and finance [2] [3] . For example, Gardner [2] introduced exponential smoothing methods into supply chain management for predicting demand, and achieved satisfactory results. Leung et al. [3] used an adaptive exponential smoothing model to predict Nikkei 225 indices, and achieved good results.
However, the exponential smoothing method is only a class of linear model and thus it can only capture linear feature of financial time series. But financial time series are often full of nonlinearity and irregularity. Furthermore, as the smoothing constant decreases exponentially, the disadvantage of the exponential smoothing model is that it gives simplistic models that only use several previous values to forecast the future. The exponential smoothing model is, therefore, unable to find subtle nonlinear patterns in the financial time series data. Obviously, the approximation of linear models to complex real-world problems is not always sufficient. Hence, it is necessary to consider other nonlinear methods to complement the exponential smoothing model.
Recently, artificial neural network (ANN) models have shown their nonlinear modeling capability in financial time series forecasting. Since Lapedes and Farker [4] used ANN to predict the chaotic time series, the ANN models are widely used in the time series forecasting. For example, Refenes et al. [5] applied multilayer forward network models to forecast foreign exchange prices and obtained good results. Although the ANN models achieve success in financial time series forecasting, they have some disadvantages. Since the real world is highly complex, there exist some linear and nonlinear patterns in the financial time series simultaneously. It is not sufficient to use only a nonlinear model for time series because the nonlinear model might miss some linear features of time series data. Furthermore, previous studies [6] [7] are shown that using ANN to model linear problems may produce mixed results.
In such situations, it is necessary to hybridize the linear model and nonlinear model for financial time series forecasting. This is because the ANN model and exponential smoothing model are complementary. On one hand, the ANN model can find subtle nonlinear features hidden in the time series data, but may miss some linear patterns when forecasting. On the other hand, the exponential smoothing model can give good results in the linear patterns of time series, but cannot capture the nonlinear patterns, which might result in inaccurate forecasts. Motivated by the previous findings, this study proposes a hybrid synergy model to financial time series prediction integrating exponential smoothing and ANN via linear programming technique.
The exponential smoothing model rather than other linear models such as ARIMA is chosen as neural network model's complement for several reasons. First of all, the major advantage of exponential smoothing methods is that they are simple, intuitive, and easily understood. These methods have been found to be quite useful for shortterm forecasting of large numbers of time series. At the same time, exponential smoothing techniques have also been found to be appropriate in such applications because of their simplicity. Second, the exponential smoothing model has less technical modeling complexity than the ARIMA model and thus makes it more popular in practice. As Lilien and Kotler [8] reported, exponential smoothing models have been widely used by approximately 13% of industry. Third, Mills [9] found little difference in forecast accuracy between exponential smoothing techniques and ARIMA models. In some examples, exponential smoothing models can even obtain better results than neural network model. Foster et al. [10] once argued that the exponential smoothing is superior to neural networks in forecasting yearly data. Generally, the exponential smoothing model is regarded as an inexpensive technique that gives forecasts that is "good enough" in a wide variety of applications.
The remainder of the study is organized as follows. Sections 2 and 3 provide some basic backgrounds about the exponential smoothing and neural network methods for financial time series forecasting. In Section 4, the hybrid methodology combining the exponential smoothing and neural network model via linear programming is introduced. For verification, two experiments are performed in Section 5. Finally, Section 6 concludes the paper.
The Exponential Smoothing Forecasting Model
In the application of the exponential smoothing model, there are three types of models that are widely used in different time series. Simple exponential smoothing (Type I) is used when the time series has no trend. Double exponential smoothing (Type II) is an exponential smoothing method for handling a time series that displays a slowly changing linear trend. Two approaches are covered: one-parameter double exponential smoothing, which employs a single smoothing constant; and Holt-Winters' twoparameter double exponential smoothing, which employs two smoothing constants. The third is Winters' method (Type III), which is an exponential smoothing approach to predicting seasonal data. This method also contains two approaches: multiplicative Winters' method, which is appropriate for increasing seasonal variation; and additive Winters' method, which is appropriate for constant seasonal variation [1] [2] .
In financial time series, there is irregularity, randomicity and no trend. These features show that the simple exponential smoothing method is suitable for financial time series forecasting for the specified time period. Therefore, only the type I of the exponential smoothing model is described in detail. For the type II & III, interested readers can be referred to [1] [2] [3] for more details.
Suppose that the time series y 1 , y 2 , …, y n is described by the model 
where α is a smoothing constant between 0 and 1 and S t-1 is the estimate of 0
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From Equation (2), we have
Substituting Equation (4) to Equation (2), then
Similarly, substituting recursively for S t-2 , S t-3 , …, S 1 and S 0 , we obtain 0 1 1 2
Here we see that S t , the estimate made in time t of the average 0 β of the time series, can be expressed in term of observations y t , y t-1 , …, y 1 and the initial estimate S 0 . The coefficients measuring the contributions of the observations y t , y t-1 , …, y 1 -that is,
-decrease exponentially with time. For this reason this method is referred as simple exponential smoothing.
In order to use Equation (6) to predict the time series, we need to determine the value of the smoothing constant α and the initial estimate S 0 . For the smoothing constant, the ordinary least square (OLS) can be used to determine α ; while for the initial value S 0 , we can let S 0 be equal to y 1 , i.e. S 0 = y 1 , or let S 0 be equal to the simple arithmetic average of a few previous observations. For example, S 0 = (y 1 +y 2 +y 3 )/3.
Once determining α and S 0 , exponential smoothing model can be used for prediction.
The advantage of the exponential smoothing method is that it is capable of fitting the linear patterns of the time series well and easy to use. But the financial time series is often irregular and nonlinear, it is not sufficient to use exponential smoothing for financial time series modeling.
The Neural Network Forecasting Model
In this study, one of the widely used ANN models, the back-propagation neural network (BPNN) [11] , is used for time series forecasting. The main reason is that some studies (e.g. [11] [12] ) have shown that the BPNN with an identity transfer function in the output unit and logistic functions in the middle-layer units can approximate any continuous function arbitrarily well given a sufficient amount of middle-layer units [12] . Yu et al. [13] have also found that BPNN has been one popular model that can approximate various nonlinearities in the data series.
Generally, the BPNN can be trained by the historical data of a time series in order to capture the non-linear characteristics of the specific time series. The model parameters (connection weights and node biases) will be adjusted iteratively by a process of minimizing the forecasting errors. For time series forecasting, according to the previous computation process the relationship between the output (y t ) and the inputs (y t−1 , y t−2 , …, y t−p ) has the following mathematical representation. 
where j a (j = 0, 1, 2, …, q) is a bias on the jth unit, and ij w (i = 0, 1, 2, …, p; j = 0, 1, 2, …, q) is the connection weights between layers of the model, f(•) is the transfer function of the hidden layer, p is the number of input nodes and q is the number of hidden nodes. Actually, the BPNN model in (11) performs a nonlinear functional mapping from the past observation (y t−1 , y t−2 , …, y t−p ). to the future value (y t ), i.e., 
where w is a vector of all parameters and φ is a function determined by the network structure and connection weights. Thus, in some senses, the BPNN model is equivalent to a nonlinear autoregressive (NAR) model. A major advantage of neural networks is their ability to provide flexible nonlinear mapping between inputs and outputs. They can capture the nonlinear characteristics of time series well. However, using BPNN to model linear problems may produce mixed results [6] [7] . Therefore, we can conclude that the relationship between exponential smoothing and BPNN is complementary. To take full advantage of the individual strengths of two models, it is necessary to integrate the exponential smoothing and BPNN models, as mentioned earlier.
The Hybrid Forecasting Methodology
In real life, financial time series forecasting is far from simple due to high volatility, complexity, irregularity and noisy market environment. Furthermore, real-world time series are rarely pure linear or nonlinear. They often contain both linear and nonlinear patterns. If this is the case, there is no universal model that is suitable for all kinds of time series data. Both exponential smoothing models and BPNN models have achieved success in their own linear or nonlinear domains, but neither exponential smoothing nor BPNN can adequately model and predict time series since the linear models cannot deal with nonlinear relationships while the BPNN model alone is not able to handle both linear and nonlinear patterns equally well [6] . On the other hand, as previously mentioned, for time series forecasting the relationship between exponential smoothing and BPNN is complementary. Exponential smoothing is a class of linear models that can capture time series' linear characteristics, while BPNN models are a class of general function approximators capable of modeling nonlinearity and which can capture nonlinear patterns in time series. Hybridizing the two models may yield a robust method, and more satisfactory forecasting results may be obtained by incorporating an exponential smoothing model and a BPNN model. Therefore, we propose a hybrid methodology integrating the exponential smoothing and the BPNN for financial time series forecasting. Different from decomposition-hybrid principle described in [6] , we adopt the "parliamentary" hybridization strategy [14] to create a synergetic model, as shown in Fig. 1.   Fig. 1 . The hybrid synergy forecasting model From Fig. 1 , the input is fed simultaneously into a BPNN model and an exponential smoothing forecasting model. The BPNN model generates a forecast result, while the exponential smoothing model also generates a time series forecast result. The two forecast results are entered into the hybrid forecast module and generate a synergetic forecast result as final output. In the hybridization process, the "parliamentary" hybridization strategy [14] is used, i.e., is the forecast result of the BPNN and α is the weight parameter. Through integrating linear patterns and nonlinear patterns of financial time series, a synergetic effect will believed to be created to improve the predication performance. In Equation (9), a critical problem is how to determine the weight parameter α. Generally, the value of α can be estimated by the ordinary least square (OLS) method, i.e., (10) However, its drawback of this approach is that the square treatment will move the fitted curve to some exceptional points and thus reducing the forecasting accuracy. One modification in this study is to minimize the sum of absolute error between estimated and the actual value, then (11) The Equation (11) Using the simplex algorithm, an optimal hybridization parameter can be obtained from the LP problem in Equation (13) . To verify the effectiveness of the hybridization approach, two experiments about exchange rate predication are performed.
Experiment Study
The data set used in this paper are daily data from 1 January 2000 till 31 December 2002 and are obtained from Pacific Exchange Rate Service (http://fx.sauder.ubc.ca/), provided by Professor Werner Antweiler, University of British Columbia, Vancouver, Canada. The daily data cover three years of observations of two major international currency exchange rates ---euros/US dollar (EUR/USD) and Japanese yen/US dollar (JPY/USD). In our empirical experiment, the data set is divided into two sample periods ---the estimation (in-sample) and the test (out-of-sample) periods. The estimation period covers observations from 1 January 2000 till 31 September 2002 and is used to estimate and refine the forecast model parameters. Meantime we take the data from 1 October 2002 to 31 December 2002 as test sets, which are used to evaluate the good or bad performance. For space, the original data are omitted, and detailed data can be obtained from the website.
In this study, the root mean square error (RMSE) and directional statistics (D stat ) [13] are used as evaluation criteria. In addition, the individual exponential and BPNN models are selected as benchmark models for comparison purposes. Finally, only onestep-ahead forecasting is considered in this study.
Based on our analysis above, we examine the forecast performances of two major currency exchange rates in terms of RMSE and D stat . The experimental results are reported in Table 1 . From the viewpoint of RMSE, the hybrid methodology is the best for both EUR/USD and JPY/USD, followed by the individual exponential smoothing and individual BPNN model. For example of EUR/USD, the RMSE of the individual BPNN model is 0.0062, and the individual exponential smoothing model is 0.0047, while the RMSE of the hybrid methodology is only 0.0035.
However, the direction prediction is more important than the accuracy prediction in the financial markets because the former can provide decision information for investors directly. Furthermore, the high RMSE can not lead to high D stat , as the exponential smoothing and the BPNN reveals. Focusing on the D stat , the hybrid method performs the best, followed by the individual BPNN model; the worst is the individual exponential smoothing. For example of JPY/USD, the D stat of exponential smoothing is only 51.61%, the D stat of the BPNN model is 58.06%, while that of the hybrid methodology arrives at 66.13%. The main reason is that the hybrid methodology integrating linear patterns and nonlinear patterns creates a synergetic effect and thus improves the prediction performance.
Conclusions
In this paper, we propose a hybrid synergy methodology incorporating exponential smoothing and neural network for financial time series forecasting and explore the forecasting capability of the proposed hybrid synergy methodology from the point of level prediction and direction prediction. Experimental results obtained reveal that the hybrid methodology performs better than the two benchmark models, implying that the proposed hybrid synergy approach can be used as an alternative solution to the financial time series forecasting.
