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Resumen. La arquitectura de redes de comunicaciones tuvo importantes trans-
formaciones. La tecnología sincrónica SDH redujo su hegemonía. Reemplazada 
por Ethernet de alta velocidad gracias al incremento de confiabilidad utilizando 
redes de fibra óptica y reportando información de capa 2 con el protocolo IEEE-
802.ah-OAM. Surgen Metro-Ethernet(ME)/Carrier-Ethernet(CE), permitiendo 
que equipos terminales del abonado reciban servicios L2 avanzados, ancho de 
banda gestionable y acuerdos de nivel de servicio garantizados(SLA). Alterna-
tivamente surge la arquitectura Red-Optica-Pasiva-PON con variantes EPON-
GPON-AON, reduciendo elementos activos por medio de componentes ópticos 
pasivos para transportar/derivar el tráfico de red. Objetivo del trabajo: presentar 
un modelo para evaluación del SLA y el rendimiento esperado en redes 
CE/PON, basado en el uso de herramientas disponibles para usuarios 
(IEEE802.1ag/ITU-Y.1731/IETF-RFC-2544), con directivas de aplicabilidad 
del IETF-RFC-6815/ITU-Y.1564. Metodología propuesta: modelizar condicio-
nes de enlace de red antes de recibir tráfico y determinar la aptitud para su ope-
ración normalizada. Se presentan resultados en condiciones reales y de labora-
torio. 
Palabras Clave: Carrier Ethernet, Metro Ethernet, Service Level Agreement, 
SLA, Gigabit Passive Optical Networks. Carrier Ethernet, PON,GPON, EPON, 
OMCI, TR69, FTTB, FTTH, OAM, Bandwitdh Allocation, SNMP, MIB, 
Netconf, MEF. 
1 Introducción 
Tanto la arquitectura de Redes Metro Ethernet (ME) y Carrier Ethernet (CE) como 
las Redes Opticas Pasivas (PON) adoptan la norma de Ethernet en la Primera Milla 
(EFM Ethernet in the First Mile IEEE Std 802.3ah-2004 Link-OAM - Media Access 
Control Parameters, Physical Layers, and Management Parameters for Subscriber 
Access Networks) [17]. El Metro Ethernet Forum (MEF) y el sector de Normalización 
de la Unión Internacional de las Telecomunicaciones (ITU-T) han establecido los 
lineamientos de los parámetros gestionables a integrar en el equipamiento. EFM no 
sustituye ni es incompatible con la tecnología Ethernet existente y especificada por el 
EWG [3], la cual persiste en los enlaces NNI-UNI. Metro Ethernet (ME) fue creada 
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para permitir a las compañías de comunicaciones la distribución de sus servicios a 
través de las redes propias o de otros operadores.  Todos los datos que entran en la red 
ME pueden ser objeto de control por parte del proveedor tomando como referencia un 
Acuerdo de Nivel de Servicio (SLA). Entre los atributos de calidad de servicio que se 
definen encontramos la garantía de la tasa de pérdida de paquetes (PLR), la tasa de 
información comprometida (CIR) y el exceso de velocidad de información (EIR). La 
información obtenida de las tasas se puede utilizar para aumentar el rendimiento de 
procesamiento del protocolo de transporte de servicios Ethernet (ESTP), mediante la 
configuración de parámetros de capa de enlace y de red. Para el caso de PON los es-
tándares del ITU G.983 y G.984 [22] [23] constituyen las recomendaciones para 
GPON. Para el caso de GPON el mecanismo de Asignación de Ancho de Banda Di-
námico (Dynamic Bandwidth Allocation) (DBA) por parte de una OLT (Optical Line 
Termninal – Equipo del lado del operador)  es el responsable de asignar el ancho de 
banda de retorno/subida (upstream) en las ONU/ONTs (CPE - equipos del lado del 
usuario). Como el acceso a la red PON es compartido, el tráfico de retorno puede 
colisionar si es transmitido en forma azarosa. Las ONUs pueden estar diseminadas a 
distintas distancias de las OLTs y el retardo de transmisión es único para cada ONU. 
Por tanto la OLT mide ese retardo y marca un registro en cada ONU por medio de 
mensajes PLOAM para ecualizar ese retardo respecto de las demás ONUs en la red de 
acceso. En este trabajo se presenta un modelo de ensayo y verificación de SLA tanto 
para ME como para GPON, en cual encontramos que pueden ser de aplicación méto-
dos similares. Como resultado colateral se observan algunas deficiencias de las nor-
mativas para su aplicación en casos reales. 
2 Ambito del modelo para la evaluación del Acuerdo de Nivel 
de Servicio en redes ME 
El Acuerdo de Nivel de Servicio (SLA) o la Especificación de Nivel de Servicio 
(SLS) define las características de rendimiento extremo a extremo de una red CE. Se 
utiliza para especificar lo que un usuario del servicio podría esperar del proveedor, las 
obligaciones, objetivos de disponibilidad y seguridad, y que existan los elementos 
necesarios para asegurar el cumplimiento del SLA. En [10] se describe en detalle los 
atributos de aseguramiento del servicio. La especificación del MEF indica efectuar 
análisis de activación de servicios (Y.1564) [11], monitoreo de la performance 
(Y.1731) [12]  y gestión de las fallas (IEEE 802.1ag  Service OAM) [13]. Estas nor-
mas presentan un conjunto de especificaciones adicionales que permiten a los usua-
rios controlar Ethernet a nivel de capa de enlace, agregando nuevas funcionalidades 
con un protocolo dedicado a tal fin (OAM) que se ubica entre la capa LLC (Logical 
Link Control) y la MAC (Media Access Control) de la subcapa de enlace Ethernet, 
cuyo identificador de subtipo es 0x03. Esta ubicación en la subcapa MAC hace que 
los OAM PDUs sean transparentes para los dispositivos de capa 1 que no soportan 
OAM 802.3ah siempre que 802.3x PAUSE y 8023.z Auto Neg estén deshabilitados 
[21]. 
 
IETF, Taller del Grupo de Trabajo de Ingeniería de Internet / Argentina
47JAIIO - IETF - ISSN: 2451-7623 - Página 2
 
 
 
Fig. 1. Despliegue de redes ME indicado ubicación de NNI y UNI. [3] 
Los OAM PDUs no son reenviados por un puente o bridge. El IEEE 802.3ah/C66 
permite que los enlaces operen unidireccionalmente para los OAM PDUs [21]. En 
este trabajo, para poder realizar mediciones de performance y gestionar la fallas de 
conexiones a través de puentes, se ha utilizado la recomendación del IEEE 802.1ag y 
de la Y.731 con tramas identificadas con Ethertype 0x8902 y propagados por las fun-
ciones de despacho de los puentes (bridge relay) desde los MEPs asociados a cada 
puerto de físico de la NID (Dispositivo de Interfaz con la red - Network Interface 
Device). El MEP es un punto extremo de la entidad a gestionar (en general un puerto 
de un switch ME) y el MIP es un punto intermedio. Para una explicación detallada ver 
[20]. Tanto el MEP como el MIP se identifican por la dirección MAC de 48 bits aso-
ciada a la interfaz que se desea incluir en la secuencia de conexiones a monitorear 
(802.1ag) y un identificador decimal que representa la instancia del MEP/MIP.  Cada 
MEP/MIP se asocia al siguiente MEP/MIP de la conexión NNI o UNI. De esta forma 
establecemos un circuito entre todo los elementos de capa 2 sobre los cuales vamos a 
ejecutar el modelo de evaluación del SLA. En el caso que se tenga control sobre todos 
los MEP/MIP el modelo se puede implementar sin mayores dificultades (red del pro-
veedor de servicio). Cuando no se tiene control sobre la capa 2 (caso de las conexio-
nes domiciliarias) es necesario establecer un túnel en modo puente TAP donde sea 
posible el transporte y reconocimiento de las direcciones MAC de cada MEP/MIP. En 
el proceso de desarrollo de este caso encontramos que los protocolos de tunelización 
ensayados no transportarían en forma transparente las tramas con Ethertype 0x8092. 
Este punto queda abierto para ser investigado en un trabajo posterior ya que es impor-
tante poder configurar un túnel en modo puente TAP pueda comportarse como un 
puente de MAC address transparente al procolo OAM en todas sus formas. Una vez 
configurada toda la traza de MEP/MIP, para la medición de performance no disrupti-
va Y.1731 es posible obtener: Pérdidas de paquetes y sus estados (Near/Far End Loss 
Count, Near/Far End Loss Ratio)/Retardos y Variaciones de los retardos (con preci-
sión de ns), promedios y varianzas de los mismos /Tasa de velocidad. 
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Fig. 2. Ubicación de los MEPs para L-OAM (Link OAM) 
 
En el proceso de configuración de un enlace ME, y en forma similar que en las re-
des PON, además de MEP/MIP sobre VLAN, es posible crear túneles de circuitos 
virtuales sobre Ethernet (EVC) con ancho de banda garantizado. Esos túneles pueden 
ser punto a punto, punto-multipunto o multipunto-multipunto. Permiten enlaces físi-
cos unitarios (UNI) hacia un CPE brindando múltiples conexiones, cada una con sus 
propios atributos de servicios para EVC tales como perfiles de ancho de banda, QoS, 
etiquetado (tagging), latencia, variación de retardos (Jitter) y pérdida de paquetes 
admitida. Los perfiles de ancho de banda permiten configurar los siguientes paráme-
tros: CIR, EIR, CBS y EBS (Committed Information Rate, Excess Information Rate, 
Committed Burst Size, Excess Burst Size), valores de velocidad, formato y políticas 
de tráfico. CIR obliga a velocidades de trama específicas si existe acuerdo de SLA. 
EIR no está sujeto al SLA. CBS y EBS definen la ventana de ráfagas de tráfico, en 
ms, para la tasa de velocidad adoptada. Los túneles soportan IEEE 802.1Q, 802.1ad 
Provider Bridge – S-VLAN & C-VLAN, traducción de VLAN, VLAN basada en 
puerto, apilamiento de VLAN de hasta 2 etiquetas en combinación con QoS y CoS 
[16].  Para el ensayo de Y.1564 es necesario configurar un túnel EVC. Para el 
RFC2544, Y.1731 e IEEE 802.1ag se pueden ejecutar definiendo la secuencia de 
MEPs de servicio interconectados para el ensayo y una VLAN para el transporte de 
los paquetes CCM. El RFC2544 es disruptivo para el tráfico por lo que debe ejecutar-
se en ventanas de mantenimiento ya que se corta el tráfico de servicio para su ejecu-
ción.  
Tabla 1. Tipos de servicios con los parámetros recomendados para los UNI y EVC 
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En la tabla anterior observamos las distintas variantes de perfiles de ancho de ban-
da que pueden configurarse sobre los puertos UNI en base a los lineamientos del 
MEF[29]. 
 
3 Ambito del modelo para la evaluación del Acuerdo de Nivel 
de Servicio en redes PON 
Las redes GPON están definidas por las series de recomendaciones ITU G.984.1 a 
G.984.6. Por medio de esta tecnología es posible transportar Ethernet, ATM y TDM, 
aunque en este estudio nos concentramos exclusivamente en los aspectos relacionados 
con Ethernet y, eventualmente, TDM para eventos requeridos durante el flujo de tráfi-
co de retorno (upstream).   Los dispositivos necesarios para armar un despliegue bási-
co sobre GPON son una OLT (Optical Line Terminal), un módulo SFP PON B+ o 
C+, un segmento de fibra óptica con derivador (splitter) pasivo y un equipo 
ONT/ONU (Optical Network Terminal/Optical Network Unit) en el otro extremo. El 
extremo de la OLT constituye el punto central de derivación y la ONT/ONU el de 
destino en el sitio del usuario (CPE Customer Premise Equipment). El flujo/tráfico de 
información puede ser de bajada OLT->ONT (downstream) o de subida/retorno ONT-
> (upstream). 
 
 
Fig. 3. Arquitectura PON. [1] [2] 
GPON adopta Multiplexación por División de Longitud de Onda (WDM – Wave-
length Division Multiplexing) para permitir la comunicación bidireccional sobre una 
única fibra óptica. Para separar los tráficos de subida (upstream) y bajada 
(downstream) de las ONU/ONTs en los sitios de los usuarios (CPE – Customer Pre-
mise Equipment) GPON utiliza dos mecanismos de multiplexación:  para la bajada 
los paquetes de datos llegan al usuario por transmisión abierta  (broadcast), para la 
subida los paquetes son transmitidos por Multiplexación por División de Tiempo 
(TDMA – Time Division Multiplexing). En la bajada las tramas GPON (GEM fra-
mes) son identificados por la OLT con el identificador ONU-ID único para cada 
ONT. La OLT multiplexa y transmite los cuadros en modo broadcast para todas las 
ONTs conectadas a ella. Cada ONT reconoce su identificad y procesa solamente los 
cuadros GPON que pertenecen a ella. La estructura de los mensajes utilizados por la 
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arquitectura PON tiene los siguientes componentes: Identificador ONU (ONU-ID): es 
un identificador de 8 bits que la OLT asigna a la ONU durante el proceso de activa-
ción de la misma por medio de mensajes PLOAM, contenedores de transmisión (T-
CONT) que definen los objetos o entidades de la ONU.  Como entidad simple tiene 
un grupo de conexiones lógicas con el propósito asignar ancho de banda de re-
torno/subida (upstream) en la red PON. Para una ONU determinada la cantidad de 
contenedores T-CONT soportados es fija. Las instancias de los contenedores son 
creados autónomamente por la ONU durante su activación. La OLT descubre el nú-
mero de instancias T-CONT soportadas por cada ONU. Tipos de T-CONT que pue-
den ser asignados a un usuario: Type 1: ancho de banda fijo, para servicios sensibles a 
retardos y con alta prioridad, tipo VoIP. Type 2 y Type 3: ancho de banda garantiza-
do, para servicios de video y datos con alta prioridad. Type 4: servicio del tipo mejor 
esfuerzo (best-effort), para servicios de datos tipo internet, de baja prioridad. Type 5: 
servicios mixtos, todos los tipos de ancho de banda. Cada tipo tiene su propio QoS. 
Podemos observar la similitud con los servicios MEF indicados en la Tabla 1. 
La OLT es la responsable de asignar el ancho de banda de retorno/subida (ups-
tream) en las ONUs. Como el acceso a la red PON es compartido el tráfico de retorno 
puede colisionar si es transmitido en forma azarosa. Las ONUs pueden estar disemi-
nadas a distintas distancias de las OLTs y el retardo de transmisión es único para cada 
ONU. Por tanto la OLT mide ese retardo y marca un registro en cada ONU por medio 
de mensajes PLOAM para ecualizar ese retardo respecto de las demás ONUs en la red 
de acceso. Una vez que el retardo fue cargado en todas las ONUs la OLT transmite 
concesiones (grants) a cada ONU con la misma distancia virtual de la OLT por medio 
de la compensación de retardos. La concesión es un permiso para utilizar un intervalo 
de tiempo definido para las transmisiones de retorno. El mapa de concesiones (grant 
map) es recalculado dinámicamente cada pocos milisegundos. Ese mapa asigna ancho 
de banda a todas las ONUs de modo que cada una lo reciba en el tiempo adecuado 
para su uso. Se utiliza TDMA para gestionar el acceso de retorno y, en un determina-
do momento, TDMA asigna espacios de tiempo exclusivos a cada ONU para sus 
transmisiones de retorno. DBA permite que esos espacios de tiempo se expandan o 
contraigan de acuerdo a la distribución de la carga de tráfico de retorno. Está descripta 
en la recomendación ITU G.984.[23] donde se especifica el formato de la trama 
GPON, protocolo MAC, procesos OAM y el método de encriptación. 
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4 Objetivos 
Presentar un modelo de trabajo simple que permita a los usuarios de las tecnologías 
de Internet evaluar en forma normalizada la calidad del servicio de los enlaces de 
comunicaciones, antes de transportar tráfico (RFC2544) o durante el transporte (IEEE 
802.1ag e Y.1731). Al contar con un método normalizado es posible realizar poste-
riormente minería de datos, análisis comparativos y estadísticas sobre una base de 
información obtenida en forma consistente y equivalente.  Es importante tener en 
cuenta las recomendaciones del RFC6815 [26] ya que el ensayo RFC2544 es disrup-
tivo. Como alternativa al RFC2544 existe el Y.1564 para verificar la activación de 
servicio en forma no disruptiva[13]. Los atributos evaluados en el modelo se presen-
tan en la siguiente tabla. 
Tabla 2. Atributos de rendimiento Y.1731 comparados entre enlaces similares ME y PON 
 
 
Estas métricas de la calidad del servicio son indicadores que permiten caracterizar 
enlaces a nivel de capa 2 y conocer las limitaciones de los mismos para determinar el 
nivel de cumplimiento del operador respecto de las expectativas del usuario. Los valo-
res obtenidos van más allá de mediciones con carga de tráfico realizadas con ICMP, 
valores de RTT, BB o BDP en capa 3, que no parametrizan con precisión de microse-
gundos o nanosegundos un enlace, previo al tráfico de datos o durante el tráfico de 
datos. Además, al efectuarse el ensayo a nivel de subcapa MAC aumenta la confiabi-
lidad de los resultados respecto de métricas obtenidas a nivel de capa de red o supe-
riores. Este trabajo también compara los resultados de calidad para 2 tecnologías co-
mo son PON y ME para anchos de banda B factibles de ser tratados en forma similar, 
puesto que la primera hace uso de la división pasiva del tráfico (B compartido, re-
cepcíon abierta de tramas en los CPE) y la segunda hace divisiones activas (B conser-
vado y recepción aislada por CPE). ¿ Por qué es necesario parametrizar con precisión 
un enlace ME o PON ? Porque de acuerdo a las métricas obtenidas podremos confir-
mar si el enlace es apto o no para tráficos del tipo A, B, C o D indicados en la Tabla 
1, para distintos tamaños de paquetes (de 64 a 9600 octetos). Las aplicaciones actua-
les de video, voz y datos disponibles para dispositivos fijos o móviles requieren, ade-
más, evaluar el comportamiento la red con tráfico de tamaños de paquetes mixtos. 
También se observa una tendencia a eliminar el soporte de paquetes más pequeños 
(64 octetos) para evitar una fragmentación excesiva, entre otras razones. En el caso de 
utilizar IPv6 el mecanismo de MTU Discovery nos lleva a asegurar el tráfico de pa-
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quetes grandes en todos los segmentos para evitar que el paquete de menor tamaño 
defina la trama (recordemos que IPv6 no permite la fragmentación en interfaces in-
termedias NNI). En la tabla 3 se observan métricas consideradas para este trabajo. 
Tabla 3. Métricas normalizadas del MEF objeto de estudio para cada caso 
 
 
Las métricas pueden obtenerse también con un ensayo disruptivo como el 
RFC2544 (sin activación de servicio) [25] y con un ensayo no disruptivo con activa-
ción de servicio como el ITU Y.1564 [27]. 
5 Breve análisis de problemas de interoperabilidad encontrados 
En este trabajo se ha verificado entre los problemas más usuales de la tecnología 
PON está la escasa interoperabilidad entre los equipos de distintos fabricantes. Esto 
significa que diferentes ONU/ONT a nivel de CPE no son reconocidos por las OLTs. 
Si bien la mayoría de los fabricantes dice cumplir con las recomendaciones de la ITU 
G.984.x [23] en la práctica eso no ocurre y resulta difícil, que se puedan configurar 
diferentes ONU/ONTs desde una OLTs por medio de OMCI salvo que la identifica-
ción de los modelos y números de serie de las ONU/ONT sean reconocidas. Una al-
ternativa para la configuración es TR069, pero ello requiere de un servidor ACS 
TR069 accesible por capa 3 desde la ONU/ONT a través de la OLT.  Este problema 
de interoperabilidad está casi ausente al utilizar la arquitectura Metro/Carrier Ethernet 
pues la mayoría de los fabricantes adoptaron con adecuada precisión las recomenda-
ciones del MetroEthernet Forum CE 1.0 y CE 2.0 ( y el reciente CE 3.0). 
6 Elección de GPON vs. ME  
¿ Por qué puede ser conveniente adoptar GPON en vez de ME ?  Porque permite 
reducir la cantidad de fibra troncal (una fibra óptica puede dividirse para llegar hasta 
128 CPEs), los puntos intermedios son pasivos y los equipos en sitios de usuarios son 
muy económicos. En ME es necesario llegar con un hilo de fibra óptica punto a punto 
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entre el equipo central de distribución y hasta cada CPE y los punto intermedios son 
activos, salvo que se utilice CWDM  o DWDM, pero a un costo mucho más elevado 
al utilizar módulos ópticos con longitudes de onda de banda angosta. La desventaja 
fundamental de GPON es el alcance limitado por la atenuación inducida en los deri-
vadores ópticos (limitada a 20 km al punto más lejano para su versión más difundida) 
[22][23] y el hecho que se comparte ancho de banda para llegar hasta los CPEs. En 
ME puede entregar al CPE el ancho de banda que desee, limitado solamente por la 
tecnología de los equipos. GPON tiene problemas de escalabilidad por lo que se sue-
len combinan ambas tecnologías: ME/CE para troncales y accesos simétricos de alta 
velocidad GPON para usos generales/domiciliarios. Otro aspecto encontrado en PON 
es la dificultad de las redes privadas virtuales de capa 3 (Ej: OpenVPN) para operar 
en modo TAP (MAC) y reconocer el Ethertype 0x8902 de las tramas Ethernet para 
Y.1731. Esto se ha verificado en este trabajo durante la ejecución del RFC2544 entre 
equipos tunelizados en modo TAP. 
7 Preparación de la maqueta de ensayo 
Para este trabajo se han utilizado 5 x equipos mutipuerto (SFP ópticos y eléctricos) 
ME/Carrier Ethernet 2.0, 1x OLT GPON, 4 x ONT/ONU GPON, 2 x SFP ONU, 2 x 
SFP OTDR, 4 x SFP 1G Ethernet, bobinas de impulso de fibra óptica de 6 km, split-
ters 1x4 + 1x8, instrumental de medición (OTDR  , OLS, OPM), software para gene-
ración y análisis de tráfico (Wireshark, Ostinato, RFC 2544), máquinas virtuales VM 
sobre 3 laptops,  2 x router Ethernet con OSPF y BGP, 3 cámaras de video IP, rack, 
cableado, patch panels, etc. Se destaca que es la primera vez que se utilizan módulos 
SFP OTDR para un modelo de SLA, que permiten obtener una traza de atenuación 
por reflectometría y medir la pérdida por retorno óptico de una fibra óptica. Sobre las 
maquetas de ensayo se han ejecutado configuraciones como las  descriptas en la tabla 
4. utilizando tráfico agregado de video IP junto a datos para evaluar el comportamien-
to de las tramas sensibles a los retardos. Las distancias utilizadas en laboratorio fue-
ron del orden de 6 km de fibra óptica. 
 
Tabla 4. Grupos de aplicaciones de las tecnologías de última milla (FTTx) 
 
IETF, Taller del Grupo de Trabajo de Ingeniería de Internet / Argentina
47JAIIO - IETF - ISSN: 2451-7623 - Página 9
 
 
 
8 Metodología y objetivos  del ensayo de SLA esperado vs. Real 
El ensayo de calidad de servicio definido como SLA busca determinar: 
• Que el ancho de banda disponible es adecuado para los servicios a ejecutar. 
• Que los parámetros de servicio fueron correctamente calculados y que los mismos son res-
petados dentro de los márgenes de error aceptables. (Tablas 1 y 3) 
• Que los valores de ancho de banda se mantienen estables a lo largo del tiempo o que las 
variaciones de los mismos no afectan al servicio en ejecución. 
Se generaron reportes normalizados para contar con una prueba objetiva de los 
puntos anteriores,  obtenidos por medio de metodologías normalizadas y factibles de 
ser repetibles en el tiempo. En este trabajo se eligieron las siguientes herramientas 
para la generación de reportes de calidad de servicio: 
• IEEE 802.1ag, Y.1731 y RFC2544 como metodología de ensayo. 
• Generador y colector de tráfico por hardware bajo RFC2544. 
• Generador y colector de tráfico por software (Ostinato/Wireshark) para ensayar distintos 
tipos de tráfico. 
• Una red CE y una red PON como infraestructura de transporte, en laboratorio, con control 
absoluto de la capa 2. 
• Enlaces de internet domiciliario para análisis de SLA comparado y utilizando las mismas 
herramientas sobre túneles configurados en modo puente con transporte de direcciones 
MAC. 
La configuración de los MEP se realizó manualmente sobre cada equipo demarca-
dor de servicio en base a los parámetros sugeridos por el MEF. El MEP es un punto 
extremo de la entidad a gestionar (en general un puerto de un switch ME) y el MIP es 
un punto intermedio. Para una explicación detallada ver [20]. A cada MEP se los 
identifica por medio de un valor numérico entero asociado a su dirección MAC y y 
definen conexiones entre todos los MEP y MIP lineales (EPS) o en forma de anillo 
(ERPS). Por cada uno de los MEP/MIP circulan las tramas 0x8902 es posible trazar 
todas las conexiones (Link Trace) y generar patrones de señales de testeo de distinto 
tamaño (bloques de 64 a 9600 octetos) con patrones de 0s, 1s ó 10101010, secuencia-
dos o no. Más adelante se presentan algunas gráficas de los resultados obtenidos sobre 
enlaces domiciliarios activos y sobre los ensayos sobre redes de laboratorio,  que 
muestran las diferencias de comportamiento. 
 
 
 
 
 
 
 
Para las figs. 6 y 7 (enlaces Ethernet regulares, no ME ni PON) observamos raíces 
cuadradas de varianzas elevadas lo que implica retardos muy dispersos ocasionados 
por un tráfico compartido muy variable con picos extremos ocasionados por micro 
Fig Dev Prom Min Max Var**1/2 Med 
6 196 124 35 2262 180 53 
7 159 134 21 2797 211 62 
8 6 26 18 114 6 25 
9 28 47 32 250 28 38 
Tabla 5. Valores de Desviación, 
Promedios, Mínimos, Máximos, Raiz 
de Variancia y Mediana para los 
retardos de las Figuras 11 a 13 
(Valores en ms) 
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interrupciones del servicio. Para las figs. 8 y 9 (enlaces PON) observamos un compor-
tamiento más estable de los retardos aunque relativamente elevados para una distancia 
de 6 km debido a la asignación de espacios de tiempo para la regulación del tráfico. 
Los picos esporádicos son ocasionados por la saturación de los almacenamientos tem-
porarios. Las tramas variables tienen mayor retardo promedio que las no variables, lo 
cual se corresponde con lo esperado. Para casi todos los casos los valores superan las 
recomendaciones del MEF [Tabla 1.] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 6. Resultado de ensayo aplicando los métodos descriptos utilizando RFC2544 
 
 
 
Fig. 6. Traza de retardos sobre enlace  
domiciliario no tunelizado 
Fig. 7. Traza de retardos tunelizados en enlace 
domiciliario tramas de 1524 octetos y varia-
 
 
Fig. 9. Traza de retardos no tunelizados para 
tramas de 1524 octetos 
 
Fig. 8. Traza de retardos no tunelizados tramas 
variables 
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Fig. 10. Resultado de un RFC2544 sobre enlace de Fibra Optica de 6 km para 2 tamaños de 
tramas. Sobre equipo CPE Standard TN3290 CE 2.0. Valores en microsegundos. 
Aquí se observan las diferencias de valores de retardo entre un enlace simétrico 
ME medido con RFC2544 en condiciones ideales y uno PON con tráfico de datos y 
video con respecto a los retardos. Los valores máximos (0.073 ms y 0.138 ms)  son 
muy inferiores al de 28 ms obtenido en una de las muestras. De todas formas hay que 
tener en cuenta que la medición de RFC2544 nos muestra la capacidad máxima que 
podría entregar un enlace para distintos tamaños de paquetes, no la capacidad efectiva 
real que involucre procesamiento a distintos niveles. Para este caso con Y.1731 obte-
nemos da valores más cercanos a los registrados anteriormente. Ver Fig.11. 
 
 
 
Fig. 11. Medidas de retardos por medio de Y.1731 
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9 Conclusiones 
Se ha demostrado que la modelización normalizada es factible de realizar con 
equipamiento común que cumpla con las recomendaciones del IEEE, MEF y la ITU 
(IEEE 802.1ag, Y.1731, RFC2544, etc.). Este modelo pone al alcance de los usuarios 
de servicios de comunicaciones un método standard para determinar si el servicio 
ofrecido es apto para los requisitos de cada aplicación en particular, especialmente 
aquellas que requieren limitar la variación de retardos. Los valores obtenidos en enla-
ces domiciliarios basados en enlaces asimétricos por Ethernet y DOCSIS no presenta-
ron métricas adecuadas para asegurar SLA y se alejan de los requisitos de un 
RFC2544. Los valores más adecuados se obtienen al utilizar Metro Ethernet (varian-
cia leve) o xPON (GPON). Para todos los casos se utilizaron enlaces del orden de 6 
km para las pruebas y mediciones. Se ha observado que es necesario incorporar el 
reconocimiento de tramas OAM en aplicaciones para el tunelizado en modo puente 
(bridge) o TAP tales como OpenVPN™. El autor no ha encontrado bibliografía que 
analice o tenga en cuenta este tema. Se demostró la falta de interoperabilidad entre 
OLTs y ONT/ONUs de distintos fabricantes que afirman cumplir con las recomenda-
ciones de la ITU G.984. Se destaca el ensayo RFC2544 es para evaluar el rendimiento 
de un enlace bajo exigencias máximas, por lo que no pueden ser realizados en redes 
en producción ya que pueden ser dañinos para la performance del tráfico. Para con-
cluir, contar con herramientas que permitan modelar la calidad de servicio en tiempo 
real es un elemento clave para comprender cómo están funcionando las redes y qué se 
puede obtener de ellas, con certeza. 
10 Trabajos Futuros 
Ampliar el modelo para ensayos simultáneo en ambientes mixtos ME y PON. Rea-
lizar análisis estadístico de los resultados obtenidos. Investigar la propagación de 
tramas OAM, CCMs, MEPs y MIPs cuando los equipos intermedios no sean de grado 
ME/CE.  Desarrollar este modelo para su uso bajo el protocolo Netconf [30].  
Todas las configuraciones de las maquetas y los resultados obtenidos están dispo-
nibles para su análisis. Solicitarlos a: javierouret@uca.edu.ar. 
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