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The paper is concerned with the numerical solution of the initial 
boundary value problem for a class of multi-dimensional parabolic partial 
differential equations. In particular the time-integration of semi-discrete 
equations is investigated. An attempt is made to develop integration formulas 
being computationally attractive and of high accuracy, while possessing 
unconditional stability properties. To that end iterated defect correction 
is applied to the LOD method. The convergence properties of this process 
are investigated. Numerical experiments are reported. 
KEY WORDS & PHRASES: Numerical analysis, Parabolic partial differential 
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*) This report will be submitted for publication elsewhere. 

I • INTRODUCTION 
Let n denote a bounded and path-connected region in the k-dimensional 
(x 1, ••• ,~)-space with sides parallel to the coordinate axes. Let on be the 
boundary, and consider the parabolic partial differential equation of the 
non-linear type 
(I.I) 
defined in the product set (O,T] x n. Let a boundary condition be given in 
the form 
( I. 2) 
(t,x1, ••• ,~) E (O,T] x on, un normal derivative, and assume an initial 
function is given at t = 0. In this paper we are concerned with the numeri-
cal solution of this initial boundary value problem when brought in an 
explicit, semi-discretized form, i.e., we primarily discuss the numerical 
integration of the system of ordinary differential equations 
( I • 3) y' = f(t,y), t E (O,TJ, y(O) = y0 , 
being obtained from discretizing the space variables in (I.I) - (I. 2). In 
particular it is assumed that f satisfies the linear splitting relation [10] 
( 1 • 4) 
k 




where each splitting function f. approximates the operator F., which contains 
l. l. 
only 1:;1ace derivatives with respect to the variable x .. This assumption can 
l. 
always be satisfied by semi-discretizing on a rectilinear grid with grid 
lines parallel to on. It is further assumed that in each direction we have 
a 3-point coupling at internal grid points and a 2-point coupling at points 
nearest to the boundary. This can be achieved by using 3-point synrrnetrical 
finite differences at internal grid points and 2-point or 3-point non-
synnnetrical finite differences at the other points [7]. In many cases it is 
2 
also possible to satisfy our assumption with a finite element sem1.-
descritization [2]. 
The paper has been written in order to investigate the application of 
iterated defect correction [3, 9] to the locally one-dimensional splitting 
formula [10, 14] 
( 1 • 5) 1. = l(l)k, 
Y.v+ 1 = y (k) ' 
In this one-step integration formula T = t 1 - t denotes the steplength v+ V 
and y denotes an approximation to the exact solution y(t) of (1.3) at 
V 
t = t . It is easy to see that the order of consistency of (1.5) is equal 
V 
to 1 for every splitting (1.4). Observe that if k = 1, (1.5) reduces to the 
implicit Euler formula. For clarity, throughout the paper parenthesized 
subindices refer to intermediate results and not to approximations at step 
points t . 
V 
The purpose of the investigation is to find integration formulas for 
sys terns ( 1 . 3) - ( 1 . 4) , which are more accurate than the LOD formula (1 . 5) 
and which possess its attractive uneonditiona.Z stability property [IO, 14], 
as well as its advantage of being computationa,"l"ly attractive (per integra-
tion step). The idea of iterated defect correction, when applied to (1.5), 
may lead to such integration formulas. 
In our investigation we adopt the approach followed by Frank & 
Ueberhuber [3]. They investigated iterated defect correction for the 
efficient solution of stiff systems. Their basic formula is implicit Euler. 
Because our splitting formula is closely related to implicit Euler, 
many of their results carry over. 
2. SOME PRELIMINARIES CONCERNING THE SPLITTING FORMULA 
For future reference we discuss some properties of the splitting 
formula (1.5). When applied to linear systems (1 .3), 1..e. 
(2. I) y' = Jy, 
k 
J = I 
i=I 
J.' 1. 
J and J. constant matrices, (1.5) reads 1. 
(2. 2) Yv+I = Ryv, 
where the amplification matrix R is given by the formal relation 
(2. 3) R = 
k -I 
TT (I - TJk . I) . 
i=I -1.+ 
We shall use the notation R for the amplification matrix (2.3), but also 
k for the function R: t + ~, 
3 
which is called the stability function of the LOD formula [10]. It will be 
clear from the context, whether the amplification matrix, or the stability 
function is meant. 
In the discussion of IDEC (iterated defect correction), we consider 
systems of the special type 
(2.4) y' g(t,y) = f(t,y) + d(t), 
f satisfying (1.4) and d(t) being the defect function. For these systems 
we define the splitting functions g. by 1. 
gl (t,y) = f I (t,y) + d(t), 
(2.5) 
g.(t,y) = f.(t,y), 1. 1. 1. = 2(1)k. 
For systems (2.4) - (2.5) formula (1.5) then yields 
(2.6) Y(i) = y(i-1) + Tfi(tv+l'y(i))' 
Yv+I = y(k)' 
i = 2(1)k, 
4 
For the linear system 
(2. 7) y' = Jy + d(t), 
(2.6) reduces to 
k 
J = I 
i=l 
(2. 8) y l = R[y + Td(t +l)J. V+ V V 
J.' 
1. 
Observe that if the implicit Euler method is applied to (2.7), we have 
(2.9) 
Because of the fact that d(t) is added to the first splitting function f 1, 
(2.8) and (2.9) only differ in the amplification matrix. 
In case of non-linear problems the calculation of y(i)' i = l(l)k, in 
formula (1.5), or (2,6), involves the solution of a system of non-linear 
equations. In actual applications it is of no use to solve these systems 
very accurately, as the LOD formula is only of first order. At each stage 
1. we perform I Newton-type iteration with predictor y (i-l). Formula (I .5) 
is then replaced by 
(2. IO) 1. I (I )k, 
Y,J+l = y(k)' 
-
where J. are 1~ridiagonal matrices approximating the partial derivatives 
1. 
af./ay at the point (t ,y ). A similar formula then replaces (2.6). If the 
1. V V 
problem is linear, i.e. af./ay constant, J. is always assumed to be equal 
1. 1. 
to this constant derivative. We now proceed with formula (2.10), and the 
similar formula replacing (2.6). Formula (2.10) is also first order con-
sistent, and is identical to (1.5) for linear equations (2.1). 
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3. THE IDEC-PROCESS FOR THE SPLITTING FORMULA 
In this section we shortly describe the IDEC for the splitting formula 
(2.10). Details are omitted, as these are clearly discussed in [3]. For 
convenience we employ the same notation. 
Let the solution of (I .3) be required on the interval [O,T]. Introduce 
the sequence of subintervals [H.,H. 1], not necessarily equidistant, where ]_ 1.+ 
H = 0 and H· = T for a suitable integer 1. We now restrict the dis-
0 l.max max 
cussion to the first subinterval [O,H 1], on which we define the equidistant 
step points 
(3. I) t 
V m 
v = I (I )m, 
where I ~ m ~ 4. For practical reasons we do not consider values of m > 4. 
Let j denote the iteration index of the IDEC. The process then consists 
of the following steps: 
1°. Set j = 0. Apply the 
0 
to obtain the row n 
splitting formula (2.10) to (I .3) on the grid (3.1) 
[ 0 OJ f . . 0 h n0 , ... ,n o approximation vectors n . Te m V 
0 
vectors nv+I' v = O(l)m-1, are thus defined by the scheme 
(3.2) 
0 where n0 
- -I 
= 1/J ( i - I ) + T ( I - T Ji) f i ( t v+ I ' 1/J ( i - I ) ) ' 
0 
nv+ I = 1/J (k) · 
y O and T = HI /m. 
2°. Define the defect function 
(3. 3) 
]_ l(l)k, 
where pJ (t) 1.s the vector polynomial of degree ~rn int,erpolating nJ, i.e. 
(3 .4) pJ ( t ) 
V 
v = O(l)rn, 
6 
and compute the defects 
(3 .5) v = l(l)m. 
3°. Apply the: splitting formula (2.10) on the grid (3.1) to the initial 
value problem 
(3.6) y' = f(t,y) + d3 (t), t > O, y(O) = y0 , 
. . 







ii\ 1) = 
-· 
1/J' (i) = 





1TJ -1 j dj(tv+l)J, + T (I - TJ 1 ) [ f 1 ( t T+ 1 '1T) + \) 
- - -1 -
1/J(i-l) + T(I-TJ.) f.(t 1'1/JC 1)), l. i i v+ i-
-
1/J (k), \) = 0 (1 )m-1, 
compute the (j + 1) -th approximation row n 
j+l 
5°. Increase j and proceed with 2e. 
= 2(l)k, 
by 
We apply the focal connection strategy [3], i.e., after the last itera-
tion step on [O,H 1] we simply repeat the whole process on [H1 ,H2], and so 
on. 
The polynomial Pj(t) need not to be calculated explicitely. Its value 
and derivative values are only required at step points t, where P3 (t) = . \) \) 
n3 • The value.s (PJ)' (t ) are easily determined from differentiation of 
\) \) 
Lagrange's formula [l, p. 878]. In our case we obtain weighted sums of the 
type 







w pJ(t ), 
VK K 
\) = 1 (1 )m, 
7 
w constant. Form~ 4 these weights are given in [l, p. 914]. 
VK 
4. THE FIXED POINT OF THE IDEC 
Again we consider the IDEC on the first subinterval [O,H1]. Its fixed 
point is characterized by the following theorem which is the analogy of 
theorem 4.1 in [3]: 
* * THEOREM 4.1. Let n0 = y0 . The row n = [n0 ,.,.,nmJ is a fixed point of the 
IDEC based on the splitting formula (2.10), iff 
* d (t) = O, 
V 
v = l(l)m, 
where 
* * * d (t) = (P )'(t) - f(t,P (t)), 
* * and P (t) interpolates n. 
The proof of this theorem is analogous to the proof of the corresponding 
theorem in [3]. The fact that our IDEC is based on formula (2.10), and not 
on implicit Euler, is of no importance for the proof. 
From this theorem it follows that if the IDEC is iterated until con-
vergence, we in fact apply the polynomial collocation method corresponding 
to the step points (3.1), which, in turn, may be interpreted as the fulZy 
implicit Runge-Kutta method (see e.g. [5, 13] and appendix l of [12]) 
(4.1) v = l(l)m. 
The coefficient matrix W = (w ) l(l) is the inverse of the weight matrix VK v,K= m 
W = (w ) • If m > I, methods of this type are also called block 
VK V,K=l(l)m * 
methods. Each result n ism-th order consistent, i.e. the local truncation 
V 
errors are of order m+l in T, If m = I, (4.1) represents'the implicit Euler 
method. An important feature of these methods is that they possess attrac-
tive stability properties for the integration of semi-discrete parabolic 
equations. When applied to the stability test-model 
8 
(4. 2) s' = >..s, t > 0, 
* each scalar nv can be expressed as 
(4. 3) z = mT>.., 
~ being a rational function satisfying 
V 
(4.4) ~ (z) ~ 1/z, Re(z) + -~. 
'\) 
A E a;, 
The stability function of the method is ~ • Stability regions {z E cj I~ (z) I < m m 
< 1} form~ 10 are given in fig. 6 of [3]. All regions contain the whole 
negative axis and the greater part of the negative half-plane. In case of 
parabolic equations the >..-values are usually situated in a long narrow 
strip around the negative axis. As a consequence, formulas (4.1) possess un-
conditional stability properties for semi-discrete parabolic equations. The 
fact that~ (z) ~ 1/z, Re(z) + -~, is of importance for the convergence of 
V 
the IDEC. We return to these points in section 6. 
5, THE ORDER OF CONSISTENCY OF THE ITERATES 
General results concerning .the order of consistency of IDEC iterates 
for one-step Runge-Kutta methods are given in Frank & Ueberhuber [4]. They 
show that if the order of consistency of the basic method is equal top, 
the order of each IDEC iterate nj equals min(p(j+1),m). Hence, if p = 1, the 
V 
order of consistency equals min(j+1,m). The results of Frank and Ueberhuber 
are proved using the theory of asymptotic expansions. If mis not too large, 
say m ~ 4, it is feasible to obtain this result in a more direct way, viz. 
by using elementary Taylor expansions. In this way it can be shown that if 
the basic formula is (2.10), the order of consistency of nj is also equal 
V 
to min(j+1,m), v = 1(1)m. We did not investigate whether the theory of 
Frank and Ueberhuber can be used in our situation, 
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6. CONVERGENCE OF THE IDEC 
We investigate the convergence for linear equations of the type (2.1), 
i.e. 
(6. 1) y' = Jy, 
k 




Again we consider the IDEC on the first subinterval [O,H 1]. When applied to 
(6.1), the IDEC may then be interpreted as the recurrence relation 
(6. 2) 
f h f ' ' ~j [ j j ]T h V ' .or t e vector o approx1.mat1.on vectors n = n1, ••• , nm , w ere 1.s a 
constant m-block vector of length mn and Sa constant mxm-block matrix of 
order mn, if n is the order of J. 
LEMMA 6.1. Let R be given by (2,3). Let S , 1 s v,K s m denote the (v,K)-th \IK 
bZoak of Sand Vv3 v = l(l)m3 the v-th bZoak of v. Then 
\) 
w Rv+l-µ s = - I s \) < K s m, \IK µ=l µK ' 
(6. 3) 
\) 
Rv+l-µ + Rv+l-K,J, s = 0 I - I w \IK \IK 
µ=1 µK 
SK S \IS m, 
where o is the Ja>oneake~-syrriboZ and the weights w are given in (3.9). \IK µK 
The proof of this lemma is completely analogous to the proof given in [3, 
appendix l], Obviously, we have convergence if the speatraZ radius 
(6.4) o(S) < 1. 
To be able to investigate this spectral radius in a systematic way, we now 
impose the additional restrictions: 
10 
(6.5) 
1°. The mat.,,.,,'nes J ~-- th ' t ~~v i Sr1,U,.L•e e same e~gensys em~ 
0 
2 • The matriaes Ji are symmetria and negative definite. 
In fact, we now consider the test-modeZ being usually investigated in the 
stability analysis of splitting methods [10]. 
Let X denote the eigensystem of J, and let A and A. be the diagonal 
]. 













J. = XA.X • 
]. ]. 
X being the mxm-block diagonal matrix consisting of the blocks X, and S the 
2 -I mxm-block matrix consisting of them diagonal blocks S = X S X, 
VK VIC 
v,K = I (l)m. The diagonal blocks S are in fact defined by (6.3), if in 
VK 
the expressions J is replaced by A. Hence, if A denotes an eigenvalue of J, 
then 
(6 .8) cr(S) = cr(S) = max cr(EA), 
A 
EA being the mxm-matrix defined by expressions (6.3), if J is replaced by A 
and the matrix (2.3) by the scalar expression 
(6.9) 
k 





where Ai is the corresponding eigenvalue of Ji, i.e. A = A 1 + ••• + Ak. For a 
given A, the eigenvalues A1, ••• ,Ak are defined by the splitting of J. In the 
sequel we denote z = TA and z. = TA,. 
1 ]. 
We now proceed with the investigation of cr(E,) for z < O, z. < O, 
I\ ' ]. 
i = l(l)k, and arbitrary splittings 
simple case m = I. We then have (in 
z = z 1 + ••• + zk. Let us begin lvith 








z. ) / TT (1-z.) • 
1 • l 1 1= 
It is easily seen that 0 < o(EA) < 1 for z. < O, provided k ~ 2, More pre-
1 
cisely, if all z. ➔ 0, then o(EA) ➔ o. On the other hand, if all z. ➔ -oo 
1 1 
, 
then o(EA) ➔ 1. 
If m > 1 , explicit expressions for o(EA) are not available. For the 
two limit cases we have the following theorem: 
THEOREM 6.1. a) For aZZ m ~ 1 and k ~ 2 there hoZds: lim o(EA) = 0 for 
z. ➔ O, i = l(I)k. 
1 
b) For aZZ m ~ 1 and k ~ 2 there hoZds: lim o(EA) = 1 for zi ➔ - 00 , i = J(l)k. 
PROOF. a) The elements of E~ depend continuously on z .. If z. = O, 1 = l(l)k, 
· A 1 1 
is substituted, we obtain the matrix S (O) investigated in theorem 5.1 of 
m 
[3]. That theorem states that o(S (O)) = O. 
m 
b) If all zi ➔ - 00 , then R(z 1, •.. ,zk) and zR(z 1, ••• ,zk) both tend to zero. 
Hence, if all zi ➔ - 00 , the matrix EA tends to them-th order unit matrix. 
This property holds for all k ~ 2, D 
REMARK. In theory, iterated defect correction can also be applied to other 
types of splitting methods, e.g., alternating direction methods. The stabil-
ity functions R(z 1, •.• ,zk) of such methods, however, do not vanish at infin-
ity (see [10]). Consequently, for such methods no IDEC convergence shall 
occur. 
Let us now temporarily assume that indeed o(EA) < 1 for zi < O, i = 2(1)k 
and m ~ I. It then follows fron1 the preceding theorem that for small nega-
tive z.-values a rapid IDEC convergence will occur, whereas for the larger 
1 
ones the convergence is expected to be slow. We shall consider this point 
in more detail. The initial approximation ~o in (6. 2) reads n 
(6.11) 
~* where R is defined by (2.3). The fixed point, say n , is defined by (6.2), 
i.e. 'n* = (I - S)- 1v. In section 4 it was pointed out that, in case of equa-
tion (6.1), the v-th fixed point vector 'n* can be expressed as 
V 
12 
( 6. I 2) v = 1 (I )m, 
¢ being the rational function of expression (4.3). Hence, the v-th initial 
_v • ~o ~* ~o 
iteration error, say e: = n - n , reads 
\) \) \) 




As ¢\i(z) ~ 1/z, z + - 00 , components of X y0 belonging_to large negative 
A-yalues are ciamped. Often, these components (approximations to Fourier co-
efficients belonging to higher harmonics, see the example) are already 
small in the initial vector y0 . Hence, at least in the initial phase of the 
iteration, it is expected that the decrease of the iteration error 
~j r~j Nj 
e: = LE , ••• ,E ], satisfying 
I m 
';:'J = sj~O 
c- e: ' 
is governed by the small zi-values. Unfortunately, the speed of convergence 
decreases if j increases. This is due to the fact that during the iteration 
;j tends to lie in subspaces spanned by dominant eigenvectors of S. For 
these eigenvectors the convergence is slow. Consequently, it is of no use 
to perform a large number of iterations. We illustrate this phenomenon in 
the example at the end of this section, 
For k = 2 and m = 1 (1)4, we computed o(EA) numerically at the set of 
points (z 1,z2), zi = -l/4, l = 0(1)80. Observe that EA(z 1,z2) = EA(z2 ,z 1). 
All computed cJ are smaller than one. For almost all fixed values of z 1, the 
maximal a is found for z 1 = z2 . These maximum values are eiven in fig. 6.1 
which shows that for small z-values the speed of convergence decreases with 
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An illustrative example 
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fig. 6.1. maximal a-curves 
-5.00 
0 o.oo 
Let the integer N ~ I, and denote h = 1/(N+l). Let equation (6.1), 
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with k = 
on (O,T] 
function 
2, originate from semi-discretization of u = ux x + ux x , defined 
t 1 I 2 2 
x {(x1 ,x2) IO< x 1 ,x2 < l} with u = 0 on the boundary and initial 
s(x1,x2). Assume that the semi-discretization has been performed 
on a uniform grid of size h with second order symmetrical finite differences. 
The LOD matrices J 1 and J 2 are then given by J 1 =I® A, J 2 =A® I, where 





• .I ·-2 •• 1 
-2 
14 
and the symbol® denoting direct product as defined in [6, p. 216] (a dis-
cussion of the test-model can be found in appendix 2 of [12]). For the 
present matrices J. restrictions (6.5) are easily checked. The eigenvalues 
l. 
of both J 1 and J 2 equal 
(6.16) 4h-2 . 2 j1rh - S l.n 2 , j = I(I)N. 
Let y[l](t) denote the l-th component of the solution vector y(t). Then we 
have 
(6. I 7) Y[c+(r-I)N](t) = ~ -2 . 2 i1rh . 2 j,rh l aiJ' exp{-4h [sin - 2-+ sin - 2-Jt} * 
i ,j=l 




\ [c+(r-I)N] . (' h) . (" h) l Yo Sl.n l.1TC Sl.n J1Tr , 
c,r=I 
[c+(r-I)N] ( h h) where Yo = s C ,r . The coefficients a .. are in fact the compon-l.J -I 
ents of the vector X Yo of expression (6.14), and approximate the exact 
Fourier coefficients 
I 
aij = 4 I I s(x1,x2)sin(i1rx1)sin(j1rx2)dx1dx2• 
0 0 
Hence, if la .. I decreases slowly with i and j, the convergence is also 
l.J 
expected to be slow, even in the initial phase. 
To get some insight in the convergence behaviour of the IDEC, we did 
some experiments for the special initial function [14, p. 127] 
(6. 18) 
sin 1rx1 sin 1rx2 
s (xi ,x2) = --------....,2::-----------,:-2-, 
(I-2ex cos(1rx1) +ex )(I-2ex cos(1rx2) +ex) 
2 ex < I, 
where a .. = exj+j-z. If ex+ I, we expect that the convergerice becomes slower. 
l.J 
We applied (6.2) form= 1(1)4, each time on 4 subintervals [O,H1] = [0,mT] 
for ex= 0,0.1 and 0.5. In table 6.1 we listed the number of iterations 
necessary to satisfy 
15 
(6.19) 
e being given in the table. In all experiments N = IO, i.e. h = I/II. As 
a consequence, the values z 1 = -4.h-2sin2 (jTih/2), j = l(l)N (see fig. 6.1) 
are approximately lying between -TI2T and -484 •• The number -TI2 approximates 
the smallest eigenvalue (6.16). If only the first harmonic is present in 
the initial function, i.e. a= 0 in (6.18), the speed of convergence is 
completely determined by the product of T and this smallest eigenvalue. 
It should be observed that in this experiment the initial error EO varies 
with T and m. 
T = 1/10 T = 1/20 T = 1/40 T = 1/80 
m ~ 10-2 10-4 10-6 10-2 10-4 10-6 10-2 10-4 10-6 10-2 10-4 10-6 
0.0 3 6 9 2 4 6 2 3 5 I 3 4 
I 0. I 3 7 14 2 5 10 2 4 7 2 3 5 
0.5 4 16 49 3 12 32 3 9 21 2 6 13 
o.o 2 7 11 2 6 8 2 4 6 2 2 5 
2 0. I 2 7 14 2 6 10 2 5 8 2 3 6 
0.5 3 13 44 3 10 29 3 8 20 2 6 14 
0.0 3 7 12 3 6 10 2 5 7 2 4 6 
3 0. I 3 7 13 3 6 10 3 5 8 2 5 8 
0.5 3 I I 40 3 9 27 3 8 19 3 7 13 
0.0 3 8 13 3 7 I I 2 6 9 2 5 7 
4 0. I 3 8 13 3 7 12 2 6 I I 2 5 9 
0.5 3 10 37 4 9 25 4 9 17 3 8 13 
Table 6.1. Results of convergence experiment. 
The results of the convergence experiment show that, despite the damping as 
pointed out in (6.14), the IDEC is rather sensitive with respect to the 
higher harmonics. The experiment also shows that mostly the speed of con-
vergence decreases with the number of iterations (provided a~ O). Because 
of these 2 unwanted phenomena, it seems of less use to apply the IDEC while 
iterating until convergence. In the next section we therefore discuss some 
16 
more experiments being performed with a fixed number of iterations, viz. 
m-1. In this approach we fully rely on the order of the formulas. 
7. NUMERICAL EXPERIMENTS 
7.1. The examples used 
We shall report numerical results for 3 examples of initial boundary 
value problems for 2-dimensional equations of type (I.I), i.e. 
(7. I) 
The equations have been chosen from 2 test families of parabolic problems 
suggested in [11]. We first list the two families (in reduced form), and 
then the 3 examples. In all examples (7. I) -is assumed to be defined on 
(O,I] x {(x1,x2) IO< x 1,x2 < I}. For simplicity, we confined ourselves to 
Dirichlet boundary conditions. 
First family 
(7. 2) 
F 1 ( t , x 1 , x2 , u, u , u ) 
XI XI XI 
2v = u [ux1x 1 + a(t,x1 ,x2)J + g(t,x1 ,x2), 
2v 





F1(t,x1,x2,u,u ,u ) lu 
u - 2ulu, = u 
XI XI XI xlxl 2(l+t) 
(7. 3) 
F2(t,x1,x2,u,u ,u ) = lu u ' x2 x2x2 x2x2 
with solution 
Example I. The first example, being linear, is defined by equations (7.2) 
with v = 0 (the initial and boundary conditions were obtained from the 
exact solution). 
Example 2. The second example is defined by equations (7.2) with v = I, 
hence it is non-linear. 
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Example 3. The third example, also being non-linear, is defined by equations 
(7.3). 
The problems were semi-discretized on a uniform grid, using second 
order symmetrical finite differences, with grid size h = 1/(N+l), N = 19. 
The boundary expressions, appearing in the ordinary differential equations 
for the internal grid points nearest to the boundary, were evaluated at 
t = t 1 (see formula (2. I 0)). Note that the space errors for examples I - 2 v+ 
are equal to zero. 
7.2. The algorithms used 
The basic formula for our IDEC is (2.10) with k = 2. The tridiagonal 
matrices J1 and J2, approximating the partial derivatives af 1/ay and a£ 2/ay 
at the point (t ,y ), were computed using first order finite differences. 
V V 
In case of non-linear problems, this computation was performed only at the 
beginning of each IDEC step, hence at the step points tlm' l = 0,1, •..• 
As discussed in the previous section, it is of no use to perform a 
large number of IDEC iterations. Consequently, we applied the technique 
with a fixed number of m-1 iterations, so that the order of consistency of 
the resulting algorithm is equal tom. Observe that form= I we thus applied 
the LOD formula (2.10) with k = 2. 
To be able to compare the results of the various algorithms we need a 
measure, say ce , for the computational effort per integration step of 
m 
length T. It is convenient to express ce in the effort of the LOD method. 
m 
Therefore, we, set ce 1 = I. We now assume that the effort of I IDEC itera-
tion, using m points, is equal to 2 * m * ce 1 = 2m. This is justified by the 
observation that the defect calculations require the evaluation of a deriva-
tive and a we,ighted sum (3. 9). Consequently, we have ce = 2m-l. The compu-
m 
tational labour involved in the calculation of the matrices 11 and 12 has 
been left out of consideration. For non-linear problems this favours the 
schemes where mis small, especially the LOD formula, because it integrates 
with matrices being updated every integration step. This will influence the 
accuracy and stability of the formula. 
7.3. The results 
The 3 examples were integrated with all algorithms, i.e. with m = 1(1)4, 
for T = 1/12. 1/24, 1/48, 1/96. In the tables of results one finds, for 
t = 0.5 and t = I, 
ae = - 101og(maximum over all grid points of the absolute 
errors at the point t), 
see 
m 
ce * t/T. m 
In the tables the symbol* means instability. 
~ I 
1/12 1.73,6 
1/24 I . 94, I 2 
1/48 2.18,24 
1/96 2.46,48 
Table 7.1 (ae,sce) - values for example 1. 
m 
t = 0.5 t 
2 3 4 I 2 
2.13,18 2.43,30 2.73,42 0.96,12 1.36,36 
2.51,36 2.89,60 3.12,84 1.16,24 1. 76, 72 
2.87,72 3.27,120 3.49,168 1.42,48 2. 15, 144 
3.21,14413.67,240 3.92,336 1.69,96 2.51,288 
= I 
3 









Table 7.2 (ae,sce) - values for example 2. 
m 
t = 0.5 t 
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= 1 
~ 1 2 3 4 1 2 3 4 
1/12 1.67,6 
1/24 1 • 83, 1 2 
1/48 2.06,24 
1/96 2.34,48 
0.83,18 * ,30 * ,42 0.36,12 * ,36 
1.97,36 * ,60 * ,84 0.99,24 * ,72 
2.57,72 2.53,120 1.60, 168 1 .25,48 * , 144 
2.95,144 3.37,240 3.69,336 1.49,96 1. 72,288 
Table 7.3 (ae,sce) - values for example 3. 
m 
t = 0.5 t 
* ,60 * ,84 
* , 120 * ,168 
* ,240 * ,336 
* ,480 * ,672 
= 1 
~ 1 2 3 4 1 2 3 4 
1/12 1.67,6 2.07,18 2.39,30 1.50,42 1.76,12 2.17,36 2.50,60 * ,84 
1/24 1.89,12 2.39,36 2.74,60 2.97,84 1.98,24 2.48,72 2.84,120 3.06,168 
1/48 2.13,24 2.71,72 3. 10, 120 3.34,168 2.22,48 2.81,144 3.21,240 3.45,336 
1/96 2.39,48 3.05,144 3.52,240 3.78,336 2.48,96 3.15,288 3.63,480 3.89,672 
The results of the computations, given in tables 7.1 -7.3, clearly in-
dicate that the following conclusions are justified: 
le. For non-linear problems the IDEC formulas are less stable than the LOD 
formula. This conclusion is justified by the results for example 2, and 
the result for example 3 obtained for.= 1/12 and m = 4. We emphasize, 
however, that the LOD formula updates the Jacobian matrices every inte-
gration step. In practice this is very costly and will seldom be done. 
Nevertheless, if the updating is not performed every step, it is still 
expected that the LOD formula is more stable. 
2e. In case of stable computations the results become better with increasing 
m. This can be immediately verified by putting the (ae,sce )-values of 
m 
examples 1, 3 in an accuracy-efficiency diagram. Between succeeding 
values of m the improvement is not large. If we compare the results 
obtained form= 4 with the results obtained by the LOD formula, how-
ever, the improvement is significant. Let us, for example, consider the 
20 
results given in table 7.1 fort= I. Now, if we assume that further 
halving the stepsize in the LOD formula also halves the error - for T 






3. 19, 3072 
It is innn.ediately seen that the corresponding m = 4 - results are signi-
ficantly better. 
3e. The order of consistency of the IDEC formulas cannot be recovered from 
the results (note that in example 1 the space errors are equal to zero; 
further, from the experiments described below it can be seen that in the 
errors of table 7.3 the time integration errors clearly dominate). To 
indicate that this phenomenon is probably not due to the defect correc-
tion, but inherent in the collocation schemes~ we performed two further 
experiments. We integrated examples 1, 3 with them= 4-formula, using 
T = 1/24, 1/48 and 1/96, but now performing 10 IDEC iterations in 
order to obtain a numerical approximation more closely to the colloca-













All errors are significantly smaller than the corresponding errors of 
the preceding experiments. Again, however, the order p = 4 can not be 
recovered (this will be the case after an unacceptable decrease of T). 
As in all computations the inequality II Tl 1 O - Tl 911 < 10-ae, v = 1 ( 1) 1 /T, 
\) \) 00 
was satisfied, we believe that the effective order of the collocation 
schemes itself - when applied to semi-discrete parabolic equations with 
realistic stepsizes - is significantly smaller than the theoretical 
order. The reader should observe that this conclusion is in disagree-
ment with the results reported in [3, section 6]. 
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Sunnnarizing our conclusions: when compared with the basic LOD formula 
the IDEC formulas are more efficient, especially the higher order ones 
(provided they remain stable when integrating non-linear problems). A dis-
appointment is that the effective order of the formulas is significantly 
smaller than the theoretical order when considering realistic stepsizes. 
Because this may imply that the additional computational effort, needed to 
obtain the higher theoretical orders, is better used when integrating-using 
relatively small stepsizes - with a simple second order splitting method, 
such as the method of alternating directions or the line hopscotch method 
[_IO]. These methods also possess unconditional stability properties and are 
computationally attractive (per integration step). Some results of the line 
hopscotch method, applied to examples I, 3, are given in appendix 3 of [12]. 
It appears that for example 1 our m = 4-formula is slightly better, whereas 
for the non-linear example 3 the line hopscotch method is to be preferred. 
Unfortunately, if we apply defect correction to the line hopscotch method, 
or the ADI method, the resulting schemes do not possess unconditional stabi-
lity properties (see the remark in section 6). 
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appendix 1. SOME KNOWN RESULTS ON THE COLLOCATION METHODS 
Polynomial collocation methods for initial value problems for systems 
of ordinary differential equations form a subclass of the wide class of 
implicit Runge-Kutta methods [5, 13]. In case of the grid of step points 
(3.1) this equivalence is not difficult'to show. Let p*(t) denote the col-




* . (P ) I ( t ) 
V 
-1 
= T * w p (t ), 
VK K V = 1 (1 )m. 
Using p*(t) = n*K and (P*)'(t) = f(t ,P*(t )), then yields 
K V V V 
m . * 
l w"Kn*K = Tf(t ,n ), 
K=O V V V 
v = l(l)m, 
or, equivalently, 
m * * ' w n = -w y + Tf(t n) l VK K vO O v' v' K=l 
From the invertability of the weight-matrix 
W - (w ) - VK V,K=l(l)m' 
and the identity 
the Runge-Kutta formula (4.1) is obtained: 
- * w f(t ,n ), VK K K V = 
V = 1 ( l)m. 
T 
E = [1, ... ,1], 
1 (1 )m. 
When applied to the scalar, stability test-equation 
s I = AS, t > o, A Ea:, 
this formula yields the expressions 
A. 1. 2 
* n = ij> (z)sO' 
V V 
z = m-r A, V = 1 ( l)m, 
ij>v peing a rational function satisfying ij> (z) ~ 1/z, z + -m. Using the 
V . 
technique of [13], it can be shown that 
of which the 
m 
il> <z) = < I 
v r=l 
coefficients a and r,v 
m m 







(x + v /m - r /m) = 2 
r=l 
b are defined r 
r a X r,v 
by 
The stability function of the implicit Runge-Kutta method is the rational 
function ij> • 
m 
Example. Form= 2 (4.1) reads 
The functions ij>v are given by 
l - ¾ z
3 1 2 1- 4 z+ 4 z 
l 
+ 4 z 
3 l 2 1- 4 z+ 4 z 
A. 2. I. 
appendix 2. A DESCRIPTION OF A TEST MODEL FOR SEMI-DISCRETE 
TWO-DIMENSIONAL PARABOLIC EQUATIONS 
Let Q denote the unit square {(x1,xz)l O < x 1,x2 < 1} with boundary oQ. 
Consider the initial boundary value problem 
(A2. 1) u = 0 
at t = O. 
Assume that the initial° functions can be expanded in a 2-dimensional 
Fourier series. Thus we have 
where 
l 
aij = 4 J J s(x1,x2)sin(inx1)sin(jnx2)dx 1dx2• 
0 0 
Now, impose a uniform grid of size h = 1 / (N+ l) , on Q u oQ. Let u (t) 
er 
point (x 1,x2) = (ch,rh), denote the approximation for u(t,x 1,x2) at the grid 
c,r = l(l)N, which is obtained from replacing ux x 
1 l 
synnnetrical finite differences. Further, let y denote 
+ ux x by standard 
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the N -dimensional 
vector function 
(A2. 2) 
and define y0 = y(O). The semi-discrete version of (A2.l) is then given by 
(A2.3) y' = Jy, t E (O,T], y(O) = Yo, 
where J is the N2-th order matrix 
A2.2 
J=l®A+A®l, 
with I being the unit matrix of order N, A the matrix of order N being given 
by 
-2 
- -.J ---2 
and the symbol® denoting direct product as defined in [6, p. 256]. 
Now, if we define· 
JI = I® A, 
we have the LOD matrices of (A2.3). These matrices are easily shown to sat-
isfy restrictions (6.5). Firstly, from direct product properties it follows 
that J 1 and J 2 connnute. Because they are also simple, they have a set of 
N2 linearly independent right eigenvectors in common [6, p. 265]. Secondly, 
the synnnetry and negative definiteness of J 1 and J 2 follow immediately from 
their definition. 
Let XA and AA denote the eigensystem and eigenvaiue matrix of A, i.e. 
A= XAAAXAI. From the relations [6, p. 258] 
and the connnutativity of I® XA and XA ® I, it follows that 
A2.3 
Hence, the connnon eigensystem X of J. and J is 
i 
The eigenvalue matrix A of J is 
From the well-known expressions for the i-th eigenvalue of A, 
4h-2 . 2 i1rh - sin - 2- , 
and its corresponding eigenvector 
[sin(i1rh),sin(2i1rh), .•. ,sin(Ni1rh)JT, 
it is not difficult to see that the eigenvalues of J are expressions of 
the type 
(A2.4) 
while the components of the corresponding eigenvector are given by 
sin(i1rch)sin(j1rrh), c,r = I(I)N. 
These expressions are innnediately recognized in the exact solution of (A2.3) 
(componentwise, as defined by (A2.2)): 




a .. = I s(kh,rh)sin(i1rch)sin(j1rrh). iJ c,r=l 
A2.4 
-1 
The coefficients a .. are in fact the components of the vector X y0 and iJ 
approximate the exact Fourier coefficients i ... The eigenvalues (A2.4), 
occurring in (A2.5), are approximations to -~~(i2 +j 2). 
A3 .1 
appendix 3. SOME RESULTS OF THE LINE HOPSCOTCH FORMULA 
For reasons of comparison we also performed some experiments with an 
implementation of Gourlay's line hopscotch formula, which is described in 
lll]. With respect to computational effort per integration step this imple-
mentation is comparable with our implementation of the LOD formula (2.10). 
Using the measure of section 7.2, we can set ceLHS = 1 for linear problems 
and ceLHS = 2 for non-linear problems. With this measure we only count the 
number of functions evaluations. We observe that for linear problems the 
number of tridiagonal inversions of the LHS implementation is half the num-
ber of inversions used by the LOD implementation. For non-linear problems 
they are equal. Hence, our measure is slightly in favour of the LOD imple-
mentation. 
We integrated example 1 with the LHS implementation using the stepsize 
T = 1/84, 1/168, 1/336, 1/672, and example 3 with T as twice as large. By 
this choice - using our measure - the total computational effort of the 
LHS implementation equals the total effort of them= 4-formula, as used in 
section 7. Because we compare the LHS results with the results of the m = 4-
formula, the tridiagonal Jacobian matrices, required by the LHS implementa-
tion, were computed every 4 integration steps. The (ae,sceLHS)-values at 
t = 0.5 and t = 1 are given below. For example 1 the IDEC results are 
slightly better, whereas for example 3 the line hopscotch method is to be 
preferred (see them= 4-results in tables 7.1 and 7.3). 
example 1 example 3 
~ 0.5 1 ~ 0.5 I 
1/84 1.99,42 1.55,84 1/42 3.36,42 3.68,84 
1/168 2.60,84 2.16,168 1/84 3.98,84 4.33,168 
1/336 3.20,168 2. 77,336 1/168 4.70,168 5.22,336 
1 /672 3.81 ,336 3.37,672 1/336 5.72,336 5.36,672 
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