There are many practical engineering applications for classification and regression learning systems 36 . These include industrial inspection and process optimisation. In industrial inspection, image acquisition, image pre-processing, and feature extraction commonly precede an interpretation or classification system. This paper describes the subsequent use of this inspection output to provide visual inspection driven process improvement, using a learning system to uncover the relationships between vision inspection and process parameters.
Introduction
There are many practical engineering applications for classification and regression learning systems 36 . These include industrial inspection and process optimisation. In industrial inspection, image acquisition, image pre-processing, and feature extraction commonly precede an interpretation or classification system. This paper describes the subsequent use of this inspection output to provide visual inspection driven process improvement, using a learning system to uncover the relationships between vision inspection and process parameters.
The selection and use of techniques appropriate for these classification and regression learning tasks can be time-consuming, expert-intensive and costly. Ideally such facilities would be available as off-the-shelf items and operate automatically, without expert installation or intervention. This paper explores the use of the multilayer perceptron neural network 42 and multivariate adaptive regression splines (MARS)\3,14 to carry out automatic classification and regression. Such learning systems could also form primitives in larger-scale intelligent systems 35 , including industrial visual inspection systems 33 ,34. Both MARS and the multilayer perceptron use example-based learning to approximate an input-output function, which can subsequently be applied to an unseen input pattern. They are distinctive in providing flexible multivariate models, in operating without prior knowledge about the function to be learned, and in being parsimonious in their data requirements. These features make them suitable for many engineering learning tasks. However, conventional statistical techniques 2 ,lO,19,27,43,50 and many types of neural network either assume prior knowledge of the form ofthe model to be employed (parametric methods), or place severe restrictions on the sample size and dimensionality of the data (non-parametric methods).
First, procedures are presented to automate the operation of MARS and the multilayer perceptron, the latter in particular requiring a number of implementation decisions to be addressed. Subsequently, these procedures are tested using artificially generated data for a rubber seal injection moulding process, designed to represent a realistic engineering problem. The training data for a multi layer perceptron consist of a number of input-output examples, each of which comprises a fixed sequence of numeric input and output values {Xl'" X m IYI ...Yn}· The inputs are usually treated as being unstructured. Structured data, for example from an image, can be dealt with beforehand by preprocessing operations. The same form of training data is also applied to MARS.
In order to implement the multilayer perceptron, a number of decisions must be made by the user. These decisions are often made in an informal way. They relate to the network structure or model, the encoding of the data during training, the decoding of the network output during recall, the learning method, and the performance measure. In addition, prior knowledge concerning prior class probabilities and decision costs can be incorporated for classification tasks. Recent work has also considered how prior knowledge about the function to be learned can be included during training and what interpretive information can be extracted from a network after training. This paper presents an automatic implementation procedure for the multilayer perceptron. A top level view of the procedure is shown as follows: Train the network on the whole training set using the best fit model Remember the best fit weights for future predictions
End For
The predicted performance is the cross-validated fit for the best fit model tWith sample size n:.f=n for n <1 OO;.f=25 for IOO~n<250;
.f=IO for 250~n (based on ref 48 , p.38) . !Number of trials t=6 (based on rePI, pA09).
The outer loop is used to select the complexity of the network model in terms ofthe number of hidden layer neurons. The intermediate cross-validation loop is used to predict accurately the network performance for a particular network model. The inner loop repeats network training for different random weight initialisations in an effort to avoid local minima. These loops increase considerably the overall learning time, but enable the procedure to address these important issues. With respect to the network complexity, it is assumed that too few hidden layer neurons result in underfitting, whilst too many result in overfitting. Thus the optimum number of hidden layer neurons will correspond to a minimum in the cross-validated fit. A possible alternative to the use of a single trained network for prediction is to perform ensemble averaging over a number of networks 23 .
The multilayer perceptron software employed for this work utilised the C++ code in Masters 3 !, modified only to give a linear output activation function for regression tasks. The implementation decisions contain some bias toward this software, to allow the overall procedure to be effected using readily available code.
Automatic implementation of MARS

MARS has a model of the form:
The MARS algorithm hierarchically partitions the input space into regions at selected observed values of selected variables, fitting an additional basis function pair at each partition. It may be seen!4 as a generalisation of Classification and Regression Trees (CART)4, which operate by recursively partitioning the input space, allowing high order interactions between variables. It may also be seen as a generalisation of Additive Models 21 which operate by fitting only additive univariate functions.
MARS is relatively easy to automate compared to the muJtilayer perceptron. As a minimum, two parameters must be specified. These are the maximum number ofvariabIes per basis function and the maximum number of basis functions. They both affect the complexity of the model that is fitted. With respect to the maximum number ofvariabies per basis function, Friedman!3 suggests starting with a purely additive model, using higher order interaction terms only if they significantly improve the overall fit. With respect to the maximum number of basis functions, experimentation with several values is likewise recommended whilst monitoring the overall fit.
An automatic procedure to implement MARS is proposed below: The predicted performance is the cross-validated fit for the best fit model A form of generalised cross-validation (OCV) is adopted to approximate predicted error when fitting the model. True cross-validation is used only in assessing the predicted performance of the final model. The MARS algorithm is deterministic, so no repeat training trials are required. The number of degrees of freedom assigned to each basis function is set at 3, or 2 for a purely additive model. A piecewise-cubic model is employed. Ordinary regression is used for both regression and classification.
The MARS software employed for this work was MARS Version 3.6!5. that is, a sum of tensor product spline basis functions. MARS may be extended 14,22 to have multiple outputs, so providing a task flexibility comparable to that of the multilayer perceptron. It then allows classification or regression, multiple outputs, both ordinal and categorical variables, while additionally providing a degree of automatic complexity selection and including provision for missing values. However, it has not yet received the widespread attention given to the multilayer perceptron. Test data: injection moulding machine was provided by an additional 1000 observation sample, which, of course, would not normally be available. In addition to the full model above, a reduced model using the same generative functions but including only four predictors was also employed. A 100 observation sample and an 18.2% noise term were again utilised.
For regression, the response was treated as a simple continuous variable. For classification, the response was quantised as a good (1) or bad (0) seal, depending on whether the response was below or above a threshold value, set to yield the same number of good and bad seals.
Finally, on a practical point, it may be noted that real data are not usually random and much effort can be required to obtain data sufficient to uncover the underlying input-output function. Furthermore, the data upon which the learning system is trained can be significantly different to that to which it is subsequently applied. In these cases the system should be able to identify input patterns outside its previous experience, so that uninformed decisions are not made. 
Results and discussion
Key: -Implemenlation prot~ltl'e modified to con.,ider ut least rwo hidden la}'cr ru:uroru; The results of applying the automatic procedures for MARS and the multi layer perceptron to the above data are shown in Tables I and 2 . These tables show the final model selected and the training, cross-validation, and additional test set performances.
For the full generative model, MARS (Table 1) gives good results for regression, with a training set error of 15.8%, a cross-validation error of 25.9%, and a test set error of25.5% compared to a known noise level of 18.2% for the training data. The predicted error, based on the generalised cross-validated (GCY) fit, was 26.1 %, in close agreement with the cross-validation error. When applied to classification, MARS gave relatively poorer results compared to a known misclassification rate of 12% for the For this exercise, simulation data for the moulding process were created based on plausible relationships between these response and predictor parameters. Most functions are approximately quadratic, main effect relationships, with one second-order interaction term. For the All Faults response parameter, 100 observations were generated from these relationships, with the nine predictor parameters uniformly and randomly distributed between the limits. A normaJly distributed noise term, comparable in magnitude to that identified from experiments on a real moulding machine, accounted on average for 18.2% of the sum of squares variation. The number of observations was chosen to be sufficient for MARS to work effectively, based on previous tests 35 . Inspection of 100 sets of 100 observations showed a wide range of values for the variance of the function, for the variance of the noise term, and for the variance of their sum. Thus, with a nominal noise to function+noise ratio of 18.2%, actual values ranged from 11.2% to 32.4%. In order to interpret the results more clearly, it was decided to select a random data set where this ratio was actually 18.2% and where function and noise variances were also close to their mean values. Further validation of the results 100 100 Milx.imum numlrr orbesi, fiIDcliol\\ M idated misclassification rate. For the reduced model, the results using the modified implementation procedure showed fair performance for both regression and classification. The variation in performance in this case as the number of hidden layer neurons increased is shown in Figure 3 . Here again, a more intelligent, perhaps manual, consideration of the variation of fit could usefully be employed.
For both full and reduced models, therefore, MARS significantly outperformed the multilayer perceptron. An important additional feature of MARS is its ability to provide an analysis of variance (ANOYA) output. This shows which predictors are included in the model, their relative contributions, and whether they enter on their own or in interaction with other predictors. It also enables straightforward graphical outputs for first and second order terms. While there has been some investigation into improving the interpretive output of multi layer perceptrons, they do not yet rival MARS in this respect. 
Conclusions
This paper has explored the use of the multi layer perceptron and multivariate adaptive regression splines (MARS) to provide automatic learning systems for classification and regression, with application to visual inspection driven process improvement. Procedures have been presented to automate the operation of these techniques. These procedures have been tested using artificially generated data for a rubber injection moulding process. The MARS procedure performed well for regression and for classification with the reduced generative model, but it performed less well for classification with the full model. The multilayer perceptron procedure performed poorly both for regression and classification with the full generative model, but was shown to work reasonably well with the reduced model.
