Abstract-Iterative algorithms are an attractive approach to approximating optimal, but high-complexity, joint channel estimation and decoding receivers for communication systems. We present a unified approach based on factor graphs for deriving iterative message-passing receiver algorithms for channel estimation and decoding. For many common channels, it is easy to find simple graphical models that lead directly to implementable algorithms. Canonical distributions provide a new, general framework for handling continuous variables. Example receiver designs for Rayleigh fading channels with block or Markov memory, and multipath fading channels with fixed unknown coefficients illustrate the effectiveness of our approach.
I. Introduction
For many communication systems it is well-known that joint demodulation and decoding is required for optimum performance. Typically, this processing is too complex for practical implementation and some sort of serial processing is employed. Iterative algorithms which approximate optimal joint decoding for a variety of concatenated codes [1] [2] [3] are known to have excellent performance. This has led to an interest in iterative algorithms for approximating joint channel estimation, demodulation, and decoding, which we call iterative receivers. The usual paradigm for these designs is the interconnection of soft-input, softoutput (SISO) modules [4] .
Graphical models for codes [5] [6] [7] lead to iterative algorithms for decoding, including the turbo decoding algorithm [8] . Factor graphs [9] [10] [11] [12] , so named because they graphically represent function factorizations, are generalizations of Wiberg's work [6] that lead to particularly clean derivations of iterative algorithms. The sum-product algorithm computes the marginals of the function that the graph represents using message passing on the graph. If the graph is cycle-free, the results are exact; however, empirical results show that the algorithm yields excellent decoding decisions even when the graph contains cycles. The possibility of building graphical models for joint decoding and demodulation has been suggested without elaboration in [5, 6, 13] , and we have studied a simple system using a lowdensity parity check (LDPC) code on the block interference channel in [14] .
Our goal in this paper is to present a unified approach to designing iterative receivers using factor graphs. Factor graph-based descriptions of iterative receivers turn out to be extremely compact and intuitively attractive. Most existing iterative receivers, including the internal algorithms of SISO modules, are easily derived in the factor graph framework. Because the factor graph theory completely defines the message update equations, maintaining soft information throughout the algorithm and properly treating extrinsic information are handled automatically. The flexibility of our approach, including our canonical distributions framework for handling continuous variables, makes it easy to derive alternative receivers of varying complexity and performance. In Section II, we describe our notation and very briefly summarize the theory of factor graphs following [10] . The design approach is outlined in Section III. In Section IV, we present several simple design examples illustrating the approach and demonstrating its convenience and flexibility. Section V summarizes our conclusions.
II. Notation and Preliminaries
Consider a multiplicative factorization of a global function
where x Qj are sets of elements from {x 1 , x 2 , . . . , x n }. The factor graph corresponding to the factorization consists of a variable node for each variable x i , a factor node for each function f j , and edges connecting each factor node to the variable nodes associated with its arguments. Thus, the factor graph is a bipartite graph where edges only connect variable nodes to factor nodes. In drawing factor graphs, we typically use filled circles for factor nodes and open circles for variable nodes. Let uppercase letters specify nodes in the factor graph and use lowercase letters for their associated variables. The indicator function I{statement} is 1 if the statement is true and 0 otherwise. Messages are functions passed on the edges of the graph. Denote the message from node X to node Y by µ X→Y (·) and note that, since either X or Y is a variable node, it is unambiguous to say that µ X→Y (·) is a function of its associated variable (either X or Y ).
The sum-product algorithm approximates the marginalŝ g(x k ) of the global function with respect to all variables
The algorithm is described as message passing on the factor graph and proceeds as follows. All the messages are initialized to the constant function 1. Then, the messages leaving each node are updated according to a schedule which specifies the sequence in which the nodes are to be processed. General formulas for computing the new outgoing messages in terms of the incoming messages as well as some recursions for efficiently computing the updates are given in [9, 10] . If the factor graph is finite and has no cycles, then there exists a schedule that computes the exact marginals in a finite number of node updates, and such a schedule is usually easy to find.
III. Design of Iterative Receivers
Consider a typical communication system where the message to be transmitted s ∈ {0, 1} K is systematically encoded to produce the transmitted codeword x = q(s) ∈ C ⊂ {0, 1}
N . The received word y, corrupted by the channel, is then processed by the receiver to produce an estimate of the transmitted messageŝ. Often, the channel has memory which can be modeled as an unknown channel state u that evolves randomly with time. The channel is described by a conditional density for the channel output given the current channel state, the current input, and, for inter-symbol interference (ISI) channels, several past inputs. Extensions to multiple-access channels; multi-input, multi-output channels; and recording channels are also possible.
The optimal receiver for this model, with respect to bit error probability iŝ
Because of the systematic encoding assumption, the s i variables are equal to a subset of the x i 's, so optimal decoding of the x i 's yields the optimal s i 's as well. Supposing that the messages s are equally likely a priori and applying Bayes' rule, we find
but this is usually too complex to implement directly. Our approach is to factor the objective function p(y|x, u) p(u) I{x ∈ C )} further, generate a factor graph for it, and apply the sum-product algorithm. We usually need low factor node degrees in the factor graph to get reasonable complexity. For a wide variety of high-performance codes, including turbo codes, LDPC codes, and convolutional codes, efficient factorizations of the code constraint I{x ∈ C } are known [11] . Our assumptions about the channel structure imply that the channel transition density p(y|x, u) factors as
where L is the length of the ISI. Usually, a natural factorization of the channel state density p(u) is also easy to find as will become clear in the examples below. The factor graph and sum-product update rules are obtained immediately from the factorization. Heuristically chosen update schedules usually work well. Alternate update rules, such as the min-sum algorithm [10, 15] , can be applied, and common factor graph manipulation techniques, such as introducing hidden states and merging nodes, can also be used to manage complexity or improve performance.
The channel state is often a continuous-valued variable, and thus the messages for edges adjacent to the channel state nodes are arbitrary probability density functions. Although the exact starting densities may be easily described, after several updates the parameter set usually becomes impractical to manipulate because no summarization has occurred. Thus, some simplification is needed. We suggest that parameterized canonical distributions be selected for the outgoing messages of the continuous variables. Thus, the problem of manipulating continuous densities is reduced to choosing parameters so that the canonical distribution adequately approximates the actual density. Canonical distributions capture most sampling and numerical integration techniques as well as simpler heuristic techniques often used in existing iterative receiver designs. For example, electing to use an estimate of the unknown channel state as the correct value corresponds to letting the canonical distribution be an impulse at the estimated value δ(u i −û i ). Similarly, letting the state distribution be either piecewise constant in pre-defined ranges or assuming that the state only takes on some pre-determined values gives two different approaches to discretizing the state. Even relatively crude approximations seem to work well. By choosing the canonical distributions carefully, tradeoffs between performance and complexity are possible.
One advantage of our approach is that it gives fully soft data and channel estimates and shows precisely how to use the soft data to aid channel estimation and vice versa. Another advantage is that the approach is essentially deductive. Given the factor graph, we assume (or rather hope) that the sum-product algorithm will have nearly optimal performance and then approximate the algorithm by selecting canonical distributions and simplifying the updates until we achieve the desired complexity. For commonly studied examples, different approximation choices often give various existing algorithms and elucidate the relationship between these algorithms.
IV. Examples
The following examples illustrate the application of our approach to some popular problems in iterative receiver design and illustrate the richness of expression possible with the factor graph approach. Throughout, the code constraint node C should be taken to represent a factor graph with reasonable update complexity for the function I{x ∈ C } and updating C should be taken as performing a single update iteration for the decoder. Any interleaving between the code and the channel can also be absorbed into the code definition. We assume binary phase shift keying (BPSK) signaling with the mapping {0, 1} ⇒ {+1, −1}.
A. Block Fading Channel
The coherent block fading channel [16] , a popular model for frequency-hopping and time-division multiple access 
(TDMA) systems, divides the transmitted codeword into hops of length m symbols. The fading level within each hop is assumed to be constant and the fading levels are independent Rayleigh random variables. The received value is further corrupted by additive white Gaussian noise. Thus, if the fading level in the k th hop is u k , the received values
xi + n i where n i is a Gaussian random variable with variance N 0 /2. For this case, we can factor the likelihood function as Note that the receiver observation y is included in the functions for the T nodes. We elect to update the nodes in the following order: T , U , T , X, C, X; and repeat until a stopping criterion, such as the current decisions forming a codeword, is satisfied. We discretize the channel state messages µ Ti→U k (u k ) with a canonical distribution corresponding to a weighted sum of impulses
whereû l are -12, -9, -6, -3, 0, and 3 dB respectively and the coefficients are found by sampling the message function derived from the update equations for T i . We use the usual variable update equation for the U nodes assuming δ(x)δ(y) = 0 if x = y and δ(x)δ(y) = δ(x) if x = y, so the outgoing messages µ U k →Tj (u k ) are also of the form in (7) . Because the channel state only affects the reliability of the bit estimate and because the channel state estimate is not very sensitive to the bit likelihoods, the error introduced by this simple quantization does not seem to degrade the performance very much. Kang and Stark [17] derive a similar receiver for a finitestate block interference channel, where the noise variance instead of the fading level depends on the channel state. They divide the channel state estimation into separate components for the two component codes, but the over- all effect is the same as the receiver above with an alternate update schedule that captures the separate state estimators. Using a regular LDPC code instead of a turbo code, we found results, shown in Fig. 2 , similar to [17] . As the memory increases, the performance gap between the channel estimation iterative receiver and an iterative decoder using perfect knowledge of the channel state narrows. However, for fixed codeword length the reduced number of hops per codeword increases the SNR required for a given bit error rate. Operating closer to capacity seems to make channel memory more valuable, forcing the optimal hop length to be strictly greater than one [18] .
B. Rayleigh Fading Channel
The frequency-flat, time-selective, Rayleigh fading channel, which has been modeled by first-order and secondorder Markov models [19, 20] , is particularly important for wireless communication systems. Coherent models with finite-states have been treated in [21] [22] [23] . In the noncoherent case, pilot symbol-assisted modulation (PSAM) or differentially-encoded phase-shift keying (DPSK) modulation is often used for robustness against the phase uncertainty. The non-coherent Rayleigh channel and its close relatives have been extensively studied in the iterative detection literature [24] [25] [26] [27] [28] [29] [30] .
We consider a discrete-time first-order model where the continuous-valued channel state u k represents the zeromean complex Gaussian fading level and the fading process is stationary and Markov with conditionally Gaussian transition pdf p(u k |u k−1 ). The channel output y i = u i (−1) xi +n i is conditionally Gaussian. In order to help resolve the phase ambiguity, we insert L known pilot symbols at regular intervals within the codeword x where x C ∈ C is the part corresponding to the error-control code and x P = 0 represents the pilot symbols, which are all 0. The Fig. 3 . Factor graphs for non-coherent Rayleigh channel. a) PSAM with pilots every third symbol, b) DPSK. C , I{x C ∈ C }; P , I{x P = 0};
factor graph in Fig. 3a corresponds to the factorization
Instead of the pilot symbols, we could differentially encode the codeword x according to x i+1 = x i + x i mod 2 with x 0 = 0 and transmit x over the channel. If D(x) indicates the differential encoding of x, this gives the factorization
whose factor graph is shown in Fig. 3b . In this channel model, the real and imaginary parts of the fading process are assumed to be mutually independent which implies that the amplitude and phase at any time are also independent. Thus, we could operate jointly, or divide the channel state u k into its amplitude and phase components u α,k and u θ,k or its real and imaginary components u I,k and u Q,k as shown in Fig. 4a and b. For the joint case, we note that the messages obtained directly from the update equations are complex Gaussian mixtures with many terms and that these will tend to be concentrated around two points corresponding to the two ambiguous phase states at each time. This suggests that we could force all outgoing messages from the channel state nodes U to be two-term Gaussian mixtures by discarding the terms with the smallest maximum values. The usual update processing could then be used for all other nodes. This approach corresponds to a sort of decision-directed soft Kalman filter. Separating the amplitude and phase of the channel states simplifies the problem because the amplitude estimate can be discretized just as in the coherent block fading channel above. We propose two generic canonical distributions for the phase; piece-wise constant (10) and estimate (11)
where
Q is a neighbor of U θ,k , and A i (k) andû θ,k are parameters. In order to capture the bimodal characteristics of the phase distribution, we suggest the bimodal (12) and two-term exponential (13) canonical distributions
, are all parameters. Komninakis and Wesel's receiver [30] corresponds to using the piece-wise constant canonical distribution for the phase and an estimate distribution for the amplitude. Although typically heuristic schedules seem to work well, updating the code portion several times for each time that the channel estimation is updated sometimes improves the performance for this system. Further details of receivers using these canonical distributions for the block non-coherent Rayleigh channel can be found in [31] . Much of the previous work on DPSK concentrated on producing soft metrics suitable for iterative decoding by modifying traditional methods, such as multiple-symbol differential detection [25, 32, 33] , or by building joint channel estimation and DPSK sequence detectors with softoutputs by per-survivor processing or super-trellis techniques [26, 34] . Super-trellises have also been used for noninterleaved turbo codes [35] . In the factor graph framework, we can combine the channel estimation state nodes and the DPSK state nodes to create a super-trellis. The factor graph approach immediately yields the updates as soon as the quantized states are determined. Alternately, separate DPSK decoding and channel estimation or even including the DPSK structure as part of the code are straightforward to derive in the factor graph framework. 
C. Multi-Path Fading Channel
Multi-path propagation with significant delay spread leads to inter-symbol interference (ISI). Consider a model where the observation is of the form
where u l are the multi-path propagation coefficients and
xi for i ≥ 0 and b i = 0 for i < 0. Various SISO (turbo) equalization schemes have been proposed for use when the coefficients u are known [36] [37] [38] . However, because the wireless channel is time-varying, we often cannot assume that a perfect estimate of the channel response is available. We consider the case where the coefficients are zero-mean, independent, complex Gaussian random variables that are constant for the duration of the codeword, but change between codewords. Using (5) and our assumptions about the channel structure, we can factor the likelihood function as (14) which, for L = 2, gives the factor graph shown in Fig.  5a . Alternately, we could combine the L immediately past x i values to create modulation state variables
. This leads to the factorization (15) whereh i is the vector containing the first L − 1 elements of h i . When we consider p(y i |u,
to be a single function, this gives the factor graph in Fig. 5b . A hybrid, reduced state approach, reminiscent of decisionfeedback sequence estimation [39] , has the factor graph shown in Fig. 5c .
The actual distribution for the messages µ Ti→U turns out to be a Gaussian mixture with 2 L+1 terms corresponding to the 2 L+1 possible values for [x i , h i ]. We might consider canonical distributions similar to those used in the previous section. However, even if the complete distribution is used with the structure in (15) , there is still a two-fold phase ambiguity in each coefficient due to the unknown data. By comparison, a joint equalizer and channel estimator can use the shift properties of the data sequence to determine the channel u up to a single overall phase factor. As in the previous section, pilot symbols can be used to help the decoder resolve this ambiguity.
If we estimate the nominal conditional channel outputs given the current and past inputs v(x i , x i−1 , . . . , x i−L ) [40, 41] instead of the channel response u, we can reduce the ambiguity to a single common phase factor. In our approach, this leads to the factorization shown in Fig. 6 ,
where each element of v is associated with a particular value [x i , h i ] or equivalently a particular edge in the trellis. We assume no prior information is available about v, and note that, for given x i and h i , p(y i |v, x i , h i ) only depends on one element of v. From the factor graph update equations and a little algebra, we find that
x l (k) and h l (k) denote the values corresponding to v k , and
If we expand the product and discard the terms containing more than one p(y l |v k , x l (k), h l (k)) factor, we can estimatev k,i as the mean of the corresponding distribution on v k and find thatv
which matches the form of the Baum-Welch algorithmbased channel estimator in [41] except that we do not use information from stage i in the estimate of v k for stage i. This could be implemented by having each node T l pass P l,k and y l in its message to node V k which could then compute thev k,i for its outgoing messages. Clearly, other canonical distributions for µ V k →Ti are possible and might achieve better performance. It is also possible to further constrain the v to be valid outputs for the channel model as mentioned by [40] in the context of Baum-Welch algorithmbased estimation. Because the standard updates for µ Ti→Hi+1 have complexity 2 L+1 for all the structures in Fig. 5 , we might consider reduced-complexity updates for the nodes T i in Fig.  5a that lead to algorithms that are like decision-feedback equalization. For example, we could compute µ Ti→X k using only the term corresponding to the most likely set of values for {x l }, l ∈ {i, i−1, i−2, . . ., i−L}\k, giving an algorithm similar to that of [42] with hard decision feedback. Numerous variations are also possible.
V. Conclusions
The factor graph framework makes it easy to derive iterative receivers for a broad range of channel models and codes. Using the model structure, we factor the joint likelihood function, generate the factor graph, and derive the updates. When continuous variables appear in the model, we also need to select canonical distributions for their messages and choose schemes to compute the parameters for these distributions. This essentially deductive approach makes receiver design quite straightforward and isolates the key design problems. For the simple examples we considered, the approach, with suitable simple canonical distributions, leads directly to recently published receiver designs. Other choices for the canonical distributions or parameter estimation algorithms give different receivers.
We hope that this paper will encourage future work in the area of iterative receivers to describe algorithms using message passing on factor graphs. Since the details of most of the updates are immediate from the factor graph, more emphasis could be placed on ways to handle continuous variables or simply approximate high-complexity updates. Furthermore, because the receiver performance may be very sensitive to the choice of factor graph, it may become challenging to find good factor graphs, especially for more complex channel models. 
