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GLOBAL-IN-TIME STRICHARTZ ESTIMATES FOR SCHRO¨DINGER
ON SCATTERING MANIFOLDS
JUNYONG ZHANG AND JIQIANG ZHENG
Abstract. We study the global-in-time Strichartz estimates for the Schro¨dinger
equation on a class of scattering manifolds X◦. Let LV = ∆g + V where ∆g is
the Beltrami-Laplace operator on the scattering manifold and V is a real potential
function on this setting. We first extend the global-in-time Strichartz estimate in
Hassell-Zhang [28] on the requirement of V (z) = O(〈z〉−3) to O(〈z〉−2) and sec-
ondly generalize the result to the scattering manifold with a mild trapped set as well
as Bouclet-Mizutani[4] but with a potential. We also obtain a global-in-time local
smoothing estimate on this geometry setting.
Key Words: Resolvent estimate, scattering manifold, Strichartz es-
timate, mild trapped set
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1. Introduction
We continue the investigations carried out in [28] about the global-in-time Strichartz
estimates on a class of scattering manifold introduced by Melrose [25]. There are too
many work devoted to the study of Strichartz inequalities to cite all here and we focus
on the Strichartz estimates on the scattering, i.e. asymptotically conic, setting.
Let (X◦, g) be the scattering manifold of dimension n > 3 and let ∆g be the non-
negative Laplace operator on X◦, assume that X◦ is nontrapping, Hassell-Tao-Wunsch
[27] established the local in time Strichartz inequalities
(1.1) ‖eit∆gu0‖LqtLrz([0,1]×X◦) 6 C‖u0‖L2(X◦)
where (q, r) is an admissible pair, i.e.
(1.2) 2 6 q, r 6∞, 2/q + n/r = n/2, (q, r, n) 6= (2,∞, 2).
This result was improved to global-in-time and generalized to LV = ∆g + V where V
with suitably regular and decaying at infinity in Hassell-Zhang [28], and we record the
result here
‖eitLV u0‖Lqt (R;Lrz(X◦)) 6 C‖u0‖L2z(X◦)(1.3)
and ∥∥ ∫ t
0
ei(t−s)LV F (s)ds
∥∥
Lqt (R;L
r
z(X
◦))
6 C‖F‖
Lq˜
′
t (R;L
r˜′
z (X
◦))
.(1.4)
where (q, r), (q˜, r˜) are any admissible pairs. It is known that the Strichartz estimate
must have some loss of derivative when the manifold has some trapped geodesic flow; see
[7]. However Burq-Guillarmou-Hassell [8] proved the local-in-time Strichartz estimate
without loss on the scattering manifold with a trapped set which is hyperbolic and
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of sufficiently small fractal dimension. If a set is trapped in this sense i.e. in [8], we
say the trapped set is a mild trapped set. In a very recent work Bouclet-Mizutani[4],
the authors generalized the above Strichartz estimates to gobal-in-time one (except
the endpoint estimate i.e q = 2) on a scattering manifold allowing with mild trapped
geodesic (in sense of [8]) but without any potential. In this paper, we aim to first
extend the global-in-time Strichartz estimate in Hassell-Zhang [28] on the requirement
of V (z) = O(〈z〉−3) to O(〈z〉−2) and also secondly generalize the result to the scattering
manifold with a mild trapped set as well as [8, 4] but with a potential. We remark
that the global-in-time estimate is more delicate than the local-in-time one since one
need to understand the boundedness of operators, e.g. resolvent operator, both at high
frequency and low energy.
Our problem lies in the scattering geometric setting, which is the same as in [27, 28,
30]. Let (X◦, g) be a complete non-compact Riemannian manifold of dimension n > 2
with one end diffeomorphic to (0,∞) × Y and let X be a its compactified manifold
with boundary Y = ∂X. A function x is said to be a boundary defining function for
X if x is positive smooth function on X such that ∂X = {x = 0} and dx 6= 0 on ∂X.
Following Melrose [25], we say a Riemannian metric g on X is a scattering metric if
we can write g in a collar neighborhood of ∂X for some choice of boundary defining
function x as follows
(1.5) g =
dx2
x4
+
h(x)
x2
where h ∈ C∞(Sym2(T ∗X)) is a smooth family of metrics on ∂X. The manifold
(X◦, g) is called a asymptotically conic manifold or scattering manifold if g is a scat-
tering metric. Near the boundary ∂X, we use the local coordinates (x, y) on X
where y = (y1, · · · , yn−1) is the local coordinates on Y = ∂X, and use the coordi-
nate z = (z1, · · · , zn) when away from ∂X. We say the manifold X is non-trapping if
every geodesic z(s) in X reaches Y as s → ±∞. The function r := 1/x near x = 0
can be thought of as a “radial” variable near infinity and y = (y1, . . . , yn−1) can be
regarded as n− 1 “angular” variables.
Let (X◦, g) be a scattering manifold and let dv = √gdz be the measure induced by
the metric g, we define the complex Hilbert space L2(X◦) is given by the inner product
〈f, g〉L2(X◦) =
∫
X◦
f(z)g(z)dv
Define ∆g = ∇∗∇ to be the positive Laplace-Beltrami operator on X; Consider the
Scho¨dinger operator
(1.6) LV := ∆g + V (z)
where the potential V is a real function on X such that
(1.7) V ∈ C∞(X), V (x, y) = O(x2) as x→ 0.
and V0 := (x
−2V )|∂X satisfies
(1.8) ∆h + (n− 2)2/4 + V0 > 0 on L2(∂X, h(0)).
Here ∆h is the positive Laplacian with respect to the metric h(0) and (1.8) is meant
in the strict sense that the bottom of the spectrum of the operator is strictly positive.
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Note that this means that V0 = 0 is allowed for n > 3 but not n = 2. We assume that
(1.9) LV := ∆g + V has no nonpositive eigenvalues or zero-resonance.
Compared with the assumption on the operator LV in Hassell-Zhang [28], most as-
sumptions are same except V (x, y) = O(x2) instead of V (x, y) = O(x3) as x→ 0. The
assumption allows some negative potential V (x, y) > −cx2 with some small positive
constant c < (n − 2)2/4. Note that if V > 0, zero resonance does not exist. Under
these assumptions, we can use the results of [17] but not [18].
As mentioned in [28, Remark 3.7], if V ∈ x2C∞(X) and V0 := x−2V |∂X takes values
in the range (−(n − 2)2/4, 0), then from [17, Corollary 1.5] we see that the L1 → L∞
norm of the propagator is at least a constant times t−(ν0+1) as t→∞, where ν20 is the
smallest eigenvalue of ∆h+V0+(n−2)2/4. Under the above assumption on the range of
V0, we see that ν0 < (n− 2)/2. This implies that the dispersive estimate (1-12) in [28]
will no longer be valid as |t− s| → ∞, hence we can not obtain dispersive estimate and
then use Keel-Tao’s abstract method to obtain the full set of Strichartz estimate as [28]
did. However the global-in-time Strichartz estimate still can be derived from the usual
Rodnianski-Schlag method [24], for example the Strichartz estimate established in [9]
for negative inverse-square potentials on Rn. We will first use method of Vasy-Wunsch
[30] and Bony-Ha¨fner [10] to obtain the resolvent estimate for LV and then establish
the Strichartz estimate via this idea.
The geometry of manifold, which does not occurs on Euclidean space, has great
affect on the establishment of the global-in-time Strichartz estimate, for example the
conjugated points mentioned in [26, 28] and the trapped geodesics [6, 15]. The non-
trapping assumption in [28] is not necessary to obtain the Strichartz estimate, it seems
the scattering manifold with a mild trapped set in sense of [8] where the local-in-time
Strichartz estimate were established without loss. Since the trapping only influences
sensitive at high frequency and however the high frequency is corresponding to the
short time dynamic behavior of Scho¨dinger operator, the low frequency estimates (cor-
responding to long-time) in [28] and the strategy for high frequency in [8] will allow
us to obtain the global-in-time Strichartz estimate. As well as [4], we also provide an
alternative proof based on the results in [28] and [8].
The main purpose of this paper is to prove the following results.
Theorem 1.1. Let (X◦, g) be a scattering manifold of dimension n > 3. Let LV =
∆g + V satisfy (1.7), (1.8) and (1.9).
(i) if (X◦, g) is nontrapping, then for all admissible pair (q, r) ∈ [2,∞]2 satisfying
(1.2), it holds
(1.10) ‖eitLV u0‖LqtLrz(R×X◦) 6 C‖u0‖L2(X◦).
(ii) if (X◦, g) has a hyperbolic trapped set satisfying the assumptions of [8] and V (z) =
O(〈z〉−2−ǫ) for any small ǫ > 0, then
(1.11) ‖eitLV u0‖LqtLrz(R×X◦) 6 C‖u0‖L2(X◦)
holds for all admissible pair (q, r) with q > 2 satisfying (1.2).
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Remark 1.1. Compared with our previous result [28], the first result is new for the
requirement on the decay of the potential V . The second result is same as [4] but with
a short range potential.
Our next result is about the inhomogeneous Strichartz estimate including the double
endpoint case q = q˜ = 2 under the non-trapping assumption.
Theorem 1.2. Let (X◦, g) and LV = ∆g + V be in the first case of Theorem 1.1,
i.e. the non-trapping case, then the inhomogeneous Strichartz estimate holds for all
admissible pair (q, r), (q˜, r˜) ∈ [2,∞]2, i.e. satisfying (1.2)
(1.12)
∥∥∥∥
∫ t
0
ei(t−s)LV F (s)ds
∥∥∥∥
LqtL
r
z(R×X◦)
6 C‖F‖
Lq˜
′
t L
r˜′
z (R×X◦)
.
The non-double-endpoint inhomogeneous Strichartz estimate, namely q > q˜′, can be
obtained by the the Christ-Kiselev lemma [12] as usual. The double-endpoint estimate
can be established through the ideas of [16] and [5].
Now we introduce some notation. We use A . B to denote A 6 CB for some large
constant C which may vary from line to line and depend on various parameters, and
similarly we use A≪ B to denote A 6 C−1B. We employ A ∼ B when A . B . A. If
the constant C depends on a special parameter other than the above, we shall denote it
explicitly by subscripts. For instance, Cǫ should be understood as a positive constant
not only depending on p, q, n, and M , but also on ǫ. Throughout this paper, pairs of
conjugate indices are written as p, p′, where 1p +
1
p′ = 1 with 1 6 p 6∞.
This paper is organized as follows: In Section 2, we recall the b-geometry, sc-geometry
and the results in [30]. Section 3 is devoted to the proof of the first part result and
we prove the Strichartz estimate on the manifold with mild trapped set in Section
4. Section 5 proves the inhomogeneous Strichartz estimate in Theorem 1.2. In the
final appendix section, we record the Kato smooth theorem and the Mourre theory for
convenience.
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CoG, project number 646650 Singwave.
2. Preliminaries: boundary and scattering geometry
Let X (the compactification of X◦) be a complete compact manifold with boundary
Y = ∂X, we briefly recall the basic definitions of the boundary (b-) and scattering (sc-)
structures on our setting X. Recall the function x is a boundary defining function, let
C˙∞(X) = ∩kxkC∞(X) (called the set of Schwartz functions) dentoe smooth functions
on X vanishing to infinite order at ∂X. The dual of C˙∞(X) is tempered distributional
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densities C−∞(X; ΩX); and tempered distributions C−∞(X) are elements of the dual
Schwartz densities C˙∞(X; ΩX).
Definition 2.1 ( b-vector fields and scattering vector fields). Define Vb(X) to be the
Lie algebra of all smooth vector fields on X which are tangent to the boundary and the
Lie algebra of scattering vector fields is defined as Vsc(X) = xVb(X).
More precisely, these b-vector field can be realized as the sections of a vector bundle
bTX, called the b-tangent bundle. That means Vb(X) = C∞(X; bTX), i.e. Vb(X) is a
space of sections of bTX the b-tangent bundle over X. Using above notation in which
x is the boundary defining function of X and y are coordinates in ∂X, we have
Vb(X) =
{
V, i.e. all C∞-vector fields, in the interior X;
span{x∂x, ∂y1 · · · , ∂yn−1}, near the boundary ∂X.
We denote by Diff∗b(X) the ‘enveloping algebra’ of Vb(X), meaning the ring of differ-
ential operator on C∞(X) generated by Vb(X) and C∞(X). In particular, near the
boundary ∂X, the m-order scattering differential operator is given by
Diffmb (X) =
{
A : A =
∑
j+|α|6m
ajα(x, y)(x∂x)
j(∂y)
α, ajα ∈ C∞(X)
}
.
The dual bundles of bTX is bT ∗X with local base
dx
x
, dy1, · · · , dyn−1.
The b-density bundle is
νb = |dx
x
dy1 · · · dyn−1|.
About the sc-vector field, we similarly have
Vsc(X) =
{
V, i.e. all C∞-vector fields, in the interior X;
span{x2∂x, x∂y1 · · · , x∂yn−1}, near the boundary ∂X.
and define the m-order scattering differential operator
Diffmsc(X) =
{
A : A =
∑
j+|α|6m
ajα(x, y)(x
2∂x)
j(x∂y)
α, ajα ∈ C∞(X)
}
.
Locally near the boundary, in the coordinate (x, y), we have
scT ∗X = span
{dx
x2
,
dy
x
}
= span
{
d
(1
x
)
,
dy
x
}
.
The sc-density bundle is
νsc =
∣∣∣∣dxx2 dy1 · · · dyn−1xn−1
∣∣∣∣ .
Fixing a volume b- or sc-density νb or νsc on X, we respectively define L
2
b(X) or L
2
sc(X)
to be the metric space L2(X; νb) and L
2(X; νsc). So L
2
sc(X) = x
n
2 L2b(X). Without
confusing, we write L2sc(X) to L
2(X).
Our setting is the scattering manifold in which the metric g is a scattering metric,
then the Laplacian ∆g ∈ Diff2sc(X) and we can write ∆g = x2Pb where Pb ∈ Diff2b(X).
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More explicitly, in local coordinates (x, y) on a collar neighborhood of ∂X, we have by
Melrose [25, Proof of Lemma 3]
Pb = Dxx
2Dx + i(n− 1)xDx +∆h + xρR, ρ > 0, R ∈ Diff2b(X).
We recall [30, Proposition 4.5] here
Lemma 2.1. Let Q ∈ x1+sDiff1b(X), 0 6 s < 1/2, the following estimate holds for all
f ∈ L2sc(X) and Imσ 6= 0
(2.1) ‖Q(2jLV − σ)−1f‖L2sc(X) . 2−(1+s)j/2
( σ
Imσ
) 1+s
2 |Imσ|−(1−s)/2‖f‖L2sc(X).
Lemma 2.2. Let A = −12 ((φxDx) + (φxDx)∗) where φ ∈ C∞c (X) supported in a collar
neighborhood of ∂X and be identically 1 near ∂X. Define Aj = Φ(2
jLV )AΦ(2jLV )
where Φ ∈ C∞c ([12 , 2]). The we have the following uniform estimates for j > 0
‖[Aj , (2jLV )1/2]‖L2→L2 . 1,(2.2)
‖[Aj , [Aj , (2jLV )1/2]]‖L2→L2 . 1,(2.3)
‖|Aj |µxµ‖L2→L2 . 2−µj/2, µ ∈ [0, 1],(2.4)
‖〈Aj〉µΦ(2jLV )xµ‖L2→L2 . 2−µj/2, µ ∈ [0, 1].(2.5)
and the Mourre estimate
(2.6) χI(2
jLV ) i
2
[(2jLV )1/2, Aj ]χI(2jLV ) > CχI(2jLV ).
where χI is the characteristic function of the compact interval I ⊂ (0,∞).
Proof. This directly follows from the formulas (6.1)-(6.4) and Theorem 5.3 in [30]. Even
though the operator LV considered here is a bit different from the operator P = ∆g+V
stated in Theorem 5.3 of [30] where V > 0 and V = O(x2+ǫ) for ǫ > 0 as x → 0, but
their argument can go through with minor modifications for V > −cx2 such that
∆h + V0 + (n− 2)2/4 is positive, for example c < (n− 2)2/4. The minor modifications
also have been indicated in footnotes in [30]. 
3. Strichartz estimate for Schro¨dinger equation with LV
In this section, we prove the first part of Theorem 1.1 under the non-trapping con-
dition. The proof is based on the result in [28].
Consider L0 = ∆g without the potential, the operator L0 falls into the class of
operator H considered in [28]. Let us briefly recall the main strategy there. To avoid
the conjugate points, we microlocalized (in phase space) propagators Uj(t) by
Uj(t) =
∫ ∞
0
eitλ
2
Qj(λ)dE√H(λ), 1 6 j 6 N,(3.1)
where Qj(λ) is a partition of the identity operator in L
2(X◦). Then the operator
Uj(t)Uj(s)
∗ is given
(3.2) Uj(t)Uj(s)
∗ =
∫
ei(t−s)λ
2
Qj(λ)dE√H(λ)Qj(λ)
∗.
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We proved a uniform estimate on ‖Uj(t)‖L2→L2 in [28, Section 5] and dispersive estimate
in [28, Section 6] for Uj(t)Uj(s)
∗, the homogeneous Strichartz estimate for eitH finally
was obtained by Keel-Tao’s formalism [29] to each Uj and summing over j. For the
endpoint inhomogeneous estimate, we required additional argument to obtain dispersive
estimate on Ui(t)Uj(s)
∗ for i 6= j and the Keel-Tao’s argument showed the desirable
endpoint inhomogeneous Strichartz estimate.
As mentioned in [29], the Strichartz estimates obtained by the abstract Keel-Tao’s
formalism can be sharped in Lorentz space norm Lr,2(X). More precisely, we have
Lemma 3.1. For any admissible pairs (q, r) and (q˜, r˜), the following Strichartz in-
equalities hold
‖eitL0u0‖Lqt (R;Lr,2z (X◦)) 6 C‖u0‖L2z(X◦)(3.3)
and ∥∥∫ t
0
ei(t−s)L0F (s)ds
∥∥
Lqt (R;L
r,2
z (X◦))
6 C‖F‖
Lq˜
′
t (R;L
r˜′,2
z (X◦))
(3.4)
where Lr,2 is the Lorentz space on X◦.
Following the method of Rodnianski-Schlag [24], see also [9], the Strichartz estimate
is a consequence of the global-in-time local smoothing
‖〈z〉−1eitLV u0‖L2t (R;L2z(X◦)) 6 C‖u0‖L2 .(3.5)
Indeed by Duhamel’s formula, we have for any admissible pair (q, r) with r > 2
‖eitLV u0‖LqtLrz . ‖e
itLV u0‖LqtLr,2z
. ‖eitL0u0‖LqtLr,2z +
∥∥ ∫ t
0
ei(t−s)L0V (z)eisLV u0ds
∥∥
LqtL
r,2
z
. ‖u0‖L2z + ‖V (z)eisLV u0‖
L2tL
2n
n+2
,2
z
. ‖u0‖L2z + ‖〈z〉V (z)‖Ln,∞‖〈z〉−1eisLV u0‖L2sL2z . ‖u0‖L2z .
Now it suffices to show (3.5), by Kato’s smoothing theorem (e.g. Theorem 6.1 below),
which follows from the resolvent estimate
Proposition 3.1. There exists ǫ0 > 0 and a constant C such that for all σ ∈ C
satisfying |Imσ| 6 ǫ0 we have
(i) if (X◦, g) is nontrapping
‖〈z〉−1(LV − σ)−1〈z〉−1‖L2→L2 6
C√
1 + |σ| ;(3.6)
(ii) if (X◦, g) has the trapped set satisfying the assumptions of [8]
‖〈z〉−1(LV − σ)−1〈z〉−1‖L2→L2 6
C√
1 + |σ|log(1+|σ|)
.(3.7)
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Remark 3.1. This resolvent is strong enough to obtain (3.5). Indeed by Kato’s smooth-
ing, we only need
‖〈z〉−1(LV − σ)−1〈z〉−1‖L2→L2 6 C.
The stronger statement at |σ| ≫ 1 actually gains (Id + LV )1/4-derivatives than (3.5).
When Reσ ∈ I ⊂ (0,∞) in a compact set, this result is due to Melrose [25] and
while Reσ ≫ 1, this is a direct consequence of Vasy-Zworski[31] for non-trapping and
Nonnenmacher-Zworski[22], Datchev[13] and Datchev-Vasy [14] for mild trapped case
where the weight is 〈z〉−1/2−δ with δ > 0.
Proof. Let σ = λ+ iǫ with λ, ǫ ∈ R with |ǫ| 6 ǫ0. Since LV is a non-negative operator,
the spectrum σ(LV ) ⊂ (0,∞). By the functional calculus, it is easy to prove (3.6) and
(3.7) when λ < 0. We only consider λ > 0. If λ ∈ I with I ⊂ (0,∞) being a compact
set, this result is essentially due to Melrose [25] and while λ≫ 1, the behavior of LV −λ
as λ→∞ is equivalent to the semiclassical operator h2LV −1 as h = λ−1/2 → 0, this is
a direct consequence of Vasy-Zworski[31] and Datchev-Vasy [14]where the weight can
be sharped to 〈z〉−1/2−δ with δ > 0. Hence it suffices to consider resolvent estimate at
the low frequency λ . 1 which is given by Proposition 3.2 below.

Proposition 3.2 (Resolvent estimate at low energy). Let LV = ∆g + V , we have the
following estimates, uniformly in σ ∈ C \ [0,+∞) and |σ| < 1,
(3.8) ‖〈z〉−1(LV − σ)−1〈z〉−1‖ . 1.
Remark 3.2. Bouclet-Royer[3] showed this when V = 0. On the asymptotically Eu-
clidean space, Bony-Ha¨fner [10] proved the resolvent estimate
(3.9) ‖〈z〉−α(LV − σ)−1〈z〉−β‖ . 1
provided α, β > 1/2 and α+ β > 2.
Proof. On our setting, this result is essentially due to Vasy-Wunsch [30] and Bony-
Ha¨fner [10]. We prove the resolvent estimate by following the method of [10] and using
Mourre estimate established in [30] on this setting. Let ϕ ∈ C∞0 ([1/2, 2]) take value in
[0, 1] and ϕ0 = 0, s < 2 satisfy that
ϕ0(s) +
∑
j>0
ϕj(s) = 1, ϕj(s) = ϕ(2
js).
Since 0 is not an eigenvalue of LV , we have
Id = ϕ0(LV ) +
∑
j>0
ϕ(2jLV )
where we define the operators ϕj(LV ) (j ∈ N) via the Helffer-Sjo¨strand formula
ϕj(LV ) = 1
2π
∫
C
∂¯ϕ˜j(σ)(LV − σ)−1L(dσ)
=
1
2π
lim
ǫ→0
∫
|Imσ|>ǫ
∂¯ϕ˜j(σ)(LV − σ)−1L(dσ)
(3.10)
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here ϕ˜j is an almost analytic extension of ϕj . Hence we write
〈z〉−1(LV − σ)−1〈z〉−1
= 〈z〉−1

ϕ0(LV ) +∑
j>0
ϕj(LV )

 (LV − σ)−1〈z〉−1
= 〈z〉−1ϕ0(LV )(LV − σ)−1〈z〉−1 +
∑
j>0
〈z〉−1ϕj(LV )(LV − σ)−1〈z〉−1.
(3.11)
Since |σ| < 1 and ϕ0 is supported in [2,∞), the functional calculus shows
‖〈z〉−1ϕ0(LV )(LV − σ)−1〈z〉−1‖L2→L2 . 1.(3.12)
Let φ ∈ C∞c ([14 , 4]) and φ = 1 on the support of ϕ and let Φ ∈ C∞c ([ 116 , 16]) and Φ = 1
on [18 , 8]. Define φj(s) = φ(2
js) and Φj(s) = Φ(2
js). The norm ‖ · ‖ briefly denotes the
‖ · ‖L2→L2 , we have
‖〈z〉−1ϕj(LV )(LV − σ)−1〈z〉−1‖ = ‖〈z〉−1ϕj(LV )Φj(LV )(LV − σ)−1φj(LV )〈z〉−1‖
. ‖〈z〉−1ϕj(LV )〈z〉‖‖〈z〉−1Φj(LV )(LV − σ)−1〈z〉−1‖‖〈z〉φj(LV )〈z〉−1‖.
To prove (3.8), as the last operator is same to the adjoints of the first one, it suffices
to show
Lemma 3.2. For j > 1, there exists a constant C independent of j such that
(3.13) ‖〈z〉−1ϕj(LV )〈z〉‖ 6 C
and
(3.14) ‖〈z〉−1Φj(LV )(LV − σ)−1〈z〉−1‖ 6 C
uniformly in σ ∈ C \R and |σ| < 1.
Proof. We begin to prove the first one. Recall ϕj(LV ) = ϕ(2jLV ), since the spectrum
theory implies ϕ(2jLV ) is bounded on L2 with norm sups |ϕ(s)| 6 1 and
(3.15) 〈z〉−1ϕ(2jLV )〈z〉 = 〈z〉−1[ϕ(2jLV ), 〈z〉] + ϕ(2jLV ),
it suffices to estimate 〈z〉−1[ϕ(2jLV ), 〈z〉] by functional calculus. Let ϕ˜ be a compactly
supported almost analytic extension of ϕ and let Rj(τ) denote the resolvent
Rj(τ) = (2
jLV − τ)−1,
we have by Helffer-Sjo¨strand formula
〈z〉−1[ϕ(2jLV ), 〈z〉] = 1
2π
∫
C
∂¯ϕ˜(τ)〈z〉−1[Rj(τ), 〈z〉]L(dτ)
= − 2
j
2π
∫
C
∂¯ϕ˜(τ)〈z〉−1Rj(τ)[LV , 〈z〉]Rj(τ)L(dτ)
= − 2
j
2π
lim
ǫ→0
∫
|Imσ|>ǫ
∂¯ϕ˜(τ)〈z〉−1Rj(τ)[LV , 〈z〉]Rj(τ)L(dτ).
(3.16)
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Since ∆g = x
2Pb, we see [LV , 〈z〉] = Q ∈ Diff1sc = xDiff1b, then from Lemma 2.1, we
have
(3.17) ‖〈z〉−1 (2jLV − τ)−1 ‖L2(X)→L2(X) . 2−j/2|τ |1/2|Imτ |−1.
and
(3.18) ‖Q (2jLV − τ)−1 ‖L2(X)→L2(X) . 2−j/2|τ |1/2|Imτ |−1.
Note that |∂¯ϕ˜(τ)| 6 C|Imτ |N for any N > 0 and |τ | 6 2 which is due to the compact
support of ϕ, then the above integral converges, and hence 〈z〉−1[ϕ(2jLV ), 〈z〉] is a
bounded operator on L2.
Next we prove (3.14). For χ ∈ C∞c ([ 1200 , 1100 ])
‖〈z〉−1Φ(2jLV )(LV − σ)−1〈z〉−1‖
6 ‖〈z〉−1Φ(2jLV )(LV − σ)−1χ(2j |σ|)〈z〉−1‖
+ ‖〈z〉−1Φ(2jLV )(LV − σ)−1(1− χ(2j |σ|))〈z〉−1‖.
Since the function Φ(2jτ)(τ − σ)−1 is bounded when 12002−j 6 |σ| 6 2−j/100, the
second operator is bounded by the spectrum theory. Hence it suffices to consider the
L2-boundedness of the operator ‖〈z〉−1Φ(2jLV )(LV −σ)−1χ(2j |σ|)〈z〉−1‖, which is same
as to the boundedness of
‖〈z〉−1Φ(2jLV )(LV − 2−jσ)−1〈z〉−1‖, |σ| ∈ [ 1
200
,
1
100
].
Let A = −12 ((φxDx) + (φxDx)∗) where φ ∈ C∞c (X) supported in a collar neighborhood
of ∂X and be identically 1 near ∂X. Define Aj = Φ(2
jLV )AΦ(2jLV ). Note that
‖〈z〉−1Φ(2jLV )(LV − 2−jσ)−1〈z〉−1‖
6 ‖〈z〉−1Φ˜(2jLV )(
√
LV + (2−jσ)1/2)−1〈z〉‖
‖〈z〉−1Φ(2jLV )Aj‖‖A−1j (
√
LV − (2−jσ)1/2)−1A−1j ‖‖AjΦ˜(2jLV )〈z〉−1‖
6 2−j/2‖A−1j (
√
LV − (2−jσ)1/2)−1A−1j ‖
6 ‖A−1j ((2jLV )1/2 −
√
σ)−1A−1j ‖
(3.19)
where we use
(3.20) ‖〈Aj〉Φ(2jLV )x‖ . 2−j/2, µ ∈ [0, 1].
and
(3.21) ‖〈z〉−1Φ˜(2jLV )(
√
LV + (2−jσ)1/2)−1〈z〉‖ 6 2
j/2
|σ| .
From Lemma 2.2 which verifies the condition of Theorem 6.3, one has by the Mourre
theory
‖A−1j ((2jLV )1/2 −
√
σ)−1A−1j ‖ . 1.(3.22)
Hence we prove (3.14).

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4. Strichartz estimates on the setting with a mild trapped set
In this section, we prove the second part of Theorem 1.1. The argument is based
on [28] and [8]. We always assume 0 < h 6 h0 ≪ 1 and ϕ ∈ C∞c ((1, 2)) and let
ϕ0(λ) =
∑
j60 ϕ(2
−jλ) in this section.
We first give a global-in-time local smoothing estimate localized at high frequency.
Proposition 4.1 (global-in-time local smoothing). Let χ ∈ C∞0 (X) and ϕ ∈ C∞c ((1, 2)),
then we have
(4.1) ‖χeit∆gϕ(h2∆g)u0‖L2(R;L2(X)) 6 a(h)‖u0‖L2
where a(h) 6 Ch1/2 if χ is supported outside the trapped set K and otherwise a(h) 6
C(h log h)1/2.
Proof. This result was due to [8] even though it was stated as a local-in-time version but
the argument works for this global-in-time estimate. The proof directly follows from the
resolvent estimates due to Vasy-Zworski [31] for non-trapping case and Nonnenmacher-
Zworski[22], Datchev[13], Datchev-Vasy[14] for mild trapped case
(4.2) ‖χ(h2∆g − (1± iǫ))−1χ‖L2(X)→L2(X) .
| log h|
h
, 0 < h < h0 ≪ 1.

Next we prove the Strichartz estimate on the scattering manifold with a mild trapped
set. We here consider the case V = 0 and let L0 = ∆g.
Proposition 4.2 (Global-in-time Strichartz estimate). Let χ ∈ C∞c (X) such that χ = 1
on the trapped set. For the admissible pair (q, r) satisfying (1.2) with q > 2, we have
the Strichartz estimate:
(i) Low frequency estimate
‖eitL0ϕ0(L0)u0‖Lq(R;Lr(X)) 6 C‖u0‖L2(X);(4.3)
(ii) High frequency estimate outside the trapped set
‖(1 − χ)eitL0ϕ(h2L0)u0‖Lq(R;Lr(X)) 6 C‖ϕ(h2L0)u0‖L2(X);(4.4)
(iii) High frequency estimate inside the trapped set
‖χeitL0ϕ(h2L0)u0‖Lq(R;Lr(X)) 6 C‖ϕ(h2L0)u0‖L2(X).(4.5)
Proof. We first consider the low frequency estimate (4.3) which follows the same ar-
gument of the non-trapping case, since the trapped set only has influence on the high
frequency. We sketch here that the microlocalized spectrum measure in [28] do not
need the non-trapping condition for the low frequency part and we also do not need
the non-trapping assumption for resolvent estimate at low frequency.
We secondly consider the estimate (4.4) outside the trapped set. Let w = (1 −
χ)eitL0ϕ(h2L0)u0 then w solves
i∂tw + L0w = −[∆g, χ]ϕ(h2L0)u, w(0) = (1− χ)ϕ(h2L0)u0(z).
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By Duhamle formula, we have
w =eitL0(1− χ)ϕ(h2L0)u0(z)− (1− χ)
∫ t
0
ei(t−s)L0 [∆g, χ]ϕ(h2L0)u(s)ds
= wlin + wnonh.
Since χ = 1 on the trapped set, we can regard the above equation as on a asymptotically
conic manifold without trapped set. Hence we can apply the Strichartz estimate (1.10)
and the Christ-Kiselev lemma [12] to obtain for q > 2
‖w(t, z)‖Lq (R;Lr(X◦))
. ‖ϕ(h2L0)u0‖L2(X◦) +
∥∥(1− χ)∫ t
0
ei(t−s)L0 [∆g, χ]ϕ(h2L0)u(s)ds
∥∥
Lq(R;Lr(X◦))
.
Define T = χeitL0ϕ(h2L0) : L2(X◦) → L2(R;L2(X◦)), by Proposition 4.1, then we
have that T is bounded with norm h1/2. By the dual, its adjoint T ∗ is also bounded
by h1/2, where
T ∗ : L2(R;L2(X◦))→ L2, T ∗F =
∫
s∈R
e−isL0ϕ(h2L0)χ∗F (s)ds.
Define the operator
B : L2(R;L2(X◦))→ Lq(R;Lr(X◦)), BF =
∫
s∈R
(1− χ)ei(t−s)L0ϕ(h2L0)χ∗F (s)ds.
Hence by the Strichartz estimate on nontrapping
‖BF‖Lq(R;Lr(X◦))
=
∥∥(1− χ)eitL0 ∫
s∈R
e−isL0ϕ(h2L0)χ∗F (s)ds
∥∥
Lq(R;Lr(X◦))
.
∥∥ ∫
s∈R
e−isL0ϕ(h2L0)χ∗F (s)ds
∥∥
L2(X◦)
. h1/2‖F‖L2(R;L2(X◦)).
(4.6)
By the Christ and Kiselev lemma [12], we have done for q > 2
∥∥(1− χ)∫ t
0
ei(t−s)L0 [∆g, χ]ϕ(h2L0)u(s)ds
∥∥
Lq(R;Lr(X◦))
. h1/2‖[∆g, χ]ϕ(h2L0)u‖L2(R;L2(X◦)).
(4.7)
Note that [∆g, χ] is compact supported and losing one-derivative, by local smoothing
Proposition 4.1 which gains h1/2, we obtain
h1/2‖[∆g, χ]ϕ(h2L0)u‖L2(R;L2(X◦)) . ‖ϕ(h2L0)u0‖L2(X◦).(4.8)
Finally we consider the high frequency inside the mild trapped set. The proof follows
from the argument in [8]. Let a(h) = h| log h| and let v = χeitL0ϕ(h2L0)u0 then v solves
i∂tv + L0v = [∆g, χ]ϕ(h2L0)u, v(0) = χϕ(h2L0)u0(z).
Let φ(s) ∈ C∞0 ([−1, 1]) satisfy φ(0) = 1 and
∑
j∈Z φ(s − j) = 1 and define vj =
φ( ta(h) − j)v, then v =
∑
j∈Z vj and each vj supported on a time interval of length
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2a(h) satisfies {
i∂tvj + L0vj = Fj +Gj ,
vj(t)|t=(j−1)a(h) = 0.
where Fj = [i∂t, φ(
t
a(h) − j)]χϕ(h2L0)u and Gj = φ( ta(h) − j)[∆g, χ]ϕ(h2L0)u. Then by
Duhamel’s formula we have
vj(t, z) =
∫ t
(j−1)a(h)
ei(t−s)L0(Fj +Gj)(s)ds = χ
∫ t
(j−1)a(h)
ei(t−s)L0(Fj +Gj)(s)ds.
Define
v˜Fj (t, z) = χ
∫ (j+1)a(h)
(j−1)a(h)
ei(t−s)L0Fj(s)ds, v˜Gj (t, z) = χ
∫ (j+1)a(h)
(j−1)a(h)
ei(t−s)L0Gj(s)ds.
Note the support of v˜Fj with respect to variable t is contained in [(j−1)a(h), (j+1)a(h)],
‖v˜Fj (t, z)‖Lq(R;Lr(X)) =
∥∥∥∥∥eitL0
∫ (j+1)a(h)
(j−1)a(h)
e−isL0Fj(s)ds
∥∥∥∥∥
Lq([(j−1)a(h),(j+1)a(h)];Lr(X◦))
6
∥∥∥∥∥
∫ (j+1)a(h)
(j−1)a(h)
e−isL0Fj(s)ds
∥∥∥∥∥
L2(X◦)
6 Ca(h)1/2‖Fj‖L2(R;L2(X◦)),
where we use the following in the first inequality and Ho¨lder’s inequality for the second
inequality
Lemma 4.1. We have the Strichartz estimate
‖χeitL0ϕ(h2L0)u0‖Lq([t0−a(h),t0+a(h)];Lr(X◦)) 6 C‖u0‖L2(X◦), ∀t0 ∈ R.
Proof. This is direct consequence of [8, Theorem 3.8]. 
By the Christ-Kiselev lemma, we obtain that for q > 2
‖vFj (t, z)‖Lq(R;Lr(X◦)) 6 Ca(h)1/2‖Fj‖L2(R;L2(X◦)).
Note that
Fj =
i
a(h)
φ′(
t
a(h)
− j)χϕ(h2L0)u,
hence∑
j∈Z
‖Fj‖2L2(R;L2(X◦)) . a(h)−2‖χϕ(h2L0)u‖2L2(R;L2(X◦)) . a(h)−1‖ϕ(h2L0)u0‖2L2 .
On the other hand,
‖v˜Gj (t, z)‖Lq(R;Lr(X)) =
∥∥∥∥∥eitL0
∫ (j+1)a(h)
(j−1)a(h)
e−isL0Gj(s)ds
∥∥∥∥∥
Lq([(j−1)a(h),(j+1)a(h)];Lr(X◦))
6
∥∥∥∥∥
∫ (j+1)a(h)
(j−1)a(h)
e−isL0Gj(s)ds
∥∥∥∥∥
L2(X◦)
6 Ch1/2‖Gj‖L2(R;L2(X◦)),
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where we use Lemma 4.1 again in the first inequality and while for the second inequality
we use the duality estimate of the local smoothing with no trapped set since Gj vanishes
at the trapped set π(K). Similarly note that
Gj = φ(
t
a(h)
− j)(h−1∇χ+∆χ)ϕ(h2L0)u,
Let χout = 1 on the support of ∇χ, then χout is supported outside the trapped set.
Thus by Proposition 4.1∑
j∈Z
‖Gj‖2L2(R;L2(X◦)) . h−2‖χoutϕ(h2L0)u‖2L2(R;L2(X◦)) . h−1‖ϕ(h2L0)u0‖2L2 .
Therefore by embedding ℓ2(Z) to ℓq(Z) with q > 2
‖v‖2Lq(R;Lr(X◦)) .
∑
j∈Z
(
‖vFj ‖2Lq(R;Lr(X◦)) + (‖vGj ‖2Lq(R;Lr(X◦))
)
.
∑
j∈Z
(
a(h)‖Fj‖2L2(R;L2(X◦)) + h‖Gj‖2L2(R;L2(X◦))
)
. ‖ϕ(h2L0)u0‖2L2
(4.9)
which shows (4.5).

Using Proposition 4.2 and the Littlewood-Paley estimate for L0 in [2, Equation
1.4] or [32, Proposition 2.2], we sum the frequency to obtain (1.11) for V = 0. Now
by similarly argument as in last section, we obtain the Strichartz estimate from the
global-in-time local smoothing. For the mild trapped case, we do not know whether the
Strichartz estimate can be sharped to Lorentz space hence we need V (z) = O(〈z〉−2−ǫ)
such that 〈z〉V (z) ∈ Ln. By Proposition 3.1 and Kato’s local smoothing, even though
for the trapping case, we again have
‖〈z〉−1eitLV u0‖L2t (R;L2z(X◦)) 6 C‖u0‖L2 .
Further by Duhamel’s formula again, we have for any admissible pair (q, r) with q > 2
‖eitLV u0‖LqtLrz
. ‖eitL0u0‖LqtLrz +
∥∥ ∫ t
0
ei(t−s)L0V (z)eisLV u0ds
∥∥
LqtL
r
z
. ‖u0‖L2z + ‖V (z)eisLV u0‖
L2tL
2n
n+2
z
. ‖u0‖L2z + ‖〈z〉V (z)‖Ln‖〈z〉−1eisLV u0‖L2sL2z . ‖u0‖L2z .
Therefore we prove the second part of Theorem 1.1.
5. The inhomogeneous Strichartz estimate
For q > q˜′, the inhomogeneous Strichartz estimate can be proved by using the Christ-
Kiselev lemma [12] and the above homogeneous Strichartz estimate of Theorem 1.1.
To obtain the double-endpoint estimate, i.e. q = q˜ = 2, we follow the methods of [13]
and [5].
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Recall LV = ∆g + V and L0 = ∆g, define the operators
N0F (t) =
∫ t
0
ei(t−s)L0F (s)ds, NF (t) =
∫ t
0
ei(t−s)LV F (s)ds.(5.1)
Set u(t) = ei(t−s)LV F (s), then we can write
u(t) = ei(t−s)L0F (s)− i
∫ t
s
ei(t−τ)L0
(
V e−i(τ−s)LV F (s)
)
dτ.
Integrating in s ∈ [0, t], we have by Fuibni’s formula
NF (t) =
∫ t
0
ei(t−s)LV F (s)ds
=
∫ t
0
ei(t−s)L0F (s)ds − i
∫ t
0
∫ t
s
ei(t−τ)L0
(
V e−i(τ−s)LV F (s)
)
dτds
= N0F (t)− i
∫ t
0
∫ τ
0
ei(t−τ)L0
(
V e−i(τ−s)LV F (s)
)
dsdτ
= N0F (t)− i
∫ t
0
ei(t−τ)L0
(
V
∫ τ
0
e−i(τ−s)LV F (s)ds
)
dτ
= N0F (t)− iN0 (V (NF )) (t).
Therefore
NF (t) = N0F (t)− iN0 (V (NF )) (t).(5.2)
On the other hand, we have by similar argument
N0F (t) = NF (t) + iN (V (N0F )) (t),
hence
NF (t) = N0F − iN (V (N0F )) (t).
Plugging it into (5.2), we obtain
NF = N0F − iN0 (V (N0F ))−N0 (V (N (V (N0F )))) ,
that is
NF = N0F − i (N0VN0)F −N0(VNV )N0F.(5.3)
For q = 2, we need to estimate
‖NF‖
L2(R;L
2n
n−2
,2
)
6 ‖N0F‖
L2(R;L
2n
n−2
,2
)
+ ‖ (N0VN0)F‖
L2(R;L
2n
n−2
,2
)
+ ‖N0(VNV )N0F‖
L2(R;L
2n
n−2
,2
)
.
By the Strichartz estimate in Lemma 3.1, we have
‖N0F‖
L2(R;L
2n
n−2
,2
)
. ‖F‖
L2(R;L
2n
n+2
,2
)
.(5.4)
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Using the assumption (1.7) of potential V , then one has V ∈ Ln2 ,∞. Thus we obtain
from the Strichartz estimate in Lemma 3.1
‖ (N0VN0)F‖
L2(R;L
2n
n−2
,2
)
. ‖VN0F‖
L2(R;L
2n
n+2
,2
)
. ‖N0F‖
L2(R;L
2n
n−2
,2
)
. ‖F‖
L2(R;L
2n
n+2
,2
)
.
(5.5)
Using the assumption (1.7) on V again, then one has 〈z〉V ∈ Ln,∞ and 〈z〉2V ∈ L∞.
Similarly as above, we prove
‖N0(VNV )N0F‖
L2(R;L
2n
n−2
,2
)
. ‖(VNV )N0F‖
L2(R;L
2n
n+2
,2
)
6 ‖(〈z〉−1N〈z〉−1)(〈z〉2V )〈z〉−1N0F‖L2(R;L2)
. ‖〈z〉−1N0F‖L2(R;L2) . ‖N0F‖
L2(R;L
2n
n−2
,2
)
. ‖F‖
L2(R;L
2n
n+2
,2
)
.
(5.6)
Here we use the following lemma about the local smooth estimate
Lemma 5.1. Let LV be in Theorem 1.2, then we have
(5.7) ‖〈z〉−1
∫ t
0
ei(t−s)LV 〈z〉−1Fds‖L2(R;L2) 6 C‖F‖L2(R;L2).
Proof. By Proposition 3.1, the operator 〈z〉−1 is LV -suppersmoothing operator. Using
D’ancona’s result [16], that is Theorem 6.2 in appendix, and the density argument, we
obtain (5.7). 
Finally collecting (5.4), (5.5) and (5.6), we show the double-endpoint estimate by
Lorentz imbedding∥∥∥∥
∫ t
0
ei(t−s)LV F (s)ds
∥∥∥∥
L2tL
2n
n−2
z (R×X◦)
6 C‖F‖
L2tL
2n
n+2
z (R×X◦)
.
Therefore we prove Theorem 1.2.
6. Appendix: Kato smoothing theorem and the Mourre theory
We record the Kato smooth theorem and the Mourre theory for convenience; see [1]
and [11].
Let H, H1 be Hilbert spaces and H is a selfadjoint operator on H with domain
D(H) ⊂ H. For σ ∈ C \ R, define the resolvent operator of H by R(σ) = (H− σ)−1.
Definition 6.1. [20]A closed operator A : H → H1 with dense domain D(A) is said to
be
(i) H-smooth, with constant a, if there exists ǫ0 > 0 such that for every ǫ, λ ∈ R with
|ǫ| 6 ǫ0 the following uniform estimate holds
(6.1)
∣∣〈(2i)−1(R(λ+ iǫ)−R(λ− iǫ))A∗v,A∗v〉H1∣∣ 6 a‖v‖H1 , ∀v ∈ D(A∗),
(ii) H-supersmooth, with constant a, one has that there exists ǫ0 > 0 such that for
every ǫ, λ ∈ R with |ǫ| 6 ǫ0
(6.2) |〈R(λ+ iǫ)A∗v,A∗v〉H1 | 6 a‖v‖H1 , ∀v ∈ D(A∗).
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Theorem 6.1. Let A : H → H1 be a closed operator with dense domain D(A). Then
A is H-smooth with constant a if and only if, for any v ∈ H, one has e−itHv ∈ D(A)
for almost every t ∈ R and
(6.3) ‖Ae−itHv‖L2(R;H1) 6 2
√
a‖v‖H.
Proof. See [19, Lemma 3.6, Theorem 5.1] or see [24, Theorem XIII.25]. 
We next recall the result of [16, Theorem 2.3] which is used to prove the endpoint
inhomogeneous Strichartz estimate.
A step function h(t) : R→ H is a measurable function of bounded support taking a
finite number of values; measurability and integrals of Hilbert-valued functions are in
the sense of Bochner.
Theorem 6.2. Let A : H → H1 be a closed operator with dense domain D(A). Assume
A is H-supersmooth with constant a. Then for almost every t ∈ R and any v ∈
H one has e−itHv ∈ D(A); Furthermore, for any step function h(t) : R → D(A∗),
Ae−i(t−s)HA∗h(s) is Bochner integrable in s over [0, t] (or [t, 0]) and satisfies, for all
|ǫ| 6 ǫ0, the estimate
(6.4)
∥∥∥∥e−ǫt
∫ t
0
Ae−i(t−s)HA∗h(s)ds
∥∥∥∥
L2(R;H1)
6 2a‖e−ǫth(t)‖L2(R;H)
Conversely, if (6.4) holds, then A is H-supersmooth with constant 2a.
Proof. See [16, Theorem 2.3]. 
Next we record the abstract Mourre theory which implies the limit absorbing theorem
and thus obtain the resolvent estimate.
Definition 6.2. Let (A,D(A)) and (H,D(H)) be self-adjoint operator on a separable
Hilbert space H. The operator H is of class Ck(A) for k > 0, if there exists z ∈ C\σ(H)
such that
R ∋ t −→ eitA(H− z)−1e−itA,
is Ck for the strong topology of L(H).
Let H ∈ C1(A) and I ⊂ σ(H) be an open interval. We assume that A and H satisfy
a Mourre estimate on I
(6.5) χI(H)i[H, A]χI (H) > δχI(H), for some δ > 0.
Define the multi-commutators a adjAB inductively by
adj+1A B = [A, ad
j
AB], ad
0
AB = B.
Theorem 6.3 (Limiting absorption principle). Let H ∈ C2(A) be such that adjAH
(j = 1, 2), are bounded on H. Assume furthermore (6.5). Then, for all closed intervals
J ⊂ I and µ > 1/2, there exists CJ,µ > 0 such that
(6.6) sup
ℜz∈J,ℑz 6=0
‖〈A〉−µ(H− z)−1〈A〉−µ‖ 6 CJ,µ.
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