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Abstract
In this paper we compare two methods for estimating a global minimizer of an inde nite
quadratic form over a simplex The  rst method is based on the enumeration of local minimizers
of a socalled control polytope The second method is based on an approximation of the convex
envelope using semide nite programming In order to test the algorithms a method for generating
random test problems is presented where the optimal solution is known and the number of binding
constraints is prescribed Moreover it is investigated if some modi cations of the objective function
inuence the performance of the algorithms Numerical experiments are reported
Keywordsglobal optimization nonconvex quadratic programming heuristics Bezier methods test prob
lems
  Introduction
Consider a nonconvex quadratic programming problem of the form
global minimize x
T
Fx  
subject to x   
n
 
where the admissible set is the ndimensional standard simplex

n
 fx   IR
n 
 x
i
     i  n   e
T
x  g 
F   IR
n  n 
is an inde	nite symmetric matrix and e   IR
n 
is the vector of ones
 Finding a
global solution of   is known to be NPhard  see Horst Pardalos and Thoai  
 Problems of
the type   occur for example in the search for a maximum  weighted clique in an undirected graph

It is also strongly related to the general quadratic optimization problem  QP which has numerous
applications
 Of course Problem   can be considered as a general global optimization problem
which has been investigated by many authors  see for example Horst and Pardalos   
 However
only few methods for  approximately solving   are available which take advantage of the special
structure of the problem
 Bomze presents in Bomze   applications and a heuristic for   using
an evolutionary approach
 Coleman and Hulbert use in Coleman and Hulbert   an active set
method for solving large scale sparse quadratic problems with box constraints
 For linearly constrained
quadratic programs in Han Pardalos and Ye   an interior point algorithm and in An and Tao
  a d
c
 algorithm are presented

In this paper we propose two algorithms for approximately solving  
 The 	rst method which
is described in Section  is a sampling method
 The sample points are local minimizers of a socalled
 
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
control polytope
 These points are manipulated by a descent method to compute a candidate global
minimizer
 The second method is described in Section 
 This approach is based on the approximation
of the convex envelope using semide	nite programming
 This leads to a convex quadratic relaxation
of the original problem
 A minimizer of this relaxed problem is used to estimate a global minimizer
of  
 In Section  a method for constructing random test problems with known optimal value and
prescribed number of binding constraints at the global minimum point is proposed
 Moreover it is
investigated in Section  whether some modi	cations of the objective function of   inuence the
performance of the algorithms
 Finally we compare in Section  both algorithms using the random
test case generator proposed in Section 

 Enumerating local minimizers of the Beziernet
In this section we describe a sampling method for approximately solving  
 The idea of the method
is to generate a set of sampling points which are manipulated by means of a local search to yield
a candidate global minimizer
 We choose local minimizers of a socalled control polytope as sample
points
 A control polytope P
f
 x of a quadratic form f x  x
T
Fx over 
n
is a piecewise linear
interpolant of the Beziernet de	ned by f x
ij
  F
ij
    i  j  n  g where x
ij



 e
i
 e
j
 are
lattice points and e
i
  IR
n 
is the ith unit vector
 A control polytope has the following properties
 see Dahmen  
Lemma   Let P
f
 x be a control polytope over 
n
of the quadratic form f x  x
T
Fx where F  
IR
n  n 
is a symmetric matrix  Then
i the function values of P
f
 x are equal to f x at the vertices of 
n
 i e  f e
i
  P
f
 e
i
  F
ii

  i  n 
ii the tangent plane of P
f
 x coincides with the tangent plane of f x at the vertices of 
n
 i e 

e
j
e
i
f e
i
  
e
j
e
i
P
f
 e
i
     F
ij
 F
ii
   i  j  n  i  j
iii if P
f
 x is convex on 
J
then f x is convex on 
J
where J  f    ng and 
J
is the Jface
of 
n
 i e  
J
 fx   
n
 x
i
   i   f    n  g n Jg 
Lemma  shows that P
f
 x is an approximation of f x over 
n

 A local minimizer of P
f
 x over 
n
can be considered therefore as an estimation of a local minimizer of f x
 Since P
f
 x is a piecewise
linear function the set fx
ij
 ij   Tg of lattice points where T  fij  F
ij
 F
ik
    i  j  k  ng
are local minimizers of P
f
 x
 We choose T as the set of sampling points hoping that among these
sample points there are points which are in the region of attraction of a global minimizer
 The region
of attraction of a minimizer is de	ned as the set of points in 
n
starting from which a local search
will converge to the minimizer
 The above observations lead to the following algorithm for computing
an estimation for a global minimizer of   denoted by x
est


Algorithm  

 Set f
min
 F

 x

 e


 For ij   T do 
Let a
ij
 max
kn  lfi jg
F
kl
and b
ij
 min
kn  lfi jg
F
kl

Compute an estimation of a local minimizer
x

ij

X
kn  lfi jg

kl
x
kl

X
kn  lfi jg

kl
 
where 
ij
  a
ij
 b
ij




Re	nement Compute x
ij
by performing some steps of a descent algorithm starting from x

ij


If f x
ij
  f
min
then set f
min
 f x
ij
 and x

 x
ij


 Compute an estimation x
est
by locally minimizing f x over 
n
by a descent algorithm starting
from x



 Approximating the convex envelope
The second method for approximately solving   is a relaxation method
 The idea of this method
is to replace the  nonconvex objective function by a convex function
 The solution of this simpli	ed
problem is used to estimate a global minimizer of the original problem
 The relaxation of problem  
is based on an approximation of the convex envelope
 Let f x  x
T
Fx be the objective function and
let f
conv
 x be the the convex envelope of f x taken over 
n
which is a function satisfying 
i f
conv
 x is convex on 
n


ii f
conv
 x  f x for all x   
n


iii If h x is any convex function de	ned on 
n
such that h x  f x for all x   
n
 then
h x  f
conv
 x for all x   
n


The convex envelope has the following properties  see Horst Pardalos and Thoai  
Lemma  Let f
 
be the global minimum of   Then
f
 
 min
x
n
f
conv
 x
and
fx   
n
 f x  f
 
g  fx   
n
 f
conv
 x  f
 
g  
Equality holds in  if  has a unique global minimizer 
In general computing the convex envelope is as dicult as solving    see Horst Pardalos and Thoai
 
 However it is possible to approximate the convex envelope in polynomial time hoping that
the global minimum point of the related optimization problem is in the region of attraction of a global
minimum point of problem  
 Consider the following optimization problem
W  argmin
X
i jn 
jF
ij
G
ij
j
subject to diag G  diag F  G  F   
x
T
Gx is convex on 
n
and de	ne the quadratic form w x  x
T
Wx
 The constraint diag G  diag F ensures that the
function values of w x and f x are equal at the vertices of 
n

 Obviously w x is convex on 
n

 We
have w x  f x for all x   
n
 see Lemma  in Section 
 Therefore w x is an underestimator
of the convex envelope f
conv
 x and a minimizer of w x over 
n
is an estimation of a global minimizer
of  
 Based on this observation we propose the following algorithm for computing an estimation of
a global minimizer of   denoted by x
est


Algorithm 

 Compute W by solving  


 Solve the convex quadratic program
x

 arg min
x
n
w x  

 Starting from x

compute by a descent method a local minimizer x
est
of problem  

Problem   can be formulated as a semide	nite program  see Nowak  
 Since semide	nite
programs and convex quadratic programs can be solved in polynomial time the estimation x
est
can
be computed in polynomial time


 Constructing test problems with known solutions
In order to investigate the performance of both algorithms we propose a test case generator which
produces problems of the form   with known optimal value and prescribed number of binding
constraints at the solution point
 The method is based on the following result  see also Hager Pardalos
Roussos and Sahinoglou   for a similar approach
Lemma  Let f

 x 
s
X
i

i
x

i
where 
i
    i  s and f

 x 
n
X
is 

i
x

i
where 
i
 
s  i  n be two quadratic forms and let v
i

 
u
i
w
i

  i  n be the vertices of a simplex
where u
i
  IR
s
and w
i
  IR
ns
  Consider the quadratic program
global minimize f

 x  f

 x
subject to x   co fv

    v
n 
g  
If u

 u

   u
k
    co fw

    w
k
g   k  n and f

 u

  f

 u
i
 for i   fk    n  g then
x
 

 
u



is a global minimizer and f
 
 f

 u

 is the global minimum of the quadratic program
	 
Proof
 Since f

 x is concave

u



is a global minimizer of f

 x over co fv

    v
n 
g
 Since f

 x  
for x   IR
n
we have f x  f

 x  f

 x
 
 for x   co fv

    v
n 
g
  
The following algorithm produces a quadratic optimization problem of the form   with a known
optimal value f
 
and a solution point x
 
based on Lemma 
 The parameters n s k and    
s  n     k  n       denote the problem size the number of negative eigenvalues of
the Hessian of f x the number of nonbinding constraints at x
 
and a measure how close local  not
global minima of   are to f
 


random qp  n  s  k  

 Choose random values 
i
  b

  a

   i  s and 
i
  a

  b

 s   i  n    a

 b




 Choose a random value f
 
  a

  b

  a

 b

 


 Choose random vectors v
i
  a
	
  a
	
 where v
i

 
u
i
w
i

 u
i
  IR
s
 w
i
  IR
ns
and u

 u


  u
k
 a
	
  IR
n
   i  n


 Set u
i
 jf
 
f

 u
i
j

u
i
for   i  k and u
i
 jf
 
 f

 u
i
j

u
i
for k  i  n
where f

 x 
s
X
i

i
x

i



 Choose a random vector    
k
and set x
 

 






 Set w
i
 w
i
 z    i  k and w
i
 w
i
  k    i  n  where z 
k
X
i

i
w
i



 Set v
i


u
i
w
i

for   i  n V   v

    v
n 
 and F  V
T
diag  V de	ning the objective
function f x  x
T
Fx


 Modifying the objective function
In this section we discuss modi	cations of the objective function of   which do not change the optimal
value
 The modi	cations are based on the following results
Lemma  Let F W   IR
n  n 
be symmetric matrices and W  F componentwise  Then
x
T
Wx  x
T
Fx for x   
n

Proof
 Since x   on 
n
and F W   we have
x
T
Fx x
T
Wx  x
T
 F W x   for x   
n
which proves the assertion
  
Lemma  There exist a global minimizer x of  such that f x is strictly convex on 

x
where
	 x is the set of nonbinding constraints de
ned by
	 x  fi    i  n   x
i
 g
and 
I
is the Iface of 
n
 i e 

I
 fx   
n
 x
i
   i   f    n  g n Ig
Proof
 Let X
 
be the solution set of  
 It is well known that X
 
is the union of polyhedra
 Let x be
a vertex of X
 

 Then 

x
X
 
 fxg implying that f x is strictly convex on 

x


 
We are now in the position to prove 
Proposition   Let f x  x
T
Fx be given and de
ne the quadratic form

f x  x
T

Fx by

F
ij
 minfF
ij
 


 F
ii
 F
jj
g    i  j  n   
Consider the following optimization problem 
global minimize

f x
subject to x   
n
  
Then the global minima of  and  are equal and every global minimizer of  is also a global
minimizer of  
Proof
 Let f
 
and

f
 
be the global minimum of   and   respectively
 Let x be a global minimizer
of   such that according to Lemma 

f x is strictly convex on 
x

 This implies 

e
i
e
j

f x  
for i  j   	 x i  j which is equivalent to

F
ij



 

F
ii


F
jj
 for i  j   	 x i  j
 Since

F
ii
 F
ii
for
  i  n it follows F
ij


F
ij
for i  j   	 x and therefore

f
 


f x  f x  f
 

 Since

F
ij
 F
ij
for   i  j  n  Lemma  yields

f
 
 f
 
which proves

f
 
 f
 


Now let x
 
be a global minimizer of  
 Then 

e
i
e
j
f x   for i  j   	 x
 
 i  j implying
F
ij


F
ij
for i  j   	 x
 
 since F
ii


F
ii

 Therefore

f
 
 f
 
 f x
 
 

f x
 

 Hence x
 
is also a
global minimizer of problem  

 
A consequence from Proposition  is

Corollary   Let f x  x
T
Fx be given and de
ne the quadratic form

f x  x
T

Fx by

F
ij


F
ij
if F
ij



 F
ii
 F
jj
 or i  j


 F
ii
 F
jj
  
ij
else
where 
ij
    i  j  n    Then every global minimizer x
 
of  which is strictly convex on
	 x
 
 is a global minimizer of

f x over 
n
  According to Lemma 	 such global minimizers exist 
Proof
 From Lemma  and Proposition  it follows f
 


f x 

f x for x   
n
since

F
ij


F
ij

  i  j  n  
 Let x
 
be a global minimizer of   which is strictly convex on 
x
 


 Then
F
ij



 F
ii
F
jj
 for i  j   	 x
 
  i  j implying F
ij


F
ij
for i  j   	 x
 

 Hence f
 
 f x
 
 

f x
 


 
Note that the modi	cation   can lead to a reduction of the number of local minimizers of  

Consider the quadratic form f x  x
t
Fx where F
ii
 i  F
ij



 i  j  n     i  j  n  

Then f x has n local minimizers at the vertices of 
n
and e

is a global minimizer
 The modi	ed
objective function

f x corresponding to f x is linear over 
n
and has a unique  global minimum
over 
n
at e


 However in the case of random test problems which are generated with the procedure
random qp  see Section  the modi	cation   reduces the number of minimizers of the Beziernet  i
e

the number of elements of the set T  see Section  almost never
 We observed that the modi	cation
  changes the computational time for solving random test examples up to dimension  by Algorithm
 and by Algorithm  only slightly
 In Bomze  a modi	cation of Corollary  was proved for the
maximum clique problem in order to avoid spurious solutions

 Numerical results
In order to compare the performance of both algorithms we made several numerical experiments
 We
constructed random test problems using the procedure random qp and modi	ed the objective function
according to Proposition 
 The results are shown in Table 

We made always  runs and averaged the quantities
 The parameter n denotes the problem size s
denotes the number of negative eigenvalues of the Hessian of the objective function and type describes
dierent values for k and 
 If type   we chose k   and    if type   we chose k   and
   and if type   we chose k  n and   
 The percentage relative error of the estimations
f
est
and f
est
is denoted by e

  
jf
est
 f
 
j
jF
max
j
and e

  
jf
est
 f
 
j
jF
max
j
respectively where
F
max
 max
i jn 
jF
ij
j
 We have max
x
n
f x  f
 
 F
max
since f x   co fF
ij
   i  j  n  g
 see Dahmen  
 The percentage averaged number of cases where the relative errors e

 e

and min e

  e

 do not exceed 

is denoted by opt

 opt

and opt respectively
 The CPU time in
seconds for computing the estimations f
est
and f
est
is denoted by time

and time

respectively
 All
computations were performed on a HP J  workstation

The results show that both algorithms 	nd a global minimizer in many instances
 In particular
the combination of Algorithm  and  leads almost always to the exact solution  see column opt in
Table 
 The most important fact is that the estimations produced by Algorithm  are not much more
inaccurate than the estimations produced by Algorithm  although Algorithm  is much faster
 An
acceleration of Algorithm  is probably possible by using advanced SDPsolvers which are currently
under investigation
 The choice of the parameters k and  does not seem to inuence the results very
much


Table  Comparison of Algorithm  and Algorithm 
n sn type e

e

opt

opt

opt time

time

 
       
 

 
       
 

 
       
 

 
  
     
 

 
  
     
 

 
       
 

 
  
     
 

 
  
 
    
 

 
  
 
    
 

 
       
 

 
       
 

 
       
 

 
       
 

 
  
     
 

 
       
 

 
  
     
 

 
  
     
 

 
       
 

 
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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 

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 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 

 
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 

 
  
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