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CHAPTER 1 INTRODUCTION 
1.1 Background 
The use. of natural gas in the United States was limited until the interstate pipeline 
system was established in the early 1950s (Moore, 1989). Prior to this, beginning in the mid 
1800s, the gas used in homes and industry was produced by heating coal, coke and/ or oil and 
extracting the gas (Barr Engineering, undated). The gas produced was then processed to 
increase the heating value and to remove impurities such as sulfur compounds, tar 
components and compounds that would corrode or damage pipes or appliances (GRI, 1987). 
Facilities that produced this gas are known as manufactured gas plants (MGPs ). Nearly 
every city in the country had at least one MGP facility during the almost one hundred years 
they were in use (Moore, 1989). As such, former manufactured gas plant (FMGP) sites are 
common. 
Wastes and residuals from the various production processes included coal tars, coke, 
lampblack, ash, hydrocarbon sludge, spent oxides and lime wastes (GRI, 1987). In many 
cases, many of these wastes were converted into useful products. Depending on demand, 
some of the wastes were sold and transported off site. In other cases, the wastes were simply 
stored or disposed of on site in pits, landfills or ponds or were managed off-site (Moore, 
1989). At that time, regulation of environmental impacts was not up to today's standards. 
Consequently, many of these wastes have contaminated soil, have flowed or been leached 
into the groundwater and are now recognized as an environmental concern. A query of the 
Superfund Hazardous Waste Site database on the United States Environmental Protection 
Agency (USEP A) website, returned 24 7 sites that are currently on or have been on the 
Superfund National Priority List for polycyclic aromatic hydrocarbons (PAHs) 
contamination (EPA, 2000). P AHs are a major category of contaminants derived from MGP 
operations. It is unknown how many of the 24 7 sites are FMGPs, as P AHs are derived from 
sources other than MGP operations. For instance·, PAHs are produced as a byproduct during 
coke production. 
The cost ofremediating FMGP sites can be considerable. This is because of the 
complex mixtures of contaminants typically present and the wide range in physical properties 
they often exhibit. The term "coal tar" is a generic name for the mass of organic chemicals 
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(mostly aromatic and heavy aliphatic hydrocarbons) remaining after the coal was processed. 
These mixtures interact with the soil and groundwater in complex ways, having dynamic 
partitioning between soil gas, groundwater, aquifer material and free phase. Cleanup costs 
associated with the remediation of an FMGP site can be on the order of tens of millions of 
dollars (Luthy et al., 1994). Because of this, innovative technologies are sought that can 
lower the total remediation cost. Natural attenuation (NA) is the sum of physical processes 
that reduce the mass, toxicity or mobility of a contaminant. The incorporation of monitored 
natural attenuation (MNA) into a remedial scheme is one such way to bring the costs down 
while protecting human health and the environment. Monitored natural attenuation is a 
method of remediation-that has received much attention in recent years. MNA is also known 
as intrinsic remediation, natural recovery, or natural assimilation (EPA, 1997). These terms 
all refer to the concept of relying on natural processes to reduce the mass, concentration or 
toxicity of contaminants. Human intervention is reduced to monitoring, institutional control 
and contingency planning. Using NA alone at a site is often insufficient to meet remedial 
goals in a reasonable time and maintain protection of human health and the environment and 
therefore NA may be utilized as a component of a broader remedial strategy. This concept is 
discussed in more depth in following chapters. 
The implementation of a remediation strategy using MNA is less common among 
FMGP sites compared to its use at fuel release sites. While there are numerous studies 
quantifying attenuation rates at fuel release sites, a review of the literature revealed only a 
few studies quantifying the attenuation rates at FMGP sites. No studies were found that 
addressed the issues associated with assessing NA at FMGP sites commingled with 
petroleum fuel releases. 
NA assessments at fuel release sites tend to focus on the regulated compounds 
benzene, ethylbenzene, toluene and xylenes (BTEX). Polycyclic aromatic hydrocarbons 
(P AHs) tend to make up the bulk of FMGP contaminants and differ from BTEX compounds 
in several important ways. P AHs are generally less volatile, more hydrophobic, less soluble 
and less biodegradable than BTEX. These differences have a large impact on which 
attenuation processes will dominate and therefore which site parameters are important in 
assessing NA. 
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Demonstration of the occurrence of natural attenuation processes is accomplished by 
investigating several lines of evidence. The first line of evidence is direct observation of 
reducing contaminant mass or concentration. Secondary lines of evidence include 
observation of indicators of natural attenuation rather than direct evidence of loss of 
contaminant. Tertiary lines of evidence are indications of the potential for contaminant loss. 
This is usually accomplished by demonstrating the presence of microorganisms capable of 
degrading the contaminant. This research focuses on first and second lines of evidence at 
FMGP sites. 
1.2 Objectives 
This research is directed at investigating the extent and nature of attenuation 
processes occurring at two FMGP sites that have coal tar residuals commingled with 
petroleum fuel releases. Specifically, the objectives of this research are as follows: 
1. Assess the occurrence of natural attenuation for BTEX, naphthalene and 
phenanthrene at two study sites using the first and second lines of evidence. The 
reasons for selecting these six compounds are discussed in Section 3 .1. 
2. Evaluate methods for determining attenuation rates and documenting natural 
attenuation at FMGP sites. 
These objectives will be met by performing the following tasks: 
1. Evaluate direct evidence of NA using historical data and determine if overall 
attenuation rates can be calculated for BTEX, naphthalene and phenanthrene. 
2. Ascertain the data needs for indirect evidence of NA and acquire additional data as 
necessary and possible. 
3. Evaluate indirect evidence of natural attenuation processes and document evidence 
for those processes. 
4. To the extent possible, calculate attenuation rates using various methods including 
analytical modeling. The methods will be evaluated in terms of suitability to 
application at FMGP sites and results will be evaluated against published values. 
4 
5. Compare the usefulness and applicability of an analytical model (Bioscreen) with a 
numerical model (Bioplume III) for modeling natural attenuation at specific FMGP 
sites. 
1.3 Organization of Thesis 
Chapters 1 and 2 present background information concerning monitored natural 
attenuation. Chapter 3 is a description of the methods that were used at the two study sites. 
Chapters 4 and 5 are each dedicated to one of the two study sites. The organization of these 
two chapters follows a similar progression. Historical data and physical information is 
presented to build a site conceptual model. This is followed by the results of the 
investigation of primary, then secondary lines of evidence. Supporting site-specific 
information is included as appendix material. Conclusions and discussion of the site-specific 
results are then presented. Site-specific results and conclusions are summarized in Chapter 6 
and synthesized in a discussion of general conclusions about evaluation and occurrence of 
natural attenuation at FMGP sites. Chapter 7 presents suggestions for future work. 
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CHAPTER 2 LITERATURE REVIEW 
2.1 FMGP Sites and Contaminants of Concern 
Waste mixtures derived from FMGP activities include both organic and inorganic 
compounds (GRI, 1987). Many of these compounds are toxic and/or are known or suspected 
human carcinogens. Because of their toxicity and/or mobility, many of these compounds are 
considered a threat to human health and the environment. Contaminants of primary interest 
include both volatile and semi-volatile organic chemicals, such as monoaromatic (BTEX) 
and polycyclic aromatic hydrocarbons (P AHs) and inorganic contaminants such as cyanide 
and metals (GRI, 1987). The wide variety of chemicals present in FMGP wastes is a result 
of the various compositions of the feedstock and processes used (Luthy et al., 1994). 
The remediation of FMGP sites poses technical challenges due to the variety of 
contaminants and the wide range in physical and chemical properties those contaminants 
exhibit. FM GP-derived tars have a wide range of physical and chemical properties 
depending on the composition, but are typically of low solubility and are denser than water 
and tend to migrate downward through the aquifer, or laterally upon encountering low 
permeability strata. Since this dense, non-aqueous phase liquid (DNAPL) moves under the 
influence of gravity, as opposed to moving advectively with the groundwater, it can migrate 
in a direction contrary to the hydraulic gradient. This poses a challenge in locating and 
controlling the DNAPL. Sites that are commingled with underground storage tank (UST) 
fuel releases have additional complexity in that the petroleum-derived contaminants tend to 
float, being less dense than water. This product is often called light, non-aqueous phase 
liquid (LNAPL). 
It should be noted, that the free product is a mixture of many compounds. While the 
free product mixtures tend to have densities different than water, and will migrate as 
described above, the compounds that dissolve from the free product will move advectively 
with the groundwater. 
Commingled sites have an additional element of complexity. In addition to the 
distributed and potentially mobile FMGP-derived source material, there may be UST-derived 
source material at the water table that is also potentially mobile. In addition, the fuel-derived 
6 
compounds have the potential to act as a solvent for residual coal tar compounds, potentially 
increasing their mobility. 
Specific compounds and the physical properties that influence fate and transport are 
discussed in Section 2.5. 
2.2 Natural attenuation 
There are four basic processes that are important for natural hydrocarbon attenuation: 
biodegradation, dilution/dispersion, volatilization and sorption (EPA, 1997; Wiedemeier et 
al., 1995; ASTM, 1998). There are other processes that are important at sites contaminated 
with different contaminants, but these are insignificant at hydrocarbon-contaminated sites. 
Such processes include abiotic reactions, precipitation, hydrolysis and radioactive decay. 
The advantage ofMNA is that it is an in-situ and minimally invasive remedy. The 
incentives to employ a remediation strategy that includes MNA rather than a more 
traditional, active remediation strategy include the following (WDNR, 1997; EPA, 1997; 
Amoco, 1995; Wiedemeier et al., 1995): 
• Lower volumes of investigation-derived waste. 
• Lower potential for cross media contamination. 
• Lower human exposure to contaminants by site workers and the public. 
• Less site intrusion and disturbance, which allows part or the entire site to 
remain in use throughout the remediation period. 
• Lower overall remediation cost. 
• Effective remediation of both groundwater and soil. 
Despite the economic and practical advantages of using NA in the long term, there 
are several potential drawbacks. First, the time frame required is often substantially longer 
than that of other remediation options. Whereas the time required for an active remediation 
could be on the order of several years, an MNA program could be on the order of tens of 
years (Ritz, 1996). The long remediation time required by MNA is one reason why 
engineered enhancements are desirable. This long time frame also results in the need for 
institutional controls and continued monitoring throughout the remediation period. Second, 
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the economic .savings are realized only in the long term. Initial costs are actually higher due 
to the increased need for detailed site characterization (EPA, 1997). The other potential 
disadvantage is the possibility that site conditions could change during the remediation 
period, possibly affecting the attenuation rates, resulting in the potential for continued 
migration of contaminants and the need for a reevaluation of the remediation strategy. In 
their 1997 directive on the use of natural attenuation (EPA, 1997), EPA also address the 
potential drawback of having to acquire public acceptance of a natural attenuation strategy; 
there is a need to overcome the misconception of MNA as a "walk away" or "presumptive" 
remedy. 
At first glance it appears that the potential disadvantages of an MNA strategy 
outweigh the potential advantages. However, adequate site characterization and thorough 
cost/benefit analysis help to determine early on if an MNA strategy is appropriate over other 
measures (Heath, 1999). 
Recognizing that natural attenuation is not a presumptive or walk-away approach, but 
rather an approach where monitoring is necessary to ensure remedial goals are being met, the 
strategy is commonly called monitored natural attenuation (MNA). It is also recognized that 
in many cases, natural attenuation is not a stand-alone remedy, rather it is appropriate only 
after source control or as a final stage in an active remediation. In most situations, 
amendments to the natural processes are necessary to achieve remedial goals in a time frame 
that is reasonable relative to other options (EPA, 1997). For these reasons, the ISU/IDNR 
research group has developed a NA strategy termed Monitored Enhanced Natural 
Attenuation (MENA). The MENA process is similar to the EPA's monitored natural 
attenuation concept except that engineered remedial technologies are an implicit part of the 
process. These remedial technologies may be utilized to remove and treat, destroy or 
immobilize contaminants and/or to enhance or speed up the natural attenuation processes. 
Examples of engineered enhancements currently in use at FMGP sites are removal and 
treatment of contaminated soils, recovery of dense non-aqueous phase liquids (DNAPLs) and- .. 
use of air sparging/soil vapor extraction to rapidly reduce the overall mass of contamination 
and accelerate natural attenuation processes that are occurring at the site (Ong et al., 2000). 
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2.3 Scope ofMNA Use 
While natural attenuation processes are ·occurring to some extent at most sites 
(ASTM, 1998), MNA is not effective at all sites for all contaminants and at all times (EPA, 
1997; WDNR, 1997). The effectiveness ofMNA as a remedial strategy is dependent on site 
geological, hydrogeological and cultural use conditions, as well as properties and 
concentration of the contaminants (EPA, 1997; WDNR, 1997; EPA, 1998; Wilson, 1998; 
Borden et al., 1995). The role that MNA will play in a remediation strategy will vary from 
site to site. In most cases, MNA will not be used as a stand-alone remedy. Rather, it will 
typically be a finishing step following active remediation such as source removal and/or 
control (EPA, 1997; WDNR, 1997). Prior to selecting MNA as a remedial strategy, it should 
be evaluated alongside other remedial options and selected only if it is effective in meeting 
cleanup goals in a reasonable time relative to other options (EPA, 1997; ASTM, 1998; 
WDNR, 1997). 
2.4 Protocols 
Several agencies have written protocols or guidance documents for assessing natural 
attenuation of fuel-derived hydrocarbons. The most notable is the 1995 Air Force Center for 
Environmental Excellence, Technical Protocol for Implementing Intrinsic Remediation with 
Long-Term Monitoring for Natural Attenuation of Fuel Contamination Dissolved in 
Groundwater. This is a technical document outlining the characterization of fuel-
contaminated sites for the purpose of assessing NA. This document also covers the technical 
background and implementation of a NA remediation strategy. 
In 1997, the United States Environmental Protection Agency (EPA), Office of Solid 
Waste and Emergency Response released Directive (OSWER) 9200.4-17 Use of Monitored 
Natural Attenuation at Superfund, RCRA Corrective Action, and Underground Storage Tank 
Sites. This directive is not a technical document; rather it is a guidance document outlining 
EPA' s stance on when, where, and to a limited extent, how MNA is· to be used. This 
document describes the natural attenuation of chlorinated solvents and inorganic 
contaminants in addition to petroleum-related contaminants. Several other documents 
clarifying the stance of EPA (O'Steen, 1999) with regards to natural attenuation and 
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describing issues surrounding it's applicability and use (Tulis, 1998) have also been written 
and are currently available on the EPA website (http://www.epa.gov). 
The American Society for Testing and Materials released their Standard Guide for 
Remediation of Groundwater by Natural Attenuation at Petroleum Release Sites in 1997. 
This is a technical document intended as a guide for assessing whether NA is feasible and for 
demonstrating NA at fuel release sites (ASTM, 1998). 
Internal guidance documents have been generated by individual companies (Amoco, 
1995; Leuschner et al., 1997) to address how they will approach natural attenuation at sites 
for which they are responsible. In addition, many states have developed either formal or 
informal guidance documents or policies concerning the use of natural attenuation (Ritz, 
1996; WDNR, 1997). Most of the states have policies that allow natural attenuation and 
many of these states have programs that reimburse responsible parties for costs incurred 
(Tulis, 1998). Table 2.1 lists various state guidelines concerning use of monitored natural 
attenuation. 
2.5 Natural Attenuation Concepts 
The concept behind natural attenuation is that natural processes will, over time, serve 
to reduce the mass, toxicity or mobility of a contaminant (EPA, 1997). These processes can 
be broadly grouped as either destructive or non-destructive. Destructive processes are those 
that eventually convert the contaminant to a more benign form, while non-destructive 
processes are those that do not chemically or physically alter the molecule, but do attenuate 
the dissolved contaminant plume by reducing contaminant concentration or mobility. 
Destructive processes important in hydrocarbon attenuation include biological degradation 
and abiotic chemical reactions. In natural systems contaminated with hydrocarbons, 
biologically- mediated redox reactions dominate the destructive processes (ASTM, 1998). 
Non-destructive processes include volatilization, hydrodynamic dispersion, dilution and 
sorption. 
2.5.1 Volatilization 
Volatilization refers to the mass transfer of contaminant from the liquid phase to the 
vapor phase. It is a non-destructive mechanism that removes contaminant mass from free 
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phase product in the subsurface and from highly contaminated groundwater. Henry's Law 
describes the partitioning of a chemical between the aqueous and vapor phases; the aqueous 
concentration is proportional to the partial pressure of the chemical in the vapor phase at 
equilibrium. The proportionality constant is known as the Henry's Law constant (H). Low 
values ofH (< 3x10-7 atnrm3/mole) indicate the chemical is relatively non-volatile and 
higher values (> 1x10-3 atm ·m3 /mole) indicate the chemical is volatile and volatilization can 
be significant. Henry's law constant varies with temperature for a given compound, but for 
most environmental applications, the constant ranges from about lxl0-7 atm·m3/mole (the 
Henry's Law constant for water at 25° C) to around lx10-2 atm·m3 /mole. 
Organic contaminants are classified as volatile, semi-volatile or non-volatile based on 
the Henry's Law constant at the temperature of interest (Lyman et al., 1990). See Figure 2.1 
for an illustration of the relationship between volatilization and various other physical 
contaminant properties.Volatile organic compounds (VOCs) encountered at FMGP sites 
include the regulated BTEX compounds benzene, toluene, ethylbenzene and xylenes. Semi-
volatile organic compounds (SVOCs) in FMGP wastes include many PAHs, sixteen of which 
are EPA priority pollutants. Table 2.2 lists the vapor pressure and Henry's Law constant for 
the BTEX compounds and the sixteen regulated P AHs. 
The importance of volatilization as an attenuation mechanism for a given chemical depends 
on the rate of mass transfer between the dissolved phase and the vapor phase (ASTM, 1998). 
This rate depends on the relative concentration of chemical in the dissolved and vapor 
phases, temperature and the contaminant vapor pressure. Volatilization is important in fresh 
hydrocarbon spills or spills of highly volatile chemicals. As time passes, volatilization 
becomes less important because the concentration in the groundwater or free product is 
reduced so there is a reduction in the rate of mass transfer from these phases to the soil gas. 
ASTM (1998) states that except in the case of very shallow groundwater, volatilization is not 
expected to contribute significantly to overall attenuation. McAllister and Chiang ( 1994) 
state that volatilization is expected to account for no more than 5 to 10 % of the attenuation at 
a fuel release. This quantity is estimated from work with BTEX, the primary constituents of 
petroleum fuel. The contribution of volatilization to FMGP sites is expected to be less, due to 
the age of the site and the lower volatility of many of the contaminants, especially P AHs. 
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Table 2.1 State guidelines for MNA (Ritz, 1996). Parentheses after the state name contain 
the department that provided the information. 
Policy Status State 
No Policies/Guidelines, But Would Consider Alabama, Alaska, Arizona (Rm Inv/Hydrol), 
Arkansas (Hazardous Waste), California 
(Clean water program), Colorado (Non-
UST), Delaware (Non-UST), Florida 
(Hazardous waste Cleanup/Dry Clean), 
Georgia (Non-UST), Hawaii, Idaho, Indiana, 
Kansas, Kentucky (Division of Water 
Management), Maine, Maryland, 
Mississippi, Missouri (Water Pollution 
Center/State Fund), Montana (State Fund), 
Nebraska, Nevada, New Mexico, New York, 
Ohio, Oregon, Rhode Island, S.Carolina 
(Non-UST), Tennessee, Texas, Utah, 
Virginia, W. Virginia (UST/Monitoring & 
Enforcing), Washington, Wyoming 





Implicit In Policies/Guidelines 
Arizona (USTs), California (Toxics), Illinois 
(Permits), Missouri (Voluntary Cleanup), 
Montana (Groundwater Section), W. 
Virginia (RCRA Groundwater Section.) 
Kentucky (USTs), Louisiana, Minnesota 
(USTs), New Jersey, N. Carolina, S.Carolina 
(USTs), Arizona (USTs), Wisconsin (USTs) 
Arkansas (USTs), Delaware (USTs), Illinois 
(USTs), Montana (USTs), North Dakota, 
South Dakota 
Arkansas (Water Div), Colorado (USTs), 
Connecticut, Florida (Technical 
Support/PTRL), Georgia (USTs), Iowa, 
Massachusetts, Michigan, Minnesota 






• Aqueous Solubility 
• Volatilization 
• Leachability 
• Subsurface Transport 
• Bioavailability · 
• Biodegradability 
Low • ,. •• 
Low 
+-
.. • .. .. 
A 
• • •• •• 
•• .. •• • • 
.. • •• 
• • .. .. 
.. •• • • •• .. 
B 
... 
•• •• •• •• 
•• •• 
. . .. .. ..·· ---. •• 
High 
•• •• 
•• • ::::,,,t Low 
Relative molecular weight 






· Figure 2.1. Influence of physical and chemical characteristics on environmental fate mechanisms (Smith et al., 1999). 
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Table 2.2 Physical properties ofBTEX and PAH compounds (From LaGrega et al., 1994) 
Henry's 
Law Water 
Coefficient Molecular Solubility 
Vapor Pressure at 25° ct Weight at 25° C Melting Point 
Com2ound {Pa at 25°C} {atm·m3/mole} {g!mol} !~~l {OC} Koc {mL/g} LogKow 
Benzene l.27E-02 5.SOE-03 78.12 1780000 5.5 8.3E+Ol 2.12 
Toluene 3.79E-03 6.69E-03 92.15 5150oot -95.0 3.0E+02 2.73 
Ethyl benzene 1.28E-03 8.83E-03 106.18 1s2ooot -95.0 1JE+03 3.15 
Xylene (p-xylene) l.19E-03 6.30E+OO 106.18 198 NA 2.4E+02 3.26 
Naphthalene l.04E+Ol 4.27E+02 128.17 30845 82 l.3E+03 3.37 
Acenaphthene 2.90E-01 1.29E+02 154.21 3420 95 4.5E+03 4.00 
Acenaphthylene 8.90E-01 l.01E+03 452.00 3930 92 2.5E+03 3.70 
Anthracene 8.00E-04 3.13E+Ol 178.23 45 218 1.4E+04 4.45 
Fluorene 8.00E-02 7.77E+Ol 166.22 1690 116 7.3E+03 4.18 
Phenanthrene l.60E-02 2.82E+Ol 178.23 1000 101 l.4E+04 4.46 -Fluoranthene l.20E-03 1.16E+0I 202.26 206 110 3.8E+04 4.90 w 
Pyrene 6.00E-04 9.22E+OO 202.26 130 156 3.8E+04 4.88 
Chrysene 8.40E-05t 1.05E+02t 228.29 1.8 160 2.0E+05 5.61 
Benzo( a)anthracene 2.80E-05 1.llE+Ol 228.29 5.7 160 l.3E+06 5.60 
Benzo(b )fluoranthene 6.70E-05t l.19E+Olt 252.00 14 167 5.5E+05 6.06 
Benzo(k)fluoranthene l.80E-08t l.04E-02t 252.00 4.3 215 5.5E+05 6.06 
Benzo( a)pyrene 7.30E-07 4.78E-01 252.32 3.8 178 5.5E+06 6.06 
Dibenzo( a,h)anthracene 1.30E-08t 7.14E-02t 278.35 0.5 262 3.3E+06 6.80 
Ideno( 1,2,3-cd)pyrene l.30E-08t 6.68E-02t 276.00 0.53 163 l.6E+06 6.50 
Benzo(~,h,i)Ee!Ilene l.40E-08 1.47E-0I 276.34 0.26 >220 l.6E+06 6.51 
t Value at 20° C. 
i Estimated from solubility and vapor pressure 
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2.5.2 Hydrodynamic Dispersion 
Hydrodynamic dispersion is a process whereby the concentration of a chemical in the 
groundwater is reduced while the total mass remains constant ( a non-destructive attenuation 
mechanism). Two processes comprise hydrodynamic dispersion; mechanical dispersion and 
molecular diffusion. 
Molecular diffusion results from the random kinetic motion of molecules, tending to 
disperse them from areas of high concentration to areas of low concentration. Molecular 
diffusion is governed by Fick's Law: 
(Eq. 2.1) 
where 
Jd = M~s flux of solute per unit area per unit time (M/I}T) 
Dd Bulk Solution diffusion coefficient (L2/T) 
C = Solute Concentration (M/I}) 
X = Distance (L) 
The expression given above is for transport in free solution. Contaminant transport in 
porous media is described by expressing the diffusion coefficient as an effective diffusion 
coefficient, which accounts for the tortuosity (non-linear flow path) factor of the aquifer 
material. The tortuosity factor represents the ratio of the actual flow path length to the linear 
length between two points: 
where 
n* = Mass flux of solute per unit area per unit time (M/L2T) 
Dd = Bulk Solution diffusion coefficient (L2/T) 
r = Tortuosity factor (LIL) 
r = L/Le = Linear separation/Distance traveled 
(Eq. 2.2) 
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Diffusion coefficien~ are on the order of 10-9 m2 Is for many chemicals and diffusion 
of chemicals are on the order of centimeters per year in groundwater (Brady et al., 1998). 
Compared to advective velocity, which is generally on the order of meters per year, (#ffusion 
contributes little to the overall transport of contaminants in most systems. 
Mechanical dispersion is the dominant process in hydrodynamic dispersion in most 
situations. It is the spreading of the plume due to non-linear advective flow paths, variations 
in flow velocity due to variability in pore size, and variable velocity within a pore due to 
friction losses (Shackelford, 1993). Spreading due to non-linearadvective flow paths occurs 
on both the microscopic and the macroscopic scales. On the microscopic scale the non-linear 
flow path is caused by the structure of the aquifer sediment, as illustrated in Figure 2.2a. On 
the macro scale, tortuosity is caused by inhomogeneities encountered over long transport 
paths. This effect can be called "macro-tortuosity" (Shackelford, 1993). This is illustrated in 
Figure 2.2b. 
(a) (b) 
Figure 2.2. Mechanical dispersion on a) The micro scale. Circles represent sediment grains. 
b) The macro scale. The objects represent low hydraulic conductivity lenses in 
the aquifer. 
Dispersion occurs in two directions, longitudinal (along the direction of flow) and 
transverse (perpendicular to the direction of flow). An effect of dispersion is a rate of 
transport greater than that expected from advection alone. However, even though the plume 
front expands at a greater rate due to dispersion, it is still being attenuated because the 
concentration at the front is decreased. The effect of dispersion is mixing of the contaminant 
with clean groundwater in the down gradient and transverse directions, causing a reduced 
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concentration in these directions (ASTM, 1998). Mixing at the fringes also has the effect of 
introducing the plume to water with potentially more electron acceptors to facilitate 
biodegradation. 
Mechanical dispersion is a function of advective velocity and aquifer matrix 
properties only, while molecular diffusion is a function of aquifer properties, contaminant 
properties and contaminant concentration. Hydrodynamic dispersion is the sum of the two 















Hydrodynamic dispersion coefficient in the i direction (L 2 IT) 
Direction of interest (x, y, or z) 
Dispersivity in the i direction (L) 
Average advective flow velocity (LIT) 
Empirically determined constant between 1 and 2 
Effective molecular diffusion coefficient (L 2 /T) 
In equation 2.3, the constant Pis usually assumed to be one, and molecular diffusion 
is ignored, unless the advective flow velocity is very low (Freeze and Cherry, 1979). With 
these assumptions, dispersion is seen to be directly proportional to advective flow velocity. 
This equation shows that as seepage velocity lessens, the effect of mechanical dispersion 
lessens and molecular diffusion becomes more important. 
The value of dispersivity ( a) is difficult to determine, and is scale dependent, 
increasing as transport distance increases (i.e., macro-tortuosity becomes important) 
(Shackelford, 1993). 
The relative contribution of advection to either dispersion or diffusion can be related 
to the dimensionless Peclet number. 





v x = Average linear groundwater velocity (LIT) 
d = Distance (L) 
D d = Coefficient of molecular diffusion (L 2 / T) 
Di = Longitudinal dispersivity (L) 
Figures 2.3 and 2.4 illustrate the relationship between the Peclet number and the ratio 
of longitudinal and transverse dispersivity to the diffusion coefficient (Fetter, 1993). Figures 
2.3 and 2.4 illustrate the relative contribution of diffusion and dispersion. In Figure 2.3, the 
Peclet number is plotted against the dimensionless ratio of the longitudinal dispersivity to 
molecular diffusion coefficient. The figure reveals that diffusion dominates at Peclet 
nwnbers below 0.01 and advective dispersion dominates at Peclet numbers greater than about 
6. Figure 2.4 shows the Peclet number plotted against the dimensionless ratio of transverse 
dispersivity to molecular diffusion coefficient. In this figure, it is seen that diffusion 
dominates for Peclet numbers less than about 1 and advective dispersion dominates only 
when Peclet numbers exceed about 100. At a distance of 5 meters, and a diffusion 
coefficient of 10-9 m2/s, a linear velocity of approximately 6.3 m/yr is required to bring the 
Peclet number down to around 100. Therefore, in most situations, advection will dominate. 
Hydrodynamic dispersion occurs in three dimensions: longitudinal, transverse 
vertically, and transverse horizontally. Calculation of the contribution hydrodynamic 
dispersion makes to contaminant transport requires an estimation of the dispersivity (a) of 
the aquifer material in the x, y, and z directions. 
Laboratory studies on relatively homogeneous sand-sized material have determined 
longitudinal dispersivity between 0.1 and 10.0 mm. Transverse dispersivity in laboratory 
tests is normally lower than longitudinal dispersivity by a factor of 5 to 20 (Freeze and 
Cherry, 1979). Pickens and Grisak (1981) determined a longitudinal dispersivity of 0.30 to 
0.43 mm in a laboratory column experiment using a chloride tracer through sand (Fetter, 
1993 ). A field-scale dispersivity test was conducted on the aquifer from which the lab 
samples were taken. Two tests were conducted. The first test had an effective radius of 3 .1 
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Figure 2.4. The relationship between dispersion and diffusion in transverse transport (Fetter, 
1993). 
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longitudinal dispersivities of 30 mm and 90 mm, respectively. The two values demonstrate 
the scale dependence of dispersivity. Rafai et al. (1998) report a number of dispersivity 
values determined from field experiments, these are reproduced in Table 2.3. 
Determination of dispersivity in the field with the use of tracers is not always 
practical. A useable value for dispersivity can be determined with a solute transport model 
by incremental adjustment, starting with literature values and calibrating to site conditions. 
Typically, longitudinal dispersion in the field is ten times greater than horizontal 
transverse dispersion and vertical transverse dispersion is one tenth of horizontal transverse 
dispersion (Appelo and Postma, 1996). 
Table 2.3. Reported values of field-scale dispersivity (Rafai et. al., 1998). 
Site Longitudinal Transverse Vertical Dispersivity 
Borden, Ontario 




NE = Not Estimated 
Dispersivity (m) Dispersivity (m) (m) 
0.49 0.039 0.023 
9.5 2.2 NE 
0.96 0.018 0.0015 
An initial value of longitudinal dispersivity of 0.1 times the plume length may be 
used (Wiedemeier et al., 1995). A more sophisticated relationship between plume length and 
longitudinal dispersivity that incorporates scale dependency was used by Xu and Eckstein 
(1995). However, Gelhar et al., (1992) caution against using simple relationships to estimate 
dispersivity values. Instead, they should be used as a starting point to calculate low-end 
values and calibrated with site data to determine dispersivity at the scale of interest. This 
calibration method of determining a will incorporate the dilutive effect of infiltration as well 
as dilution caused by dispersion. 
Dilution can be an important process where aquifer recharge intersects the location of 
the dissolved plume. The introduction of uncontaminated water not only dilutes the existing 
plume, it introduces more electron acceptors, facilitating biodegradation and affecting the 
oxidation state of existing electron acceptors (Wiedemeier et al., 1995). 
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2.5.3 Biodegradation Processes 
While volatilization removes contaminant mass from the aquifer, it does not destroy 
the contaminant. Although abiotic degradation pathways exist for hydrocarbon 
contaminants, the conditions required are typically not present in shallow aquifers (Brady et 
al., 1998). Biodegradation is the most significant destructive mechanism important in 
hydrocarbon attenuation in the subsurface (ASTM, 1998). 
Destruction of hydrocarbons by microorganisms is essentially an oxidation-reduction 
reaction where the microorganism obtains energy for cell maintenance and growth from the 
transfer of electrons during oxidation of a hydrocarbon molecule. Oxidation-reduction 
reactions are electron transfer processes, so the oxidation of a hydrocarbon molecule results 
in the reduction of other molecules, termed terminal electron acceptors (TEAs ). Various 
factors contribute to determine which reactions will occur; i.e., which compounds will be 
oxidized and which chemical species will serve as the TEA. 
The main factors influencing what will be used as a TEA include: 
1) The relative biochemical energy provided by the reaction. 
2) The availability of individual or specific electron acceptors at a particular 
site. 
3) The kinetics of the microbial reaction associated with the different 
electron acceptors (Rafai et al., 1998). 
The capacity of an aquifer to assimilate hydrocarbons is, in part, determined by the 
type and amount of electron acceptors present in the soil matrix and groundwater (Borden et 
al., 1995). Dissolved oxygen is the most favored as it provides the most energy, followed by 
nitrate, ferric iron, sulfate, and finally water and carbon dioxide (Borden et al., 1995; 
Wiedemeier et al., 1995; ASTM, 1998; Godsy, 1998; Rafai et al., 1998). 
The ability of an organic contaminant to be oxidized ( degraded) by aquifer biota is 
determined by the following factors: 
1) The presence of biota capable of degrading the compound under the redox 
conditions present 
2) The relative energy of the half reactions. In order to derive energy from 
the oxidation of hydrocarbons, microorganisms must couple the 
endothermic reaction ( oxidation of benzene, for example) with an 
exothermic reaction (reduction of oxygen to water, for example), yielding 
an overall exothermic reaction 
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3) The availability of the substrate to the microorganism. For a 
microorganism to utilize a hydrocarbon molecule, the hydrocarbon must 
come into direct contact with the surface of the cell (LaGrega et al., 1994). 
Therefore, the solubility has a large impact on the availability of a 
compound to be degraded. 
4) The mass of hydrocarbon present in the aquifer is important in controlling 
the growth of microbial populations. If there is only a small amount of 
hydrocarbon present, it may still be degraded, however it will not be the 
primary source of energy for the microorganisms, therefore, populations 
that can degrade the hydrocarbon will not dominate the system 
(Weidemeier et al., 1995). 
5) In some cases, high concentrations of an organic contaminant can be toxic 
to microorganisms that are otherwise capable of using it as a substrate. 
The presence of toxic chemicals in the waste mixture, or toxic conditions 
in the aquifer may limit degradation of otherwise degradable compounds 
by inhibiting microbial growth. 
Complete mineralization of hydrocarbons to carbon dioxide and water can occur 
through various pathways if appropriate biological consortia and TEAs are present. 
Examples of potential degradation reactions for toluene using the TEAs listed above are 
shown in Table 2.4 from Borden et al., (1995). The Gibbs free energy of each coupled half 
reaction illustrates the relative energy benefit the microorganism receives from utilizing the 
various TEAs. The Gibbs free energy ( AG; ) is the maximum useful energy change for a 
reaction at a constant temperature and pressure (Weidemeier et al., 1995). The sign of AG; 
indicates the state of the reaction relative to equilibrium. 
2.5.3.1 Biodegradation of BTEX compounds 
The ability of microorganisms to degrade BTEX compounds under a variety of 
conditions has been reported in the literature for a number of years. 
Chiang et al. (1989), Barker and Major (1987), and MacIntyre et al., (1993) and a 
number of others describe the degradation of BTEX compounds under aerobic conditions in 
the shallow subsurface. Borden et al. (1995) observed anaerobic degradation of BTEX under 
nitrate, sulfate and iron-reducing conditions and found toluene degrades most rapidly 
followed by xylenes and benzene. Ethylbenzene was found to degrade very slowly under 
anaerobic conditions. Wilson et al. (1997) investigated microbial degradation ofBTEX, 
naphthalene and phenanthrene under mixed oxygen/nitrate reducing conditions. This study 
22 
Table 2.4. Coupled oxidation-reduction reactions for toluene and various TEAs (Borden et 
al., 1995; Weidemeier et al., 1995) 
Reaction A Gr 0 (Kcal/mole toluene) 
C6H5 • CH3 + 902 7C02 + 4H20 -913.76 
C6H 5 ·CH3 +7.2H+ +7.2N0;1 -926.31 
7C02 + 7.6H20 + 3.6N2 




2 +3H20 -142.86 
2.25H2S+2.25Hs- +7Hco; +0.25H 
C6H5 • CH3 + 5H20 4.5CH4 + 2.5C02 -34.08 
found that providing moderate levels of oxygen (7 mg/L) increased degradation rates over 
strictly anaerobic denitrifying conditions in all cases except for toluene where no benefit was 
observed by the addition of oxygen. Furthermore, the addition of moderate levels (7 mg/L) 
as opposed to high levels (30 mg/L) was more efficient since low(< 7 mg/L) levels did not 
suppress activities of denitrifying bacteria, allowing both aerobic and denitrifying conditions 
to coexist (Wilson et al., 1997). 
Degradation rates for BTEX compounds individually and as lump sum have been 
determined in laboratory and field investigations. Several of these findings are summarized 
in Table 2.5. 
Degradation half-lives of BTEX and P AH compounds are given by Howard et al. 
(1991) and are included in Table 2.6. The rates were c reportedly calculated as follows: 
The range of half-lives for a chemical in ground water was also determined by 
the most important degradation process or processes. Biodegradation and 
hydrolysis, to a lesser extent, were the principal means of degradation. Grab 
or field studies with dependable rate data were seldom found for chemicals in 
groundwater. In general, biodegradation proceeds at a slow rate compared to 
surface waters because unacclimated ground water microbial populations are 
limited in terms of both numbers and enzymatic capability. Groundwater also 
maintains varying levels of oxygen and is more likely to be anaerobic. Hence, 
the rate of biodegradation in groundwater was assumed to be one-half that in 
surface water and overall half-lives were conservatively estimated to be twice 
the unacclimated aqueous aerobic biodegradation half-lives, unless the data 
suggested otherwise. For chemicals that degrade rapidly under anaerobic 
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conditions, the low half-life in groundwater usually equaled the low aqueous 
anaerobic biodegradation half-life, and the high half-life was based upon the 
high aqueous aerobic biodegradation half-life. (p. 425) 
Table 2.5. Published first-order biodegradation rate constants for BTEX compounds 
Compound First-Order Degradation Redox References 
Rate Constants ( daf 1) Conditions 
Benzene 0.01 Anaerobic Stauffer et al., 1994 
Benzene 0.007, 0.012 Aerobic MacIntyre et al., 1993 
Benzene 0.028, 0.038, 0.025, 0.027 Anaerobic Weidemeier et al., 1996 
Toluene 0.023, 0.031, 0.026, 0.029 Anaerobic Weidemeier et al., 1996 
Ethyl benzene 0.009, 0.010, 0.020, 0.024 Anaerobic Weidemeier et al., 1996 
Xylenes 0.019 Anaerobic Stauffer et al., 1994 
Xylenes 0.0107 to 0.020 Aerobic MacIntyre et al., 1993 
Xylenes 0.006, 0.001, 0.027, 0.024 Anaerobic Weidemeier et al., 1996 
TotalBTEX 0.01 Not Stated Chapelle, 1994 
Total BTEX 0.19 Anaerobic Wilson et al., 1993 
Total BTEX 0.0024 to 0.067 Not Stated MacIntyre, et al., 1993 
Total BTEX 0.001 to 0.01 Not Stated Buscheck, et al., 1993 
Total BTEX 0.010, 0.012, 0.021, 0.025 Anaerobic Weidemeier et al., 1996 
2.5.3.2 Degradation of PAH compounds 
The physical properties of P AH compounds have a controlling effect on their ability 
to be degraded. Molecular weight, molecular structure, solubility and sorptive characteristics 
affect the availability and stability of the compounds and, therefore, the occurrence and rate 
of degradation (Lee, 1999). 
Degradation of lower molecular weight (2- and 3-ring) P AHs under aerobic 
conditions has been established by a number of researchers (Bauer and Capone, 1985; 
Pothuluri and Cerniglia, 1994; Hurst et al., 1996). However, anaerobic degradation of PAHs 
has been reported in only a few instances. Degradation under nitrate and sulfate reducing 
conditions of both low and high molecular weight P AHs has been described (Mihelcic and 
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Luthy, 1991; Coates et al., 1996). Zhang and Young (1997) report that after five months of 
incubation under methanogenic conditions, nitrate, sulfate, and iron reducing conditions, 
degradation was observed only under sulfate reducing conditions. In all cases, anaerobic 
degradation rates were much slower than those observed under aerobic conditions (Lee, 
1999). Half-lives for the 16 EPA priority P AHs are included in Table 2.6. 
Table 2.6. Published degradation half-lives of BTEX and P AH compounds from (Howard et 
al., 1991). 
Molecular Half-Life Under Half-Life Under Compound Weight (g/mol) Aerobic Conditions Anaerobic (days) Conditions (days) 
Benzene 78.12 5-16 112-720 
Ethyl benzene 92.15 3-10 176-228 
Toluene 106.18 4-22 56-210 
Xylenes 106.18 3.5-14 176-360 
Naphthalene 128.17 0.5-2.0 25-258 
Acenaphthene 154.21 42.5-60 170-240 
Acenaphthylene 452.00 12.3-102 49.2-408 
Anthracene 178.23 32-60 128-240 
Fluorene 166.22 16-200 64-800 
Phenanthrene 178.23 50-460 200-1840 
Fluoranthene 202.26 140-440 560-1760 
Pyrene 202.26 210-1900 840-7600 
Chrysene 228.29 102-680 408-2720 
Benzo( a )anthracene 228.29 371-1000 1484-4000 
Benzo(b )fluoranthene 252.00 360-610 1440-2440 
Benzo(k)fluoranthene 252.00 910-2140 3640-8560 
Benzo( a )pyrene 252.32 57-530 228-2120 
Dibenzo( a,h)anthracene 278.35 600-720 2400-2920 
Ideno(l ,2,3-cd)pyrene 276.00 361-940 1444-3760 
Benzo(~,h,i):eerylene 276.34 590-650 2360-2600 
2.5.4 Sorption 
Sorptive processes affect contaminant mobility and concentration. Sorption is a term 
referring to the many processes that affect the distribution of a chemical between the ground 
water and the soil material. These processes include cation exchange, chemisorption, 
absorption, and hydrophobic effects (LaGrega et al., 1994). Because it is difficult to 
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determine which effect is controlling the distribution, they are lumped under the general term 
sorption. However, since FMGP contaminants are typically non-ionic and relatively non-
polar, hydrophobic sorption is the primary sorptive mechanism (Fetter, 1993). 
Regardless of the cause, the effect of sorption on contaminant fate and transport is to 
remove a fraction of the dissolved mass from the aqueous and/or free phase and bind it up 
with aquifer material. This has the effects of reducing contaminant concentration in the 
groundwater and slowing the rate of transport. 
The equilibrium partitioning of the organic compound between solid matter and 
aqueous phase may be quantified by a partition coefficient (K). This coefficient relates the 
concentration in solution (in units of mass of solute/volume of solution) to the sorbed 
concentration. The sorbed concentration is defined as the mass of compound sorbed per 
mass of sorbent material. Typical values of K for some contaminants found. at FMGP sites 
are given in Table 2.2. 
Sorption is typically modeled in transport calculations as a retardation coefficient (R), 
which is the ratio of the seepage velocity to the velocity of the contaminant center of mass 
(Shackelford, 1993). The retardation coefficient is given by the following expression 
(LaGrega et al., 1994; Shackelford, 1993; Fetter, 1993): 
where 
R =1+ Pb K 
n 
R = Retardation coefficient (unitless) 
Pb = Bulk or dry density of aquifer material (M/L3) 
n = Effective porosity (unitless) 
Kd= Partition coefficient (L3 /M) 
(Eq. 2.5) 
As conditions in the subsurface stabilize at a single monitoring point, the effect of 
sorption on reducing contaminant concentrations over time lessens (ASTM, 1998). 
However, the effect on transport continues until the sorptive capacity of the aquifer material 
is reached (Wiedemeier et al., 1995). It is important to note that hydrophobic sorption is a 
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reversible process; if the concentration of the solute in groundwater decreases, contaminant 
will desorb. 
2.5.4.1 Empirical Determination of the Partition Coefficient 
K can be determined experimentally in batch tests. The partition coefficient (.K) is 
dependent on properties of the aquifer material and properties of the compound being sorbed. 
Therefore, laboratory determinations of K are conducted with site soils and contaminants of 
interest. The tests are conducted by allowing a known amount of aquifer material and 
contaminant (dissolved in groundwater) to equilibrate. The equilibrium concentration in the 
aqueous phase is measured and the concentration sorbed is then calculated. 
Three models are commonly used to determine K. The first is based on the 
assumption that there is a linear relationship between the dissolved concentration (C) and 
sorbed concentration (C*). The partition coefficient, in this case, is the slope of a straight-
line fit to the data. The linear isotherm model is actually the Freundlich model with N= 1 ( see 
eq. 2.7 below). In this case, the partition coefficient is termed the distribution coefficient 
(Kd). 
(Eq. 2.6) 
The second isotherm is the Freundlich model. This model describes data that are 
curvilinear. This model assumes the data can be described by a mathematical model of the 
form given below (Fetter, 1993): 
(Eq. 2.7) 
where Kand N are constants. 
When N is one, the relationship is linear and K is equal to Kd; a direct proportionality 
constant between C and C*. The retardation factor for a Freundlich isotherm is given below. 
(Eq. 2.8) 
In most environmental situations, contaminant concentrations are on the order of 
µg/L to mg/L. With these low concentrations, the sorption isotherms can usually be 
approximated by a linear isotherm model (Fetter, 1993). 
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The third relationship is the Langmuir model. This model is more sophisticated as it 
is derived from first principles. The other two models assume that there is an unlimited 
number of sorption sites and therefore an infinite sorptive capacity. The expression for the 
Langmuir model is given below (LeGrega et al., 1994). 
where 
c* = Cap (Eq. 2.9) 
(l+Ca) 
a = Constant related to the binding energy (L3 /M) 
p = Sorptive capacity of solid (M/M) 
For this model, the data are plotted as CIC* vs. C. If the Langmuir model can be fit 
to the data, the plotted data will be linear and the constants are calculated from the slope and 
intercept. 
2.5.4.2 Semi-Theoretical Correlations to Determine the Distribution Coeffzcient 
Batch tests to determine Kd are not always practical when there is a large number of 
contaminants to model. Another way to estimate K d is to use aquifer and contaminant 
properties and regression correlations available in the literature. Aquifer properties that 
influence hydrophobic sorption include organic carbon content, and surface area. Surface 
area is related to clay mineral content, which is important for other sorptive mechanisms such 
as ion exchange and chemisorption. Contaminant properties that influence hydrophobic 
sorption include polarity, solubility, and octanol-water partition coefficient. 
Hydrophobic sorption occurs primarily on humic material in the aquifer sediment 
when the fraction of organic carbon (loJ is greater than a threshold limit. Fetter (1993) states 
that this assumption is valid when the foe is greater than about 1 %. However, this limit ( J; ) 
is dependant on soil properties. When the aquifer foe is greater than 1o: , sorption is primarily 
onto the organic carbon and another partition coefficient can be defined, relating the 
partitioning onto organic carbon ( Koc ). 
where 
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Koc = Organic carbon distribution coefficient (L3 /M) 
K d = Distribution coefficient(L3 /M) 
f oc = Fraction of organic carbon in aquifer sediment (unitless) 
(Eq. 2.10) 
This relationship is useful because there are a number of ways to estimate Koc , so if 
the fraction of organic carbon is known, the distribution coefficient can be calculated. 
Koc can only be a surrogate for the partition coefficient if the sorption is primarily onto the 
organic fraction. There is a limiting organic carbon content ( J; ), below which the sorption 
is assumed to be primarily onto mineral surfaces and equation 2.10 is not valid. This limiting 
content is a function of the aquifer material surface area and the contaminant octanol-water 
partition coefficient Kaw (Fetter, 1993). 
where 
(Eq. 2.11) 
to: = Organic carbon content where sorption occurs onto mineral surfaces and 
organic carbon equally ( unitless) 
Sa = Surface area of aquifer material (m2/g) 
Kow = Octanol-water partition coefficient (unitless) 
The octanol-water partition coefficient ( K 0w) is a contaminant property determined 
by mixing the contaminant with a mixture of n-octanol and water, allowing the solution to 
equilibrate and measuring the concentration of the contaminant in the water and n-octanol. 
Compounds with K 0 w < 10 may be considered hydrophilic and those withK0w>lO,OOO may 
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be considered hydrophobic. Kaw 's for various compounds encountered at FMGP sites are 
given in Table 2.2. 
When sorption is primarily onto organic carbon, Kd can be approximated from the 
foe and the Koc using the equations given above. Koc can be approximated using an 
empirically derived correlation with solubility for the compound of interest, K 0 w values, or 
molecular structure indices. Fetter (1993) lists many of these regression equations. 
2.6 Demonstration of NA 
Most NA protocols cite three lines of evidence for demonstrating that natural 
attenuation processes are occurring (ASTM, 1998; Wiedemeier et al., 1995, EPA, 1997). 
The first line is direct observation of reducing contaminant mass or concentration at 
monitoring points. The second is indirect evidence, such as a detected presence of daughter 
products of degradation, or evidence of biological activity in the form of observed changes in 
electron acceptor concentrations. The third line involves laboratory microcosm studies with 
site soils and groundwater to determine if there is the potential for microbial degradation of 
site contaminants. 
A direct or primary line of evidence is a direct observation that shows one of three 
cases (ASTM, 1998). 
1. The rate of attenuation exceeds the source mass-loading rate so the plume is 
shrinking. This is evidenced by an observed decrease in contaminant 
concentration over time at individual monitoring points. This includes wells 
monitoring the phµne's leading edge to ensure the plume is not simply 
migrating down gradient. 
2. The attenuation rate equals the source mass-loading rate, the plume is neither 
expanding nor shrinking. In this case, contaminant concentrations at 
individual monitoring points are stable over time. 
3. Contaminant concentrations in individual monitoring wells are increasing. In 
this case, the attenuation rate is less than the source mass-loading rate and the 
plume is expanding. 
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A primary line of evidence relies on empirical observations of contaminant 
concentrations at specific monitoring points. The determination of what constitutes a 
significant trend can be complicated. EPA (1992) provides some guidance for statistical 
analysis of environmental data This issue is dealt with in more depth in Chapter 3. 
ASTM (1998) outlines two graphical approaches for calculating overall attenuation 
rates using monitoring well data. It is important to note that the attenuation rates calculated 
using this method are overall attenuation rates; the sum total of the contributions of all 
processes acting to attenuate the plume. Secondary lines of evidence can be used to 
determine the relative contributions of each process. 
Both methods ~sume a first order attenuation of the form: 
C(t) = C,e-(kt) (Eq. 2.12) 
where C(t) and Ci are the concentration of the contaminant at time = t and the initial 
concentration, respectively. The methods described here are designed to determine the 
attenuation constant, k. 
2.6.1 Approaches in Assessing Primary Lines of Evidence 
2.6.J.1 Concentration vs. Time 
In cases where a significant trend of decreasing contaminant concentration over time 
at a single monitoring point is observed, ASTM (1998) recommends the following regression 
technique. The attenuation rate is the slope of the trend line when the data are plotted on a 
log-linear scale, with concentration on the ordinate and time on the abscissa. This is 
applicable when a curve of the type C(t) = Cie-(kt) fits the data. It may be appropriate to fit a 
different curve to the data, in which case, the attenuation rate would be calculated from the 
appropriate equation. 
2.6.1.2 Concentration vs. Distance 
In cases where there is no significant reduction in contaminant concentrations at a 
given monitoring point over time (i.e., the plume is stable), a concentration vs. distance 
approach can be used to calculate attenuation rates. With this approach, the log of the 
measured contaminant concentration is plotted against the distance of the well from the 
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source area for several wells along the plume centerline. Again, the slope of the line is the 
overall attenuation constant given in equation (2.12) above, but modified so the time variable 
is replaced with a distance term: 
C(t) = C;e-<1ct) 
(Eq 2.13) 
-k.!_ 
C(x) = C;e vs 
The data are plotted as before, on a log-linear scale with concentration on the ordinate and 
distance down gradient from the source on the abscissa. This data can also be used to 
calculate the contribution of biodegradation by solving the one-dimensional transport 
equation. This procedure is described in the 1998 ASTM Standard Guide for Remediation of 
Ground Water by Natural Attenuation at Petroleum Release Sites. 
2.6.1.3 Published Overall Rate Constants 
Published values for overall attenuation coefficients are summarized in Table 2. 7. 
Table 2. 7. Published values for overall first-order rate constants determined from field-scale 
analyses in shallow aquifers (Wiedemeier et al., 1995). 
Contaminant Anaerobic Decay Rate Reference 
(daft) 
Total BTEX 0.07 Chappelle (1994) 
Total BTEX 0.07 to 0.14 Wilson et al. ( 1994) 
Total BTEX 0.049 to 0.084 Wiedemeier et al. (1995) 
Benzene 0.042 to 0.084 Wiedemeier et al. (1995) 
Toluene 0.07 to 0.133 Wiedemeier et al. (1995) 
Ethyl benzene 0.07 to 0.217 Wiedemeier et al. (1995) 
Xylene 0.203 to 0.301 Wiedemeier et al. (1995) 
Xylene 0.161 to 0.273 Stauffer et al. ( 1994) 
Xylene 0.063 to 0.203 MacIntyre et al. ( 1994) 
Benzene 0.042 to 0.203 MacIntyre et al. ( 1994) 
Naphthalene 1.302 to 1.302 MacIntyre et al., (1994) 
2.6.2 Approaches in Assessing Secondary Lines of Evidence 
In cases where historical data are unavailable or inconclusive as to temporal trends in 
contaminant concentration, or where site conditions otherwise interfere with direct 
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observation of trends in changing contaminant mass, additional evidence may be collected to 
demonstrate indirectly the occurrence of natural attenuation processes. Indirect observation 
of natural attenuation processes is referred to as secondary lines of evidence (ASTM, 1998; 
Wiedemeier et al., 1995). 
Secondary lines of evidence are also necessary in determining the relative roles of 
each attenuation process (ASTM, 1998). Whereas direct observation of trends in 
contaminant concentration allows calculation of the overall attenuation rate, secondary lines 
of evidence demonstrate which mechanisms are likely acting to attenuate the contaminants. 
This level of understanding is crucial in determining which amendments will be most 
effective in enhancing the attenuation. 
Secondary lines of evidence include evidence of biological activity or microbial 
degradation (ASTM, 1998; EPA, 1997; Wiedemeier et al., 1995). Observation of the 
following can be indications of microbial degradation of hydrocarbons (Borden et al., 1995; 
Wiedemeier et al., 1995; ASTM, 1998): 
• Decreased levels of dissolved oxygen within the plume 
• Increased levels of reduced forms of species used as electron acceptors within 
the plume (e.g., ferrous iron) 
• Depressed levels of the oxidized forms of terminal electron acceptors ( e.g., 
sulfate, nitrate) 
• Presence of oxidized intermediates from the breakdown of hydrocarbons 
• Increased alkalinity within the plume 
Additional geochemical evidence that supports natural attenuation includes collection 
of data to indicate the relative contribution of sorption and dispersion. Dispersion is mainly a 
function of seepage velocity and aquifer characteristics, such as grain size distribution and 
bulk density, while sorption is controlled both by aquifer material characteristics and 
contaminant properties. The effect of both processes can be determined by selecting a non-
degradable tracer with the same sorptive properties as the contaminant of concern (ASTM, 
1998). 
The distribution of electron acceptors in along the plume centerline can be an 
indication of the kinetics of the reactions and may provide evidence as to which kinetic 
model is best suited for the site. Figure 2.5 illustrates this point. 
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Geochemical data collected in support of secondary lines of evidence can be input 
into a fate and transport model which can then be calibrated with measured site contaminant 
and hydro geological data. The effects of varying site conditions can then be assessed and the 
dominant controls on plume behavior can then be determined. The contribution of 
biodegradation to the overall decay rate can be determined by coupling the concentration 
versus distance approach with a one-dimensional analytical transport equation that includes 
advection, dispersion, sorption and decay (ASTM, 1998; Wiedemeier et al., 1995). This 
topic will be discussed in more detail where it is applicable to this research. 
• Anaerobic electron acceptors (nitrate and 
sulfate) would be constantly decreasing in 
concentration as one moved do~vngradient 
from the source zone, and 
• Anaerobic by-products (ferrous iron and 
methane) would be c anstantl y iru: Ras ing 
in concentration as one moved 
dm,vngra dient from the source zone . 
()'}_ N( )1 . ,( )4 
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• Anaerobic electron acceptors (nitrate and 
sulfate) would be mootly or totally 
cons Wiled in the soUffe zone, and 
• Anaerobic by-products (ferrous iron and 
methane)would be fuund in the highest 
concentrations in the soun:e zone. 
O:..n.c. 
----x------...... 
Figure 2.5. Geochemical indications of instantaneous reactions, vs. microbial kinetic-
limited reactions (Newell et al., 1996). 
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2.6.3 Approaches in Assessing Tertiary Lines of Evidence 
Additional, tertiary lines of evidence can be obtained to further demonstrate the 
capability of an aquifer to attenuate contaminants. Tertiary lines of evidence include bench-
scale microcosm studies with indigenous biota, aquifer material and groundwater to 
determine whether there is the potential for degradation (Wiedemeier et al., 1995; ASTM, 
1998). Microcosm studies can be used to quantify biodegradation rates and determine 
biodegradation pathways (Godsy, 1998). 
The research presented here will focus on the first two lines of evidence. However, in 
some cases, tertiary lines of evidence can be important and convincing evidence in 
demonstrating the occurrence of natural attenuation processes (Godsy, 1998). 
2. 7 Site Characterization in Support of MENA 
All of the above mentioned lines of evidence rely on having a thorough understanding 
of the site geological and hydrogeological setting and having a monitoring well network 
design based on this knowledge. Inadequate site characterization or poor monitoring may 
cause the appearance of intrinsic remediation when in fact it is not occurring (Godsy, 1998). 
The characterization of sites for assessment of NA requires detailed understanding of the 
nature and extent of contamination as well as accurate determination of factors controlling 
fate and transport of contaminants. Characterization of contaminated sites for NA involves 
initial assessment of bulk aquifer characteristics, groundwater geochemical characteristics 
and contaminant distribution. After the initial site characterization, a long term monitoring 
program must be developed to verify predictions and monitor progress (ASTM, 1998; 
Wiedemeier et al., 1995; EPA, 1997). 
Site-specific parameters that are important in assessing NA are presented below, 
based on recommendations from Wiedemeier et al., 1995; EPA, 1997; ASTM, 1998; Godsy, 
1998; Barcelona, 1994; and McAllister and Chiang, 1994. 
• Geologic Data 
• Site stratigraphy, including preferential transport pathways and confining 
units 
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• Aquifer material properties including porosity, bulk density, organic carbon 
content and mineralogy 
• Hydrogeologic Data 
• Hydraulic conductivity, including vertical and horizontal anisotropy 
• Hydraulic gradients, both horizontal and vertical. An understanding of 
seasonal variability is also important 
• Groundwater flow velocity and direction 
• Range of water tab_le fluctuation 
• Identify areas of discharge and recharge 
• Characterization of groundwater geochemistry 
• Understanding of regional surface and groundwater movement as it pertains to 
the site hydraulics 
• Contaminant Data 
• Extent of dissolved contamination for analytes of interest 
• Nature, location and extent of source material, including free product and 
highly impacted soil 
• Determination of contaminant-soil distribution coefficient 
Accurate and detailed characterization of the above parameters is essential in 
designing a monitoring well network that will yield accurate and useful information. 
There are two distinct sampling stages when assessing and conducting NA. The first is initial 
site characterization and the second is long term monitoring. The emphasis of site-
characterization in the short term should be on detailed spatial rather than temporal data; long 
term monitoring would then emphasize changes in the plume with time (Godsy, 1998). 
Initial site characterizations should focus on determining the extent of contamination, 
identifying source areas and defining site geological and hydrogeological setting 
(Wiedemeier et al., 1995; ASTM, 1998; Barcelona, 1994). 
Important factors in the long-term monitoring plan include placement of monitoring 
wells, monitoring well construction, sampling technique and sampling frequency, as well as 
selection of target compounds. The number of wells and their placement will be _determined 
by information gathered during the site characterization (Wiedemeier et al., 1995). ASTM 
(1998) recommends that a minimum of four wells be installed; one up gradient, two or more 
within the plume, but outside any free-product zones and one down gradient "sentinel" well, 
placed down gradient of the leading edge of the plume. The actual number of wells will 
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likely be more than this and will depend on the geologic complexity and extent of 
contamination. 
Groundwater should be sampled to determine the three dimensional distribution of 
contaminants and geochemical parameters. For NA assessments, it is necessary to determine 
which reactions and processes are driving the subsurface biogeochemistry ( Godsy, 1998). 
General physical parameters include redox potential, temperature, pH, field-titrated 
alkalinity, and conductivity. Additional chemical parameters include dissolved oxygen, 
nitrate, nitrite, ferric and ferrous iron, sulfate, sulfide, dissolved carbon dioxide, chloride, and 
dissolved organic carbon (Wiedemeier et al., 1995; ASTM, 1998; Barcelona, 1994). 
2.8 Groundwater Sampling Protocol 
The goal of collecting groundwater samples is to obtain groundwater that is 
representative of aquifer conditions at the point of collection. The most desirable sampling 
strategy is one that minimizes chemical and physical changes of the sample between 
collection and analysis. Collection of groundwater samples to be analyzed for geochemical 
indicators of natural attenuation processes should be representative of redox conditions in the 
immediate vicinity of the sample point. Holland (1999) discusses the various factors that 
influence sample quality and determined that the best sampling technique for obtaining 
representative groundwater samples is a low-flow purging and sampling protocol, coupled 
with a closed flow-through cell for monitoring various bulk parameters. In addition, Butler 
et al., (1998) commented that a low-flow sampling methodology with a flow-through cell 
produced more reliable dissolved oxygen and ORP results than other methods they had tried. 
They also noted that the use of low flow sampling has a significant impact on turbidity and 
overall water quality. 
2.9 Published Work with MNA at FMGP Sites 
Monitored Natural Attenuation (MNA) is most commonly used at petroleum fuel 
release sites (EPA, 1997), but has been used in the remediation of chlorinated solvent spills 
(Wilson, 1998), FMGP sites (Landmeyer et al., 1998, Shefchek et al., 1998, Leuschner et al., 
1997; Gromicko, 1997; Butler et al., 1997, 1998; Macfarlane et al., 1994) and for inorganic 
contaminants (Wilson, 1998; EPA, 1997). 
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MNA has been used extensively for UST and other petroleum fuel releases (Tulis, 
1997). However, the application to FMGP sites is limited. While the actual number of sites 
where :MNA has been assessed or applied to FMGP sites is unknown, only a few well-
documented cases exist in the literature. There are several references to a number of sites 
where MNA is being investigated (Shefchek et al., 1998; Leuschner et al., 1997). Only three 
case studies were identified (Gromicko, 1997; Butler et al., 1997; 1998; Macfarlane et al., 
1994) where the MNA activities are outlined in some detail. Only one of these studies 
involved an FMGP site that was possibly commingled with petroleum, although a query of 
the ISU/IDNR FMGP Database (Golchin, et al., 1997) returned 26 such sites in Iowa alone. 
The approaches to natural attenuation varied among the three cases. Gromicko et al. 
(1997), simply took four rounds of groundwater samples from four wells and compared the 
results with screening criteria and state remediation standards. When the measured results 
exceeded either the standards or the screening criteria, a risk assessment was conducted that 
resulted in a determination that the site posed no significant threat to human health and 
therefore natural attenuation was selected as a remedial approach. The authors did not 
specify if continued monitoring would be conducted. 
Macfarlane et al. (1994) demonstrated the feasibility of natural attenuation at an 
FMGP site. The work was presented as a poster and never published so some detail is 
lacking. The authors first used microcosm studies to identify native microorganisms that are 
capable of degrading site contaminants under a variety of redox conditions. Field methods 
were then employed to calculate apparent degradation rates and obtain evidence of microbial 
degradation. This was accomplished by assuming a first order decay process and, after 
correcting for dilution, regressing the log of the concentration on travel time (see section 
2.6.1.2). Attenuation half-lives for several compounds were determined and were reported 
as: naphthalene - 2166 days, benzene - 729 days, ethylbenzene - 877 days, toluene - 660 
days, xylenes - 85 days. The redox conditions for each compound were not stated. 
Additional, indirect, evidence of biodegradation was acquired in the form of 
geochemical measurements and biogenic degradation product measurements that support the 
earlier findings. The authors conclude only that natural attenuation is occurring, but at a 
slow rate due to mass transfer limitations from the coal tar to the aqueous phase. 
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Butler et al. (1998) began an assessment of natural attenuation in 1997 at an FMGP 
site in Cherokee, Iowa. A phased approach was used whereby the site was first thoroughly 
characterized using a direct push technology and an on site lab to determine the nature and 
extent of the dissolved plume. The second phase involved low-flow sampling of 
geochemical indicators of natural attenuation to obtain indirect evidence of attenuation 
processes. Monitoring over the course of two years indicated that the plume was stable and 
therefore attenuation processes were occurring (i.e. attenuation rates approximately equal 
mass loading rate). Calculation of degradation rates and identification of attenuation 
processes were not completed at the time of publication. Data from this FMGP site will be 
used in this research. 
2.10 Natural Attenuation Modeling 
2.10.1 Background 
Modeling the fate and transport of contaminants in a natural attenuation 
demonstration is intended to answer two fundamental questions (Wiedemeier et al., 1995:,, 
Clement et al., 1998; Zhong et al., 1995): Will contaminants reach potential receptors and 
how long will it take for the contaminant plume to degrade to below the regulatory limit set 
for that site. Additionally, modeling can be used to assess the influence of various remedial 
activities on overall attenuation time (Zhong et al., 1995; Parcher and Johnson, 1998; 
Wiedemeier et al., 1995; Ollila, 1996) and to quantify attenuation rates (Ollila, 1996). 
Parameter sensitivity analyses can help determine bounds in performance and constraining 
parameters. Site modeling can also assist in understanding plume evolution and attenuation 
processes. 
Wiedemeier et al. (1995) describe the various methods of modeling fate and transport 
in terms of two model types, based on the method used to solve the governing transport 
equation. The two main categories of fate and transport models are analytical and numerical 
methods. Selection of which type of model to use at a given site and for a given purpose 
depends on the complexity of the site and the amount of data available. Analytical methods 
produce discrete, exact solutions to the governing equation and are generally fast and easy to 
apply, relying on many simplifying assumptions. These models are best suited to 
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geologically and hydrogeologically simple sites; sites with relatively homogeneous aquifers 
with uniform geometry and simple groundwater flow. Numerical methods are able to model 
more complex situations and so require fewer simplifying assumptions. However, these 
methods have high demands in terms of data input, produce only approximate, sometimes 
non-unique, solutions and are generally more difficult to use. 
In situations where modeling is intended to simulate natural attenuation processes, the 
model selected should be capable of addressing not only the transport terms ( advection, 
dispersion and sorption), but should also include terms for reactive transport and decay. The 
general governing partial differential equation for solute transport in the subsurface is the 
advective-dispersive equation (Wiedemeier et al., 1995; Clement et al., 1998). Equation 2.14 
is the one-dimensional form with a decay term added (-2C) to account for contaminant loss to 
biological decay or abiotic degradation. The decay term shown assumes first order reaction 
kinetics, although instantaneous reactions are sometimes more appropriate ( Clement et al., 
1998; Ollila, 1996; Zhong et al., 1995). Equation 2.14 can be expanded to two or three-
dimensional forms by inclusion of additional terms for hydrodynamic dispersion and 
advective transport in the other two dimensions. 
where 
-=- -- --(v C)-1C ac a (Dx acJ 8 a, ax R ax ax C 
C = Solute concentration (MIL 3) 
t Time (T) 
Dx = Hydrodynamic dispersion (L) 
x = Distance along flowpath (L) 
v c = Retarded contaminant velocity (L/T) 
). · = First order decay constant ( l /T) 
(Eq. 2.14) 
It was previously thought that only aerobic degradation pathways could be simulated 
with instantaneous reaction kinetics, and that anaerobic reactions were too slow to model 
with instantaneous rates. However, compared to the rate in which electron acceptors are 
replenished, anaerobic reactions can be considered instantaneous in most cases; the exception 
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being sites with very high groundwater velocities and short source zone lengths (Rafai et al., 
1998). Models that use the instantaneous reaction assumption solve the governing equation 
several times without the decay term, once for the contaminant of concern and once for the 
limiting species (electron acceptor(s) for biodegradation). The principle of superposition is 
then used to calculate the resulting concentration of the contaminant (Clement et al., 1998; 
Newell et al., 1996; Ollila, 1996). Knowing the stoichiometery of the degradation reaction, 
the contaminant concentration is calculated as follows (Ollila, 1996): 
C = C -(Cea] 
C SC F (Eq. 2.15) 
where 
Cc = Calculated concentration (MIL 3) 
Csc = Simulated concentration without decay (M/I}) 
Cea = Concentration of electron acceptor available (M/L3) 
F = Mass of electron acceptor consumed per mass of hydrocarbon consumed (M/M) 
There is a large number of models available for simulating fate and transport of 
dissolved contaminants in the subsurface. A short list of several available models is 
presented in Table 2.8 (www.scisoftware.com). Not all of these models are suitable for NA 
assessment. Table 2.8 shows each model and each of the fate and transport terms it supports. 
Of the models in Table 2.8, three are notable for their availability and applicability to NA 
assessments. Bioplume III, Bioscreen and MT3D were considered for use in this research. 
All three are suitable for NA assessments, have been used in related studies and are non-
proprietary and available on the Internet. A brief description of each is given below for the 
purpose of demonstrating why Bioscreen and Bioplume Ill were selected for this research. 
2.10.2 Bioplume ill 
BIOPLUME III is a two-dimensional finite difference model for simulating the fate 
and transport of organic contaminants in groundwater. The model simulates advection, 
dispersion, sorption, ion exchange and biological degradation. Both aerobic and anaerobic 
biodegradation can be simulated. Zero-order, first-order, instantaneous, and Monod kinetics 


























Finite-Element Model of Flow and Transport in Saturated-Unsaturated Media 
3-D Groundwater Flow and Contaminant Transport Model 
Finite-Element Aquifer Flow Model 
Analytical Groundwater Transport Model for Pollutant Fate and Migration 
Biodegradation, Flow and Transport in the Saturated/Unsaturated Zones 
Bioremediation, Fate and Transport for MODFLOW 
Transport of Dissolved Hydrocarbons Under the Influence of Oxygen-Limited 
Biodegradation 
Analytical Transport Model Supporting First Order and Instantaneous Degradation 
Finite Element Subsurface Flow System · 
2-D Cross-Sectional Steady-State Groundwater Flow and Transport Model 
2-D Groundwater Flow, Remediation, and Wellhead Protection Model 
3-D Heat and Solute Transport Model 
Hydrologic Transport and Geochemical Reactions Model 
Transport and Mixed Geochemical Kinetic/Equilibrium Reactions in Saturated-
Unsaturated Media 
Unique Groundwater Pollution Forecasting System 
Ground-Water Multiphase Areal Remediation Simulation Model 
Model for Landfills, Buried Waste Deposits, Spills and Disposal Ponds 
Computer Model of2-D Solute Transport and Dispersion in Ground Water 
MODFLOW-Based Ground Water Flow and Contaminant Transport Model 
An Enhanced Version ofMODFLOW for Simulating 3-D Contaminant Transport 
Visual Modeling System with Comprehensive Flow and Transport Capability 
A Modular 3-D Solute Transport Model 
7 Mass Transport and 3 Flow Models 
SUTRA-ANE 2-D Saturated/Unsaturated Transport Model 
SWIFT-98 Model to Simulate Groundwater Flow, Heat, Brine and Radio nuclide Transport 
VAM2D 2-D Variably-Saturated Groundwater Analysis Model 
WinTran Groundwater Flow and Finite-Element Contaminant Transport Model 
































are supported. Oxyge~ nitrate, iron (III), sulfate, and carbon dioxide are input as electron 
acceptors. Instantaneous reactions are modeled by solving the transport equation six times, 
once for each electron acceptor and once for the contaminant. The six plumes are then 
superimposed to determine the fate and transport of all species (Rafai et al., 1998). Bioplume 
III is the latest version of the Bioplume model. Previous versions have been used by 
Blackmon and Pang, (1997); Zhong et al., (1995); Chiang et al., (1989); and others. Rafai et 
al., (1998) gave a very thorough description of the Bioplume III modet its development, 
operation, implementation, limitations and assumptions. 
Key Assumptions 
• Darcy's law is valid and hydraulic-head gradients are the only driving 
mechanism for flow. 
• The porosity and hydraulic conductivity of the aquifer are constant with time, 
and porosity is uniform in space. 
• Gradients of fluid density, viscosity, and temperature do not affect the velocity 
distribution. 
• No chemical reactions occur that affect the fluid properties, or the aquifer 
properties. 
• Ionic and molecular diffusion are negligible contributors to the total dispersive 
flux. 
• Vertical variations in head and concentration are negligible. 
• The aquifer is homogeneous and isotropic with respect to the coefficients of 
longitudinal and transverse dispersivity. 
Advantages: 
The main advantage of this model for natural attenuation modeling is that it is a 
numerical model and therefore capable of handling complex geological and hydro-geological 
site and boundary conditions with relatively few simplifying assumptions. This model also 
supports multiple reaction kinetics and sorption models. This model was developed for use 
with the Air Force Technical Protocol for Implementing Intrinsic Remediation (Weidemeier 
et al., 1995), and is well documented and has been thoroughly tested against other proven 
models (see Rafai et al., 1998). The model also is built under a well-designed user platform 
that facilitates data input, presentation and interpretation. 
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Disadvantages and limitations: 
The principal limitation of the Bioplume III model is that the model does not account 
for selective or competitive biodegradation of the hydrocarbons. This means that 
hydrocarbons are generally simulated as a lumped organic which represents the sum of 
benzene, toluene, ethyl benzene or xylene. It was designed to model fuel releases (primarily 
B TEX) which can be adequately modeled by lumping the constituents and averaging 
compound characteristics, however MGP waste constituents (including P AHs) show a much 
wider range in physical and chemical properties, so lumping the contaminants is not realistic. 
Also, if a single component is to be simulated, the user would have to determine how much 
electron acceptor would be available for the component in question. The second 
disadvantage is that the model is two-dimensional. This limitation is not a concern where 
vertical gradients are minimal. However, an understanding of the three dimensional 
distribution of the contaminants is often desired where there are vertical gradients in 
concentration and head. The other main disadvantage of this model is the comparatively 
large amount of site data required, compared to analytical models. 
2.10.3 Bioscreen 
Bioscreen is a spreadsheet analytical model based on the Domenico (1987) three-
dimensional solute transport model. The Domenico solution accounts for the effects of 
advective transport, three-dimensional dispersion, adsorption, and first-order decay. 
Bio screen also has the capability of modeling instantaneous reactions, via the method of 
superposition. Degradation using oxygen, nitrate, ferrous iron, sulfate, and methane is 
supported (Newell et al., 1996). Bioscreen was used by Leuschner et al. (1997) to model the 
effect of aerobic biodegradation on benzene and naphthalene plumes at an FMGP site. 
The original Domenico (1987) model is based on a planar, homogeneous source, 
oriented normal to the direction of flow. The source term in the Bioscreen model is a five-
layered plane that is symmetric about the centerline. This means there c~ be up to three 
unique sections (section 1 = section 5, section 2 = section 4, section 3 is unique). The 
original model solves the equations once. The Bioscreen model calculates the solution three 
times, once for each unique segment of the five-layer source term. The three solutions are 
superimposed to produce the final plume. This is illustrated in Figure 2.6. 
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Width 1 ·cone. 1 
Width 2 Cone. 2 
Width 3 Cone. 3 
Width 2 Cone.2 
Width 1 Cone. 1 
Figure 2.6. Source description for Bioscreen Model. (From Newel et al., 1996) 
Key Assumptions: 
• The aquifer and flow-field are isotropic and homogeneous with respect to input 
parameters (hydraulic conductivity, fraction of organic carbon, saturated 
thickness, effective porosity, . and bulk density) and with respect to flow 
conditions (constant hydraulic gradient and flow direction). 
• The molecular diffusion component of hydrodynamic dispersion can be ignored 
due to relatively fast advective velocity. 
• Sorption is linear and reversible. 
Principal Limitations (Newell et al., 1996): 
• Should not be applied where pumping conditions invalidate the first assumption 
by changing saturated thickness, hydraulic gradient or flow direction. 
• The model should not be applied where vertical hydraulic gradients affect 
contaminant transport. 
• The model should not be applied where dramatic variations in hydrogeology 
occur across the site and invalidate the first assumption. 
Advantages: 
The main advantages of this model are the ease of use and minimal amount of site 
data required. This model is rather flexible in terms of the contaminant properties to be 
modeled. Bioscreen also models three attenuation scenarios: transport without decay, 
transport with first order exponential decay and transport with instantaneous reaction 
kinetics. The last scenario requires site-specific information regarding available electron 
acceptors. 
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Disadvantages and limitations: 
The principal disadvantage of this model is that it relies on many simplifying 
assumptions. Spatial variation in aquifer characteristics, electron acceptor recharge, 
variations in source loading rate and influence of boundary conditions cannot be modeled. 
2.10.4 MT3D 
There are two versions of MT3D available; MT3D and MT3D99. MT3D99 is an 
upgrade ofMT3D and is proprietary, whereas MT3D is available for download off the 
Internet. MT3D is a three-dimensional numerical model for simulating solute transport with 
or without decay. It is intended to be linked with a previously calibrated flow model and can 
be used with any block centered finite difference flow model. It is capable of modeling 
advection, anisotropic dispersion, first-order decay, linear and nonlinear sorption. This 
model has several methods available for solving the governing equations, including finite 
difference, finite-volume TVD (total-variation-diminishing) solution, and mixed Eulerian-
Lagrangian. MT3D has since been upgraded to RT3D, which incorporated multi-species 
reactive transport. 
MT3D99 is the latest version ofMT3D and is capable of modeling reactive, multi-
species transport and supports a number of other kinetic options. This version is proprietary 
and so will not be considered for this research. 
Advantages ofMT3D: 
• Multiple solution techniques. 
• Modular construction allows modeling of each attenuation process independently. 
• Linear and non-linear sorption options. 
• Ability to model transient or complex site conditions. 
Disadvantages ofMT3D: 
• Cannot model multi-species reactive transport. 
• Must be used in conjunction with another flow model. 
2.10.5 Selection of Model 
Bioscreen and Bioplume III were selected for this research. Bioscreen is capable of 
simulating a number of kinetic reactions, is simple to use, and requires a minimum of site-
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specific data. Bioplume III is more complex, but has the ability to model more complex 
situations. These models are compared to determine if the increased data needs and 
complexity of a numerical model are justified and required for modeling natural attenuation 
at FMGP sites. Both of these models are readily available without cost, are user friendly, and 
were designed for natural attenuation studies. 
2.11 Outstanding Issues and General Incentive of This Study 
Previous work concerning NA processes and demonstration of their occurrence at 
FMGP sites has not addressed certain issues that have an influence on the veracity of 
remediation claims. Such issues include the following: 
• Significant trends. The meaning and applicability of a "significant or meaningful trend" 
in contaminant concentration data. A query of the FMGP database at Iowa State 
University revealed that monitoring well data have been observed to vary over several 
orders of magnitude between sampling events at Iowa FMGP sites. The cause of this 
variability and the implications on long-term trends is not understood. 
• Source loading rate and source zone definition. Source zones at FMGP sites are often 
distributed across the site. Dissolved contamination is derived, not only from free 
product zones, but also from contaminants desorbing from heavily impacted soil. 
Characterization of each loading rate and the long-term influence on attenuation 
processes is not clearly understood. 
• Seasonal variability in processes. Davis et al., (1999) studied the variability in 
attenuation processes in a sulfate-reducing aquifer over a five-year period and concluded 
that seasonal fluctuations in water levels caused the dissolved plume to deviate 
significantly from a stable configuration. Seasonal changes in attenuation processes and 
the long-term effects on remediation have not been intensively studied and have the 
potential to affect long-term forecasting ofNA. 
• Complex mixtures of contaminants. Assessment of NA processes in the literature deal 
with the dissolved contamination on an individual compound basis. It is known that 
various contaminants are degraded at different rates (Chiang et al., 1989), and that 
mixtures of contaminants having co-salvation effects can increase degradation rates 
(Morris et al., 1988; Field et al., 1995; Caldini et al., 1995; Jimez and Bartha, 1996; 
Birman and Alexander, 1996). NA assessments that deal with an individual compound 
and using calculations based on pure mixtures, will not account for these effects. 
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• Effects of remedial activities on efficacy of NA. Weidemeier et al., (1995) note that 
when active remediation occurs, often the physical data on which a previous NA 
assessment was based is altered and NA must be reevaluated using current site 
conditions. Disturbances to the site hydrogeology due to remedial activities have been 
observed by Black & Veatch (1998c). A soil and source removal was performed at the 
Cherokee FMGP site in Iowa. The excavated soil was replaced with clean sand fill. 
Prior to a source soil excavation, a groundwater divide was consistently observed up 
gradient of the excavation. However, the excavation altered the local groundwater flow 
and the divide was no longer observed. 
Most of the literature dealing with application of MNA is of two types. The first type 
is a study of natural attenuation processes in controlled environments where the contaminant 
composition and mass is known and boundary conditions are known and controlled. Studies 
of the second type are also generally simple scenarios, selected because they possess site 
characteristics favorable to MNA (Etter, 1998). Most of the work done with MNA deals 
with fuel derived contamination, although some work has been done with FMGP sites (Butler 
et al., 1997; 1998; Admire et al., 1995; Shefchek et al., 1998; Leuschner et al., 1997) and 
chlorinated solvents (Wilson, 1998). Little has been done to address the issues associated 
with assessing NA at old sites that have complex mixtures of contaminants resulting from 
releases of varying age. 
This study is intended to use first and second lines of evidence to investigate the 
occurrence of NA at sites where old MGP contamination is commingled with relatively 
recent UST fuel releases to determine which NA processes are likely to be occurring and 
what site characterization issues are especially important, given the possibility of interaction 
between the two types of contamination and the complexities of a non-ideal situation. Also, 
since this is an assessment ofNA at a complex site, other issues will likely have to be dealt 
with that have received little attention in the literature, such as cultural interference ( changing 
site conditions throughout the life of the attenuation, as well as the possible existence of other 
plumes in the vicinity). 
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CHAPTER 3 METHODS 
This section describes the methods used to investigate the occurrence of natural 
attenuation processes at the two study sites. This section is intended to describe the methods, 
their assumptions and limitations independent of a specific study site. Two Iowa MGP sites 
were selected as study sites to investigate the occurrence of natural attenuation processes and 
determine data needs for future inclusion of NA in a remedial scheme at Iowa MGP sites. 
For each site, historical data were compiled to form a site conceptual model. This 
information is included in Chapters 4 and 5. 
The methods applied in this research fall into two categories, direct observation of 
reducing contaminant mass, and indirect evidence of natural attenuation processes. The 
methods used for direct evidence are compound-specific. This research focused on six 
dissolved-phase compounds to assess direct lines of evidence for natural attenuation. The 
conclusions regarding direct evidence of natural attenuation are specific to these six 
compounds in the dissolved phase. Attenuation of sorbed contaminants, free-phase mixtures 
and dissolved, higher-ring P AHs is beyond the scope of this research and is not addressed. 
Indirect evidence of natural attenuation processes, however, is not compound 
specific. Instead, indirect evidence can support the conclusion that attenuation of 
hydrocarbon is occurring, but may not indicate which compounds are being attenuated. The 
exception is if daughter products of the compound of interest are measured. The presence of 
intermediate compounds that are known to result from incomplete oxidation of compounds of 
interest may provide indirect evidence that a given compound is biodegrading. Oxidized 
intermediates were not measured as part of this research. 
The occurrence of natural attenuation processes was investigated by assessing 
primary and secondary lines of evidence. Primary lines of evidence were evaluated with 
historical monitoring well data for six target compounds. A sampling protocol was 
developed to collect field data in support of secondary lines of evidence. These data were 
collected and evaluated for data quality. Indirect evidence of NA processes was evaluated 
with computer modeling to determine the sensitivity of data factors and attenuation rates. 
These activities are discussed below. 
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3.1 Sources of historical data 
The two sites used in this study have been actively investigated for a number of years. 
Because of this, much of the site characterization has been accomplished and monitoring well 
networks have been installed. Several years of historical measurements of the six target 
compounds exist for each site. The historical measurements of BTEX and P AH compounds 
used in this study were retrieved from the MGP database constructed and maintained at Iowa 
State University. Geochemical measurements at the Key City site were taken over a one-
year period in 1999 by an ISU research group. Geochemical measurements at the Cherokee 
site were conducted by a consulting engineering firm. The sampling and measurement of 
geochemical parameters is discussed in Section 3.7 and Appendix A. 
3.2 Data Validation and Reduction 
The screening of data for quality is very important, as are decisions on how to handle 
censored data, outliers, duplicate samples and multiple measurements taken by different 
methods. The following is a list of data categories with a discussion of the issues involved 
and criteria for using, modifying or rejecting a value. 
3.2.1 Laboratory Data 
Data from samples that were analyzed in a certified laboratory have been subjected to the 
quality assurance/quality control (QA/QC) procedures of that laboratory (Barr Eng., 1994). 
The reports generated for the analyses represent validated data. Where the data fail to meet 
the laboratory QA/QC criteria, qualifiers are reported with the value to alert the user of the 
data. In this study, the value was omitted, modified or used, depending on the qualifierA This 
is described in Section 3.2.3. Some geochemical measurement~ made by the certified 
laboratory were included in a data quality check of the geochemical measurements made by 
the ISU research group. 
3.2.2 Field Data Validation 
Field data collected by consulting engineering firms has undergone QA/QC 
procedures developed by the particular company. Therefore, as in the case of laboratory-
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measured data, the data were used as reported, unless they were censored. Censored field 
data were handled as described in Section 3.2.3. 
Field measurements taken by the ISU research group were validated by applying a 
number of data quality tests. The data sets evaluated included a subset of the laboratory 
measured geochemical analytes. This evaluation is included in Appendix A. 
3.2.3 Censored Data 
"Censored data" refers to non-detect data or data that are qualified as being below a 
method detection limit (MDL) or a practical quantitation limit (PQL). The difference 
between the two lj.mits is that a compound at a concentration below the MDL is not detected, 
while a compound that is present at concentrations between the MDL and PQL is detected, 
but not quantifiable (Gibbons, 1994). Data values that are otherwise qualified as being 
exceptional (including estimated values and out of calibration range) are also considered in 
this section. 
In this study, use of censored data follows the protocol recommended in EPA 
(1992b). 
• Data reported as below a given limit are incorporated as data points with the 
detection limit as the value. For example, a reported value of "<10 mg/L" 
would be used as a value of 10 mg/L. 
• Data reported as a value, but qualified in some way will be used as reported. 
This includes values that are qualified by the laboratory as estimated values, 
values out of the calibration range and values reported below the detection limit. 
For example, a value was reported as 6 mg/L, but qualified as being below the 
detection limit of 10 mg/L would be used as 6 mg/L. 
3.2.4 Outliers 
Outliers are data points that appear unusual, either noticeably more or less than what 
is expected based on historical measurements or literature values. In this study, outliers were 
assumed to be correct, and were used in the analysis unless there was reason to believe they 
are in error. If an error was found, the measurement was either retaken, corrected if 
appropriate or the value was omitted from the analysis. This practice was suggested in EPA 
(1992b). 
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3.3 Primary Lines of Evidence - Trends in Contaminant Concentration 
According to ASTM (1998) and EPA (1997), the primary line of evidence for 
demonstrating the occurrence of natural attenuation processes is direct observation of 
reducing contaminant mass or concentration at monitoring points. Historical data (if 
available) should be compiled and analyzed in the context of the site conceptual model to 
determine if meaningful trends exist. 
For this study, six compounds were selected as the subject of the attenuation 
processes. Benzene, ethylbenzene, toluene and total xylenes (BTEX) were selected to 
represent the contamination derived from the UST release, and because they are a component 
of the MOP-derived contamination. Naphthalene and phenanthrene were selected to 
represent the MGP contaminants because they represent the most conservative estimate of 
the bulk contaminants; they are among the most mobile (low Koc, high solubility), and most 
degradable (low molecular weight, 2- and 3-ring P AH). 
Naphthalene and phenanthrene are typically the most abundant of the PAHs in a 
sample; therefore there are more uncensored data points available for these two 
contaminants, compared to the other P AHs. Also, the size of naphthalene and phenanthrene 
plumes tends to be large relative to monitoring well spacing, whereas plumes of higher ring 
P AH compounds tend to be small enough that a measurement in the source area can be 
followed by a non-detect in the next well down gradient. This situation does not lend itself to 
calculation of attenuation rates. 
Instead of analyzing individual contaminants for trend, an alternative approach could be 
to sum the individual results and analyze total BTEX and total P AH in a sample for trend. 
The problem with this approach is the presence of censored data. According to the procedure 
outlined in Section 3.2.3, censored data points are used as the value of the quantification limit 
(QL). While this provides a conservative estimate of the total PAH or BTEX, it is often 
unrealistic when the total PAH concentration is low. For example, imagine that a sample is 
measured to have 2.2 mg/L naphthalene and the rest of the P AHs were reported as <1.0 
mg/L. The total P AH concentration would be calculated as 17 .2 mg/L (2.2 + 15 
contaminants@l.O mg/L). When in reality, the total PAH could be as low as 2.2 mg/L. In 
contrast, imagine that the naphthalene concentration was 220 mg/L and the other 15 P AHs 
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were <1.0 mg/L. The total P AH in this case would be 235 mg/L. This is probably much 
closer to the actual P AH concentration. The potential error in this case is smaller on a 
percentage basis. Single contaminant trend analysis was used because it is more likely to 
yield a data set with fewer censored data points when there is only one compound to 
consider. 
3.4 Assessment of Historical Data for Trends in Time 
The objective of this part of the study is to determine if meaningful trends of 
decreasing contaminant concentration exist in the historical data, and if so, to quantify the 
longer-term attenuation rate for the compounds of interest. The approach used here was to 
plot concentration vs. time for the six compounds of interest, then select wells for further 
analysis based on well location, as well as quantity and quality of data. These plots were 
visually assessed for evidence of a trend, and then a nonparametric statistical test was applied 
as a quantitative evaluation of the existence of trend and as a best estimate of slope 
(attenuation rate). Simple linear regression was also applied to determine the presence of 
trend and to obtain an estimate of slope. 
3.4.1 Plots of Concentration vs. Time 
Historical data were compiled from the MGP database at Iowa State University. 
During the course of the research, correspondence was maintained with the site owners and 
associated consulting engineers to ensure all appropriate historical data were incorporated 
into the analysis and any new data were provided as they were collected. 
3.4.2 Visual Assessment of Historical Data 
When assessing historical data for evidence of time trends, often the most revealing 
practice is simply plotting concentration vs. time at a monitoring well and visually assessing 
the data (Gibbons, 1994). Concentration vs. time plots were created for wells that were 
sampled for all six compounds of interest. The resulting charts were then qualitatively 
evaluated for data variability, trend and proportion of censored data points. The well was 
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selected for further analysis if there was visual evidence of a trend, there were 4 or more data 
points, and if censored data constituted only a small fraction of the data set. 
3.4.3 Statistical Calculation of Significant Trend Over Time 
Sen's test was one of the methods used for statistical calculation of trend slope. This 
method was selected because it is not greatly affected by outliers or gross data errors, it can 
handle non-detects, and is useful for small data sets (Gilbert, 1987). The method is outlined 
below, followed by a discussion of the applicability and limits of the test to historical data in 
NA assessments. 
Sen's test involves calculating the slope between every possible pair of observations 
for which there is a time separation. The median of the set of slopes is then calculated. This 
slope is then tested to determine if it is significantly different from zero. Each step is 
described in more detail below. 
If an observation is denoted by the variable X; taken at time i , then the slope in 
concentration as a function of time (Q) is given by: 
x.-x. 
Q= i. l 
i -i 
(Eq. 3.1) 
where l> i 
The slope (Q) is calculated between every possible pair of observations for which / > i. The 
number of possible pairs for n observations (N) is given by: 
N'= n(n-1) 
2 (Eq. 3.2) 
The calculated set of N' slopes (Q) is ordered and ranked from smallest to largest. 
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S = median (Q) (Eq. 3.3) 
To test if the slope (S) is different from zero at a (1-a) 100% confidence level, a null 
hypothesis of zero slope is assumed. The. hypothesis is tested by calculating the ( 1-a) 100% 
confidence interval using the following equations: 
Lower confidence limit is the M 1th value of Q, given by: 
I [ r/2 M1 = N - Z1-a12 var(S) 
2 
(Eq. 3.4) 
Where 2 1-a.12 is the value of the normal distribution where exceedence probability = a/2. 
Upper confidence limit is the (M2 + l )th value of Q, where M2 is given by: 
N I z [ (S)]l/2 M2 = + t-a12 var 
2 
(Eq. 3.5) 
To calculate the confidence interval, an estimate of the data variance is needed. The 






var(S) = -1 [n(n -1)(2n + 5) - fJ P (t P -1)(2t P + 5)] 
18 p=l 
(Eq. 3.6) 
Number of measurements 
Number of values for which there are ties (two of more measurements with 
the same value) 
Number of tied measurements for a particular value 
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+1 are found by interpolating 
between the smallest interval of known values of Q; that contain i = M1 or M2+ 1. 




+ 1 contains zero slope, then the null hypothesis cannot be 
rejected. In other words if the interval contains zero slope there is (1-a) 100% confidence 
that the slope is not significantly different from zero. If the interval does not contain zero, 
then the null hypothesis can be rejected and the slope S can be used as an estimate of the 
trend slope. 
The overall attenuation rate, which includes the effects of sorption, dilution, 
dispersion, volatilization and biodegradation, can often be described by a first-order decay 
equation of the form given in eq. 2.12 (ASTM, 1998; Weidemeier et al., 1995; Brady et al., 
1998): 
C(t) = C;e -(kt) (Eq. 2.12) 
where C(t) and C; are the concentration of the contaminant at time = t and the initial 
concentration, respectively. 
Sen's test is a test for linear slope (see Eq. 3.1). Application of Sen's test to test for 
significant trend and to obtain an estimate of the decay constant under an assumption of first 
order decay can be accomplished by using the log-transformed concentration and non-
transformed time terms. If the first-order curve model is appropriate for the data, the data 
will plot along an approximately straight line. The linear slope of the transformed data is 
equal to the negative of the first order attenuation constant k to fit equation 2.12 to the 
original (non-transformed) data. 
It is important to note that Sen' s test does not determine if the first order curve is the 
best model for the data, that is an assumption that must be made based on an understanding 
of the processes involved and the appearance of the data. Sen's test conducted on the 
transformed data will determine if the trend is significant and provide an estimate of the 
decay constant. Sen' s test can give inaccurate results if the first order model does not 
describe the data. If there is reason to believe that the first order model does not best 
describe the data, alternative methods should be evaluated. 
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3.4.3.1 Comparison o/Sen 1s Test With Simple Linear Regression 
One of the objectives of this research is to evaluate methods for assessing the capacity 
for remediation using natural attenuation. To this end, all wells that were tested for trend 
using Sen's nonparametric test for trend were also tested for trend using simple linear 
regression. 
Simple linear regression was conducted for natural logarithm-transformed data and 
time using the Microsoft spreadsheet program Excel 97. Data were tested for significance at 
a 95% confidence level. The results of the linear regression were then compared to the 
results from Sen's test both in terms of the number of wells that show significant trend at 
95% confidence, and for the slope calculated. 
Sen's test was selected for this research because non-parametric methods tend to be 
more robust with respect to input data (i.e., less sensitive to distributional assumptions). The 
data sets tend to not meet some of the distributional assumptions of classical methods, and 
the small data sets often encountered make distributional parameters difficult to establish. Of 
the nonparametric tests available, Sen's test was selected because it returns a trend slope and 
a measure of confidence that the slope is significant. This differs from many of the 
nonparametric tests that only provide the sign of the slope (i.e., increasing or decreasing), 
such as the Box-Jenkins test, or Cox-Stuart test. Other nonparametric tests exist, but have 
other requirements that are not easily met, such as the Mann-Kendall test and the seasonal 
Kendall test, which require the computation of a special probability table and may require 
more data than is available here. 
Simple linear regression was selected because it is a common and precise test, allows 
computation of confidence intervals and can be superior to nonparametric methods if the 
assumptions are reasonably well met (Stenback, 2000). The results of the two tests are 
included in Chapters 4 and 5 for each of the two study sites. 
3.5 Assessment for Trends in Concentration Over Distance 
It was suspected, based on the age of the sites and preliminary observation of the 
data, that the plumes may be essentially stable. If this is the case, attenuation rates calculated 
from concentration vs. distance plots would more accurately represent overall attenuation 
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rates. This analysis was performed as outlined in the following sections. The attenuation 
rates for each of the six compounds individually and as a total are presented in Chapters 4 
and 5. 
3.5.1 Plots of Concentration vs. Distance Along Flowpath 
Concentration of the six target analytes was plotted against the position along the 
flow path. Because this analysis assumes the plume is stable, the quantity plotted was the 
average of all the historical measurements taken from wells along the flow path. Plots were 
generated using the natural log of the measured concentration against position along the 
plume centerline. If the data fit the first order curve model, they will fall along a straight line 
with slope proportional to the overall attenuation rate. 
3.6 Calculation of Overall Attenuation Rates 
The attenuation rates calculated from the concentration vs. time plots were examined 
to determine if there is evidence of a shrinking plume. If the evidence was against a 
shrinking plume or was inconclusive, the attenuation rates calculated from the concentration 
vs. distance plots were considered the best estimates. If there was evidence the plume was 
shrinking within a site, overall attenuation rates were calculated as an average of those found 
at each well. 
3. 7 Secondary Lines of Evidence - Identifying and Quantifying Attenuation Processes 
Indirectly 
3. 7 .1 Collection of Geochemical Data 
After a review of the available data, it was found that data collection activities in the 
past had focused on contaminants and little or no geochemical data were available. To obtain 
the necessary data, a sampling protocol was developed based on work by Holland (1999). 
Several rounds of sampling were conducted, both to collect geochemical data and to evaluate 
the quality of the sampling protocol for use with future studies. 
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3.7.2 Groundwater Sampling Protocol for Geochemical Data 
A brief description of the protocol is included below, while a detailed description of 
the protocol and its development are included in Appendix A. 
The well is purged at a low flow rate ( < 1 L/min) using a flow-through cell while five 
water quality parameters are monitored continuously as indicators of geochemical 
stabilization. When all five parameters have stabilized, according to established criteria (see 
Table A.1 in Appendix A), the samples were taken and field analyses for various 
geochemical constituents were conducted. A summary of the sampling parameters and 
rational for their measurement is presented in Tables 3.1 and 3.2. 
3. 7 .3 Construction of Electron Acceptor and Contaminant Isopleth Maps 
The geochemical data collected from the two sites included parameters that may be 
indicative of natural attenuation processes. These parameters include dissolved oxygen, 
nitrate, ferrous iron, sulfate, methane, oxidation-reduction potential, pH and alkalinity. A 
secondary line of evidence of natural attenuation processes includes demonstration of spatial 
variations in these parameters that correspond to the presence of hydrocarbon contamination. 
Isopleth maps showing the distribution of these parameters can provide convincing evidence 
of biological degradation. 
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For this study, isopleth maps were produced for the parameters mentioned above, as 
well as for the concentrations of the six target analytes on the sampling events corresponding 
to the collection of the geochemical data. Isopleth maps were produced using Surfer 7 .0 for 
Windows. Isopleth maps display lines of equal value for the parameter being mapped. Since 
there are only measurements at the monitoring wells, the other points comprising the line 
must be interpolated based on the known points. 
The maps produced for the Key City site were interpolated using a point kriging 
algorithm. The algorithm used a linear variogram with no anisotropy, no drift and no nugget 
effect. More accurate maps can be produced by modeling the variogram for each data set 
and incorporating anisotropy due to factors such as groundwater flow direction. The 
objective of producing contour maps is to qualitatively assess the distribution of parameters 
and identify general spatial trends in the data, not to perform quantitative analyses on the 
interpolated data; therefore detailed analysis was not performed to construct the contour plots 
and quantitative analysis was not performed on the plots. 
3.7.4 Investigation of Terminal Electron Accepting Processes 
There is a stoichiometeric relation between the amount of hydrocarbon degraded by a 
given terminal electron accepting process (TEAP) and the amount of terminal electron 
acceptor (TEA) reduced. Assuming that biodegradation is the only source of change in TEA 
concentration, the relative importance of each TEAP can be determined by measuring either 
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the increase in reduced forms of TEAs, or the reduction of the oxidized forms. The change 
in TEA concentration can then be converted to expected moles of contaminant lost, and the 
percent contribution by each TEAP can then be calculated. Balanced redox equations for 
known TEAPs and the six target analytes are presented in Table 3 .3. 
The analysis was conducted as follows: 
1. Balanced oxidation-reduction equations were written for the oxidation of each 
compound to CO2 and water. These are included in Tables 3.3. The molar 
ratio of TEA consumed for each mole of carbon degraded (not each mole of 
contaminant) was then calculated for each TEA and each target contaminant. 
This information is presented in Table 3.4. 
2. TEA measurements were converted from mg/L or µg/L to moles/L. 
3. The change in TEA was calculated between each well along the transect that 
best approximates the plume centerline. Because of analytical and natural 
variability, as well as actual recharge ofTEAs (through infiltration of 
rainwater or change in redox conditions along the flow path, for example) a 
measured increase in TEA between two wells is observed. The algorithms 
below would indicate a negative value of carbon loss, resulting in the 
calculation of an increase in contaminant. Because this is not realistic (i.e., 
increases in contaminant do not result from increases in TEA), negative 
changes in TEA are reported as zero-change. For TEAs that are lost, the 
change was calculated using the following algorithm: 
Moles/L at up gradient well - Moles/L at down gradient well = Change; 
if Change < 0, Change = 0 
Under iron reduction and methanogenesis, the TEAs (ferric iron and CO2) are 
not measured. An increase in concentration of the reduced form ( ferrous iron 
and methane) is observed when contaminant is degraded. For these TEAPs, 
the following algorithm was used: 
Moles/L at down gradient well - Moles/L at up gradient well = Change; 
if Change< 0, Change= 0. 
4. The expected loss of carbon due to each TEA process was then calculated 
using the average stoichiometric ratio of moles of carbon to moles of TEA for 
each chemical. These values are presented in Table 3.4. The calculations 
were based on moles of carbon rather than moles of contaminant because it is 
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Table 3.3. Balanced oxidation-reduction reactions for target analytes (Weidemeier et al., 
1995). 
























Balanced Reaction - Oxygen Reduction 
902 + C7 H 8 => 7C02 + 4H20 
10.502 + C8H 10 => 8C02 +5H20 
10.502 + C8H 10 => 8C02 + 5H20 
1202 + C10H 8 => 10C02 + 4H20 
16.502 + C14H 10 => 14C02 + 19H20 
Balanced Reaction - Nitrate Reduction 
6NO; + 6H+ + C6H 6 => 6C02 + 6H20 + 3N2 
7.2NO; + 7.2H+ + C7H 8 => 7C02 + 7.6H20 + 3.6N2 
8.4NO; + 8.4H+ + C8H 10 => 8C02 + 9.2H20 + 4.2N2 
8.4NO; + 8.4H+ + C8H10 => 8C02 + 9.2H20 + 4.2N2 
9.6NO; + 9.6H+ + C10H 8 => 10C02 + 8.8H20 +4.8N2 
13.2NO; + 13.2H+ + C14H 10 => 14C02 + l l.6H20 + 6.6N2 
Balanced Reaction - Iron Reduction 
60H+ + 30Fe(OH)3 + C6H 6 => 6C02 + 30Fe
2+ + 78H20 
72H+ + 36Fe(OH)3 + C7H 8 => 7C02 + 36Fe2+ + 94H20 
84H+ +42Fe(OH)3 +C8H10 => 8C02 +42Fe2+ +110H20 
84H+ + 42Fe( OH)3 + C8H10 => 8C02 + 42Fe2+ + 11 OH20 
96H+ + 48Fe(OH)3 + C10H 8 => 10C02 + 48Fe2+ + 76H20 
132H+ + 66Fe(OH)3 + C14H 10 => 14C02 + 66Fe 2+ + 104H20 
unknown which compound or compounds are being degraded under each TEA 
process. 
5. The cumulative expected loss of carbon along the plume centerline was 
calculated. The contribution made by each TEAP was then calculated as a 
percentage of the total expected carbon loss. This percentage describes the 
relative importance of each TEAP in the overall carbon loss. 
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Table 3 .3 ( continued). Balanced oxidation-reduction reactions for target analytes 
(Weidemeier et al., 1995). 









7.5H+ + 3.75SO;- + C6H 6 6C02 + 3.75H2S + 3H20 
9H+ + 4.sso;- + C7Hg ?CO2 + 4.5H2S + 4H20 
10.5H+ + 5.25So;- + CgH10 8C02 + 5.25H2S + 5H20 
10.5H+ + 5.25SO;- + C8H 10 8C02 + 5.25H2S + 5H20 
12H+ + 6SO;- + C10H 8 10C02 + 6H2S + 4H20 









Balanced Reaction - Methanogenesis 
4.5H20 + C6 H 6 2.25C02 + 3.75CH4 
5H20 + C7H 8 2.5C02 + 4.5CH4 
5.5H20 + C8H 10 2.75C02 + 5.25CH4 
5.5H20 + C8H 10 2.75C02 + 5.25CH4 
8H20+C10H 8 ~4C02 +6CH4 
1 l .5H20 + C14H10 5. 75C02 + 8.25CH4 
Table 3.4. Molar ratios of TEA consumed per mole of carbon oxidized under each TEAP 








mol/mol mol/mol mol/mol mol/mol mol/mol 
7.5:6 6:6 30:6 3.75:6 3.75:6 
9:7 7 .2:7 36:7 4.5 :7 4.5 :7 
10.5:8 8.4:8 42:8 5.25:8 5.25:8 
10.5:8 8.4:8 42:8 5.25:8 5.25:8 
12:10 9.6:10 48:10 6:10 6:10 
16.5:14 13.2:14 66:14 8.25:14 8.25:14 
1.26 1.01 5.03 0.63 0.63 
This analysis assumes the following: 
• That the only hydrocarbons being utilized are the six target contaminants. 
This assumption is probably fairly accurate considering that the remaining 
hydrocarbons derived from the MGP wastes are mostly heavier P AHs whose 
solubility, sorptive characteristics and relative susceptibility to biodegradation 
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make them unlikely to comprise a significant proportion of the mass of 
hydrocarbon being degraded. This assumption may also be violated if there is a 
large natural carbon source for the indigenous biota. Given the observed 
distribution of TEAs relative to the observed hydrocarbon plume at the study 
sites, it is reasonable to assume that the contaminant hydrocarbons are the 
primary carbon source. 
• That all changes in concentration of TEAs are due to biodegradation of 
hydrocarbon contaminants. This assumption may not be valid if there are 
sources or sinks for the TEA, such as infiltration of rain or surface water, or 
variations in aquifer material, or anything that causes a shift in redox conditions 
or geochemistry that alters solubility or oxidation state. The observed patterns of 
TEA distribution and the observed hydrocarbon plume correlate with each other 
at both study sites, indicating that hydrocarbon degradation is the most likely 
candidate for the observed TEA changes. 
• The average molar ratio of utilized TEA to carbon is representative. This may 
not be the case since some compounds are more readily degraded than others 
under given redox conditions. However, this does not affect this analysis since a 
qualitative and relative estimation of the importance of each TEAP is being 
investigated, rather than a quantitative estimation of the mass of hydrocarbon 
degraded. 
3.8 Parameter Calculations 
Prior to implementing fate and transport modeling, several calculations must be 
performed to determine input values and potential ranges of those values for model 
calibration. This section describes the techniques used to estimate site-specific parameters. 
3.8.1 Hydraulic Conductivity Calculation 
The hydraulic conductivity of interest is that of the material comprising the most 
transmissive portion of the aquifer. There are three broad categories of hydraulic 
conductivity tests commonly used; single well slug tests, multi-well pumping tests and 
laboratory permeability tests. In general, field-scale tests such as pumping tests and slug 
tests are more suitable than laboratory methods for determining hydraulic conductivity 
representative of site-wide transport calculations. This is because field tests incorporate 
macro-porosity features such as preferential flow paths, fractures and cavities that are not 
represented in lab-scale permeameters (Trautwein and Boutwell, 1994). It is also very 
difficult to collect and test undisturbed samples of granular material in the laboratory. 
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The hydraulic conductivity of interest is that of the most transmissive portion, and 
field-scale tests are more representative of transport conditions and are therefore preferred 
over lab-scale tests. For these reasons, average hydraulic conductivity was calculated using 
only values determined from site wells. Values from laboratory measurements made on 
samples of sediment from the most transmissive portion of the aquifer were used when field 
scale tests were not available. Data and calculations for each site are included in Chapters 4 
and 5. 
3.8.2 Source Loading Estimation 
This parameter is largely unknown at the two MGP sites. Under the assumption that 
the plume is approximately stable, the source-loading rate is approximately equal to the 
attenuation rate. The source was assumed to be constant in the models. The source 
concentration was estimated as the average measured concentration at a monitoring well 
close to the source. 
3.8.3 Dispersivity Estimation 
Dispersivity is best determined by field tests at the scale of interest. Dispersivity has 
not been measured at the two study sites in either field or laboratory tests. An alternative is 
to assume a dispersivity using relationships presented in Section 2.5 .2 by W eidemeier et al., 
(1997), Xu and Eckstein (1995) or Gelhar et al., (1992). In this study, the initial value for 
dispersivity used the relationship given by Weidemeier et al. (1997) in which longitudinal 
dispersivity is 0.1 times the estimated plume length and horizontal and vertical dispersivity is 
. given by 0.1 and 0.01 times the longitudinal dispersivity respectively. Dispersivity values 
were then used as calibration parameters in computer models. 
3.8.4 Biodegradation Estimation-Method of Buscheck and Alcantar (1995) 
The observed loss of contaminant along the flow path can be used to estimate the first 
order rate constant using the method ofBuscheck and Alcantar (1995). The attenuation rate 
constant calculated as described in Sections 3.4 and 3.5 is the overall attenuation rate, which 
is the sum total of the various attenuation processes. However, the overall attenuation rate 
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can be used to estimate a biological attenuation rate, given estimations of advective, 
dispersive and sorptive characteristics. Buscheck and Alcantar (1995) present a method of 
calculating the biological attenuation rate for a stable plume as follows: 
Given the first order biological decay rate for a stable plume: 
where 
(Eq. 3.7) 
A = Approximate first order biodegradation rate constant (T1) 
Ve = Retarded contaminant velocity in the x-direction (LIT). Equal to seepage 
velocity divided by retardation factor, where retardation factor is given by 
equation 2.5 
ax = Dispersivity (L) 
klvx = Negative slope of the line formed by making a log-linear plot of contaminant 
concentration vs. distance down gradient along the flow path (see eq. 2.13) 
k Overall first order degradation rate constant with respect to time (T1) 
Vx = Seepage velocity in the x direction (LIT) 
The biological attenuation rate (1) is calculated with eq. 3.7 using the slope of the 
concentration vs. distance plot (klvx) as described in Section 3.5.1. The accuracy of the 
attenuation rate calculated using this method is determined both by the accuracy of the input 
variables and the fit of the first-order decay model. 
3.8.5 Distribution Coefficient Estimation 
Estimation of the distribution coefficient (Kc!) for each contaminant of interest is best 
accomplished with the use of laboratory batch tests using aquifer material obtained from the 
site (Fetter, 1993). In this study, aquifer soil samples were not available so Kc! was estimated 
using Koc for each contaminant and historical measurements of fraction of organic carbon foe 
in aquifer material using equation 2.11. 
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Only measurements made on material from the most transmissive portion of the 
aquifer were used. The relationship between Kt, Koc, and foe provides a reasonable estimate 
when the foe is greater than a critical amount, typically about 1 %. This critical amount ifoc *) 
is calculated with equation 2.12. 
For soils with lower foe, sorption occurs primarily on soil mineral surfaces, in which 
case Kt should be determined empirically (Fetter, 1993). 
3.8.6 Sorption- Retardation Coefficient Calculation 
Estimation of the effects of sorption on contaminant transport is accomplished by 
calculation of the retardation coefficient (R). The retardation coefficient is defined as the 
ratio of linear groundwater velocity to linear velocity of contaminant in the absence of 
degradation and dispersion. It is calculated with equation 2.5. Using soil properties 
measured from the most transmissive portion of the aquifer. 
3.9 Modeling 
The parameters calculated as described in this chapter for each site were input as 
initial estimates of site characteristics, the Key City study site was modeled using the 
analytical model Bioscreen. The Cherokee site was modeled using Bioplume III. 
There are two main objectives of the modeling. First, a sensitivity analysis is 
performed to determine the relative importance of each input parameter. Second, each model 
is calibrated to determine a range of site-specific parameters that adequately model the data. 
The two models will be evaluated against one another in terms of suitability and applicability 
toMGPwork. 
3.9.1 Bioscreen 
The Bioscreen model was used to simulate the transport and degradation of the six 
analytes at the Key City FMGP site. A description of the input requirements and how the 
data were selected for modeling are described below. 
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3.9.1.1 Input data 
Input requirements for the Bioscreen model are presented in Table 3.5. Most of the 
inputs are self-explanatory. Values that are followed by an "or" are those that can either be 
input directly, or calculated from other data. For example, the value for seepage velocity can 
be entered directly, or it will automatically be calculated from entered values for hydraulic 
conductivity, gradient and effective porosity. The inputs for source material and electron 
acceptors are less straightforward and were calculated as described below. 
The inputs are structured into six categories, and one subcategory for the 
instantaneous reaction utilization factors. Each category is included in Table 3.5 below. 
Each category corresponds to a major attenuation process, definition of the source area, or 
general conditions. 
Input data include information about the change in electron acceptors along the plume 
length. Because the input is a single value ( fl. Oxygen, for example) the model does not 
account for electron acceptor recharge along the length of the plume. TEA consumption is 
entered as the difference between the background concentration and the source zone 
concentration, under the assumption that all the electron acceptor is consumed immediately 
in the source zone. The value used in this study was calculated from data collected as 
described in Section 3. 7 .2. The overall change used in the model was taken as the observed 
change in TEA between the background wells and the minimum observed concentration in 
the plume, averaged over the sampling events. 
Table 3 .5. Input parameters for the Bioscreen Model 

















Table 3.5 (continued) 






Estimated Plume Length 




Soil Bulk Density 
Partition Coefficient 
Fraction of Organic Carbon 
d. Biodegradation parameters 
Parameter Description 
1st Order Decay Coefficient 
or 
Solute Half-Life 
or Instantaneous Reaction Model 
Delta Oxygen 
Delta Nitrate 






















e. Utilization factors for Bioscreen Instantaneous Reaction model 
Utilization Factor Oxygen Nitrate Iron Sulfate 
(gm/gm) 
Benzene 3.07 4.76 21.45 4.61 
Toluene 3.13 4.84 21.82 4.69 
Ethyl benzene 3.16 4.90 22.09 4.75 
Xylenes 3.16 4.90 22.09 4.75 
Naphthalene 3.00 4.64 20.92 4.50 
Phenanthrene 2.96 4.59 20.68 4.45 



























Table 3.5 (continued) 
f. General parameters 
Parameter Description 
Modeled Area Length 
Modeled Area Width 
Simulation Time 
g. Source term parameters 
Parameter Description 
Source Thickness in Sat.Zone 
Source Zones: 
Width (Zone 1) 
Width (Zone 2) 
Width (Zone 3) 
Concentration (Zone I) 
Concentration (Zone 2) 
Concentration (Zone 3) 
Source Half .. }ife 
Inst. React., 1st Order 
Soluble Mass 



























Calibration of the models is accomplished by entering the best estimate of each input 
and systematically varying key parameters until the modeled data closely matched observed 
data. Since six different analytes are being modeled independently, the calibrated aquifer 
parameters should agree between models, as well as be within a reasonable range of values 
given the site conceptual model. For example, seepage velocity should not be different in the 
benzene and naphthalene models and it should fall within a reasonable range given observed 
hydraulic gradient and estimates of hydraulic conductivity. 
Sensitivity Analysis 
The objective of a sensitivity analysis is to determine the relative influence each input 
has on the model output. This is accomplished by starting with a set of baseline inputs and 
systematically varying each one and recording the effect on the output. The sensitivity 
analysis was performed on the Bioscreen model us~g the following procedure. 
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Newell et al. (1996) list the expected range of each input value, based on the observed 
range at a number of Air Force sites. The baseline value used was an average value 
calculated from the range given in Newell et al. (1996) and the observed values from the 
study sites. Each input was independently varied throughout the given range. The source 
mass was set to infinity ( a constant source) and the simulation time was set at 1000 years, to 
simulate stable conditions. The results of the sensitivity analysis are reported in Appendix D. 
3.9.2 Bioplume III 
The Cherokee site was modeled using Bioplume ill as opposed to Bioscreen due to a 
more complicated aquifer geometry and flow field. The inputs are similar, but include the 
specification of aquifer geometry, sources and sinks for electron acceptors and boundary 
conditions. A complete description of input parameters and procedures is given in Rafai et 
al. (1998). Descriptions of site-specific inputs are included in Chapter 5. A brief overview 
of the model inputs is given below. 
To simulate site conditions using a numerical model, the user first defines a 
computational grid. Site specific attributes, such as hydraulic conductivity, aquifer thickness, 
porosity, hydraulic head, terminal electron acceptor concentration, etc., are assigned to 
locations on the grid for calculating hydraulic flow and contaminant transport. In the 
Bioplume ID model, log points are used to enter location specific information. Log points 
can be used to input aquifer thickness, porosity, hydraulic conductivity, storativity, and 
dispersivity at known locations. A kriging method is used to then interpolate between the log 
points to the remaining locations in the grid. For the modeling at Cherokee, soil-boring logs 
were used to enter the thickness of the aquifer, defined as the zone below the fill and loess 
and above the till. Remaining aquifer parameters, such as hydraulic conductivity, storativity, 
porosity, fraction of organic carbon, etc, were considered constant with respect to location. 
Hydraulic heads are entered by tracing hydraulic head contours generated from water 
level measurements in site monitoring wells. A kriging method is used to interpolate 
hydraulic heads at the remaining grid locations. Likewise, contaminant and terminal electron 
acceptor concentrations are entered by drawing observed contours and interpolating between 
the contours. 
71 
Source areas are defined by drawing an irregular polygon and assigning a source 
concentration. This concentration can be varied over time to simulate a decaying source. 
This is accomplished by defining a number of time steps and assigning a different 
concentration to each. A constant source concentration can also be simulated by only 
defining one time step. The source definitions in the model are essentially defining the size 
of the source area and the concentration in the groundwater at the source. Because of this, it 
is irrelevant if the source at the site is a NAPL or if contaminant is leaching from soil. 
Specific descriptions regarding using the Bioplume III model at the Cherokee site are 
included in Chapter 5. 
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CHAPTER 4 KEY CITY 
4.1 Background 
4.1.1 Site History and Remedial Activities 
From just after the Civil War (1870) until just before World War II (1939), the Key 
City Gas Light Company owned and operated a manufactured gas supply facility at the 
northwest (1870 to 1939) and northeast (1907 to 1939) comers of Bluff Street and Highway 
20 (Dodge Street) in Dubuque, JA. During operation, both the coal carbonization and water 
gas processes were used to manufacture gas (Fluor Daniel GTI, 1998). Figure 4.1 is a site 
map. 
The property on the northwest comer of Bluff and Dodge Streets was sold to the 
Pixler family and a service station was operated on that property. Four underground storage 
tanks (USTs) were housed on the Pixler property from November 1965 until removal in 
August 1993. Upon removal, petroleum products were discovered in the subsurface (Fluor 
Daniel GTI, 1998). 
The property on the northeast comer of the site, the Key City Site, was used for 
mixed commercial operations from 1941 to 1951. In 1951 the property was leased to 
Standard Oil Company for the construction of a retail petroleum service station. American 
Oil Company (Amoco) was assigned as leaseholder in 1960 and operated the service station 
on the site until 1983 when it was purchased by Mulgrew Oil. Mulgrew Oil continued 
operation of the service station until December of 1991. In 1987 the EPA directed an 
investigation, which included drilling 18 soil borings and the collection of 3 5 soil samples 
and 9 groundwater samples. This work was followed by a more extensive intrusive 
investigation during which 12 groundwater monitoring wells were constructed and 60 surface 
soil s~ples, 9 subsurface soil samples and 6 sediment samples were collected from the 
Mississippi River. 
A third investigation was conducted in 1989 by drilling three borings and installing 
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In 1990, a fourth investigation was conducted by drilling ten borings, from which 39 soil 
samples were collected. The investigation was continued in 1992 with the drilling of 18 
additional borings and the collection of 33 soil samples and at least 3 groundwater samples. 
The 12 fiberglass wells installed during the 1987 EPA investigation were removed in 
1992 and replaced with 9 stainless steel wells (MW-lA, MW-1B, MW-lC, MW-2A, MW-
2B, MW-3A, M·W-3B, MW-4A, and MW-4B). In addition, two piezometers were installed 
(P-1, P-2). During the well replacement, 16 soil samples were collected. 
A soil vapor extraction test was begun on the Key City Site on November 11, 1992. 
This investigation involved the installation of two observation wells. The SVE test was 
perform~d on December 30, 1992 .. 
A48-hour pumping test was conducted on November 23, 1992. Well RW-1, which 
had previously been installed, was pumped at 50 gal/min. Drawdown was monitored with 5 
response wells. No soil samples were collected during this investigation. 
Starting on November 23, 1992, five USTs, four for gasoline and one for waste oil, 
were removed from the Pixler property. Three of the tanks were found to have holes and/or 
severe pitting on the tank surface. Six soil samples were taken during the removal. 
On November 8, 1993 a test trench was excavated on the Key City site to identify 
former MGP structures and waste material. The excavations were conducted on the 
southwest comer of the site to a depth of 9-10 feet ( depth to the water table). One soil 
sample was collected during the investigation. 
Four USTs were removed from the Pixler property near the location of the PMW 
wells in 1993. During the UST removal, petroleum contamination was discovered in the 
subsurface. Free phase gasoline was discovered to extend to the northeast of the UST basin 
to an undetermined extent. 
Soil and source material were removed from areas within and around the former 
gasholder and to the west as shown in Figure B.1 in Appendix B. The removal was 
conducted in several phases between 1992 and 1993. The depth of the excavation was 
variable and is indicated on Figure B.1 in Appendix B. 
A remedial investigation was begun in 1997 to complete the characterization of the 
extent of subsurface contamination. The investigation included three borings, from which 12 
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soil samples were collected for contaminant analysis and 5 soil samples were submitted for 
physical characterization. Six monitoring wells were also installed (MW-SA, MW-SB, MW-
6A, MW-6B, MW-7A and MW-7B). 
In August of 1999 a direct push investigation was conducted to further determine the 
extent ofMGP derived source material. A total of 18 pushes were advanced and 16 soil 
samples were collected. Four monitoring wells were also installed (MW-9, MW-10, MW-11, 
MW-12). 
4.2 Physical Characteristics of the Study Area 
4.2.1 Surface Features 
The site is located in an urban/industrial area in Dubuque, IA (refer to Figure B.2 in 
Appendix B) on a relatively flat terrace of the Mississippi River, and is bounded on the west 
by limestone bluffs that form the valley walls. The ground surface at the Key City MGP site 
is approximately 20 feet above the average water level of the Mississippi River. The river is 
approximately 2000 feet east of the site. The ground surface slopes gently to the east (toward 
the river) and south (in the general downstream direction). 
The area bounded by Bluff Street and Bissell Lane (See Figure 4.1) is the site of the 
former manufactured gas plant. An approximately 1 foot thick layer of sand and gravel 
construction fill was placed on the surface of this area. The area to the west of Bluff Street is 
flat and covered with sparse grass and gravel. Figure 4.2 is a view of the site looking toward 
the west from Bissell Lane. 
This site is bounded on the west by limestone bluffs that rise approximately 100 feet 
above the site. These bluffs are also present to the south of Highway 20, and form a small 
valley, which bounds the highway west of the site. The area to the south of Highway 20 is a 
flat, low-lying, grass-covered expanse. 
There are currently no structures on the site. One residence and adjacent garage are 
located on the comer of Highway 20 and Locust Street. Other residences are located 
approximately 200 feet to the north of the site. The streets are paved with concrete and 
drained by a municipal storm sewer network. 
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Figure 4.2 View of Key City and Pixler sites in 1999 looking west from Bissell Lane. 
4.2.2 Geology 
The site is situated on a Quaternary outwash terrace, which has a thickness of 
approximately 130 feet beneath the site, but attains a thickness of over 500 feet in nearby 
areas. Borings revealed five main stratigraphic units at the site. Figure B.4, Appendix B, is a 
geologic cross-section along the flow path and Figure B.5, Appendix B, is a cross section 
transverse to the direction of groundwater flow. The location of the cross-sections are 
indicated on Figure B.3 in Appendix B. The site soil stratigraphic units in order of increasing 
depth are as follows: 
Recent Sand and Gravel Fill 
Presently, the Key City Site is covered with a surface layer of sand and gravel fill that 
was placed subsequent to the demolition of the brick building in June 1999. This layer is less 
than 1 foot thick across the site. 
Areas that were excavated around the former gasometer, former UST basin, and 
former boiler house areas as part of the soil and source removal conducted in 1992-93 (see 
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Section 4.1.1 for description and the map in Figure B.1, Appendix B) were backfilled to the 
surface with clean granular material. 
Mixed Fill 
All borings identified 2-16 feet ( with an average thickness of 8 feet) of mixed fill 
below the thin surface fill and outside the area of excavation. This material was composed of 
sand, silt, clay, gravel and debris in varying proportions. The fill is non-uniformly 
distributed across the site. For example, it is thickest around the former gasometer because it 
was used to backfill the excavation during the gasholder' s construction. In other parts of the 
site, the fill was placed only as surface material and is thin. 
Clay Alluvium 
A 5-19 foot thick alluvial clay was identified below the fill. The thickness of this unit 
increases toward the bluffs, which form the western boundary of the Mississippi River 
Valley. This unit is generally medium stiff with moderate plasticity, but is variable and has 
been described as a sandy clay, lean clay, fat clay, or silty clay containing seams of sand and 
silt. 
Granular Alluvium 
The alluvial unit beneath the site varies from Oto 150 feet thick, and is thinner near 
the valley walls and thickens away from the valley walls and toward the Mississippi River. 
The sediments generally fine upward from a weathered bedrock/coarse grained alluvium to 
sand and silt sized material. The upper 41-70 feet of the alluvium is described as a sand and 
gravel unit. This unit varies from sand to gravely sand and contains seams and layers of silt 
and clay. The lower portion of the alluvium is a coarser alluvial and colluvial deposit 
consisting of gravel and cobble alluvial sediments mixed with colluvial material derived from 
the valley walls. It is unclear whether the transition between the upper and lower portions of 
the unit is gradual or abrupt. The abundance of colluvial material, which is composed of the 
same material as the bedrock, makes the depth to unweathered bedrock difficult to determine 
in some of the borings. 
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Bedrock 
Bedrock was encountered at the site at a depth of approximately 30 feet at MW-3 to a 
depth of over 100 feet in several of the borings away from the bluffs. Figure B.6, Appendix 
B, is a stratigraphic column, showing the geologic units found in Iowa. 
The uppermost bedrock unit is the Platteville Formation (Middle Ordovician), which 
has a thickness of 11-52 feet at the site. This unit is a fossiliferous limestone with seams of 
shale throughout. 
At depths of 129-137 feet, borings encountered the St. Peter Sandstone. No borings 
encountered the Glenwood Formation, which is sometimes encountered between the St. Peter 
and Platteville formations. No borings fully penetrated the sandstone, so its thickness is 
unknown. At least one boring encountered the sandstone in contact with the alluvium, 
indicating that the limestone is not continuous across the site. 
4.2.3 Hydrogeologic Setting 
Groundwater occurs in three regional aquifers under and adjacent to the site. The 
upper-most aquifer is composed of soils overlying bedrock and is bounded on the east and 
west by bedrock valley walls. Two bedrock aquifers exist below the unconsolidated 
sediments. The shallowest bedrock aquifer is comprised of the St. Peter Sandstone through 
the Jordan Formations, which is separated from the lower Cambrian and Pre-Cambrian 
aquifer by the St. Lawrence and upper Lone Rock Formations. The upper two aquifers (the 
alluvial aquifer, and the upper bedrock aquifer) are most likely in hydraulic connection and 
discharge into the Mississippi River. 
Groundwater at the site occurs in a semi-confined alluvial aquifer. This aquifer is 
confined by the clayey alluvium where present. The near surface aquifer is in hydraulic 
connection with the Mississippi River to the East, the Platteville formation (the limestone 
bluffs that form the valley walls) and the St. Peter Sandstone below. Total aquifer thickness 
is potentially 425 feet (the approximate depth to the St. Lawrence Formation). 
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4.2.4 Monitoring Well Network 
There are currently 29 monitoring wells installed onsite. Many of the wells are 
installed as nested pairs, monitoring the shallow aquifer (mid point of screen approx 15-20 
feet below ground surface) and intermediate (approx 35-45 feet below ground surface). The 
depths of the wells are illustrated in Figure 4.3. Construction details are presented in Table 
4.1. Refer to Figure 4.1, for the well locations in plan view. 
4.3 Aquifer Properties 
The following discussion presents various site-specific aquifer parameters that were 
used as input for the NA calculations and Bioplume modeling. The data used in the analyses 
are summarized Table 4.8. 
4.3.1 Hydraulic Conductivity/Storativity 
From the pumping test conducted on RW-1, values of the hydraulic conductivity, 
transmissivity, and storativity were estimated to be 5.32E-3 emfs, 53.2 cm2/s, and 0.057 
respectively (Fluor Daniel GTI, 1998). These values ( assuming radial flow) represent the 
average characteristics from the water table to a depth of 3 5 feet in the aquifer. The 
predominant aquifer material is fine to medium sand in this region. The hydraulic 
conductivity estimated by slug tests carried out on the Pixler site range from l.09E-3 to 
4.05E-5 cmf s (HDR, 1998). Reported regional horizontal hydraulic conductivity values for 
the alluvial aquifer in Dubuque range from 2E-4 to 8E-4 emfs (Fluor Daniel GTI, 1998). 
Considering all of these sources, the aquifer can be assumed to have an average hydraulic 
conductivity of about 5E-3 cmf s. This value is within the typical range for sand. 
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Table 4.1 Monitorin~ well construction details for Key City MOP. 
Well Top of Casing Depth to Depth to Depth to Screen Screen 
Elevation Top of Bottom of Midpoint (ft Length (ft) Material and slot size 
{ft ASL*} Screen {ft} Screen {ft} hgsl 
MW-lA 606.28 8 23 15.5 15 0.010" Stainless Steel 
MW-lB 606.32 58 78 68 20 0.010" Stainless Steel 
MW-lC 606.31 92 103 97.5 11 0.010" Stainless Steel 
MW-2A 616.25 13 28 20.5 15 0.010" Stainless Steel 
MW-2B 614.99 65 79.5 72.25 14.5 0.010" Stainless Steel 
MW-3A 609.41 8 23 15.5 15 0.010" Stainless Steel 
MW-3B 609.50 27 37 32 10 0.010" Stainless Steel 
MW-4A 609.58 8 28 18 20 0.010" Stainless Steel 
MW-4B 608.93 59 69 64 10 0.010" Stainless Steel 
MW-SA 607.29 7 22 14.5 15 0.020" Stainless Steel 
MW-SB 606.94 35 50 42.5 15 0.020" Stainless Steel 
MW-6A 609.91 7 22 14.5 15 0.020" Stainless Steel 
MW-6B 612.21 35 50 42.5 15 0.020" Stainless Steel 
MW-7A 610.95 8 23 15.5 15 0.020" Stainless Steel 00 
MW-7B 611.09 35 50 42.5 15 0.020" Stainless Steel ...... 
MW-8A 608.20 7.5 22.5 15 15 0.020" Stainless Steel 
MW-8B 608.38 34.5 51.5 43 17 0.020" Stainless Steel 
MW-9 610.47 8 23 15.5 15 0.020" PVC 
MW-10 612.98 8 23 15.5 15 0.020" PVC 
MW-11 617.01 8 23 15.5 15 0.020" PVC 
MW-12 608.18 30 40 35 10 0.020" PVC 
PMW-1 612.04 8 23 15.5 15 0.020" PVC 
PMW-2 610.77 8 23 15.5 15 0.020" PVC 
PMW-4 611.27 8 23 15.5 15 0.020" PVC 
RW-1 608.57 10 35 22.5 25 0.030" Stainless steel 
SVE-1 609.20 5 23 14 18 0.030" PVC 
TPl 614.09 5 15 10 10 Unknown PVC 
P-1 615.41 18 28 23 10 0.040" PVC 
P-2 615.32 12.5 22.5 17.5 10 0.040" PVC 
* ASL - Above sea level 
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4.3.1.1 Porosity 
Geotechnical analyses of 5 soil samples from the Key City site yielded effective 
porosities between 38.4 and 41.9 percent, with an average of 39 percent (Fluor Daniel GTI, 
1998). This value is consistent with the measured value of the fine to medil.im sand, which 
composes the transmissive portion of the aquifer. This value is also within the published 
range of porosity for sand and gravel. These data are summarized in Table 4.2. Effective 
porosity is a measure of the interconnected void space (porosity available to transmit fluid), 
as opposed to total porosity, which is a measure of the total volume of void space. Total 
porosity is always greater than effective porosity. 
4.3.1.2 Bulk Density 
Physical property analyses of samples of fine to medium sand yielded bulk dry 
densities of 1.55-1.64 gm/cm3 (Fluor Daniel GTI, 1998). The average value is 1.60 gm/cm3. 
This value is in the range of densities given by Weidemeier et al. (1995) and Lambe and 
Whitman (1969) for sand. A bulk density of 1.59 gm/cm3 was determined for a sample of 
the fill/cohesive alluvial material. These data are summarized in Table 4.2. 
4.3.1.3 Organic Carbon Fraction 
During site assessment activities, five samples of subsurface soils from MW-SB and 
MW-6B were analyzed for total organic carbon (Fluor Daniel GTI, 1998). Sandy aquifer 
soils were found to have organic carbon fractions ofless than 100 mg/kg (<0.01 %). Silty and 
clayey soils were found to have organic carbon fractions of between 8300 and 9400 mg/kg 
(0.83-0.94%). These data are presented in Table 4.2. 
4.3.1.4 Hydraulic Gradient and Flow Direction 
Water levels from monitoring wells have historically been approximately 9-14 feet 
below grade. Shallow groundwater flow across the site is toward the east/northeast, then 
more southerly east of MW-1. Plots of water levels in the wells and the water level in the 
Mississippi River indicate a hydraulic connection where the river level influences the aquifer. 
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Table 4.2. Phlsical anallses of soils at Kel City MGP, (GTI, 1998). 
Sample Depth Textural Bulk Effective Total Hydraulic 
Location Interval Description Density Porosity Organic Conductivity 
(ft bgs*) (g/cm3) (%) Carbon (cm/s) 
{mg/kg) 
MW-5A 4-5.25 Clay to 1.59 39.1 9400 2.0lE-06 
Medium 
Sand 
MW-6B 20-21.25 Sandy 1.64 38.4 3700 8.34E-04 
Clayey Silt 
MW-5B 34-35.5 Fine to 1.62 39.4 <100 l.58E-02 
Medium 
Sand 
MW-6B 41.75-43 Silty Fine. 1.55 41.9 <100 7.13E-05 
Sand 
MW-5B 71.75-73 Clayey Silt 1.65 38.4 8300 3.85E-04 
* bgs - below ground surface 
This may be the reason why the hydraulic gradient and flow direction east of MW-1 is 
variable. Water elevations from some sampling events indicate a transient groundwater 
divide between MW-5, MW-7 and MW-8. In some instances, flow from MW-7 is toward the 
west. Hydraulic gradient and flow direction calculated from wells screened in the 
intermediate depths ( approximately 40-60 feet bgs) groundwater flow is more consistently to 
the east and northeast. Horizontal gradients in the shallow wells are highest near the bluffs 
and decrease in the down gradient direction, averaging 0.005 ft/ft. The intermediate wells 
show a more constant gradient of about 0.01 ft/ft. The spatial variability in shallow hydraulic 
gradient may reflect changes in soil types and aquifer geometry near the bluffs. 
4.3.1.5 Seepage Velocity 
Considering the average horizontal hydraulic gradients, hydraulic conductivity, and 
effective porosity presented above, the aquifer has an average horizontal seepage velocity of 
between 20 and 40 m/yr (65 to 130 ft/yr). A value of 30 m/yr (98 ft/yr) will be used in this 
research. 
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4.4 Nature and Extent of Contamination and Groundwater Geochemistry 
4.4.1 Soil and Groundwater 
Historical groundwater measurements of the six target analytes can be found in Table 
B.1, Appendix B. Although the measured analyte concentration for a given well tends to be 
highly variable, the highest concentrations have consistently been observed in TP-1, PMW 
wells, P-1, MW-lA, RW-1 and MW-8A. TP-1 and the PMW wells are in areas where 
petroleum free product has been observed. The other wells noted above are directly down 
gradient from these wells. Historical maximums, minimums and averages for these wells as 
measured up to December 1999 are presented in Table 4.3. 
In general, more soluble, less sorptive compounds, such as BTEX, and naphthalene 
were observed to produce larger plumes than heavier, more sorptive and less soluble 
compounds such as benzo-a pyrene. Due to the presence of Highway 20, monitoring wells 
could not be placed to capture the non-detect contour for many of the contaminants. 
The vertical distribution of dissolved contamination is a function of source material 
depth, vertical dispersivity and vertical movement of groundwater. In the absence of vertical 
hydraulic gradients, dissolved hydrocarbons will move advectively and disperse vertically. If 
bubbles of coal tar are transported advectively with the groundwater, they will tend to sink in 
the aquifer. Bubbles ofLNAPL that are transported advectively, will tend to remain higher 
in the aquifer, being less dense than water. 
At this site, source material was observed intermittently to depths of 55 feet. MGP 
impacts were observed in the deeper wells on an intermittent basis. The vertical thickness of 
hydrocarbon impacts in the source area is approximately from the surface to a depth of 5 5 
feet. The dissolved plumes appear to be detected in the deeper wells MW-6B and MW-7B 
with more frequency than in deeper wells closer to the source. At the same time, 
hydrocarbons are detected less frequently in shallow wells farther from the source. This may 
indicate that the plume may be located deeper in the down gradient direction, potentially as a 
result of vertical hydraulic gradients. The plume thickness may be estimated by the nested 
wells, but since the deeper wells indicate hydrocarbon impacts, the lower limit of the plume 
is unknown in many places. 
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4.4.2 Free Product/ Source Zones 
Source material, including free-product coal tar, petroleum derived free-product and 
heavily impacted soils, has been observed intermittently across the site from up gradient of 
the PMW wells to down gradient of MW-1. Source material has been encountered in borings 
and pushes to the south as far as along Highway 20, and north to the location of MW-2. 
Vertical distribution of source material has been observed to occur intermittently to depths of 
55 feet. In addition to coal tar derived source material, there is LNAPL petroleum fuel 
source material in several places on the Key City site. 
Given the large area contributing to dissolved contamination, and the uncertainty and 
unpredictability of the location of source material, the source can best be modeled by 
considering a vertical plane intersecting the site immediately down gradient of observed 
source material and using concentrations measured in the wells that form the nearest transect. 
For the purposes of documenting and quantifying attenuation of contaminants, this is 
reasonable since any attenuation that occurs within the source zone may not be observable 
through changes in contaminant concentration due to the presence of source material and free 
phase contaminant. Modeling the source zone decay and leaching life is dependent on the 
composition of the source material and the amount of surface area exposed to groundwater. 
W eidemeier et al. ( 1999) discuss this problem. The modeling in this research assumes the 
plumes are stable and uses an infinite source mass with constant concentration. 
4.5 Data for Primary Lines of Evidence 
4.5.1 Historical Data 
The historical values ofBTEX, naphthalene and phenanthrene are included in 
Appendix B, Table B.1. Censored data points were included and denoted with a "<" symbol. 
4.5.2 Statistical Tests for Trend in BTEX and Naphthalene Concentration vs. Time 
Based on well position relative to the plume and the proportion of non-censored data, 
the datasets marked in Table 4.4 were selected for constructing plots and conducting 
statistical analysis using Sen's nonparametric test for trend. Plots are included in Appendix 
B. The results of the analyses are presented in Section 4.9.1.1. 
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A plot of contaminant concentration along the plume centerline can be useful in calculating 
overall attenuation rates if there is evidence the plume as a whole is neither shrinking nor 
expanding. Table 4.5 lists the wells that best represent conditions along the approximate 
plume centerline. Refer to Figure 4.1 for well locations. Calculating overall attenuation 
rates from a concentration vs. distance plot assumes the plume is stable over time. Therefore, 
to minimize the effects of sampling and analytical variability, and as a best approximation to 
long-term concentration, the average concentration measured in a well over the investigative 
history (1992 to 1999) was used in the plot. These values are listed in Table 4.5. 
Table 4.4. Wells selected for statistical analysis. 
Well Plotted Analyzed for Trend 
BTEX PAH Benzene Eth )benzene Toluene X lenes Na hthalene Phena11threne 
MW-lA X X X X X X X X 
MW-1B X 
MW-lC X 








MW-6B X X X X X X 
MW-7A X 00 -...J 
MW-7B X 
MW-SA X X 





PMW-1 X X 
PMW-2 X I X X X X X X 
PMW-4 X 
RWl X X I X X X X X X SVE-1 X X X X X X X X 
P-1 X X 
P-2 X X I X X X X X X 
TP-1 X 
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Estimation of centerline or maximum plume concentration based on data from three 
dimensions was not appropriate because of a lack of shallow and intermediate well pairs 
throughout the plume. PMW-1 was taken as zero feet because it is the furthest up-gradient 
monitoring well where contamination has been detected and so represents the zero location 
of the plume centerline. Monitoring well MW-7B was used as the furthest downgradient 
well along the approximate plume centerline. While MW-7B is screened in a deeper part of 
the aquifer ( approximately 40 feet bgs) than the other wells along the centerline 
(approximately 20 feet bgs), piezometric surface maps indicate shallow flow from MW-IA 
to MW-7A is not the norm. However, downward vertical gradients have been observed in 
well nests, and deeper groundwater flow is consistently in the direction from MW-1 B to 
MW-7B, so it is likely that flow paths exist from MW-SA to MW-7B. Additionally, 
measurable P AH contamination in MW-7B supports the assumption that this well, rather 
than MW-7 A, more accurately represents the depth of the plume at that location. 
4.6 Data for Secondary Lines of Evidence 
4.6.1 Contaminant and Geochemical Isopleth Maps 
Contour maps of contaminants and geochemical indicators of natural attenuation 
processes were constructed to identify spatial patterns associated with the presence and 
degradation of the contaminants in the shallow wells. These maps are included in Appendix 
B. 
4.6.2 Observed TEA Data 
The observed concentrations of each terminal electron acceptor (TEA) along the 
approximate plume centerline are presented in Table 4.6. Measurements of dissolved 
methane were not available. 
Table 4.5. Data used to construct concentration vs. distance Elots. 
Well Distance Average Average 
fromPMW-1 Benzene Ethylbenzene 
(ft) {!!8!1l l!!8!1l 
MW-11 -174 2 2 
PMW-1 0 1630 1031 
RW-1 228 1278 1901 
SVE-1 268 3913 1040 
MW-lA 311 7593 2248 
MW-8A 351 3980 1737 


































Table 4.6. Measurements of terminal electron acceptors in the wells along the approximate 
plume centerline at Key City FMGP 
Well Sampling DO Ferrous Iron N0-3+N0-2 Sulfate 
Event (mg/L) (mg/L)* (mg/L as N)** (mg/L)** 
PMW-1 April-99 0.04 OR LT-1.0 27 
RW-1 April-99 0.12 OR LT-1.0 31 
SVE-1 April-99 0.13 OR LT-1.0 LT-5 
MW-lA April-99 0.09 OR LT-1.0 LT-10 
MW-SA April-99 0.00 OR LT-1.0 LT-10 
MW-7B April-99 0.10 2.31 LT-1.0 LT-10 
PMW-1 June-99 0.03 22.60 LT-1.0 170 
RW-1 June-99 0.07 5.10 LT-1.0 24 
SVE-1 June-99 0.06 6.00 LT-1.0 LT-10 
MW-lA June-99 0.65 4.30 3.3 49 
MW-SA June-99 0.03 15.20 LT-1.0 LT-10 
MW-7B June-99 0.38 2.30 LT-1.0 LT-10 
PMW-1 October-99 0.15 NA 1.6 24 
RW-1 October-99 0.21 NA LT-1.0 16 
SVE-1 October-99 0.22 NA LT-1.0 27 
MW-lA October-99 0.22 NA LT-1.0 23 
MW-SA October-99 0.10 NA LT-1.0 39 
MW-7B October-99 0.17 NA LT-1.0 5.2 
PMW-1 Dec-99 0.50 6.80 1.7 81 
RW-1 Dec-99 0.50 8.00 LT-1.0 28 
SVE-1 Dec-99 0.60 6.40 LT-1.0 74 
MW-lA Dec-99 0.60 11.79 1.3 100 
MW-SA Dec-99 0.40 19.30 LT-1.0 45 
MW-7B Dec-99 0.60 2.90 LT-1.0 35 
* "OR" indicates the measurement was out of the calibration range of0-3 mg/L. 
** "LT-#" means the result was "Less Than" the detection limit, given by the#. 
NA indicates the measurement was not taken 
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4. 7 Parameter Calculations 
4. 7.1 Dispersivity Calculations 
As described in Section 3.8.3, dispersivity was initially estimated as 0.1 times the 
plume length. The plume length used in the estimate was assumed to be the distance from 
the PMW wells (a source area) to MW-7, which intermittently has detectable levels 
ofbenzene in both the shallow and deep wells. This distance is approximately 600 feet, so 
the initial estimate of longitudinal dispersivity is 60 feet, of horizontal transverse dispersivity 
is 6 feet and of vertical transverse dispersivity is 0.6 feet. 
4. 7 .2 Estimation of Retardation Coefficients 
A retardation factor was calculated for each target compound using equation 2.5. Soil 
bulk density of the fme to medium sand that makes up the most transmissive portion of the 
aquifer was determined to be approximately 1.6 g/cm3• Effective porosity of that material 
was determined to be approximately 3 9%. Distribution coefficients were calculated using 
the equation Kd = K 0cfoc' with an assumed foe of0.01% (100 mg/kg). The calculated 
distribution coefficients and retardation factors (R) are included in Table 4.8. 
Distribution coefficients ( Kd) were calculated for the BTEX and 16 P AH compounds 
using equation 2.11. In order for the formula to give a valid estimate of the distribution 
coefficient, the foe for the aquifer material must be equal to or greater than the critical 
* amount ifoc ). 
The aquifer material that makes up the most transmissive portion of the aquifer is 
described as a fine to medium sand. Geotechnical analyses of the four samples that represent 
the transmissive portion of the aquifer returned effective diameters (D10) of 0.038, 0.259, 
0.004 and 0.007 mm. Jury et al. (1991) report typical values of specific surface area for 
sands with an effective diameter of 5E-3 cm as 0.0444 m2/gram and for silts with an effective 
diameter of2E-4 cm as 1.11 m2/gram. With the range of Kow values given in Table 2.5 and 
the range of surface area given by Jury et al., (1991 ), Joe* for the contaminants ranges from 
0.009% to 4.3E-8%. 
92 
Table 4. 7. Distribution coefficients and retardation factors for target compounds 
Compound Koc(mL/g) Kd(mL/g) 
Benzene 83 0.0083 
Toluene 300 0.03 
Ethylbenzene 1100 0.11 
Xylene 240 0.024 
Naphthalene 1.30E+03 0.13 
Acenaphthene 4.50E+03 0.45 
Acenaphthylene 2.50E+03 0.25 
Anthracene 1.40E+04 1.4 
Fluorene 7.30E+03 0.73 
Phenanthrene 1.40E+04 1.4 
Fluoranthene 3.80E+04 3.8 
Pyrene 3.80E+04 3.8 
Chrysene 2.00E+05 20 
Benzo( a )anthracene l.38E+06 138 
Benzo(b )fluoranthene 5.50E+05 55 
Benzo(k )fluoranthene 5.50E+05 55 
Benzo( a )pyrene 5.50E+06 550 
Dibenzo( a,h)anthracene 3.30E+06 330 
Ideno( 1,2,3-cd)pyrene 1.60E+06 160 
Benzo(g,h,i)perylene l.60E+06 160 






























































Total organic carbon measurements were made on five samples of site material. Four 
of the five samples can be considered to be representative of the transmissive portion of the 
aquifer. Two of the analyses were reported as< 0.01 %. The analyses returned values of 
between 0.37% and 0.94% (see Table 4.2). The two samples of the fine to medium sand 
were both< 0.01 %. Using the detection limit of 0.01 % would overestimate the effect of 
sorption since the true value is less than that. However, since the aquifer is not purely fine to 
medium sand with low foe ( as evidenced by the other two measurements), using the 
detection limit should not grossly overestimate the effect of sorption. The quantitation limit 
of 0.01 % was therefore used in the sorption calculations. 
4.8 Modeling 
The parameters estimated as described in Section 4.3 were used to calibrate the 
Bioscreen model to historical data. A stabilized plume condition was assumed for each 
compound of interest and the models were calibrated to the arithmetic average of the 
historical concentration data in each monitoring well. Stable conditions included constant 
source concentration and a long modeled time frame (1000 yrs) sufficient to reach conditions 
where the plume is no longer expanding. Use of the Bioscreen model to simulate 
instantaneous reaction kinetics was accomplished by averaging TEA measurements over the 
sampling events. Only ferrous iron and sulfate were used in the calibration, as dissolved 
oxygen, and nitrate were observed to be depleted upon entering the source area. The 
modeled area was the transect from MW-IA to MW-7B. Only sulfate and iron reduction 
appeared to be utilized in this region. The calibration was performed by initially allocating 
one sixth of the total observed sulfate loss and one sixth of the maximum ferrous iron 
accumulation, and calibrating to observed contaminant concentrations by adjusting the 
dispersivity values. Then the allocation of electron acceptor and dispersivity values were 
iteratively adjusted so the dispersivity values of the calibrated models for the six compounds 
approximately agreed. 
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4.9 Results of the Natural Attenuation Assessment 
4.9.1 Primary Lines 
4.9.1.1 Statistical calculation of significant trend in concentration over time. 
The assessment of historical data for trend in concentration with respect to time is 
swnmarized in Tables 4.9 and 4.10. Table 4.10 indicates the result of Sen's test for trend in 
the wells that were selected for testing. A value of "A" indicates the null hypothesis of zero 
slope was accepted. A numeric value means the null hypothesis was rejected at 95% 
confidence and the number reported is the best estimate of the overall attenuation rate 
constant. Only those wells that were tested for trend are included in Table 4.9. The results 
of the least squares regression analysis are presented in Table 4.10. All wells selected for 
analysis using Sen's test were also used in the least squares regression. Table 4.10 presents 
both the slope of the regression line and the p-value for that slope. A p-value of less than 
0.05 indicates the slope is significant at a 95% confidence level. Table 4.11 summarizes the 
results for both tests for comparison. 
Table 4.9. Plot summary and results of Sen's test for trend at Key City MGP. Attenuation 
rate constants are in units of daf 1• 
Well Benzene Ethylbenzene Toluene Xylenes Naph- Phenan-
thalene threne 
MW-lA A A A A A A 
MW-2A A 7.55E-04 1.88£-03 8.52E-04 A A 
MW-6B A A A A 
PMW-2 A A A A A A 
RWl A A A A A A 
SVE-1 A 1.26£-02 9.59E-03 7.88£-03 A 3.45£-03 
P-1 l.15E-03 l.14E-03 A A A A 
P-2 A 1.1 lE-03 A 1.40E-03 A A 
* A = Null hypothesis of zero slope was accepted at 95% confidence, a numeric value 
indicates the null hypothesis was rejected and the best estimate of slope is given with units of 
daf1 
Table 4.10. Results of linear re~ession test for trend at Key City MGP. Attenuation rate constants are in units of daf1 
Benzene Ethylbenzene Toluene Xylenes Naphthalene Phenanthrene 
MW-lA Attenuation rate NS NS NS NS NS 5.93E-04 
p-value NS NS NS NS NS 0.03 
MW-2A Attenuation rate 1.52E-03 NS 1.84E-03 NS NS -2.26E-04 
p-value 0.00054 NS 0.000011 NS NS 0.24 
MW-6B Attenuation rate NS NS NS NS 
p-value NS NS NS NS 
PMW-1 Attenuation rate NS NS NS NS NS 4.45E-03 
p-value NS NS NS NS NS 0.12 
RW-1 Attenuation rate NS NS NS NS . NS l.21E-04 
p-value NS NS NS NS NS 0.67 
SVE-1 Attenuation rate NS 1.l 7E-02 9.64E-03 8.51E-03 NS 3.59E-03 
p-value NS 0.03 0.01 0.04 NS 0.02 
P-1 Attenuation rate 1.26E-03 NS 8.86E-04 NS NS 7.49E-04 "° p-value 0.0001 NS 0.02 NS NS 0.03 V'I 
P-2 Attenuation rate NS NS NS 1.43E-03 NS NS 
p-value NS NS NS 0.0005 NS NS 
NS= Not statistically significant 
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Table 4.11. Summary of overall attenuation rate constants and half-lives for wells that were 
statistically significant under either Sen' s test or simple linear regression (SLR) 















NS is a non-significant slope 
Sen' s I SLR Sen' s /SLR 
NS /1.52E-03 NS/456 
7.55E-04/NS 918/NS 
l .88E-03/ 1.84E-03 369/377 
8.52E-04 I NS 814/NS 
l .26E-02 I l .17E-02 
9.59E-03 I 9.64E-03 
7 .88E-03 / 8.51 E-03 
3.45E-03 I 3.59E-03 
l.15E-3 / 1.26E-03 
l.14E-3 I 8.86E-04 
NS I -1.49E-04 
1.11 E-03 / NS 










*Negative rate constant indicates an increasing trend 
4.9.1.2 Evidence/or trend in concentration over distance 
The averaged concentration of each of the six target analytes was plotted against 
distance along the approximate plume centerline to calculate overall attenuation rates for 
each contaminant under the assumption that the plume has not expanded or contracted over 
the course of the investigative history. This is a reasonable assumption given the age of the 
site. The preponderance of zero-slope trends and long half-lives for the slopes identified in 
Section 4.9.1.1 further support this assumption. The plot is included in Figure 4.4. 
The plot of concentration vs. distance in Figure 4.4 is composed of three regions of 
interest with respect to attenuation. The first is the zone up gradient of the source area, 
approximately from PMW-1 toward MW-11. The second is a source area, which lies 
approximately between PMW-1 and MW-lA. The third zone extends down gradient from 
the source area. While attenuation is probably occurring in all areas, the down gradient zone 
provides the best estimate for overall attenuation rate. This is because there is little or no 
source material to replenish contaminant lost to attenuation ( so loss of contaminant can be 
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observed), there are wells to fit a line to, and the hydrogeology is fairly constant in this area 
(hydraulic gradient and aquifer material appear to be more uniform than elsewhere). With 
this in mind, and the assumption that the first order decay model is the most appropriate 
model, overall attenuation rates were calculated using wells MW- lA, MW-8A and MW-7B 
to determine the first order decay constant for each of the six analytes. 
RW-1 MW-1A 
MW-11 PMW-1 SVE-1 MW-SA MW-78 
10000 -,------------------------------. 










-.-Average Benzene {mg/L) 
-a-Average Ethylbenzene {mg/L) 
_._Average Toluene {mg/L) 
--*-Average Xylenes {mg/L) 
__..Average Naphthalene (mg/L) 
-e--Average Phenanthrene {mg/L) 
1 -i--------r-----,----,------,----~---~----.------,-----1 
0 100 200 300 400 500 
Distance from MW-11 (ft) 
Figure 4.4 Average concentrations of six analytes vs. distance. 
600 700 800 
A simple linear regression was used to fit an exponential curve of the form in 
equation 2.14. Initial concentration was taken to be the concentration at MW-lA. The 
attenuation rate with respect to distance was transformed to a rate with respect to time by 




Table 4.12. Overall attenuation rate constants and half-lives calculated with a linear 
regression on averaged data along the plume centerline (with X=O at MW-lA). 
Slofe R2 for Overall Rate HaH 
(ff ) Linear Regression Constant Life* 
(daf1) (days) 
Benzene -0.0137 0.9996 0.004 189 
Ethylbenzene -0.0130 0.9963 0.003 199 
Toluene -0.0176 0.9980 0.005 147 
Xylenes -0.0150 0.9914 0.004 172 
Naphthalene -0.0193 0.9956 0.005 134 
Phenanthrene -0.0051 0.9371 0.001 507 
*Half-life refers to the amount of time to reduce the concentration by half. 
4.9.1.3 Overall Attenuation Rates 
Of the 46 cases tested for evidence of trend in concentration over time at a monitoring 
point, 35 cases met the null hypothesis of zero slope at 95% confidence using Sen's test. 
Thirty cases were not found to be significant at 95% confidence using linear regression. The 
wells that showed evidence of trend were located very near the source area and were shallow. 
The half-lives calculated for wells showing a trend in concentration with respect to time 
ranged from 193 to 918 days (see Table 4.11). 
Attenuation rates calculated under the assumption of stable plumes showed half-lives 
that ranged from 134 to 507 days. Linear regression of the assumed first order curve had R2 
values that range from 0.93 to 0.99, indicating a good fit with the data modeled (see Table 
4.12). A comparison of the overall attenuation rates using Sen's test, linear regression with 
time and distance and published data is presented in Table 4.13. 
4.9.2 Secondary Lines of Evidence 
4.9.2.1 Geochemical Indicators of Natural Attenuation Processes 
Figure 4.5 depicts the average concentration of electron acceptors in the wells along 
the approximate centerline of the plume at Key City. 
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Table 4.13. Summary of overall attenuation rate constants for the six target compounds 
Compound Published Sen's Test Linear Regression Linear Regression 
Range (day-1) With Time With Distance 
(day1)* (day1) (day1) 

























0.002 to 0.010 0.005 
0.001 to 0.009 0.004 
None 0.005 
0.004 0.001 
Dissolved oxygen concentrations appeared to be depleted from a background level of 
approximately 3 .5 mg/L to less than 0.5 mg/L immediately upon entering the source zone, 
which begins near PMW-1 (174 feet in Figure 4.5). Depleted DO concentrations are 
observed across the site, except in wells MW-7A, MW-3A and MW-2B. These wells are 
located at the fringe of the plume. These observations are consistent with the conceptual 
model of instantaneous degradation kinetics. 
Nitrate concentrations were observed to be depleted upon entering the source area 
from a background concentration of approximately 4.5 mg/L ( as N) in the background well. 
Concentrations are observed to remain below detection limits at the furthest down gradient 
well, MW-7B. These observations are consistent with instantaneous degradation kinetics. 
The observed increase in nitrate at the center of the site, at approximately 475 feet in Figure 
4.5 (MW-IA) is the result of a measurement of 3.3 mg/L (as N) during the June sampling 
event. Sampling results from the April and October events indicated concentrations less than 
1.0 mg/1, and 1.3 mg/L was measured in December. The 3.3 mg/L measurement may be 
erroneous. Results for the remaining geochemical parameters are consistent with other 
sampling events. 
Ferrous iron concentrations were measured in the field. Due to equipment failure and 
the recent installation of the wells, the concentration in wells MW-11, PMW-1 and MW-9 
were not determined. Figure 4.5 depicts the observed concentrations in the remaining 
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Figure 4.5. Distribution ofTEAs and ORP along the approximate plume centerline. 
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centerline wells. Ferrous iron concentrations were observed to steadily increase in the down 
gradient directions, and then abruptly decrease in the furthest down gradient well (MW-7B). 
The observed steady increase, as opposed to an abrupt increase, may indicate that the kinetics 
of the microbial reactions, rather than TEA recharge, are limiting the rate of decay under iron 
reduction (Newell et al., 1996). The abrupt decrease in MW-7B is probably due to changing 
redox conditions at the plume fringe, caused by dilution with fresh groundwater. 
Sulfate concentrations were observed to decrease rather abruptly between MW-9 and 
R W-1. At the same time, sulfide ( a reduced sulfur compound) was observed to increase. 
Figure 4.5 shows both measured sulfate concentrations and measured sulfide concentrations 
along the plume centerline. Although a mass balance between the sulfate and the reduced 
form cannot be performed reliably due to the various loss pathways for sulfide, such as 
precipitation of low solubility sulfide minerals and loss of sulfide gases, it is interesting to 
note that for some decreases in sulfate between wells, there were increases in sulfide 
observed. These observations are consistent with instantaneous degradation kinetics using 
sulfate as a TEA. Note also, that sulfide was observed to increase relative to background 
levels before ferrous iron was observed. It is unknown if the observed increase in sulfide is 
the result of biologically mediated reactions, or if it is being produced abiotically. 
The appearance of sulfide seems to correspond with the decline in sulfate, however, it 
is anticipated that iron reduction would occur prior to sulfate reduction. Due to averaging 
effects over long screened intervals and the potential for micro-environments, analytical error 
and atmospheric alteration of samples, it is unknown if the appearance of sulfide and the 
decline of sulfate upgradient of observed ferrous iron accumulation represents a preference of 
sulfate reduction over iron reduction. 
Oxidation-reduction potential (ORP) data along the plume centerline are presented in 
Figure 4.5. ORP can be an indication of the TEAP that is occurring in the vicinity of the 
measurement point. However, due to the averaging effects in a monitoring well with long 
screened intervals, quantitative determination of TEAP from ORP may not be reliable. 
Instead, ORP can be used as a qualitative indicator that biodegradation may be occurring if 
depressed regions ofORP corresponded with observations of hydrocarbon and changes in 
TEAs relative to background. In the case of the Key City site, this is observed. Increases 
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and decreases within the plume may be attributed to wells screened at different depths, 
infiltration, mixing with water under different redox conditions, and sampling variability. 
4.9.2.2 Carbon and TEA Mass Balance 
As an estimate of the dominant terminal electron accepting process occurring at this 
site, a stoichiometric balance was calculated between observed change in TEAs along the 
plume centerline as described in Section 3.7.4. 
Figure 4.6 is a plot of the average expected cumulative carbon loss along the flow 
path due to the various TEAPs. The figure was derived using the average utilization factors 
listed in Section 3. 7.4 and the observed change in TEA, calculated between successive wells 
in the down gradient direction. Insufficient data were available for monitoring wells MW-9 
and MW-I 0, so these wells were not included in the analysis. Similar plots were constructed 
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Figure 4.6 Relative contribution of each TEAP along the approximate plume centerline, 
averaged over all sampling events. 
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Figure 4.6 may reveal two pieces of information. The first is the relative importance 
of each TEAP. Figure 4.6 suggests that sulfate is expected to contribute significantly more to 
the loss of hydrocarbons than the other TEAPs. Second, this plot reveals the succession of 
TEA utilization. The slope indicates the expected utilization of a TEA. Figure 4.6 indicates 
that sulfate, nitrate and to a lesser extent iron, are utilized between PMW-1 and RW-1. 
Sulfate and iron are expected to be utilized between RW-1 and MW-8A. The data showed 
that sulfate continued to be the dominant TEA between MW-8A and MW-7B. 
4.9.2.3 Biological Attenuation Rates - Method of Buscheck and Alcantar 
The method ofBuscheck and Alcantar (1995) was used to estimate biological 
attenuation rates using equation 3. 7 and the slope of the linear regression ( concentration vs. 
distance) reported in Section 4.9 .1.2 and estimates of retardation, dispersion and seepage 
velocity reported in Section 4.3. The results are given in Table 4.14. Note in Table 4.14, that 
the biological degradation rate constant was calculated to be greater than the overall 
attenuation rate constant. This may be an indication that the input parameters were not 
accurate, or the equation did not represent the processes acting at the site. Adjustment of the 
estimated input parameters may produce reasonable results. For example, if the seepage 
velocity used in the calculations was 20 m/yr, (the low end estimate for the site), then the 
dispersivity could be changed to 50 feet, and the biological degradation rates were estimated 
to be less than the overall degradation rates. 
Table 4.14. Biological attenuation rate constants (A) for the six target analytes at Key City 
calculated with the method of Buscheck and Alcantar. 













(ft-1) factor (ft/day) 
0.0137 1.03 0.26 
0.0130 1.45 0.18 
0.0176 1.12 0.24 
0.0150 1.1 0.24 
0.0193 1.53 0.18 
















4.9.3 Results of Modeling Effort 
First order decay coefficients under assumed stable plume conditions were calculated 
for each of the six analytes by calibrating the Bioscreen model to the average contaminant 
concentrations along the approximate plume centerline. Input values and calibrated 
parameters for the first order model and the instantaneous reaction models are summarized in 
Tables 4.15 through 4.18. 
The results of the Bioscreen sensitivity analysis indicate that the most sensitive input 
parameter in the first order option is the degradation rate constant. Therefore, calibration of 
Bioscreen at the Key City site was focused on determining the rate constant that produces 
plume concentrations in the range of observed values. For the reasons given in Section 4.5.3, 
wells MW-1 A, MW-8A and MW-7B were used for calibration. The results of the sensitivity 
analysis indicate that dispersion terms have little impact on predicted plume concentrations in 
the first order model, so these parameters were not altered during calibration. The 
instantaneous reaction model was found to be sensitive to the dispersion terms so these were 
altered in calibration of that kinetic model. 
Table 4.15. General input parameters for Key City Bioscreen modeling. 
Parameter Value Units 
Modeled Area Length 400 ft 
Modeled Area Width 400 ft 
Simulation Time 1000 yrs 
Soluble Source Mass infinite kg 
Source Thickness in Sat. Zone 10 ft 
Table 4.16. Source input data for Key City Bioscreen modeling. 
Source Zone Concentration (mg/L) 
Width (ft) Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
Zone 3 =25 
Zone 2 =25 
Zone 1 =50 
Zone 2 =25 

































































































Table 4.18. Input and calibrated parameters for the instantaneous degradation model using 
Bioscreen. 
Input Initial value Calibrated value Units 
Seepage Velocity 98.0 98.0 ft/yr 
Benzene Dispersivity (x,y,z) 60, 6, 0.6 60, 5.6, 0.4 ft 
Ethylbenzene Dispersivity (x,y,z) 60, 6, 0.6 60, 5.6, 0.4 ft 
Toluene Dispersivity (x,y,z) 60, 6, 0.6 60, 5.6, 0.4 ft 
Xylenes Dispersivity (x,y,z) 60, 6, 0.6 60, 5.6, 0.4 ft 
Naphthalene Dispersivity (x,y,z) 60, 6, 0.6 60, 5.6, 0.4 ft 
Phenanthrene Dispersivity (x,y,z) 60, 6, 0.6 60, 5.6, 0.4 ft 
Delta Oxygen O O mg/L 
Delta Nitrate O O mg/L 
Delta Sulfate* 30.5 17 .3 mg/L 
Observed Ferrous Iron* 9 9 mg/L 
Observed Methane NA NA mg/L 
* Total delta TEA given, 116th of total was initially allocated to each target analyte; these 
values were adjusted as part of the calibration. 
4.9.3.1 First order degradation model 
The Bioscreen model can be run without simulation of biodegradation. At the Key 
City site, the simulation curve without biodegradation indicated a good fit with observed site 
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data for monitoring wells MW-lA and MW-8A for the target compounds. Downgradient of 
MW-8A, the observed concentrations were less than the modeled concentrations without 
biodegradation for the target compounds. Application of first order degradation to the 
modeled curve tends to more closely approximate the observed concentration downgradient, 
but under predicts the concentrations between MW-lA and MW-8A. This may indicate that 
the attenuation may not fit a first order curve. Additional possibilities include source 
material between MW-lA and MW-8A, and monitoring well network design that doesn't 
capture the centerline of the plume. 
4.9.3.2 Instantaneous reaction model 
The source term in the Bioscreen model assumes a two-dimensional planar surface. 
The actual source at the FMGP site is a complex, three dimensional source. Most importantly 
with respect to modeling, the source has width in the direction of groundwater flow. The 
effect of this is that a portion of the succession of electron acceptor consumption occurs 
within the source zone, so the contaminants at the downgradient end of the source zone are 
leaching into groundwater that is already depleted of many of the electron acceptors. 
Use of the Bioscreen model requires that calibration be performed on data collected 
downgradient of the source zone. At the Key City site, this means calibrating to data from 
MW-lA, MW-8A and MW-7B. MW-1 A is located near the presumed downgradient edge of 
the source zone. At this location, dissolved oxygen and nitrate have been depleted. Therefore, 
calibration of the instantaneous reaction model was performed using the maximum loss of 
sulfate (A sulfate), and the maximum increase in ferrous iron (A iron) observed in the three 
wells located in the modeled area. 
It is unknown what fraction of the A sulfate and A iron were involved in the degradation of 
each of the six analytes. In addition to the six target analytes, there are other MGP-derived 
hydrocarbons that are potentially being degraded under sulfate and iron-reducing conditions. 
Additionally, methane concentrations were not measured. Methanogenesis is the last 
expected terminal electron accepting process, and may play a significant role in the modeled 
area. However, an abundance of sulfate and iron remain available, so methanogenesis may 
not be occurring. Table 4.19 presents the calibrated consumption of electron acceptor for 
each contaminant. 
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Table 4.19. Calibrated allocation and totals for electron acceptors (in mg/L) for the 
instantaneous reaction model. 
Com:eound A O!Igen A Nitrate A.Iron A Sulfate A.Methane 
Benzene 0.0 0.0 0.0 5.3 
Toluene 0.0 0.0 0.0 1.4 
Ethyl benzene 0.0 0.0 0.0 3.1 
Xylenes 0.0 0.0 3.0 3.1 
Phenanthrene 0.0 0.0 4.1 0.0 
Naphthalene 0.0 0.0 1.9 4.4 
Total 0.0 0.0 9.0 17.3 
Total 0.0 0.0 9.0 30.5 
Observed 
Table4.20. Summary of modeled and observed contaminant concentrations. "k" value refers 
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The values for each electron acceptor that were assigned to each of the target analytes 
were empirically derived by curve fitting and may not represent actual site conditions. 
Additional data on indigenous microbe populations may aid in determining which 
compounds are being degraded under each electron acceptor. Table 4.21 summarizes the 
biological attenuation rates found with Bioscreen and the method of Buscheck and Alcantar. 
Table 4.21. Summary of biological attenuation rates for the six target compounds under 
assumed first order kinetics. 
Compound Published Method of 
Range Buscheck and 
(day-1) Alcantar (daf1) § 
Benzene 0.007 to 0.038* 0.0065 
Ethylbenzene 0.009 to 0.024* 0.0042 
Toluene 0.023 to 0.029* 0.0087 
Xylenes 0.001 to 0.027* 0.0068 
Naphthalene 0.003 to 0.03t 0.0075 
Phenanthrene 0.0004 to o.003t 0.0003 
* See Table 2.3 for reference 
t See Table 2.4 for reference 
§ See Table 4.14 for reference 
§ § See Table 4.20 for reference 










Evidence of natural attenuation at the Key City site is summarized below: 
1. Investigation of primary lines of evidence support the conclusion that the contaminant 
plumes are best described as stable (neither expanding nor shrinking over time), 
although observation of the historical data indicate that short-term fluctuations occur. 
This implies that the rates of natural attenuation were approximately equal to the 
source-loading rate. Overall attenuation rate constants were observed to be one to 
two orders of magnitude below published values for all target analytes. Biological 
attenuation rates were observed to be within the range of published values using the 
method ofBuscheck and Alcantar, as well as the Bioscreen model. Biological 
attenuation rates obtained with the Bioscreen model were approximately one-half of 
those estimated with the method of Buscheck and Alcantar. 
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The low values of overall attenuation rate constants, if accurate, may be the result of 
competitive degradation with the remaining hydrocarbons that were not included in 
the study. The rate constants may not be accurate if the seepage velocity was not 
estimated correctly for the analysis, or if there are processes occurring that invalidate 
the assumptions of the analysis. The most likely reason for the low estimated 
attenuation rates calculated under the assumption of a stable plume is the presence of 
source material or contaminant desorption contributing to the dissolved plume along 
the flow path. This would lower the observed attenuation rate by replenishing some 
of the contaminant lost to attenuation. The actual reason for the low attenuation rates 
remains unclear. 
2. Potential evidence ofbiodegradation has been observed in the form of decreased 
levels of terminal electron acceptors within the area of observed contamination and 
decrease of redox potential within the plume. Zones of reduced oxygen, nitrate, and 
sulfate, and increased iron were observed. Based on observed change of TEA 
concentrations along the approximate centerline of the plume, sulfate appeared to be 
the dominant electron acceptor. The determination of sulfate reduction as the 
dominant TEAP should be used with caution as there is an order of magnitude 
difference in TEA concentration between sulfate and the others, therefore it is more 
likely that a reported change in sulfate concentration will be much greater than that 
reported for another TEA, resulting in a much larger calculated hydrocarbon loss over 
other TEAPs, since the utilization factors are similar. However, at this site, the natural 
abundance of sulfate in the groundwater may have led to the use of sulfate over other, 
higher energy terminal electron acceptors as there was a large observed reduction of 
sulfate within the plume. 
3. The observed patterns of TEA loss through the source area appeared to indicate that 
the rate of supply of terminal electron acceptors, rather than microbial kinetics, may 
be limiting the rate of hydrocarbon biodegradation. 
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4. Difficulties encountered during the assessment were derived from one main source; 
there was a lack of monitoring wells down gradient of the source area in the area 
where attenuation is occurring and is most likely to be observable. The presence of 
Highway 20 precludes the installation of monitoring wells where they would be most 
useful. The lack of monitoring wells and the resulting large spacing intervals 
between wells contribute to uncertainty caused by censored data. 
The difficulties of monitoring the plumes at this site may have been exacerbated by 




5.1.1 History of Remediation Activities 
Contaminated soil was discovered in 1984 when the City of Cherokee installed sewer 
lines adjacent to the FMGP site along Beach Street (see Figure 5.1). Construction workers 
removed an unknown quantity of soil that appeared to contain oil. While historical and legal 
investigations occurred in 1986, 1988 and 1990, the first intrusive investigation did not take 
place until 1991. That investigation was carried out by drilling three soil borings, which 
were converted into groundwater monitoring wells 1, 2, and 3. To the south of the site, three 
wells had previously been installed as part of an UST investigation on adjacent property. 
Another UST had been removed from a location to the north of the site; however, no 
information is available concerning that investigation (Black & Veatch, 1996). 
A remedial investigation/feasibility study (RI/FS) was begun in 1993 and continued 
into 1994. The investigation consisted of 25 soil borings, the installation of 5 monitoring 
wells (MW-4, MW-SA, MW-SB, MW-6, MW-7), the excavation of a test pit, collection of 
soil samples and several rounds of groundwater samples, and slug testing many of the wells. 
In July and August of 1997, a soil and source removal activity was conducted by 
Black & Veatch. Soil was excavated from the area in and surrounding the former gasholder 
and a larger area located on the southeast comer of the site. These areas are shown in Figure 
C.1, Appendix C. Soils were excavated to a depth of approximately 8 feet, corresponding to 
the depth of the gasholder base and tar cistern base. The excavation was backfilled with 
clean granular material to within 2.5 feet of the ground surface, then capped to grade with 
compacted clay topped with crushed gravel (Black & Veatch, 1998b ). 
A direct push investigation, conducted in November 1997 involved 19 pushes and the 
installation of four monitoring wells (MW-8, MW-9, MW-10, MW-11). The direct push 
investigation included collection of 29 water and 3 soil samples (Black & Veatch, 1998a). 
In March 1998, a sampling strategy that included characterizing geochemical 
parameters to assess the potential for biodegradation of contaminants was invoked (Black & 
Veatch, 1998c). The sampling strategy included low-flow well purging and sampling using 
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Figure 5.1. Cherokee FMGP Site Map (Black & Veatch, 1998a) 
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a flow-through cell, similar to the protocol described elsewhere in this document (Butler, 
1999). 
5.2 Physical Characteristics of the Study Area 
5.2.1 Surface Features 
The Cherokee MGP site is located within the floodplain of the Little Sioux River in 
Cherokee, Iowa. Cherokee is situated in northwest Iowa. Figure C.2 in Appendix C is an 
extended site map. 
5.2.2 Geology 
Surficial soils at the Cherokee MGP site consist of approximately 10 feet of fill and 
loess material over an alluvial deposit of varying thickness, composed of sand and gravel that 
that in turn overlies a clayey till unit. Each stratigraphic unit is described in greater detail 
below. Refer to the site geologic cross-sections in Figures C.3 - C.5 in Appendix C. 
Fill and Loess 
The fill varies from cohesive to granular. This material is mainly construction fill, 
composed of various types of soil, construction debris and rubble. This material is very 
heterogeneous both in composition and thickness. 
A loess deposit underlies the fill. Loess is a wind-blown sediment derived from 
Pleistocene glacial outwash plains that existed to the west of Iowa. Loess is generally 
composed of silt with some clay-sized particles and is poorly graded. The thickness of the 
fill and loess increases in the down gradient direction, toward the Little Sioux River where it 
attains a thickness of up to 25 feet. 
Alluvial Unit 
The alluvial sands and gravels have a thickness of between 10 and 25 feet. However, 
the thickness is variable, thinning toward the river and then increasingjust before the river. 
Overall, this unit is a well-graded sand and gravel, with some silty sand and discontinuous 
lenses of sand, gravel or silt and clay. 
114 
Till 
The entire area is underlain by a hard, gray, clayey till. The upper surface slopes 
toward the Little Sioux River and forms the base of the aquifer. Soil borings and direct push 
investigations reveal that the surface of the till has topographic relief that seems to mimic the 
observed potentiometric surface. Refer to Figure C.6 for topographic contours of the till 
surface. 
5.2.3 Hydrogeologic Setting 
Groundwater is generally encountered in the fill and loess between 4 and 14 ft bgs 
and the aquifer is generally unconfined, but may become confined under the cohesive alluvial 
and loess units when the thickness of the granular alluvial unit decreases. The following 
sections describe the monitoring well network installed onsite and the hydrogeologic setting. 
5.2.4 Monitoring Well Network 
There are currently 12 groundwater monitoring wells installed at the Cherokee site. 
Well locations and former MGP structures are shown on Figure 5.1. Screened intervals are 
presented in Figure 5.2. Monitoring wells are arranged approximately from upgradient on 
the left to downgradient toward the right in Figure 5.2. Table 5.1 presents monitoring well 
construction data. 
5.3 Aquifer Properties 
5.3.1 Hydraulic Conductivity 
Slug tests were performed on several of the Cherokee wells during the remedial 
investigation activities (Black & Veatch, 1996). Hydraulic conductivity values ranged from 
4.lE-3 emfs to 8.03E-2 emfs. The average value is approximately 5E-2 emfs. These 
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Table 5.1. Monitorins well construction details at Cherokee MGP ~Black & Veatch, 1998c). 
Well Top of Casing Depth to Top of Depth to Bottom Depth to Screen Screen Material/Size 
Elevation Screen (ft) of Screen (ft) Midpoint Length 
(ft above sea level} (ft} (ft} 
MWOl 1188.20 9.55 19.25 14.40 9.7 Schedule 40 PVC/ 0.01" 
MW02 1185.90 9.35 19.25 14.30 9.9 Schedule 40 PVC/ 0.01" 
MW03 1179.52 8.05 17.75 12.90 9.7 Schedule 40 PVC/ 0.01" 
MW04 1188.23 20.55 30.05 25.30 9.5 Schedule 40 PVC/ 0.01" 
MW05A 1179.83 4.35 14.05 9.20 9.7 Schedule 40 PVC/ 0.01" 
MW05B 1180.16 19.85 29.55 24.70 9.7 Schedule 40 PVC/ 0.01" 
MW06 1175.61 11.55 21.05 16.30 9.5 Schedule 40 PVC/ 0.01" 
MW07 1173.50 27.00 37.00 32.00 10.0 Schedule 40 PVC/ 0.0 l" 
MW08 1174.57 28.20 33.00 30.60 4.8 Schedule 40 PVC/ 0.01" 
MW09 1173.35 25.20 30.00 27.60 4.8 Schedule 40 PVC/ 0.01" 
MWlO 1172.47 36.20 41.00 38.60 4.8 Schedule 40 PVC/ 0.01" 




Table 5.2. Slug test data at Cherokee, Iowa FMGP (Black & Veatch, 1996). 
Well Approximate Soil Monitored Hydraulic 






























The values for soil bulk density used in transport calculations were estimated using 
typical values for sand and gravel, which comprise the more transmissive portion of the 
aquifer. Samples of aquifer material were collected for geotechnical analyses during the 
remedial investigation. Of the four samples collected, three were samples of cohesive 
material and one of the granular material. The bulk density of two of the cohesive samples 
was reported in Black & Veatch (1996), but the results for the granular sample were omitted. 
Three samples of granular material were collected for geotechnical analysis during the 
advanced site characterization activities in November 1997 (Black & Veatch, 1998a). The 
bulk density was estimated from typical values of unit weight, based on the textural 
classification of the four samples (summarized in Table 5.3), using Equation 5.1 (Das, 1994): 
where 
yd = Dry unit weight (kN/m3) 
Pd = Dry (bulk) density of aquifer sediment (Mg/m3) 
9.81 = Acceleration due to gravity (m/s2) 
(Eq. 5.1) 
Das (1994) gives values of dry unit weight for uniform sands between 14.5 kN/m3 and 
18.0 kN/m3• Values of void ratio range from 0.8 to 0.45. Void ratio was assumed to be the 
average between the two extremes, 0.6. This is also in the published range for sand and 
gravel sediments. Because the aquifer material is poorly graded, these values represent a 
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reasonable estimate of the aquifer material. The dry unit weight used in the transport 
calculations is the average of the two extremes, 16.3 kN/m3, giving a bulk density of 1.66 
g/cm3• This value is in the range of dry densities given by Weidemeier et al. (1995) and 
Lambe and Whitman (1969) for sands and gravels. 
Table 5.3. Grain-size distribution of aquifer sediment samples, Cherokee, Iowa (Black & 
Veatch, 1996). 
Saml!le % Gravel %Sand % Silt %Clar Class.* Descril!tion 
MW-4 21 77 1 1 SP Poorly Graded Sand 
With Gravel 
GWP-A3 29.8 62.4 5.7 2.1 SP-SM Poorly Graded Sand 
with Silt and Gravel 
GWP-B4 0.6 91.9 5.9 1.6 SP-SM Poorly Graded Sand 
with Silt 
GWP-C3 24.5 70.9 3.7 0.9 SP-SM Poorly Graded Sand 
with Silt and Gravel 
* Soils classified according to the Unified Soil Classification system. 
5.3.3 Porosity 
Lambe and Whitman (1969) list the porosity of various sands to range from 26% to 
50%. The porosity can also be calculated from the void ratio using Equation 5.2: 
where 
n = Total Porosity 





The assumed void ratio of 0.6 gives a total porosity of 0.375, or 37.5%. This is a 
reasonable value within the published range for sand and gravel sediments (Freeze and 
Cherry, 1979). Effective porosity is used in calculation of seepage velocity. Effective 
porosity is a fraction of total porosity. It is the volume of interconnected pore space that 
participates in groundwater flow. For this analysis, the effective porosity is assumed to be 
approximately equal to total porosity. 
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5.3.4 Fraction of Organic Carbon 
Only one sample of granular aquifer material was analyzed for organic matter (Black 
&Veatch, 1996). The fraction of organic matter was determined to be 0.6 %. Buol (1989) 
shows the conversion to organic carbon content is given by Equation 5 .3: 
where 
Joe = Fraction of organic carbon 
!om = Fraction of organic· matter 
(Equation 5 .3) 
Using this conversion, the fraction of organic carbon is approximately 0.34%. 
5.3.5 Hydraulic Gradient and Flow Direction 
The general ground water flow direction is toward the river, which lies approximately 
1,000 feet down gradient of the site. A piezometric surface map is included as Figure C.7 in 
Appendix C. The hydraulic gradient flattens out near the river, and appears to be affected by 
the river level. The gradient between MW-10 and MW-11 reverses during periods of high 
river flow. The water table elevation seems to correspond to the surface elevation of the till 
unit, so the direction of flow at a given location mimics the till topography. Horizontal 
gradients are relatively flat in the vicinity of the former MOP facility, varying from 
approximately 0.005 to 0.01 between MW-4 and MW-5. Between MW-6 and the transect 
formed by MW-7 and MW-8 a steep drop of 10-12 feet in water elevations is observed, 
corresponding to a similar change in the topography of the underlying till unit. In this region, 
gradients are approximately 0.1 to 0.15. Between the regionjust described and the river, the 
gradient again flattens out to an average of 0.02, however this is variable and may be 
influenced by the river level. The area of concern in this research is the span between MW-5 
and MW-9 where the dissolved contamination has been observed. In this region, an average 
estimate of hydraulic gradient is 0.1 ft/ft. 
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5.3.6 Seepage Velocity 
Horizontal hydraulic gradients can be observed to exist in three zones at the Cherokee 
MGP site, as described in Section 5.3.5. Within the area of the former MGP structures the 
gradients are low, then become higher between MW-6 and MW-9 before becoming low 
between MW-9 and the river. Assuming the hydraulic conductivity and effective porosity 
given in Sections 5.3.1 and 5.3.3, and the gradient given in Section 5.3.5, seepage velocity 
was estimated to be approximately 4,000 m/yr in the area of concern. The area of concern is 
the region where dissolved contamination has been observed. This region is along the 
approximate centerline of the plume, form MW-5B to MW-9. This high value results from 
the very steep gradient between MW-6 and MW-9. However, since the aquifer has been 
observed to thin in this area (down to 4 feet), the higher seepage velocity is reasonable, since 
groundwater flux must be conserved. The variable seepage velocity along the flow path for 
contaminants has implications for calculation of attenuation rates as discussed in Section 
5.9.1.2. In the area of the former MGP structures, the seepage velocity is approximately 30 
m/yr. 
5.4 Nature and Extent of Contamination and Groundwater Geochemistry 
5.4.1 Soil and Groundwater 
Historical measurements of the six target analytes in groundwater were obtained from 
the ISU/IDNR database, and are summarized in Table C.l in Appendix C (Golchin, et al., 
1997). The highest concentrations have been observed in wells MW-5B and MW-3. 
Concentrations in these wells are summarized in Table 5.4. 
Hydrocarbon impacts on the site occur in the fill, loess, and alluvium. The fill, loess 
and alluvium have been impacted by infiltration ofMGP wastes in the source area. The till 
may have been impacted if coal tar has infiltrated through the soils and settled on the till. 
As the hydraulic conductivity of the granular alluvium is significantly higher than the 
hydraulic conductivity of the loess, it has been assumed that contaminants are primarily 
migrating through the alluvium. It is possible that contaminated groundwater may also be 
flowing through the overlying loess. 
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5.4.2 Source Material 
Boring logs from investigations at the Cherokee FMGP site report coal tar staining 
and "soil coated with coal tar" in each stratigraphic unit and intermittently across the site 
(Black & Veatch, 1996). In addition, staining and sheen were observed on several soil 
samples throughout the site. Sheen is a term used to describe the luster of sediment grains 
and is considered evidence of sorbed MGP contaminants. 
5.5 Data for Primary Lines of Evidence 
5.5.1 Statistical Tests for Trend in BTEX and Naphthalene Concentration vs. Time 
Historical data were compiled for the six target analytes. Plots of concentration vs. 
time were generated for each of the analytes at each well over the course of the site's 
investigative history (1991- 1998). The data used to generate the plots are presented in Table 
C. l in Appendix C. The plots are included in Figures C.8a through C.8i in Appendix C. 
Based on well position relative to the plume and proportion of non-censored data, the 
following datasets were selected for constructing plots and conducting statistical analysis 
using Sen's nonparametric test for trend and simple linear regression. The wells and analytes 
selected for statistical analysis are summarized in Table 5.5. The data sets for MW-1, MW-
2, MW-8, MW-9, MW-10, and MW-11 were insufficient to produce plots or test for trend. 
Table 5.5. Summary of wells selected for trend analyses 
Well Plot Analyzed for Trends 
Generated 
BTEX PAH Benzene Ethyl- Toluene Xylenes Naph- Phenan-
benzene thalene threne 
MW-3 X X X X X X X X 
MW-4 X X X 
MW-SB X X X X X X X X 
MW-6 X X X X X X 
MW-7 X X X X X 
Table 5.4. Source well concentrations at Cherokee MGP ~Golchin et al., 1997) 
Benzene Ethylbenzene Toluene Xylenes 
{~~l !~~l !~~l !~~l 
MW-5B Max 2400 2300 5900 3300 
Min 380 230 160 350 
Ave 924 863 1684 1291 
MW-3 Max 480 71 160 84 
Min 9 <10 <l 24 





















5.5.2 Concentration vs. Distance Plots 
The results of the statistical analysis (see Section 5.9.1) indicated that there is little 
evidence of trend with respect to time in the plume as a whole. Therefore, calculation of 
attenuation rates using changes in concentration over time at individual monitoring points 
may not be the most appropriate method. Distance vs. concentration plots may provide the 
means of estimating overall attenuation rates. 
MW-SB, MW-6, MW-9, MW-10, MW-11 are situated approximately along the 
plume centerline. Because the plume is assumed to be stable in this analysis, the data were 
averaged and attenuation rates for each of the six compounds and the sum were calculated 
from the average historical concentration using all the available data. The resulting data set 
is included in Table 5.6. Plots of concentration vs. time for these wells are included in 
Appendix C. 
Because the seepage velocity changes along the flow path as described in Section 
5 .3 .6, and because the concentration data from MW-9, MW- I 0, and MW-11 are mostly non-
detect points, attenuation rates calculated under the assumption of stable plumes were 
calculated using only MW-SB and MW-6. Calculation of an attenuation rate using MW-9 
would result in an underestimate of the attenuation rate. 
The data from MW-SB and MW-6 were averaged over the sampling history for this 
analysis. The historical data from MW-SB indicates a statistically significant decreasing 
trend for some compounds. However, the data were averaged for this analysis under the 
assumption that the plume is approximately stable. 
Table 5.6. Averase concentrations for centerline wells at Cherokee FMGP (µg/L) 
Well Benzene Ethylbenzene Toluene Xylenes Naphthalene Phenan-
threne 
MWOI 1.0 1.0 1.0 1.0 0.7 0.2 
MW04 1.4 1.4 1.4 1.7 2.6 2.5 
MWOSB 923.8 863.0 1683.8 1290.8 8500.0 407.0 
MW06 19.1 1.6 2.1 5.0 4.9 7.4 
MW09 2.2 2.3 2.3 3.3 2.0 7.4 
MWlO 2.2 2.3 2.3 3.3 2.0 7.4 
MWll 2.2 2.3 2.3 3.3 2.0 7.4 
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5.6 Data for Secondary Lines of Evidence 
5.6.1 Observed TEA Data 
Geochemical measurements were made at the Cherokee site by Black & Veatch field 
technicians during five sampling events between March 1998 and November 1999. The 
measured electron acceptor data is included in Table C.2 in Appendix C. Other bulk 
parameters are presented in Table C.3 in Appendix C. 
5.6.2 Contaminant and Geochemical Isopleth Maps 
Contour maps of contaminants and geochemical indicators of natural attenuation 
processes were constructed to identify spatial patterns associated with the presence and 
degradation of the contaminants. Isopleth maps of electron acceptors, alkalinity and redox 
are included in Appendix C (Black & Veatch, 1998). 
5. 7 Parameter Calculations 
5.7.1 Dispersivity Calculations 
Initial estimates of dispersivity are based on the observed plume length as described 
in Section 3.8.3. The average plume length used for the first estimate is the distance from 
MW-5B (in the source area) to MW-9, which is the first well that consistently returns non-
detects for all contaminants. The distance is approximately 300 feet, so an initial estimate for 
longitudinal dispersivity is 30 ft. 
5. 7.2 Retardation Calculations 
The retardation factor (R) was calculated for each of the contaminants of interest 
using Equation 2.5. The data used for the calculation were taken or calculated as described 
below. 
The aquifer material that makes up the most transmissive portion of the aquifer is 
described as sandy silt, sand, gravelly sand, and sandy gravel (Black & Veatch, 1996). Grain 
size analyses of a sample of granular material that represents the transmissive portion of the 
aquifer yielded an effective diameter ( D10 ) of approximately 0.42 mm. Jury et al., (1991) 
report typical values of specific surface area for sands with an effective diameter of 5E-2 mm 
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as 0.0444 m2/gram and for silts with an effective diameter of2E-4 cm as 1.11 m2/gram. With 
the range of Kow values given in Table 2.5 and the range of surface area given by Jury et al., 
(1991), foe* for the contaminants ranges from 0.009% to 4.3E-8%. Because this is 
significantly below the measured fraction of organic carbon, this supports the assumption 
that sorption occurs primarily on the organic carbon fraction. 
Distribution coefficients ( Kd) were calculated for the BTEX and 16 P AH compounds 
using equation 2.11. The fraction of organic carbon in the aquifer material is estimated to be 
0.34% organic carbon by weight. Distribution coefficients and retardation factors for BTEX 
and the 16 EPA priority PAHs are included in Table 5.7. 
Table 5.7. Distribution coefficients and retardation factors for target compounds 






















8.30E+Ol 0.28 2.2 
3.00E+02 1.02 5.5 
l.10E+03 3.74 17.6 
2.40E+02 0.82 4.6 
1.30E+03 4.42 20.6 
4.50E+03 15.30 68.7 
2.50E+03 8.50 38.6 
1.40E+04 47.60 212 
7.30E+03 24.82 111 
1.40E+o4 47.60 212 
3.80E+04 129.20 573 
3.80E+04 129.20 573 
2.00E+05 680 3010 
l.38E+o6 4692 20700 
5.50E+05 1870 8280 
5.50E+05 1870 8280 
5.50E+06 18700 82800 
3.30E+o6 11220 49700 
1.60E+o6 5440 241 
l.60E+o6 5440 241 
Because the aquifer geometry is complex at this site, and the site wide flow field 
violates the assumptions for the Bioscreen model, the Bioscreen model should not be used to 
conduct site wide modeling at this site. A more sophisticated model should be used to 
investigate remedial scenarios at this site. The Bioplume ill numerical model was 
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investigated for use at this site, observations on how to apply the model are included in 
Section 5.9.3. 
5.9 Results of the Natural Attenuation Assessment 
5.9.1 Primary Lines 
5.9.1.1 Statistical Calculation of Significant Trend in Concentration Over Time 
Table 5.8 presents the results of the statistical test for trend in contaminant 
concentration with respect to time in individual wells using Sen' s' test. The wells selected 
for analysis are presented in Table 5.5. A value of "A" in Table 5.8 indicates the null 
hypothesis of zero slope was accepted at 95% confidence. A numeric value is the estimate of 
true slope by that method. 
Table 5.9 presents the results of the linear regression analysis of concentration in 
individual monitoring wells with respect to time. A value of"NS" in Table 5.9 indicates the 
slope calculated was not statistically significant at a 95% confidence level. 
Table 5 .8. Plot summary and results of Sen' s test for trend at Cherokee MGP 










benzene threne alene 









A - Null hypothesis of zero-slope was accepted at 95% confidence 
5.9.1.2 Evidence for Trend in Concentration Over Distance 
Figure 5.3 presents the average concentration of the six target analytes along the 
approximate plume centerline. Note that concentrations in MW-9, MW-10, and MW-11 are 
largely below the laboratory detection limit. 
127 
Table 5.9. Summary of the results oflinear regression as a test for trend. A p-value less than 
0.05 indicated a statistically significant trend 
Benzene Toluene Ethyl- Xylenes Phenan- Naphth-
benzene threne alene 
MW3 Attenuation NS§ NS NS NS NS NS 
Rate 
p-value NS NS NS NS NS NS 
MW4 Attenuation 
__ §§ NS NS 
Rate 
p-value NS NS 
MW5B Attenuation NS -1.87£-03 -1.13£-03 -l.lOE-03 NS -9.45£-04 
Rate 
p-value NS 0.0026 0.0037 0.0045 NS 0.04 
MW6 Attenuation NS NS NS NS NS 
Rate 
p-value NS NS NS NS 
MW7 Attenuation -2.26£-03 -2.22£-03 -1.44£-03 
Rate 
p-value 0.0041 0.01 0.03 
§ NS - Nonsigni:ficant values 
§§ " -- " Indicates the test was not run 
Table 5.10. Summary of overall attenuation rate constants and half-lives for wells that were 
statistically significant under either Sen's test or simple linear regression (SLR). 







Sen's / SLR Sen's / SLR. 
A§/ l.13E-3 603/615 
2.08E-3 /l .87E-3 333/371 
A I l.lOE-3 A/628 
A /9.45E-4 A/733 
Benzene 2.63E-3 /2.26E-3 264/307 
281/313 
433/482 
Ethylbenzene 2.47E-3 /2.22E-3 
Xylenes l .60E-3 /1.44E-3 
§ A- Null hypothesis of zero-slope was accepted under Sen' s test 
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Four zones can be defined from the plot in Figure 5 .3. The first is a zone that extends 
in the up gradient direction from the up gradient edge of the source area (from MW-5B to 
MW-4 and beyond). The second is the source area, which is in the vicinity ofMW-5B. The 
third is the zone of identifiable attenuation, from MW-5B to MW-9. The fourth is the down 
gradient zone, for which the water analyses gave non-detect 
information, from MW-9 to MW-11. Calculation of attenuation rates was conducted using 
MW-SB, and MW-6, since we have little useful information down gradient ofMW-6. The 
results of the linear regression are presented in Table 5.11. Samples from MW-9 indicate 
concentrations below detection limits for the target analytes. Therefore inclusion of this well 
by using the detection limits would provide a conservative estimate of the attenuation rate 
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Figure 5.3. Average concentration of target analytes along the approximate plume centerline. 
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Table 5.11. Summary of attenuation rate constants calculated from distance plots 
Slof e Seepage Velocity Rate Half-Life* 
(fr ) (ft/day) Constant (days) 
(day-1) 
Benzene -0.0282 0.268 0.008 92 
Ethylbenzene -0.0459 0.268 0.012 56 
Toluene -0.0490 0.268 0.013 53 
Xylenes -0.0408 0.268 0.011 63 
Naphthalene -0.0543 0.268 0.015 48 
Phenanthrene -0.0291 0.268 0.008 89 
*Half-life refers to the amount of time to reduce the concentration by half. 
5.9.2 Secondary Lines of Evidence 
5.9.2.1 Geochemical Setting 
Figure 5 .4 depicts the average concentration of electron acceptors along the centerline 
of the plume at Cherokee MGP. Figure 5.4 also includes the redox conditions along the 
plume centerline. 
The average dissolved oxygen concentrations depicted in Figure 5.4 were calculated 
without including the March or June 1998 values as they were considered to be non-
representative by the collectors of the data (Black & Veatch, 1998c ). Dissolved oxygen 
concentrations abruptly decrease from a background concentration of approximately 7 mg/L 
to less than 1 mg/1 at in the source zone. Down gradient of the source zone oxygen levels 
rebound slightly then gradually decrease in the down gradient direction. The observed rapid 
decline is consistent with instantaneous reaction kinetics for aerobic degradation. The 
observed increase may be due to recharge from infiltration. The steady decline thereafter 
may be due to oxygen utilization as a non-primary TEA. 
Nitrate concentrations were observed to steadily decline from an up gradient 
concentration of approximately 14 mg/L to less than 1 mg/L as the groundwater traversed the 
source area. This steady decline may indicate that microbial kinetics are limiting with 
degradation via nitrate reduction. Nitrite concentrations are also shown in Figure 5.4. 
Nitrate may be reduced to nitrite, so a reduction in nitrate may be coupled with an increase in 
observed nitrite. However, nitrite is non-conservative, and there are several reductive 
pathways for nitrate that may not involve nitrite, so the relationship may not be observed in 
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Figure 5. Average concentration of terminal electron acceptors along 
approximate plume centerline. 
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Degradation of hydrocarbons using iron as an electron acceptor involves reduction of 
ferric iron (Fe[ill]) to ferrous iron (Fe[Il]). Demonstration of the occurrence of this process 
is usually accomplished by observing the concentration ofFe[Il] throughout the plume. In 
this case, ferrous iron was not directly measured. However, due to the low solubility of 
F e[ill], measurements of dissolved iron closely approximate ( or at least indicate in a 
qualitative sense) the concentration ofFe[II]. With this in mind, Figure 5.4 presents both 
total iron and total dissolved iron. Dissolved iron is observed to steadily increase in the 
down gradient direction and peak near MW-9. This may be an indication that iron reduction 
is occurring, but at a rate limited by microbial kinetics rather than by the supply of ferric 
rron. 
Sulfate and sulfide concentrations along the plume centerline are presented in Figure 
5.4. In this instance, evidence ofbiodegradation utilizing sulfate as a TEA would be in the 
form of a decrease in observed sulfate and, theoretically, an increase in the reduced form, 
sulfide. However, sulfide is non-conservative in groundwater and also has a low solubility. 
This means that an increase in sulfide may not be observed. This figure indicates that sulfate 
was utilized as an electron acceptor beginning at about 200 feet. The gradual loss of sulfate 
may indicate that microbial kinetics were limiting. The anomalous high concentration of 
sulfate observed in MW-10 (600 feet) seemed to correspond to an increase in oxidation-
reduction potential, as discussed below. 
Methane is produced when microorganisms utilize carbon dioxide as a TEA for the 
oxidation of hydrocarbons. Evidence for this reaction would be an observed increase in 
methane relative to background in areas where hydrocarbons have been observed. Figure 5 .4 
presents the observed concentrations of methane along the plume centerline. Background 
concentrations are observed to be less than the detection limit of 8.6 µg/L. Methane 
concentrations were observed to rise in MW-6 (300 ft), then return to non-detect levels and 
again rise to approximately 55 µg/L in wells MW-10 and MW-11. The observed increase in 
methane in MW-6 may be due to oxidation of hydrocarbons. MW- IO and MW-11 lie in the 
floodplain of the river, so it is likely the increase in methane is due to degradation of natural 
organic matter. 
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Oxidation-reduction potential (ORP) along the plume centerline is presented in Figure 
5.4. ORP can be an indication of the TEAP that is occurring in the vicinity of the 
measurement point. However, due to the averaging effects in a monitoring well with long 
screened intervals, quantitative determination of TEAP from ORP is not reliable. Instead, 
ORP can be a qualitative indicator that biodegradation may be occurring if depressed regions 
of ORP correspond with observations of hydrocarbon and changes in TEAs relative to 
background. In the case of the Cherokee site, a depression of ORP within the observed 
plume region is observed. The extreme increase in MW-9 (approx. 500 ft) seems to 
correspond to observed increases in oxidized forms of TEAs, such as sulfate and total iron, 
however, the cause is unknown. 
5.9.2.2 Carbon and TEA Mass Balance 
As an estimate of the dominant terminal electron accepting process (TEAP) occurring 
at this site, a stoichiometric balance was calculated between observed changes in TEAs along 
the plume centerline as described in Section 3.7.4. Figure 5.5 is a plot of the average 
expected cumulative carbon loss due to the various TEAPs. The figure was derived using the 
average utilization factors listed in Section 3.7.4 and the observed change in TEA. Similar 
plots were constructed for each of the five sampling events and are included in Appendix C. 
The plot in Figure 5.5 represents the average over the five sampling events from 
March 1998 to November 1999. This plot reveals two pieces of information. First, the plot 
reveals the expected relative importance of each TEAP in overall attenuation. It is clear that 
nitrate and sulfate are contributing significantly more to the loss of hydrocarbons than the 
other TEAPs, assuming the change in these species is due to hydrocarbon degradation. 
Second, this plot may reveal the succession of TEA utilization. The relative slope should 
indicate the degree of utilization of a TEA. The plot in Figure 5.5 may show that nitrate and 
oxygen are utilized between MW-4 and MW-6. Sulfate appears to begin to dominate 
between MW-6 and MW-11. 
There is some overlap in the TEAP zones; this may due to any of several possibilities. 
First, there could be zones where two or more TEAPs are occurring. Second, the wells are 
screened over a large area of aquifer, so there may be mixing of waters from zones that occur 
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Figure 5.5. Average cumulative expected moles of carbon lost to each TEAP. 
in different vertical horizons. Third, there could be other sources of change in the observed 
TEA, including measurement error, recharge, or change in redox due to other processes. 
5. 9.2.3 Overall Attenuation Rates 
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Table 5 .12 presents the estimate of overall attenuation rates for each of the target 
compounds under the assumption of both a shrinking plume ( decreases at a monitoring point) 
and a stable plume ( concentration vs. distance). 
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Table 5.12. Overall attenuation rates 
Compound Published Range At a monitoring Linear Regression with 
(daf1)§ point (daf1)* distance (daf1) 
Benzene 0.042 to 0.203 2.45E-3 7 .56E-03 
Ethylbenzene 0.07 to 0.217 1.74E-3 l.23E-02 
Toluene 0.07 to 0.133 l.98E-3 l.31E-02 
Xylenes 0.063 to 0.301 l.38E-3 1.09£-02 
Naphthalene 1.302 l .08E-3 1.46E-02 
Phenanthrene NA NA 7.80E-03 
* Calculated as average from all monitoring points using the results of both Sen's test and 
simple linear regression. 
§ See Table 2.7 for references. 
NA Published range for Phenanthrene was not available. 
5.9.2.4 Biological Attenuation Rates - Method of Buscheck and Alcantar 
The method of Buscheck and Alcantar ( 1995) was used to estimate biological 
attenuation rates using the slope of the linear regression reported in Section 5 .1.1.3 and 
estimates of retardation, dispersion and seepage velocity. The results are given in Table 5.13. 
The calculated biological attenuation rates appear to be generally within the range of 
published values, or slightly lower. Biological attenuation rates were estimated to be 
approximately an order of magnitude lower than overall attenuation rates, with the exception 
of benzene, which was found to have a biological attenuation rate that was approximately 
20% lower than the overall attenuation rate. 
Table 5.13. Biological attenuation rates using the method ofBuscheck and Alcantar (1995). 



















factor (ft/day) (ft) (daf1) 
2.2 0.1212 30 0.0063 
17.6 0.0152 30 0.0017 
5.5 0.0487 30 0.0059 
4.6 0.0583 30 0.0053 
20.6 0.0130 30 0.0019 
211.7 0.0013 30 0.0001 
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Table 5.14. Estimated biological attenuation rates using the method ofBuscheck and 
Alcantar compared to published values. 
Compound Published Range 
(dat1) 
Benzene 0.007 to 0.038* 
Ethylbenzene 0.009 to 0.024* 
Toluene 0.023 to 0.029* 
Xylenes 0.001 to 0.027* 
Naphthalene 0.003 to 0.03t 
Phenanthrene 0.0004 to 0.003 t 
* See Table 2.3' for reference 
t See Table 2.4 for reference 
§ See Table 5 .13 for reference 
5.9.3 Results of Bioplume III Modeling Effort 
Method ofBuscheck and 







The Bioplume ill model was used to investigate numerical modeling of contaminant 
transport at the Cherokee FMGP. The following is a brief summary of the modeling steps 
and how the site-specific information is input to the model. A complete discussion of the 
Bioplume ill model and the graphical user's platform, is given by Rafai et al. (1998). This is 
followed by a description of the modeling at the Cherokee FMGP. 
The steps involved in performing a numerical simulation of contaminant transport 
involve first defining the various default domain conditions. This includes defining the 
modeled area, range of elevation, time, default aquifer parameters, and contaminant 
properties. Next, the computational grid must be defined by specifying cell size and 
computational bounds. The Bioplume III model requires the grid to be bound by a perimeter 
of inactive cells surrounding a perimeter of constant head cells to define boundary 
conditions. Location specific aquifer data are input through the use of log points, which are 
similar to soil boring logs. Log points can be used to input measured values of porosity, 
dispersivity, hydraulic conductivity, aquifer thickness, and storage coefficient. The data 
input at the log points are then used to interpolate the properties across the grid using a built 
in kriging procedure. If the location specific data are not activated in the log points, the 
default domain parameters are applied across the grid. 
The previous steps were concerned with defining the physical properties of the 
aquifer being modeled. The next step is to input observed hydraulic head data and run the 
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hydraulic flow conditions. This is the step that calibrates the flow field to observed 
conditions. Observed hydraulic head contours are input most easily by importing a hydraulic 
contour map generated outside the program and tracing the hydraulic contours. A description 
of the procedure for importing and referencing the map image is given in Rafai et al. (1998). 
The program then interpolates the observed head contours and assigns a hydraulic head to 
each cell in the grid. This is then used as the starting hydraulic head condition when the 
simulation is run. Because the simulations used in this research involved stable plume 
simulations, the input observed head conditions closely approximate the simulated 
piezometric surface. 
With the physical system defined and calibrated with observed hydraulic heads, the 
next step is to input observed values of hydrocarbon. This is accomplished in a similar 
manner to inputting observed hydraulic heads. A contaminant contour map is imported and 
the observed contours are traced, and then interpolated across the grid. An offsite 
contaminant source can also be modeled by defining a background contaminant loading 
concentration. 
The source is modeled by an irregular polygon which is assigned a loading 
concentration. Because only the source concentration and area are being defined, the type of 
source material at the site does not matter. Whether the contaminant is dissolving from a 
NAPL or desorbing from aquifer material is irrelevant to the model. A decaying source can 
be modeled by defining time steps and assigning different concentrations at different times 
throughout the simulation. The model can now be run to estimate the transport in the 
absence of biodegradation. To simulate biodegradation, the user must specify one of three 
different kinetic expressions to be used to simulate the aerobic and anaerobic biodegradation 
reactions. These include: first-order decay, instantaneous reaction or Monod kinetics. 
Observed concentration of terminal electron acceptors are input similar to the 
observed hydrocarbon concentrations. The difference is that the background concentration of 
terminal electron acceptors is assigned to the constant head cells around the perimeter of the 
grid to simulate diffusive and advective recharge of the electron acceptors. There are a 
number of options to describe the reactions that govern the interaction between contaminant, 
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electron acceptor, and environment. These include sorption reactions, utilization factors, ion 
exchange reactions, and decay options. These are described in Rafai et al. (1998). 
The model can now be run under a variety of conditions and calibrated to determine 
the most appropriate set of input parameters. The parameters calculated and estimated as 
described in Section 5 .2. 7 were used in the Bioplume III model for Cherokee FMGP. Site 
boring logs were used to determine aquifer thickness. The aquifer was assumed to be 
confined between the alluvial silts and loess, and the underlying till. For the sake of 
simplicity, aquifer parameters (porosity, hydraulic conductivity, fraction of organic carbon, 
bulk density, and dispersivity) were assumed to be constant across the grid. Steady 
conditions were assumed for the hydrologic model. The source area was defined based on 
observed MOP source material in site boring logs. The source concentration was assigned 
the average concentration in MW-SB, which typically shows the highest groundwater 
concentrations at the site. 
Because the retardation factors vary from approximately 2 to 200 for the target 
analytes, the compounds cannot be modeled as a lump sum. This means that assumptions 
must be made regarding electron acceptor allocation toward the degradation of each 
compound. This information is currently not available. Because of this, an attempt to 
calibrate the model to observed hydrocarbon concentrations was not made. Instead, the 
model was used to assess the expected hydrocarbon concentrations without including 
biodegradation. 
Contaminant transport without biodegradation was simulated for benzene, based on 
advective transport with retardation and dispersion. The predicted plume can be compared to 
the observed plume to demonstrate that biodegradation is necessary to explain the observed 
contamination. Figure 5.6 is a screen capture of the Bioplume ill model for benzene after 
year 1 in a simulation run without degradation for ten years, given a constant source 
concentration of 0.924 mg/L. According to the model, the benzene plume should reach the 
river approximately 12 months from the time of release. It is clear from Figure 5.6 that some 
degradation is occurring, provided the model accurately represents the site. The simulation 
used to produce Figure 5.6 did not include a simulation of the Little Sioux River because 
water and streambed levels for that river were not available. Hydraulic conductivity for the 
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floodplain silts and clays was also not available. This information is needed to simulate the 
interaction between the river and the aquifer. As a result, the plume is illustrated to have 
migrated into the river, which is not accurate. In addition, the plume is illustrated to be 
truncated abruptly at the southern end. This is an artifact of the inactive cells at the grid 
boundary. 
740., 590. 
Figure 5.6. Benzene concentrations in groundwater (mg/L), one year following release into a 
pristine aquifer in the absence of biodegradation. 
The models identified in this study have the ability to simulate transport of only one 
hydrocarbon at a time. In order to apply such a model to a site with complex mixtures of 
contaminants, contaminant properties that affect fate and transport must be averaged and the 
concentrations summed. This approach is not realistic at the Cherokee site since the 
retardation factors vary over an order of magnitude for the target analytes and over three 
orders of magnitude for all the regulated hydrocarbons. The compounds should therefore be 
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simulated separately if the allocation of electron acceptors to each species is known. This 
may require additional fieldwork or microcosm tests. 
5.10 Discussion 
Primary lines of evidence for natural attenuation were assessed and quantified both at 
individual monitoring points and along the approximate plume centerline. Statistically 
significant attenuation was observed, at MW-SB and MW-7 with both methods of evaluation 
(Sen's test and linear regression). The majority of wells throughout the plume indicate there 
is not a statistically significant trend in contaminant concentration with respect to time. The 
finding that contaminant concentrations are decreasing in two of the wells does not invalidate 
the assumption that the dissolved plume as a whole is best described as neither expanding nor 
shrinking. The observation of reducing contaminant concentrations in MW-SB is surprising 
as it is located within the source area, but out of the area of source material removal. It is 
unknown if the observed trend in contaminant loss will continue at the rates calculated in this 
analysis. The rates were calculated based on five sampling events that are separated by a 
large time gap, two of the measurements were taken in 1993/1994 and the rest between 
March and September 1998. Even though there is a striking reduction between these two 
groups of measurements, it is unknown if the trend will continue as observed. 
The observed loss of contaminant in MW-7 over time appears significant both from a 
statistical standpoint as well as by visual observation of the data. In this case the attenuation 
rates calculated may be used to estimate the concentration in that well at some time in the 
future, provided site conditions do not change in a way that affects attenuation. For example, 
there are large above ground storage tanks to the north east of the well that may contribute to 
contaminant concentrations in the well, should a release occur. The observed loss of 
contaminant in MW-7 does not invalidate the assumption that the plume is approximately 
stable as the well is either on the plume fringe or may not represent impacts from MGP/UST 
site activities. The observed contamination in MW-7 potentially derives from activities 
associated with the above ground fuel tanks. 
Overall attenuation rates calculated based on the observed loss of contaminant along 
the approximate plume centerline, ( as well as the biological attenuation rates calculated with 
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a similar method), may not be meaningful due to heterogeneous hydraulic conditions. Since 
the hydraulic gradient is non-uniform along the flow path, the calculated attenuation may not 
be representative of site-wide conditions. However, the agreement between attenuation rates 
calculated at individual monitoring points and between MW-5B and MW-6 along the flow 
path, indicates that, in areas where the hydraulic conditions are relatively similar, the 
concentration vs. distance method gives reasonable results. Given analytical data from points 
downgradient of MW-6, and sufficiently low detection limits, the concentration vs. distance 
method could be applied in segments where the hydraulic conditions are relatively constant. 
Secondary lines of evidence were evaluated using site-specific geochemical 
measurements. Although there is some variability from one sampling event to another, there 
is evidence that biological attenuation is occurring at this site as described in Section 5.9.2.1. 
The evaluation of the relative importance of TEAPs indicates that contaminant oxidation 
using nitrate and sulfate as TEAs is expected to contribute more to contaminant loss than 
other TEAPs. This evaluation should b~ used with caution because of the relatively higher 
( typically an order of magnitude higher than the others) concentration of sulfate present. 
Therefore, any detectable change in sulfate will likely be much greater than that observed for 
other TEAs, resulting in a greater expected consumption of hydrocarbon, since the utilization 
factors are similar. However, the zone where nitrate and oxygen were used as a TEA was 
located further up gradient of the zone where sulfate was used as a TEA. This implies that 
there were two separate zones where oxygen and nitrate, and sulfate, respectively, were used 
as TEAs. The extent ofBTEX and PAH degradation within each zone is unclear. 
Numerical modeling offers a better hope of describing the attenuation at this site over 
analytical methods. However, additional data must be collected to accurately model the 
degradation. Use of the Bioplume ID model may not be appropriate for modeling these sites 
as a number of operational difficulties were encountered. These difficulties are summarized 
in Appendix E. 
5.11 Conclusions 
There is evidence that natural attenuation may be occurring at this site. 
• Statistically significant trends in reducing contaminant concentrations were 
observed in two site wells for several contaminants. However, the observed 
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trend in well MW-5B may be the result of sampling variability or represents a 
short-term reduction or increase in measured concentration. The other well 
(MW-7) may represent contamination from another source. The attenuation 
rates calculated from this well may still be used as an estimate of attenuation 
capacity at the site. 
• Estimates of attenuation rates using one-dimensional methods based on the 
assumption of stable plumes were not applicable along the entire flow path in 
this study due to variations in the flow field along the plume centerline. 
Calculation of attenuation rates using only two of the wells resulted in 
comparable, although generally higher, attenuation rates compared to those 
calculated using single monitoring points. 
• A reduction in terminal electron acceptors known to be utilized during 
hydrocarbon degradation was observed in areas of hydrocarbon 
contamination. This is considered evidence that hydrocarbons are possibly 
being degraded under each TEAP ( oxygen, nitrate, sulfate, iron and 
methanogenesis). Quantification of the relative contribution of hydrocarbon 
degradation under each TEAP was not possible due to inadequate monitoring 
well locations and high detection limits. 
• Modeling at the Cherokee site could prove to be the most informative 
exercise, compared to the other methods explored in this research. The 
complex aquifer geometry violates the assumptions used for analytical models 
and methods based on the one-dimensional transport equation. Numerical 
models can simulate transport under these conditions. Additional information 
concerning which electron acceptors are being used to degrade each target 
analyte is necessary to model biodegradation. Additional information may be 
required to accurately model the hydrogeology, such as water and streambed 
levels in the Little Sioux River, aquifer thickness east of MW-8, and hydraulic 
conductivity of the loess and floodplain soils adjacent to the river. 
• Because the one-dimensional analytical methods applied in this chapter 
produced reasonable attenuation rates, further investigation of the Bioscreen 
model was conducted to determine if the violation of the underlying 
assumptions caused the model to produced results that were unreasonable. 
The results of the Bioscreen runs are presented in Appendix E. 
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CHAPTER 6 CONCLUSIONS AND DISCUSSION 
This research was directed at investigating the extent and nature of attenuation 
processes occurring at two former MGPs that have coal tar residuals commingled with 
petroleum fuel releases. Specifically, the objectives of this research were as follows: 
1. Evaluate methods for determining attenuation rates and documenting natural 
attenuation at MGP sites. 
2. Assess the occurrence of natural attenuation for BTEX, naphthalene and 
phenanthrene at two study sites using the first and second lines of evidence. 
6.1 Methods of Assessing Natural Attenuation 
6.1.1 Primary Lines of evidence 
The strategy used to assess direct evidence of natural attenuation at the two sites was 
to first determine if the plumes are expanding, shrinking or stable. This was evaluated using 
statistical tests for trend in concentration over time at individual monitoring points. Several 
approaches were evaluated in terms of suitability to the task. The methods selected as the 
most likely to yield good results were simple linear regression and Sen's nonparametric test 
for trend. The methods were compared by using both tests on a selected set of wells at both 
sites. Of the 20 cases where either test indicated a statistically significant trend, linear 
regression detected trend in 17 cases and Sen' s test indicated trend in 15. Three cases 
indicated a significant trend in Sen's test, but were insignificant by linear regression. These 
cases had p-values of 0.06, 0.08 and 0.31. A value of 0.05 or less is needed for significance 
at 95% confidence. The twelve cases for which both tests detected a significant trend 
indicated ratio of half-lives (Sen's test/ linear regression) from 0.79 to 1.09, indicating good 
agreement between the two methods. Of the two, linear regression is preferable (provided 
the underlying assumptions are reasonably well met) both from ease of use (it is standard in 
many data analysis programs) and in the fact that it outputs a p-value as a measure of 
significance. Because Sen's test gave comparable results to simple linear regression, either 
test can be used when the underlying distributional assumptions for linear regression are 
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reasonably well met. Ifthere is reason to believe they are not met, Sen's test should be 
performed. 
Caution should be exercised when interpreting the results of this analysis, and 
conclusions regarding natural attenuation should be made only when numerous, converging 
lines of evidence are provided. A decreasing trend in concentration over time at a monitoring 
point is not a necessary or sufficient condition for the conclusion that natural attenuation is 
occurring. If the release of contaminant from the source material into the dissolved phase is 
not steady over time, a decreasing concentration in a monitoring point may be observed. In 
this case, the decreasing trend would be the result of a lower source-loading rate, and the 
apparent attenuation rate may not reflect the actual capacity for natural attenuation across the 
site. 
Because the plumes were observed to be approximately stable, overall attenuation 
rates were calculated by fitting a model to the observed contaminant concentration along the 
flow path and translating the loss in concentration over distance to a rate constant with 
respect to time through conversion with the seepage velocity. This method gave results that 
were comparable to values calculated at individual monitoring points. However, this method 
can give erroneous results if any of the following apply: 
• If the monitoring well network does not adequately define the plume and 
capture the centerline. 
• If seepage velocity is non-uniform throughout the length of transport. 
• If seepage velocity has not been accurately defined. 
• If the model selected is not appropriate to describe the observed data set. 
Overall attenuation rates were calculated for each of the six target compounds at each 
of the two sites. At the Key City site, overall attenuation rates calculated at a monitoring 
point were comparable to those calculated along the flow path, but were approximately an 
order of magnitude lower than published values. At the Cherokee site, rates calculated along 
the flow path were generally an order of magnitude higher than at individual monitoring 
points. In general, the rates calculated at the two sites were comparable and were observed to 
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be approximately one order of magnitude less than published values. The reasons for this 
may have to do with inadequate monitoring, or the attenuation rates may actually be lower 
for individual compounds due to the large number of different compounds that may 
potentially be degrading simultaneously. 
Biological attenuation rates at the Key City site were obtained using both Bioscreen 
and the method of Buscheck and Alcantar. The results using .both methods were comparable 
to literature values. However, rate constants estimated using the Bioscreen model were 
approximately one-half of the rates calculated with the method of Buscheck and Alcantar. 
The results obtained from the method ofBuscheck and Alcantar at the Key City site indicate 
biological attenuation rates that are greater than the overall attenuation rates for some 
compounds. This was interpreted to be an indication that the input parameters ( dispersivity, 
retardation coefficient, overall degradation rate, and seepage velocity) are not consistent with 
each other and may need to be adjusted. The agreement between the two methods for 
estimating biological attenuation rates at the Key City site indicates that both methods can 
produce reasonable results. Biological attenuation rates for the Cherokee site were found to 
be approximately one order of magnitude lower than the overall attenuation rates. This is 
consistent with literature values. 
6.1.2 Secondary Lines of Evidence 
Indirect or secondary lines of evidence were evaluated by measuring geochemical 
indicators of natural attenuation, primarily focused on biological attenuation. These methods 
were valuable as qualitative indicators suggesting that biodegradation is occurring, but are 
limited in their ability to quantify and discriminate how, where and what is actually 
happening. Sources of this limitation include: 
• Long screened intervals relative to potential variances in site stratigraphy and 
geochemistry. Many of the wells have screen lengths on the order of 10-15 
feet. This results in a groundwater sample that represents an average 
composition from the screened interval and immediate vicinity. 
• Monitoring well placement relative to plume length and shape. The plume 
length for a particular compound depends on the relative rates of advective 
transport/dispersion and sorption/decay. Because each compound may be 
145 
attenuated to below detection limits at different distances from the source, the 
wells that adequately monitor the attenuation along the plume centerline for 
one compound may be spaced too far apart to define a more sorptive 
compound. 
• Detection limits and censored data. Detection limits that are greater than the 
concentration of the compound at the location where the sample was taken 
result in data that is of little use in calculation of attenuation rates. 
• Variability over time in measured contaminant concentration at a point. This 
makes quantification of loss of contaminant difficult and obscures observable 
correlation between changes in geochemical indicators of natural attenuation 
and contaminant concentrations. 
Despite the inability to discriminate between which electron accepting processes were 
being utilized to degrade which contaminant and where they occurred, these methods 
provided evidence that biological degradation may be occurring. 
Of the methods used to investigate if natural attenuation is occurring, isopleth maps 
provided the most convincing evidence in that, taken as a set, they represent several pieces of 
evidence that converge on the same broad conclusions and form a coherent conceptual 
model. 
Carbon balance methods were found to provide estimations of expected loss of 
hydrocarbon, based on observed changes in TEA concentration. This estimate should be 
used with caution because the observed change in TEA may be due degradation of 
hydrocarbons other than BTEX and the two P AHs used in the estimation. There is also the 
potential that the observed change in TEA concentration is due to causes other than 
hydrocarbon degradation. This estimate is also potentially affected by differences in overall 
TEA concentration as discussed in Chapters 4 and 5. Where utilization factors are similar 
between two TEAs, a small (10%) reported change in TEA concentration results in a larger 
predicted carbon loss than would be predicted if the change was 10% of an initial 
concentration an order of magnitude less. 
The apparent predominance of sulfate reduction at these sites may be a response to the 
relatively large amounts of sulfate present in the aquifers relative to other electron acceptors. 
Background concentration of dissolved oxygen was typically 6-7 mg/L. This is 
approximately half of saturation. Background concentrations of nitrate were observed to be 
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high enough to indicate anthropogenic inputs, as the natural background concentration for 
nitrate in Iowa is typically less than 2 mg/L as N (Koss et al., 1993). However, 
concentrations were observed to be 3-5 mg/Las N. Groundwater containing anthropogenic 
nitrate inputs in Iowa typically contains greater than 10 mg/L nitrate as N (Koss et al., 1993). 
The low background concentrations of both dissolved oxygen and nitrate may indicate that 
these electron acceptors are being utilized up gradient of the background well. The limited 
availability of these electron acceptors may influence the utilization of sulfide and iron 
reduction at these sites. Alternatively, there may be certain PAH compounds that are 
advantageous to microorganisms under sulfate-reducing conditions. 
6.1.3 Modeling 
Two models were selected for further investigation (beyond the preliminary 
screening) in this research. The first was Bioscreen, an analytical spreadsheet based model. 
The second was Bioplume III, a numerical model that allows more site-specific information 
and complexity to be incorporated. The two models were investigated and each was applied 
to one of the two sites. Although the results of the modeling were useful in that they could 
be compared to the results from the other methods, the scope of the work was to compare the 
two models in terms of application to MGP sites and identify strengths and limitations in 
using the model with the input data potentially available. 
There are two main limitations with using models to simulate degradation of 
hydrocarbons at MGP sites. The first is that there is a large number of compounds actually 
present and it is unknown which compounds are being degraded under each TEAP. This 
could be avoided if the contaminants can be modeled as a lump sum hydrocarbon. However, 
this is not always realistic because the average retardation factor changes along the length of 
the plume as the plume segregates due to different contaminant velocities. Also, in the case 
of the Cherokee site, the retardation factors for all contaminants can vary over several orders 
of magnitude. 
The second main limitation has to do with the data used to calibrate the model. 
Because of cultural interferences and differences in plume size among contaminants, 
monitoring well spacing was observed to be inadequate to define the six target analyte 
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plumes at each site. For example, three wells were used to model the approximate centerline 
of the plumes at the Key City Site. The first was the source well, the second was located 40 
feet down gradient and the last was located 308 feet down gradient from the source well. 
The P AH concentrations were generally above detection limits in the first two wells. While 
many P AHs were not detected in the furthest downgradient well, significant concentrations 
of several P AH compounds were measured over several sampling events at this well. This 
means that the location at which concentrations are attenuated to below the detection limit is 
unknown. Moreover, BTEX compounds were frequently detected at the furthest 
downgradient well. These results indicate that the full extent of the BTEX and several P AH 
plumes have not been defined at this site. 
The Bioscreen model was useful in determining first order attenuation rate constants 
at the Key City site. However, the non-uniform hydrogeology at the Cherokee site violated 
the assumptions for that analytical model, limiting its application at that site. Bioplume III 
was found to be more flexible, and potentially useful at the Cherokee Site, however, the data 
needs for the numerical model exceeded the available information. The model was useful in 
providing evidence that biodegradation was a necessary component of the site conceptual 
model to prevent the plume from reaching the river. Application of the model to more 
accurately describe attenuation of the contaminants was not achieved because it is unknown 
how much of each electron acceptor is utilized in the degradation of each compound. This 
limitation can be overcome by using a first order degradation kinetic model within a 
numerical simulation. Bioplume III was written with the capability to model first order 
kinetics, however, this was not completed as part of this research. 
6.2 Evidence of Natural Attenuation 
Based on the analyses conducted in this research, the hydrocarbon plumes can be 
considered approximately stable, as the bulk of the wells tested indicated no evidence for 
trend in contamination concentration over time. In other words, the plumes are neither 
shrinking nor expanding. This implies that the rate of attenuation is approximately 
equivalent to the source-loading rate. 
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Under these conditions, overall attenuation rate constants were calculated by fitting a 
first-order curve to the decline in concentration observed along the approximate plume 
centerline. Attenuation rate constants at the two study sites were found to be an order of 
magnitude lower than published values. Biological attenuation rates were found to be 
comparable to literature values at both sites. 
Secondary lines of evidence support the conceptual model that biological degradation 
of hydrocarbons is likely occurring at both sites. Isopleth maps indicate depressed levels of 
electron acceptors within and down gradient of the observed hydrocarbon contamination, 
increased levels of alkalinity, and more reducing redox conditions, compared to areas free 
from contamination. Zones ofapparently different electron accepting processes were 
observed. The spatial coincidence of observed hydrocarbon contamination with changes in 
geochemical indicators of biological activity point to biological degradation of hydrocarbons 
as a likely conclusion. Computer models also indicate that attenuation processes are 
necessary to explain the sizes of plumes that have been observed. 
The results of these analyses indicate several converging lines of evidence that 
attenuation of hydrocarbons is occurring. Defining the relative importance of the attenuative 
mechanisms, as well as identifying which compounds are subject to attenuation by individual 
processes remains difficult given the limitations of the monitoring, sampling and analysis 
procedures commonly used. 
6.3 Recommendations for Future Work 
The results of this research indicate that there is reasonable evidence to conclude that 
hydrocarbons are being attenuated, however, the relative importance of the various 
attenuation mechanisms for each compound of interest was not determined. Tracer studies to 
determine hydrodynamic dispersivity values and additional studies to further define the 
extent and nature of biological dewadation ofMGP waste constituents should be conducted. 
Determination of dispersivity can be beneficial in performing modeling. The results of this 
research seem to indicate that sulfate reduction appears to be a major contributor to 
hydrocarbon degradation at these sites. It was not determined which compounds, if any, are 
being attenuated and under what conditions. Future studies should be conducted to further 
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define the importance of sulfate reduction in degradation ofMGP wastes. Specifically, 
laboratory or field-scale studies should be conducted to evaluate which compounds are 
degraded under which terminal electron accepting processes. Moreover, further work needs 
to be carried out examining transport, fate, and attenuation of P AH compounds other than 
naphthalene and phenanthrene. 
Additionally, it is unknown what role contaminant sorption and retardation play in 
contaminant transport at old (50-100 years) sites where the sorptive capacity of the aquifer 
material may have been reached within the plume. In this research, it was assumed that 
retardation was active in the generation and continuing evolution of the contaminant plumes. 
The actual role that retardation plays as an attenuation process in older plumes with 
potentially variable source release rates is unknown. Studies utilizing a conservative tracer 
or isotope-tagged compounds may be useful in answering this question. 
While the main outcome of this research has been to identify tools that can be used to 
describe and understand natural attenuation processes, another was to identify the needs to 
properly implement those tools. The main limitation in this research has been the lack of 
three-dimensional geochemical and hydrogeological information. Moreover, the three 
dimensional configuration, and in some cases, the full extent of the contaminant plumes, 
needs to be better defined. It became apparent that it is not enough to rely on historical data 
and monitoring systems that were designed for contaminant detection, as opposed to detailed 
description of the distribution and interaction of the contaminant with the environment. 
Instead, future work should focus on characterizing the three dimensional distribution of 
source material, and dissolved contaminant, and accurate characterization of groundwater 
flow as it pertains to contaminant transport. With this information, modeling can be 
conducted with confidence and enhancements to natural processes can be investigated to 
determine the most effective long-term solution to address MGP wastes in the subsurface. 
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APPENDIX A SAMPLING PROTOCOL 
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APPENDIX A SAMPLING PROTOCOL 
A.i Sampling Protocol Overview 
There were three main reasons for designing a sampling protocol. First, there was a 
need to be certain that error introduced from sample collection activities was minimized. 
Second, a consistent sampling method between sampling events allows a more justifiable 
comparison of results. A consistent sampling protocol can help to minimize variability 
caused by sampling. Third, there was a need to be confident that the samples were 
representative of conditions in the aquifer. 
Holland (1999) designed a sample collection strategy to determine the causes of PAH 
variability at MGP sites. In that study, monitored, low-flow purging was conducted using a 
flow-through cell and a peristaltic (suction lift) pump. Because the requirements for this 
sampling protocol are similar to those in the Holland study, the Holland sampling protocol 
was adopted and modified for this study. A submersible pump was used in place of the 
peristaltic due to the depth of the wells at the study site. Suction lift pumps are generally 
limited to 30 feet of lift due to friction losses in the tubing and cavitation (Holland, 1999). 
Each well was purged with the submersible pump at a flow rate of less than one liter 
per minute such that the maximum drawdown was less than 0.3 feet from the initial water 
level or 5% of the total depth of standing water, whichever was greater. A submersible pump 
was used in lieu of the peristaltic pump because the sampling depths were beyond the range 
of a suction-lift pump. 
The purge water was monitored for temperature, pH, redox potential, and electrical 
conductivity using a five-port flow-through cell. Periodic sampling to measure turbidity with 
a portable turbidimeter was also conducted during the purge event. Readings for all 
parameters were taken approximately every five minutes. When three readings for each 
parameter were within the tolerances listed in Table A. l, the measurement parameters were 
considered stable and samples were taken for both field and laboratory analysis. 
Figure A.1 is a photograph of the flow-through cell with probes installed. Figure A.2 
is a schematic diagram of the sampling assembly, taken from Holland (1999). 
Sampling Tube 
Flow Through Cell 





Figure A.1. Photograph of sampling setup showing flow-through cell and sampling tubes. 








Condition for Stabilization 
3 consecutive measurements within 0.2 units 
3 consecutive measurements within 20 µSiem 
3 consecutive measurements within 4 NTU s and less 
than 10 NTUs 
3 consecutive measurements within 44 m V 
3 consecutive measurements within 1 °C 
3 consecutive measurements within 0.4 mg/L 
A suite of geochemical measurements was conducted at the two sites. Some analytes 
were collected as geochemical indicators of natural attenuation processes and others as a 
check for sample quality. The geochemical measurements taken are listed in Table 3.1 and 





Pwnp placed at midpoint of screen or 
midpoint between water level and 
hottom of screen 
Figure A.2. Schematic diagram of sampling setup. 
Five-gallon bucket 
for purge water 
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A.2 Field Analyses 
The sampling protocol allowed immediate measurement of temperature, oxidation-
reduction potential, pH, dissolved oxygen, turbidity, and electrical conductivity. Alkalinity, 
hardness, total iron, ferrous iron, manganese, sulfide and ammonia were measured with field 
analysis kits. Each analysis is described below. 
A.2.1 Bulle Parameters 
Bulk parameters were measured simultaneously with probes using a five-port flow-
through cell. The flow through cell is a polypropylene cell with a volume of 250 mL. The 
cell is shown in Figure A-1. Four·ofthe five ports are capable of holding probes with 
diameters between 1/8" and 5/8". The fifth port is oversized to allow a probe with a diameter 
between 3/4" and 1". Holland (1999) used the same flow-through cell and reported that the 
flow-through cell is capable of handling flow rates between 100 mL/min and 3.8 L/min. 
However, flow rates up to 7 .5 L/min have been used without equipment failure. 
Maximum flow rate is governed by the differential pressure that is generated between 
the water in the cell and the atmosphere. The cell is equipped with a blowout port that opens 
when pressure in the cell exceeds 8 psi. Therefore, higher flow rates can be safely used if 
larger diameter exit port and tubing are used. Lower flow rates were always used to ensure 
data quality and compatibility with the response times of the probes. 
A.2.1.1 Oxidation-Reduction Potential 
An Orion model 260 pH/m V /temperature meter was used with an Orion model 97-78 
platinum electrode oxidation-reduction potential probe. The probe has a platinum electrode 
and is filled with a 4.0M KCL solution saturated with Ag/ AgCl. Holland (1999) used the 
same probe and reported that its accuracy is± 30mV. 
The measured potential is relative to the probe and reference solution. Oxidation-
reduction potential is traditionally reported relative to the standard hydrogen electrode (Eh). 
The instruction manual gives equation A.1 for calculating the standard hydrogen electrode 
values from measured values at a known temperature. 
where 
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ENHE=Eo+C ( equation A.1) 
ENHE = Oxidation potential relative to the normal hydrogen electrode (EH)-
E0 = Potential developed by the platinum electrode. 
C = Potential developed by the reference electrode relative to the normal 
hydrogen electrode. C is determined by sample temperature and filling 
solution, as presented in Table A.2. 
Table A.2. Conversion values for measured potential to normal hydrogen electrode potential 
Temperature of sample (°C) Electrode potential in m V (C) 





Holland (1999) adds: 
According to ASTM D 1498 (1993), the ORP measurement is generally 
not affected by solution interference from color, turbidity, colloidal matter, or 
suspended matter. It is sensitive to temperature and pH variations. 
Additionally, ASTM method D 1498-93 states that the precision is ± 1 Om V. 
The Standard Methods for the Examination of Water and Wastewater method 
25 80 states that atmospheric contact and the time between measurement and 
sample collection needs to be minimized. Interference occurs in the operation 
of the electrode itself, the redox capacity or poise of the sample, sample 
preservation and handling, and temperature equilibrium. 
A.2.1.2 J!!! 
Sample pH was measured using an Orion model 9107 low maintenance pH triode and 
an Orion model 290A pH/temperature meter. The meter has automatic temperature 
compensation and automatic calibration using up to five standards. The relative accuracy of 
pH measurements is reported to be ±0.5% of reading. Temperature readings have a 
resolution of 0.1 °C and a relative accuracy of ±l.0°C 
Measurements for electrical conductivity, dissolved oxygen and turbidity were 
identical to those made by Holland (1999). Therefore, the following three sections are 
reproduced from that source. 
156 
A.2.1.3 Electrical Conductivity and Temperature 
An Orion model 130 conductivity/temperature meter was used, having automatic 
temperature compensation. The accuracy of conductivity is ± 0.5%, or ± 1 display digit. The 
accuracy of the temperature measurement is ± 0.1 °C, ± 1 digit. The accuracy of salinity is ± 
0.1. The probe is calibrated by using a standard solution and adjusting the cell constant 
accordingly. According to ASTM D 1125 (1995), conductivity measurements are 
temperature dependent. Additionally, the loss or gain of dissolved gases due to atmospheric 
exposure can affect conductivity measurements. For example, the conductivity of pure water 
can increase by approximately 1 µSiem with the addition of carbon dioxide. However, this is 
insignificant compared to the values measured at the sites that were sampled for this study. 
Additionally, ASTM D 1125 (1995) states that in-line measurements of conductivity are 
important where conductivity levels are less than 10 µSiem. However, the conductivity at 
the sites tested is significantly greater than this value. According to the Standard Methods 
for the Examination of Water and Wastewater, Method 2510 (1995), electrode fouling can 
interfere with measurements, as well as poor sample circulation. With automatic temperature 
compensation, the readout is corrected to 25°C. 
A.2.1.4 Dissolved Oxygen and Temperature 
An Orion model 830 dissolved oxygen/temperature meter was used, having automatic 
temperature and pressure compensation. The probe can be corrected for salinity by using the 
salinity value as given by the conductivity meter. The oxygen probe is calibrated using 
relationships between oxygen solubility, temperature, and total atmospheric pressure. 
According to ASTM D5462 (1992), interference with dissolved oxygen measurements can 
come from atmospheric air leaking into the samples and from oxygen depletion at the 
membrane surface. Thus, the oxygen probe should be placed as close to the inlet as possible 
so that the probe is submerged in continuous flow. Additionally, care must be taken to 
ensure that the probe is submerged in water so that the temperature sensor is also submerged 
and is measuring the water temperature. The accuracy for dissolved oxygen is ± 0.5% of 
measured value, or ± 1 digit. The accuracy for the temperature is ± 0.1 °C, or ± 1 digit. 
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A.2.1.5 Turbidity 
Turbidity was measured using a HACH portable turbidimeter, model 2100P. The 
method with which the measurement is made is the Ratio Nephelometric signal (90°), 
measuring the ratio of scattered light to transmitted light. This method corrects for 
interference from color and/or light absorbing materials. The accuracy of the measurement is 
± 2% of the reading plus stray light, which is less than 0.02 NTUs. According to ASTM D 
1889-94 (1994), interference can occur due to the presence of suspended and dissolved 
particles of gas, liquid or solids of organic or inorganic matter. Because turbidity is a 
measure of the scattered and absorbed light, floating or suspended particles, along with 
entrained air bubbles, can give false or unstable measurements. Interference from scratches 
on the ampule can be eliminated, or at least minimized, using a thin coat of oil having the 
same refractive index as glass. According to the Standard Methods for the Examination of 
Water and Wastewater Method 2130, nephelometers are not affected by small differences in 
design parameters. Thus, they are specified as the standard measurement instrument for low 
turbidity measurements. However, instruments of different make and model can have 
differences in measurement, but this is negligible if the measurement technique is adequate. 
Method 2130 recommends that the turbidity is taken as soon as possible following sample 
collection, the ampule is cleaned of condensation present on the outside of the vial, and that 
air or other gases in the sample is removed by applying a vacuum. 
A.2.2 Field Kit Analyses 
A.2.2.1 Alkalinity 
Alkalinity was measured in the field using HACH method 8203 (HACH, 1997). This 
method uses a HACH Digital Titrator to titrate the sample with sulfuric acid to both the 
phenothalein endpoint (pH 8.3) and the bromcresol green-methyl red endpoint (pH 4.5). The 
user delivers acid by turning the dial on the upper end of the titrator. The window below the 
dial displays a number corresponding to the amount the dial has been turned. Each unit 
change in the number is calibrated to a known quantity of liquid delivered. Alkalinity is 
calculated by multiplying the number of digits by a multiplier that corresponds to the sample 
volume and the strength of the acid. 
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Error using this method comes primarily from three sources. First, the endpoint is a 
color change determined by the user. This is probably the least important source of error as 
the color change occurs rapidly and is distinct, changing from green to pink. The endpoint 
may be masked by highly colored samples, in which case a pH meter should be used in lieu 
of the indicator. In this study this was not a concern. 
The second source of error involves the calculation and is more a matter of precision. 
Alkalinity is determined by multiplying the number of titrator standard digits by a multiplier. 
For example, if the endpoint is reached after 25 standard units have been delivered, and the 
multiplier is 5 ,. the alkalinity is 25x5 = 125 mg/L as CaC03. If the endpoint is passed by 1 or 
2 units, an error of 5 or 10 mg/L as CaC03 is introduced. This error can be minimized (if the 
approximate alkalinity is known) by selecting a sample size and acid strength that is 
appropriate to the approximate alkalinity; this will minimize the multiplier to the extent 
practical. Also, this was minimized by titrating slowly near the endpoint to avoid delivering 
acid past the endpoint. 
Third source of error is the introduction of carbon dioxide when the sample is 
exposed to the atmosphere. Alkalinity is measured in the field because it is sensitive to 
exposure to the atmosphere. As the sample is exposed to the atmosphere, it begins 
equilibrating with atmospheric carbon dioxide, forming carbonic acid, which consumes 
alkalinity. This was minimized in this study by minimizing aeration while collecting the 
field sample and titrating immediately after collection. 
A.2.2.2 Hardness 
Hardness was measured in the field using HACH Company field method 8213 
(HACH, 1997). The sample is buffered to pH 10.1 and Man Ver 2 Hardness indicator is 
added. The sample is then titrated with EDTA using a digital titrator. For a description of 
the digital titrator, see section A.2.2.1 describing the alkalinity test. The hardness is 
calculated by multiplying the number of titrator digits required to reach the endpoint by a 
multiplier. The multiplier is an integer determined by the sample size and the strength of the 
EDTAused. 
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Hardness is a measure of the free magnesium and calcium in a water sample. The 
calcium and magnesium bind with the indicator turning the sample red. The EDTA is then 
added and complexes first with any remaining free calcium and magnesium, then with the 
calcium and magnesium indicator complexes, turning it blue at the endpoint. 
This method has three main sources of error. The first two are the same as in the 
alkalinity method, due to the similarity of the two methods. The endpoint in this method is 
much less distinct than that of the alkalinity test, and tends to occur more slowly at cooler 
temperatures. Because of this, it is easy to deliver too much EDT A and over estimate the 
hardness. The second source of error results form the use of the digital titrator and is exactly 
the same as in the alkalinity method and can be minimized similarly. The third main source 
of error is interference from other ions in the sample. This interference is described in the 
HACH Water Analysis Handbook and measures to reduce the interference are included. The 
main source of interference at the study site was from iron. The result of Iron interference is 
an off-color endpoint that is still usable and accurate within the site concentrations (HACH, 
1997). 
A.2.2.3 Total Iron and Ferrous Iron 
Total iron was measured using HACH method 8008 with Accu Vac ampuls. This is a 
colorimetric method where the ampule contains a reagent (Ferro Ver Iron Reagent) that 
reacts with all forms of iron to produce soluble ferrous iron. The ferrous iron then reacts with 
an indicator (1, 10-phenanthroline) to produce an orange color proportional to the 
concentration of iron in solution. The absorbance is then measured at 510 nm using a 
spectrophotometer with a factory set calibration curve to determine the concentration. 
Ferrous iron was measured with HACH method 8146 using Accu Vac Ampuls. This 
method is identical to that for total iron, except the Ferro Ver iron Reagent is omitted, so the 
indicator reacts only with the ferrous iron originally present in the sample. 
This method has a detection range of0.0-3.0 mg/L for both methods, with an 
estimated detection limit of 0.2 mg/L reported for the total iron method. This detection limit 
is the lowest average concentration in a deionized water matrix that is different from zero 
with a 99% level of confidence (HACH, 1997). 
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The main source of error in the ferrous iron method is exposure of the sample to the 
atmosphere. If the sample is exposed to the atmosphere for more than a few minutes, the 
ferrous iron is oxidized and precipitates, resulting in an erroneously low measurement. This 
was avoided by filling the ampuls as soon as possible after the sample was exposed to the 
atmosphere. 
Turbidity and color are not significant sources of error since the spectrophotometer is 
zeroed using the sample water. Interference from other ions is minimal and is described in 
HACH (1997). 
A.2.2.4 Manganese 
Manganese is measured in the field using HACH method 8034 (HACH, 1997). This 
is a colorimetric method where the manganese in the sample is oxidized to permanganate by 
sodium periodate. Permanganate gives the sample a purple color that is proportional to the 
concentration of manganese in the sample. The absorbance is measured at 525nm with a 
spectrophotometer equipped with a calibration curve to calculate concentration. 
This method has a range of 0.0-20.0 mg/L, with an estimated detection limit of 0.6 
mg/L. This detection limit is the lowest average concentration in a deionized water matrix 
that is different from zero with a 99% level of confidence (HACH, 1997). 
The main source of error is interference from iron when present at concentrations 
greater than 5. 0 mg/L. This may have been a problem in some samples at the Key City site, 
however manganese was also measured in the lab. 
A.2.2.5 Sulfide 
Sulfide is measured in the field with HACH method 8131 (HACH, 1997). This 
method is a colorimetric determination. Hydrogen sulfide and acid-soluble metals react with 
N,N-dimethyl-p-phenylenediamine oxalate to form a blue color, which is proportional to the 
concentration of the sulfide species in the sample. The absorbance is measured at 665 nm 
and concentration is calculated with a factory set calibration curve. 
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This method has a range of Oto 0.600 mg/L, with an estimated detection limit of 0.01 
mg/L. This detection limit is the lowest average concentration in a deionized water matrix 
that is different from zero with a 99% level of confidence (HACH, 1997). 
This method has several sources of error. First, strongly reducing substances may 
inhibit color formation. This can be minimized by sample dilution. Second, samples with 
color or turbidity can interfere with the measurement of absorbance. HACH (1997) describes 
how to make a sulfide-free blank from a groundwater sample to minimize this. These 
sources of error were not a problem in most cases. 
A.2.3 Ammonia 
Ammonia nitrogen is measured in the field with HACH method 10031 (HACH, 
1997). This method is a colorimetric determination. Ammonia compounds react with 
chlorine to produce monochlorimine, which reacts with salicylate to form 5-aminosalicylate. 
This is oxidized in the presence of sodium nitroprusside catalyst to form a blue colored 
compound. This blue color is masked by yellow from the excess reagents to form a green 
color. The absorbance is measured at 655nm and concentration is calculated with a 
calibration curve. 
This method has a calibration range of Oto 50.0 (mg/L-N). Interferences are listed in 
HACH (1997). That reference lists iron, turbidity and sulfide as interferences giving 
erroneously high values. Of these, the only potential interference at the Key City site was 
iron. 
This method requires only 0.1 ml of sample. Inaccurate measurement of this small 
volume of sample can cause a large change in measured concentration. This error was 
minimized by using a 1.0 ml syringe to deliver the sample. 
A.2.4 Laboratory Analyses 
Samples were sent to a certified laboratory to be analyzed for the inorganic 
geochemical analytes listed in Table 1.3. Samples from each well were placed into three 
bottles; one preserved with nitric acid, one with sulfuric acid and one with no preservative. 
The preservation and analysis of samples for each analyte is summarized in Table A.3 below. 
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A.3 Protocol development and data quality assurance 
Data quality was verified through the use of several verification tests conducted on 
the April, June and October data sets. These tests are commonly used to verify consistency 
in the data. The tests employed included calculation of charge balance error, comparison of 
measured hardness to calculated hardness from calcium and magnesium measurements, field 
vs. laboratory measurements, examination of ionic ratios, TDS divided by the sum of cations, 
and TDS vs. electrical conductivity. Justification for each of these tests is included below, as 
well as the results of the tests on the collected data. 
A.3.1 Charge Balance Errors 
Groundwater as a whole possesses a neutral charge, therefore there should be a 
balance between cations and anions when expressed as equivalent weights. When the 
measured concentrations of ionic species are expressed as equivalent measures (meq/L) the 
charge balance error (CBE) is calculated with equation A.2: 
CBE = (L cations - l:anions) * 1 OO% (l: cations + ranions) (Eq. A.2) 
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Charge balance errors in excess of 10% indicate that a closer look at the data is 
necessary (Hounslow, 1995). Either errors were made in the measurement, or ionic 
constituents that were not measured contribute significantly to the overall balance. Charge 
balance errors are summarized in Figures A.3a through A.3c. The number of analytes 
measured was reduced for the December sampling event. Consequently, charge balance 
errors were not calculated for that event. 
Most of the wells in all sampling events indicated a positive CBE > 10%. This 
implies that, of the constituents measured, there were more cations measured ( expressed on 
an equivalent weight base) than anions. The positive result may indicate either that there is a 
major anion ,not being measured, or that there is some bias or error in the measurements. The 
CBE tends to be higher in areas outside the observed hydrocarbon contamination. 
A.3.2 Calculated vs. Measured Hardness 
Hardness is a measure of the divalent cations present in a groundwater sample. 
Calcium and magnesium dominate the measured hardness, therefore hardness can be 
calculated if these two species are measured. Hardness can also be measured by titration. 
Calculated hardness should correlate well with the measured hardness. In some cases, 
measured hardness will be consistently higher than calculated hardness since the titration 
may also measure other divalent cations. In most waters, however, experimental error should 
obscure this. 
Figure A.4 is a plot of the calculated vs. measured hardness. If the two are equal, the 
points should fall along the 1: 1 line shown. With the exception of two points, the points fall 
either near the line, or just below the line. The points below indicate that the measured 
hardness was greater than the calculated hardness. This is to be expected since the measured 
hardness is a measure of all polyvalent cations, whereas the calculated hardness is only the 
contribution from calcium and magnesium. The results of this analysis indicate that the 
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Figure A.4. · Total hardness by field titration vs. calculated total hardness from laboratory 
data ( all sampling events). 
A.3.3 Field analysis vs. Lab analysis 
2000 
If a water quality parameter is measured both in the field and in the laboratory, the 
two measurements should agree, overall. An observable difference between the two may 
indicate errors associated with different measurement methods or introduced errors due to 
handling and preservation of the sample. Figures A.5 and A.6 present a comparison between 
laboratory and field measured iron and manganese measurements. Iron measurements tend to 
fall along the 1: 1 line indicating good agreement between the two measurement methods. 
Figure A.6 indicates that the field-measured manganese tends to be less than the laboratory-
measured value. This is reasonable since the laboratory-measured sample is acidified for 
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transport, this can solubilize fine particles and potentially release manganese into solution. 
This did not occur with the iron measurements because the total iron field method contains a 
reagent that converts all iron to ferrous iron, including any particulates present. 
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Electrical conductivity (EC) is a measure of the ability of a water sample to conduct 
electricity. This property is caused by the presence of dissolved ions. Higher concentrations 
of charged species results in greater conductivity. The relationship between the concentration 
of dissolved ions and conductivity is linear, with a slope between 0.55 and 0. 75 (mg/L per 
µSiem @25°C). Where the concentration of dissolved ions is the total dissolved solids, 
either measured directly or calculated as the sum of the ionic species measured. Total 
dissolved solids was not measured directly in this analysis, so it was calculated as the sum of 
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all ionic species measured. Figure A. 7 presents the calculated IDS divided by the EC for the 
June and April sampling events. The October sampling event was omitted because several 
measurements were not made due to equipment failure. Figure A. 7 shows thai with the 
exception of one point, the value for all wells is approximately 0.5. The exceptional well is 
MW-8B, which returned a sulfate measurement of 3,700 mg/L. This measurement is likely in 











Figure A. 7. Calculated TDS divided by measured EC. 
A.3.5 EC/Sum of cations 
Electrical conductivity divided by the suni of the cations should equal approximately 
100 if cations are in meq/L and EC is in µSiem. Figure A.8 presents the results of this 
analysis for the April and June sampling events. The October event was omitted for the 
reasons discussed in Section A.3.4. The results can be seen to-tend towards the 100 value, 
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with a slight tendency to be below. This means that the sum of cations is greater than what is 
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Figure A.8. EC/sum of cations. 
A.3.6 Ionic Ratios 
Ions in solution with groundwater are derived mainly from weathering of minerals. 
Due to the relative abundance of certain minerals and the elements that comprise them, and 
the relative rates of weathering among the various minerals, certain ions are expected (and 
have been observed) to exist in known proportions. Table A.4 lists four such comparisons 
that are generally made and the attention value, which is the condition where closer scrutiny 
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is advised. Examination of Figures A.9 to A.12 indicates that the samples are within the 
acceptable values, with the exception of the calcium to magnesium ratios. There is apparently 
an overestimation of magnesium in the samples. 
Table A.4. Ionic ratios commonly observed (Hounslow, 1995). 
Ions Formula Attention Condition 
Na:K K/(Na+K) >20% 
Ca:Mg Mg/(Ca+Mg) >40% 
Ca:S04 Ca/(Ca+S04) <50% 
Na:Cl Na/(Na+cl) <50% 
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Figure A.12. Ionic ratio of sodium to chloride. Attention condition is <50%. 
A.4 Streamlining the sampling protocol 
In an effort to streamline the procedure to minimize sampling time while maintaining 
data quality, an experiment was performed during the June sampling event at the Key City 
MGP Site to determine the effect on data quality if sampling were performed at a higher flow 
rate by comparing the data collected to that at a lower flow rate. If the differences in 
measured analyte concentration between the low and high flow pumping rates are negligible, 
a high flow purge followed by a low-flow sample collection could be employed to reduce the 
time required to sample a well. This would maintain the advantages of low stress sampling 
and monitored purging, while reducing sampling time. Furthermore, data collected from a 
well at the onset of the purging event and during the purging event were compared to data 
from the stabilized well to determine the need to monitor each stabilization parameter 
throughout the purge; in other words, in order to minimize sampling time and effort while 
maintaining data quality. 
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The experiment was conducted as follows: 
1. The pump was placed in the well. Initial depth to water was measured and the 
pump was started. 
2. A sample (# 1) was immediately taken. 
3. A second sample (#2) was taken before the well stabilized. 
4. When stability was achieved according to the specifications in Table A. l, a 
third sample (#3) was taken. 
5. The flow rate was then increased ( about 9 times greater in well 2A and 25 
times greater in well 7B) and a fourth sample (#4) was immediately taken. 
6. When the stabilization parameters indicated the well was again stable, a fifth 
sample ( #5) was taken. 
7. The pump was turned back down to the initial setting and a final, sixth, 
sample (#6) was taken. 
Samples #1 and #2 were compared to the stabilized sample (#3) to determine the 
effect of a non-stabilized well on analyte concentrations. Samples #4, #5 and #6 were 
compared to the stabilized sample to determine the effect of high flow rates on analyte 
concentrations. 
The experiment was intended to be performed on 4 wells, but due to low productivity 
in MW-6A and MW-7 A, only two wells, one intermediate and one shallow (MW-7B and 
MW-2A, respectively) were used. 
Analytical data from this test is included in Table A.5. Plots of concentration for each 
analyte vs. time are included in Figures A.13a to A.13k and A.14a to A.14h. Plots were not 
generated when the measured concentration was less than the QL. 
To determine if the results are significantly different, a 95% confidence interval was 
calculated based on control limits of 80%-120% corresponding to a laboratory control spike 
(LCS) of 0.067, which gave a lower 95% multiplier of 0.88 and upper 95% multiplier of 1.15 
for all analytes. The LCS was obtained from the quality assurance manual provided by the 
laboratory. 
Analysis of the laboratory results showed different responses from the two wells. 
Both wells showed a change in concentration for many of the analytes between the initial 
sample and the stabilized sample, indicating that purging has a measurable effect on 
geochemical measurements. However, MW-7B had no noticeable difference in any of the 
Table A.5. Analytical data from purge rate test from June sampling event at Key City MGP. Results reported in (mg/L). 
"LT-#"indicates the result was less than the"#". 
Sample Time Chloride Ammonia Nitrate Nitrite Phosphate Sulfate Sulfide Calcium Iron Magnesium Manganese Potassium Sodium 
N asN Nitroien 
MW7B-1 17:30 180 5.1 LT-1.0 LT-0.10 1.7 LT-10 LT-5 49 8.6 42 1.8 9.8 140 
MW7B-2 17:45 180 5.2 LT-1.0 LT-0.10 1.7 LT-10 LT-5 37 4.4 34 1.6 8.6 120 
MW7B-3 17:55 180 5.2 LT-1.0 LT-0.10 1.7 LT-10 LT-5 40 4.7 38 1.7 9.4 130 
MW7B-4 18:27 180 5.2 · LT-1.0 LT-0.10 1.7 LT-10 LT-5 41 5.4 39 1.7 9.4 130 
MW7B-5 18:31 180 5.2 LT-1.0 LT-0.10 1.6 11 LT-5 40 4.6 38 1.7 9.5 130 
MW7B-6 18:55 180 5.1 LT-1.0 LT-0.10 1.6 LT-10 LT-5 39 4.6 37 1.6 9.3 130 
MW2A-1 15:00 18 LT-0.20 3.9 LT-0.10 0.18 120 LT-5 89 0.9 160 0.474 23 30 
MW2A-2 15:05 36 LT-0.20 3.1 LT-0.10 0.15 120 LT-5 83 0.86 150 0.736 22 36 
MW2A-3 15:15 43 0.28 2.6 LT-0.10 0.15 110 LT-5 82 1.1 150 0.864 23 42 
MW2A-4 15:40 61 0.38 2.4 LT-0.10 0.19 100 LT-5 74 1.7 120 0.994 22 50 
MW2A-5 15:50 86 1.2 1.3 LT-0.10 0.26 93 LT-5 73 2.8 120 1.6 23 60 





analytes between the stable sample ( #3) and the final sample ( #6), indicating that a change in 
flow rate has no effect on the measured concentrations of these analytes. The results from 
MW-2A indicate there was an impact from increased flow rate. 
The data from MW-2A revealed that, when the pump rate was increased, measured 
concentrations changed also. Even after the flow rate was returned to the low-flow state, the 
concentrations were not comparable ( at 95% confidence) to those from the stable sample. 
Indicating that the flow rate has a definite effect on the measured analyte concentration. 
A possible reason for the difference in behavior between the two wells may be that 
the two wells are screened in different hydrologic environments. MW-2A is a shallow well, 
screened at th~ water table, while MW-7B is a fairly deep well. It is likely that as the flow 
rate was increased in MW-2A, it began drawing water from nearer to the surface as the cone 
of depression expanded. This water would likely be geochemically different than that at the 
depth of the screen. MW-7B would not have this problem, since the screen is fully saturated 
at all times and radial flow is maintained. 
The results of this study indicate that there was an impact on geochemical 
measurements from high flow rates in one of the two wells tested. A follow-up study was not 
conducted to resolve this discrepency. Low flow purging and sampling was continued as 
before for the sake of consistency in data collection methodologies. Because the results from 
this study require clarification and validation, additional experiments of this kind should be 
conducted to further streamline the sampling protocol. 
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Figure A.13. Analyte concentration over time in monitoring well MW-2A during purging. 
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Figure A.13 (cont). Analyte concentration over time in monitoring well MW-7B during 
purging. 
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Figure B.6. Stratigraphic column of Iowa. (IDNR). 
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Figure B.7a. Alkalinity in shallow wells at the Key City FMGP site, April 1999. Contour 
interval is 50 mg/L as Ca C03. 
LJ 
Figure B.7b. Alkalinity in shallow wells at the Key City FMGP site June 1999. Contour 







Figure B.7c. Alkalinity in shallow wells at the Key City FMGP site October 1999. Contour 
interval is 50 mg/Las Ca C03. 
LJ 
.. .. 
Figure B.7d. Alkalinity in shallow wells at the Key City FMGP site December 1999. Contour 
interval is 50 mg/Las Ca C03. 
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LJ 
Figure B.7e. Dissolved Oxygen in shallow wells at the Key City FMGP site April 1999. 
Contour interval is 0.1 mg/L. 
LJ 
o.r .. 
Figure B. 7f. Dissolved Oxygen in shallow wells at the Key City FMGP site June 1999. 




Figure B.7g. Dissolved Oxygen in shallow wells at the Key City FMGP site October 1999. 
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Figure B.7h. Dissolved Oxygen in shallow wells at the Key City FMGP site December 1999. 
Contour interval is 0.05 mg/L. 
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Figure B.7i. N03+N02 in shallow wells at the Key City FMGP siteApril 1999. Contour 











Figure B.7j. N03+N02 in shallow wells at the Key City FMGP siteJune 1999. Contour 





Figure B.7k. N03+N02 in shallow wells at the Key City FMGP siteOctober 1999. Contour 















Figure B.71. N03+N02 in shallow wells at the Key City FMGP site December 1999. Contour 
interval is 0.2 mg/L. 
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US HIGHWAY 20 
Figure B. 7m. Sulfate in shallow wells at the Key City FMGP site April 1999. Contour 
interval is 20 mg/L. 
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Figure B.7n. Sulfate in shallow wells at the Key City FMGP site June 1999. Contour interval 







Figure B.7o. Sulfate in shallow wells at the Key City FMGP site October 1999. Contour 




Figure B.7p. Sulfate in shallow wells at the Key City FMGP site December 1999. Contour 
interval is 20 mg/L. · 
197 
Figure B.7q. Redox Potential in shallow wells at the Key City FMGP site April 1999. 
Contour interval is 20 mg/L. 
Not measured due to equipment failure 
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Figure B.7r. Redox Potential in shallow wells at the Key City FMGP site June 1999. 




Figure B.7s. Redox Potential in shallow wells at the Key City FMGP site October 1999. 








Figure B. 7t. Redox Potential in shallow wells at the Key City FMGP site December 1999. 




Figure B.7u. Total Iron in shallow wells at the Key City FMGP site April 1999. Contour 





Figure B.7v. Total Iron in shallow wells at the Key City FMGP site June 1999. Contour 
interval is 2.0 mg/L. 
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Figure B.7w. Total Iron in shallow wells at the Key City FMGP site Ocober 1999. Contour 






Figure B.7x. Total Iron in shallow wells at the Key City FMGP site December 1999. 
Contour interval is 2.0 mg/L . 
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Figure B.7y. Ferrous Iron in shallow wells at the Key City FMGP site April 1999. 
Contouring was not performed due to the number of samples that were over range (OR). 
Samples with concentration >3.0 mg/Lare over the calibration range of the method. The 





Figure B.7z. Ferrous Iron in shallow wells at the Key City FMGP site June 1999. Contour 








Figure B.7aa. Ferrous Iron in shallow wells at the Key City FMGP site December 1999. 
Contour interval is 1.0 mg/L. 
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Figure B.9.1D. PAR concentration vs. time for monitoring well RW-1 
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Figure B.9 .1 F. P AH concentration vs. time for monitoring well MW-8B 
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Figure B.9.1 G. P AH concentration vs. time for monitoring well MW-8A 
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Figure B.9.lH. P AH concentration vs. time for monitoring well MW-6B 
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Figure B.9.11. P AH concentration vs. time for monitoring well MW-2A 
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Figure B.9.lJ. PAH concentration vs. time in monitoring well MW-IA 
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Figure B.9.2A. BTEX concentration vs. time for monitoring well P-2 
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Figure B.9.21. BTEX concentration vs. time for monitoring well MW-8B 
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Figure B.9 .2M. BTEX concentration vs. time for monitoring well MW-6B 
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Figure B.9.2N. BTEX concentration vs. time for monitoring well MW-6A 
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Figure B.9.2P. BTEX concentration vs. time for monitoring well MW-5A 
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Table B.l. Historical Measurements ofBTEX and PAH target compounds. Measurements 
are in l:!:g/L· "<" indicates nondetect, "less than" and "under" 9.ualifiers. 
Well Date Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
benzene 
MW-IA Jul-92 3000.0 810.0 810.0 1400.0 1500.0 <120.0 
MW-IA Jun-94 6600.0 1600.0 590.0 3600.0 2900.0 <200.0 
MW-IA Sep-96 11000.0 3000.0 2500.0 3300.0 4280.0 34.6 
MW-IA Mar-97 8200.0 2600.0 280.0 2100.0 5600.0 72.5 
MW-IA May-97 5400.0 1800.0 140.0 2000.0 2410.0 43.0 
MW-IA Jun-97 6100.0 1100.0 120.0 1300.0 2090.0 <10.0 
MW-lA Sep-97 7700.0 2900.0 1500.0 2600.0 60.8 <56.0 
MW-IA Dec-97 13400.0 4620.0 2490.0 6950.0 4330.0 65.5 
MW-IA Mar-98 9300.0 2500.0 880.0 2500.0 4390.0 56.3 
MW-IA Jun-98 660.0 220.0 55.0 230.0 3440.0 35.7 
MW-IA Sep-98 18000.0 3000.0 630.0 4000.0 1120.0 9.9 
MW-IA Dec-98 7100.0 3000.0 420.0 3000.0 5110.0 51.6 
MW-IA Mar-99 8600.0 3300.0 1200.0 2900.0 3780.0 39.3 
MW-IA Jun-99 3800.0 1300.0 220.0 1500.0 3070.0 22.5 
MW-lA Sep-99 6120.0 1710.0 747.0 1850.0 2700.0 37.1 
MW-IA Dec-99 6500.0 2500.0 2000.0 3200.0 4990.0 57.1 
MW-IB Jul-92 2600.0 320.0 1500.0 1900.0 68.0 <12 
MW-IB Jun-94 <5.0 <5.0 <5.0 <5.0 <10.0 <10.0 
MW-lB Sep-96 7.6 <2.0 <2.0 2.1 <10.0 <10.0 
MW-lB Mar-97 3.4 <2.0 <2.0 <2.0 23.3 <10.0 
MW-lB May-97 9.0 2.5 <2.0 2.6 <5.6 <1.1 
MW-IB Jun-97 24.0 <3.0 <2.0 5.2 <10.0 <10.0 
MW-lB Sep-97 450.0 24.0 3.9 55.0 73.5 <10.0 
MW-lB Dec-97 66.7 5.5 3.4 12.6 <10.0 <10.0 
MW-lB Mar-98 5.4 <2.0 2.2 4.0 <10.0 <10.0 
MW-lB Jun-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-lB Sep-98 2.3 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-lB Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-lB Mar-99 4.8 28.4 41.3 26.4 40.7 <10.0 
MW-lB Jun-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-lB Sep-99 2.2 3.3 <1.0 3.3 <10.0 <10.0 
MW-lB Dec-99 24.0 14.0 12.0 16.0 <10.0 <10.0 
MW-lC Jun-94 <5.0 <5.0 <5.0 <5.0 <10.0 <10.0 
MW-IC Sep-96 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
MW-IC Mar-97 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
MW-IC May-97 <2.0 <2.0 <2.0 <3.0 <5.5 <1.1 
MW-IC Jun-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-IC Sep-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-IC Dec-97 0.5 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-IC Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
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Table B.1. Continued. 
Well Date Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
benzene 
MW-IC Jun-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-lC Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-IC Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-lC Mar-99 5.6 27.3 79.7 64.5 · 3.6.0 <10.0 
MW-IC Jun-99 <1.0 3.1 <1.0 <3.0 <10.0 <10.0 
MW-IC Sep-99 3.2 3.4 <1.0 <3.0 <10.0 <10.0 
MW-IC Dec-99 6.1 10.0 9.1 7.1 <10.0 <10.0 
MW-2A Jul-92 660.0 2700.0 2000.0 6000.0 240.0 4.0 
MW-2A Jun-94 92.0 2400.0 1000.0 3100.0 420.0 <20.0 
MW-2A Sep-96 25.0 1600.0 140.0 2400.0 141.0 10.4 
MW-2A Mar-97 5.7 1200.0 130.0 2200.0 257.0 13.4 
MW-2A May-97 8.8 1200.0· 87.0 <3.0 132.0 <10.0 
MW-2A Jun-97 14.0 560.0 49.0 760.0 105.0 <10.0 
MW-2A Sep-97 <5.0 1300.0 7.0 1700.0 113.0 11.3.0 
MW-2A Dec-97 4.1 1170.0 50.0 1800.0 202.0 18.0 
MW-2A Mar-98 <4.0 1100.0 59.0 1400.0 257.0 14.2 
MW-2A Jun-98 4.9 390.0 24.0 460.0 114.0 8.9 
MW-2A Sep-98 18.0 2100.0 100.0 3400.0 419.0 24.3 
MW-2A Dec-98 3.7 690.0 22.0 1100.0 397.0 25.7 
MW-2A Mar-99 44.9 1500 48.6 2100.0 395.0 24.7 
MW-2A Jun-99 8.3 210.0 14.0 260.0 72.3 <10.0 
MW-2A Sep-99 5.2 <1.0 15.6 601.0 112.0 8.2 
MW-2A Dec-99 8.0 660.0 22.0 700.0 <11.0 7.1 
MW-2B Jul-92 2.1 4.8 3.0 8.7.0 <10.0 <10.0 
MW-2B Jun-94 <5.0 <5.0 <5.0 <5.0 <10.0 <10.0 
MW-2B Sep-96 <2.0 <2.0 2.1 2.4 <10.0 <10.0 
MW-2B Mar-97 59.0 29.0 40.0 45.0 56.1 <10.0 
MW-2B May-97 <2.0 <2.0 <2.0 <3.0 <5.9 <1.2 
MW-2B Jun-97 <2.0 <2.0 <2.0 <3.0 17.2 <10.0 
MW-2B Sep-97 4.8 4.9 24.0 14.0 <10.0 <10.0 
MW-2B Dec-97 1.1 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-2B Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-2B Jun-98 <2.0 5.1 2.1 18.0 <10.0 <10.0 
MW-2B Sep-98 35.0 21.0 33.0 17.0 11.1 <10.0 
MW-2B Dec-98 2.2 34.0 17.0 28.0 72.4 5.5 
MW-2B Mar-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-2B Jun-99 <1.0 5.0 4.9 5.6 6.6 <10.0 
MW-2B Sep-99 <1.0 <1.0 <1.0 <3.0 <11.0 <11.0 
MW-2B Dec-99 2.2 5.1 3.5 5.2 <10.0 <10.0 
MW-3A Jul-92 810.0 620.0 18.0 130.0 360.0 8.0 
MW-3A Jun-94 <5.0 <5.0 <5.0 <5.0 <10.0 <10.0 
MW-3A Se2-96 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
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Table B.l. Continued. 
Well Date Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
benzene 
MW-3A Jun-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3A Sep-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3A Dec-97 0.5 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-3A Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3A Jun-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3A Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3A Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3A Mar-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3A Jun-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-3A Sep-99 <1.0 1.2 <1.0 <3.0 <10.0 <10.0 
MW-3A Dec-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3B Jul-92 <0.5 <0.5 <0.5 <0.5 <10.0 <10.0 
MW-3B Jun-94 <5.0 <5.0 <5.0 <5.0 <10.0 <10.0 
MW-3B Sep-96 <2.0 <2.0 2.2 2.3 <10.0 <10.0 
MW-3B Mar-97 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
MW-3B May-97 <2.0 <2.0 <2.0 <3.0 <5.2 11.0 
MW-3B Jun-97 <2.0 <2.0 <2.0 4.3 <10.0 <10.0 
MW-3B Sep-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3B Dec-97 0.96 <1.0 1.0 <3.0 <10.0 <10.0 
MW-3B Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3B Jun-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3B Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3B Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-3B Mar-99 <2.0 6.0 2.5 4.7 8.0 <10.0 
MW-3B Jun-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-3B Sep-99 <1.0 <1.0 <1.0 <3.0 <11.0 <11.0 
MW-3B Dec-99 19.8 18.5 5.9 10.6 <12.0 <12.0 
MW-4A Jul-92 480.0 510.0 26.0 140.0 <10.0 4.0 
MW-4A Jun-94 <5.0 <5.0 <5.0 <5.0 <10.0 <10.0 
MW-4A Sep-96 <2.0 <2.0 <2.0 2.0 <10.0 <10.0 
MW-4A Mar-97 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
MW-4A May-97 <2.0 <2.0 <2.0 <3.0 <5.1 <1.0 
MW-4A Jun-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4A Sep-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4A Dec-97 0.5 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-4A Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4A Jun-98 <2.0 2.0 <2.0 <3.0 <10.0 <10.0 
MW-4A Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4A Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4A Mar-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4A Jun-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-4A Se:e-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
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Table B. l. Continued. 
Well Date Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
benzene 
MW-4A Dec-99 <2.0 <2.0 <2.0 <3.0 <12.0 <12.0 
MW-4B Jul-92 <0.5 <0.5 <0.5 <0.5 <10.0 <10.0 
MW-4B Jun-94 <5.0 <5.0 <5.0 <5.0 <10.0 <10.0 
MW-4B Sep-96 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
MW-4B Mar-97 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
MW-4B May-97 <2.0 <2.0 <2.0 <3.0 <5.1 <1.0 
MW-4B Jun-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4B Sep-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4B Dec-97 0.8 <2.0 1.2.0 <3.0 <10.0 <10.0 
MW-4B Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4B Jun-98 <2.0 <2.0 <2.0 ·<3.0 <10.0 <10.0 
MW-4B Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4B Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-4B Mar-99 <2.0 3.3 <2.0 <3.0 <10.0 <10.0 
MW-4B Jun-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-4B Sep-99 <1.0 <1.0 <1.0 <3.0 <11.0 <11.0 
MW-4B Dec-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5A Jun-97 170.0 3.2 7.8 35.0 <10.0 <10.0 
MW-SA Sep-97 8.8 3.0 6.1 13.0 <14.0 <14.0 
MW-SA Dec-97 2.7 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-5A Mar-98 <4.0 <4.0 <4.0 <6.0 <10.0 <10.0 
MW-SA Jun-98 <2.0 5.3 <2.0 14.0 <10.0 <10.0 
MW-SA Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-SA Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-SA Mar-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5A Jun-99 7.6 37.0 32.0 530.0 23.2 <10.0 
MW-SA Sep-99 1.7 2.2 <1.0 <3.0 21.6 <10.0 
MW-SA Dec-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5B Jun-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5B Sep-97 2.5 2.1 4.6 7.1 <10.0 <10.0 
MW-5B Dec-97 0.5 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-5B Mar-98 17.3 4.1 4.0 4.9 <10.0 <10.0 
MW-5B Jun-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5B Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5B Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5B Mar-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-5B Jun-99 <1.0 <1.0 <1.0 4.7 <10.0 <10.0 
MW-5B Sep-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-5B Dec-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-6A Jun-97 2.5 <2.0 <2.0 3.7 <10.0 <10.0 
MW-6A Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-6A Jun-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
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Table B.1. continued. 
Well Date Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
benzene 
MW-6A Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-6A Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-6A Mar-99 <2.0 <2.0 <2.0 <2.0 <10.0 <10.0 
MW-6A Jun-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-6A Oct-99 <1.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-6A Dec-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-6B Jun-97 120.0 6.1 2.3 21.0 <10.0 <10.0 
MW-6B Sep-97 170.0 4.3 2.1 21.0 <10.0 <10.0 
MW-6B Dec-97 1400.0 17.3 3.3 39.6 69.5 <10.0 
MW-6B Mar-98 1150.0 96.6 31.6 178.0 70.6 <10.0 
MW-6B Jun-98 1500.0 250.0 33.0 300.0 429.0 <10.0 
MW-6B Sep-98 2.0 102.0 12.0 <10.0 7.3 <10.0 
MW-6B Dec-98 190.0 2.1 2.6 7.3 12.0 <10.0 
MW-6B Mar.,.99 155.0 30.3 7.3 32.3 24.4 <10.0 
MW-6B Jun-99 99.0 <1.0 <1.0 3.3 11.5 <10.0 
MW-6B Oct-99 673.0 16.3 <5.0 <15.0 <10.0 <10.0 
MW-6B Dec-99 5.1 <2.0 <2.0 <3.0 <12.0 <12.0 
MW-7A Jun-97 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-7A Sep-97 37.0 15.0 2.1 7.1 <10.0 <10.0 
MW-7A Dec-97 4.2 1.2 <1.0 <3.0 <10.0 <10.0 
MW-7A Mar-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-7A Jun-98 <4.0 <4.0 <4.0 <4.0 <10.0 <10.0 
MW-7A Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-7A Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-7A Mar-99 <2.0 <2.0 <2.0 <3.0 2.8 <10.0 
MW-7A Jun-99 2.7 <1.0 <1.0 2.3 <10.0 <10.0 
MW-7A Sep-99 2.5 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-7A Dec-99 3.6 <2.0 <2.0 <3.0 <12.0 <12.0 
MW-7B Jun-97 27.0 7.7 7.0 5.9 <10.0 <10.0 
MW-7B Sep-97 420.0 240.0 16.0 200.0 <10.0 <10.0 
MW-7B Dec-97 34.3 51.4 <1.0 46.4 <10.0 <10.0 
MW-7B Mar-98 17.0 4.0 <2.0 <3.0 <10.0 <10.0 
MW-7B Jun-98 9.9 24.0 <4.0 <6.0 <10.0 <10.0 
MW-7B Sep-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-7B Dec-98 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-7B Mar-99 4.1 4.0 4.0 6.2 <10.0 <10.0 
MW-7B Jun-99 140.0 <1.0 <1.0 <3.0 <10.0 <10.0 
MW-7B Sep-99 405.0 120.0 6.2 33.1 <10.0 <10.0 
MW-7B Dec-99 <2.0 <2.0 <2.0 <3.0 
MW-SA Mar-99 4200.0 2600.0 1200.0 3800.0 31200. <200.0 
MW-8A Jun-99 6200.0 1900.0 490.0 1700.0 3200.0 25.3 
MW-SA Sep-99 1420.0 546.0 142.0 661.0 845.0 <11.0 
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Table B.l. Continued. 
Well Date Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
benzene 
MW-8A Dec-99 4100.0 1900.0 510.0 3100.0 2010.0 34.5 
MW-8B Mar-99 11.0 21.0 11.0 15.0 6.6 18.2 
MW-8B Jun-99 52.0 150.0 <2.0 31.0 43.4 7.7 
MW-8B Sep-99 33.9 130.0 1.9 14.7 6.2 16.5 
MW-8B Dec-99 80.0 130.0 18.0 52.0 19.1 10.6 
MW-9 Sep-99 200.0 84.1 184.0 245.0 1290.0 113.0 
MW-9 Dec-99 2300.0 820.0 3100.0 3000.0 3290.0 106.0 
MW-10 Sep-99 462.0 330.0 34.6 537.0 993.0 23.2 
MW-10 Dec-99 590.0 305.0 33.2 684.0 
MW-11 Oct-99 <2.0 <2.0 <2.0 <6.0 <11.0 <11.0 
MW-11 Dec-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
MW-12 Oct-99 3.9 4.1.0 4.4 <3.0 6.94 <10.0 
MW-12 Dec-99 <2.0 <2.0 <2.0 <3.0 <10.0 <10.0 
PMW-1 Mar-99 1300.0 660.0 2400.0 4000.0 3540.0 131.0 
PMW-1 Jun-99 2000.0 1200.0 3700.0 6000.0 839.0 49.9 
PMW-1 Sep-99 1980.0 1570.0 1890.0 6400.0 1210.0 41.4 
PMW-1 Dec-99 1240.0 693.0 1760.0 3700.0 1850.0 40.4 
PMW-2 Mar-99 3800.0 530.0 6600.0 4600.0 2450.0 81.6 
PMW-2 Jun-99 1900.0 360.0 3600.0 3000.0 22800.0 32.2 
PMW-2 Aug-99 2800.0 444.0 4940.0 3240.0 
PMW-2 Sep-99 2700.0 467.0 4590.0 3360.0 2120.0 25.6 
PMW-2 Dec-99 3230.0 380.0 6060.0 3420.0 23200. 31.5 
PMW-4 Jun-99 190.0 1300.0 140.0 1400.0 408.0 54.0 
PMW-4 Aug-99 209.0 2200.0 195.0 1810.0 
PMW-4 Sep-99 257.0 2090.0 180.0 1840.0 261.0 32.4 
RW-1 Mar-97 360.0 1500.0 720.0 1100.0 3790.0 115.0 
RW-1 May-97 340.0 1300.0 640.0 1000.0 2520.0 115.0 
RW-1 Jun-97 1400.0 2100.0 2100.0 1700.0 4680.0 118.0 
RW-1 Sep-97 4900.0 2100.0 2300.0 2100.0 3270.0 151.0 
RW-1 Jun-98 120.0 200.0 260.0 180.0 367.0 69.0 
RW-1 Sep-98 1600.0 2000.0 2000.0 2200.0 4240.0 144.0 
RW-1 Dec-98 400.0 1900.0 1300.0 1500.0 6510.0 186.0 
RW-1 Mar-99 320.0 2500.0 1900.0 1800.0 5700.0 163.0 
RW-1 Jun-99 230.0 1700.0 1200.0 1400.0 1550.0 82.3 
RW-1 Oct-99 2690.0 3010.0 3370.0 1950.0 3260.0 92.4 
RW-1 Dec-99 1700.0 2600.0 2300.0 1800.0 2430.0 105.0 
SVE-1 Mar-99 1600.0 2100.0 1200.0 3100.0 1140.0 82.6 
SVE-1 Jun-99 990.0 1600.0 500.0 2100.0 2370.0 70.9 
SVE-1 Oct-99 1460.0 341.0 241.0 1010.0 1860.0 40.4 
SVE-1 Dec-99 11600.0 120.0 95.0 330.0 1460.0 36.2 
TPl May-97 28000.0 22000.0 12000.0 66000.0 7400.0 1680.0 
TPl SeE-97 5400.0 16000.0 32000.0 43000.0 142000.0 30300.0 
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Table B. l. Continued. 
Well Date Benzene Ethyl- Toluene Xylenes Naphthalene Phenanthrene 
benzene 
TPl Mar-98 2350.0 481.0 6070.0 7420.0 2130.0 395.0 
P-1 Jun-94 2500.0 3300.0 6600.0 6700.0 500.0 16.0 
P-1 Sep-96 1300.0 4400.0 11000.0 11000.0 1680.0 49.9 
P-1 Mar-97 1100.0 3300.0 5800.0 7600.0 1160.0 46.5 
P-1 May-97 1400.0 3400.0 7800.0 8600.0 431.0 9.9 
P-1 Jun-97 1300.0 4200.0 13000.0 11000.0 1020.0 31.1 
P-1 Sep-97 1300.0 2800.0 3800.0 5400.0 687.0 53.0 
P-1 Dec-97 972.0 3590.0 5650.0 9050.0 917.0 44.7 
P-1 Mar-98 1050.0 2950.0 4540.0 5960.0 803.0 32.5 
P-1 Jun-98 800.0 3300.0 6000.0 7700.0 908.0 26.1 
P-1 Sep-98 770.0 5100.0 14000.0 14000.0 1160.0 <100.0 
P-1 Dec-98 810.0 4800.0 5400.0 11000.0 1100.0 64.2 
P-1 Mar-99 630.0 2900.0 2700.0 6500.0 1170.0 128.0 
P-1 Jun-99 280.0 2000.0 1700.0 3100.0 589.0 22.9 
P-1 Sep-99 356.0 3660.0 3080.0 9240.0 870.0 80.2 
P-1 Dec-99 116.0 1600.0 691.0 2890.0 362.0 70.6 
P-2 Jun-94 <50.0 650.0 <50.0 1300.0 <20.0 17.0 
P-2 Sep-96 7.8 510.0 34.0 620.0 285.0 29.1 
P-2 Mar-97 4.5 490.0 26.0 610.0 516.0 35.1 
P-2 May-97 5.2 12.0 95.0 130.0 <52.0 <10.0 
P-2 Jun-97 <2.0 77.0 2.6 100.0 17.2 <10.0 
P-2 Sep-97 <2.0 130.0 9.6 180.0 84.7 <10.0 
P-2 Dec-97 0.5 246.0 1.4 317.0 373.0 62.8 
P-2 Mar-98 45.0 380.0 47.0 190.0 93.6 11.4 
P-2 Jun-98 <4.0 140.0 6.3 180.0 127.0 17.2 
P-2 Sep-98 <4.0 110.0 12.0 67.0 56.5 12.8 
P-2 Dec-98 4.1 130.0 7.8 130.0 172.0 50.4 
P-2 Mar-99 34.0 170.0 15.0 190.0 185.0 36.3 
P-2 Jun-99 <2.0 36.0 <2.0 44.0 84.0 6.7 
P-2 Sep-99 <5.0 65.1 13.4 57.8 65.6 9.8 
P-2 Dec-99 27.2 100.0 81.0 157.0 1430.0 37.8 
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Figure C.5. Longitudinal cross section west of plume centerline (Black & Veatch, 1994). 
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Figure C.8a. Concentration ofBTEX compounds in MW-3 over time. 
1000 
::, -0) 2. 
C 
0 










-P henanth rene 
May-90 Sep-91 Jan-93 Jun-94 Oct-95 Mar-97 Ju 1-98 
Date 
Figure C.8b. Concentration of naphthalene and phenanthrene in MW-3 over time. 
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Figure C.8c. Concentration of naphthalene and phenanthrene in MW-4 over time. 
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Figure C.8e. Concentration of naphthalene and phenanthrene in MW-5B over time. 
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Figure C.8f. Concentration of BTEX compounds in MW-6 over time. 
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Figure C.8i. Concentration of naphthalene and phenanthrene in MW-7 over time. 
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Figure C.lOe Cumulative loss of carbon due to each TEA at Cherokee MGP, March 1998 
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Table C. l. Historical measurements of the six tarset anal~es. 
Sample# Date Benzene Ethylbenzene Toluene Xylenes Naphthalene Phenanthrene 
{~G!!:l {!!~l {!!~l (!!~l ,~~l {!!w.L) 
MWl Nov-91 <1.0 <1 <1 <1 <0.19 <0.19 
MWl Jan-92 NA NA NA NA <0.19 <0.19 
MWl Nov-93 <1 <1 <1 <1 1.7 0.22 
MWl Mar-94 <l <1 <1 <1 <0.19 <0.19 
MW2 Nov-91 <1.0 <1 <1 <1 <0.19 <0.19 
MW2 Dec-92 <1 <1 <1 <1 <0.19 0.33 
MW2 Nov-93 <1 <1 <1 <1 <0.19 <0.19 
MW2 Mar-94 <1 <1 <1 <1 <0.19 <0.19 
MW3 Nov-91 59 71 34 65 583 <0.19 
MW3 Jan-92 NA NA NA NA <0.19 110 
MW3 Dec-92 34 51 4 78 190 150 
MW3 Nov-93 9 25 2.8 52 320 320 
MW3 Mar-94 11 23 2 46 200 <3.8 
MW3 Aug-95 11 28 2.6 58 120 660 
MW3 Mar-96 39 42 4.1 81 90 71 
MW3 Jun-96 62 20 5.9 84 18 20 
MW3 Sep-96 480 <10 160 24 110 84 
MW3 Dec-96 25 15 2.1 48 22 38 
MW3 Mar-98 27 50 <10 78 270 99 
MW3 Jun-98 <32 39 <2.5 60.4 220 <12 
MW3 Sep-98 14.6 46.4 <1 64.9 95 71 
MW4 Nov-93 <1 <1 <1 <1 1.2 0.27 
MW4 Mar-94 <1 <1 <1 <1 <0.19 <0.19 
MW4 Dec-94 <1 <1 <1 <1 NA NA 
MW4 Feb-95 NA NA NA NA 0.32 0.32 
MW4 Aug-95 <1 <1 <1 <1 0.89 1.3 
MW4 Mar-96 <1 <1 <1 <1 2.1 0.42 
MW4 Jun-96 <1 <l <1 <1 <0.19 <0.19 
MW4 Sep-96 <1 <1 <1 <1 <0.19 <0.19 
MW4 Dec"'.96 <1 <1 <1 <1 <0.19 <0.19 
MW4 Mar-98 <5 <5 <5 <5 <5 <10 
MW4 Jun-98 <1 <1 <1 <2.4 16 <12 
MW4 Sep-98 <0.5 <1 <1 <3 <0.10 <0.10 
MW5 Nov-93 2400 2300 5900 3300 26000 1700 
MW5 Mar-94 800 1200 2000 1900 7200 <19 
MW5 Mar-98 510 320 220 420 3800 160 
MW5 Jun-98 380 230 160 350 2700 16 
MW5 Sep-98 529 265 139 484 2800 140 
MW6 Nov-93 2.7 <1 <1 5.3 23 12 
MW6 Jun-94 52 <1 <1 6 <1.9 <1.9 
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Table C.1 Historical measurements of the six tar~et anal~es 1Continued). 
Sample# Date Benzene Ethylbenzene Toluene Xylenes Naphthalene Phenanthrene 
!~G!!:l !~G!!:l !~G!!:l !~~l !~~l !~~l 
MW6 Dec-94 18 <1 <1 2 NA NA 
MW6 Aug-95 38 2 4.2 17 <1.9 <1.9 
MW6 Mar-96 54 <2 <2 3.1 4.4 8.1 
MW6 Jun-96 4.1 1.3 <1 4.1 4.6 10 
MW6 Sep-96 1.1 <1 3.8 3.4 3.6 12 
MW6 Dec-96 3.2 <1 <1 <1 2.5 2.8 
MW6 Mar-98 <5 <5 <5 <5 <5 8 
MW6 Jun-98 1.4 <1 <1 <2 <1 <12 
MW6 Sep-98 29.9 <1 <1 <3 0.7 5.5 
MW7 Jun:-94 31 48 2 30 <0.19 <0.19 
MW7 Dec-94 29 25 <1 19 NA NA 
MW7 Feb-95 NA NA NA NA 0.75 <0.19 
MW7 Sep-95 6.1 7.5 <1 6.1 <0.19 <0.19 
MW7 Mar-96 10 13 <1 8.2 <0.19 <0.19 
MW7 Jun-96 7.1 9 <1 7.9 0.34 <0.19 
MW7 Sep-96 <1 <1 <1 <1 <0.19 <0.19 
MW7 Dec-96 <1 <1 <1 <1 <0.19 <0.19 
MW7 Mar-98 <5 <5 <5 <5 <5 <10 
MW7 Jun-98 <1 <1 <1 <2 <1 <12 
MW7 Sep-98 <0.5 <1 <1 <3 <5 NA 
MW8 Mar-98 <5 <5 <5 <5 <5 <10 
MW8 Jun-98 <1 <1 <1 <2 7 <12 
MW8 Sep-98 <0.5 <1 <1 <3 <0.10 <0.10 
MW9 Mar-98 <5 <5 <5 <5 <5 <10 
MW9 Jun-98 <1 <1 <1 <2 <1 <12 
MW9 Sep-98 <0.5 <1 <1 <3 <0.10 <0.10 
MWlO Mar-98 <5 <5 <5 <5 <5 <10 
MWlO Jun-98 <1 <1 <1 <2 <1 <12 
MWlO Sep-98 <0.5 <1 <1 <3 <0.10 <0.10 
MWll Mar-98 <5 <5 <5 <5 <5 <10 
MWll Jun-98 <1 <1 <1 <2 <1 <12 
MWll Sep-98 <0.5 <1 <1 <3 <0.10 <0.10 
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Table C.2. Measurements of terminal electron acceptors at Cherokee MGP (Black & Veatch, 
1998). 
Well Date DO Nitrate (L) Sulfate (L) Dissolved Iron Methane 
(mg/L) (mg/L) (mg/L) !~G!!:l !~~l 
MW-4 Mar-98 11.45 14 191 22.1 NA 
MW-SB Mar-98 10.98 5.19 240 63.2 NA 
MW-6 Mar-98 14.33 0.02 240 66.2 21 
MW-9 Mar-98 11.23 0.025 89.25 6700 NA 
MW-10 Mar-98 10.24 <0.02 406 142 NA 
MW-11 Mar-98 10.54 0.024 216 42.6 'NA 
MW-4 Jun-98 11.98 16.2 150 <40 <8.6 
MW-SB Jun-98 14 4.28 181 <40 <8.6 
MW-6 Jun-98 10.63 <1 168 42.6 52 
MW-9 Jun-98 11.77 <1 65 <40 <8.6 
MW-10 Jun-98 10.89 <1 297 <40 34 
MW-11 Jun-98 12.8 <1 159 <40 36 
MW-4 Sep-98 6.67 12 160 <100 <60 
MW-SB Sep-98 1.32 5.3 190 1,400 <60 
MW-6 Sep-98 1.82 <0.1 170 1,500 240 
MW-9 Sep-98 0.95 4.7 140 1,000 <60 
MW-10 Sep-98 0.71 0.23 370 5,200 140 
MW-11 Sep-98 0.5 <0.1 190 1,000 120 
MW-4 Jun-99 7 15.1 147 <40 <8.6 
MW-SB Jun-99 0.37 7.43 175 <40 <8.6 
MW-6 Jun-99 4 <1 157 68.2 18 
MW-9 Jun-99 4 5.03 83.75 136.45 <8.6 
MW-10 Jun-99 3 <1 298 <40 38 
MW-11 Jun-99 4 <1 148 41.1 47 
MW-4 Nov-99 6.68 12.8 120 <40 ND* 
MW-SB Nov-99 0.11 3.26 145 <40 ND* 
MW-6 Nov-99 2.34 <LO 134 <40 ND* 
MW-9 Nov-99 0.38 <1.0 81.6 <40 ND* 
MW-10 Nov-99 0.25 <1.0 146 <40 20 
MW-11 Nov-99 0.5 <1.0 148 <40 27 
• No MDL or QL given 
Table C.3. Water 9.uali~ Earameters at Cherokee MGP, March 1998 to November 1999 {Black & Veatch, 1998). 
Well Date T pH Conductivity Turbidity ORP TDS Alkalinity Hardness TOC SPC 
{OC} {l:!S/cm} (NTUs) (mV) (mg/L) (mg/L) (mg/L) (mg/L) (CFU/mL) 
MW-10 Mar-98 9.9 6.55 2300 31 179 1,570 609 1,050 3.51 270 
MW-11 Mar-98 9.3 7.13 1150 >1000 106 910 498 1,060 2.16 700 
MW-3 Mar-98 10.8 6.82 1210 153 87 790 502 586 2.87 86/95 
MW-4 Mar-98 12.4 6.8 1510 139 150 1,020 315 683 <1 150 
MW-5B Mar-98 11.1 6.71 1290 1.53 119 853 456 632 2.8 380 
MW-6 Mar-98 12.5 6.58 1150 418 148 799 484 610 2.68 6,900 
MW-7 ·Mar-98 13.1 6.71 1610 1.61 39 1,056 592 717 3.51 150 
MW-8 Mar-98 13.4 6.83 1560 136 114 1086 588 644 8.4 32 
MW-9 Mar-98 9.9 6.58 3280 142 472 2225 497.5 1700 9.055 3,300/1,000 
MW-10 Jun-98 13 7.08 2340 6 62 1,670 668 912 7.3 60 
MW-11 Jun-98 12.4 7.01 1520 77.8 118 1,110 539 780 NA 29 
MW-3 Jun-98 12.4 7 .26 1220 55 58 682 561 540 5.3 40 
MW-4 Jun-98 13 7.15 1400 50-70 105 945 386 568 <l 800 
MW-5B Jun-98 13.9 7.19 1300 273 122 946 505 632 <l 100 N .....,J 
MW-6 Jun-98 15 7.11 1180 11 111 812 519 584 4.4 835 Vi 
MW-7 Jun-98 10.2 7.16 1650 4 61 1100 640 662 7.4 240/145 
MW-8 Jun-98 12.9 7.16 1720 33 45 1,180 626 600 14 120 
MW-9 Jun-98 12.2 6. 71 3840 325 142 3,790 533 1,880 19 935 
MW-10 Sep-98 17 .5 6.97 2040 15.6 102 NA 660 NA NA 1,435 
MW-11 Sep-98 16.9 6.81 1428 7.88 266 NA 540 NA NA 675 
MW-3 Sep-98 16.6 7.1 1180 20.6 59 NA 550 NA NA 700 
MW-4 Sep-98 14.5 7.03 1321 45.9 270 NA 380 NA NA 140 
MW-5B Sep-98 14.8 7.01 1524 6.39 -37 NA 480 NA NA 8 
MW-6 Sep-98 15.1 7.07 1157 1.74 94 NA 460 NA NA 1,020 
MW-7 Sep-98 13.8 7.03 1456 6.05 73 NA 650 NA NA 40/ <100 
MW-8 Sep-98 12 7.13 1735 2.85 -37 NA 600 NA NA 32 
MW-9 Se£-98 14.2 6.66 2740 3.24 283 NA 440 NA 8.7 1,280 
---~------
Table C.3. Water 9.uali~ Earameters at Cherokee MGP, March 1998 to November 1999 (Continued}. 
Well Date T pH Conductivity Turbidity ORP TDS Alkalinity Hardness TOC SPC 
!OCl !f:!Slcm} (NTUs) (mV) (mg/L) (mg/L) (mg/L) (mg/L) (CFU/mL) 
MW-10 Jun-99 12.8 6.9 1763 NA -54 NA 636 NA NA 3,600 
MW-11 Jun-99 12. 7 6. 78 1106 NA -17 NA 511 NA NA 1,300 
MW-3 Jun-99 12.4 7.12 803 20 83 NA 447 NA NA 660 
MW-4 Jun-99 12.5 7.03 1036 NA 37 NA 381 NA NA 16,000 
MW-5B Jun-99 12.7 7 968 25 119 NA 447 NA NA 5,050 
MW-6 Jun-99 13.5 6.97 945 26 8 NA 454 NA NA 1,000 
MW-7 Jun-99 12.7 6.95 1230 NA -69 NA 621 NA NA 190 
MW-8 Jun-99 12 6.98 1309 NA -48 NA 611 NA NA 9,100 
MW-9 Jun-99 12.4 6.59 2280 NA 24 NA 440 NA NA 290/10,900 
MW-10 Nov-99 12.6 6.94 490 29 -84 NA 663 NA NA 96 
MW-11 Nov-99 11.4 6.87 341 NA -1 NA 546 NA NA 530 
MW-3 Nov-99 16.5 7.13 183 11 -107 NA 372 NA NA 20 
MW-4 Nov-99 12.7 6.99 1455 45.4 232 NA 407 NA NA 28 
MW-5B Nov-99 14.2 6.96 314 80.4 -48 NA 480 NA NA 150 N .....;J 
MW-6 Nov-99 14.6 6.98 256 9.69 -58 NA 505 NA NA 180 O'\ 
MW-7 Nov-99 13.1 6.97 1601 60.4 -53 NA 693.5 NA NA 108/90 
MW-8 Nov-99 11.1 7.14 350 31.9 -88 NA 639 NA NA 760 
MW-9 Nov-99 14.3 6.65 608 3.2 59 1680 483 NA NA 78 
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APPENDIX D BIOSCREEN SENSITIVITY ANALYSIS 
A sensitivity analysis was performed on the Bioscreen model to determine the effects 
of changing input parameters on long term, steady state plume centerline concentration. The 
sensitivity analysis was performed twice, once for both the first order and instantaneous 
reaction degradation kinetic models. A set of standard inputs was selected based on typical 
literature values and consideration of values observed at the study sites. These values were 
then independently varied over suitable ranges based on potential maxima and minima as 
described in the literature and as observed at the study sites. The resulting effect on plume 
average centerline concentration at the top of the saturated zone was displayed on a plot. 
Inputs are summarized in Table D.1 and rational for selection of inputs and evaluation ranges 
is discussed below. 
D.1 Hydrogeology 
The inputs under the hydrogeology heading are included to calculate seepage 
velocity, or the seepage velocity can be entered directly. For this analysis, seepage velocity 
was entered directly and varied over a range of possible values. The standard value of 50 
ft/yr was selected based on the published range of values given in Newell et al., (1996) and 
the observed values at the study sites. 
D.2 Dispersion 
Initial values for dispersivity were selected based on the range given in Newell, et al., 
(1996) and the proportion of horizontal dispersivity being 0.1 times that oflongitudinal 
dispersivity. This proportion was maintained when longitudinal dispersivity was altered, 
however longitudinal dispersivity was held constant at 50 ft while horizontal dispersivity was 
altered. Vertical dispersivity was assumed to be zero as a standard value and was varied 
through the published range given in Newell et al., (1996). 
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D.3 Adsorption 
The inputs under this section are intended to calculate a retardation factor, or the 
retardation factor can be input directly. For this study, the retardation factor was input 
directly and varied over a typical range of values. Although retardation factors can range up 
to the tens of thousands, the range evaluated in this study was limited to R= 1 to 10. 
D.4 Biodegradation 
Two kinetic models are offered in the Bioscreen model; first order and instantaneous 
reactions. Because the instantaneous reaction model uses a superposition algorithm, the 
effect of all parameters is different under the two models. Because of this, sensitivity 
analyses were performed separately on each model. 
The first order degradation rate constant was varied over the range given in Newell et 
al., (1996) and the standard value was selected based on this range and preliminary estimates 
for the two sites derived in this research. 
Instantaneous reaction kinetics were evaluated based on published ranges of electron 
acceptors given in Newell et al., (1996) and observed values at the study sites. The effect of 
the value ofTEAs on plume concentration is affected by the utilization factor. For this study, 
the utilization factors were not altered from the default BTEX utilization factors. However, to 
assess the effect of these parameters, the biodegradation capacity was varied from O (no 
degradation) to 200 mg/L (an assumed high value based on maximum TEA concentrations 
and allowance for increased utilization factors). 
D.5 General 
This section of inputs delineates the scale of the model in both time and space. For 
this analysis, steady state was assumed. To simulate steady state conditions, a simulation 
time of 1000 years was selected with an infinite source. The modeled area was selected based 
on experience with the average size of MGP plumes. These values were not varied, as they 
are not included directly in the calculations, with the exception of the time variable. 
However, this variable will have no effect after steady state is reached due to the assumed 
infinite source. 
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Table D. l. InEut summ~ for sensitivi~ analysis on Bioscreen. 
SectionN ariable S1mbol Standard Range Units Range 
1. HYDROGEOLOGY Minimum Maximum 
Seepage Velocity Vs 50 0.5 (ft/yr) 200 
2. DISPERSION 
Longitudinal Dispersivity alpha X 50 0.1 (ft) 100 
Transverse Dispersivity alphay 5 0.01 (ft) 10 
Vertical Dispersivity alphaz 0 0 (ft) 0.1 
3. ADSORPTION 
Retardation Factor R 2 1 (-) 50000 
4. BIODEGRADATION 
1st Order Decay Coefficient lambda 2 0.1 (yr-I) 36 
or 
or Instantaneous Reaction Model 
Delta Oxygen DO 5 0 (mg/L) 12 
Delta Nitrate N03 5 0 (mg/L) 70 
Observed Ferrous Iron Fe2+ 10 0 (mg/L) 600 
Delta Sulfate S04 50 0 (mg/L) 150 
Observed Methane CH4 15 0 (mg/L) 50 
Biodegradation Capacity biodegcap 32.9 0 200 
5. GENERAL These were not varied 
Modeled Area Length 500 ft 
Modeled Area Width 300 ft 
Simulation Time 1000 yrs 
6. SOURCE DATA 
Source Thickness in Sat. Zone 15 1 (ft) 50 
Source Zones: 
Width (ft) Cone. 
(mg/L) 
25 1.1 1/9 center 
25 3.3 1/3 center 
50 10.0 10 I mg/I 200 
25 3.3 
25 1.1 
Total width = 150 ft IO ft 100 
Soluble Mass In Source NAPL, Infinite (kg) 
Soil 
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D.6 Source Data 
Source inputs consist of source dimensions and mass. For this analysis, steady state 
was simulated by assuming an infinite source mass. The sensitivity of output to source 
thickness was observed to have no effect on plume output. The effect of source width was 
evaluated by assuming a constant concentration ( 10 mg/L) across the width of the source area 
and running the model with total width ranging from 10 ft to 100 ft. The standard for this 
evaluation was for a constant source concentration of 10 mg/L and a width of 50 ft. Source 
concentration was varied from 1 to 200 mg/L, corresponding to maximum observed 
concentrations at the study sites for the six target analytes and the aqueous solubility of 
contaminants. There is potential that higher concentrations may be entered into the model if 
contaminants are modeled as a lump sum. 
Figures D.l-D.21 are the charts representing the results of these analyses. The 
following is a brief summary of the results of this analysis for both the first order model and 
the instantaneous reaction model. The results of this study played a role in determining 
calibration variables for the modeling in Chapter 4. 
D. 7 Conclusions - First-order Degradation Kinetics 
The variables showing the greatest impact on overall plume output in this study was 
the degradation rate constant, seepage velocity and retardation. The variables which had the 
least impact were the dispersivity terms, source thickness and source width. Source 
concentration was observed to have a large impact on plume output, however the impact was 
linear with distance. This means that varying the source concentration only scales the size of 
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Figure D.8. First Order Kinetics -Centerline profile sensitivity to source concentration. 
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D.8 Conclusions - Instantaneous Reaction Kinetics 
Sensitivity of the instantaneous reaction model deferred from the first order model. 
The variables observed to have the greatest impact on plume output were biodegradation 
capacity, horizontal dispersivity, longitudinal dispersivity, and source concentration. Seepage 
velocity, retardation, vertical dispersivity, and individually varying the concentration of 
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APPENDIX E ADDITIONAL WORK 
E.1 Additional· Bioscreen Modeling 
Recall from Chapter 2 that an underlying assumption of the Bioscreen model is the 
following: 
• The aquifer and flow-field are isotropic and homogeneous with respect to input 
parameters (hydraulic conductivity, fraction of organic carbon, saturated 
thickness, effective porosity, and bulk density) and with respect to flow 
conditions ( constant hydraulic gradient and flow direction). 
This assumption is apparently violated at the Cherokee site, based on the following 
observations: 
• The thickness of the most transmissive portion of the alluvial aquifer is not 
constant. This is noted in boring logs and illustrated on cross sections presented 
in Appendix C. 
• Flow conditions are not constant along the flow path. Hydraulic gradient is 
observed to increase several orders of magnitude between MW-6 and MW-9, and 
then decrease between MW-9 and MW-10 to below the gradient observed north 
ofMW-5B. Further down gradient, between MW-10 and MW-11, the gradient 
has been observed to reverse, possibly as a result of an influence from the Little 
Sioux River. 
The Bioscreen model cannot account for variable seepage velocity, or shifting flow 
direction, so modeling of the Cherokee site was not conducted in this research. However, 
because the one dimensional models used for calculating first order attenuation rate constants 
were found to produce reasonable results, the Bioscreen model was run using the first order 
rate constants and modeling parameters calculated in Chapter 5. These input parameters are 
summarized in Table E.1. The parameters are those calculated in Chapter 5, with the 
exception of longitudinal dispersivity ( ax), which was calculated with equation E.1, the 
default dispersion equation programmed into the Bioscreen model. Plume length was 
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estimated as 300 feet. Transverse dispersivity was estimated at 0.1 times longitudinal 
dispersivity. Vertical dispersivity was taken as 0.1 times the transverse dispersivity. 
Eq.E.1 
The results of the modeling run illustrate that the calculated parameters tended to 
under predict the concentration down gradient of MW-SB, compared to observed 
concentrations in MW-6 and MW-9. This does not mean the results are inaccurate, as the 
average concentrations presented for MW-9 are largely based on censored data, and so 
represent averages of the detection limit, rather than actual contaminant concentration in the 
aquifer. Average concentration for MW-6 was also calculated with some censored data, and 
so the actual, average concentrations are likely less than the calculated values. As such, the 
result that the modeled concentration is less than the averaged observed concentration in 
MW-6 and MW-9 is accurate insofar as the real concentration is less than the averaged 
measured concentration. Because the concentration at the location of MW-9 is less than the 
detection limit, the real concentration is unknown. Further calibration of the model is 
unlikely to yield any more information about the site, as it is in the region between MW-6 
and MW-9 that the underlying assumptions are violated. If meaningful data on the 
contaminant concentrations either at MW-9 or between MW-9 and MW-6 were available, the 
plume could be analyzed in at least two segments (i.e., MW-SB to MW-6, then MW-6 to 
MW-9) and the attenuation rates in each segment could be estimated by calibrating the model 
to observed data. This data can be obtained by either installing a monitoring well between 
MW-6 and MW-9, or by analyzing samples from MW-9 using a method with a detection 
limit lower than 1 µg/L. 
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Table E. 1 Input summary for Bioscreen Modeling. 
SectionN ariable Symbol Standard Units 
1. HYDROGEOLOGY 
Seepage Velocity Vs 98 ft/yr 
2. DISPERSION 
Longitudinal Dispersivity alpha x 13.8 ft 
Transverse Dispersivity alphay 1.4 ft 
Vertical Dispersivity alpha z 0.14 ft 
3. ADSORPTION 







1st Order Decay Coefficient A.benzene 2.7594 per yr 
Aethylbenzene 4.4895 per yr 
A.toluene 4.7815 per yr 
Axytenes 3.9785 per yr 
A.naphthalene 5.329 per yr 
Aphenanthrene 2.847 per yr 
5. GENERAL 
Modeled Area Length 600 ft 
Modeled Area Width 500 ft 
Simulation Time 1000 yrs 
6. SOURCE DATA 
Source Thickness in Sat.Zone 10 ft 
Source Zones: 
Width (ft) Cone. mg/L 
10 CJ9 
25 Cc/3 Source 
50 Co Concentrations 
25 CJ3 - See Table E.2 
10 CJ9 
Total width = 120 ft ft 
Soluble Mass In Source NAPL, Soil Infinite Kg 
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Table E. 2 Observed average contaminant concentrations used for the Bioscreen modeling. 
Compound MW-5B (Source) MW-6 MW-9 
Distance (ft) 0 100 280 
Benzene (mg/L) 0.9238 0.0191 0.0022 
Ethylbenzene (mg/L) 0.863 0.0016 0.0023 
Toluene (mg/L) 1.6838 0.0021 0.0023 
Xylenes (mg/L) 1.2908 0.005 0.0033 
Naphthalene (mg/L) 8.5 0.0049 0.002 
Phenanthrene (mg/L) 0.407 0.0074 0.0074 
The results of the model runs indicate that the parameters calculated in Chapter 5 
yield reasonable results for the Cherokee site. The results are presented in Table E.3. 
E.2 Bioscreen and Bioplume III - The user's perspective 
A main objective ofthis research was to compare the use of analytical and numerical 
models for describing attenuation of MGP contaminants. This was done using Bioscreen and 
Bioplume III. In the course of working with these models, it became apparent that, aside 
from a description of the models' merits as an analytical or numeric model, an account of the 
user's experience while implementing the modeling may be beneficial. 
The Bioscreen model is a very simple analytical spreadsheet model. As such, it was 
very easy to use. Because it is programmed in a spreadsheet, the mechanics of the model are 
easily identified. This is useful if modifications to the model are desired. In addition, being 
an analytical model, individual runs are fast, allowing the user to experiment with different 
input parameters without having to spend time waiting while the program executes. All 
things considered, this model was easy to use and very versatile. 
The Bioplume ID model was developed with a graphical interface to facilitate data 
input and manipulation. Building a model in this environment is fast and easy. The overall 
setup is well organized, and graphical, object oriented, methods of input are easy to use. A 
large amount of data can be input in a relatively short time. The data can then be modified as 
necessary with little effort. The input data summaries are fast and easy to generate and 
provide informative figures on such things as aquifer thickness, hydraulic head, and sub 
Table E. 3 Results of Bioscreen runs. Modeled concentrations are presented for various distances from the source well (MW-SB) 
for no decay and first order decay. Average measured concentrations from the site are presented for comparison. 
Concentrations are presented in units of mg/L. 
MW-5B No WellMW-6 No Well No Well MW-9 No Well No Well No Well No Well No Well 
Distance 0 60 120 180 240 300 360 420 480 540 600 
Benzene 
No Decay 0.863 0.753 0.582 0.469 0.393 0.338 0.297 0.265 0.239 0.217 0.200 
First Order 0.863 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Site Data 0.924 0.019 0.002 
Eth~lbenzene 
No Decay 0.863 0.753 0.582 0.469 0.393 0.338 0.297 0.265 0.239 0.217 0.200 
First Order 0.863 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Site Data 0.863 0.002 0.002 
Toluene 
No Decay 1.684 1.470 1.135 0.915 0.767 0.660 0.579 0.516 0.466 0.424 0.390 
First Order 1.684 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 N 
Site Data 1.684 0.002 0.002 1,0 0\ 
Xrlenes 
No Decay 1.291 1.127 0.870 0.702 0.588 0.506 0.444 0.396 0.357 0.325 0.299 
First Order 1.291 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Site Data 1.291 0.005 0.003 
NaEhthalene 
No Decay 8.500 7.419 5.728 4.620 3.870 3.331 2.924 2.606 2.351 2.142 1.967 
First Order 8.500 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Site Data 8.500 0.005 0.002 
Phenanthrene 
No Decay 0.407 0.355 0.274 0.220 0.181 0.148 0.115 0.081 0.050 0.025 0.011 
First Order 0.407 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Site Data 0.407 0.007 0.007 
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surface contact topography. Building the model is a fairly simple matter; difficulties were 
encountered while running the model and viewing results. 
After building the model, a steady state simulation was run without contaminant data. 
Few problems were encountered during this exercise. Problems arose when attempting to 
model contaminant transport. Although a learning curve is expected, and problems are 
always encountered, the principal limitation was identifying the reason the model didn't run 
as expected. When a run was completed successfully (the run ended and a plume was 
generated), small changes in the input would result in the model not running successfully, or 
generating many more particle moves than before. While the difficulties encountered may 
partially be the result of inexperience with numerical modeling, the main difficulty was 
identifying why the model would crash or generate particles. 
The Bioplume ID model was easy to use and manipulate in terms of data entry. 
However, the inexperienced user may have difficulties running the model and, in particular, 
debugging errors. The versatility the model supports may make it a useful tool at MGP sites 
if the operational quirks can be reconciled. 
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