This paper is dedicated to the memory of Claude Itzykson.
Introduction
Recently, there has been increased interest in applications of operads outside homotopy theory, much of it due to the relation between operads and moduli spaces of algebraic curves.
The formalism of operads is closely related to the combinatorics of trees 11], 13]. However, in dealing with moduli spaces of curves, one encounters general graphs, the case of trees corresponding to curves of genus 0.
This suggests considering a \higher genus" analogue of the theory of operads, in which graphs replace trees. We call the resulting objects modular operads: their systematic study is the purpose of this paper.
The cobar functor B 13] is an involution on the category of di erential graded (dg) operads. We will construct an analogous functor F on the category of dg-modular operads, the Feynman transform. This functor generalizes Kontsevich's graph complexes 24] .
The behaviour of F is more mysterious than that of the cobar construction. The calculation of the Euler characteristic of F is a natural generalization of this, in which the coe cients a g;n are replaced by representations V((g; n)) of the symmetric groups S n , sums and products are replaced by the operations and , and the weight j Aut(G)j ?1 is replaced by taking the coinvariants with respect to a natural action of Aut(G). Up to isomorphism, a sequence V = fV((g; n)) j 2(g ? 1) + n > 0g of S n -modules is determined by its Frobenius characteristic, which is a symmetric function f( Let jM ; j be the coarse moduli space of smooth algebraic curves of genus with labelled marked points, and jM ; j=S that of smooth algebraic curves of genus with unlabelled marked points. Let e(jM ; j) and e(jM ; j=S ) be their Euler characteristics; clearly, these coincide for = 1. Harer and Zagier were able to calculate e(jM ;1 j); however, for higher values of , little is known about Euler characteristics e(jM ; j) and e(jM ; j=S ). By applying our formulas to the modular operad Ass corresponding to associative algebras, we obtain in Section 9 a closed formula for the sum where is a xed integer, representing the Euler characteristic of the punctured Riemann surfaces contributing to the sum.
The use of symmetric functions in enumeration of graphs goes back to P olya 32]. Our approach is slightly di erent: while he associates symmetric functions to permutations of vertices of the graph, we associate them to permutations of ags of the graph (pairs consisting of a vertex and an incident edge). The idea of attaching arbitrary representations of symmetric groups to vertices of a tree appears (under the name \lumps") in ; they obtain formulas resembling our formula for the characteristic of BA (in P olya's setting). The introduction of the Legendre transform in this problem leads to a new perspective on this class of problems by bringing out a hidden involutive symmetry, which is very natural from the point of view of operads.
Our analogue of Wick's theorem may be viewed as a synthesis of the methods of graphical enumeration of quantum eld theory with P olya's ideas. Our formula for the character of FA has another link to quantum eld theory, since the space of symmetric functions is the Hilbert space for the basic representation of GL res (1) (Kac-Raina 21]); in this direction, we present a formal representation of the characteristic of the free modular operad M V as a functional integral (8.18) .
We now describe the contents of this paper. In Section 1, we recall the de nition of cyclic operads from 12]; roughly speaking, these are operads in which the inputs and output may be permuted. In Section 2, we de ne modular operads as algebras over a certain triple, constructed by summing over graphs. Modular operads are actually a special sort of cyclic operad, in which there is an additional operation (which we call contraction) which reduces the number of inputs by two. In Section 3, we explain the axioms which must be imposed on such a contraction in order that it determines a modular operad structure; this may be viewed as a coherence theorem for modular operads.
In Section 4, we introduce a generalization of modular operads, in which certain signs are introduced into the structure maps, which we call cocycles. A cocycle is a certain functor from graphs to the Picard category of invertible graded vector spaces. The most important cocycle for us will be the determinant of the rst cohomology of the graph, which is obviously trivial when restricted to trees; this explains why this twist is not needed in the theory of operads. In Section 5, we construct the Feynman transform F, which maps from the category of dg-modular operads to the category of dg-modular operads for this cocycle.
Another example of a Feynman transform is given in Section 6: roughly speaking, the complexes of currents on the moduli spaces of stable curves M g;n form a modular operad, and the Feynman transform of this modular operad may be identi ed with the di erential
forms on the open strata M g;n ; these form a twisted modular operad, in the sense of Section 4, by a construction involving residues taken around divisors at in nity.
In Sections 7 and 8, we de ne analogues of the Legendre and Fourier transforms for symmetric functions. In this way, we obtain formulas for the characteristics of BA and FA, where A is a cyclic, respectively modular, operad.
One of the pioneers of the use of Wick's theorem as a tool in topology was Claude Itzykson, and he was an in uence on us and many of our colleagues, in innumerable ways. We humbly o er this article in his memory.
Cyclic operads
In this section, we recall the de nition of a cyclic operad | this will be useful later, since one way of looking at modular operads is as a special kind of cyclic operad.
Our presentation of the theory of cyclic operads is a little di erent from our previous account 12]; we need a non-unital version of the theory, due to Markl 27] . One advantage of this formulation is that the basic operations in an operad are bilinear. In any case, if one simply took the original de nition of an operad (May 28] ), and omitted the axioms involving the unit, one would not obtain the same notion.
(1.1) S-modules. Throughout this paper, we work over a xed eld k of characteristic 0.
A chain complex (dg-vector space) is a graded vector space V together with a di erential : V i ! V i?1 , such that 2 = 0. A map of chain complexes is called a weak equivalence if it induces isomorphisms in homology. We denote by V ] the graded vector space underlying V , with vanishing di erential.
The suspension V of a chain complex V has components ( V ) n = V n?1 , and di erential equal to minus that of V . By n V , n 2 Z, we denote the n-fold iterated suspension of V . If V is a chain complex and G is a nite group, we denote by V G the chain complex of G-coinvariants of V :
By V , we denote the linear dual of V , with V i = (V ?i ) and with di erential : V i ! V i?1 the adjoint of : V ?i+1 ! V ?i . All chain complexes which we consider in this article have nite dimensional homology.
Denote by S n the group Autf1; : : :; ng and by S n+ the group Autf0; 1; : : :; ng. (This was denoted by S n+1 in 12]; we have changed the notation in order to distinguish between the (isomorphic) groups S n+ = Autf0; : : :; ng and S n+1 = Autf1; : : :; n + 1g.) An S-module is a sequence of chain complexes V = fV(n) j n 0g, together with an action of S n on V(n) for each n.
A map of S-modules is called a weak equivalence if it is a weak equivalence for each n.
(1.2) Operads. An operad is an S-module P together with bilinear operations i : P(m) P(n) ?! P(m + n ? 1); 1 i m;
satisfying the following axioms.
( (1.2.3). For a 2 P(k), b 2 P(l) and c 2 P(m), and 1 i k, 1 j l, (1.3) Operads and trees. We think of an element of P(n) as corresponding to a rooted tree with one vertex, n inputs numbered from 1 up to n (and one output). (1.4) Cyclic S-modules. A cyclic S-module V is a sequence of vector space V(n), with action of S n+ on V(n). In particular, each vector space V(n) is a module over the symmetric group S n , and over the cyclic group Z n+ generated by n = (01 : : :n). If V is a cyclic S-module, and I is a (k + 1)-element set, de ne V((I) This makes V into a functor from the category of nonempty nite sets and their bijections into the category of vector spaces. In the case when k = n ? 1 and I = f1; : : :; ng, we write V((n)) instead of V((I)). Note that V((n)) = V(n ? 1).
(1.5) Cyclic operads. If P is a cyclic S-module and a 2 P(n), let a 2 P(n) be the result of applying the cycle (01:::n) 2 S n+ to a. (Thus, if n = 1, this operation exchanges the input and output of a; for n > 1, it generalizes this.) A cyclic operad 12] is a cyclic S-module P whose underlying S-module has the structure of an operad, such that (a m b) = b 1 a :
for any a 2 P(m), b 2 P(n). This formula shows that cyclic operads are a generalization of associative -algebras, which are the special case in which P(n) = 0 for n 6 = 1.
(Cyclic) S-modules may be de ned, in exactly the same way, in any symmetric monoidal category. The most important case for us will be the category of chain complexes, whose operads will be called di erential graded operads (abbreviated to dg-operad). Other examples are the category of topological spaces, giving rise to topological S-modules and operads, and the opposite category to the category of chain complexes, whose operads are called dg-cooperads.
In the remainder of this paper, unless otherwise speci ed, by an S-module, operad or cooperad, we mean a dg S-module, operad or cooperad. A map of operads is called a weak equivalence if it is a weak equivalence of the underlying S-module.
(1.7) Endomorphism operads and cyclic algebras. Let V be a chain complex such that its homogeneous subspaces V i are nite-dimensional for all k. An inner product on V is a non-degenerate bilinear form B(x; y) such that B( x; y) + (?1) jxj B(x; y) = 0, where is the di erential of V . Such a bilinear form is symmetric (respectively antisymmetric) if B(y; x) = (?1) jxjjyj B(x; y) (resp. B(y; x) = ?(?1) jxj jyj B(x; y)), and has degree k if B(x; y) = 0 unless jxj + jyj = k.
Let V be a chain complex with symmetric inner product B(x; y) of degree 0. We de ne a cyclic S-module E V ] by putting E V ](n) = V (n+) , with the natural action of S n+ . This may be given the structure of a cyclic operad: if a 2 V (m+) and b 2 V (n+) , the product a i b 2 V (m+n) is de ned by contracting a b with the bilinear form B, applied to the i-th factor of a and the 0-th factor of b. Using the isomorphism V (n+1) = Hom(V n ; V ), the operad underlying this cyclic operad may be identi ed with the endomorphism operad of 28] and 13].
A cyclic algebra over a cyclic operad P is a chain complex A with inner product B, together with a morphism of cyclic operads P ! E A].
(1.8) Examples.
(1.8.1) Stable curves of genus 0. De ne a topological cyclic operad M 0 by letting M 0 (n) be the moduli space M 0;n+ of stable curves of genus 0 with embedding of f0; : : :; ng 22] (see also 13]). By de nition, a point of M g;n is a system (C; x 1 ; : : :; x n ), where C is a projective curve of arithmetic genus 0, with possibly nodal singularities, x i are distinct smooth points, and C has no in nitesimal automorphisms preserving the points x i (this amounts to saying that each component of C minus its singularities and marked points has negative Euler characteristic). The S n -action on M 0;n is given by renumbering the punctures. The composition i takes two pointed curves (C; (1.8.4) Associative operad. This operad, denoted Ass, has Ass((n)) = Ind S n Z n (k), where k is the trivial representation of the cyclic group Z n . Thus, there is a natural basis for Ass((n)) labelled by the cyclic orders of the set f1; : : :; ng, that is, the free Z n -actions on this set. Note that cyclic orders on f0; 1; : : :; ng are in bijection with permutations of f1; : : :; ng; thus Ass((n+)) = Ass(n) is free as an S n -module, with generating vector e n and basis f e n j 2 S n g. The composition is determined by the formulas e m 1 e n = e m+n?1 together with (1.2.1).
A cyclic Ass-algebra is the same as an associative algebra A with an invariant scalar product. The basis element e n 2 Ass(n) acts on A as an n-ary operation (x 1 ; : : :; x n ) 7 ! x ?1 (1) : : :x ?1 (n) . See 13], 12] for more details.
(1.8.5) Lie operad. This operad, denoted Lie, is determined by the requirement that its cyclic algebras are Lie algebras with invariant scalar product. Thus Lie(n) = Lie((n + 1)) can be identi ed, as a module over S n S n+ , with the subspace in the free Lie algebra on generators x 1 ; : : :; x n spanned by all Lie monomials containing each x i exactly once.
The S n -module Lie(n) is isomorphic to the induced representation Ind S n Z n ( ), where is a primitive character of Z n (one which takes the generator of Z n into a primitive root of 1).
2. Modular operads (2.1) Stable S-modules. A stable S-module is a collection of chain complexes fV((g; n)) j n; g 0g with an action of S n on V((g; n)), such that V((g; n)) = 0 if 2g + n ? 2 0.
A morphism V ! W of stable S-modules is a collection of equivariant maps of chain complexes V((g; n)) ! W((g; n)).
We have borrowed the term \stable" from the theory of moduli spaces of curves, since the condition of stability is the same in the two settings.
Any cyclic S-module V such that V((n)) = 0 for n 2 may be regarded as a stable S-module by setting: V((g; n)) = ( V((n)); g = 0;
0; g > 0:
In the other direction, we have the forgetful functor, which we denote by Cyc. If V is a stable S-module, then Cyc(V) is a cyclic S-module, and
Cyc(V)((n)) = V((0; n)): For example, the following corresponds to the set of ags f1; : : :; 9g, the involution = (46)(57) and the partition f1; 2; 3; 4; 5g f6; 7; 8; 9g. 
The functor M is a triple; that is, there are natural transformations : M M V ! M V and : V ! M V making it into a monoid in the monoidal category of endofunctors of the category of stable S-modules. We will now construct these and verify the axioms of a triple.
We may associate to any category C a simplicial category Iso C; the objects of Iso k C are diagrams The proof that M is a triple rests on the identity
Equivalently,
The multiplication : M M V ! M V of M is induced by @ 1 : Iso 1 ?((g; n)) ! Iso 0 ?((g; n)), which maps the contraction G ! G=I to G. The unit : V ! M V of M is the inclusion of the summand V(( g;n )) = V((g; n)) of M V((g; n)) associated to the graph g;n with no edges.
The natural transformations M and M : (M 3 V)((g; n)) ! (M 2 V)((g; n)) are induced by the functors @ 1 ; @ 2 : Iso 1 ?((g; n)) ! Iso 0 ?((g; n)), which send the sequence of contractions G ! G=I 1 ! G=I 2 respectively to the contractions G ! G=I 1 If A is a modular pre-operad and G 2 Ob ?((g; n)), denote by G : A((G)) ! A((g; n)) the S n -equivariant map obtained by composing the universal map
with the structure map : M A((g; n)) ! A((g; n)). We call this map composition along the graph G. We may use the technique of (2.4) to de ne maps G :
for any stable graph G (no longer requiring that the legs of G be numbered). ?! g;n :
On the other hand, if A is a modular operad, then given a composable pair of morphisms G 0
A((f It is easily seen that the cyclic operad underlying E V ] is the endomorphism cyclic operad introduced in (1.7).
An algebra over a modular operad A is a chain complex V with inner product B, together with a morphism of modular operads A ! E V ].
The structure of modular operads
In this section, we show that a modular operad is a cyclic operad with additional structure (a grading by genus and contractions on pairs of legs) satisfying certain conditions. (3.2) Theorem. The functor T is a triple and a cyclic operad P with P(0) = P(1) = 0 is the same as an algebra over T. 3) Graded cyclic operads. A graded cyclic operad is a cyclic operad P such that P((n)) has an S n -invariant decomposition
and if a 2 P((g; m)) and b 2 P((h; m)), then a i b 2 P((g + h; n + m ? 2)). We say that P is a stable graded cyclic operad if P((g; n)) = 0 for 2(g ? 1) + n 0.
is a stable graded cyclic operad.
Proof. If V is a stable S-module, the sub-triple of M V induced by summing over simply connected graphs alone is isomorphic to the triple TV . It follows that if V is an M -algebra, then V is a T-algebra, that is, a cyclic operad. It is clear that it is stable and graded. (Here we make use of the notation (2.4).) We call ij the contraction map. These maps are equivariant, in the sense that for any bijection : I ! J of nite sets and i; j 2 I, (i) (j) = ij ; on 2 A((g; I)):
We now determine the coherence relations that the contractions ij on a stable graded cyclic operad must satisfy in order for them to de ne a modular operad structure. Proof. \Only if": Let A be a modular operad. By (2.21), we obtain a functor f 7 ! A((f)) from the category ? of stable graphs to C. If e; e 0 are two edges in a stable graph G, the contractions of e and e 0 commute in ?, in the sense that
G=e;e 0 G;e = G=e 0 ;e G;e 0 = G;fe;e 0 g : G ?! G=fe; e 0 g:
We now obtain relations 1-4) in the statement of the theorem by evaluating the functor A((f)) on these identities, for all stable graphs with two edges. Indeed, a graph with two edges has one of the following forms:
Graphs of type a) give rise to the relations of type 1) in the statement of the theorem, graphs of type b) to the relations of type 2) and 3) and graphs of type c) to relations of type 3). where each morphism is a contraction along one edge except the last, which is an isomorphism. We de ne A((f)) = A(('))A(( G 0 nfe 1 ;:::;e k?1 g;e k )) : : :A(( G 0 ;e 1 )): We must prove that this de nition of A((f)) is independent of the ordering of the elements of I. It su ces to prove the product does not change if we interchange two consecutive edges e i and e i+1 . If the two edges do not meet, this is evident. If they do meet, then they form a stable graph with two edges, whose topology is one of the four types a-d) catalogued above. From conditions 1-4) and equivariance (3.6), it follows that composition is well-de ned along every graph with two edges, regardless of the numbering of its legs.
Thus, under the hypotheses of the theorem, we have de ned a functor f 7 ! A((f)) on the category of stable graphs, using the graded cyclic operad structure A and the contractions ij . It remains to show that these functors are related by (2.22) to the underlying modular pre-operad structure : M A ! A associated to the special morphisms of graphs G ! g;n .
This is evident if we order the vertices of G 1 , and then order I in a compatible fashion; the decomposition of A((f)) obtained from this ordering clearly corresponds to (2.22).
Twisted modular operads
In this section, we introduce twisted triples M D , which will be used in the next section in the construction of the Feynman transform . (4.1.2). If g;n is the graph in ?((g; n)) with no edges, D( g;n ) = 11, the unit object of C.
These data are required to satisfy the following conditions. 
We show that M D is a triple by imitating the proof that M is. The unit of the triple is again de ned by the inclusion of the summand associated to the graph g;n with no edges in ?((g; n)): we may identify V(g; n)) with D( g;n ) V(( g;n )), and D( g;n ) = 11 by (4.1.2).
We have the identity
Using the hyperoperad structure maps v f , it is easy to de ne a natural transformation from (M 2 D V)((g; n)) to (M D V)((g; n)). By (4.1.4), we see that is a unit for this multiplication.
We also have the identity ((g; n) ) is invertible. Tensoring with l de nes a functor on S-modules, which we denote by V 7 ! lV. There is a natural structure of a cocycle on
and a natural isomorphism of triples M D D l = l M D l ?1 . We call this cocycle the coboundary of l. It follows that if D is a cocycle, the functor l induces an equivalence between the category of modular D-operads and the category of modular D D l -operads.
Let D s be the coboundary associated to the invertible stable S-module s given by s((g; n)) = ?2(g?1)?n " n ; where " n is the alternating character of S n . Equation (2.10) shows that D s is concentrated in degree 0.
The functor V 7 ! sV is called suspension. Since D 2 s = 11, the double suspension of a modular operad is a modular operad. Note that the suspension of cyclic S-modules, considered as stable S-modules, coincides with the de nition of suspension on cyclic Smodules 12], given by the formula V(n) = 1?n " n+1 V(n).
Two further coboundaries which will be of of interest are associated to the invertible stable S-modules p((g; n)) = ?6(g?1)?2n k and ((g; n)) = k. 
(Here, we use the fact that Det(Flag(G)) Det(Leg(G)) ?1 is the Det of the set of internal ags of G, those which are not legs.)
Thus, it remains to shows that
The proposition now follows from (4.6), which shows that Det(Edge(G)) 2 = ?2j Edge(G)j .
Modular T-operads admit a notion of algebra parallel to that for modular operads, as is shown by the following proposition. n) ) is the sum of complexes show that F D A has square zero, proving part 1.
It is obvious that the internal di erential A is compatible with the modular D _ -operad structure. To prove part 2), it remains to show that the di erential @ is compatible with the structure maps of the modular D-operad A, ((g; n) ); recall that ?((g; n))=G is the comma category, whose objects are morphisms f : G 0 ! G in ? ((g; n) ) with target G. ; where S p+q (G; I) is the degree p + q subspace of the graded S n -module S(G; I). Since there are a nite number of terms, indexed by G and I, contributing to this direct sum, this double complex has p + q 0 and q bounded below, and thus its associated spectral sequence is convergent, yielding the desired implication.
We now turn to the proof of Lemma (5. where Com is the commutative operad.
6. Modular operads and moduli spaces of curves In this section, we give some basic examples of modular operads, coming from the theory of moduli spaces of stable algebraic curves. Throughout this section, the base eld is taken to be the eld of complex numbers C . A sheaf (S; p) on an orbifold G is a sheaf S on Ob(G) together with an isomorphism p : s S = t S. A global section of such a sheaf is a global section f of S over Ob(G) such that s f and t f are identifed by p.
The coarse space jGj of an orbifold G is the quotient of Ob(G) by the action of G, in other words, the space of isomorphism classes of objects of G. Note that the coarse space jGj need not be smooth.
If G is a group acting on an orbifold G, the quotient G=G is the orbifold with the same objects as G, and whose morphisms are G Mor(G). The structure maps are de ned as follows: s(g; x) = s(x); t(g; x) = g(t(x)); (g; x) (h; y) = (gh; h(x) y):
The coarse space of G=G is isomorphic to the quotient jGj=G. (6.2) Deligne-Mumford moduli spaces. If 2(g ? 1) + n > 0, the (large) groupoid of smooth complex curves of genus g with n marked points, with isomorphisms as arrows, represents an orbifold M g;n , of dimension 3(g ? 1) + n. As g and n are varied, we obtain an S-orbifold, which we denote by M. Knudsen 22] proves that the (large) groupoid of stable complex curves of genus g with n marked points, again with isomorphisms as arrows, represents an orbifold M g;n , of dimension 3(g ? 1) + n. As g and n are varied, we obtain an S-orbifold, which we denote by M, which contains M as a dense open subset.
The dual graph G(C; x 1 ; : : :; x n ) 2 ?((g; n)) of a stable curve (C; x 1 ; : : :; x n ) 2 M((g; n)) is the labelled graph de ned as follows. Its ags are pairs (K; y) where y is either a nodal point or a marked point x i and K is a branch of the curve C at y. (Note that the curve has one branch at a marked point and two branches at a node.) Its vertices are the components of C, its edges are the nodes, and its legs are the points x i . If v 2 G(C; x 1 ; : : :; x n ) is the vertex corresponding to the component K 2 C, label v by the genus g(v) of the desingularization of K.
Given G 2 ? ((g; n) ), denote by M G M ((g; n) ) the orbifold of stable curves whose dual graph is G; note that M G is isomorphic to the orbifold M((G))= Aut(G). This gives a strati cation of M((g; n)) whose strata correspond to elements of ? ((g; n) ); the open stratum M ((g; n) ) corresponds to the graph with no edges. The closure M G of M G is isomorphic to the orbifold M((G))= Aut(G).
The S-orbifold M is a modular operad M, with product de ned as follows: if G 2 ?((g; n)) is a stable graph, the composition map Let E X be the complex of sheaves of C 1 di erential forms on X. The complex E X (log D) of sheaves of C 1 di erential forms with logarithmic singularities is the sheaf of subalgebras of j 1 E XnD generated by E X and forms df=f where f is a holomorphic equation of D.
Let E (X) and E (X; logD) be the spaces of global sections of the sheaves E X and E X (log D). Each of the spaces E i (X; log D) and E i (X) are nuclear Fr echet spaces, since they are spaces of C 1 global sections of smooth vector bundles.
Let C X; be the sheaf of de Rham currents on X. The space of global sections C i (X) = ?(X; C X;i ) is the topological dual of E i (X), and the di erential on C X; has degree ?1 and is adjoint to the exterior di erential d on E X . It is easily seen that this is a contracting homotopy from C C n ; (D) 0 to (C C n ; ) 0 , proving the proposition. (6.8) The log-complex of M g;n . The compacti cation divisor D g;n = M g;n n M g;n is a divisor with normal crossings in the orbifold M g;n , which decomposes into an intersection of smooth divisors, corresponding to the graphs in ?((g; n)) with one edge. Let C (M; D) and C (M) be the stable S-modules C (M; D)((g; n)) = C (M g;n ; D g;n ) and C (M)((g; n)) = C (M g;n ):
The operation of pushing forward currents along the inclusion of strata makes these into modular operads of chain complexes, which are weakly equivalent, and whose homology is the operad H (M) of graded vector spaces.
(6.9) The topological Feynman transform. Recall 14] that nuclear Fr echet spaces form a symmetric monoidal category NF, with operation b (projective tensor product). Furthermore, the opposite symmetric monoidal category NF op is identi ed, via the operation V 7 ! V 0 (strong dual) with the category DF of nuclear DF-spaces, also with the projective tensor product.
Let C(N F) and C(DF) be the symmetric monoidal categories of bounded chain complexes with nite-dimensional homology over NF and DF. The strong dual identi es C(N F) op with C(DF), and the homology of the dual complex is naturally dual to the homology of the original complex.
Imitating the construction of the Feynman transform in the topological setting, substituting the strong dual and projective tensor product for their algebraic analogues, we obtain a functor F top , the topological Feynman transform, from modular operads in C(N F) to modular K-operads in C(DF). This functor has a homotopy inverse F top ! , constructed in the analogous way.
The stable S-module C (M; D) is an example of a modular operad in C(N F). By (6.7), its homology may be identi ed with H (M; D), the homology operad of the topological modular operad M. (6.10) The gravity operad. Consider the stable S-module Grav, given by Grav((g; n)) = E (M g;n ; log D g;n ) 0 : For any graph G 2 ? ((g; n) ) with one edge, we have the adjoint of the residue map
Iterating these maps, we may de ne Res G for any stable graph. The maps (2 i) jEdge(G)j Res G are the composition maps making Grav into a modular K ?1 -operad in C(DF), which we call the gravity operad.
Note that the homology Grav((g; n)) of Grav((g; n)) form a modular K ?1 -operad in the category of nite-dimensional graded vector spaces, such that Grav((g; n)) = H (M g;n ):
The results of 9] show that the S 1 -equivariant cohomology of a topological conformal eld theory in two dimensions is a modular algebra over the suspension sGrav. This paper also gives an explicit presentation for the cyclic operad Cyc( sGrav). and we obtain the sought after identi cation at the level of stable S-modules. In fact, this identi cation also respects the compositions of the two modular operads. It remains to check that the di erentials coincide; we leave this to the reader. As with any sort of cobar construction, the equation 2 = 0 in the Feynman transform It may be proved that ch n (V ) is in , although it is only evident from its de nition that it is in Q.
We extend the de nition of ch n to graded S n -modules by ch n (V ) =
where V i is the degree i component of V . Finally, the characteristic of a graded S-module V = fV(n) j n 0g such that V(n) is nite-dimensional for all n is
We denote by rk : ! Q x] ] the ring homomorphism which sends h n 7 ?! x n n! ;
or equivalently, p 1 7 ! x and p n 7 ! 0, n > 1. If V is an S n -module,
For this reason, we call rk the rank homomorphism.
(7.2) Plethysm. Plethysm is the associative operation on , denoted f g, characterized by the formulas 1) (f 1 + f 2 ) g = f 1 g + f 2 g; 2) (f 1 f 2 ) g = (f 1 g)(f 2 g); 3) if f = f(p 1 ; p 2 ; : : :), then p n f = f(p n ; p 2n ; : : :).
Note that under the rank homomorphism, plethysm is carried into composition of power series.
There is a monoidal structure on the category of S-modules, with tensor product
f:f1;:::;ng!f1;:::;kg
(An operad V is just an S-module with an associative composition V V ! V.) (7.3) Proposition. ch(V W) = ch(V) ch(W) When V and W are ungraded, this is proved in Macdonald 26] . In the general case, the proof depends on an analysis of the interplay between the minus signs in the Euler characteristic and the action of symmetric groups on tensor powers of graded vector spaces. Proof. Taking the derivative of (7.8), we see that (g 0 f 0 )f 00 + f 0 = xf 00 + f 0 : Cancelling f 0 from each side and dividing by f 00 , which is invertible in Q x] ] by hypothesis, we nd that g 0 f 0 = x. The same reasoning proves the converse.
As a consequence of this proposition, we see that L is involutive: L(Lf) = f. (7.11) L and trees. Let V be a cyclic S-module with V((n)) = 0 for n 2. The cyclic S-module TV was de ned in (3.1).
(7.12) Proposition. Let a n = (V((n))) and b n = (TV((n))) be b n x n n! ; then g = Lf.
Proof. It is a corollary of Theorem 3.3.2 of 13] that g 0 f 0 = x. The results follows by (7.10) .
With the notation of the proposition,
a n(v) : (7.13) In fact, the proposition remains true for an arbitrary sequence of rational numbers fa 3 ; a 4 ; : : :g, if we de ne fb 3 ; b 4 ; : : :g by (7.13). In proving (c), we need an analogue of the chain rule for @=@p 1 acting on :
This formula is proved by checking that both sides are compatible with the rules (1-3) de ning plethysm (7.2).
Using this, the reasoning needed to prove (c) is formally identical to that in the proof of (7.10).
To We prove (7.18) by constructing a di erential graded S-module C = fC(n)g such that the left-hand side of (7.18) equals ch(C), and the right-hand side equals ch(H (C)). De ne the S-module underlying C to be the plethysm X W, where the S-modules X and W are (Here, is the suspension functor on graded S n -modules.) It follows from (7.3) that ch(C) equals the right-hand side of (7.18).
We now construct a di erential on (X W)(n). We say that a vertex v of a tree T is a boundary vertex if exactly one of its ags forms part of an edge; denote by (T) Vert(T) the set of boundary vertices of T. Then
V((v)) : (7.19) On the summand of (7.19) associated to (T; B), de ne the di erential
where v is the natural identi cation, of degree ?1, between this summand and the summand associated to (T; B n fvg). Clearly (X W)(n) splits into a sum of subcomplexes C T indexed by the n-trees T. If T has at least one non-boundary vertex, the complex C T is isomorphic to the tensor product of the graded vector space V((T)) and the augmented chain complex of the simplex with vertices (T), and is thus contractible. As observed by Jordan 20] , there remain trees with either one vertex or one edge. We consider each of these cases separately.
1) The characteristic ch(C T ) summed over trees T with one vertex equals Ch(V).
2) The characteristic ch(C T ) summed over trees T with one edge has two contributions: the terms with B empty, which sum to h 2 ch(V), and the terms in which jBj = 1, which sum to ? ch(V) 2 . The sum of these two terms is ?e 2 ch(V). (7.20) The involution! and the characteristic of the cobar operad. Using the theorem just proved, we now write a formula for Ch(BA), where A is a cyclic operad. Up to di erential, BA is the cyclic operad Ts ?1 ?1 A , and thus Ch(BA) = Ch(Ts ?1 ?1 A ).
Since Ch( ?1 A ) = ? Ch(A), it su ces to determine the e ect of s and on Ch(V).
Denote by ! : ! the ring homomorphism such that !(h n ) = e n , n 1. If V is a nite-dimensional S n -module, !(ch n (V )) = ch n (" n V ); and thus ! is an involution. Note also that !(p n ) = (?1) n?1 p n .
We also need a modi ed involution!, de ned by!(h n ) = (?1) n e n , or equivalentlỹ !(p n ) = ?p n . Thus, if V is a cyclic S-module such that V((n)) is nite-dimensional for each n, Ch(sV) =!(Ch(V)): (7.21) (7.22) Corollary. Let A be a cyclic operad such that A((n)) = 0 for n 2 and A((n)) is nite-dimensional for each n, and let BA be its cobar operad. Then h 2 + Ch(BA) = L!(h 2 + Ch(A)): Recall 13] that BBA is weakly equivalent to A, which suggests that the transform L! : ! should be an involution. This follows from the next result. as was promised in (7.6.3). n C h(Exp n (V)):
Proof. This follows from (7.3) and the de nition of Exp(f), f 2 ((~)).
Informally, the stable S-module Exp n (V) may be thought of as representing disconnected graphs with n vertices and no edges: all of its ags are legs.
The following proposition is essentially due to Cadogan 4] , although he does not use the notation Exp. Note that is homogeneous of degree zero, and thus preserves the ltration of ((~)). where W is the stable S-module such that W((g; n)) = M G V((G)) Aut(G) ; (8.14) where G runs over all possibly disconnected, labelled n-graphs such that each component is stable. But W = Exp(M V), since M V is de ned in a similar way, but summing only over connected graphs.
To nish the proof, we must account for the powers of~in each term of (8.14) . Each term ch n (V((g; n))) in C h(V) comes with a factor of~g ?1 . The term of Exp(Ch(V)) corresponding to a labelled graph G (with each component having one vertex) comes with a factor ofr aised to the power
Each new edge introduced by the action of D(Exp(~h 2 )) contributes a factor of~. Therefore, the term in (8.14) corresponding to a labelled graph G comes with a factor of~raised to the power
Applying Log has the e ect of discarding all the disconnected graphs G. If This formula makes sense because almost all terms equal 1, and it may be de ned in purely algebraic way by induction on j j: for = 0 it equals 1, and the induction step is performed by means of integration by parts in one of the variables p n . Extend the operation f 7 ! R R 1 f d (p) to a map from ((~)) to Z((~)) by linearity.
We may now restate (8.13) in the form of a (Gaussian) Fourier transform. In the course of the proof, we make use of another formal integral Although it is possible that (7.17), the analogue for cyclic operads, can be obtained from (8.18 ) by the principle of stationary phase, we do not know how to do this.
In the next section, we need the following consequence of (8.18 Since! Log = Log !, the result follows from (8.18).
9. Euler characteristics of moduli spaces of curves and C h(F Det Ass) In this section, we apply the results of Section 8 to calculate C h(F Det Ass) explicitly.
Using the decompositions of moduli spaces of curves found by Harer, Mumford, Penner and others, we obtain new information on the Euler characteristics of these moduli spaces (9.19).
(9.1) De nition. A ribbon graph is a graph G, each vertex of which has valence at least 3, together with a cyclic order on the set of ags v making up each vertex v 2 Vert(G).
(This is what Penner 30 ] calls a fat graph.)
Equivalently, a ribbon structure on a graph G is the same as an isotopy class of embeddings of the CW complex jGj into a compact oriented Riemann surface (G) with boundary, such that 1) the intersection of the image of jGj with the boundary @ (G) is the set of endpoints of the legs of jGj; 2) the image of jGj is a deformation retract of (G). The cyclic orders of the sets v are then induced by the embedding jGj , ! (G) and the orientation of (G).
Denote by (G) and (G) the genus and number of boundary components of (G). Proof. If e is an edge of a ribbon graph G, there is a natural ribbon graph structure on G=e. If e is a loop, the vertex of G=e corresponding to e has genus 1, and since Ass((g; n)) = 0 for g > 0, we see that Ass((G=e)) = 0; thus, the term of the di erential on F Ass associated to this edge vanishes. On the other hand, if both ends of e are distinct, then (G=e) = (G) and (G=e) = (G), so that the corresponding term of the di erential preserves the splitting.
We may also consider the cyclic operad Ass as a modular Det-operad, where Det is the cocycle Det(G) = Det(H 1 (G)). (This uses the fact that the cocycle Det is canonically trivial on trees; see (4.13) .) The Feynman transform F Det Ass also has a basis labelled by ribbon graphs, and we have a decomposition of F Det Ass into a sum of subcomplexes F Det Ass(( ; ; n)) similar to (9.2). (9.3) F Ass, F Det Ass and moduli spaces of curves. In this section, we relate the complexes F Ass(( ; ; n)) and F Det Ass(( ; ; n)) to cell decompositions of moduli spaces of punctured curves (which we learnt about from Penner). These moduli spaces are differentiable orbifolds, by which we mean, by analogy to the algebraic case (6.2), a proper etale di erentiable groupoid G.
A -punctured curve is a pair ( ; A), where is a smooth projective algebraic curve over C , and A is a nite subset. An isomorphism of two punctured curves ( 1 ; A 1 ) ! ( 2 ; A 2 ) is an isomorphism 1 ! 2 inducing a bijection A 1 ! A 2 . A frame of a punctured curve ( ; A) is an element of the circle bundle over A whose bre at z 2 A is the quotient of T z nf0g by the dilatation group R + .
An n-framed punctured curve is an object ( ; A; 1 ; : : :; n ), where ( ; A) is a punctured curve, and ( 1 ; : : :; n ) are n distinct frames in ( ; A). An isomorphism of n-framed punctured curves is de ned in the obvious way.
The groupoid of n-framed pointed curves of genus such that jAj = , and their isomorphisms, represents a di erentiable orbifold Q ; ;n . In fact, using the method of level structures, this groupoid is seen to be equivalent to a transformation groupoid (the quotient, in the sense of orbifolds, of a space by a group action). Note that for n = 0, Q ; ;0 = M ; =S : A cellular decomposition of an orbifold G is a cellular decomposition of Ob(G) whose inverse images in Mor(G) under the etale maps s and t : Mor(G) ! Ob(G) coincide.
Associated to this decomposition is a cochain complex C (jGj), the invariants of the action of Mor(G) on the cellular cochain complex of C (Ob(G)). This complex may be thought of as the cochain complex associated to the decomposition of jGj into orbicells: these are the image in jGj of cells in Ob(G), and are quotients of cells by nite groups.
In the cellular decompositions which we study, the cells will not necessarily be relatively compact; thus, the cellular cochain complex C (G) calculates the cohomology with compact supports H c (G); this is isomorphic to the cohomology with compact supports of jGj, as long as we work over a eld of characteristic zero.
The following result was communicated to us by R. Penner. Only the cases g = 0 and n = 0 may be found in the literature, and it is only the case n = 0 which we will need.
(9.4) Theorem. For all 1, 0 and n 0, there is an orbifold P ; ;n , bred over Q ; ;n with bres R + , with a natural S n -equivariant cell decomposition, and a natural identi cation C (jP ; ;n j) = F Ass(( ; ; n)).
Informally, P ; ;n parametrizes Riemann surfaces of genus with boundary circles, together with n numbered points on the boundary; the circumferences of these circles are labelled by points in the bre R + .
(9.4.1) g = 0. In this case, only ribbon graphs with the topology of trees contribute to F Ass((0; n)) = F Ass((0; 1; n)) = sB Ass((n)). Every ribbon n-graph with the topology of a tree can be embedded into the plane, inducing a cyclic order on the set f1; : : :; ng of legs of the graph. Thus, B Ass((n)) splits into a sum of subcomplexes B Ass((n)) labelled by cyclic orders .
On the other hand, Q 0;1;n is the quotient of the con guration space of n distinct points in S 1 by rotations, and is the union of cells K corresponding to cyclic orders as above. Each cell K may be identi ed with the interior of the Stashe polytope K n+1 33], and the cellular decomposition K of (9.4) is (Poincar e) dual to the face decomposition of K n+1 , since faces of K n+1 correspond to planar trees.
(9.4.2) n = 0. For this case, we mention the references 30] and 24]. In the rst of these, the orbifold P ; (decorated Teichm uller space) is constructed, and a cellular decomposition given, whose cells are in bijection with isotopy classes of so-called \ideal cell decompositions" of a xed Riemann surface of genus with punctures. As remarked on page 40 of Penner 31] , the (Poincar e) dual of an ideal cell decomposition is a \spine" on , i.e. a graph G in together with a deformation retraction of to G. This shows that the cells in Penner's decomposition of P ; are in bijection with ribbon graphs G. As for the di erential on C (jP ; ), we only need the following result, which we establish explicitly. By Poincar e duality, the denominator is trivial, while Det(H ( (G); C )) = 2( ?1) C .
Since the inclusion jGj , ! (G) is a homotopy equivalence, we see that The special form of this formula will allow us to calculate it by a separation of variables. We will then calculate these integrals separately using the method of stationary phase.
Using the power series I n , we may rewrite (9.8) as (`) I n (q`n;~`):
The On the other hand, the term proportional to ?k n in the de nition of n has the form O(~k n ), and hence these terms converge to a power series which does not contribute to the leading order behaviour of n . This completes the proof of part 1).
Generalizing (9.14), which is the special case n = 1, we see that I n (q n ;~) = q n n~n ? ( n + 1) log(1 + q n ) (`) log(1 + q`n) ? (~):
