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Abstract
This thesis is concerned with array processing for wireless communications.
In particular, cooperation between the transmitter and receiver or between
systems is exploited to further improve the system performance. Based on
this idea, three technical chapters are presented in this thesis.
Initially in Chapter 1, an introduction including array processing, multiple-
input multiple-output (MIMO) communication systems and the background
of cognitive radio is presented. In Chapter 2, a novel approach for estimating
the direction-of-departure (DOD) is proposed using the cooperative beamform-
ing. This proposed approach is featured by its simplicity (beam rotation at
the transmitter) and e¤ectiveness (illustrated in terms of channel capacity).
Chapter 3 is concerned with integration of spatio-temporal (ST) processing
into an antenna array transmitter, given a joint transmitter-receiver system
with ST processing at the receiver but spatial-only processing at the transmit-
ter. The transmit ST processing further improves the system performance in
convergence, mean-square error (MSE) and bit error rate (BER). In Chapter
4, a basic system structure for radio coexistence problem is proposed based on
the concept of MIMO cognitive radio. Cooperation between the licensed radio
and the cognitive radio is exploited. Optimisation of the sum channel capacity
is considered as the criterion and it is solved using a multivariable water-lling
algorithm. Finally, Chapter 5 concludes this thesis and gives suggestions for
future work.
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Chapter 1
Introduction
1.1 Thesis Organization
This thesis is concerned with beamforming for wireless communications and its
application in transmitter, receiver or joint transmitter-receiver system design.
Among the transmitter-, receiver-centric and joint transmitter-receiver sys-
tems, the joint system makes use of the interaction (i.e., cooperation) between
the transmitter and receiver to achieve a better performance. In addition,
cooperation between systems is also exploited.
In Chapter 1, an overview of the signal models of an antenna array is pre-
sented, as well as a literature review of cognitive radio. Followed by which are
three technical chapters, each concerning a problem in the area of communi-
cations.
Initially in Chapter 2, a novel approach for estimating the direction-of-
departure (DOD) is proposed. This approach exploits the cooperation between
the transmit and receive beamformers, where the transmit beamformer rotates
its mainlobe in a synchronized manner that is known to the receiver so that
the DOD of a path can be estimated at the receiver by making a set of power
measurements.
1
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Chapter 3 is concerned with space-time joint transmitter-receiver beam-
forming over frequency-selective channels. Spatio-temporal (ST) processing is
introduced to both the transmitter and receiver for a downlink DS-CDMA sys-
tem. The joint optimisation is solved using the minimum mean-square error
(MMSE) and the error performance is also presented.
Finally in Chapter 4, a spectrum sharing network is formulated by using
an antenna array at each communication node, i.e., MIMO cognitive radio
[1]. The purpose is to derive the optimum transmit beamforming matrix for
the primary and the secondary transmitter respectively. The optimal channel
capacity of the whole network can be obtained using a multivariable water-
lling algorithm.
1.2 Array Processing
1.2.1 Spatial Processing
The term beamforming originates from the fact that spatial lters are designed
to form beams in order to receive signals from the desired locations. This prin-
ciple is also applicable to signal transmission. Technically, beamforming can
be interpreted as linear ltering in spatial domain [2]. Considering an antenna
array with a number of antenna elements receiving signals from a particular
direction, as each element has its own geometry, the impinging signal reaches
each element at a di¤erent time. This causes phase shift between the received
signals of antennas. Assume that the underlying signal is narrowband, then
its envelope looks unchanged through all the elements during a small time
interval. If the direction of the signal is known, the phase shifts between the
antenna elements can be removed by designing a set of weight coe¢ cients be-
fore the received signals are added up. Usually, this set of weight coe¢ cients
is known as a weight vector or a beamformer of an antenna array. If the
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Figure 1.1: Beam pattern associated with an azimuth direction 80 using a
6-antenna ULA
beamformer is chosen properly, the power pattern of the resolved signal will
exhibit a maximum at the direction of the impinging signal. This principle is
named conventional beamforming [3], [4]. In wireless communications, beam-
forming is an e¤ective approach used to improve link quality with respect to
a particular direction, in the presence of interfering signals.
The number of elements and inter-element spacing jointly specify a spatial
aperture for array data collection. In most of the cases, the distance between
adjacent two elements is set to equal and in half wavelength, due to a scaling
factor in the model of the array response vector which is also known as array
manifold vector or steering vector. The more elements the higher gain can
be provided by the array and the narrower the beamwidth, where the latter
indicates the improvement of the spatial discrimination capability. An illus-
trative example of the power gain (beam pattern) provided by a conventional
beamformer is shown by Fig. 1.1, and its polar plot (a beam) is provided by
Fig. 1.2.
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Figure 1.2: A polar plot for beam pattern associated with an azimuth direction
80 using a 6-antenna ULA
In wireless cellular communications, an important application of beamform-
ing is to minimize the co-channel interference (CCI) which arises from cellular
frequency reuse. If the desired signal and the interfering signals occupy the
same temporal frequency, then temporal ltering can not be used to separate
the desired signal from interference without extra signature is used. However,
as the desired signal and interference are less likely to receive from the same
direction due to di¤erent locations of the emitters. This directional informa-
tion can be exploited for the desired signal using beamforming. An example is
the downlink transmit beamforming at the base station that each users signal
is supported by a di¤erent beamformer for simultaneously transmission.
In particular, at the base station, transmit beamforming o¤ers an attrac-
tive performance enhancement over CCI by shaping the radiation pattern of
beamformers . This is usually done under an adaptive principle that the beam-
formers are derived according to a criterion under certain constraints. An im-
portant consideration in using conventional transmit beamforming is that the
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Figure 1.3: A narrowband beamformer as a linear combination of the antenna
outputs
supported number of users is limited by the number of antenna elements. For
instance, an N -antenna array transmitter is able to simultaneously support N
users as mathematically N   1 orthonormal vectors (nulls) can be found for
N   1 directions, based on an N -dimensional weight vector. Extra degrees of
freedom is available when, e.g., orthogonal codes are employed for each user.
Time-only processing corresponds to a tapped-delay line (TDL) that uses
a weighted sum of signal samples and space-only processing corresponds to
a narrowband beamformer that uses a weighted sum of antenna outputs. A
typical space-only (conventional) receive beamformer w 2 CN1 is illustrated
by Fig. 1.3
y [n] =
NX
k=1
wkxk [n] = w
Hx [n] (1.1)
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where N is the number of antennas, xk [n] is the nth sample signal at the kth
antenna, wk is the associated weight coe¢ cient and y [n] is the beamformer
output.
Associated with the impinging signal is the complex array response vector
(also known as array manifold vector) S 2 CN1, representing the complex
array response to a unit amplitude plane wave impinging from direction (; ),
compactly written as
S (; )
4
= exp

 j 2Fc
c
r [cos  cos; sin  cos; sin]T

(1.2)
where Fc is the carrier frequency, c is the speed of light, r 2 RN3 denotes the
geometry of the array elements in the three dimensional space
r =

rx; ry; rz

(1.3)
and the azimuth  and elevation  angles are dened in the direction-bearing
vector [cos  cos; sin  cos; sin]T . Without loss of generality, plane wave
is considered throughout this thesis, thus  = 0. The beam pattern shown by
Fig. 1.1 with respect to an azimuth direction  2 [0; 180) can be expressed
as
g () = jw (des)H S () j (1.4)
In addition, if the carrier frequency Fc is considered as an unknown para-
meter of interest, then the sensor interval can not be set to in half wavelength
because frequency is unknown. It is suggested to set in half wavelength of the
intermediate frequency (IF) [6]. A good approach for joint direction-frequency
estimation is presented in [6] based on estimation of signal parameters via ro-
tational invariance techniques (ESPRIT) [7]. In this thesis, it is assumed that
carrier frequency is known constant.
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1.2.2 Spatio-Temporal Processing
As discussed in the previous section, an important application of the antenna
array is to separate co-channel interfered signals. However, a signal propa-
gating through the wireless channel usually arrives at the receivers along a
number of di¤erent paths, i.e., multipaths. These paths arise from di¤raction,
reection, refraction or scattering of the radiated energy away from the ob-
jects. Due to fading (construction and destruction of multipaths plus energy
loss), path delay and multiple access, the received signal is degraded and with
inter-symbol interference (ISI). To equalise ISI, temporal processing is required
to align the delayed signals arriving along di¤erent directions. Hence, a com-
bined space-time structure is preferred for combating CCI and ISI, which are
the main challenges in wireless communications for higher channel capacity.
Papers for spatial and space-time beamforming can be found in [2], [8]-[12].
A typical spatio-temporal (ST) array receiver is depicted in Fig. 1.4. Com-
pared to Fig. 1.3 of only spatial ltering, it is observed that each antenna
has been equipped with an L-tap TDL, where a di¤erent weight coe¢ cient is
applied for each tap. The output y [n] is the sum of the temporally weighted
sum from each equaliser. This space-time structure is also known as a broad-
band beamformer from the perspective of signal processing, in contrast to a
narrowband beamformer in Fig. 1.3. Signal spread over a broader frequency
band corresponds to smaller time processing interval. If the sampling interval
Ts (shown in Fig. 1.4) is a fraction of the symbol period, then the weight
coe¢ cients can be adjusted and thus to shape the frequency response.
The output y [n] of the ST beamformer w 2 CNL1 is given by
y [n] =
NX
k=1
LX
l=1
wklxk [n   l] = wHx [n] (1.5)
where  l is the delay for the lth tap and w 2 CNL1, x [n] 2 CNL1 are dened
1. Introduction 9
as
w = [w11; : : : ; w1L; w21; : : : ; w2L; wN1; : : : ; wNL]
T (1.6)
x [n] = [x1 [n   1] ; : : : ; x1 [n  L] ; x2 [n   1] ; : : : ; x2 [n  L] ;
xN [n   1] ; : : : ; xN [n  L]]T (1.7)
Note that it is convenient to treat the spatial beamformer and the ST beam-
former in the vector form, thus they can be unied in the same framework.
1.3 MIMO Communication Systems
This section presents the two types of gain that can be provided by using an
antenna array, i.e., the diversity gain by beamforming and the multiplexing
gain (degree of freedom) by spatial multiplexing.
1.3.1 Diversity Gain
Multiple antennas are an important approach to improve the performance of
wireless communication systems. In a multiple-input multiple-output (MIMO)
system with multiple transmit and receive antennas, the spectrum e¢ ciency is
much higher than the single-antenna system [13]. Based on two di¤erent objec-
tives, the MIMO system can either achieve a diversity gain or a multiplexing
gain. From the perspective of information theory, two concepts can be unied
and a tradeo¤ [14], [15] exists between them.
The philosophy behind diversity is that multiple antennas are used to en-
hance the signal-to-noise ratio (SNR). Many successful applications using this
principle can be found in, e.g., radar, sonar, acoustics, downlink transmission
and medical imaging. In an arrayed MIMO system, the data symbol is trans-
mitted by antennas with a beamformer shaping the power radiation towards
a direction, and the receive beamformer follows the same principle. Using this
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approach, the spatial gain of arrays at two communication sides is focused
on a particular path, thus to combat channel fading. This spatial gain is the
diversity gain because multiple antennas are utilized to diversify the transmit-
ted data symbol through a fading channel. Assume in a system with N (Tx)
transmit and N (Rx) receive antennas, the maximum diversity gain that can be
provided is N (Rx)N (Tx). In the conventional array systems, the main objective
is to design beamforming vectors in order to increase the diversity gain.
It is convenient to use mathematical models to describe this principle. The
received signal vector x (t) 2 CN(Rx)1 of a transmitter-receiver antenna array
system is given by
x (t) = Hw(Tx)m (t) + n (t) (1.8)
with a single-path (for illustrative purpose) channel matrix H 2 CN(Rx)N(Tx)
dened by a Rayleigh fading coe¢ cient , a transmit S(Tx) 2 CN(Tx)1 and a
receive array manifold S(Rx) 2 CN(Rx)1
H = S(Rx)S(Tx)
H
(1.9)
Note that the channel matrix in Eq. (1.9) is modelled as a function of the
manifold vectors. However, H can also be written as
H =
26666664
11 12    1N(Tx)
21 22    2N(Tx)
...
...
. . .
...
N(Rx)1 N(Rx)2    N(Rx)N(Tx)
37777775 (1.10)
where pq; p = 1; : : : ; N
(Rx); q = 1; : : : ; N (Tx) represents the link coe¢ cient
from the qth transmit antenna to the pth receive antenna with
pq = 
h
S(Rx)
i
p
h
S(Tx)
H
i
q
(1.11)
In Eq. (1.8), m (t) is the message signal formed by a sequence of 1s and n (t)
is the additive white Gaussian noise (AWGN) vector of independent and iden-
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tically distributed (i.i.d.) complex random variables with zero mean and a co-
variance matrix CN (0N(Rx) ; 2nIN(Rx)). Note that CN () denotes a complex nor-
mal distribution. After multiplied by the receive beamformer w(Rx) 2 CN(Rx)1,
the signal estimate is
y (t) = w(Rx)
H
Hw(Tx)m (t) + w(Rx)
H
n (t) (1.12)
The beamformers are designed to provide maximum diversity gain when the
beamformers are associated to the path directions, i.e.,
w(Tx) = S(Tx) (1.13)
w(Rx) = S(Rx) (1.14)
thus
y (t) = S(Rx)
H
S(Rx)| {z }
N(Rx)
S(Tx)
H
S(Tx)| {z }
N(Tx)
m (t) + w(Rx)
H
n (t) (1.15)
and
E jy (t) j2	 =  jjN (Rx)N (Tx)2 (1.16)
where notice that the receive beamformer is orthogonal to noise vector, then
it is ready to see the diversity gain Nd = N (Rx)N (Tx) in the above equation.
1.3.2 Multiplexing Gain
During the past decade, driven by the demand of higher channel capacity,
multiple antennas have been considered as a means to increase the capacity of
a MIMO channel. Raised from a di¤erent point of view, it is suggested that in
a MIMO channel, fading can be benecial by increasing the degree of freedom
available from the channel [16]-[18]. If the fading coe¢ cient for each transmit-
receive antenna link is i.i.d. random variables, then the channel matrix is
highly possible well-conditioned, ideally of full column-rank. This indicates a
maximum of Nm = min
 
N (Tx); N (Rx)

independent parallel spatial channels
1. Introduction 12
can be utilized to support multiple information streams. This principle is
named spatial multiplexing, the gain of which depends on Nm. As opposed to
transmit scalar data symbol in the diversity scheme, independent data streams
are transmitted to increase channel capacity. Correspondingly, a pre-coding
and a post-coding matrix are required for channel diagonalization.
In a multiplexing MIMO system, coding matrices are required to support
the degree of freedom o¤ered by the fading channel. The received signal vector
is given by
x (t) = HW(Tx)m (t) + n (t) (1.17)
wherem (t) 2 CN(Tx)1 is the signal vector of normally distributed i.i.d. random
variables with N (0; 1) and Nm is the number of independent data streams
(i.e., multiplexing gain), W(Tx) 2 CN(Tx)N(Tx) is the pre-coding matrix, and
the entries of H are complex Gaussian random variables. After multiplied by a
post-coding matrix W(Rx) 2 CN(Rx)N(Rx) , the vector estimate y (t) 2 CN(Rx)1
is obtained
y (t) =W(Rx)
H
HW(Tx)m (t) +W(Rx)
H
n (t) (1.18)
The coding matrices can be designed using the singular value decomposition
(SVD) of the channel matrix, such that
H = UDV (1.19)
W(Tx) = V (1.20)
W(Rx) = U (1.21)
where U and V are respectively an N (Rx)  N (Rx) and an N (Tx)  N (Tx) uni-
tary matrix, and D is an N (Rx) N (Tx) rectangular matrix with non-negative
real numbers on the diagonal and zeros on the o¤-diagonal. The diagonal ele-
ments fd1  d2  : : :  dNmg are ordered singular values of H. Then a linear
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transformation is given by
y (t) = UHU| {z }
I
N(Rx)
DVHV| {z }
I
N(Tx)
m (t) +W(Rx)
H
n (t)
= Dm (t) +W(Rx)
H
n (t) (1.22)
and furthermore
E jjy (t) jj2	 = NmX
i=1
d2i (1.23)
where d2i , i = 1; : : : ; Nm, are eigenvalues of H. It is observed in Eq. (1.23) that
the energy d2i provided by the channel is utilized by the multiplexing approach
to increase the energy of received signal, thus the more paths the better.
Comparing Eq. (1.16) and Eq. (1.23), it is seen that the diversity gain
Nd contributes in the form of multiplication while the multiplexing gain con-
tributes as the number of the addition terms. Proof and explanation of
diversity-multiplexing gain tradeo¤ can be found in [15].
1.4 Spectrum Sharing Systems
This section introduces the emergence of cognitive radio, its development in
the past decade and motivations for the proposed model in Chapter 4. Re-
cently, many solutions have been proposed for the prototypes of cognitive
radio. However, those prototypes have been classied into underlay, overlay
and interweave paradigms from the information theory perspective [19], where
these paradigms will be introduced in the next section. The emphasis in this
thesis is on integration of MIMO technology into underlay cognitive radio, i.e.,
MIMO cognitive radio.
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1.4.1 Background of Cognitive Radio
As the steadily increasing demand for new wireless services and applications,
as well as the increasing number of wireless users, the available spectrum suited
for commercial wireless utilization are overpopulated. Since radio spectrum is
a natural resource, communications in the same frequency and region at the
same time cause interference to coexisting wireless users. Therefore advanced
technologies and new spectrum allocation policies are required for the evolution
of wireless communications and this is the intrinsic cause to the emergence of
cognitive radio [20].
The current spectrum allocation policy does not evolve with the consumer-
driven evolution of new wireless technologies, devices and services. The current
spectrum policy divides radio spectrum into distinct frequency bands for spe-
cic uses. Licenses for these blocks are assigned to groups and companies.
The main advantage of this approach is that a spectral block is exclusively
controlled by a licensee so the interference between its users can be unilater-
ally managed. An obvious benet is the guaranteed quality of service (QoS).
The main disadvantage of this approach is that the block allocation and exclu-
sive assignment potentially limit more e¢ cient utilization of spectrum when
the number of users is increasing. Driven by the demand for extra spectrum,
careful and extensive measurements directed by the Federal Communication
Committee (FCC) [21] and Ofcom (UK communications regulator) [22] have
revealed that spectrum under-utilization is actually a spectrum access prob-
lem rather than lack of natural resources. The e¢ ciency of frequency air tra¢ c
highly depends on time, location, technology and policy. Thus the current li-
censed and unlicensed paradigms are not essential barriers of accommodating
more wireless devices if these devices can exploit advanced technology to con-
trol their interference caused to the coexisting devices under an acceptable
threshold. Generally, there are various types of solutions. Cognitive radio,
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standing for broad connotations, arises from the idea that enables cognitive
communication to coexist with licensed devices while keeping the minimal im-
pact on the licensed users. It is possible that cognitive radio will evolve in
the future to a wireless network with articial intelligence, but its research at
present is based on the advances in wireless communication technologies.
More specically, the term cognitive radio was rst coined by Mitola [23],
[24] in 1999. Built on a software-dened radio (SDR) platform, cognitive radio
is promoted as a context-aware radio [25]. Its intelligence relies on:
 Automatically sensing radio environment and making correct decisions;
 Reconguring transmission strategies including protocols, coding and
digital signal processing methods in order to adapt to the opportuni-
ties.
The idea of SDR-based cognitive radio is certainly an application of the
concept: dynamic spectrum access [26]. Dynamic spectrum access aims to
improve spectrum e¢ ciency through dynamic spectrum allocation or oppor-
tunistic spectrum access, where both have to detect the spectrum opportunities
in the sense of space and time. In order to nd the opportunities, spectrum
sensing plays a particular important role. The main challenges involves de-
tection of space-time spectrum holes [20], identication of existing users and
the shadowing problem [27]. Spectrum sensing can be reduced to a classic
signal processing problem as discussed in [27], in which the advantages and
disadvantages of matched lter, energy detector and cyclostationary feature
detector are discussed respectively. Furthermore, in some situation when the
licensed users signal is blocked or strongly interfered, the received primary
signal could be too weak to be detected, which causes a high probability of
misdetection. This is known as the shadowing problem. To overcome shad-
owing, distributed sensing is presented in [28]-[30]. In addition, compressed
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sensing and a wavelet approach are respectively employed by [31] and [32] for
wideband spectrum sensing.
Dynamic spectrum access has attracted a lot of attention and much contri-
bution has been made to spectrum sensing. Its importance to cognitive radio
lies in the exibility introduced into the current static spectrum management
policy. However, dynamic spectrum access is not the only solution to cogni-
tive radio. Since the introduction of cognitive radio [25], the initial ideas have
been further developed to a variety of di¤erent versions. Behind the various
interpretations of cognitive radio lies a common feature: awareness of its en-
vironment [20], [19]. From the perspective of information theory, awareness of
its environment can be interpreted as utilization of network side information
[19], which involves:
 Channel status;
 Codebooks or messages used by other nodes and;
 User activity.
According to the types of the available network side information, cogni-
tive radio systems can be classied into: underlay, overlay and interweave
paradigm [26], [19], which are shown by Fig. 1.5.
In the underlay paradigm, users are known as primary (licensed) users and
secondary (cognitive) users. This paradigm is based on the assumption that
secondary user has knowledge of the interference caused by its transmitter to
the primary receiver (PRx). Therefore, the secondary user can constrain the
interference below an acceptable threshold. In another word, the secondary
user requires some knowledge of the channel state information (CSI) to satisfy
this condition. Technologies, such as beamforming [2], [8], spread spectrum
and ultrawideband (UWB) communications, are candidates to meet the re-
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quirement. Particularly, with the employment of an antenna array at the sec-
ondary transmitter (STx), the main radiated power can be steered away from
the direction of the PRx so as to constrain the interference. Alternatively,
the signal can be spread under the noise oor and despread at the secondary
receiver (SRx).
The most important assumption in the overlay paradigm is that cognitive
radio has the knowledge of existing userscodebooks and transmitted signals.
Like the underlay paradigm, overlay paradigm enables simultaneous transmis-
sion as well. Knowledge of a existing users codebook even its messages (if
possible) can be exploited at cognitive transmitter to mitigate interference
seen at the existing users and other cognitive users. As an alternative, this
knowledge can also be used at the cognitive receiver for completed interference
cancellation. This idea needs sophisticated coding technique, for instance,
dirty paper coding (DPC) [33].
Apart from using the CSI in the underlay paradigm and the message side
information in the overlay paradigm, the interweave paradigm allows cognitive
systems to exploit the activity side information of the existing user. The
cognitive system periodically monitors the spectrum and detects opportunities
for the cognitive users to communicate with the minimal impact to the active
users. This is exactly the concept of dynamic spectrum access as discussed
previously.
1.4.2 MIMO Cognitive Radio
In this thesis, it is concerned with underlay paradigm using antenna arrays.
The objective is to maximize the sum capacity1 of the spectrum sharing sys-
tems using transmit beamforming matrix.
1The capacity-achieving strategy is dirty paper coding [33] which is a nonlinear coding
method. Here, the maximal capacity is referred to that the linear transformation can achieve.
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Conventional beamforming is not a capacity-achieving strategy in high SNR
region for a MIMO channel with large number of multipaths (not clustered)
[13]. For a transmit weight vector, its transmit covariance matrix is of rank-
one. It implies that only one e¤ective data stream can be supported at the
transmitter, thus the degree of freedom (usually more than one) provided by
multipath channel is not fully used. This leads us to think of transmitting
multiple data stream at the transmitter. In order to make this idea possible,
it is proposed to use a full column-rank beamforming matrix (or pre-coding
matrix) instead of a beamforming vector. The relationship between these two
weighting strategies is the tradeo¤ between diversity and spatial multiplexing,
which is revealed in [14].
The rank of the beamforming matrix is decided by the minimal number of
antennas of the transmit and receive antenna arrays, usually referred to as the
degree of spatial multiplexing. Increasing the rank of transmit covariance ma-
trix indicates that more eigen channels can be supported and correspondingly
a higher capacity will be achieved. In the traditional beamforming, beams are
pointing to the DODs of multipaths in a channel, but in the eigen beamform-
ing the e¤ective beams are pointing towards the directions of the eigenvectors
of the e¤ective channel. In addition CSI is required at the transmitter.
Since more independent parallel eigen channels can be supported by the
beamforming matrix, the capacity is thus higher than that at most one eigen
channel is supported by a beamforming vector. If the transmitter is able
to provide high transmitted power, i.e., high SNR (assume noise power is
constant), then this power can be used under water-lling [34] principle to
further improve the channel capacity.
MIMO cognitive radio [1], [35], [36], [37] has attracted a lot of attention.
A typical decentralized setup is presented in [35], exclusively focused on im-
proving the performance of cognitive radio network. It assumes in [35] that
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multiple non-cooperative MIMO cognitive transmitter-receiver pairs compete
for the spectrum resource that is available from the licensed users. The equi-
librium of competition eventually falls into the well-known concept of Nash
equilibrium (NE) in game theory (e.g., game theory for communications in
[38], and [39]). The sum capacity of cognitive links is considered as the util-
ity function and it is optimized using an iterative water-lling algorithm (for
classic water-lling algorithm see [34]), which was rst introduced in [40], [41].
In addition, in [35] constraints are set to limit the transmitted power for each
cognitive transmitter. Focused as well on the cognitive radio network, [42]
optimizes the capacity of a single cognitive link under the constraints of the
transmitted power and interference caused to the non-cognitive receivers. The
solution also depends on an iterative water-lling algorithm. Furthermore,
centralized setup for cognitive network can be found in [37].
In Chapter 4, a simple spectrum sharing network is formed using a primary
and a secondary transmitter-receiver antenna array system. It is proved that an
equilibrium can be achieved when both receiver employ a single-user receiving
strategy. The sum capacity is optimized using a joint water-lling algorithm.
Some key points di¤erent to [1], [35], [36], [37] are summerised as follows:
 Formulated a 2-transmitter vs. 2-receiver spectrum sharing network;
 Considered sum capacity of the primary and the secondary network and;
 Proposed a multivariable water-lling algorithm.
Chapter 2
Direction-of-Departure
Estimation Using Cooperative
Beamforming
A novel approach is presented in this chapter for estimating DOD in a frequency-
selective multipath channel, where both the transmitter and receiver employ
an antenna array [43]. In general, estimating direction-of-arrival (DOA) of a
path is a well-known and well-investigated problem and it can be implemented
by the receiver. While DOD cannot be estimated simply by the receiver due
to the unknown propagation characteristics of the channel, e.g., channel re-
ection and de¤raction. Therefore, the help of the transmitter is necessary.
Briey, the cooperation between the transmitter and receiver is the key to
DOD estimation, which will be shown in this chapter.
In particular, the proposed approach in this chapter exploits the cooper-
ation between the transmit and receive beamformers, such that the transmit
beamformer rotates its mainlobe in a synchronized manner that is known to
the receiver. This operation allows DODs of the multiple paths to be estimated
at the receiver by making a set of power measurements. The performance of
21
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the proposed approach is investigated using computer simulations and further
studies on channel capacity with respect to DODs is presented.
2.1 Signal Model
It is well-known that the employment of antenna arrays [8] can signicantly
improve the diversity gain of a communication system. In the antenna array
systems, DOD is an important parameter for the transmit beamformer which
steers the radiating power towards a particular direction in order to improve
the link quality and mitigate interference. The maximum gain occurs when the
transmission is aligned along with the direction of the channel [44], i.e., DOD
of the channel. To be able to form a beam to steer the signal, the transmitter
needs to know the DOD. Motivated by this fundamental view, a simple and
e¤ective approach for estimating DOD is proposed in this chapter.
A typical scenario is illustrated using two reected paths in Fig. 2.1, where
DODs (Tx)1 and 
(Tx)
2 are to be estimated given the DOAs 
(Rx)
1 and 
(Rx)
2 .
A number of DOD estimation approaches are presented in [45]-[49]. In [45]
a test bed is presented for the DOD estimation. In this system, a signal is
transmitted using an omnidirectional monopole antenna and received by a
uniform linear array (ULA) at the receiver. The transmit antenna is placed at
a number of positions, such that a virtual-cross array can be formed in order
to have an arbitrary array shape. In the modelling, the Doppler shift, path
delay, DODs and DOAs are built into the impulse response of the channel.
By moving the transmitter antennas at a constant speed, the received mea-
surements are processed using estimation of signal parameters via rotational
invariance techniques (ESPRIT) algorithm [7]. The post-processing consecu-
tively removes the Doppler e¤ects, estimates the path delays and DOAs and,
nally the DODs. This double-directional channel model [45] is later on used
2. Direction-of-Departure Estimation Using Cooperative Beamforming 23
in [46] but with a di¤erent strategy that a switched multibeam antenna is
employed at the transmitter. The idea of sequential estimation [45] is also
employed in [47] for DOD estimation. However, all of the above approaches
are limited to linear antenna array geometries.
1q
(Tx)
2q
(Tx)
1q
(Rx)
2q
(Rx)
Tx array Rx array
Figure 2.1: Two multipaths with respective DODs and DOAs, where the re-
ections are due to unknown positions
In this chapter, a novel approach is proposed based on power estimation
at the receiver, which is simple and e¤ective. It exploits the concept that
when the mainlobes of the transmit and receive beamformers are respectively
steered towards the DOD and DOA of a specic path, then the maximum
received power will be observed at the receiver. Hence, "rotating" the trans-
mit beamformer causes a change of the amplitude of the received power, and
consequently a DOD can be identied as a particular direction that provides
the maximum power estimate at the receiver. This idea is not limited to the
array geometry, receiver type or the presence/absence of the line-of-sight.
Consider a receiver with an array of N (Rx) antennas receiving a signal via a
K-path frequency-selective channel from a transmit array of N (Tx) antennas,
where the vector-input vector-output (VIVO) channel is illustrated by Fig.
2.2.
The received baseband complex signal vector x (t; ) 2 CN(Rx)1 is given by
x (t; ) =
KX
k=1
p
PkS
(Rx)
k S
(Tx)H
k w
(Tx) ()m (t   k) + n (t) (2.1)
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where  2 D denotes the scanning direction at the transmitter and has been
added to x (t) as a parameter of interest. The symbolD represents the scanning
sector. The noise vector n (t) 2 CN(Rx)1 is assumed to be complex AWGN hav-
ing zero mean and a covariance matrix, i.e., N (0; 2nIN(Rx)). The transmitted
baseband signal m (t) is randomly generated with unit power and m (t   k)
is its delayed version with  k the delay of the kth path. The complex fad-
ing coe¢ cient is denoted by k for the kth path and P is the transmitted
power of the signal. The transmit beamformer, using unity norm weight vector
w(Tx) () 2 CN(Tx)1, is formed towards a scanning direction . The transmit
array manifold vector S(Tx)k 2 CN
(Tx)1, for azimuth DOD (Tx)k of the kth path,
is given by
S
(Tx)
k , S


(Tx)
k

= exp

 j2Fc
c
r(Tx)u
(Tx)
k

(2.2)
where Fc is the carrier frequency, c is the speed of light, r(Tx) 2 RN(Tx)3
denotes the geometry of the transmitter array elements and
u
(Tx)
k =
h
cos 
(Tx)
k ; sin 
(Tx)
k ; 0
iT
(2.3)
is the transmitter wave-number vector. Similarly, S(Rx)k , S


(Rx)
k

2 CN(Rx)1
is the receiver array manifold for DOA (Rx)k . Without loss of generality, the
elevation angle is assumed equal to zero throughout this chapter.
2.2 Proposed Cooperative Beamforming
It is assumed that the number of DOAs can be detected by the information
theoretic criteria [50], which is an order detection problem in array processing
[51]. These are based on two classic algorithms for model selection:
1. Akaike information criterion (AIC) by Akaike [52];
2. The minimum description length (MDL) by Rissanen and Schwartz [53],
[54], [55].
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Performance analysis on the information theoretic criteria (AIC and MDL)
are presented in [56]-[59] and the robustness of MDL is investigated in [60].
A novel approach using the transformed Gerschgorin Radii is introduced in
[61]. This detector, as well as the MDL, is consistent and it provides improved
detection performance over small data samples or coloured Gaussian noise.
Source number estimation is a well-known and well-investigated problem, so
either the number of DOAs or the impinging signals at the receive antenna
array is assumed known throughout this thesis.
With reference to Fig. 2.3-2.6, the proposed cooperative beamforming can
be described in four steps. As shown in the gures, a representative example
of a 2-path channel is used. A feedback link from receiver to transmitter and
a perfect synchronization between the transmitter and receiver are assumed.
DOA
estimation
algorithm
q
x (t, )q
Rotate beam with
a known velocity
1q
(Tx)
2q
(Tx)
1q
(Rx)
2q
(Rx)
Tx array Rx array
1q
(Rx)
2q
(Rx)( ,       )
Figure 2.3: The 1st step of the proposed approach: rotate the Tx beamformer
and estimate DOAs at the Rx
Step-1 (Fig. 2.3): Firstly, the DOAs of all the paths are estimated. The
mainlobe of the transmitter rotates with a certain xed angular velocity over
a set of scanning directions, e.g.,  = f1; 2; : : : ; 180g. For a particular direc-
tion , a transmit beamformer w(Tx) () is constructed using the transmitter
manifold vector and it is normalized to have unity norm
w(Tx) () =
S(Tx)()
k S(Tx)() k , 8  (2.4)
2. Direction-of-Departure Estimation Using Cooperative Beamforming 27
With the transmit beamformer steering to di¤erent directions, the receiver
receives a number of signal samples with respect to each direction  (note that
synchronization is assumed between the transmitter and receiver). The DOAs
and path delays of K paths can then be estimated based on these received
signal using, for instance, super-resolution algorithm for DOA estimation (e.g.,
the MUltiple SIgnal Classication, MUSIC, algorithm [62]). Note that delay
estimation algorithms are not considered in this proposed approach.
Step-2 (Fig. 2.4): The receiver steers one mainlobe to each estimated
DOA by constructing beamformers w(Rx)k 2 CN
(Rx)1, k = 1; : : : ; K. There
are a number of choices available, e.g., the Wiener-Hopf (WH), MMSE or
subspace-type beamformers. Two typical receive beamformers are presented
in the next section.
Form
beamformer
per estimated
DOA
1q
(Tx)
2q
(Tx)
1q
(Rx)
2q
(Rx)
Tx array Rx array
x (t, )q
Figure 2.4: The 2nd step of the proposed approach: steer the mainlobes of the
Rx towards the estimated DOAs
Step-3 (Fig. 2.5): With a receive beamformer steered to a particular DOA,
for every transmit scanning direction , L snapshots of x (t; ) are collected at
the receiver. Note that the velocity of rotations at the transmitter is known to
the receiver. Then the power Pk() at the output of the receive beamformer is
estimated for the kth path, given as follows
Pk() =
1
L
LX
l=1
j w(Rx)Hk x (tl; ) j2 , 8 k;  (2.5)
where w(Rx)k is the receive beamformers constructed in Step-2 and the subscript
l = 1; : : : ; L. Hence, DOD (Tx)k can be quickly identied as the scanning
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direction that yields the maximum power estimate Eq. (2.5), such that

(Tx)
k = argmax

Pk(), 8 k;  (2.6)
Collect data
per DOA
Power
estimation
for DODs2
1x (t, )q
q
Rotate beam with
a known velocity
1q
(Tx)
2q
(Tx)
1q
(Rx)
2q
(Rx)
Tx array Rx array
1q
(Tx)
2q
(Tx)( ,  )
Figure 2.5: The 3rd step of the proposed approach: rotate the Tx beamformer
and estimate the received power for each rotation, then estimate DODs as the
directions associated with the largest powers
Step-4 (Fig. 2.6): The DOD estimates are fed back to the transmitter using
a feedback link. With the transmit and receive beamformers steered to DODs
and DOAs respectively, the identied paths are utilized by a number of beams.
Furthermore the maximum ratio combining (MRC) approach can be used to
combine the paths, therefore the overall link quality is improved. Finally, the
implementation procedure of the proposed approach is summarized in Table
2.1.
Feedback channel
1q
(Tx)
2q
(Tx)
1q
(Rx)
2q
(Rx)
Tx array Rx array
Figure 2.6: The nal step of the proposed approach: feed back the estimates
to Tx and steer the mainlobes of Tx towards these DODs
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Table 2.1: Implementation procedure of the cooperative beamforming
DOA Estimation :
1a. rotate w(Tx) () using Eq. (2.4), 8 ;
1b. estimate (Rx)k , 8 k;
DOD Estimation :
2. steer w(Rx)k using Eq. (2.7) or Eq. (2.8), 8 k;
3a. rotate w(Tx) () using Eq. (2.4), 8 ;
3b. calculate Pk() at receiver with Eq. (2.5), 8 k, ;
3c. identify (Tx)k using Eq. (2.6), 8 k;
Feedback :
4. feed the estimated DODs to transmitter and steer the transmit
mainlobes (one per DOD)
2.3 Receive Beamformer
Two typical receive beamformers are considered for comparison, respectively
based on the WH [63] and the subspace [63] method. The WH method max-
imizes the output SNR [63] while the subspace beamformer are maximizing
the output signal-to-interference ratio (SIR) [64]. The subspace method here
considers the signals received via other multipaths as unwanted interference
and an asymptotic cancellation is provided. Other criteria subject to minimum
variance distortionless response (MVDR) and minimum bit error rate (BER)
can be found respectively in [63] and [65].
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1. The well-known WH beamformer is given by
w
(Rx)
k = R
 1
xxS
(Rx)
k (2.7)
where S(Rx)k is the receive array manifold vector for the kth path, formed
based on the estimated (Rx)k , and the covariance matrix of the received
signal is given by Rxx = E
n
x (t; )x (t; )H
o
2 CN(Rx)N(Rx) .
2. The subspace-type beamformer is based on the projection operator. It
isolates (receives) one single path while providing cancellation of the
other paths as unwanted interference. This operation provides, asymp-
totically, complete self-interference cancellation. This beamformer is de-
ned as
w
(Rx)
k = P
?
k S
(Rx)
k (2.8)
where S(Rx)k is the receiver manifold vector of the kth path and P?k 2
CN(Rx)N(Rx) is the complement projection operator onto the subspace
spanned by the columns of matrix Sk. That is
P?k = IN(Rx)   Sk
 
SHk Sk
 1 SHk (2.9)
where Sk 2 CN(Rx)(K 1) is the matrix with the receiver manifold vectors
for all paths except the kth path
Sk =
h
S
(Rx)
1 ; : : : ; S
(Rx)
k 1 ; S
(Rx)
k+1 ; : : : ; S
(Rx)
K
i
, k  2 (2.10)
2.4 Performance of Cooperative Beamforming
2.4.1 Simulation Results
Without any loss of generality, assume that both the transmitter and receiver
use uniform linear antenna arrays of half-wavelength spacing with the numbers
of elements
 
N (Tx); N (Rx)

= (4; 8). Assume that the number of multipaths is
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K = 3, where DODs = [38; 62; 115] and DOAs = [58; 112; 145]. Channel
fading coe¢ cients are complex random variables with an amplitude of jkj =
0:5. The baseband transmitted signal is randomly generated with zero mean
and variance E m (t)2	 = 1. The transmitted power is denoted by P and the
channel noise is assumed to be 10 dB below P , i.e., SNR = P=2n = 10 dB.
The transmit beamformer rotates with a xed angular velocity that allows
the collection at the receiver of L = 500 snapshots per scanning direction
 = f1; 2; : : : ; 180g. The scanning sector is set to D = f1; 2; : : : ; 180g.
In Fig. 2.7 and Fig. 2.8, the receive beam pattern of each multipath by
respectively the WH and subspace-type method is shown by the subgure.
Please note that in Fig. 2.7, nulls are not necessarily provided to suppress the
self-interference from other paths but the overall aim is to improve SNIR. For
instance in Fig. 2.7, DOA (Rx)1 = 58
 is nulled by the second and the third
receive beam patterns, but DOA (Rx)2 = 112
 is not nulled by the rst beam
pattern and neither DOA (Rx)3 = 145
 is nulled by the rst beam pattern. The
case is di¤erent in Fig. 2.8 that very deep nulls are provided by the projection
operator, and in each subgure the unwanted paths are strongly suppressed.
Fig. 2.9 shows the estimated transmit array patterns and DODs for a 3-
path channel, where these transmit array patterns are individually estimated
and plotted in one gure. Therefore, even very close DODs = [38; 40; 115]
can be identied as shown by Fig. 2.10. DODs are quickly identied as the
directions associated with the three peaks. Both WH and the subspace-type
receive beamformer give very similar pattern shapes but di¤erent magnitudes,
which can be removed by normalizing the pattern of Fig. 2.11.
The standard deviation (STD) of the estimation error vs. SNR and the
number of snapshots L are respectively presented in Fig. 2.12 and Fig. 2.13.
In the high SNR region (to the right of SNR = 8 dB) of Fig. 2.12, the STD
(in degree) of the subspace-type beamformer is smaller than that of the WH
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Figure 2.7: Rx beam patterns using Wiener-Hopf beamformer; K = 3;
D 2 [0; 180]; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 62; 115]; (Rx) =
[58; 112; 145]; L = 500; SNR = 10 dB; jkj = 0:5
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Figure 2.8: Rx beam patterns using subspace-type beamformer; K = 3;
D 2 [0; 180]; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 62; 115]; (Rx) =
[58; 112; 145]; L = 500; SNR = 10 dB; jkj = 0:5
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Figure 2.9: Estimated power patterns and DODs using the Wiener-Hopf
Rx beamformer; K = 3; D 2 [0; 180]; (N (Tx); N (Rx)) = (4; 8); (Tx) =
[38; 62; 115]; (Rx) = [58; 112; 145]; L = 500; SNR = 10 dB; jkj = 0:5
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Figure 2.10: Estimated power patterns and DODs using WH Rx beamformer
with close DODs; K = 3; D 2 [0; 180]; (N (Tx); N (Rx)) = (4; 8); (Tx) =
[38; 40; 115]; (Rx) = [58; 112; 145]; L = 500; SNR = 10 dB; jkj = 0:5
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Figure 2.11: Estimated power patterns and DODs using subspace-type Rx
beamformer; K = 3; D 2 [0; 180]; (N (Tx); N (Rx)) = (4; 8); (Tx) =
[38; 62; 115]; (Rx) = [58; 112; 145]; L = 500; SNR = 10 dB; jkj = 0:5
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Figure 2.12: Standard deviation of DOD estimates with respect to SNR; K =
3; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 62; 115]; (Rx) = [58; 112; 145];
jkj = 0:5; SNR = [ 20; 10; 0; 10; 20] dB; L = 1200; RUN = 50
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Figure 2.13: Standard deviation of DOD estimates with respect to number
of snapshots; K = 3; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 62; 115]; (Rx) =
[58; 112; 145]; jkj = 0:5; SNR = 15 dB; L 2 [100; 2700]; RUN = 200
beamformer, and the STD of the WH beamformer stays still. This is because
the noise power is less important when SNR is high. In the low SNR region
(to the left of SNR = 8 dB) where noise power is relatively large, WH beam-
former thus has a better performance than the subspace-type beamformer.
In Fig. 2.13 for a xed input SNR = 15 dB, as L increases the subspace
beamformer outperforms WH beamformer in all region due to its capability in
self-interference cancellation. It is also observed that the subspace method is
able to reach almost zero error when 2500 samples are collected.
2.4.2 Capacity with Transmit Beamformer
It is important to examine whether knowing DOD improves the performance of
arrayed MIMO communications. The channel capacity [17], [18] is considered
as the criterion. At point-B in Fig. 2.2, the channel capacity (bit/s/Hz),
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Figure 2.14: Channel capacity with respect to the Tx beamformer with one
mild peak; K = 3; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 62; 115]; (Rx) =
[58; 112; 145]; jkj = 0:5; SNR = 10 dB
involving the transmit beamformer, is given by
C
 
w(Tx) ()

=
1
2
log2 det

P
2n
H
 
IK 
 w(Tx) ()

Rmm
 
IK 
 w(Tx) ()
H HH
+IN(Rx)

(2.11)
where the derivation can be found in the Appendix. In the above equation,
H 2 CN(Rx)N(Tx)K is the composite channel matrix
H = [H1;H2; : : : ;HK ] (2.12)
composed of all the path channel matrices Hk = kS
(Rx)
k S
(Tx)H
k 2 CN
(Rx)N(Tx) ,
for k = 1; : : : ; K. The covariance matrix of the delayed signals is given by
Rmm = E
n
m (t)m (t)H
o
2 CKK where
m (t) = [m (t   1) ;m (t   2) ; : : : ;m (t  K)]T (2.13)
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Figure 2.15: Channel capacity with respect to Tx beamformer with di¤er-
ing peaks; K = 3; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 62; 115]; (Rx) =
[58; 112; 145]; jkj = 0:5; SNR = 15 dB
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Figure 2.16: Channel capacity with respect to the Tx and Rx beamformers
with separated DODs; K = 3; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 82; 115];
(Rx) = [58; 112; 145]; jkj = 0:5; SNR = 15 dB
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Figure 2.17: Channel capacity with respect to the Tx and Rx beamformers
with two closed DODs; K = 3; (N (Tx); N (Rx)) = (4; 8); (Tx) = [38; 62; 115];
(Rx) = [58; 112; 145]; jkj = 0:5; SNR = 15 dB
In the simulations, the three paths/signals have equal powers, i.e., P1 = P2 =
P3 = P and their correlation properties are described by the following matrix
Rmm =
26664
P 12 13
21 P 23
31 32 P
37775 (2.14)
=
1
3
26664
1 0:014ej2:4

0:005ej61:6

0:014e j2:4

1  0:002e j54:7
0:005e j61:6
  0:002ej54:7 1
37775 (2.15)
where ij; 8i; j = 1; 2; 3 denotes the correlation of the ith and the jth signals
with ij = 

ji. With the parameters P , 
2
n, H and Rmm xed, the capacity
C
 
w(Tx) ()

as a function of the scanning direction  is given by Fig. 2.14 and
Fig. 2.15 with respective SNR = 10 dB and SNR = 15 dB. The peak that is
associated with DOD = 61 in Fig. 2.14 is mild due to the relative low SNR.
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For a higher SNR, it is observed in Fig. 2.15 that the three highest peaks are
close to the desired DODs. This result agrees with the statement earlier in the
literature review, that knowing DODs will signicantly improve the capacity
of arrayed wireless systems.
2.4.3 Capacity with Transmit and Receive Beamform-
ers
Furthermore, a similar result, as shown at point-C in Fig. 2.16, can be obtained
by using the following equation
C

w(Tx) () ; w
(Rx)
k

= log2 (1 + SNRout)
= log2
0BBBBB@1 +
PN (Rx)
KX
k=1
jkj4jS(Tx)
H
k w
(Tx) () j2
2n
KX
k=1
jkj2
1CCCCCA (2.16)
which provides the capacity at the output of an MRC receiving strategy. With
one receive beamformer per path, the MRC combines the outputs of all receive
beamformers in an optimum way. The derivation can be found in the Appen-
dix. In Fig. 2.16, distinct peaks are found using DODs = [38; 82; 115].
However, when the adjacent DODs are close as shown in Fig. 2.17 with
DODs = [38; 62; 115], two mainlobes merge into one but their capacities
are still close to the merged peak value.
2.5 Summary
In this chapter, a simple and e¤ective approach for DOD estimation is pro-
posed based on exploiting the cooperation between the arrayed transmitter
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and receiver. By measuring the power level at the output of receive beam-
former, DOD can be quickly identied as the direction with the largest receive
power. The proposed approach is not limited to the array geometry or the
line-of-sight.
As the rst technical chapter of this thesis, it addressed a rather funda-
mental problem in array processing, i.e., DOD estimation, however not many
publications have been presented in this area. It is known that in an arrayed
system DOAs can be estimated simply by the receiver but as have shown in
this chapter the DOD estimation requires the cooperation of both. This ob-
servation may lead to a point of view of joint transmitter-receiver. A number
of other basic problems in array processing are also touched in this chap-
ter, e.g., DOA estimation, transmit/receive beamformer, parametric channel
model, power estimation and channel capacity. It should be point out that
not much attention has been drawn to arrayed MIMO capacity, since array
processing was assumed to provide high diversity gain but not high capacity.
This is true in the sense of diversity-multiplexing tradeo¤. However, capacity
is a well-known and very important measure of a wireless system, thus even
the achievable capacity in a beamforming system is also of importance.
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Appendix 2.A Capacity with Transmit Beam-
former
The received signal vector in Eq. (2.1) can be written in matrix form
x (t; ) =
KX
k=1
p
PkS
(Rx)
k S
(Tx)H
k w
(Tx) ()m (t   k) + n (t)
=
p
P
KX
k=1
Hkw(Tx) ()m (t   k) + n (t)
=
p
PHW(Tx) ()m (t) + n (t)
where H 2 CN(Rx)N(Tx)K is the composite channel matrix
H = [H1;H2; : : : ;HK ]
composed of all the path channel matrices Hk = kS
(Rx)
k S
(Tx)H
k 2 CN
(Rx)N(Tx) ,
for k = 1; : : : ; K, matrix W(Tx) () 2 CN(Tx)KK is formed based the transmit
beamformer
W(Tx) () = IK 
 w(Tx) ()
and signal vector m (t) 2 CK1 is dened as
m (t) = [m (t   1) ;m (t   2) ; : : : ;m (t  K)]T
The covariance matrix Rxx = E
n
x (t; )x (t; )H
o
of the received signal
can be written as
Rxx = PHW(Tx) ()RmmW(Tx) ()H HH + Rnn
= RGG + Rnn
where RGG 2 CN(Rx)N(Rx) represents the e¤ective channel covariance matrix
and Rnn = 2nIN(Rx) denotes the covariance matrix of the noise.
The channel type of the transmitter-receiver system can be considered as a
point to point channel with each point an antenna array. The received signal
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at each antenna is a linear combination of all the transmitted signal by each
transmit antenna. To approximate the channel capacity, the strategy is to
linearly transform the N (Rx)N (Tx) links into a number of equivalent parallel
Gaussian channels [13]. Based on [34], the capacity of the parallel Gaussian
channels is the sum of the capacity of each channel. Assume the eigenvalues
of RGG are d2i , i = 1; : : : ; N , where N = min
 
N (Tx); N (Rx)

, then the sum
capacity is
C
 
w(Tx) ()

=
NX
i=1
1
2
log2

1 +
d2i
2n

=
1
2
log2

d21 + 
2
n
2n
 : : :  d
2
N + 
2
n
2n

=
1
2
log2
0BBBB@
NY
i=1
ed2i
2Nn
1CCCCA
=
1
2
log2

det (Rxx)
det (Rnn)

where ed2i = d2i + 2n is the eigenvalue of Rxx and identity det (A) =Y
i
2i was
used with 2i being the eigenvalue of matrix A.
Based the derivation, by substituting Rxx and Rnn the channel capacity
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C
 
w(Tx) ()

with respect to point-B shown in Fig. 2.2 is given by
C
 
w(Tx) ()

=B
=
1
2
log2

det (Rxx)
det (Rnn)

=
1
2
log2
24det

PHW(Tx) ()RmmW(Tx) ()H HH + 2nIN(Rx)

det (2nIN(Rx))
35
=
1
2
log2
8<:det
h
2n

P
2n
HW(Tx) ()RmmW(Tx) ()H HH + IN(Rx)
i
2N(Rx)n det (IN(Rx))
9=;
=
1
2
log2
242N(Rx)n det

P
2n
HW(Tx) ()RmmW(Tx) ()H HH + IN(Rx)

2N(Rx)n
35
=
1
2
log2 det

P
2n
HW(Tx) ()RmmW(Tx) ()H HH + IN(Rx)

where equality det (bA) = bN det (A), if A 2 CNN , was used.
Appendix 2.B Capacity with Transmit and Re-
ceive Beamformers
The strategy of MRC is used at the receiver to combine the K coherent signal
output. Consider the output signal for the kth path using RAKE receiver [66]
yk (t; ) = w
(Rx)H
k x (t; )
The power Pk of the kth output signal is given by
Pk = E fyk (t; ) yk (t; )g
= w
(Rx)H
k Rxxw
(Rx)
k
= w
(Rx)H
k (Rkk + RJJ + Rnn)w
(Rx)
k
= w
(Rx)H
k Rkkw
(Rx)
k| {z }
Pk;desired;out
+ w
(Rx)H
k RJJw
(Rx)
k| {z }
Pk;undesired;out
+ w
(Rx)H
k Rnnw
(Rx)
k| {z }
Pk;n;out
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where Rkk, RJJ and Rnn are respectively the covariance matrix for the kth-path
signal, signals except the kth path and noise. The desired covariance matrix
Rkk is derived as follows
Rkk
= E
np
PkS
(Rx)
k S
(Tx)H
k w
(Tx) ()m (t   k)


p
PkS
(Rx)
k S
(Tx)H
k w
(Tx) ()m (t   k)
H
= P jkj2S(Rx)k S(Tx)
H
k w
(Tx) () E m (t   k)2	| {z }
1
w(Tx) ()H S
(Tx)
k S
(Rx)H
k
= P jkj2S(Rx)k S(Tx)
H
k w
(Tx) ()w(Tx) ()H S
(Tx)
k S
(Rx)H
k
Based on the above equation, the output power of the desired path is
Pk;desired;out
= w
(Rx)H
k Rkkw
(Rx)
k
= w
(Rx)H
k

P jkj2S(Rx)k S(Tx)
H
k w
(Tx) ()w(Tx) ()H S
(Tx)
k S
(Rx)H
k

w
(Rx)
k
= P jkj2w(Rx)
H
k S
(Rx)
k| {z }
N(Rx)
S
(Tx)H
k w
(Tx) ()w(Tx) ()H S
(Tx)
k S
(Rx)H
k w
(Rx)
k| {z }
N(Rx)
= PN (Rx)
2jkj2S(Tx)
H
k w
(Tx) ()w(Tx) ()H S
(Tx)
k
= PN (Rx)
2jkj2jS(Tx)
H
k w
(Tx) () j2
where note that the receive beamformer is w(Rx)k = S
(Rx)H
k and that
N (Tx)
2
= argmax
=
(Tx)
k ; k=1;:::;K
jS(Tx)Hk w(Tx) () j2
The output noise power associated with the kth path is given by
Pk;n;out = w
(Rx)H
k Rnnw
(Rx)
k
= w
(Rx)H
k 
2
nIN(Rx)w
(Rx)
k
= 2nw
(Rx)H
k w
(Rx)
k| {z }
N(Rx)
= 2nN
(Rx)
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According to Fig. 2.18, the RAKE output (i.e., the maximum-ratio combined)
signal is written as
y (t; ) =
KX
k=1
kyk (t; )
thus the power of which is given by, in the presence that the K paths are
uncorrelated
PRAKE = E fy (t; ) y (t; )g =
KX
k=1
jkj2Pk;desired;out
Rx antenna array
Finger-1
Finger-2
Finger-K
w (Rx)1
w (Rx)2
w (Rx)
K
qx (t, ) y (t, )q1
y (t, )q2
y (t, )qK
...
...
β*1
β*2
β*K
å y (t, )q
RAKE output signal
Figure 2.18: Structure of the arrayed RAKE receiver
Finally, combining the output power from K ngers together, the output
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SNR can be derived
SNRout =
PRAKE
KX
k=1
jkj2Pk;n;out
=
PN (Rx)
KX
k=1
jkj4jS(Tx)
H
k w
(Tx) () j2
2n
KX
k=1
jkj2
The capacity at point-C in Fig. 2.16, with respect to both transmit and receive
beamformers, is shown by the following equation
C

w(Tx) () ; w
(Rx)
k

=B
= log2 (1 + SNRout)
= log2
0BBBBB@1 +
PN (Rx)
KX
k=1
jkj4jS(Tx)
H
k w
(Tx) () j2
2n
KX
k=1
jkj2
1CCCCCA
Chapter 3
Space-Time Joint
Transmitter-Receiver
Beamforming
This chapter introduces a space-time joint transmitter-receiver beamform-
ing system. The cooperation between the transmit and receive beamformers
adapts to the criterion of minimum mean-square signal error at the system
output. Compared to the previous work [67], the main contribution of this
chapter lies on the further integration of ST processing into the transmitter,
thus a complete ST transmitter-receiver framework is developed. Accordingly,
the channel is also extended into fully space-time. Furthermore, an error analy-
sis is presented.
3.1 Introduction and System Architecture
Joint transmitter-receiver beamforming is a powerful approach that has been
considered for the downlink DS-CDMA system over frequency-selective chan-
nels and much recent e¤ort has been devoted to its integration with ST process-
48
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ing. In the DS-CDMA system, the ST processing has been employed at the
receiver [67], however, with the transmitter based on spatial-only processing
(namely an S-ST structure). In this chapter, antenna arrays with ST integra-
tion are employed at both the transmitter and receiver (i.e., an ST-ST struc-
ture [9]) aiming at further improving the performance over S-ST in frequency-
selective channels. The joint optimisation problem is solved by an iterative
method and a closed-form method respectively. The mean square error (MSE)
of ST-ST and S-ST is derived based on the closed-form solution which can be
considered as a loose upper bound when the system is lightly loaded.
Typical transmitter-based and joint transmitter-receiver systems are pro-
posed in [68] and [69] respectively. In [68], transmitter pre-coding scheme
performs part of interference cancellation and simplies the detection problem
for the receiver. Joint transmitter-receiver optimisation is considered in [69],
which further reduces the multiple-access interference (MAI). Single antenna
and synchronous data are assumed in both [68] and [69]. Generally, a better
performance is expected in joint optimisation compared to transmitter-only or
receiver-only optimisation [70].
Recent studies on joint transmitter-receiver optimisation are presented in
[71]-[73], all considered MIMO channel. Joint optimisation for uplink multi-
user MIMO system is considered in [71] with an investigation of the optimal
transmission symbol rate. In [72], duality between the downlink and uplink
is employed to solve the joint problem, i.e., a downlink sum-power minimiza-
tion problem solved equivalently by exploiting the duality in uplink [74]. A
nonlinear method, Tomlinson-Harashima pre-coding, is introduced to the base
station in [73] for a downlink multiuser MIMO joint transmitter-receiver sys-
tem and a higher sum capacity is achieved in the high signal-to-noise plus
interference (SNIR) region. Di¤erent from the above modelling and the crite-
ria used, it is proposed in this chapter to consider integration of ST processing
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into downlink CDMA systems. An ST-ST broadband MIMO channel model
has been developed. MMSE is considered as the criterion for adaptive ltering.
Array processing [8] due to its high capability in interference cancellation
is always a promising candidate for standards (e.g., IEEE 802:16e) of the next
generation communication systems. Joint transmitter-receiver optimisation
with beamforming has been considered in [67] for a downlink multiuser DS-
CDMA system in the presence of CCI and ISI, where antenna arrays are intro-
duced for both sides. Based on the ST array manifold channel model [12], the
ST processing is used at the receiver side [12], [64], [67], however leaving the
transmitter spatial-only processing. The objective of this chapter is not only
to complete the S-ST system into an ST-ST architecture, but to provide un-
derstanding of ST processing integrated joint system. Therefore the reduction
from ST-ST to S-ST and S-S is not di¢ cult.
A brief summary is presented in Table 3.1, where the schematic structures
of the transmitters and receivers of S-S, S-ST and ST-ST are respectively shown
by a number of gures, and channel models are also given. The transmitter
and receiver in respective Fig. 3.1 and Fig. 3.2 for an S-S system are typical
spatial lters and no temporal processing is considered. In Fig. 3.3 and Fig.
3.4, the transmitter is still with spatial processing but the receiver has been
extended into ST for equalisation of delayed signals. Finally in Fig. 3.5,
the transmitter is integrated with ST processing which completes the ST-ST
system architecture.
As illustrated by Fig. 3.5, each chip at each antenna of the transmit array
is weighted by a di¤erent complex weight coe¢ cient w(Tx)ipq , i = 1; : : : ;M , p =
1; : : : ; N (Tx), q = 1; : : : ; L(Tx) where L(Tx) M= Nc. If the weight coe¢ cients
in Fig. 3.5 are viewed by column per chip, it is seen that each spatial weight
vector w(Tx)iq 2 CN(Tx)1, q = 1; : : : ; L(Tx), is di¤erent and will be updated by an
iterative algorithm. In another word, because of the TDLs introduced into the
3. Space-Time Joint Transmitter-Receiver Beamforming 52
Scalar
Vector
mi(t)mi(t)
Data symbols
w (Tx)i
TxN     x 1(Tx)
0 t Tcs££
Figure 3.1: Spatial-only processing module for the ith user in the transmitter
(Rx)N      x 1
xi (t)
w(Rx)i
Rx
yi(t)
Figure 3.2: Spatial-only processing module for the ith receiver
mi(t)mi(t)
SpreadingData symbols
w (Tx)i
TxN     x 1(Tx)
0 t Tc££
Figure 3.3: Spatial-only processing module with CDMA for the ith user in the
transmitter
spatial transmitter, each chip is weighted by an adaptive spatial weight vector.
In this manner, the chip signal is not possible to be faded in all frequencies
in a frequency-selective channel. Hence, the system performance is further
improved over S-ST structure in a fading channel. Keeping the spatial weight
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vectors the same for each chip reduces the ST transmitter to a spatial-only
transmitter.
3.2 Signal Model
Consider a downlinkM -user DS-CDMA system. Both the transmitter and re-
ceiver are equipped with an antenna array of N (Tx) and N (Rx) elements respec-
tively. Let fai [n] 2 C;8n 2 Z; i = 1; : : : ;Mg denote the nth BPSK or QPSK
modulated data symbol of duration Tcs. Within the duration, each symbol is
spread by a unique code sequence fi [q] 2 1; q = 1; : : : ; Ncg of Nc chips of
duration Tc. Then the spread signal mi (t) shown in Fig. 3.3 or Fig. 3.5 can
be modelled as
mi (t) =
p
Piai [n]
NcX
q=1
i [q] pc (t  nTcs   qTc) (3.1)
where pc (t) represents the unit-amplitude chip pulse-shaping waveform and
Pi is the transmitted power. After multiplied by a weight vector, the output
signal vector mi (t) 2 CN(Tx)1 is given by
mi (t) =
p
Piai [n]
NcX
q=1
i [q] pc (t  nTcs   qTc)w(Tx)iq (3.2)
where w(Tx)iq 2 CN(Tx)1 is the ST transmit weight vector with respect to the
qth chip interval. Finally, the weighted M signal vectors are added together
for transmission, such that
m (t) =
MX
i=1
mi (t) (3.3)
shown as the input of Fig. 3.6. Note that, in this system, the following
expression is satised
MX
i=1
Ki  N (Rx)Nc (3.4)
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where Ki is the number of paths for the ith user. This equation indicates that
the total number of signals (signal per path) is bounded by N (Rx)Nc.
For better explanation of the ST transmit processing, we collect w(Tx)iq for
q = 1; : : : ; L(Tx) (dene L(Tx)
4
= Nc) in column to form an ST transmit weight
matrix W(Tx)ST;i 2 CN
(Tx)L(Tx) for the ith user
W(Tx)ST;i =
h
w
(Tx)
i1 ; w
(Tx)
i2 ; : : : ; w
(Tx)
iL(Tx)
i
=
26666664
w
(Tx)
i11 w
(Tx)
i12 : : : w
(Tx)
i1L(Tx)
w
(Tx)
i21 w
(Tx)
i22 : : : w
(Tx)
i2L(Tx)
...
...
. . .
...
w
(Tx)
iN(Tx)1
w
(Tx)
iN(Tx)2
: : : w
(Tx)
iN(Tx)L(Tx)
37777775 (3.5)
where we quickly notice thatW(Tx)ST;i corresponds to the weight coe¢ cients w
(Tx)
ipq ,
p = 1; : : : ; N (Tx), q = 1; : : : ; L(Tx) shown in Fig. 3.5. Based on Eq. (3.5),
an ST transmit weight vector w(Tx)i 2 CN(Tx)L(Tx)1 is obtained by row-wise
vectorization, such that
w
(Tx)
i =
h
w
(Tx)T
i1 ; w
(Tx)T
i2 ; : : : ; w
(Tx)T
iN(Tx)
iT
(3.6)
Assume that the transmitted signal arrives at the ith receiver via Ki multi-
paths. The kth path of the ith user is specied by these parameters: direction
of departure (DOD) ((Tx)ik ; 
(Tx)
ik ) (azimuth and elevation), fading coe¢ cient
ik, path delay  ik and direction of arrival (DOA) (
(Rx)
ik ; 
(Rx)
ik ). Thus the
received signal vector xi (t) 2 CN(Rx)1 of the ith user can be given by
xi (t) =
KiX
k=1
ikS
(Rx)
ik S
(Tx)H
ik m (t   ik) + ni (t) (3.7)
where ni (t) 2 CN(Rx)1 is the complex AWGN vector with a covariance matrix
2i IN(Rx) , and vectors S
(Tx)
ik 2 CN
(Tx)1 and S(Rx)ik 2 CN
(Rx)1 are respective the
transmitter and receiver array manifold
S
(Tx)
ik
4
= Sik


(Tx)
ik ; 
(Tx)
ik

= exp

 j 2Fc
c
r(Tx)u
(Tx)
ik

(3.8)
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In Eq. (3.8), the matrix r(Tx) 2 RN(Tx)3 denotes the Cartesian coordinate of
the transmitter array elements and
u
(Tx)
ik =
h
cos 
(Tx)
ik cos
(Tx)
ik ; sin 
(Tx)
ik cos
(Tx)
ik ; sin
(Tx)
ik
iT
(3.9)
is the transmit wave-number vector with Fc the carrier frequency and c the
speed of light. The receiver array manifold S(Rx)ik is dened in a similar fashion.
Without loss of generality, elevations are set to zeros throughout the context.
As shown by Fig. 3.4, the baseband received signal vector xi (t) is sampled
with a sampling period Ts = Tc. Samples are passed into a bank of tapped
delay lines (TDLs) with L(Rx) = 2L(Tx) taps, in order to capture the path
delay between [0; Tcs). The output of TDL associated with each antenna is
concatenated into an N (Rx)L(Rx)  1 vector, i.e. sampled in Tcs. Based on
these assumptions, the ST-ST parametric channel matrix for a particular path
is given by
Hik;j =

S
(Rx)
ik S
(Tx)H
ik


  Jlikcj1TL(Tx) (3.10)
This path channel is interpreted as for the signal intended for the jth user
however received by the ith mobile via the kth path. The spatial channel
S
(Rx)
ik S
(Tx)H
ik is extended by the vector Jlikcj1TL(Tx) to a space-time channel. Es-
pecially, vector 1T
L(Tx)
models the extended dimension in time for the trans-
mitter and this is the fundamental di¤erence between the ST-ST and S-ST
channel HSSTik;j =

S
(Rx)
ik S
(Tx)H
ik


  Jlikcj [67]. In Eq. (3.10), lik = d ik=Tce is
the discrete path delay, i.e. time of arrival (TOA). Matrix J 2 ZL(Rx)L(Rx) (or
JT ) is the time down-shifting (or up-shifting) operator
J =
24 0TL(Rx) 1 0
IL(Rx) 1 0L(Rx) 1
35 (3.11)
The extended code vector cj 2 ZL(Rx)1 is formed by padding a vector of zeros
at the end of the code sequence, such that
cj =

j [0] ; j [1] ; : : : ; j

L(Tx)   1 ; 0TL(Tx)T (3.12)
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Employing the equality, (AB) 
 (CD) = (A
 C) (B
 D), channel matrix
Eq. (3.10) can also be written as
Hik;j =

S
(Rx)
ik 
 Jlikcj

S
(Tx)H
ik 
 1TL(Tx)

(3.13)
Since the use of TDLs at both communication sides, the MIMO spatial chan-
nel model S(Rx)ik S
(Tx)H
ik is extended to the spatio-temporal channel Hik;j by
Jlikcj1TL(Tx) . From another angle as shown in Eq. (3.13), the component
S
(Tx)H
ik 
 1TL(Tx) visually represents the spatio-temporal vector channel intro-
duced for the transmitter side, in which the path delay has not been intro-
duced. The other component S(Rx)ik 
 Jlikcj models the spatio-temporal vector
channel for the receiver side, where path delay and the PN-sequence are in-
volved in. A distinct advantage of this channel model is that the path delay
is operated by the shift of the code sequence, and this time domain operation
is readily involved into the spatial channel by Kronecker product.
Given the symbol vector a [n] = [a1 [n] ; : : : ; aM [n]]
T 2 RM1, the received
discrete signal vector xi [n] 2 CN(Rx)L(Rx)1 is given by, including CCI, MAI and
ISI
xi [n] = Gi [a [n  1] ; a [n] ; a [n+ 1]]T + ni [n] (3.14)
where ni [n] is the discrete noise vector. Vector a [n  1], a [n] and a [n+ 1] are
respectively the previous, current and next symbol vector. In Eq. (3.14), the
N (Rx)L(Rx)  3M composite matrix is dened
Gi =

Hprevi ;Hi;H
next
i
 
I3 
W(Tx)

(3.15)
where the transmit weight matrix W(Tx) 2 CMN(Tx)L(Tx)M is formed using Eq.
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(3.6)
W(Tx) = diag
n
w
(Tx)
1 ; w
(Tx)
2 ; : : : ; w
(Tx)
M
o
=
26666664
w
(Tx)
1 0N(Tx)L(Tx)    0N(Tx)L(Tx)
0N(Tx)L(Tx) w
(Tx)
2    0N(Tx)L(Tx)
...
...
. . .
...
0N(Tx)L(Tx) 0N(Tx)L(Tx)    w(Tx)M
37777775 (3.16)
The channel matrix in Eq. (3.15) is dened
Hi = [Hi;1;Hi;2; : : : ;Hi;M ] (3.17)
for the current symbols and its entry is, for j = 1; : : : ;M
Hi;j =
p
Pj
KiX
k=1
ikHik;j (3.18)
The previous and the next channels are expressed as a function of the current
channel matrix
Hprevi =

IN(Rx) 

 
JT
L(Tx)Hi
Hnexti =

IN(Rx) 
 JL(Tx)

Hi
(3.19)
After applied the receive weight vector w(Rx)i 2 CN(Rx)L(Rx)1 to the received
signal vector, the ith signal estimate yi [n] 2 C is solved
yi [n] = w
(Rx)H
i xi [n] (3.20)
where the receive weight vector should be designed to suppress CCI, MAI or
ISI, while despreading and coherently combining energy from di¤erent paths.
Here MMSE is considered as the criterion.
3.3 Joint Transmitter-Receiver Optimisation
The joint transmitter-receiver system is characterized by the iterative proce-
dure that parameters are updated between two communication ends, subject
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to a certain criterion. The transmit and receive beamformers in this system
can be solved by minimizing the MSE in an iterative manner. It is assumed
that both the transmitter and receiver have perfect CSI. Since this is regarding
downlink communication, it is assumed that the BS (transmitter) is equipped
with more powerful processors than the MSs (receivers) and therefore it un-
dertakes most of the computational tasks. Due to the commercial concern of
the size of the mobile terminals, it is less possible each mobile phone equipped
with an antenna array. But it is reasonable to assume that vehicular commu-
nication devices on buses or city overground trains are using antenna arrays
for receiving high data-rate signals, e.g., video data. The CSI can be estimated
by transmitting a codebook that is known to both communication sides and
this channel estimation repeats when the criterion fails, i.e., MSE is above a
pre-dened threshold.
A conceptual description of the iterative method is given here. At the
beginning, given the CSI and the initialized userstransmit weight vectors, the
transmitter calculates the receive weight vectors subject to MMSE and send
them to the receivers via a feedback channel, where without loss of generality
the feedback error is not considered in this scenario. Each receiver uses its
own receive weight vector to decode data symbols and informs the transmitter
whether the pre-dened MSE threshold has been reached. If yes, the iterative
operation stops. Otherwise, the transmit weight vectors are updated at the
transmitter using the obtained receive weight vectors from the previous step,
where CSI is required as well. After that, the transmitter calculates the new
receive weight vectors and sends them to receivers for data reception, where the
MSE threshold is checked again. The above iteration repeats until the MSE is
equal to or falls behind the pre-dened threshold. If the channel environment
changes and MSE threshold is not met, the above procedure must be repeated.
A closed-form solution is also proposed based on channel EVD. The purpose
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is to reduce the computational complexity of the iterative procedure. How-
ever the tradeo¤ is the slightly increased MSE. The feature of the closed-form
method lies on that the transmit weight vector is derived as the principle eigen-
vector of the covariance matrix of the desired channel matrix. This implies that
the transmitter can beamform all the transmitted power of a particular user
on its eigen direction of the desired channel rather than the physical DOD of
the desired channel (this is due to multipath interference). In this manner, a
comparable quality (in terms of MSE) to the iterative method can be obtained
with the greatly reduced computational complexity.
3.3.1 Iterative Method
Lets start with the derivation of the receive weight vector and then the trans-
mit weight vector. The optimisation problem is formulated with respect to
minimize the multiuser MSE between the channel symbol and its estimate,
subject to the unity norm power constraint placed on each transmitted signal
min
w
(Tx)
i ; w
(Rx)
i
E

MP
i=1
(ai [n]  yi [n])2

s:t: k w(Tx)i k2= 1; 8i
(3.21)
The objective function in Eq. (3.21) is a scalar function of two vector variables
w
(Tx)
i ; w
(Rx)
i

. These two variables are functions of each other due to the
nature of the joint system. This constrained optimisation problem can be
solved by the KarushKuhnTucker (KKT) conditions [75]. The Lagrangian
of problem (3.21) is given by the cost function denoted as c
c = E
(
MX
i=1
(ai [n]  yi [n])2
)
+
MX
i=1
i

k w(Tx)i k2  1

(3.22)
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where i is the Lagrange multipliers. A stationary point

w
(Tx)
i ; w
(Rx)
i ; i

is
guaranteed by the following KKT system
@c
@w
(Rx)
i
= 0N(Rx)L(Rx) (3.23)
@c
@w
(Tx)
i
= 0N(Tx)L(Tx) (3.24)
@c
@i
= 0 (3.25)
Receive Weight Vector: To rstly solve for the receive weight vector, the
left of Eq. (3.23) can be further written as by substituting Eq. (3.14) and Eq.
(3.20)
@
@w
(Rx)
i
E
(
MX
i=1
(ai [n]  yi [n])2
)
+ 0N(Rx)L(Rx)
=
@
@w
(Rx)
i
MX
i=1
E (ai [n]  yi [n])2	
=
@
@w
(Rx)
i
MX
i=1
E

ai [n]  w(Rx)
H
i xi [n]

ai [n]  w(Rx)
H
i xi [n]
H
=
@
@w
(Rx)
i
MX
i=1
E
n
ai [n]
2   2ai [n]w(Rx)
H
i xi [n] + w
(Rx)H
i xi [n]xi [n]
H w
(Rx)
i
o
=
@
@w
(Rx)
i
MX
i=1
E
(
ai [n]
2   2w(Rx)Hi Hi;iw(Tx)i| {z }
GivM+i
+w
(Rx)H
i

GiG
H
i + 
2
i IN(Rx)L(Rx)

w
(Rx)
i
)
=
@
@w
(Rx)
i
MX
i=1
n
1  2w(Rx)Hi GivM+i
+w
(Rx)H
i

GiG
H
i + 
2
i IN(Rx)L(Rx)

w
(Rx)
i
o
(3.26)
=
MX
i=1
2
n
GiG
H
i + 
2
i IN(Rx)L(Rx)

w
(Rx)
i  GivM+i
o
The receive weight vector w(Rx)i , i = 1; : : : ;M , can be quickly solved by setting
3. Space-Time Joint Transmitter-Receiver Beamforming 64
the above gradient to a vector of zeros
2
n
GiG
H
i + 
2
i IN(Rx)L(Rx)

w
(Rx)
i  GivM+i
o
= 0N(Rx)L(Rx) (3.27)
and the solution is
w
(Rx)
i =

GiG
H
i + 
2
i IN(Rx)L(Rx)
 1
GivM+i (3.28)
where vM+i 2 C3M1 selects the Mth column of the composite matrix Gi and
is dened as
vM+i = [0; : : : ; 0| {z }
M
; 0; : : : ;
M+i
#
1 ; : : : ; 0| {z }
M
; 0; : : : ; 0| {z }
M
]T (3.29)
or compactly as vk =

0Tk 1; 1; 0
T
3M k
T
; 1  k  3M . The composite matrix
Gi 2 CN(Rx)L(Rx)3M is a function of the desired users channel and the transmit
weight vectors of all users. It has been dened in Eq. (3.15) and again below
Gi =

Hprevi ;Hi;H
next
i
 
I3 
W(Tx)

=
h
Hprevi W
(Tx)
;HiW
(Tx)
;Hnexti W
(Tx)
i
(3.30)
The 3M columns of Gi can be separated into three groups with respect to ISI,
each with M columns as shown in Eq. (3.30). The middle M columns can be
written in the following form by substituting Eq. (3.17) and Eq. (3.16)
HiW
(Tx)
= [Hi;1;Hi;2; : : : ;Hi;M ]

26666664
w
(Tx)
1 0N(Tx)L(Tx)    0N(Tx)L(Tx)
0N(Tx)L(Tx) w
(Tx)
2    0N(Tx)L(Tx)
...
...
. . .
...
0N(Tx)L(Tx) 0N(Tx)L(Tx)    w(Tx)M
37777775
=
h
Hi;1w(Tx)1 ;Hi;2w
(Tx)
2 ; : : : ;Hi;Mw
(Tx)
M
i
(3.31)
By observing the above M -column matrix, the (M + i)th column of Gi that
is selected by operator vM+i is the product of the desired channel and its
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associated transmit weight vector
GivM+i = Hi;iw
(Tx)
i (3.32)
If further dening the covariance matrix as Rii = GiG
H
i + 
2
i IN(Rx)L(Rx) , Eq.
(3.28) can be written as
w
(Rx)
i = R
 1
ii Hi;iw
(Tx)
i (3.33)
which is a Wiener-Hopf lter [63] in terms of a joint transmitter-receiver sys-
tem.
Transmit Weight Vector: The transmit weight vector is solved from the
second KKT condition in Eq. (3.24). The objective function in Eq. (3.22) can
be further written as
c =
MX
i=1
E (ai [n]  yi [n])2	+ MX
i=1
i

k w(Tx)i k2  1

=
MX
i=1

1  2E
n
ai [n]w
(Rx)H
i xi [n]
o
+ E
n
xi [n]
H w
(Rx)
i w
(Rx)H
i xi [n]
o
+i

w
(Tx)H
i w
(Tx)
i   1

(3.34)
The following task is to eliminate xi [n] in the above expression by substituting
xi [n]
=
MX
j=1

Hprevi;j w
(Tx)
j aj [n  1] +Hi;jw(Tx)j aj [n] +Hnexti;j w(Tx)j aj [n+ 1]

+ni [n] (3.35)
which is equivalent to Eq. (3.14). The objective function is given by
c
=
MX
i=1
(
1  2w(Rx)Hi Hi;iw(Tx)i +
MX
j=1

w
(Tx)H
j H
prevH
i;j w
(Rx)
i w
(Rx)H
i H
prev
i;j w
(Tx)
j
+w
(Tx)H
j H
H
i;jw
(Rx)
i w
(Rx)H
i Hi;jw
(Tx)
j + w
(Tx)H
j H
nextH
i;j w
(Rx)
i w
(Rx)H
i H
next
i;j w
(Tx)
j

+i

w
(Tx)H
i w
(Tx)
i   1
)
(3.36)
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Take the partial derivative of the objective function with respect to transmit
weight vector and let the resulting expression equal to a zero vector
2

iw
(Tx)
i  HHi;iw(Rx)i +GHi Giw(Tx)i

= 0N(Tx)L(Tx) (3.37)
The transmit weight vector is solved
w
(Tx)
i =
 
GHi Gi + iIN(Tx)L(Tx)
 1HHi;iw(Rx)i (3.38)
Lagrange Multiplier: Since the third KKT condition in Eq. (3.25) simply
gives the constraint function, the Lagrange multiplier i can be solved from
Eq. (3.37) as a function of

w
(Tx)
i ; w
(Rx)
i

, such that
i = w
(Tx)H
i H
H
i;iw
(Rx)
i   w(Tx)
H
i G
H
i Giw
(Tx)
i (3.39)
In Eq. (3.37), Eq. (3.38) and Eq. (3.39), the composite matrix Gi 2
C3MN(Tx)L(Tx) is dened as
Gi =

I3 
W(Rx)
H
 h
Hprev
T
i ;H
T
i ;H
nextT
i
iT
(3.40)
where W(Rx) 2 CMN(Rx)L(Rx)M is the receive weight matrix
W(Rx) =
26666664
w
(Rx)
1 0N(Rx)L(Rx) : : : 0N(Rx)L(Rx)
0N(Rx)L(Rx) w
(Rx)
2 : : : 0N(Rx)L(Rx)
...
...
. . .
...
0N(Rx)L(Rx) 0N(Rx)L(Rx) : : : w
(Rx)
M
37777775 (3.41)
and Hi 2 CMN(Rx)L(Rx)N(Tx)L(Tx) is the current-symbol channel column matrix,
which collects the channels with respect to the ith transmitted signal received
by all the users. For example, channel H1;i represents the signal intended for
the ith user but received by the 1st mobile. The current channel column matrix
is shown as follows
Hi =
26666664
H1;i
H2;i
...
HM;i
37777775 =

HT1;i;HT2;i; : : : ;HTM;i
T
(3.42)
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The previous Hprevi and the next channel column matrix H
next
i can be obtained
simply by replacing the entry with the corresponding previous or the next
channel matrix
Hprevi =
h
Hprev
T
1;i ;H
prevT
2;i ; : : : ;H
prevT
M;i
iT
(3.43)
Hnexti =
h
HnextT1;i ;Hnext
T
2;i ; : : : ;Hnext
T
M;i
iT
(3.44)
The Iterative Algorithm: Based on the above analysis, it is seen that the
transmit and the receive weight vector as well as the Lagrange multiplier are
functions of each other, thus an iterative algorithm is suggested to solve for
the solution. The implementation procedure of the proposed joint transmitter-
receiver optimisation is suggested in Table 3.2.
Table 3.2: Implementation procedure of the iterative method
1: Initialize w(Tx)i = 1N(Tx)L(Tx)=
p
N (Tx)L(Tx);
2: Calculate w(Rx)i using Eq. (3.33) given CSI;
3: Calculate the Lagrange multiplier i using Eq. (3.39);
4: Update w(Tx)i using Eq. (3.38) based on obtained w
(Rx)
i and i;
5: Normalize w(Tx)i = w
(Tx)
i = k w(Tx)i k;
6: Repeat step 2 to 5 until su¢ cient convergence.
3.3.2 Closed-Form Method
In this section, an approximate closed-form solution to the optimisation prob-
lem (3.21) is derived. It can be proved that when usersPN-codes maintain
good orthogonality, such as in a lightly or medially loaded DS-CDMA sys-
tem, the transmit weight vector can be obtained straight from the EVD of
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the desired channel matrix. In this manner, the transmit weight vector is a
function of the channel matrix and no longer a function of the receive weight
vector. Therefore the iterative procedure is reduced to a closed-form solution.
Simulation results have shown that the iterative approach converges to the
closed-form solution when the system is not heavily loaded.
According to Eq. (3.26), the objective function of problem (3.21)  has
been derived as follows

= E
(
MX
i=1
(ai [n]  yi [n])2
)
=
MX
i=1
n
1  2E
n
ai [n]w
(Rx)H
i xi [n]
o
+ w
(Rx)H
i E
n
xi [n]xi [n]
H
o
w
(Tx)
i
o
=
MX
i=1
n
1  w(Rx)Hi

2Hi;iw(Tx)i  

GiG
H
i + 
2
i IN(Rx)L(Rx)

w
(Rx)
i
o
(3.45)
Substituting w(Rx)i with Eq. (3.28) into Eq. (3.45) yields the following expres-
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sion which is ready for applying matrix inversion lemma

=
MX
i=1
(
1 

GiG
H
i + 
2
i IN(Rx)L(Rx)
 1
GivM+i
H 
2Hi;iw(Tx)i
 

GiG
H
i + 
2
i IN(Rx)L(Rx)

GiG
H
i + 
2
i IN(Rx)L(Rx)
 1
GivM+i

=
MX
i=1
8><>:1  vHM+iGHi

GiG
H
i + 
2
i IN(Rx)L(Rx)
 10B@2Hi;iw(Tx)i| {z }
GivM+i
 GivM+i
1CA
9>=>;
=
MX
i=1

1  vHM+iG
H
i

GiG
H
i + 
2
i IN(Rx)L(Rx)
 1
GivM+i

=
MX
i=1

vHM+i

I3M  GHi

GiG
H
i + 
2
i IN(Rx)L(Rx)
 1
Gi

vM+i

=
MX
i=1
n
vHM+i

I3M   I3MGHi

GiI3MG
H
i
+2i IN(Rx)L(Rx)
 1GiI3M vM+io (3.46)
Applying matrix inversion lemma
A 1   A 1U  VA 1U+ B 1 1VA 1 = (A+ UBV) 1 (3.47)
to Eq. (3.46) with specications8>>>>>><>>>>>>:
A = I3M
U = GHi
B =  2i IN(Rx)L(Rx)
V = Gi
(3.48)
the objective function then has the following form
 =
MX
i=1
vHM+i

I3M +  2i G
H
i Gi
 1
vM+i (3.49)
When the system is not heavily loaded (e.g., 1  M  5 with Nc = 15
or 31), the code sequences keep good orthogonality so columns of Hprevi , Hi
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and Hnexti in Gi are approximately orthogonal to each other. Matrix G
H
i Gi
thus approximates to a diagonal dominated matrix. Consequently, the matrix
inversion in Eq. (3.49) can be simply obtained by taking the reciprocal of
the diagonal elements of

I3M +  2i G
H
i Gi

. Based on the above analysis, the
column selector can be moved into the matrix inverse of Eq. (3.49) and Eq.
(3.32) is also required for transformation. Finally, the objective function is
given by
 =
MX
i=1

1 + w
(Tx)H
i Ri;iw
(Tx)
i
 1
(3.50)
The minimum of Eq. (3.50) is achieved when the component w(Tx)
H
i Ri;iw
(Tx)
i
is maximized, where Ri;i =  2i HHi;iHi;i. Since Ri;i is a positive semi-denite
matrix, the maximum of w(Tx)
H
i Ri;iw
(Tx)
i is the maximal eigenvalue of Ri;i and
this is achieved if w(Tx)i is the principal eigenvector of Ri;i, i.e.,
w
(Tx)
i = principal eigenvector of Ri;i (3.51)
The closed-form solution can be applied when the system is lightly or medially
loaded. This solution does not require the iterative procedure and the transmit
weight vector is solved straight from the eigen channel model. Finally the
implementation procedure is summarized in Table 3.3.
Table 3.3: Implementation procedure of the closed-form method
1: Estimate channel matrix Hi;i;
2: Calculate the covariance matrix Ri;i =  2i HHi;iHi;i;
3: Calculate w(Tx)i using Eq. (3.51);
4: Calculate w(Rx)i using Eq. (3.33);
5: If channel changed, repeat the above steps.
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3.3.3 Performance Analysis
Error Performance: A numerical analysis with respect to the MSE for ST-ST
and S-ST systems is presented in this section. It will be shown that the MSE
of ST-ST is a function of the freedom Nc introduced to the transmitter. The
analysis is based on closed-form solution Eq. (3.50).
Using the denitions of ST-ST Hi;j and Hik;j, covariance matrix RSTSTi;i
4
=
Ri;i in Eq. (3.50) for the ith user can be written as (recall that L(Tx) = Nc)
RSTSTi;i =  2i
"p
Pi
KiX
k=1
ik

S
(Rx)
ik S
(Tx)H
ik


  Jlikci1TNc
#H

"p
Pi
KiX
q=1
iq

S
(Rx)
iq S
(Tx)H
iq


  Jlikci1TNc
#
=  2i Pi
"
KiX
k=1
ik

S
(Tx)
ik S
(Rx)H
ik




1Ncc
T
i
 
Jlik
T#

"
KiX
q=1
iq

S
(Rx)
iq S
(Tx)H
iq


  Jliqci1TNc
#
(3.52)
where 2i is the noise power at the ith receiver. Due to the summations in the
two square brackets, there are two cases to be discussed, that is when k = q
and k 6= q. When k = q, the product (i.e., the auto-correlation) is given by
RSTSTk=q =  2i Pi
h
ik

S
(Tx)
ik S
(Rx)H
ik




1Ncc
T
i
 
Jlik
Ti

h
ik

S
(Rx)
ik S
(Tx)H
ik


  Jlikci1TNci
=  2i PiN
(Rx)jikj2

S
(Tx)
ik S
(Tx)H
ik




1Ncc
T
i
 
Jlik
T Jlikci1TNc (3.53)
where N (Rx) = S(Rx)
H
ik S
(Rx)
ik is the array gain provided by the receive antenna
array and the equality (A+ B) 
 C = A 
 C + B 
 C is used. For scalar
cTi
 
Jlik
T Jlikci, operation Jlikci shifts the column vector ci down by lik elements,
and similarly, cTi
 
Jlik
T
=
 
Jlikci
T
yields the shifted row vector of the same
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entries. Hence, this scalar is equal to the coding gain cTi
 
Jlik
T Jlikci = Nc.
Eq. (3.53) has the simplied form
RSTSTk=q =  2i PiN
(Rx)Ncjikj2

S
(Tx)
ik S
(Tx)H
ik


  1Nc1TNc (3.54)
In the other case, when k 6= q the product (i.e., the cross-correlation) is
RSTSTk 6=q =  2i Pi
h
ik

S
(Tx)
ik S
(Rx)H
ik




1Ncc
T
i
 
Jlik
Ti

h
iq

S
(Rx)
iq S
(Tx)H
iq


  Jliqci1TNci
=  2i PiNssNjc

ikiq

S
(Tx)
ik S
(Tx)H
iq


  1Nc1TNc (3.55)
where Nss = S
(Rx)H
ik S
(Rx)
iq is a complex number whose absolute value is in the
domain
 
0; N (Rx)

andNjc = cTi
 
Jlik
T Jliqci is a real integer between ( Nc; Nc)
given lik; liq 2 [0; Nc). Based on the discussion of the two cases, covariance
matrix RSTSTi;i can be further written as
RSTSTi;i =  2i Pi
"
N (Rx)Nc
X
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ikj2

S
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ik S
(Tx)H
ik

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S
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iq S
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iq

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  1Nc1TNc (3.56)
It can observed in Eq. (3.56) that all the e¤ort has been made is to extract the
component 1Nc1
T
Nc which as discussed in Eq. (3.10) is the temporal extension
in the transmitter. This is also the key factor that di¤erentiates the ST-ST and
S-ST structures. If the same analysis (i.e., the two situations) is applied again
for S-ST based on the S-ST channel matrix for a path HSSTik;j =

S
(Rx)
ik S
(Tx)H
ik

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 
Jlikcj

, covariance matrix RSSTi;i can be expressed by
RSSTi;i =  2i
"p
Pi
KiX
k=1
ik

S
(Tx)
ik S
(Tx)H
ik


  Jlikci
#H

"p
Pi
KiX
q=1
iq

S
(Tx)
iq S
(Tx)H
iq


  Jlikci
#
(3.57)
Substituting Eq. (3.57) into Eq. (3.56), the following relationship is obtained
RSTSTi;i = RSSTi;i 

 
1Nc1
T
Nc

(3.58)
In order to derive the minimum MSE based on Eq. (3.50), we denote the
maximum eigenvalue of RSSTi;i as eigmax
 
RSSTi;i

= d2i , and it is easy to show
eig
 
1Nc1
T
Nc

=k 1Nc1TNc k= Nc. With the property eig (A
 B) = eig (A) 
eig (B), the maximum eigenvalue of RSTSTi;i is given by
eigmax
 
RSTSTi;i

= eigmax
 
RSSTi;i 

 
1Nc1
T
Nc

= eigmax
 
RSSTi;i
  eig  1Nc1TNc
= d2iNc (3.59)
Therefore the minimum MSE for S-ST and ST-ST are given respectively by
ESSTmin =
MX
i=1
 
1 + d2i
 1
(3.60)
ESTSTmin =
MX
i=1
 
1 + d2iNc
 1
(3.61)
It is important to point out that both Eq. (3.60) and Eq. (3.61) are the theo-
retical minimum MSE under the relaxed condition (lightly loaded system). It
can be served as a loose upper bound for a quick evaluation of error perfor-
mance of the complicated joint DS-CDMA beamforming system.
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Figure 3.7: Convergence of the iterative approach for ST-ST and S-ST; Fc = 2
GHz, M = 3, Ki = 5, jikj = 0:12, Nc = 31, (N (Tx); N (Rx)) = (4; 2) and
Eb=N0 = [0; 5] dB
3.4 Simulation Results
The following parameter setting applies for both ST-ST and S-ST in simula-
tion unless specied in particular cases. ULA with half-wavelength antenna
spacing is used for both transmitter and receiver. Gold codes are used for
PN-sequences. DODs and DOAs are randomly generated using uniform distri-
bution within range [0; 180). TOAs of each path is randomly selected from
the uniform distribution between [0; Nc)Tc. Fading coe¢ cients are complex
Gaussian random variables and the amplitude is jikj = 0:12 for each path. A
burst of 200 channel symbols are executed during the observation interval, i.e.,
for each run. Without loss of generality, the number of users is set to M = 3
as a lightly loaded system with Nc = 15. These two numbers may change
when the medium or heavily loaded environment is required. The number of
antennas is set to
 
N (Tx); N (Rx)

= (4; 2) in most of the simulations.
In Fig. 3.7, both ST-ST and S-ST converge to their closed-form levels at
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Figure 3.8: Convergence of ST-ST loaded with di¤erent numbers of users; Fc =
2 GHz, M = [5; 10; 15], Ki = 5, jikj = 0:12, Nc = 15, (N (Tx); N (Rx)) = (4; 2)
and Eb=N0 = 5 dB
respective Eb=N0 = 0 dB and 5 dB. The ST-ST system converges to a smaller
MSE at both Eb=N0 than the S-ST system due to the ST structure introduced
into the transmitter. At the same Eb=N0, ST-ST converges to a lower MSE
level but with more iterations than the S-ST because of the extra temporal
computation at the transmitter. This is the tradeo¤ between performance and
computational complexity.
Fig. 3.8 shows the convergence when the ST-ST system is lightly, medium
and heavily loaded, according to number of users M = [5; 10; 15]. The length
of code sequence for the three cases is identical Nc = 15, therefore the heavily
case is a full loaded system. It is noticed that for M = 15 and M = 10
the iterative method converges to a lower level than the closed-form method,
while in the lightly loaded system with M = 5 the iterative method converges
to slightly higher level than the closed-form method within 50 iterations. This
di¤erence is caused by the approximation made in Eq. (3.50). As shown by
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Figure 3.9: BER of ST-ST and S-ST with various Tx-Rx antenna com-
binations; Fc = 2 GHz, M = 3, Ki = 5, jikj = 0:12, Nc = 15,
(N (Tx); N (Rx)) = (2; [2; 4; 6; 8]), (N (Tx); N (Rx)) = ([4; 6; 8]; 2) and Eb=N0 = 5
dB
the gure, when the number of user is around 5 or less with Nc = 15, it is
suggested to use closed-form method rather than the iterative method. For
the medium loaded case, the choice depends the acceptable MSE level.
The BER performance of ST-ST and S-ST is shown by Fig. 3.9. There is a
10 dB improvement over S-ST when the BER is 10 6. The two groups of BER
show the same distribution of various Tx-Rx antenna combinations. In both
groups, the best BER performance is given by the combination
 
N (Tx); N (Rx)

=
(2; 8) and the worst is given by
 
N (Tx); N (Rx)

= (2; 2). The second best
performance is given by
 
N (Tx); N (Rx)

= (2; 6) and third place is given by 
N (Tx); N (Rx)

= (8; 2). Combinations
 
N (Tx); N (Rx)

= (2; 4) and
 
N (Tx); N (Rx)

=
(6; 2) have almost the same BER. Such a distribution shows that increasing the
number of receive antennas will have more signicant improvement on BER
than increasing the number of transmit antennas.
Fig. 3.10 illustrates the linearly increased output SNIR with the increased
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Figure 3.10: Output SNIR of closed-form ST-ST and S-ST; Fc = 2 GHz,
M = 3, Ki = 5, jikj = 0:12, Nc = 31, (N (Tx); N (Rx)) = (4; 2) and Eb=N0 =
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Figure 3.11: Closed-form MSE of ST-ST and S-ST with respect to Nc;
Fc = 2 GHz, M = [4; 8; 16; 32], Ki = 5, jikj = 0:12, Nc = [7; 15; 31; 63],
(N (Tx); N (Rx)) = (4; 2) and Eb=N0 = 5 dB
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Figure 3.12: Theoretical MSE of ST-ST and S-ST with respect to Nc;
Fc = 2 GHz, M = [3; 3; 3; 3], Ki = 5, jikj = 0:12, Nc = [7; 15; 31; 63],
(N (Tx); N (Rx)) = (4; 2) and Eb=N0 = 5 dB
ratio Eb=N0. At each Eb=N0 point, SNIR of the ST-ST system is 15 dB higher
that of the S-ST system. The SNIR is calculated based on the closed-form
method. The iterative method provides a similar result.
Fig. 3.11 shows the MSE of ST-ST and S-ST system with respect to di¤er-
ent Nc. Comparing with S-ST, MSE of the ST-ST system declines faster with
Nc = [7; 15; 31; 63]. The number of users for each Nc is set to medium loaded
by (Nc + 1) =2, i.e., M = [4; 8; 16; 32]. Such a setting keeps a fair environment
when Nc increases.
The derived theoretical minimum MSE is veried in Fig. 3.12 with respect
to Nc = [7; 15; 31; 63] because Nc is a key factor in Eq. (3.60) and Eq. (3.61).
As shown by the gure, both equations can be taken as a loose upper bound
for the complex joint beamforming DS-CDMA system. For the S-ST system,
the derived MSE is not close to that obtained from the closed-form method,
but the gap becomes smaller when the value of Nc is greater. For the ST-ST
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system, the derived MSE is on top of the closed-form MSE except the point of
Nc = 63 and the gap between the two curves is smaller than that of the S-ST
system.
3.5 Summary
Employing antenna arrays at both transmitter and receiver in a multiuser
MIMODS-CDMA downlink channel, joint transmitter-receiver wideband beam-
formers are optimized based on the parametric channel model. Advanced by
antenna arrays, the geometry information o¤ered by the array manifold vec-
tor is utilized in channel modelling which gives a richer description of the
space-time channel. ST signal processing is introduced to the transmitter and
receivers for joint optimisation. Thus a complete wideband joint transmitter-
receiver design, i.e., ST-ST architecture, is presented, which gives a framework
for similar systems in this family. Furthermore, the reduction to S-ST or ST-T
is therefore not di¢ cult. The optimisation problem is solved by an MMSE it-
erative method and a closed-form method respectively. The error performance
with respect to MSE has been investigated for both ST-ST and S-ST. Simu-
lation result shows that the derived MSE can be considered as a loose upper
bound for the lightly loaded CDMA system.
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Appendix 3.A Transmit Weight Vector
More details on derivation of the transmit weight vector are given in this
section. The following equalities are equivalent to Eq. (3.60) and they will be
used in the following.
xi [n]
=
MX
j=1

Hprevi;j w
(Tx)
j aj [n  1] +Hi;jw(Tx)j aj [n] +Hnexti;j w(Tx)j aj [n+ 1]

+ni [n] (3.62)
= Hprevi W
(Tx)
a [n  1] +HiW(Tx)a [n] +Hnexti W
(Tx)
a [n+ 1] + ni [n]
= Gi
26664
a [n  1]
a [n]
a [n+ 1]
37775+ ni [n] (3.63)
The objective function can be transformed as follows
c
=
MX
i=1
E (ai [n]  yi [n])2	+ MX
i=1
i

k w(Tx)i k2  1

=
MX
i=1
n
E
n
ai [n]
2   2ai [n]w(Rx)
H
i xi [n] + xi [n]
H w
(Rx)
i w
(Rx)H
i xi [n]
o
+i

w
(Tx)H
i w
(Tx)
i   1
o
=
MX
i=1
n
1  2E
n
ai [n]w
(Rx)H
i xi [n]
o
+ E
n
xi [n]
H w
(Rx)
i w
(Rx)H
i xi [n]
o
+i

w
(Tx)H
i w
(Tx)
i   1
o
The following task is to eliminate xi [n] in the above expression. It is observed
that there are two expectations involving xi [n], which will be respectively
solved as follows.
By substituting xi [n] with Eq. (3.62), the rst expectation can be written
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as
E
n
ai [n]w
(Rx)H
i xi [n]
o
= E
(
ai [n]w
(Rx)H
i
 MX
j=1

Hprevi;j w
(Tx)
j aj [n  1] +Hi;jw(Tx)j aj [n]
+Hnexti;j w
(Tx)
j aj [n+ 1]

+ ni [n]
))
= E
(
MX
j=1

w
(Rx)H
i H
prev
i;j w
(Tx)
j aj [n  1] ai [n] + w(Rx)
H
i Hi;jw
(Tx)
j aj [n] ai [n]
+w
(Rx)H
i H
next
i;j w
(Tx)
j aj [n+ 1] ai [n]
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+ ai [n]w
(Rx)H
i ni [n]
)
= E ai [n]2	 E nw(Rx)Hi Hi;iw(Tx)i o
= w
(Rx)H
i Hi;iw
(Tx)
i
Recall the assumption that each users channel symbols are i.i.d. Gaussian ran-
dom variables. This indicates that the expectation of two di¤erent userschan-
nel symbols is zero, and furthermore the expectation of one users two arbitrary
di¤erent channel symbols is zero. The expectation of E
n
ai [n]w
(Rx)H
i ni [n]
o
is
zero, because the subspace of the receive weight vector is colinear with the sig-
nal subspace, i.e., orthogonal to the noise subspace. Based on these conditions,
the rst expectation is nally simplied to the above expression.
The second expectation can be simplied similarly as the rst one by using
Eq. (3.62) for xi [n]. In the following derivation, an explicit expression with
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respect to the transmit and receive weight vectors will be obtained
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An equivalent derivation for the second expectation can be obtained by using
Eq. (3.63) for xi [n]. It is easier to understand this derivation as it is in the
quadratic form (e.g., wHRxxw)
E
n
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H w
(Rx)
i w
(Rx)H
i xi [n]
o
= w
(Rx)H
i E
n
xi [n]xi [n]
H
o
w
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= w
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i E
8>>><>>>:
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Taking the achieved results of the two expectations into the expanded ob-
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jective function yields the following expression
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which is an explicit expression with respect to the transmit and receive weight
vectors. It is now ready to derive the partial derivative with respect to the
transmit weight vector. Based on the rules of vector calculus, the derivative is
given by
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(3.70)
where note that the subscripts i and j of the channel matrices and transmit and
receive weight vectors have exchanged their positions within the summation
3. Space-Time Joint Transmitter-Receiver Beamforming 85
in Eq. (3.69). This is due to the derivative applied to Eq. (3.68). This can be
explained in three steps. Firstly, in Eq. (3.68) the summation with respect to
index i can be moved outside of derivative, such that
PM
i=1
@
@w
(Tx)
i
nPM
j=1 : : :
o
.
Secondly, calculate the partial derivative with respect to index j in the paren-
theses. The derivative is not a vector of zeros if and only if j = i, so the
non-zero results have the index changed from j to i. At this moment, summa-
tions with respect to index j have been eliminated and the resulting expression,
taking the term associated with the current channel matrix for example, is
MX
i=1

: : :+ w
(Tx)H
i

HHi;iw
(Rx)
i w
(Rx)H
i Hi;i

w
(Tx)
i + : : :

The nal step is described as follows. The index i of the receive weight vector
and the rst i of the channel matrix are the original index associated with the
summation outside, so in order not to cause ambiguity with the late coming i
they are replaced with j. The reuse of index j will not a¤ect the clearance of
the expression since it only performs the function of summation.
Let the expression derived from the partial derivation be equal to a zero
vector
2

iw
(Tx)
i  HHi;iw(Rx)i +GHi Giw(Tx)i

= 0N(Tx)
Finally, the solution is
w
(Tx)
i =
 
GHi Gi + iIN(Tx)L(Tx)
 1HHi;iw(Rx)i
Chapter 4
Transmit Beamforming for
Spectrum Sharing Systems
Cognitive radio has been proposed as a promising concept for the evolution of
future wireless communications. The main idea is to nd e¤ective solutions to
the coexistence of the licensed users and the cognitive users while providing
both satisfactory QoS. With the development of the concept, paradigms of
underlay, overlay and interweave have been proposed recently. This chapter
focuses on the underlay paradigm, where antenna arrays are employed for each
communication node. Motivated by the state-of-the-art MIMO technology, a
spectrum sharing network is formulated involving a primary and a secondary
transmitter-receiver system. From the perspective of a regulator, the objective
is to design the optimal transmit beamforming matrix such that the sum ca-
pacity of the two systems is optimal, subject to the constraint of interference
power caused by the secondary transmitter. This problem can be considered
as a two-player game in terms of game theory and it is proved in [41] and
[35] that the optimal sum capacity is achieved when a non-cooperative game
is assumed. A numerical algorithm is proposed for the sum capacity, based on
the water-lling algorithm.
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4.1 Capacity of One Arrayed Tx-Rx System
In this section, the capacity of a single transmitter-receiver MIMO system is
rst considered and its maximum is achieved using the well-known water-lling
algorithm [34]. Based on this, the optimisation of the sum capacity will be
solved in the following section.
The optimal solution for a single arrayed system is a transmit covariance
matrix that denes the optimal input power distribution and multi-dimensional
transmit beamforming. The power distribution is obtained using the water-
lling algorithm as it is more e¢ cient than other nonlinear searching methods
by decomposing the MIMO channel into a set of parallel independent spatial
subchannels.
4.1.1 Signal Model
Consider a single-user MIMO communication system with an antenna array of
N (Tx) elements at the transmitter and N (Rx) elements at the receiver, both in
half-wavelength inter-element spacing. Assume m (t) is an N (Tx) 1 baseband
data symbol vector at time t of i.i.d. zero-mean Gaussian random variables
with a covariance matrix of
Rmm = Efm (t)m (t)Hg = IN(Tx) (4.1)
The received baseband N (Rx)  1 signal vector is
x (t) = HW(Tx)Gm (t) + n (t) (4.2)
where H is the N (Rx)N (Tx) time-invariant channel matrix based on the array
manifold vectors, W(Tx) is an N (Tx)  N (Tx) full column-rank beamforming
matrix of unity norm columns, G is an N (Tx)N (Tx) diagonal matrix involving
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P1
P2
PN (Tx)
Transmitted signals
Tx antenna array
N     x 1(Tx)
Input data
m (t)
N     x 1(Tx)
Water-filling
power allocation
Transmit beamformers
...
...
...
...
...
...
...
...
w (Tx)1
w (Tx)2
w (Tx)N (Tx)
...
A
Figure 4.1: Structure of the transmit beamformers
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power allocation Pk; k = 1; : : : ; N (Tx); for the kth data stream, such that
G =
26666664
p
P1; 0;    ; 0
0;
p
P2;    ; 0
...
...
. . .
...
0; 0;    ; pPN(Tx)
37777775 (4.3)
and without loss of generality n (t) represents the complex Gaussian vector of
noise, with zero mean and variance denoted as
n (t)  CN  0N(Rx) ; 2nIN(Rx) (4.4)
where IN(Rx) is an N (Rx)  N (Rx) identity matrix. The total power constraint
at the transmitter is represented by tr
 
R(Tx)
  P , where P is the total power
limit and R(Tx) is the covariance matrix of the transmitted signal
R(Tx) = E
n
W(Tx)Gm (t)m (t)H GW(Tx)
H
o
= W(Tx)GRmmGW(Tx)
H
= W(Tx)G2W(Tx)
H
(4.5)
The structure of the transmit beamformers is shown by Fig. 4.1. A block
diagram showing the processing at each stage from transmit array to the receive
array is illustrated by Fig. 4.2.
However, using SVD, the channel matrix can be written as
H = UDVH (4.6)
where U and V are respectively an N (Rx)N (Rx) and an N (Tx)N (Tx) unitary
matrix, and D is an N (Rx)  N (Tx) rectangular matrix with non-negative real
numbers on the diagonal and zeros on the o¤-diagonal. The diagonal elements
fd1  d2  : : :  dNming are ordered singular values of H. Furthermore, note
that the rank of the channel matrix is Nmin = min
 
N (Tx); N (Rx)

. By apply-
ing the receive beamforming matrix W(Rx) to the received signal vector and
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substituting with Eq. (4.6), the recovered data vector y (t) can be expressed
as
y (t) = W(Rx)
H
x (t)
= W(Rx)
H
UDVH| {z }
H
W(Tx)Gm (t) +W(Rx)
H
n (t) (4.7)
If the transmit and receive beamforming matrix are dened as the unitary
matrices of the channel matrix, such that
W(Rx) = U (4.8)
W(Tx) = V (4.9)
then the recovered data vector can be given by
y (t) = DGm (t)| {z }em(t) + U
Hn (t)| {z }en(t)
= Dem (t) + en (t) (4.10)
where because U is a orthonormal matrix, the received power is preserved
ky (t) k2 = kx (t) k2 and en (t) has the same statistics as n (t). Eq. (4.10) is a
conversion from a MIMO channel into independent parallel Gaussian channels
based on SVD. Such a conversion is best described by the following scalar form
of the recovered signal
yk (t) = dk
p
Pkmk (t) + enk (t) ; k = 1; : : : ; Nmin (4.11)
The signicance of the above equation is that the capacity of a MIMO channel
can be considered as the sum capacity of the Nmin parallel Gaussian channels.
4.1.2 Water-Filling Channel Capacity in AWGN
An optimisation problem P1:1 can be formulated to maximize the capacity C
(bit/s/Hz) of the signal vector y (t), i.e., the Nmin parallel Gaussian channels,
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subject to a total power constraint on the transmit signals
P1:1 :
8>>>>>>><>>>>>>>:
max
Pk;8k
C; where C =
NminX
k=1
log2

1 +
Pkd
2
k
2n

s:t:
NminX
k=1
Pk  P
Pk  0; k = 1; : : : ; Nmin
(4.12)
where Pk, the power allocation for the kth parallel channel, is the parameter
of interest, and
SNRk =
Pkd
2
k
2n
(4.13)
is the signal-to-noise ratio with respect to the kth parallel channel with d2k de-
noting the eigenvalue of the channel matrix H. This constrained optimisation
problem can be solved as an unconstrained optimisation problem by using the
Lagrange multiplier . This is the cost function J (Pk; ) to be optimised
J (Pk; ) =
NminX
k=1
log2

1 +
Pkd
2
k
2n

  
 
NminX
k=1
Pk   P
!
(4.14)
and correspondingly the unconstrained optimisation problem is expressed as
max
Pk;8k; 
J (Pk; ) (4.15)
Di¤erentiating J (Pk; ) with respect to Pk;8k and  respectively gives the
power allocation
Pk = max

   
2
n
d2k
; 0

(4.16)
where the above solution is the classic water-lling algorithm [34] and  = 1=
is the water-lling level in order to satisfy the total power constraint, such that
NminP
k=1
Pk = P .
It can be observed in Eq. (4.10) that the channel gain is preserved in the
matrix D, noise power is preserved in the vector en (t) and the assigned power
is preserved in the e¤ective signal vector em (t). This indicates that whose
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covariance matrix Remem should be an N (Tx) N (Tx) diagonal matrix including
power allocation for each data stream. Meanwhile, the power distribution
of em (t) should also satisfy the water-lling allocation. Using second order
statistics of em (t), these ensure
Remem = E
nem (t) em (t)Ho
= E
n
VHW(Tx)Gm (t)m (t)H GW(Tx)
H
V
o
= VHW(Tx)G2W(Tx)
H| {z }
R(Tx)
V (4.17a)
= VHR(Tx)V (4.17b)
which implies the optimum transmit beamformers
if W(Tx) = V, then Remem = G2 (4.18)
where G2 is dened as the water-lling power allocation, represented as an
N (Tx)N (Tx) diagonal matrixG2 = diagfP1; P2; : : : ; PN(Tx)g. IfN (Tx)  N (Rx),
it implies that the dimensionality of the transmit antennas are fully exploited.
Otherwise, a number of N (Tx) N (Rx) zeros should be padded to the sequence
G2 = diagfP1; : : : ; PN(Rx) ; 0; : : : ; 0| {z }
N(Tx) N(Rx)
g (4.19)
Note that in the conventional beamforming [2], there is only one power bin to
ll and thus all the transmitted power will go to enhance the quality of this
single e¤ective channel.
To conclude, using Eq. (4.5), Eq. (4.17b) and Eq. (4.18) an optimum
transmit covariance matrix is given by
R(Tx)opt = VRememVH = VG2VH (4.20)
in the presence of an optimal transmit beamforming matrix
W(Tx)opt = V (4.21)
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It would be useful to further exploit the problem structure and consider the
optimisation problem from the second order statistics. The objective function
of problem P1:1 can be rewritten as
C =
NminX
k=1
log2

1 +
Pkd
2
k
2n

= log2
 
NminY
k=1

1 +
Pkd
2
k
2n
!
= log2
 
1
2Nminn
NminY
k=1
 
Pkd
2
k + 
2
n
!
= log2
 
1
2Nminn
NminY
k=1
d2yy;k
!
= log2

det (Ryy)
det (Rnn)

= log2
 
det
 
DG2DH + 2nIN(Rx)

det (2nIN(Rx))
!
= log2 det

1
2n
DG2DH + IN(Rx)

= log2 det

1
2n
DVHR(Tx)VDH + IN(Rx)

; if W(Tx) = V (4.22)
where d2yy;k
4
= Pkd
2
k + 
2
n; k = 1; : : : ; Nmin; is the power at the output of the
receive beamformers, i.e., the eigenvalue of the covariance matrix Ryy of vector
y (t) in Eq. (4.10), and 2n is the noise power. The identity det (A) =
Q
i a
2
i
was used in the above derivation with a2i being the eigenvalue of the covariance
matrix A. Hence, the alternative formulation of problem P1:1 is given by
P1:2 :
8>>><>>>:
max
R(Tx)
C; where C = log2 det

1
2n
DVHR(Tx)VDH + IN(Rx)

s:t: tr
 
R(Tx)
  P
R(Tx)  0
(4.23)
where notation R(Tx)  0 represents that R(Tx) is a positive semi-denite ma-
trix, i.e., the allocated power is a non-negative real number. The solution to
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problem P1:2 has already been presented by Eq. (4.16), Eq. (4.20) and Eq.
(4.21).
In problem P1:2, the objective function is concave because log2 det () is
a concave function. The rst constraint function species the total power
constraint applied to the transmitter and the second constraint function is
regarding positive semi-denite transmit covariance matrix due to the fact that
the transmitted power applied to each signal must be non-negative. Hence,
the objective function is over a convex hull specied by a set of positive semi-
denite matrices R(Tx). This is a positive semi-denite programming (SDP)
problem [75] which can be solved using
1. water-lling algorithm by converting the MIMO channel into indepen-
dent parallel Gaussian channels as problem P1:1;
2. the interior-point method [75] or external Matlab toolboxes, e.g., SeDuMi
[76]. This method will show its e¢ ciency especially when the size of the
matrix R(Tx) becomes large (i.e., the NP-hard problem) [77];
3. iterative approach based on the gradient projection method [78], [79].
This method requires derivative of the objection and constraint functions
with respect to matrix, which is very computational. Furthermore, this
approach is e¤ective when the interference is large.
In this system, it is proposed to use the rst approach due to the elegant
conversion of the MIMO channel, although it is suboptimal, however e¢ cient
and easy to implement in real systems.
4.1.3 Water-Filling Channel Capacity in Non-White Noise
If the n (t) in Eq. (4.4) is not white, i.e.,
n (t)  CN  0N(Rx) ; 2nNN(Rx) (4.24)
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where NN(Rx) is a general Hermitian matrix. Then the problem P1:1 can still
apply but not on the x (t). In particular, the problem P1:1 can be applied to
the signal vector y (t) which is processed by multiplying the signal vector x (t)
with a whitening lter T. That is
ex (t) = Tx (t) (4.25)
T =
 
EnD 1=2n
H
(4.26)
where the unitary matrix En and the diagonal matrix Dn with positive diag-
onal elements are obtained from the eigenvalue decomposition (EVD) of the
covariance matrix of the coloured noise, however be written as
Rnn = 2nNN(Rx) = 2nEnDnEHn (4.27)
After whitening, the recovered data vector y (t) is given by
y (t) =W(Rx)
Hex (t) (4.28)
In order to derive the transformation matrix W(Rx), substituting Eq. (4.25)
and Eq. (4.2) into Eq. (4.28) gives
y (t) = W(Rx)
H  
EnD 1=2n
H nHW(Tx)Gm (t) + n (t)o
= W(Rx)
H 
EnD 1=2n
H H| {z }
4
=eH
W(Tx)Gm (t) +W(Rx)
H 
EnD 1=2n
H
n (t)| {z }en(t)
= W(Rx)
H eHW(Tx)Gm (t) +W(Rx)Hen (t) (4.29)
where analogous to Eq. (4.7) it is known that W(Rx) and W(Tx) can be solved
as the unitary matrices decomposed from eH using SVD, such that
W(Rx) = eU (4.30)
W(Tx) = eV (4.31)
eH 4=  EnD 1=2n H H = eUeDeVH (4.32)
4. Transmit Beamforming for Spectrum Sharing Systems 97
In Eq. (4.32), both eU and eV are unitary matrices and eD is a rectangular
matrix of singular values fed1  ed2  : : :  edNming on the diagonal. Hence, by
substituting the above three equations into Eq. (4.29), it is ready to see the
familiar type as shown before in Eq. (4.10)
y (t) = eDGm (t)| {z }em(t) + eU
Hen (t)| {z }
4
=en(t)
(4.33)
Since the obtained signal model in Eq. (4.33) has the same expression as
Eq. (4.10), the same formulations and solution for the AWGN can be applied.
The optimisation problem for the coloured noise in the scalar form is given by
P2:1 :
8>>>>>>><>>>>>>>:
max
Pk;8k
C; where C =
NminX
k=1
log2

1 +
Pk ed2k
2n

s:t:
NminX
k=1
Pk  P
Pk  0; k = 1; : : : ; Nmin
(4.34)
where ed2k is the eigenvalue of the e¤ective channel matrix eH and the water-
lling algorithm gives the power allocation
Pk = max
 
   
2
ned2k ; 0
!
(4.35)
with  = 1= being the water-lling level. The corresponding formulation in
matrix form is given below
P2:2 :
8>>><>>>:
max
R(Tx)
C; where C = log2 det

1
2n
eDeVHR(Tx)eVeDH + IN(Rx)
s:t: tr
 
R(Tx)
  P
R(Tx)  0
(4.36)
where the transmit beamforming matrix is presented as the right unitary ma-
trix of the e¤ective channel matrix
W(Tx)opt = eV (4.37)
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Similarly, the optimal transmit covariance matrix R(Tx)opt is the linear transfor-
mation of the optimal power allocation
R(Tx)opt = eVG2eVH (4.38)
4.2 Sum Capacity of Spectrum Sharing Sys-
tems
Based on the derivation of the single transmitter-receiver MIMO system in the
preceding section, the objective of this section is to formulate a 2-by-2 commu-
nication network and the sum capacity of the two systems is maximized using
the water-lling algorithm. The optimal sum capacity is achieved when each
system reaches its own optimum under water-lling principle. Particularly, for
the secondary system, a constraint of the transmitted power is considered at
the secondary transmitter (STx). Finally, a multivariable water-lling algo-
rithm is proposed.
4.2.1 Cooperation of Systems
Di¤erent from considering capacity of the cognitive link as presented in [35],
[37], [42], in this chapter, from the perspective of the regulator, capacity of the
whole spectrum sharing network is considered as the objective function. The
proposed network structure is shown by Fig. 4.3, where a primary transmitter-
receiver (PTx-PRx) and a secondary transmitter-receiver (STx-SRx) system
with each node an antenna array is presented. The maximum of the sum
capacity is achieved when each individual system achieves their own optimum
using the water-lling algorithm.
Proper channel estimation and sensing are assumed at the PRx, i.e., PRx
knows channel H11. Furthermore, as a primary user, who is legally authorised
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PTx PRx
(Rx)N 1
(Tx)N 2
(Tx)N 1
(Rx)N 2
STx SRx
Figure 4.3: A spectrum sharing network composed of a PTx-PRx MIMO sys-
tem and a STx-SRx MIMO system
to occupy the spectrum, deserves a higher QoS than the secondary user for the
economic e¤ort he had made. Therefore, estimation of H21 is assumed at the
PRx which is then used to provide co-channel interference cancellation of the
secondary users signal. Thus, cooperation from STx is assumed. On the other
hand, interference cancellation is not assumed at SRx because no cooperation
of the PTx is required and thus the estimation of H12 can not be carried out.
In addition, SRx knows its own channel H22 by proper channel estimation.
Note that this formulation is also applicable in the context of spectrum
sharing of two primary systems, where system-2 might nancially compensate
system-1. This gives system-1 an incentive to estimate the interference channel
H21.
4.2.2 Problem Formulation
Consider a spectrum sharing environment of a primary and a secondary system
in the same frequency and region at the same time, as shown in Fig. 4.3. An
antenna array is employed respectively at the PTx, PRx, STx and SRx with
the number of elements N (Tx)1 , N
(Rx)
1 , N
(Tx)
2 and N
(Rx)
2 , where subscript ()1
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represents the parameters of the primary system and ()2 for the secondary
system. The N (Rx)1  1 and N (Rx)2  1 baseband received signal at PRx and
SRx are respectively given by
x1 (t) = H11W
(Tx)
1 m1 (t) +H
(Tx)
21 W
(Tx)
2 m2 (t) + n1 (t) (4.39)
x2 (t) = H22W
(Tx)
2 m2 (t) + n2 (t) (4.40)
where both PRx and SRx are assumed to be single-user receivers, but the
di¤erence is that PRx has the knowledge of interference channel H21, but SRx
does not know H12. Thus SRx considers interference from PTx as noise. For
i = 1; 2, mi (t) is the baseband data symbol vector,W
(Tx)
i is the N
(Tx)
i N (Tx)i
transmit beamforming matrix with tr(R(Tx)i )  Pi being the constraint of the
total transmitted power, n1 (t) is the complex AWGN vector with zero mean
and a covariance matrix
n1 (t)  CN (0N(Rx)1 ; 
2
n1
I
N
(Rx)
1
) (4.41)
and n2 (t) includes interference from PTx and white noise
n2 (t) = H
(Tx)
12 W
(Tx)
1 m1 (t) + n (t)  CN

0
N
(Rx)
2
; 2n2NN(Rx)2

(4.42)
The N (Rx)j N (Tx)i composite channel matrix Hij is expressed as the sum of a
number of path channel matrices from the ith transmitter to the jth receiver,
i; j = 1; 2
Hij =
KijX
k=1
Hij;k (4.43)
where Kij is the number of paths between the i  j link and Hij;k is the path
channel matrix modelled based on the array manifold vectors
Hij;k = ij;kS
(Rx)
ij;k S
(Tx)H
ij;k (4.44)
In Eq. (4.44), ij;k is the complex channel fading coe¢ cient of the kth path
between the i  j link and S(Tx)ij;k is the N (Tx)i  1 array manifold vector of the
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ith transmitter associated with DOD (Tx)ij;k , such that
S
(Tx)
ij;k = exp

 j2Fc
c
r
(Tx)
i u


(Tx)
ij;k

(4.45)
where Fc is the carrier frequency that is the same for the primary and secondary
systems, c is the speed of light, r(Tx)i denotes an N
(Tx)
i 3 matrix with elements
being the Cartesian coordinates of the transmit array in half-wavelength inter-
element spacing and
u


(Tx)
ij;k

=
h
cos 
(Tx)
ij;k ; sin 
(Tx)
ij;k ; 0
iT
(4.46)
is the "slowness" vector (unity norm). Dened similarly, S(Rx)ij;k is an N
(Rx)
j  1
array manifold vector of the jth receiver enclosed DOA (Rx)ij;k of the kth path
from the ith transmitter to the jth receiver and the array geometry r(Rx)j of
the jth receiver. Without loss of generality, the elevation angle is assumed to
be zero throughout this section.
It is assumed that the number of path for each link is much more than the
minimal number of antennas of any of the four arrays (e.g., in a rich scattering
environment), i.e., Kij  Nmin;ij, where Nmin;ij = min(N (Tx)i ; N (Rx)j ); i; j =
1; 2. This assumption guarantees that channel matrix Hij is of full column-
rank, that is the channel matrix has a variety of the singular values. It is
also expected that the discrepancy of these singular values is not too large, so
that the power compensation is able to spread over most of the power bins.
Consider an extreme situation that Hij is a rank-one channel. According to
Eq. (4.16), the inverse operation causes innite power bins by small singular
values. Therefore in this case, the total assigned power will go to the power
bins of large singular values (i.e., low power bins) before the water level rise to
a higher level. In order to reduce the discrepancy, it is reasonable to assume
more number of paths than antennas as stated above, as well as diversied
directions for the paths.
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For the PRx, an interference power constraint over the power of the received
signal from STx is necessary, due to the priority of the PRx. This restriction
can be transferred to the STx beamforming matrix subject to the transmitted
power along H21 under an appropriate threshold. With this constraint, an
optimisation problem P3 is formulated with respect to the sum capacity of the
primary and secondary systems, such that
P3 :
8>>>>>>><>>>>>>>:
max
R(Tx)i ;8i
C; where C = C1 + C2
s:t: tr

H21R(Tx)2 HH21

 P21
tr

R(Tx)i

 Pi, i = 1; 2
R(Tx)i  0, i = 1; 2
(4.47)
where P21 denotes the threshold of the interference power caused from STx to
PRx. The covariance matrix of interference and noise for PRx and SRx are
respectively given by
Rnn;1 = H21R(Tx)2 HH21 + 2n1IN(Rx)1 (4.48)
Rnn;2 = 2n2NN(Rx)2 (4.49)
Since channel matrix H21 is assumed to be known at PRx, the interference
term in Eq. (4.48) can be cancelled by using the projection operator
P? = I
N
(Rx)
1
 H21
 
HH21H21
 1HH21 (4.50)
such that
P?x1 (t) = P?H11W
(Tx)
1 m1 (t) + P?H
(Tx)
21 W
(Tx)
2 m2 (t)| {z }
O
+ P?n1 (t)| {z }
4
=n1(t)
(4.51)
Without loss of generality, it is assumed that
n1 (t)
4
= P?n1 (t)  CN (0N(Rx)1 ; 
2
n1
N
N
(Rx)
1
) (4.52)
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After that, a whitening lter is applied to the received signal and the ef-
fective channel matrices are given by
eH11 = En;1D 1=2n;1 H P?H11 (4.53)
eH22 = En;2D 1=2n;2 H H22 (4.54)
where the whitening operator is decomposed using EVD from the covariance
matrix of the coloured noise. Analogous to the capacity in Eq. (4.23), capacity
Ci for the ith system with e¤ective channel is given by
Ci = log2 det

1
2n;j
eDiieVHiiR(Tx)i eViieDHii + IN(Rx)j

; i; j = 1; 2 (4.55)
It is proposed in this chapter to exploit the problem structure by decom-
posing the MIMO channel into independent parallel Gaussian channels so the
optimisation problem can be solved e¢ ciently. It is proved in [41] and ex-
tended in [35] that the optimisation of sum capacity can be e¢ ciently solved by
optimisation of the capacity of each system if the whitening process is used at
each receiver. By employing this result, a multivariable water-lling algorithm
is proposed to the problem P3.
4.2.3 Multivariable Water-Filling
The optimal sum capacity is solved from individual optimal capacity under
single-receiver (whitening) strategy. Thus the methodology used in the pre-
ceding sections can be employed for problem P3. For optimal C1, solution can
be obtained by solving the following problem P4;1
P4;1 :
8>>>>>>><>>>>>>>:
max
P1;k;8k
C1; where C1 =
Nmin;11X
k=1
log2

1 +
P1;k ed211;k
2n1

s:t:
Nmin;11X
k=1
P1;k  P1
P1;k  0; k = 1; : : : ; Nmin;11
(4.56)
4. Transmit Beamforming for Spectrum Sharing Systems 104
where ed211;k is the eigenvalue associated with the e¤ective channel matrix eH11,
P1;k is the power allocation for the kth data stream of PTx. This problem is
solved as problem P2;1.
To formulate a optimisation problem for the secondary system, the con-
straint of interference power from the STx has to be considered. Thus the
interference power at the input of the PRx can be written as
tr

H21R(Tx)2 HH21

=
Nmin;21X
k=1
P2;kd
2
21;k (4.57)
where P2;k is the power allocation for the kth data stream of STx and d221;k
denotes the eigenvalue of the channel matrix H21. Based on this, in similar
fashion the optimisation problem P4;2 with respect to the secondary system
can be expressed as follows
P4;2 :
8>>>>>>>>>>>><>>>>>>>>>>>>:
max
P2;k;8k
C2; where C2 =
NminX
k=1
log2

1 +
P2;k ed222;k
2n2

s:t:
NminX
k=1
P2;kd
2
21;k  P21
NminX
k=1
P2;k  P2
P2;k  0; k = 1; : : : ; Nmin
(4.58)
where the minimum degree of spatial multiplexing is chosen as the minimal
number of antennas among the three antenna arrays, re-dened as Nmin
4
=
min(N
(Tx)
2 ; N
(Rx)
1 ; N
(Rx)
2 ) = min(Nmin;21; Nmin;22). This constrained optimisa-
tion problem can be solved as an unconstrained optimisation problem by using
the Lagrange multipliers  and . The argument cost function J (P2;k; ; ) to
be optimised is shown below
J (P2;k; ; ) =
NminX
k=1
log2
 
1 +
P2;k ed222;k
2n2
!
  
 
NminX
k=1
P2;k   P2
!
  
 
NminX
k=1
P2;kd
2
21;k   P21
!
(4.59)
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The KKT condition with respect to P2;k yields the multivariable water-lling
solution
P2;k = max
 
1
+ d221;k
  1ed222;k ; 0
!
(4.60)
where the water-lling level is jointly determined by  and . To nd feasible
 and , problem P4;2 can be viewed by an equivalent representation over a
set of convex inequalities
P5 :
8>>>>>>><>>>>>>>:
nd ; 
s:t:
NminX
k=1
max

1
+d221;k
  1ed222;k ; 0

d221;k  P21
NminX
k=1
max

1
+d221;k
  1ed222;k ; 0

 P2
(4.61)
The problem P5 is a feasibility problem of searching unique  and  that satisfy
both constraints. It is noticed that if  = 0; then  is the only water-lling
level to nd, which means the problem is reduced to the familiar type as shown
before. Since obviously  6= 0, the basic idea is to search  over a feasible space.
For each , a number of s can be found to satisfy both constraints due to the
inequalities. Therefore, the condition should be tighten such that  ensures
both expressions close to their own power limits, i.e.,8>>>><>>>>:
NminX
k=1
max

1
+d221;k
  1ed222;k ; 0

d221;k   P21  
NminX
k=1
max

1
+d221;k
  1ed222;k ; 0

  P2  "
(4.62)
where  and " are tolerances. In this way, a unique pair of (; ) can be found.
Another observation is that the feasible  is a small positive value. This
is because, without loss of generality given not very small d221;k and ed222;k, if
 is large (no matter  is large or small) then the denominator is dominant
by  and thus P2;k is highly possible zero. As a result, both constraints are
denitely satised nevertheless not close to the power limits. Hence, to the
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contrary,  must be a small positive value. Based on this observation, the
feasible searching space of  can be restricted into a small interval and then
the computational complexity is greatly reduced.
A proposed algorithm for optimum solution of problem P3 is concluded as
follows:
Table 4.1: Multivariable water-lling algorithm for 2-by-2 spectrum sharing
MIMO systems
1: Initialize with feasible covariance matrix R(Tx)i , i = 1; 2.
2a: For the primary system, use water-lling algorithm to calculate
P1;k; 8k in Eq. (4.35), R(Tx)1 = eV11G21eVH11 and C1;
2b: For the secondary system, search  and  over a small interval
in order to nd P2;k; 8k, in Eq. (4.60) and then calculate
R(Tx)2 = eV22G22eVH22 and C2.
3: Repeat step-2a and 2b until each capacity converges.
4: Calculate the capacity C = C1 + C2.
The proposed algorithm converges in two iterations. The optimum Copt;2
can be achieved in the rst iteration and the Copt;1 can be achieved in the
second iteration. Thus the Copt is obtained in the second iteration. By looking
at the derivation of C2, it is known that C2 relies on the unique power allocation
P2;k; 8k, orthonormal matrix eV22 and Rnn;2. As the secondary channel and its
noise are assumed to be known, Copt;2 is determined in the rst calculation. For
the calculation of C1, it involves the covariance matrix Rnn;1 which is a function
of R(Tx)2 . In the rst iteration, the initialized R
(Tx)
2 is taken into calculation
and a corresponding C1 is obtained. In the second iteration, the involved R(Tx)2
has become the optimal STx covariance matrix and is xed. Therefore, the
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Copt;2 is achieved, i.e., Copt is obtained.
4.3 Simulation Results
In this section, a number of Monte-Carlo simulations are executed to evaluate
the capacity performance of the spectrum sharing systems. If not particu-
larly specied, the numbers of transmit and receive antennas are assumed to
be equal to (N (Tx)1 ; N
(Rx)
1 ) = (N
(Tx)
2 ; N
(Rx)
2 ) = (4; 4). Uniform circular arrays
(UCAs) in half-wavelength inter-element spacing are assumed for both trans-
mitters and receivers. The MIMO channel uses the parametric model shown
in Eq. (4.43) and Eq. (4.44), i.e., based on the array manifold vectors. The
path directions (DODs and DOAs) f(Tx)ij;k ; (Rx)ij;k ;8kg are uniformly distributed
over [0; 360]. The number of multipaths are equally set to Kij = 20 for each
i   j link. The amplitude of the fading coe¢ cient is jij;kj = 0:5. The unit
variance 2ni = 1; 8k is used for noise.
Fig. 4.4 illustrates how the water level associated parameters (; ) are
found for problem P5. The input SNR is 0 dB in this case, thus the power
constraint for the STx is P2 = 1. The interference power constraint is P21 =
0:5. The tolerances are respectively  = 0:01 and " = 0:01. The three
f(x) = 1=x type curves represents the interference power calculated fromPNmin
k=1 P2;k(; )d
2
21;k with a di¤erent  which is shown in Fig. 4.4. Due to
the inequalities in problem P5 it is seen that the feasible domain for  associ-
ated with  = 0:001 is the intersection such that  2 Df; ; P2g\Df; ; P21g
where Dfg denotes domain, that is the area to the right of the circled posi-
tion under the  = 0:001 curve. Considered the tolerances, hence the smallest
 = 0:67 is the optimal solution based on simulation. As a conclusion, the se-
lection of  depends on the smaller value between P21 and P2, i.e., min(P21; P2).
Fig. 4.5 shows respective the capacity of the primary system (problemP4;1),
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the secondary system (problem P4;2) and their sum capacity (problem P3). It
is shown that the capacity of the primary system is monotonously increasing
with the increased input SNR. However, the capacity of the secondary system
stays unchanged after SNR =  3 dB. The explanation requires an extension
of the conclusion from Fig. 4.4. Firstly, the connection between the optimal
capacity and a set of unique power allocation is already clear in the previous
context. Secondly, as the selection of (; ) is also unique then it is known
that the optimal capacity is associated with a unique selection (; ). Finally,
applying the conclusion that selection of  depends on min(P21; P2) leads to
a conclusion that the optimal capacity Cmax;2 is constrained by min(P21; P2).
In this case, when input SNR is equal to  3 dB the corresponding P2 is 0:5
which is the same as P21 = 0:5. Therefore, it is clear that when input SNR
is greater than  3 dB, the capacity is constrained by the smaller P21. This is
illustrated by the capacity of the secondary system in Fig. 4.5.
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In Fig. 4.6, capacity of the secondary system over three di¤erent constraints
of interference power are plotted. Using the results from the previous gure,
it is easy to calculate the inexions. Take the solid line without markers for
example, 10 log10(P21=
2
n2
) = 10 log10(1:5=1) = 1:76 dB which is very close
to what is shown by the gure. To the left of the inexion, the capacity is
increasing as the input SNR. After the inexion, the capacity stays still due
to the constraint of interference power.
Fig. 4.7 compares the performance of the sum capacity (problem P3) with
and without the constraint of interference power. Based on the previous analy-
sis, it is shown that after SNR =  4 dB, the capacity of the secondary system
is bounded by its power constraint. This is the reason why the two curves
diverge after that point. The conclusion is thus obvious that the sum capacity
without interference constraint outperforms that with interference constraint.
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The gap increases as the input SNR. This is because the capacity of the pri-
mary system is increasing as the input SNR.
Fig. 4.8 compares the sum capacity of problem P3 over a number of com-
binations of Tx-Rx antenna arrays. It is observed that the best performance
is achieved by the antenna set [(N (Tx)1 ; N
(Rx)
1 ) = (8; 8), (N
(Tx)
2 ; N
(Rx)
2 ) = (8; 8)]
and the lowest curve is provided by [(N (Tx)1 ; N
(Rx)
1 ) = (4; 4), (N
(Tx)
2 ; N
(Rx)
2 ) =
(4; 4)]. Apart from them, the performance of other combinations are very
close and their sum capacities are between the these two extreme cases. This
is because the spatial multiplexing gain is determined by the minimum of the
Tx-Rx antennas, i.e., min(N (Tx)1 ; N
(Rx)
1 ; N
(Tx)
2 ; N
(Rx)
2 ) = 4.
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4.4 Summary
In this chapter, a spectrum sharing network is formulated involving respec-
tively a PTx-PRx and an STx-SRx MIMO system. The two systems compete
for the capacity under the underlay paradigm for cognitive radio. A constraint
of interference power is considered at STx and individual transmit power con-
straint is considered at both transmitters. Explaining in terms of game theory,
the competition can be considered as a two-player game, the equilibrium of
which depends on the strategy prole employed by each player. A single-user
receiving strategy is applied for both receivers and it leads to the optimal
solution of the transmit covariance matrix in terms of channel capacity. Simu-
lation results have shown that the capacity of the secondary system is subject
to its interference power constraint. This fact can be used by the regulators
to control the QoS of the coexistence services.
Chapter 5
Conclusions and Future Work
This thesis has been concerned with the problems of beamforming DOD es-
timation, joint space-time optimisation and system coexistence in a spectrum
sharing network. Conclusions of the technical work contained in the previous
chapters is presented, followed by a list of contributions and suggestions for
future research.
5.1 Thesis Conclusions
Cooperation between the transmitter and receiver is a key factor through this
thesis. It has been shown in the previous chapters that a wireless system is
able to achieve a better performance when the cooperation is exploited. A
conclusion with respect to each chapter is given as follows.
DOD is an important channel parameter for transmitter to beamform the
radiating power towards a particular direction. An important reason that
DOD can not be directly estimated as DOA is the e¤ect of the multipath
propagation, e.g., the reection and di¤raction. Therefore, at the receiver,
it is di¢ cult to know the DOD when the DOA is known, as the mapping
is lost. In order to build up a mapping from a DOD to a DOA of a path,
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cooperation of the transmitter is required. This is the key idea of Chapter
2. In a transmitter-receiver antenna array system, by turning the transmit
beamformer over a number of directions, a power pattern will be observed
if the receive beamformer is associated with the estimated DOA. Then, the
corresponding direction to the observed peak power is the estimated DOD for
a multipath. The advance of the proposed method in Chapter 2 is due to its
simplicity (by beam rotating and feedback link) and e¤ectiveness (illustrated
in terms of channel capacity).
The contribution of Chapter 3 is the ST processing introduced into the
transmitter given a joint S-ST transmitter-receiver system (i.e., the transmitter-
receiver cooperation). First of all, the signicance of the ST transmitter is that
it completes the joint system into an ST-ST framework, based on an S-ST
structure [67]. Thus, the reduction to ST-T, S-ST, T-ST and even T-T or S-S
structure is not di¢ cult. Secondly, the ST transmit beamforming further im-
proves the system performance in convergence, MSE and BER. This is because,
by allocating each time slot (i.e., per chip) a di¤erent spatial beamformer, the
transmitted signal will not be faded in all frequencies in a frequency-selective
channel. Finally, the di¤erent beamformers allocated to each time slot is a
means of applying the principle of diversity. Compared to the S-ST, the ca-
pacity of an ST-ST system has been further improved.
Cognitive radio represents a broad concept for the next generation wireless
communications. Many state-of-the-art technologies have been introduced to
solve the coexistence problem of the licensed radio and the cognitive radio.
Among the solutions, in Chapter 4, a simple but fundamental system structure
to model the coexistence of two MIMO systems is proposed, aiming for optimal
channel capacity. Making use of the cooperation between the two systems, each
system is able to achieve its own optimum capacity, therefore to achieve the
optimum of the sum capacity of the two system. It is proposed to exploit the
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problem structure by converting the MIMO channel into independent Gaussian
channels. Therefore, the SDP problem (i.e., the sum capacity optimisation) is
quickly solved using water-lling algorithm. The advantages of which is that
the complexity of the SDP optimisation is greatly reduced and it is easy to
implement in real MIMO systems.
5.2 List of Contributions
 A novel DOD estimation approach is presented based on the principle of
cooperative beamforming (Chapter 2);
 Based on the estimated DODs, the capacity for an arrayed MIMO system
has been investigated, respectively with respect to transmit beamformer
and both transmit and receive beamformer (Chapter 2);
 ST processing is integrated into the antenna array transmitter to extend
an S-ST joint transmitter-receiver system to an ST-ST system (Chapter
3);
 An channel model, Eq. (3.10), is developed for the ST-ST DS-CDMA
channel using the concept of ST array manifold vectors at both trans-
mitter and receiver (Chapter 3);
 Error performance of the S-ST and ST-ST joint transmitter-receiver
downlink DS-CDMA systems is presented, where a loose bound of MSE
for S-ST and ST-ST is derived respectively in Eq.(3.60) and Eq. (3.61)
(Chapter 3);
 A basic 2-by-2 spectrum sharing network is proposed with a MIMO pri-
mary system and a MIMO secondary system, i.e., MIMO cognitive radio
(Chapter 4);
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 The spectrum sharing problem is formulated into a convex optimisation
problem, i.e., a SDP problem with respect to the covariance matrix of
the transmit beamformers (Chapter 4);
 The optimisation of the sum capacity of the two arrayed system is solved
using multivariable water-lling algorithm (Chapter 4).
5.3 Suggestions for Future Work
Cognitive Radio: This is a state-of-the-art research area for application of
the recent communications and signal processing techniques. Apart from the
underlay paradigm employed in Chapter 4, intelligent signal processing has
been proposed as another prototype for cognitive radio [20]. The principle is
to make cognitive radio an intelligent device such that it is adapt to the wireless
environment by proper spectrum sensing and correct decision making of the
transmit parameters. In order to have intelligence, like human beings, memory
has to be introduced into signal modelling. Memory can be modeled as, e.g., a
matrix containing state information changing with time. This matrix will be
updated according to the dynamics of the communication environment. The
intelligent algorithms can be referred to, e.g., Kalman lter and Bayesian lter,
for online data processing. From another angle, the adaptive signal processing
is evolving into intelligent signal processing under the background of cognitive
radio.
Particle Filters: In many application areas, e.g., the econometrics, dy-
namic spectrum access, airborne target tracking and missile guidance, elements
of non-linearity and non-Gaussianity have to be considered in order to accu-
rately model the underlying dynamics of a physical system. Particle lters
[80], which are the sequential Monte Carlo methods based on representations
of posterior probability densities, can be applied to any state-space model. In
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addition to that, particle lters are a generalization of the traditional Kalman
ltering methods. It would be benecial to introduce particle lters into array
processing for rapid adaptation to changing signal characteristics in the pres-
ence of non-linearity and non-Gaussianity. For example, a cognitive radio can
employ particle lters for its antenna array tracking system to nd a piece of
spectrum among many existing radios.
Convex Optimisation: Convex optimisation has now emerged as an e¢ cient
signal processing tool that has made a signicant impact on numerous problems
previously considered NP-hard. Its recent development has been introduced
in a series of articles [77]-[85]. Considering from the second order statistics,
a typical convex optimisation based beamforming can be formulated in the
quadratic form. The argument of interest is the covariance matrix of beam-
formers. Given the covariance matrix of channel and the received signal vector,
an optimisation problem with respect to positive semi-denite matrix can be
formed. Such a problem can be e¢ ciently solved using many well-developed
convex optimisation packages. The main advantage of convex optimisation lies
on its computational e¢ ciency to NP-hard MIMO detection problem [77] (e.g.,
N (Tx) = N (Rx) = 40, which is also a dimensionality reduction problem), corre-
spondingly a tradeo¤ of accuracy but good approximation. Typical research
directions in this area for beamforming [83] involve downlink beamforming,
downlink-uplink duality beamforming and robust beamforming.
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