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Introduction
Bottom quarks are one of the easiest ways to observe quark flow in a quark gluon plasma. For
this reason, it is advantageous in a detector to have superb capabilities at detecting bottom quarks
through their decay products and interactions. This paper will provide an overview of bottom
quark behavior in a quark gluon plasma, as well as methods used to detect this behavior. Once
this has been established, an overview of the heavy ion physics at the Large Hadron Collider
(LHC), and particularly A Large Ion Collider Experiment (ALICE), will be discussed. It will
then be argued that the Electromagnetic Calorimeter (EMCal) can provide the detection
capabilities that ALICE needs to complete its arsenal for bottom quark investigation. To start
with, however, let us cover the basics: the general behavior of quarks.

What is QCD?
Quantum chromodynamics (QCD) is the theory that physicists use to describe what they call the
strong interaction. This interaction is the force that holds together hadrons (such as protons and
neutrons) and keeps them from decomposing into their quark counterparts. The nucleons that we
have grown to know and love are composed of only up and down quarks, which are two of the
six quark flavors (types); the other four flavors are charm, strange, bottom (or beauty) and top
(or truth). Each flavor differs from the others in mass, with top being the most massive and up
being the least (since we will take a special interest in bottom quarks later on, we should note
that they are the second most massive flavor of quark). Three of these flavors (up, charm, and
top) have an electric charge of 2/3 e, while the other three (down, strange, and bottom) have an
electric charge of -1/3 e. All six have a spin of ½, implying that they are fermions and are
therefore bound by the Pauli Exclusion Principle (similar to electrons and neutrinos).
While all of these properties may be interesting in their own right, for the scope of this paper we
will focus on a completely different property that arose with the discovery of the quark: the color
charge. There are three types of color charge: blue, green, and red (unrelated to optical colors).
Each of these colors also has an anticolor associated with it: antiblue, antigreen, and antired.
Note that the six quark flavors likewise have antiquarks associated with them, but they are of
opposite electrical charge rather than color charge. Take special care to note that the flavor and
the color of a quark are not correlated.
One might wonder what makes color charge so special that it gets its own force interaction
named after it. What observable properties does it bring to the quark? This is most easily
explained by observing three quarks forming into a hadron. In order to properly form a hadron,
the combined three quarks must exhibit color neutrality – that is, a red and a blue and a green
must be present (or the antiparticle equivalents thereof). Similar to electrodynamics, wherein
charge neutrality is obtained by having all of the charge-types present (positive and negative) in
equal amounts, color charge neutrality is obtained by having all of the color charges present in
equal amounts. Thus a green up with a blue up with a red down would make a color-neutral
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proton, whereas two green ups and a red down would not form a hadron at all. When particles
are formed from three quarks in color neutrality, the product is called a baryon. Examples
include protons and neutrons.
Another way that quarks are permitted to bind together is if colors are balanced out by their
appropriate anticolors. Hence green and antigreen will form color neutrality, but green and
antired would not. When particles are formed in this manner, balancing colored quarks with
anticolored quarks, the product is called a meson.
It is clear that color charge is useful for describing how quarks bind together; however, what
makes them bind in the first place? Recall that the photon mediates the electrical charge and
causes electrically opposite charges to attract; a similar particle (also a spin-1 boson) mediates
the color charge and causes color-neutral combinations of quarks to attract. This particle is
called the gluon (due to its “glue-like” nature of binding quarks together), and it comes in eight
varieties called octets. Each octet is a superposition of some of the following color charges: redantired, red-antiblue, red-antigreen, blue-antired, blue-antiblue, blue-antigreen, green-antired,
green-antiblue, and green-antigreen. A list of octet superpositions is shown below:

A shrewd observer may have already noticed that here our analogy to the electrical charge has
fallen short, in that photons do not have electrical charge and are thus not bound by the rules of

5

their own force. We will find that some very troubling properties arise due to the fact that gluons
are both mediators and carriers of color charge: the octets listed above are all bound by the force
that the gluons mediate. In particular, the gluon’s charged nature causes it to bind quarks
together so strongly that no small-scale experiment can pull them apart for study; rather, we must
turn to large atom-smashers to reach energies high enough to do so. This makes life difficult
enough for experimentalists, but theorists interested in quark and gluon properties must deal with
an additional contention: the gluon’s motion is dependent on its own force mediation, which is in
turn dependent on its motion. Thus for anything but the most simplistic systems (what are called
“weakly coupled” systems), solving the equations of QCD becomes a nightmare. The goal of
many theorists, then, is to find an experimental system that makes for easy predictions in QCD.
This experimental system was successfully discovered in the early 1970s by David Politzer,
Frank Wilczek and David Gross, who would later become Nobel laureates for their discovery.
They proved that at very high energies, quarks and gluons become weakly coupled – a principle
known as asymptotic freedom. After this discovery, theorists began to formulate phase diagrams
of quark and gluon coupling with respect to temperature – and once a reasonably weakly coupled
regime was found, experimentalists began preparing their colliders to reach this regime. The
phase that was discovered is called the quark gluon plasma – and it holds the key to testing out
QCD in a laboratory framework.

FIG. 1: Phase diagram for various states of matter. Quark-gluon plasma located in central
top portion of the plot. [30]

What is the Quark Gluon Plasma?
Put simply, the quark gluon plasma (QGP) is a phase wherein asymptotic freedom is exploited as
much as possible: quarks and gluons become weakly bound and are allowed to pull away from
each other. Technically the “plasma” begins to occur when the gluons undergo charge
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screening, meaning their collective motion interferes with their ability to mediate the strong
interaction. With this definition of plasma in hand, it is reasonable to conclude that the QGP will
be weakly coupled – reasonable, but wrong!
Originally, when theorists began to manipulate the concept of a quark gluon plasma, the fluid
was considered to behave much like a weakly-coupled gas of freely-flowing particles. Thus
many of the predictions made regarding the plasma were reliant on the plasma’s state as a gas.
As experimental results came in and it became apparent that the plasma behaved much more like
a liquid at the hydrodynamic limit [1][8], the predictions made using the “gaseous plasma”
framework needed a bridge to connect them to the experimental strongly-coupled quark gluon
plasma (especially since strong coupling became a problem for theoretical frameworks [10]).
Fortunately, a duality between the two frameworks arose in the form of color charge density,
which was the same for rigorous strongly-coupled QGP (sQGP) models as for a weakly-coupled
gas of massless quarks and gluons [18]. To this extent, color charge density becomes a useful
tool to exchange information from the world of naïve theory (prior to experiment) to a more
rigorous model.
But if the QGP is no longer a weakly-coupled system like our theorists would like, why are we
interested in studying it? To understand this, we must first realize that the QGP is likely to have
existed in abundance while the Universe was at much higher temperatures than today. Most of
the elements that exist today could only have come from conditions similar to those near the Big
Bang; 4He, 2D, 3He, and 7Li are all highly abundant elements that could only come from a
universe orders of magnitude smaller and hotter than modern times [12]. Extrapolating back to
times even before these elements began to form, we see prospects of a primordial quark gluon
plasma [12]. To explore these conditions systematically requires a controlled means for creating
them from existing matter. The only way to do this is with high energy nuclear collisions in
particle colliders such as the Relativistic Heavy Ion Collider (RHIC) and the CERN Large
Hadron Collider (LHC). Hence if we would like to study the formation of the Universe – which
carries with it the answers to many puzzles in physics – we must use these particle colliders to
study the QGP.
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FIG. 2: Depiction of the various phases of matter during different epochs of the Universe’s
expansion. The primordial quark gluon plasma is located in the third sector, one millionth
of a second after the Big Bang. [14]
We see many strange anomalies in astrophysics, and hope to answer them with educated guesses
such as dark matter or dark vacuum energy or charge-parity violations, but in the end we realize
that these anomalies have persisted since a very early moment in the universe’s history. To
answer the riddles, we must go back even further in time than the mysteries themselves have
existed. What we hope for when we analyze the conditions of the Big Bang are surprising
inhomogeneities that violate theoretical predictions – namely, we wish them to violate the
worrisome predictions that matter and antimatter should exist in equal amounts, or that the
universe should have a mass much smaller than it currently does. Currently we are able to use
the quark-gluon plasma to scrutinize the quark-hadron phase transition of the early universe; if
an inhomogeneity is to present itself there, it will be through a disproportionate baryon density
[12]. Important factors regarding this density (such as the baryon-to-entropy ratio) may only be
calculated accurately if one knows more about the QGP equation of state [12].
Up until now, we have treated the QGP as a simple medium that magically appears in our
particle colliders and gives us all the information we need to know about it. To fully understand
the scope of the physics involved in its study, however, we must address this question: how do
we study it?
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What do the Theories Predict? and What do Experiments Tell Us?
As mentioned before, theorists generally do not like to deal with strongly coupled regimes
because they make the QCD equations very difficult to deal with. Therefore, perhaps before we
cover what the theories predict, we should first cover how theorists are able to make predictions
at all in the midst of these difficulties. There are many tools that theorists use, but let us focus on
one of the newest and most useful for our purpose: the AdS/CFT correspondence principle.
Since this method lends itself most easily to theories of quantum gravity, let us discuss it in its
original framework: the exploration of black holes. Once a basic understanding of the concepts
has been reached, we may return to the QGP and make some predictions.
One of the major difficulties in modern physics is to formulate a consistent explanation of
gravity. As it currently stands, all other basic forces are explained with quantum theories –
quantum electrodynamics (QED) for electromagnetism, QCD for the strong interaction, and so
on – but gravity alone must be explained in terms of Einstein’s general relativity. What theorists
would like to find is a correspondence between general relativity and a variation of quantum
field theory1. AdS/CFT may guide us to that correspondence!
First off, let us explain the acronyms in the name. AdS is shorthand for Anti de Sitter space,
which is a variation of general relativity in which the cosmological constant Λ is negative. To
understand what this corresponds to, let us consider Einstein’s original conception of general
relativity: mass alters the shape of spacetime, and spacetime alters the motion of mass. It was
naturally assumed that when no mass was present, spacetime must be flat (or Euclidean). This
concept was challenged by Luigi Fantappié, who proposed two alternate solutions: either
massless spacetime had positive curvature (called de Sitter space) or it had negative curvature
(called Anti de Sitter space). The latter is the theory that we will be dealing with.
Before we progress, let us first note that the Standard Model affirms a positive cosmological
constant rather than a negative one. The reason we are discussing Anti de Sitter space rather
than de Sitter space, then, is not because we think the Standard Model is wrong; rather, we wish
to explore a particular correspondence that occurs if we make this small allowance. As
AdS/CFT is a popular method for QGP theorists, it is important to understand its consequences.
As noted before, it is very difficult to make a quantum theory of gravity – and the reason for this
is because quantum theories deal well with microscopic scales, while gravity deals well with the
macroscopic. But what if we could construct a quantum theory that did not mind the size
difference? What if our quantum field theory was independent of scale? When we construct
such a theory, it is known as a conformal field theory (CFT)2. It is the concept of CFTs that gave
1

Quantum field theory is a self-consistent extension of quantum mechanics that can describe multi-particle
interactions and that can take special relativity into account.
2
This is a slight over-simplification in that not all scale-invariant quantum field theories are conformal field
theories. However, these are very rare.
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rise to the popular notion of supersymmetry, which claims that every fermion has a
corresponding boson (and vice versa). Although the details are not important to us, it is
important to recognize the role that CFTs have played in shaping the Standard Model.
Essentially, the idea of AdS/CFT correspondence is this: given an Anti de Sitter space with
gravity, one may manipulate the spatial geometry to obtain what is called a conformal boundary
(this is not especially important to understand, except that the boundary is simply another spatial
geometry). If one applies the rules of string theory (which are highly complicated) to the Anti de
Sitter space, one obtains the same results as if they had applied a simple conformal field theory
(without gravity) to the boundary. In other words: given a highly complicated theoretical
framework in one space, one should apply a much simpler framework to the conformal
boundary. This has led to some very interesting results, including the Holographic Principle: the
three dimensions that we perceive are actually encoded on a two-dimensional boundary, much
similar to the workings of a hologram [11]. Clearly AdS/CFT is more interesting than it sounds!
With this new trick in mind, Shuryak [10] notes that this method has previously been applied
quite successfully to strongly-coupled regimes comparable to the QGP. In particular, he
considers one of the first examples that led to the discovery of AdS/CFT correspondence: a black
hole emitting Hawking radiation.
Hawking radiation is a phenomenon in which the rotation of a black hole causes it to radiate
particles, due to quantum effects. Although Hawking radiation has not been directly observed, it
is generally held to be true – what is more controversial, however, is what happens next.
According to Hawking, the radiation causes the black hole to lose mass and eventually
evaporate, while the temperature of the Universe continues to rise as the surrounding system is
bathed in high-energy particles. It turns out that all of the information for this sort of black hole,
sitting inside a weakly-coupled Anti de Sitter space, can be expressed by a strongly-coupled
conformal field theory on the four-dimensional boundary of the Universe [10]. (Actually, this
works for any spacetime of nonzero cosmological constant.) Analysis of the black hole using
these methods reveals that the black hole does not evaporate and the Universe does not
continually heat up, thereby preserving the laws of thermodynamics (to the relief of many) [11].
The debate is far from settled, however, and Hawking’s predictions will be tested out at the
LHC, where microscopic black holes are expected to be created. By looking for the telltale
gamma rays that indicate their evaporation, we can see once and for all whether or not black
holes are heating up our Universe!
This seems like a very far tangent from the QGP, but it actually is not. As Shuryak (and many
others) discovered, the same equations that describe the strongly-coupled CFT can be modified
to describe a strongly-coupled QGP [10]! Applying the same method that was used for our black
hole scenario, except in reverse, Shuryak was able to find an equivalent weakly-coupled system
that would describe the motion of the QGP. Astonishingly, this system was very close to being a
perfect fluid! What is more, Shuryak noticed the formation of several color-charged Cooper
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pairs3 – rather than the color-neutral particles we would expect [10]. In order to test out these
theoretical results, let us take a look at the QGP that was created at RHIC.
In order to create the QGP, particle accelerators like LHC and RHIC slam heavy ions together at
ultrarelativistic speeds. Since heavy ions contain so many nucleons in such a small region of
space (due to the ultrarelativistic speeds, the ions are Lorentz contracted to a very thin size), the
nucleons exhibit a pull on each other and release a tremendous amount of energy. The resulting
fireball superheats the particles so much that they quickly decompose into their quark and gluon
constituents, forming a QGP. It should be noted at this point that ions rarely collide with their
axes perfectly aligned; rather, only a certain amount of the ions’ surface areas will overlap and
collide. With this in mind, the ratio of the overlapping area to the full area of the ion is called the
centrality of a collision (given as a percentage), but one must keep in mind that it is scaled such
that 100% centrality implies no overlap at all, whereas 0% centrality implies full overlap
between the ions.
The quark gluon plasma created at RHIC has revealed many puzzling characteristics that will
take theorists many years and more data to fully understand. Reaching temperatures of up to 4
trillion degrees Centigrade [8] (more than 250,000 times the temperature at the Sun’s core), the
collisions reportedly managed to reach these energies in less time than it would take for light to
propagate the length of a single proton [8]!
It has further been detected that small regions of the quark gluon plasma contain violations in
parity symmetry [7]. Specifically, the electric charge of a quark determines its exit flow from the
plasma – whether parallel or antiparallel to the magnetic field of the collision – clearly violating
the parity of the system. Additional charge-parity violations have been noted on a small scale in
the collisions; however, these are not large enough to account for the universe’s apparent
favoritism towards matter over antimatter [7].
A fair amount of elliptic flow has been observed in the quark gluon plasma at RHIC; in addition,
radial flow has been measured within the medium [1]. Flow is the collective motion of particles
that can be described by hydrodynamic equations. Elliptic flow refers to the azimuthally
asymmetric distribution of particle momenta arising from differing pressure gradients caused by
the asymmetric spatial distribution of the collision zone in non-central collisions. Radial flow
describes the azimuthally symmetric expansion of the system in central collisions. Both elliptic
and radial flow suggest that the medium is acting in a “collective” manner; i.e. the particles
within the medium are strongly coupled to each other. This redefines the plasma as a strongly
interacting quark gluon plasma, or sQGP [1].

3

A Cooper pair is a pair of spin-½ fermions that bond together into a spin-1 boson. They are most common
in laser physics.
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Although it was previously predicted that the QGP would interact in a similar fashion to an ideal
gas, it has been observed that this sQGP behaves rather like a liquid [8]. Indications of this are
the aforementioned elliptic flow, which approaches the ideal hydrodynamic limit, and
constituent-particle reactions with a free path length near zero [1]. Additionally, there is some
indirect evidence that away-side jets (jets will be discussed later) are altered in geometry by a
Mach-cone-shaped sonic boom within the medium [1]. All of these add some credence to the
hypothesis that the quark gluon plasma created at RHIC interacts much like a liquid, as described
by Shuryak and other theorists.
So far, we have developed a nice model of the QGP as a strongly coupled medium that behaves
similar to a perfect fluid. From this point forward, we would like to use this model as a
foundation for experimental predictions. As noted earlier (see the section on QGP), color charge
density is one of very few observables that stays relatively constant between weakly coupled and
strongly coupled theories; for this reason, it has traditionally been useful in the study of the QGP.
With this in mind, then, we will focus our attention on color charge density as an experimental
observable.
It would be a simple matter if we could directly measure the quarks and gluons in the medium; in
this case, the color charge density would merely be the number of quarks and gluons that we
counted in a specified region of space. The difficulty with this lies within a result from QCD
called confinement: essentially, there is no such thing as a free quark. As a quark is pulled away
from another quark, the energy required to do so is transformed into quark-antiquark pairs that
then form into hadrons. When a quark or gluon (“partons”) from one colliding nucleus interacts
with a parton from the other colliding nucleus at very high energy, the result is a hard-scattering
of the partons out of the nuclei. They emerge at large angles relative to the colliding beams with
very high “transverse” momentum and quickly fragment into numerous color-neutral hadrons in
a collimated spray of particles known as a jet.
A hard-scattered parton (a colored particle) travelling through a QGP will be influenced by a
color charge field in the plasma, due to the presence of other colored particles. This field causes
the partons to radiate gluons prominently, making the parton lose energy and momentum.
Depending on the initial energy of the parton, and how much color charge is present, the jet
arising from its fragmentation into hadrons will be less likely to reach the detectors – a
suppression referred to as jet quenching.

Jet Quenching, the Dead Cone Effect, and the Suppression Factor
It has been noted [4] that high-momentum neutral pions and charged hadrons are suppressed in
RHIC’s Au+Au but not d+Au collisions. Since the quark gluon plasma is created in Au+Au
collisions but not in d+Au, it is reasonable to conclude that the plasma is responsible for this
discrepancy, and general consensus holds that the process of jet quenching is undergone within
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the plasma. Precisely how this process affects different types of hadrons, however, is a matter of
recent debate.
Prior to the experiments at RHIC, it was generally considered that heavier quarks would
encounter less suppression than light quarks. Specifically, the phase space θ available for gluon
radiation must follow the following relation to the quark’s mass and energy in order to uphold
relativity [5]:

This restriction on the radiation phase space is called the dead cone effect, illustrated in Figure 3,
and its effects should cause high-mass quarks to produce less-suppressed hadrons than their lowmass counterparts. With less room to radiate, the quarks retain more of their energy.

FIG. 3: Representation of the dead cone effect, in which heavy quarks must scatter outside
of a specified range of angles known as the “dead cone”. [5].
What is very interesting about this phenomenon is that if it could cause heavy quarks to pass
through the medium easily while light quarks remain suppressed, the dead cone effect would
provide us with a simple tool for distinguishing the products of heavy quarks from light quarks,
or even beauty from charm. Figure 4 shows the experimental data from PHENIX [4] for single
electrons from charm and bottom meson decays.
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FIG. 4: Experimental data (electrons from heavy quark decays, 0-10% centrality Au+Au
collisions at
GeV) versus theoretical predictions. Predictions corresponding
to Figure 5 from [6] are represented by the dashed lines (2a-b). Other theory curves do not
incorporate beauty quark data and are disregarded for our purposes. Taken from [4].
The theoretical curves (1a-1c) include different amounts of charm quark suppression only, while
(2a-2b) also include bottom quark suppression due to the dead-cone effect. Since most of the
electrons produced with pT > 3 GeV/c must come from bottom quarks, clearly the dead-cone
effect is incorrect or an incomplete description of what is going on inside the plasma.
Let us make a note as to the variables plotted above, since it is not immediately clear what they
mean. Our general discussion of jet quenching is very simple and easy to understand, but in
reality it is more difficult to detect. After all, if a jet of particles is truly suppressed, then how
will our instruments know they ever existed? Quite simply, we compare the particle spectrum
we get in a heavy ion collision (where a QGP is formed) to a particle spectrum that we get in a
simple proton-proton (p-p) collision. Since no suppression (presumably) occurs in a p-p
collision, it serves as a good baseline for the spectra of particles we should be getting at a given
collision energy. If we make the assumption that a nucleus-nucleus (A-A) collision is just a
cluster of p-p collisions, then we simply scale the p-p particle spectra to the number of protons in
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each nucleus. This will give us an estimate of the particles that should be produced by the
medium at the given collision energy, given no nuclear effects (such as the strong interaction).
The suppression factor, RAA, is a general estimate of how much a collision has been suppressed.
To find this factor, the particle momenta spectrum of a nuclear collision is calibrated via ratio
against that of a non-nuclear proton-proton collision. If a nuclear collision is just a collection of
incoherent proton collisions, one would expect the ratio to be unity. Deviations from unity
indicate the presence of nuclear effects, possibly due to a QGP. With this in mind, it is suddenly
clear why RAA is such a good indicator of fluctuations in color charge density: as color charge
becomes altered throughout the medium, nuclear effects begin to occur and jets become
suppressed.
The simplest RAA measurement that can be made is to count the number of a given particle
produced as a function of transverse momentum in both A-A and p-p collisions; the ratio of these
values is then scaled by the appropriate geometric factor to account for the size of the nucleus.
One example of how RAA is calculated, from the PHENIX experiment, is:

The variable dNAu+Au is the differential electron yield from heavy-flavor decays in Au+Au
collisions; likewise, the variable dσp+p is the differential cross section in p+p collisions for a
given pT bin. Possibly more enigmatic is
particular centrality class4 [4].

, which is the nuclear overlap integral for a

There are two rather interesting experimental results for the values of RAA at high energies: first,
that the suppression factor for hadrons is less at RHIC than that observed at the lower collision
energy Super Proton Synchotron (SPS) [2]; second, that this factor is found to be dependent on
azimuthal angle [1].
To start with, let us analyze the rather simple claim that
(the hadronic suppression factor) is
measured to be less at RHIC than at SPS. Examining our rudimentary definition for RAA, we can
see that a lower factor implies a lower number of jets observed per each jet that is (theoretically)
produced by a nucleon-nucleon collision; in other words, some of these jets are being suppressed
before they reach our detectors. This alone tells us that some interesting phase transitions have
occurred and, at the very least, a dense nuclear matter is acting as a suppressant in RHIC that was
not present in SPS [2]. Given the much higher collision energies at RHIC than at SPS, we can
postulate that the QGP created at RHIC was the same dense nuclear matter that acted as a
suppressant. Thus a good determination of the suppression factor is crucial to determine the
presence of a quark gluon plasma in nuclear collisions.
4

Calculated within the Glauber model.
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We see an interesting occurrence when observing the nuclear modification factor with respect to
the azimuthal angle φ, as seen in the figures below (taken from [1]); namely, that RAA is highly
dependent on φ. This is sometimes referred to as azimuthal asymmetry of elliptic flow, and is
predicted by the theoretical calculations of [1]. Jets formed close to the surface can cross the
distance required to break free of the medium; after all, crossing this distance near the speed of
light requires less time than the plasma formation time required to bind to the plasma. However,
jets further in to the core of the medium are unable to break free because the distance they must
cross to break free is incapable of being crossed at subluminal speeds within the allotted plasma
formation time [1]. If a humble analogy might be made, one might liken this to the concept of
the Schwarzchild radius of a black hole that cannot be broken free of since the speed of light is
insufficient to cross the distance before being pulled back in by the force of gravity; similarly,
the core radius of the QGP may not be broken free of at the speed of light (or lower) without the
particle being pulled in by the plasma itself. This radius corresponds to the distance across
which light can travel within the plasma formation time.

FIG. 5: Angular dependence of RAA for various event classes. Taken from [1].
Since we are primarily concerned with analysis of the color charge density in the medium, let us
consider the various nuclear effects that can cause suppression to occur. We have already
considered the effects of the strong interaction, but there is another force that affects quarks and
gluons in a peculiar manner. This force is called the weak interaction, and it will be useful for
answering this question: if the QGP creates jets of quarks and gluons, why do our detectors see
showers of leptons and hadrons? Put another way, why do particles decay?
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The Weak Interaction and its Effects
The weak interaction, mediated by the W± and Z bosons, is a peculiar process that allows quarks
to change flavor. It also interacts with left-handed leptons but not right-handed ones, and in this
way is the only force known to violate parity. The fact that its mediator bosons carry mass is yet
another puzzle about this mystery, one that will hopefully be explained with the discovery of the
Higgs boson.
There are two effects of the weak interaction that we need to take into account. First, an up-type
quark (up, charm, top) can convert into a down-type quark (down, strange, bottom) by emitting
or absorbing a W boson (the same holds for the reverse case). Second, a W boson can decay into
a lepton and a neutrino. Probably the most famous decay mode is the beta decay, in which a
down quark in a neutron converts into an up quark, transforming the neutron into a proton5. As
the quark changes flavor, it emits a W– boson that decays into an electron and an electron
antineutrino:

Figure 6: Feynman diagram for a beta decay.
It is of vital importance that we understand the decay modes that produce each lepton we
encounter, as many of these decay modes will be signatures of particles we are hoping to find.
The Higgs boson, for example, is expected to decay into intermediate W bosons which then
undergo purely leptonic decay [15]:

5

A neutron is composed of two downs and an up; a proton is composed of two ups and a down.
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Here l represents a generic lepton and Et is the signature missing transverse energy that detectors
are searching for. Other interesting decay modes are those of the supersymmetric particles, such
as the leptonic decay of the chargino

and the neutralino

[15]:

However, intermingled with these lepton signatures are a myriad of other decay products that
confuse the signal and remove traces of the original decay modes. If we are to expose the
interesting data, we must first weed out the garbage.
Most electrons and positrons observed in a collision come from what are called “photonic”
sources: when a photon is stimulated by the electric field of another particle, often it converts
into a particle-antiparticle pair. This is called a photonic conversion. For neutral pions, the
dominant decay modes are into two photons (which can subsequently convert to particleantiparticle pairs) or the Dalitz decay, which is the immediate conversion of one of the two
photons to a particle-antiparticle pair. In our collisions, these decay modes will usually produce
electrons and positrons.
As we are not interested in the products of photons, we would like to eliminate Dalitz decays and
photonic conversions from the batch when we detect electrons. To do so, we simply note the
formation of a pair of opposite-charged electrons and convince ourselves that their source is
photonic [17]. The remainder, referred to as non-photonic electrons, provide a useful glimpse at
their heavy quark parents.
To this extent, many useful algorithms have been constructed in the hopes of isolating the
various processes that we would like to take note of. The focus for this particular paper will be
the semi-leptonic decay – the process by which a hadron will decay into a lepton and a lighter
hadron (as well as a neutrino, of course):

The Feynman diagram for a semi-leptonic decay for a neutral kaon is shown in Figure 7.

FIG. 7: Feynman diagram for a semi-leptonic decay. [16]
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Let us consider this decay in the context of its potential parent particles. Recall that the
formation of the K – hadron had to have come from the deconfinement of a quark. When the
quark was pulled away from its color-neutral state with other quarks, at the beginning of the
collision, the energy required to pull the quarks apart was transformed into the creation of quarkantiquark pairs. Two neighboring quarks, a strange and an antiup, then formed into the K –
hadron which underwent the semi-leptonic decay. The question we would like to ask of this
hadron, then, is what type of free quark it was that started the reaction.
We know from special relativity that higher-mass particles require more energy to create, so
whatever energy it was that created the strange and the antiup quarks must have been large
enough to produce the mass of the strange quark. This implies that the deconfined quark must
have had a mass and/or energy at least as large as the strange quark.
Let us say that we saw a semi-leptonic decay from a B meson (a meson with a bottom quark).
The deconfined parent quark was most likely a high energy bottom quark or a top quark (the
only two quarks at least as massive as the bottom quark in the B meson). Thus it is reasonable to
say that a particle jet containing B mesons is most likely caused by a hard-scattered bottom
quark. With this in mind, we see that bottom quarks are much easier to identify than the other
flavors, and to this regard would be highly useful for our analysis of the medium’s color charge
density.
There is another concept that is useful for distinguishing the different types of quarks: recall that
the amount of quenching in a jet is determined in part by the jet’s initial energy; higher-energy
jets can punch through the medium much easier than lower-energy jets. With this in mind, we
should expect heavier quarks to undergo less jet quenching. We saw earlier that similar
predictions made regarding the dead cone effect were found not to be true, as experimental data
shows very little difference in the suppression factor between heavy quarks and light quarks – a
puzzling result that still needs to be explained theoretically.
In contrast to the strong suppression observed for electrons and pions, photons are inherently
color-neutral and undergo almost no suppression.
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FIG. 8: RAA (suppression factor) for various particles in the collision, plotted as an
indicator for the amount of jet quenching in the medium. High-momentum photons show
little suppression, while high-momentum electrons and pions show much. In the highmomentum regime, pions come from light-quark jet formation and electrons indicate
heavy quark decays. [6]
Considering the fact that bottom mesons can be detected relatively easily through semi-leptonic
decay, we would like to focus our efforts on bottom quark detection. Specifically, we would like
to identify B-mesons in a jet so that we can reasonably claim that the jet’s parent was a bottom
quark.
One way to do this is through the displaced vertex method (DVM), which relies upon the fact
that bottom mesons travel several hundred microns before decaying. To implement this method,
the algorithm finds a high-pT electron and searches for intermediate-pT hadrons matched to a
common secondary vertex within a cone of specified radius around the electron. If we denote
the secondary vertex vector as r and the scattering angle from the electron to the hadron as θ, we
may define the bend plane projection Lxy as:

For more practical applications, it is simpler to find the combined three-momentum of the
electron and hadron pe+h, and note that the above equation is equivalent to:
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It is a useful fact that background electrons have a bend plane projection that is symmetric about
zero, whereas beauty electrons are strongly biased towards the positive end of the spectrum.
Hence positive cut values may be used to reject most of the background while obtaining most of
the beauty electrons.
A similar method to this one is called the impact parameter significance method (IPSig), which
relies upon an observable called the impact parameter (denoted by the letter b). When a particle
with some initial velocity v encounters a field with a center located at position x, b is the
minimized distance between x and v. If you prefer, you may think of this in terms of angles: b
(the vector direction of the distance b) is that vector which, when it intersects with v, will form a
perpendicular angle. This is illustrated in Figure 9.

FIG. 9: The impact parameter of a particle as it encounters a field caused by a particle
located at the center.
In this method, the impact parameter (IP) of a track is compared to the significance (σIP) – the
ratio of the “signed” IP to its uncertainty – to see how well-resolved the reconstructed track is
(the sign of the impact parameter is the same as that of its jet-axis projection) [18]. A
distribution of this data is then used to analyze which tracks are properly reconstructed.
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In summary, precision in distinguishing beauty electrons from background electrons is dependent
on the detectors’ vertexing capabilities and momentum distinction, as well as their ability to
resolve the impact parameter. We would like to examine these capabilities in the detectors at A
Large Ion Collider Experiment (ALICE), located within the LHC. Since ALICE was designed
specifically to observe the quark gluon plasma at the LHC (once heavy-ion collisions have
started up), we would like to see what instruments it uses to do so. Since our main focus of this
paper has been the electron products of semileptonic decay, and how they can be used to find
bottom quarks, we will eventually shift our focus towards one particular detector specializing in
electrons: the Electromagnetic Calorimeter (EMCal). For now, though, let us start with a brief
overview of ALICE and its other detectors.

The Detectors at ALICE

FIG. 9: Layout of detectors within ALICE.
In order to understand why the EMCal is a vital tool for ALICE’s purposes, we need to first
understand what ALICE is capable of without it. Thus a brief glance at each ALICE detector
and its specialties will be helpful.
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The Inner Tracking System (ITS) has six cylindrical barrels that use specialized silicon detectors
to measure the position of particles with impeccable precision [23]. With only six layers (due to
size and cost constraints), this means that a relatively low number of data points are obtained but
they are at extremely high resolution. To contrast, the Time Projection Chamber (TPC) uses
drift patterns of ionized gas to watch a charged particle’s motion [23] – which means it receives
many data points, but they are at much lower position resolution. For this reason, the ITS and
the TPC are used in conjunction to form a more accurate picture of a particle’s momentum. To
complete the picture, magnets located outside of the detector provide a magnetic field which will
bend charged particles with a curvature proportional to their momentum; with knowledge of the
track curvature provided by the TPC and the ITS, one may easily find the particle’s momentum.
As noted before, one key property that we would like to find in a quark gluon plasma is its
elliptic flow, which (among other things) helps determines how strongly coupled the plasma is.
With this motivation in mind, ALICE has embarked on the construction of three forward
detectors with the intention of high multiplicity resolution in the “forward” regions of the beam –
that is, very close to the beam axis [20]. These three detectors are the Forward Multiplicity
Detector (FMD), the V0 detector, and the T0 detector. The FMD has excellent signal-to-noise
ratios [20] and thus can measure the forward-region multiplicities with high precision. The T0
detector’s primary purpose is to give a precise time trigger to the other detectors as soon as it
senses a collision – thus it requires a fast response time with very little lag [21]. The V0
detector, on the other hand, places greater precision on the position location of the collision
vertices and thus it triggers the other detectors as to where to look for particles [22].
High precision for the mass and energy of uncharged particles (such as photons and neutral
pions) falls on the shoulders of the Photon Spectrometer (PHOS), which captures their
scintillation imprints on its lead-tungstate crystals [23]. However, since charged hadrons also
leave signals, a specialized layer in front of PHOS called the “charged particle veto” (CPV) is
used to weed out charged hadrons. The Time of Flight (TOF) detector specializes in precisely
determining the flight time of a charged particle from the collision vertex until it passes through
the TOF chamber [24]. This can be used to determine the velocity of the particle; combining this
with the momentum from the tracking detectors allows us to determine the mass of the particle
and thus its identity.
In order to measure certain properties of dilepton pairs (specifically, to study the vector meson
resonances of Pb+Pb collisions), the Transition Radiation Detector (TRD) uses several interfaces
of different refractive indices to produce transition radiation as particles pass their boundaries;
this radiation is then used to discriminate between the different particles passing through [25]. It
is most effective at distinguishing electrons from charged pions with transverse momenta up to
10 GeV/c.
Similar to the FMD, the Photon Multiplicity Detector (PMD) is primarily concerned with
measuring the number of photons coming in rather than specific properties about them. Using
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this information, the aim of the detector is to identify the moment of phase transition in the
medium (through observations of photon enrichment) [26].
Unfortunately, all of the above detectors have their limitations and are not optimized for
identifying extremely high-momentum charged particles. However, at the range where these
detectors fail, a new and interesting physics process arises that works in our favor. As particles
pass through a medium with greater velocity than that medium’s speed of light (though notice
not faster than the speed of light in a vacuum), they emit a ring of light (called a Cherenkov ring)
that may be spotted by a detector [27]. The size of the ring is dependent on the particle’s mass.
By submitting the particles to a medium capable of this phenomenon, the High Momentum
Particle Identifier (HMPID) is able to identify high-momentum particles that the other detectors
cannot [27].
In order to calibrate all of these detectors, cosmic rays are observed through the ALICE Cosmic
Ray Detector (ACORDE) located on top of the magnets [28]. Located furthest from the detector
are the Zero Degree Calorimeters (ZDC), which are two calorimeters based on fixed-target
experiments. They are useful for measuring the peripheral collisions that send showers of
particles back along the beam pipe. Located far away from the main ALICE detector, the ZDC
are able to see these back-tracking particles and determine the centrality of the collisions. (Note
that “zero degree” refers to their angular orientation with respect to the beam axis, as opposed to
the thermal implications of the name.)

Improved Performance with the EMCal
The electromagnetic calorimeter (EMCal) is a layered lead-scintillator sampling calorimeter
geared to handle the 10-40 GeV/c momentum range where the electron identification of other
detectors begins to lose precision (this is also the momentum range where beauty electrons
become predominant) [18]. However, before we discuss specific capabilities we must clear up
one very important issue: why do we need the EMCal if we have PHOS?
EMCal, as a sampling calorimeter, will never have the precision that a “pure” calorimeter like
PHOS has. Indeed, for some processes – such as the decay of the π0 into two close-proximity
photons – PHOS can distinguish the components as two separate photons while EMCal
oftentimes sees only one. Hence we are left to wonder: if PHOS can distinguish these processes
and EMCal cannot, why not just use PHOS?
Quite simply, PHOS is far too expensive to be our jet-seeking calorimeter. Its high-precision
lead-tungstate crystals, though very useful, are costly and therefore may only reasonably be used
over very small surfaces. EMCal, on the other hand, is comparatively cheap and thus may cover
larger portions of the ALICE detector – thereby enabling detection of much larger multiplicities
of particle energies, a must for jet reconstruction. It is thus plain to see that the lower precision
of EMCal is outweighed in benefit by the larger field of view that it may obtain; this is illustrated
by its expected annual electron yield in Figure 10.
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FIG. 10: Annual electron yield for the EMCal.
Conversion electrons from photon interactions in the detector are the dominant background to
the beauty electron signal we are interested in. A detailed inquiry into the photonic electron
background is shown in Figure 11, where the production vertices of photonic electrons in the
ALICE detector illuminate the densest regions [19]:
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FIG. 11: (Left) Photonic electron production vertex in the ALICE detector [19], in
comparison with (right) diagram of EMCal detector [19] The dense regions at radii of
about 430 cm represent the start of the EMCal.
As can be seen in Figure 11, a fair portion of the photonic electrons detected by the EMCal are
generated by the material in front of the EMCal (radii less than about 430 cm). To correct for
this, energy clusters deposited in the EMCal are first matched to tracks in the global ALICE
tracking detectors (ITS+TPC+TRD) to remove clusters left by charged particles [19]. Global
tracks are matched to EMCal clusters by propagating them through the magnetic field to the
surface of the EMCal, and comparing the distance between the cluster and the propagated track.
The efficiency of this track-matching is shown in Figure 12.
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FIG. 12: Efficiency of track-to-cluster matching as a function of pT. [18]
For the ranges we are interested in – from 10 to 40 GeV/c – the EMCal is clearly efficient at
track-matching. Likewise, the efficiency and purity rates of the beauty-tagging methods used
with the EMCal software (shown in Figure 13) indicate that the EMCal is our best bet for
distinguishing beauty quark electrons and analyzing the interactions of beauty quarks in the
quark gluon plasma.

FIG. 13: Efficiency (left) and purity (right) of impact parameter significance beautytagging methods in EMCal [18].

Conclusion
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In order to detect bottom quarks at the LHC collisions, ALICE needs a good detector to
compliment its tracking system. This detector comes in the form of the EMCal, which provides
much-needed efficiency and purity in the arena of electron detection. With the aid of the
displaced vertex method and the impact parameter significance method, the electron signals
detected by the EMCal provide a look at the bottom quarks within the quark gluon plasma. This
is essential for an understanding of the underlying physics in the QGP.
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