The selection of optimal inputs and outputs from larger candidate sets is an important prerequisite step to enable an effective design of a robust control law. This is especially true for active damping of complex and high-dimensional multi-input multi-output systems (MIMO) with flexible modes. Existing optimal selection strategies are commonly based on a single nominal system model and cannot explicitly consider parameter variations in the system. Such nominally optimal selection, however, may perform poorly for a different parameter setting and thus deteriorate achievable robust performance. The proposed integrated input-output (I/O) selection strategy overcomes this problem by explicitly considering a set of systems covering the range of relevant parameter variation. It is structured in three consecutive selection steps, where only the subset of accepted candidates is fed into the subsequent selection; thus, it is also computationally efficient. An additional advantage is a quantitative ranking of the final candidates, which enables the control engineer to make an optimal I/O choice. The method is illustrated by a flexible beam example as well as a blended wing-body passenger aircraft model.
Introduction
In many technical disciplines, the behavior of studied dynamical systems is strongly dependent on plant parameters. Especially in control applications varying plant parameters pose a challenge to standard design methods. If these parameters are slowly changing in operation compared to the relevant system dynamics, a significant reduction in complexity can be achieved by approximating a continuously parameter-dependent plant by a set of plants which have fixed parameter values valid only in the neighborhood of suitable operating points. This approach is demonstrated by Fig. 1 . Numerous robust feedback control techniques are available to determine an optimal control law, which has to ensure adequate stability and sufficient performance in all operating points. Moreover, robust control design methods can typically provide these stability and performance properties for certain classes of parameter-dependent functions f in Fig. 1 over continuous parameter intervals. A comprehensive robust control design task, as outlined in standard textbooks (12) (18) , necessarily includes all design stages: system analysis, the selection of optimal inputs and outputs, the formulation of the control design problem, the actual control law synthesis, and finally its validation. Crucial factors to achieve high overall control performance are the precision of modeling, an appropriate and efficient uncertainty formulation, and the use of effective design methods. This paper focuses on the initial part of this process -system analysis and the selection of control inputs and Constraints on control system complexity, operation and maintenance costs require systems and control engineers to decide on small and efficient sets of inputs and outputs used for control. However, particularly for multi-input multi-output (MIMO) flexible structure systems the achievement of the desired control goals is strongly affected by the decision which measurements are chosen to be supplied to the controller to manipulate the given plant inputs (3) .
The choice of unsuitable I/O combinations potentially compromises the attainable control performance. When considering the plant variation already in the I/O selection task, optimal prerequisites for good control performance are given, the control design task can be simplified, and, being closely related to system analysis, valuable system and design information is obtained.
A broad overview on state-of-the-art I/O selection criteria is given in the work in Ref. (16) , other approaches are available in Refs. (2) , (15) . The I/O selection procedure proposed in Ref. (4) is based on a normalized comparison of LQG closed loop performance, based on individual LQG designs for each I/O candidate. References (3) and (9) assess the state controllability and observability in a weighted sense. The approach presented in Ref. (17) exploits their individual advantages.
Most of the referenced methods treat the I/O selection problem only for one nominal model. However, if the parameter dependency of the plant dynamics is significant, a more comprehensive approach is needed which considers the system dynamics at all relevant parameter cases. The aim of the presented I/O selection method is to obtain a (strongly) reduced set of I/O candidates which are likely to enable well-performing robust control laws. This is done by eliminating those I/O candidates that do not fulfill phase variation and magnitude (actuation-/energy-efficiency) requirements, defined upon the set of all considered plant models. Respective criteria are formulated in three consecutive selection stages.
It quickly becomes evident that the I/O selection process of a highly complex dynamical system with hundreds of modeled inputs and outputs based on a candidate-by-candidate evaluation leads to a combinatorial problem where the number of I/O combinations grows quickly with the number of considered I/Os. Due to this fact, a systematic and efficient procedure is needed. The presented method addresses the selection task in a fully automated and computationally efficient way even for large systems with numerous I/O candidates.
Note that a multi-model approach is followed here. It is assumed that the relevant variations in system dynamics are captured by the available set of LTI models at fixed parameter points. This assumption is fulfilled in many applications. The inherent flexibility of multimodel approaches is an advantage in many practical problem settings where no explicit parameter dependency is known or could only be established with excessive effort. Vol.5, No.5, 2011 In this regard, the presented I/O selection procedure yields suitable I/O combinations which robustly (in terms of the considered multi-model) provide optimal phase and magnitude properties. Note that the term robustness in subsequent control designs may be used differently (referring to robust stability or performance), depending on the context. This paper is structured as follows: Section 2 gives a general description of a dynamic system and introduces the used notation. The fundamentals of the proposed I/O selection technique are explained in §3. The functionality of this method is validated by application to a simple flexible beam structure and to a large passenger blended wing-body (BWB) concept aircraft in §4. Section 5 summarizes the properties and advantages of the presented I/O selection methodology. This work is based on Ref. (5) 
Journal of System Design and Dynamics

System Analysis
Assume a general parameter-dependent dynamic plant is given aṡ
where x, u, and θ are the state, input, and parameter vectors, respectively. If the functions f and g are significantly dependent on θ, but at the same time these parameters vary slowly compared to the plant dynamics in x, the nonlinear plant (1) can be represented by a set P = {P i : i ∈ I P = {1, . . . , n P }} of linearized time-invariant (LTI) MIMO systems P i with n o outputs and n i inputs, each associated to an equilibrium operating point parameterized by the set of parameter values θ i . In transfer function notation, each LTI plant P i is represented as an
For s = iω, ω ∈ , each transfer function G i, j,k (iω) represents the complex frequency response of plant i from input k to output j at frequency ω. Its magnitude m i, j,k (ω) : → + and phase ϕ i, j,k (ω) : → are defined implicitly via (10) 
where (·) and (·) denote the real and imaginary parts, respectively. The magnitude and phase can in turn be computed by
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Vol. 5, No.5, 2011 up to integer multiples of π. This offset can be determined by exploiting the smoothness of G as formulated in the following lemma:
a real-rational, proper transfer function (zeros q μ , poles p ν , m ≤ n) which is both analytic and nonzero along s = iω ∀ω ∈ (i.e. no poles or zeros of G lie on the imaginary axis, (q μ ) 0, (p ν ) 0). Then the following statements are true:
• G(iω), m(ω), and ϕ(ω) are all locally Lipschitz continuous for all ω ∈ (−∞; ∞):
Proof 1 Local Lipschitz continuity of a function
y = f (x) with f : X → Y, x ∈ X, y ∈ Y is guaranteed iff for every x ∈ X there exists a neighborhood U ⊆ X in which the derivative of f : U → Y remains bounded: d f dx : U → + , d f dx ≤ K < ∞.
This is fulfilled for G(iω) in Lemma 1 because its derivative is an analytic real-rational function which is bounded for
where A(iω) 0, (A(iω)) 2 0, and since the numerator is a polynomial in ω, there always exists, for any chosen finite ω, a positive and finite constant K 1 such that (7) is fulfilled. This also directly proves (8) as it is a metric on (7) . To prove (9) , note that (6) can be written for s = iω as
For the stable case, the phase contributions of each single pole and zero result from the principal branch of the arctan function:
and its derivative yields
which can be bounded by
Remark: It is evident that, starting from ω = 0, the phase evolution can be traced uniquely over sufficiently small frequency increments Δω. This justifies the standard numeric procedures for the so-called phase unwrapping.
The considered system possesses real and complex-conjugate (oscillatory) modes. Note that all transfer functions G i, j,k (iω) for a fixed plant i share the same denominator polynomial A(s) whose zeros comprise all modes of the system. In the following, the proposed selection methods focus on low-damped oscillatory modes (such as elastic modes of flexible structures). However, the remaining modes may reflect important parameter dependency and are therefore retained in the system description to account for these effects.
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Selection procedure for optimal I/O combinations
Basic concept of proposed method
The proposed approach for selection of appropriate I/O candidates for robust controller design, considering a flexible MIMO structure, is presented in the following.
Starting from the initial I/O candidate set S with a candidate defined as the ordered pair of input and output indices s = ( j, k) ∈ S, the proposed procedure involves a pre-processing and three consecutive selection steps, each applying its respective selection criterion on the remaining subset of candidate I/Os. Each criterion is a necessary condition which must be fulfilled by the specific I/O combination in order to pass the step, so the sets of remaining I/O candidates S r , r = 1, 2, 3 after step r are typically much smaller subsets of S:
The reduction of the number of I/O candidates after each step leads to both time and computational efficiency. The outcome of the presented technique is a comparatively small set S 3 of I/O combinations which are suitable for robust control design. The I/O selection procedure is illustrated in Fig. 2 . 
Step 0 -Preprocessing
The set of considered modes l = 1, . . . , n modes and their peak frequency ranges Ω l = ω ∈ : ω ≤ ω ≤ ω (with boundary frequencies ω, ω ∈ ) are defined in the preprocessing step, also expert knowledge can be incorporated at this point. Only low-damped oscillatory modes are considered here. Moreover, it is assumed that these modes are mutually separated over the frequency range (Ω l 1 Ω l 2 = ∅ if l 1 l 2 ) and that these ranges are known a priori. An automated procedure for the computation of the frequency ranges Ω l is given by the following algorithm:
( 1 ) Compute the considered modes' eigenfrequencies of all plants ω i,l (i = 1, . . . , n P , l = 1, . . . , n modes ).
( 2 ) For each mode l find the minimal and maximal frequencies
( 3 ) Define the frequency range Ω l = ω l − Δω l , ω l + Δω l with a suitable value of Δω l > 0 and verify that all intervals are disjoint. Remark: If the disjointness property is not fulfilled, user intervention is required to determine, specific to the application, which modes are relevant for the I/O selection task. Careful choice of Δω l allows to implement expert knowledge.
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As a result, frequency ranges Ω l covering the modes' frequency variations are defined. The fact that they are generally larger than the spread of the actual values found in the set of plants allows for magnitude and phase regularity checks in the neighbourhood of the modes, which leads to improved reliability of the automated selection algorithm.
For numeric computations, it is necessary to utilize discretized frequency grids that sample the intervals defined above:
The frequency resolution required to meet a given accuracy in magnitude and phase statements is related to the bounds on the magnitude and phase derivatives, compare Lemma 1.
Step 1 -Maximum phase difference
The key idea of the first step is to eliminate those I/O combinations that cause a designed controller not to perform robustly. This is clearly the case if a controlled mode is subject to large phase variations in the utilized I/O channels (taken at a fixed frequency ω l,q over all plants P i ). Note that a SISO controller that increases damping at a given mode in one plant excites the same mode in another plant if their phase difference is more than 
The maximum phase variation Δϕ ( j,k),l of a given I/O combination ( j, k) and mode l is computed as
Thereby, the phases are shifted by integer multiples of 2π to yield the smallest maximal absolute value difference. Additionally, all-by-all plant combinations (i 1 can be considered as central or design plant index, i 2 as the compared plant's index) are scanned. After solving this combinatorially, the optimal value Δϕ ( j,k),l and the arguments i 1 , i 2 , n, and ω l,q can be extracted. In particular, P i 1 may be of interest as a potential design plant choice for subsequent control design. Note, however, that this criterion does not restrict this central plant to be the same across all modes of the investigation. I/O combinations eliminated in this first step are not subject to further investigation. Moreover, they are classified as unsuitable for robust control synthesis.
The maximal acceptable phase difference α can be set arbitrarily, which is an advantage of the proposed method and allows expert knowledge as well as specific requirements to be considered. While robust performance (in SISO control) is only possible for α ≤ π 2 , a lower threshold value intends to emphasize robust performance requirements. Although it is not guaranteed that passed I/O combinations in S 1 lead to a successful robust control design, the worst candidates (that are not useful for robust performance objectives) are eliminated.
Step 2 -Modal energy transfer
Selection step 2 employs a further necessary criterion on the I/O combinations in S 1 . A magnitude peak detection is carried out and those I/O combinations which show a pronounced resonance peak in the considered frequency range pass the step. This is a specific, heuristic criterion for control objectives associated to damping of low-damped oscillatory modes. If such peak is present, energy can be effectively transmitted through the system at this mode and through this I/O combination. In contrast, closely located zeros (modal nodes) reduce or eliminate the resonance peak, which is undesirable from both efficiency and robustness perspectives. With a chosen threshold β dB = 20 log 10 (β) > 0, the criterion is formulated for all s = ( j, k) ∈ S 1 as:
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The peak height is measured in dB as the difference from the peak maximum to the maximum boundary magnitude value, whereby the minimum peak height over all plants in P is utilized:
with
as the maximum magnitude value at the boundaries of the frequency range Ω l of mode l. After evaluating the step 2 selection criterion in Eq. (23), all selected I/O combinations s ∈ S 2 are guaranteed to show a distinct peak with a minimum height of β dB for every considered mode.
Step 3 -Maximum transfer gain
While step 1 and step 2 ensure that the selected I/O combinations fulfil qualitative requirements on phase and peak shape, step 3 evaluates the remaining I/O combinations s = ( j, k) ∈ S 2 quantitatively. Let M ( j,k,l) be the peak magnitude of mode l (minimum over all plants) associated with I/O combination (with input k and output j) and δ dB the required magnitude threshold to pass step 3, then for all s = ( j, k) ∈ S 2 the step 3 criterion is defined
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Note that when comparing different I/O combinations in their modal peak magnitudes, it is crucial that they are normalized to some common reference magnitudes (12) , for example by the admissible input amplitudes and expected measurement dynamic ranges of the sensors.
Properties
Note that the result of the proposed selection procedure is threefold: • Each I/O combination s = ( j, k) ∈ S 3 fulfills all three criteria, so they are considered suitable for robust control design.
• Candidates for phase-optimal central plants P i 1 can be extracted from step 1.
• The quantity M ( j,k,l) for s = ( j, k) ∈ S 3 serves as a relative, quantitative, and modewise measure in the form of a selection index. Those I/O combinations with largest M ( j,k,l) are expected to result in highest effectiveness and robustness in controlling mode l.
Applications of proposed I/O selection method
In this section the proposed strategy is employed to solve the I/O selection problem for an academic example followed by a complex real industrial problem -an aerospace application of a large passenger blended wing-body (BWB) aircraft concept.
Simple flexible beam structure
The effectiveness of the proposed I/O selection methodology is first demonstrated at a simple flexible beam in both clamped-hinged and hinged-hinged configurations. The system model consists of n el = 202 identical FE elements of length Δx = The aforementioned two differently supported beams constitute the set of plants P with n P = 2. The I/O combinations suitable for robust control design with the goal to dampen the second structural mode have to be selected. Note that only the second structural mode
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Vol. 5, No.5, 2011 is investigated in this example due to the brevity of the presentation. The considered beam model is constructed from its analytic solution of its eigenvalue / eigenshape problem as stated in Ref. (11) (see also Refs. (8) and (7)). The vertical displacement of a beam w(x, t) as shown in Fig. 5 as function of time g(t) and spatial coordinate f (x) can be written as:
where g(t) = a cos(ωt − ), f (x) = b 1 sin(γx) + b 2 cos γx + b 3 sinh(γx) + b 4 cosh(γx), and the coefficient vector is given by [b 1 , b 2 , b 3 , b 4 ] . The boundary-value problem can be stated as
where M is the (4 × 4) boundary conditions coefficient matrix for the general form of f (x). For two given boundary conditions and the 2nd mode, the coefficient vectors are: 
where
ρA is the undamped eigenfrequency (Young's modulus E, moment of inertia I, density ρ, and cross-section area A) (11) , ζ is the damping coefficient (0 < ζ 1), and f is the column vector function of the eigenshape function evaluated at the actuation / measurement locations (x k , x j , respectively). The mode shapes of the second structural resonance are depicted in Fig. 5 . 
Large passenger BWB type aircraft a real engineering application
In recent years, the BWB type aircraft for civil transport purposes is of increasing interest in the flight engineering community, see Fig. 7 . One of the important technical issues is an active damping concept of the structural vibrations. The structural model of the BWB aircraft model stems from the EU-FP7 ACFA research project (1) and is detailed and utilized in Ref. (19) . Related, later work in BWB modeling is demonstrated in Refs. (13) and (14) . The aircraft is actuated by several control surfaces. Additionally, vertical proof mass actuators mounted on the winglets are utilized to actively damp wing oscillations. Obviously, the introduced BWB type aircraft is a highly complex system, where the dynamics varies in dependence on a number of parameters like altitude, mach number, payload, etc. The most relevant varied parameter for structural dynamics is the fuel level, which ranks from full to almost empty. Hence, an appropriate I/O selection which allows to design the required robustly performing controller is a vital task. The proposed I/O selection strategy is applied on three fuel cases of the introduced BWB aircraft. The configurations of 100%, 50%, and 0% fillings are considered in this investigation (n P = 3).
Journal of System Design and Dynamics
The 11 control surface and proof-mass actuator inputs (n i = 11) and the large initial set of sensors (n o = 576) are modeled to carry out a broad actuator and sensor selection investigation. The sensors measure accelerations in vertical and transversal direction at 96 positions per wing. In order to implement realistic flight conditions, the system is weighted by a continuous von-Karman turbulence filter (true air speed VTAS = 260 m /s and standard deviation of turbulence σ wind = 7.4 m /s) (6) . Considering only the longitudinal flight dynamic models, 17 structural modes constitute the design model. Since the proposed method investigates each structural mode separately, a set of best suited sensors for each wing bending mode is given in Fig. 7 . The sets of selected sensors are distinguished by different colors. In case of the first wing bending mode, which is the most relevant in context of material stress, a large set of sensor candidates were labeled as convenient. Finally, the best positions for measurement of the first wing bending mode are at the wingtips due to their gain properties. Only a few sensor candidates for measurement of second and third wing bending modes were selected. Sensors with maximal open loop gain were eliminated in the first step because of their phase properties. The presented results show, that appropriate sensor placement close to the wingtip in principle allows to design a robust performing controller, which enables to damp predefined structural modes in all investigated operating points. The proposed method was capable of computing these results even for a large number of candidate sensors and a complex flexible structure.
Conclusions
An integrated input-output (I/O) selection strategy for robust control of complex parameter varying systems has been presented. In contrast to existing optimal placement methods the proposed strategy explicitly considers a set of system models for different parameter values. This approach ensures a valid and functional choice of inputs and outputs for all parameter values and therefore an effective robust control performance over the whole operating range.
The proposed strategy is structured in three steps, which are performed as a series of consecutive selection procedures. In the first step, the maximum admissible phase variation of the relevant system modes depending on the parameter variation is investigated. Automated procedures are presented for the selection of the respective frequency ranges as well as for Vol.5, No.5, 2011 the selection of admissible I/O combinations. In the second step the energy transfer to and from the system is evaluated and only those I/O combinations with a high efficiency in this respect are retained. The third step aims to establish a quantitative ranking of the remaining I/O combinations with respect to the maximum open-loop gain of the respective transfer function. This criterion is tailored for an effective closed-loop application where both sensors and actuators should be utilized in the most efficient way.
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The application examples presented in this paper demonstrate the performance and the additional value for control design. The flexible beam example shows that even a discrete change in the beam's support can be considered by the proposed strategy. Moreover, in the example of the high-dimensional complex BWB aircraft a clear and concise result for selection of optimal I/O combinations is provided. Thus, the subsequent robust control design is provided with the best preconditions for high effectiveness.
It should be noted that the choice of the set of design systems P can certainly influence the results of the selection strategy. A careful choice of design systems is therefore necessary, whereas those systems with extremal mode values should always be contained in the set P. As shown in the BWB example this can be provided by expert knowledge and physical insight, otherwise additional investigations have to be carried out.
