1. Introduction. Optimization problems that are constrained by partial differential equations (PDEs) arise naturally in many areas of science and engineering. In the sciences, such problems often appear as inverse problems in which some of the parameters in a simulation are unavailable, and must be estimated by comparison with physical data. These parameters are typically boundary conditions, initial conditions, sources, or coefficients of a PDE. Examples include empirically-determined parameters in a complex constitutive law, and material properties of a medium that is not directly observable. In engineering, PDE-constrained optimization problems often take the form of optimal design or optimal control problems.
For moderate numbers of decision variables, solution of the forward problems dominates an optimization iteration. Thus, when good parallel algorithms are available for the forward problem, RSQP methods inherit the parallel efficiency and scalability (with respect to state variables) of the PDE solvers.
However, the convergence of quasi-Newton methods often deteriorates as the number of decision variables increases. As a result, quasi-Newton-based RSQP methods (QN-RSQP) often exhibit poor algorithmic scalability with respect to the decision variables, despite their good parallel efficiency. Furthermore, the requirement of two solutions of the forward problem per optimization iteration can be very onerous when many iterations are taken, even though these solutions are just for the linearized forward operator.
The convergence can often be made independent of the number of decision variables m by using a Newton (as opposed to quasi-Newton) RSQP method. However, N-RSQP requires m linearized forward solves per iteration. The m linear systems share the same coefficient matrix; their right-hand sides are derivatives of the state equation residuals with respect to each decision variable. Iterative solvers are required for the large, sparse, three-dimensional, multicomponent forward problems we target. However, with iterative solvers there is little opportunity to amortize costs over multiple right-hand sides. Thus, N-RSQP's need for m forward solves per optimization iteration is unacceptable for large m.
The need for forward solutions results from the decomposition into state and decision spaces (which amounts to range and null spaces of the state equations), and this can be avoided by remaining in the full space of combined state and decision variables. This leaves of course the question of how to solve the resulting "Karush-Kuhn-Tucker" (KKT) full space system. For the large, sparse problems we contemplate, there is no choice but a Krylov method appropriate for symmetric indefinite systems. How to precondition the KKT matrix within the Krylov solver remains an important challenge, and is crucial for large-scale full space optimization methods to be effective.
In this paper we propose a full space approach that uses a Krylov method to converge the KKT system, but invokes a preconditioner motivated by reduced space ideas. We refer to the (nonlinear) Newton iterations as outer iterations, and use the term inner to refer to the (linear) Krylov iterations for the KKT system. Like QN-RSQP, this approach requires just two linearized forward solves per iteration, but it exhibits the fast convergence associated with Newton methods. Moreover, the two forward solves can be approximate (since they are used within a preconditioner); for example we replace them by an appropriate PDE preconditioner. In addition to building on parallel PDE preconditioning technology, the new KKT preconditioner is based on an exact factorization of the KKT matrix, deflating its spectrum very effectively. Finally, the method parallelizes and scales as well as the forward solver itself. This method is inspired by domain-decomposed Schur complement algorithms. In such techniques, reduction onto the interface space requires exact subdomain solves, so one often prefers to iterate within the full space while using a preconditioner based on approximate subdomain solution [24] . In our case, the decomposition is into states and decisions, as opposed to subdomain and interface spaces.
Battermann and Heinkenschloss have presented a related KKT-system preconditioner that also exploits RSQP methods [6] . However, it is based on congruence transformations of the original system and not on an exact factorization of it. The resulting preconditioned system has both positive and negative eigenvalues and its spectrum is less favorably distributed. Another difference is that our preconditioner includes a quasi-Newton approximation of the reduced Hessian.
Below we describe reduced space SQP and the LNKS algorithm and give some performance and scalability results. To evaluate the proposed algorithms, we solve a matching velocity problem for a Poiseuille flow and an energy dissipation minimization problem for a flow around a cylinder. Our implementation is based on the PETSc library for parallel PDE solution [5] , and makes use of PETSc parallel domain-decomposition preconditioners for the approximate forward solves. The results in the last section demonstrate that the method is characterized by good parallel efficiency, and is algorithmically efficient provided a scalable forward solver is available. 2 However, the methodology can be extended to problems that include additional inequality constraints. 3 Points that the gradient of the Lagrangian vanish are often called KKT points. Saddle points and local maxima are also KKT points. 4 All vectors and matrices depend on the optimization variables x and the Hessian W depends also on the Lagrange multipliers . For clarity, we suppress these dependencies.
Reduced
Reduced methods use a null/range space decomposition of the search direction p and solve first in the-often much smaller-space of the decision variables, and then the state variables are updated. Formally this is done by writing: p = Zp z + Yp y ; (2.6) where the columns of Z 2 R nm form a basis for the null-space of A (so that AZ = 0). Note that Y is not required to be orthogonal to the null space of the constraints, but AY needs to have full rank to ensure solvability for the ( AY T = ,Y T g + Wp
10: end loop
Choices on how to approximate W z , and on how to construct a basis Z, determine different RSQP variants. The basic step of this algorithm is "inverting" W z . The condition number of the reduced Hessian is affected by the choice of Z and ideally Z would come from an orthogonal factorization of A. This approach is not possible for the size of problems we are considering. There is, however, a convenient form of Z that is easy to compute and takes advantage of the structure of the constraints. It is given by If an iterative method is used then a matrix-vector multiplication with W z requires solves with A ,1 s and A ,T s . A Krylov method like Conjugate Gradient (CG) will converge at m steps (in exact arithmetic) and thus the number of forward solves will not exceed 2m. In practice the number of iterations depends on the condition number of the reduced Hessian. With an optimal preconditioner the iteration count will be independent of m. However, it is not obvious how to devise optimal preconditioners for the reduced Hessian. Furthermore we still require four extra forward (and adjoint) solves fore each SQP iteration.
Even when the number of decision variables is small, optimization practitioners have opted for an RSQP variant that avoids computing W z . The main reason is that, usually, second derivatives are not available. Another reason is that Newton's method is not globally convergent and far from the solution the quality of the decision step p z is questionable. Quasi-Newton RSQP method is an RSQP variant in which W z is replaced by its quasiNewton approximation. In addition, the second derivate terms are dropped form the right hand sides of the decision and adjoint steps, at the expense of a reduction from one-step to two-step superlinear convergence [7] . An important advantage of this quasi-Newton method is that only two linearized forward problems need to be solved at each iteration, as opposed to the m needed by N-RSQP for constructing A ,1 s A d in W z [18] . Furthermore, no second derivatives are needed. The combination of a sufficiently accurate line search and an appropriate quasi-Newton update guarantees a descent search direction and thus a globally convergent algorithm. QN-RSQP has been very efficiently parallelized for moderate numbers of decision variables [28] . Unfortunately, the number of iterations taken by quasi-Newton methods often On the other hand, convergence of the N-RSQP method can be independent of the number of decision variables m. However, unless an optimal preconditioner is used, the necessary m forward solves per iteration preclude its use, particularly on a parallel machine, where iterative methods for the forward problem must be used. However, there is a way to exploit the fast convergence of the Newton method and avoid solving the PDEs exactly. where p x and p are the updates of x and from current to next iterations. Assuming sufficient smoothness, and that the initial guess is sufficiently close to a solution, Newton-steps obtained by the above system will quadratically converge to the solution [16] . Thus, the simulation solves required for reduced methods can be avoided by remaining in the full space of state and decision variables, since it is the reduction onto the decision space that necessitates the forward solves. Nevertheless, the full space approach also presents difficulties: a descent search direction is not guaranteed, second derivatives are required, and the KKT system itself is very difficult to solve. The size of the KKT matrix is more than twice that of the forward problem, and it is expected to be very ill-conditioned. Ill-conditioning results not only from the forward problem but also from the differing scales between first and second derivatives submatrices. Moreover the system is indefinite; mixing negative and positive eigenvalues is known to slow down Krylov solvers. Therefore, a good preconditioner is essential to make the method efficient.
We present an algorithm that uses a proper Newton method to solve for the KKT optimality conditions. To compute the Newton step we solve the KKT system by using an appropriate Krylov method. In the core of the algorithm lies the preconditioner P for the Krylov method: Note that these factors are permutable to block triangular form and that W z is the Schurcomplement for p d .
This block factorization suggests a preconditioner created by replacing the reduced Hessian W z with its quasi-Newton approximation B z . However, we still require four forward solves per inner iteration. One way to restore the two solves per iteration of QN-RSQP is to, in addition, drop second order information from the preconditioner, exactly as one often does when going from N-RSQP to QN-RSQP. A further simplification of the preconditioner is to replace the exact forward operator A s by an approximationÃ s , which could be any appropriate forward problem preconditioner. With these changes, no forward solves need to be performed at each inner iteration. Thus, the work per inner iteration becomes linear in the state variable dimension (e.g. whenÃ s is a constant-fill domain decomposition approximation). Furthermore, when B z is based on a limited-memory quasi-Newton update (as in our implementation), the work per inner iteration is linear also in the decision variable dimension. Since all of the steps involved in an inner iteration not only require linear work but are also readily parallelized, we conclude that each inner (KKT) iteration will have high parallel efficiency and scalability.
Scalability of the entire method additionally requires mesh-independence of both inner and outer iterations. Newton methods (unlike quasi-Newton) are often characterized by a number of iterations that is independent of problem size [1] . With an "optimal" forward preconditioner and a good B z approximation, we can hope that the number of inner iterations is insensitive to the problem size. This is indeed observed in the next section. Scalability with respect to both state and decision variables would then result.
The preconditioners are based on a exact block-factorization of the KKT matrix and therefore they are indefinite. To examine separately the effects of discarding the Hessian terms and approximating the forward solver, we define four different variations. The subscript denotes the number of the simulation solves per Krylov iteration, and a tilde mark on (top of) the preconditioner means that the forward solves are replaced by a single application of their preconditioner.
Preconditioner P 4 takes W z = B z and retains the four linearized solves per iteration. The preconditioner is Note that the spectrum of the preconditioned KKT matrix is unaffected by dropping the second derivative terms. 
Let us commend on some basic properties of the Krylov methods that will allow us to understand the effectiveness of the preconditioners. The performance of a Krylov method highly depends on the preconditioned operator spectrum [21, 36] . In most Krylov methods the number of iterations required to obtain the solution is at most equal with the number of distinct eigenvalues. When solving Kv = h such methods satisfy the following relation for the residual: r i = span r 0 + Kr 0 + K 2 r 0 + + K i r 0 = K r 0 ; 2 P i :
Here v 0 is the initial guess, r is defined as r = h , Kv, and P i is the space of monic polynomials of degree at most i. Additionally, if the spectrum lies in the positive real axis it can be shown that:
From (3.12) we can see why clustering the eigenvalues is important. Indeed, if the eigenvalues are clustered then the solution polynomial (right hand side of (3.12)) can be approximated by the zeros of a low degree polynomial (i.e. fewer Krylov iterations). When K is normal (unitarily diagonalizable) then condX = 1 ; in this case the estimates (3.12) and (3.13) are known to be sharp [21] .
The preconditioned KKT matrix P ,1 4 K is a block diagonal matrix with two unit eigenvalues and the m eigenvalues of the preconditioned reduced Hessian. It is immediate that GMRES takes OcondB ,1 z W z or at most m + 2 steps to converge. This is in agreement with the complexity estimates for the reduced RSQP. Preconditioner (3.6) has the same effect on the spectrum of the KKT matrix, but the preconditioned KKT system is no longer a normal operator. Yet, if (3.7) is diagonalizable and the eigenvector matrix is well conditioned, relation (3.13) is still a good indication of the effectiveness of the preconditioner.
If we replace the exact forward solves with the forward preconditioner, the preconditioned KKT matrix assumes a more complicated structure. We write P ,1 K as the sum of two matrices; the second matrix in this sum includes terms that approach 0 as the forward preconditioner improves. The spectrum of the first matrix in (3.9) is given by S n = SB ,1 z W z SÃ ,1 s A s . If the preconditioned A s is normal, then by the Bauer-Fike theorem [20] the eigenvalues are not sensitive to small KKT-matrix perturbations and SP ,1 4 K = S n . Hence, a good preconditioner for the forward problem would bring the spectrum of the approximate preconditioner (3.8) close to the spectrum of (3.4). A similar statement is not true for preconditioner (3.10) since the left matrix in (3.11) is not normal and may have ill-conditioned eigenvalues.
Preconditioners for the reduced Hessian.
A very important component of the LNKS preconditioner is an approximation to the inverse of the reduced Hessian. In the preceding sections we suggested a quasi-Newton approximation for the reduced Hessian-in the spirit of using QN-RSQP as a preconditioner. However, there are several alternatives:
1. Incomplete factorizations. Incomplete factorizations are popular and robust preconditioners but an assembled matrix (modulo exceptions for structured grids) is required. Not only the reduced Hessian is expensive to assemble but, in general, it is dense and thus impossible to store for large number of decision variables. An incomplete factorization could be feasible only if the exact solves are replaced by the forward preconditioner, and if some kind of sparsity is enforced (perhaps via element-by-element computations).
2. SPAI. Sparse approximate inverse techniques are attractive since they only require the matrix-vector multiplications and a given sparsity pattern. In [14] an analysis for CFDrelated Schur-complements shows that this method is very promising.
3. Range Space. In [29] two different reduced Hessian preconditioners are presented, one based on a state-Schur complement factorization and the second on power series expansions. It is assumed that a (non-singular approximation)W ,1 is available. The basic component of their preconditioners is the application of Z TW,1 Z on a vector. We did not test these preconditioners, since in our problems W has thousands of zero eigenvalues and is not clear how to construct and approximation to W ,1 . If W dd is non-singular then a block-Jacobi-ILU technique could be used to approximate W ,1
4. Krylov self-preconditioning. Another option is to take a few CG iterations in the reduced space at each preconditioner application. Since we want to avoid solving exactly the forward problem we replace A ,1 s withÃ ,1 s in (2.11). We have experimented with this approach but we have found that we need to allow CG to fully converge to avoid loss of orthogonality for the Krylov vectors. This slowed down the method significantly. We have also experimented with flexible GMRES (which allows variable preconditioning), but the nice properties of a symmetric Krylov solver are lost and the algorithm was slow to converge.
5. Quasi-Newton. This method has been used as an approximation for second derivatives and employed not as a preconditioner but as a driver for constrained and unconstrained optimization problems. It is therefore a natural candidate to precondition the reduced Hessian. We discuss this method in detail in the companion paper on truncated-LNKS algorithms.
6. Stationary Methods. Holding to the idea of using some kind of approximate solve as a preconditioner but at the same time avoiding full convergence and retaining a constant preconditioner, we looked at stationary methods. To guarantee convergence, the majority of such algorithms requires the operator to have small spectral radius something that is difficult to guarantee in the general case. Furthermore, most methods require some kind of splitting, which is not convenient with unassembled operators. A method that does not have the above restrictions is a two-step stationary algorithm which is suitable for positive-definite matrices. Details can be found in [4] . The tradeoff is that this method requires an accurate estimate The method's convergence rate depends on the square root of the condition number of the (approximate) reduced Hessian. It parallelizes well because it does not require any inner products. To obtain estimates of the eigenvalues we use Lanzos method (once per Newton iteration). 7. Problem dependent preconditioners. For PDE-constrained problems it might be the case that one can derive an exact expression for the infinite-dimensional reduced Hessian. A preconditioner based upon a discretization of this expression could be used to scale the reduced Hessian [3] .
Numerical experiments with linear elliptic PDEs.
The LNKS method has been tested on two different quadratic optimization problems. Both cases have the 3D interior Stokes flow as the PDE-constraint. The decision variables are Dirichlet boundary conditions on some portion of the boundary. An optimal control problem can be stated as follows: Here u is the fluid velocity, p is the pressure, is a non-dimensional viscosity, b is a body force, and n is the normal vector on the boundary. The first problem we looked at is a velocity matching optimal control. A velocity profile is prescribed on the inflow boundary , u , and we specify a traction free outflow boundary , N . In this example, u is taken as a Poiseuille flow inside a pipe, and the decision variables correspond to boundary velocities on the circumferential surface of the pipe (Fig 4) . The objective functional is given by
The exact solution in this case is given by u d = 0.
In the second problem we examine the flow around a cylinder (which is anchored inside a rectangular duct). A quadratic velocity profile is used as an inflow Dirichlet condition and we prescribe a traction-free outflow. The decision variables are defined to be the velocities The Stokes equations are discretized by the Galerkin finite element method, using tetrahedral Taylor-Hood elements. The reduced-space algorithms as well as the LNKS (the four different preconditioners) were built on top of the PETSc library [5] . We use PETSc's blockJacobi preconditioners with local ILU(0) for a domain decomposition approximation of V ,1 in (4.5) and (4.4).
The most popular method for large symmetric indefinite systems is the MINRES method. However, MINRES works only with positive definite preconditioners-the preconditioners defined in section 3 are indefinite. Instead, we use a quasi-minimum residual (QMR) method [17] . The transpose-free QMR implementation which comes with the PETSc distribution is designed for general unsymmetric problems and requires two matrix-vector multiplications per Krylov iteration. The variant described in [17] exploits symmetry and uses only on matrix-vector multiplication per iteration. The symmetric version of QMR is also used to converge the Stokes forward solver.
The two flow control problems have quadratic objective functions and linear constraints and thus Newton's method takes only one iteration to converge. Hence, it is not possible to build a quasi-Newton approximation to use within the KKT preconditioner. Instead we use the 2-step stationary algorithm. When applying the matrix-vector product in algorithm (Alg. 5), the exact forward solves are replaced by the forward preconditioner. In our QN-RSQP implementation the Broyden-Fletcher-Golfarb-Shanno (BFGS) quasi-Newton algorithm is used to drive the optimizer.
Forward preconditioner.
It is evident that the major component of the LNKS method is the forward solver preconditioner 7 . Let us begin with the Stokes equations, which in their algebraic form are given by
In our first round of numerical experiments (results are reported in [9, 10] ) we used the following forward problem preconditioner:
where V and M are domain decomposition approximations of the discrete Laplacian and discrete pressure mass matrices, respectively. We found its performance unsatisfactory especially when it was part of the KKT preconditioner. For this reason we have switched to a preconditioner which is based on the following (exact) factorization of the Stokes equations:
where S := ,PV ,1 P T is the Schur complement for the pressure. Based on this factorization, the preconditioner is defined by replacing the exact solves V ,1 withṼ ,1 . For the pressure Schur complement block we use the 2-step stationary method. Performance statistics are presented in Table 4 .1. We can see that it significantly reduces solution times compared (501) 702 (547) to the block-diagonal variant. Nevertheless, the efficiency of the new preconditioner is still mesh-dependent. It is known that block-Jacobi-ILU preconditioners do not scale linearly. This could be overcome with an additive Schwartz domain-decomposition preconditioner (with generous overlap) as it has been shown in [13] . Poiseuille flow. Results on the Poiseuille flow problem are presented in Table 4 .2. We have solved five different problem sizes on up to 256 processors in order to assess the performance and scalability of the LNKS algorithm. Our first and most important finding is that the fastest variant is LNKS-II (P 2 ) which is approximately 30 times faster than QN-RSQP.
Another observation is that LNKS-I (2-exact solves), despite its discarding of second order terms, is very effective in reducing the number of iterations-note the difference in KKT iterations between the second (unpreconditioned) and third (preconditioned) lines of each problem instance. The number of the unpreconditioned KKT iterations illustrates the severe ill-conditioning of the KKT matrix (even for a problem as simple as controlling a Poiseuille flow!). The comparison between LNKS-I and QN-RSQP simply illustrates the better convergence properties of a proper Newton method.
A third conclusion is reached by tracking the execution time for LNKS as the size of the problem and number of processors increase proportionately. The problem size per processor is held constant, and execution time increases from about 8 minutes for 16 processors (65,000 states, 7,000 decisions) to about 30 minutes for 256 processors (960,000 states, 40,252 decisions); one may conclude that the method is not scalable. However, a glance at the KKT iterations column reveals that the number of optimization iterations when using the LNKS-I variant is largely independent of problem size, and thus the algorithmic efficiency of the LNKS should be very high. Furthermore, the Mflop rate drops (probably due to a poorer-quality mesh partition) only slowly as the problem size increases, suggesting good implementation efficiency. What, then, accounts for the increase in execution time? Table 4 .3 provides the answer. Following [23] , overall parallel efficiency has been decomposed into an implementation efficiency i and an algorithmic efficiency a for both the optimization algorithm and the forward solver. Whereas the optimization algorithm and the implementation are reasonably scalable, the forward solver's parallel efficiency drops to near 25% for the largest problem size. The last column, ( 0 ), gives what the overall efficiency would be had we not used the time measurement but instead had factored in the forward solver efficiency. The match between the last two columns makes apparent that the overall efficiency of the algorithm greatly depends upon the forward solver. The parallel inefficiency of the forward preconditioner can be addressed by switching to a more scalable approximation than the one we are currently using (non-overlapping local ILU(0) block-Jacobi). With a better forward preconditioner, we anticipate good overall scalability. The comparison between LNKS-II and LNKS-III reveals the significance of a good preconditioner for the reduced space. When the 2-step preconditioner is used LNKS runs approximately twice as fast as with no preconditioning. Timings and flop measurements were performed by using PETSc logging routines which were validated with native performance analyzers on the T3E and Origin platforms. At first glance CPU performance appears to be mediocre-less than 10% of the peak machine performance. Recall however, that unstructured grid computations are not cache coherent and therefore the bottleneck is in memory bandwidth and not in the CPU flop rate. In fact, our implementation has achieved CPU efficiencies on par with a PETSc-based, unstructured grid CFD code that was awarded the Gordon Bell prize in Supercomputing'99 [2] . However, we report results only for preconditioners P 2 andP 2 . In our numerical experiments preconditioners P 4 and P 2 took approximately the same number of KKT iterations to converge. Since P 2 requires two solves less it is twice as fast as P 4 and for this reason we report results only for P 2 . The same is true when comparing the preconditionersP 4 andP 2 although the differences are less pronounced. Flow around a cylinder. We performed additional computational experiments in order to test the LNKS algorithm. Table 4 .4 presents the scalability results for this problem. We observe similar performance with the Poiseuille flow. The use of a proper Newton method accelerates the algorithm by a factor of two. Switching to inexact solves makes the method another six (or more) times faster. For the 256 processors problem (941,685 states and 11,817 controls) the quasiNewton required 38 hours whereas the LNKS algorithm with theP 2 preconditioner required only 3 hours almost 13 times faster. Notice that the fastest LNKS variant for this example (LNKS-III) does not precondition in the reduced space. Although LNKS-II takes fewer iterations to converge the cost per KKT Krylov iteration is increased due to load imbalance-the Poiseuille flow problem has more uniform distribution of decision variables across processors.
The CPU performance has dropped, but not significantly as we can see in Table 4 .5. The overall efficiency appears to be governed by the forward problem preconditioner however there a slight disagreement between the last two columns. An explanation can be found in a which it seems to drop faster than in the Poiseuille flow case. The reason is that the faster LNKS variant for the cylinder example does not precondition in the reduce space. Our performance analyses are based on isogranular scaling. More common are fixed-problem size scalability analyses. Although these kinds of tests are very good indicators about the performance of an algorithm they do not capture the important issue of mesh-dependability. For completeness we present a standard fixed-problem-size scalability analysis for the (117,048 states, 2,925 controls) cylinder problem for 4 different partition and across two different platforms: a T3E-900 and an Origin 2000. Our experiments showed Origin to have superior performance which is surprising since T3E has a much faster interconnect. The fact that the Origin has bigger cache size may be a reason. Another observation is that the effectiveness of the LNKS algorithm degrades with the number of processors. The overall efficiency drops to 71% for the T3E and to 83% for the Origin. The algorithmic efficiency remains constant but part of it is hidden in because the time per preconditioner application increases. Recall that the condition number of a linear system preconditioned with block-Jacobi is approximately Opn 1=6 and therefore the flop count increases with the number of processors. Our forward solver implementation uses such a preconditioner and this is why we observe the decrease in the overall efficiency. We have not conducted any measurements on latency and bandwidth dependencies on the number of processors. The inferior performance of the T3E is somewhat surprising but this would probably change had we increased the number of processors further 8 .
LNKS performance.
How scalable is the method, with respect to increasing problem size and number of processors? For scalability, we require that the work increase nearlinearly with problem size (algorithmic scalability) and that it parallelizes well (parallel scalability). Let us examine the major components: Formation of the KKT matrix-vector product. For PDE-constrained optimization, the Hessian of the Lagrangian function and the Jacobian of the constraints are usually sparse with structure dictated by the mesh (particularly when the decision variables are mesh-related). Thus, formation of the matrix-vector product at each QMR iteration is linear in both state and decision variables, and parallelizes well due to a high computation-to-communication ratio and minimal sequential bottlenecks. Application of the QN-RSQP preconditioner. The main work involved is application of the state Jacobian preconditionerÃ s and its transpose, and "inversion" of an approximation to the reduced Hessian, B z . We can often make use of scalable, parallel state Jacobian preconditioners that requires On work to apply (as in various domain decomposition preconditioners for elliptic problems). The stationary preconditioner for the reduced Hessian is also scalable since it only involves matrix-vector multiplications. Furthermore, when B z is based on a limited-memory quasi-Newton update (as in our implementation) the work is also linear in the decision variables. Despite the need for inner work quasi-Newton updates and applications to a vector are easily parallelized. The same is true when the stationary preconditioner is used. Therefore, we conclude that application of the QN-RSQP preconditioner requires linear work and parallelizes well. The Krylov (inner) iteration. As argued above, with an "optimal" state preconditioner and a good B z approximation, we can anticipate that the number of inner, Krylov iterations will be relatively insensitive to the problem size. The Lagrange-Newton (outer) iteration. The number of outer, Newton iterations is often independent of problem size for PDE-type problems, and the PDE-constrained optimization problems we have solved exhibit this type of behavior as well. This combination of linear work per Krylov iteration, weak dependence of Krylov iterations on problem size, and independence of Lagrange-Newton iterations on problem size suggest a method that scales well with increasing problem size and number of processors.
Conclusions.
The basic new component LNKS brings to PDE-constrained optimization is the use of QN-RSQP not as a driver but rather as a preconditioner for the KKT system. We advocate that in order to achieve algorithmic scalability a proper Newton method is necessary The method requires second derivatives (only matrix-vector multiplications though) and the adjoint operator of the forward problem. The most important result is that we have presented a methodology by which the problem of devising a good preconditioner for the KKT system is reduced to that of finding a good preconditioner for the PDE operator.
The problems we have chosen to investigate are relatively simple, yet provide a reasonable testbed for algorithmic tuning and experimentation. The results obtained thus far are very encouraging: the full space Newton-Krylov optimization method with reduced-space preconditioning is a factor of 10-30 faster than current reduced space methods. We have no reason to believe that other problems should behave very differently. Moreover, the method can be parallelized efficiently, and algorithmic efficiency can be achieved provided a good forward preconditioner is available. Scalability then results from the combination of these two.
In the companion paper we extend our discussion to nonlinear constraints and we examine issues as robustness and globalization of the LNKS method.
