In this paper we obtain some geometric inequalities for closed surfaces in R 3 . Motivated by Gage's inequality for convex curves, we prove that for convex surfaces the Willmore energy is bounded below by a quantity arising from the time-derivative of the isoperimetric ratio under mean curvature flow. In particular we find that there exists a convex mean curvature flow that increases the isoperimetric ratio locally-in-time. Our inequality also implies an optimal scaling law between the Willmore energy and the isoperimetric ratio under convexity. As a byproduct we prove that Topping's conjecture relating diameter and total mean curvature holds true for every convex surface, and also for every simply-connected axisymmetric surface.
Introduction
A classical isoperimetric inequality by Gage [6] asserts that
holds for every convex Jordan curve γ in R 2 , where κ, L, A denote the curvature, the length, and the enclosed area, respectively. The equality is attained only by a round circle. Inequality (1.1) multiplied by L relates the normalized bending energy and the isoperimetric ratio, which are different order measurements of roundness, as both are scale invariant and minimized by round circles. As a corollary we deduce that every curve shortening flow of convex curves decreases the isoperimetric ratio. This is a direct consequence of (1.1) and the derivative formula along a curve shortening flow {γ t } t∈[0,T ) :
The convexity assumption in (1.1) is necessary due to a dumbbell-like curve with a long thin neck, for which the length can be solely large. See also recent progress [1, 5] in which a weaker inequality is established even for nonconvex curves.
In this paper we aim at extending Gage's inequality to convex closed surfaces in R 3 . To this end we first look at the behavior of the isoperimetric ratio under mean curvature flow, namely a one-parameter family of smooth closed surfaces {Σ t } t∈[0,T ) whose normal velocity coincides with the mean curvature. Standard first variation formulae imply that the isoperimetric ratio I = A 3 2 /V satisfies
where A denotes the surface area, V the enclosed volume, and H the inward mean curvature scalar, defined by the average of principle curvatures so that H ≡ 1 for the unit sphere. Note that for round spheres the right-hand side of (1.2) is always zero, and this is compatible with the fact that round spheres are self-shrinkers.
Our main result ensures that for convex surfaces the so-called Willmore energy H 2 can be related with the remaining term A V H in a similar way to (1.1). We thus obtain a higher dimensional version of Gage's inequality up to a universal constant (for example, we can take C = 108π). On the other hand, we also discover the necessary lower bound C ≥ 4 due to a cigar-like surface Σ ε , namely a cylinder of radius ε ≪ 1 and height 1 capped by hemispheres, which satisfies
In particular, C = 3 is not allowable; this fact with (1.2) highlights the significant difference from curve shortening flow that there exists a convex mean curvature flow that increases the isoperimetric ratio in a short time interval. This should be also compared with classical well-known results by Huisken [8] , which give several evidences that "convex mean curvature flows become spherical"; namely, every convex initial surface retains convexity before shrinking to a point in finite time, and a normalized flow converges to a round sphere. In addition, we should also recall that under mean curvature flow the isoperimetric difference A 3 2 − 6 √ πV always monotonically decreases, see e.g. [21, 17] .
Since it turned out that an "optimal shape" for (1.3) is not a round sphere, we are now lead to seek another form that is potentially optimized by a sphere. From this point of view it is worth mentioning that, combining ( The lower bound of C ′ is due to a round sphere, in contrast to C. In fact, we expect that the nature of (1.5) is quite different from that of (1.3) in view of the optimal constants C = sup Σ E and C ′ = sup Σ E ′ , where E := ( A V H)( H 2 ) −1 and E ′ := I( H 2 ) −1 , in the framework of convex surfaces Σ. One reason is that for a cigar-like surface Σ ε with ε ≪ 1, we already know
The optimal values of C and C ′ are both left open. At this time, only E ′ has potential to be optimized by a round sphere.
Both estimates (1.3) and (1.5) are optimal in view of scaling law. Indeed, for a pancake-like surface Σ ε with ε ≪ 1, namely the surface surrounding the εneighborhood of a flat disk, both sides in (1.5) (and hence (1.3)) diverge as O(ε −1 ).
The convexity assumption in (1.3) and (1.5) is unremovable as in Gage's result. Indeed, for a well-known example of a nearly double-sphere connected by a catenoid, the left-hand sides in (1.3) and (1.5) diverge, while the Willmore energy remains less than 8π, cf. [18, 10] .
Estimate (1.5) is meaningful only in the large-deviation regime (I ≫ 1), although Gage's inequality is optimal even for nearly round curves. A kind of small-deviation counterpart of (1.5) is already obtained by Röger-Schätzle [15] . They show that every closed surface Σ with I(Σ) − I(S 2 ) ≤ σ (not necessarily convex) satisfies
The presence of σ > 0 is in general necessary due to nearly double-spheres, but Corollary 1.2 now implies that if we assume that Σ is convex, then (1.6) holds for some universal constantC (not depending on σ).
The main difficulty of Theorem 1.1 is how to relate the Willmore energy and other quantities. Röger-Schätzle's idea in [15] is to use de Lellis-Müller's rigidity estimate for nearly umbilical spheres [4] , and hence not applicable to our large-deviation regime. In addition, although many inequalities involving total mean curvature are known for convex surfaces, e.g. by using the mean-width representation (cf. [2] ), much less is known about the Willmore energy. In particular, we cannot obtain our estimates via the Cauchy-Schwarz inequality H 2 ≥ A −1 ( H) 2 since this is not sharp for pancake-like surfaces.
Our key idea is to bridge between the Willmore energy and other quantities by the "degeneracy" D of a surface (defined in Section 2), which is a scale invariant quantity measuring a certain degree of collapse. In terms of degeneracy D, we establish a key estimate for convex surfaces of the form
where diam(Σ) denotes the extrinsic diameter. Theorem 1.1 then follows by (1.7) with p = 2 and by the additional estimate that D A V H. The proof of (1.7) is based on a slicing argument with the help of geometric restriction due to convexity. As a key ingredient we also use the general scaling law |κ| p r 1−p for each cross section plane curve, where r is the minimal width of the curve.
We finally remark that our explicit choice of c p in (1.7) is not optimal in general but sharp as p → 1, and in particular c 1 = π agrees with the optimal constant in a conjecture of Topping posed in 1998: Conjecture (Topping [21] ). Let Σ be a connected closed surface smoothly immersed into R 3 . Then
The constant π cannot be improved due to cigar-like surfaces. In [22] Topping himself already proves a modified version of (1.8), which weakens π to π 32 but strengthens diam(Σ) to the intrinsic diameter (and also deals with higher dimensions). Concerning the exact form of (1.8), to the best of our knowledge, the only known case is for constant mean curvature (CMC) surfaces [20] ; for CMC surfaces even |H| ≥ 2π diam(Σ) holds true, with equality only for a round sphere, and hence this class does not contain optimal shapes.
Our estimate (1.7) with p = 1 directly verifies Topping's conjecture for convex surfaces. This class would be reasonable to consider since it includes optimal cigarlike surfaces. However, this convex case is fairly easier from a technical point of view, and in fact follows by the co-area formula with a simple estimate (as opposed to the case of p > 1). Of more interest is when such an argument is not directly applicable. The simplest example would be a dumbbell-shaped surface. Indeed, even if a dumbbell is so long that the diameter is attained in the neck-direction, the co-area formula in that direction may involve a part where the mean curvature vanishes, so that we cannot directly extract the diameter and do need to think of more nontrivial quantitative competition. In this paper we take into further consideration and prove Topping's conjecture also for certain axisymmetric surfaces (including dumbbells). In the proof, given an axisymmetric Σ, we construct a comparison convex surface Σ ′ such that Σ |H| ≥ Σ ′ |H| and diam(Σ ′ ) ≥ diam(Σ) by using a rearrangement argument introduced in [3] , in which Minkowski's inequality (1.4) is extended to certain axisymmetric surfaces. Since the total mean curvature is already well studied in [3] , our main contribution in this argument is concerning the diameter, which possesses substantial difficulties due to its pointwise nature. This paper is organized as follows. In Section 2 we prove estimate (1.7) involving degeneracy. In Section 3 we relate several geometric quantities with degeneracy, and in particular complete the proof of Theorem 1.1. Section 4 is devoted to the proof of Theorem 1.3.
Degeneracy estimate
We first define the degeneracy of a convex surface Σ. For a unit vector ω ∈ S 2 ⊂ R 3 the width (breath) of Σ in the direction ω is defined by
where · denotes the inner product in R 3 . The extrinsic diameter of Σ is given by
Then we define the degeneracy D of Σ by
Note that the degeneracy D is comparable with the ratio (diameter)/(minimal width) up to universal constants, but slightly different as ω is taken from the orthogonal complement of a diameter-direction ω 0 . Here we adopt this D for computational simplicity. Now we are in a position to state (1.7) rigorously. For later use in Section 4, we deal with surfaces of class C 1,1 , for which the curvature energy is still well defined as the class C 1,1 is identified by the Sobolev one W 2,∞ .
where c p is a positive constant depending only on p. In particular, we can take
Remark 2.2. The above choice yields the optimal constant c 1 = π only for p = 1.
In the case of p = 2, we have
Our proof of Theorem 2.1 is based on a slicing argument, and hence it is important to gain scale-analytic insight into the curvature energy for plane curves; such a point of view played important roles in previous variational studies of elastic curves, see e.g. [12, 13, 14] . In this paper we use the fact that each cross section curve of a convex surface has a lower bound (also valid for nonconvex curves). where κ denotes the curvature and s the arclength parameter of γ, and
Proof. Up to rescaling we may assume that r = 1. In addition, up to a rigid motion, we may assume that γ lies in the strip region [0, 1]×R. Then the curve γ contains at least two disjoint graph curves represented by functions u i :
such graphs are found near the maximum and minimum of γ in the vertical direction. Dropping the index i, we now prove for the graph curve
which implies (2.3) after addition with respect to the two graphs. We begin with the direct computation that
2p dτ . Applying the Hölder inequality to the right-hand side, and recalling that b − a ≤ 1, we have
This follows by decomposing the left-hand side's integration interval at c ∈ (a, b) (where u ′ (c) = 0) and by using, for each of the two integrals, the triangle inequality
and u ′ (c) = 0, and also the oddness of f .
In the case of p = 2, the same kind of lemma is obtained in [13, Lemma 4.3] . In addition, Henrot-Mounjid [7] study a closely related problem, which minimizes the same curvature energy with p = 2 among convex curves of prescribed inradius r in ; the inradius is always bounded by the half-width r/2. The constants in both [7, 13] are represented by using cos θ, but they are in fact same as our constantc p with p = 2 after a change of variables. In view of this, we can also representc p as
Remark 2.4 (Optimality ofc p ). Compared to c p in Theorem 2.1, the value ofc p is more important because of its optimality. Below we briefly argue the optimality, assuming p > 1; the case of p = 1 is trivial. Let f be as in the proof of Lemma 2.3. Let u : [−1, 1] → R be the primitive function of the increasing function f −1 (Ax), where A := lim t→∞ f (t) ∈ (0, ∞), such that u(0) = 0. Then u is a symmetric convex function such that lim x→±1 |u ′ (x)| = ∞, and also lim x→±1 |u(x)| is defined as a finite value because for x ∈ (0, 1) we have
is strictly less than −1. In addition, we have the identity (f (u ′ )) ′ ≡ A so that in view of the Hölder inequality in the proof of Lemma 2.3, it is straightforward to check that a closed convex curve made by connecting the graph curve of u and its vertical reflection attains the equality in (2.3) for r = 2. Notice that the resulting closed curve is not only of class C 1,1 but also C 2 ; the only nontrivial point is whether the curvature is well defined where the two graph curves are connected, but in fact the curvature vanishes there since (f (u ′ )) ′ = |κ| p 1 + |u ′ | 2 is constant while |u ′ (x)| → ∞ as |x| → 1. We finally remark that when p = 2, the graph curve of u corresponds to the so-called rectangular elastica, and our closed curve coincides with the one constructed by Henrot-Mounjid. Now we turn to the proof of Theorem 2.1.
Proof of Theorem 2.1. Up to rescaling we may assume that diam(Σ) = 1 and only need to prove that
Choose one direction ω ∈ S 2 such that b Σ (ω) = 1 (= diam(Σ)). Up to a rigid motion, we may assume that the height function h(q) := q · ω maps Σ to [0, 1]. Let Σ t denote the cross section {q ∈ Σ | h(q) = t} for t ∈ (0, 1). In addition, let θ ω ∈ [0, π] denote the angle between ω and the outer unit normal ν of Σ, so that cos θ ω = ν · ω. Note that sin θ ω > 0 for t ∈ (0, 1). Then the co-area formula yields
where H d denotes the d-dimensional Hausdorff measure. Moreover, at any point q ∈ Σ such that t = h(q) ∈ (0, 1) and such that the surface is twice differentiable, let k Σt be the inward curvature of the cross section curve Σ t , and let κ ω be the inward curvature of a (unique) curve contained in Σ and the plane P := q + span{ν(q), ω}.
Then from a simple geometric calculation we deduce
Note that this holds for H 2 -a.e. point in Σ, e.g. by the Alexandrov theorem. Therefore, inserting (2.7) into (2.6), and using the fact that (X + Y ) p ≥ X p for X, Y ≥ 0 with equality only for Y = 0, we obtain
The strict positivity follows since otherwise κ ω ≡ 0 a.e. but this contradicts the fact that Σ is closed e.g. in view of the Gauss-Bonnet theorem.
In what follows we deduce (2.5) from (2.8) by first estimating sin θ ω (q) only in terms of t = h(q), and then using Lemma 2.3. (Notice that if p = 1, then (2.5) directly follows by (2.8) in view of Σt k Σt = 2π, but this case is also included in the general proof below.)
We first prove that for every t ∈ (0, 1) and q ∈ Σ with t = h(q),
By symmetry we only need to argue for t ≤ 1 2 and prove that (2.10) sin θ ω (q) ≥ 1 + t −2 −1/2 .
Fix q ∈ Σ (and hence also t = h(q) ≤ 1 2 ). Up to a rigid motion, we may assume that the maximum (resp. minimum) of the height function h is attained by (1, 0, 0) (resp. (0, 0, 0)), so that ω = (1, 0, 0) in particular, and also that there is some function
Note that the upper bound f ≤ 1 follows since diam(Σ) = 1. Then an elementary geometry implies that sin θ ω ≥ sin θ ′ ω for the angle θ ′ ω between ω and the normal (−f ′ (t), 0, 1) of f , that is,
Indeed, f ′ (t) ≤ 1/t holds since otherwise f ′ (x) > 1/t for x ∈ (0, t) by concavity but this contradicts f ≤ 1 and f (0) = 0; by symmetry, using f (1) = 0, we also obtain f ′ (t) ≥ 1/(1 − t); since t ≤ 1 2 , these two estimates imply (2.13). From (2.12) and (2.13) we deduce the desired (2.10).
Inserting (2.9) into (2.8), we now obtain
By definition of D (and diam(Σ) = 1), we can apply Lemma 2.3 with r = 1/D to Σ t to the effect that
where the right-hand side does not depend on t. Therefore, inserting (2.15) to (2.14), we obtain the desired (2.5) for c p := 2 −pc p 1 0 g(t) p−1 dt ; this constant agrees with the one in the statement of Theorem 2.1 after simple calculations.
Relating degeneracy with other geometric quantities
In this section we relate the degeneracy D, cf. (2.1), by other lower order quantities, and in particular prove Theorem 1.1. A key fact we use is the following scaling law (whose prefactor is not optimal). Lemma 3.1. For a convex surface Σ, we have
Proof. Up to rescaling we may assume that diam(Σ) = 1. Let r := 1/D for notational simplicity. Fixing a diameter direction ω 0 ∈ S 2 such that b Σ (ω 0 ) = 1, we let ρ 1 ∈ [r, 1] denote the maximal width among all directions orthogonal to ω 0 , that is, ρ 1 := max{b Σ (ω) | ω · ω 0 = 0}, and ω 1 ∈ S 2 be a maximizer so that b Σ (ω 1 ) = ρ 1 and ω 1 · ω 0 = 0. We now separately prove
which immediately imply A/V ≤ 36/r = 36D. To this end we use the fact that there exists a rectangular (convex body) Q ⊂ R 3 containing Σ such that each side is perpendicular to one of ω 0 , ω 1 , ω 2 , where ω 2 ∈ S 2 is chosen to be orthogonal to both ω 0 and ω 1 , and such that the side-lengths of Q are 1, ρ 1 , ρ 2 , where ρ 2 := b Σ (ω 2 ) ∈ [r, ρ 1 ]. Then the first estimate in (3.2) follows by the area-monotonicity of convex surfaces that Σ ⊂ Q ⇒ A(Σ) ≤ A(∂Q), which combined with ρ 2 ≤ ρ 1 ≤ 1 implies that A(Σ) ≤ A(∂Q) = 2(ρ 2 + ρ 1 + ρ 1 ρ 2 ) ≤ 6ρ 1 . For the second estimate in (3.2) we further use the fact that Σ touches all sides of Q. More precisely, assuming without loss of generality that ω 0 , ω 1 , ω 2 form the standard basis of R 3 and that Q = [0, 1] × [0, ρ 1 ] × [0, ρ 2 ], we can find points in Σ ∩ ∂Q of the form (3.3) (0, a 1 , a 2 ), (1, a ′ 1 , a ′ 2 ), (a 3 , 0, a 4 ), (a ′ 3 , ρ, a ′ 4 ), (a 5 , a 6 , 0), (a ′ 5 , a ′ 6 , r) ∈ Σ ∩ ∂Q.
In addition, since ω 0 and ω 1 are defined via maximization, we have
Then the polyhedron P defined by the convex hull of the points in (3.3) is enclosed by Σ, and in addition under the constraint (3.4) we deduce from a direct computation that the enclosed volume of P is ρ 2 ρ 1 /6, so that V (Σ) ≥ ρ 2 ρ 1 /6 ≥ rρ 1 /6. The proof is complete.
We are now in a position to complete the proof of our main theorem.
Proof of Theorem 1.1. By Theorem 2.1 with p = 2 and Lemma 2.3, we obtain
In addition, since the total mean curvature of a convex surface can be represented by the mean width, In the rest of this section we briefly observe that D can be also related with other scale invariant quantities with optimal exponents. Throughout this part we implicitly assume the convexity of a surface. In addition, we introduce the notation f g, meaning that f ≤ Cg holds up to a universal constant C > 0; we also define f g similarly and use f ∼ g in the sense that both f g and f g hold. Finally, for notational simplicity, we let d := diam(Σ) and M := Σ H.
We begin with indicating that in fact the converse of Lemma 2.3 also holds, i.e.,
Indeed, again letting d = 1, r = 1/D, and ω 0 be such that b Σ (ω 0 ) = 1, if we choose ω 2 to be attaining the minimal width so that b Σ (ω 2 ) = r =: ρ 2 , and ω 1 to be orthogonal to both ω 0 and ω 2 , and write ρ 1 = b Σ (ω 1 ), and in addition if we similarly take a rectangular Q and a polyhedron P to the proof of Lemma 2.3, then we have A(Σ) ≥ A(∂P ) ρ 1 and V (Σ) ≤ V (∂Q) ρ 1 ρ 2 = ρ 1 r so that A/V 1/r. Therefore, after retrieving d and combining with Lemma 2.3, we obtain the first relation in (3.6) . The second one follows by the fact that d ∼ M holds under convexity; in fact, Topping's inequality [22] implies d M in general, while (3.5) means M d under convexity.
Next we focus on the isoperimetric ratio I = A The first one is already observed, cf. (3.6) and (1.4) , while the second one follows since 3V M ≤ A 2 (cf. [2, p.145] ). Note that both sides in (3.7) are optimal because for a pancake-like (resp. cigar-like) surface Σ ε , we have I = O(ε −1 ) ∼ D (resp.
We finally indicate that the ratio R := r out /r in , where r out and r in are the circumradius and the inradius, respectively, is completely comparable with D:
Indeed, assuming that d = 1 up to rescaling, we obviously have r out ∼ 1 and r in ≤ 1/D, and hence D R; in addition, since the polyhedron P in the proof of Lemma 2.3 encloses a ball of radius ∼ 1/D, we also have D 1/r in ∼ R.
Topping's conjecture
In this final section we prove Theorem 1.3. Since the convex case is already proved in Theorem 2.1, we only need to consider immersed simply-connected axisymmetric closed surfaces Σ of class C 1,1 . Therefore, we may hereafter assume the following Our strategy is to construct, for a given Σ satisfying Hypothesis 4.1, a comparison axisymmetric convex closed surface Σ ′ such that
so that from Theorem 2.1 with p = 1 we deduce that Σ |H| > diam(Σ). To this end, following the strategy in [3] , we perform two kinds of rearrangement.
First rearrangement. Given θ as in Hypothesis 4.1, we define θ ⋆ by It is now clear why we weaken the regularity of Σ to C 1,1 in Theorem 2.1: The best regularity retained in these rearrangement procedures is Lipschitz continuity for θ, that is C 1,1 -regularity for Σ.
In both of the rearrangement procedures, the first estimate in (4.1) involving total mean curvature follows by the arguments in [3] (see Remark 4.4 for completion). Therefore, the remaining task is to prove the estimate involving diameter for both the rearrangements. In addition, the first rearrangement is in fact easy to handle in view of diameter; hence, the only delicate issue is now the diameter estimate in the second rearrangement. Here we prove the following In what follows we prove the stronger assertion that γ † ([0, s † ]) ⊂ G + * . For later use we first put down the elementary geometric property of G + * , cf. (4.5): 9) and by the fact that sin θ is increasing on [0, π/2], we obtain z † (s) = s 0 sin θ † ≥ s 0 sin θ * = z * (s), completing the proof of (4.11). Therefore, by using (4.10), (4.11), and the obvious inclusion γ * ([0, σ † ]) ⊂ G + * , we deduce from the geometric property (4.8) that 
Using this property with the facts that x † ≥ 0, cf. (4.10), and that (x † (σ † ), z † (σ † )) ∈ G + * , cf. (4.12), we deduce from the geometric property (4.8) that γ † ([σ † , s † ]) ⊂ G + * . This combined with (4.12) implies that γ † ([0, s † ]) ⊂ G + * , completing the proof. With this lemma at hand, we complete the proof of Theorem 1.3.
Proof of Theorem 1.3. As is discussed throughout this section, it now suffices to prove (4.1) for each of the two rearrangement procedures (4.2) and (4.3). Concerning the first rearrangement (4.2), we have Σ⋆ |H| = Σ |H| by Remark 4.4, and hence only need to discuss the diameter estimate. Notice the general fact for an axisymmetric surface that
As we have x ≡ x ⋆ since cos θ ≡ cos θ ⋆ by definition of the first rearrangement, it now suffices to show that |z ⋆ (s 2 ) − z ⋆ (s 1 )| ≥ |z(s 2 ) − z(s 1 )| for 0 ≤ s 1 < s 2 ≤ L.
This follows by the fact that sin θ ⋆ = | sin θ| so that |z ⋆ (s 2 ) − z ⋆ (s 1 )| = Remark 4.4 (Total mean curvature for rearranged surfaces). We briefly recall how the estimates used above for the total mean curvature follow by the arguments in [3] . We first prove that in the first rearrangement the total mean curvature does not change. A direct computation yields the representation As is already observed in the above proof, we have where g(θ) := sin θ − θ cos θ. The same representation Σ * H = π L 0 g(θ * (s))ds also holds for the rearranged surface Σ * since x * (0) = x * (L) = 0. We then deduce the desired identity Σ * H = Σ H from these representations and the integrationpreserving property of rearrangement.
We finally recall that Topping's conjecture is also related to finding the optimal constant in Simon's inequality of the form The constant π/2 is explicitly obtained by Topping [21] following Simon's original strategy [19] . It is also conjectured that π/2 can be replaced with π by the same reason as Topping's conjecture. Since Simon's inequality is implied by Topping's inequality via the Cauchy-Schwarz inequality, our result also gives the optimal constant for Simon's one under the same assumption as in Theorem 1.3.
