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ON THE c-DETERMINANTAL RANGE 
by N. BEBIANq,2 M. E. MIR4NDA,2 G. N. DE 0LIVEIR4,2 and 
J. DA PROVIDENCIA3 
1. Motivation 
Denote by 4%,, the group of unitary n X n matrices. Let c = (vi,. . . , y,) 
be an n-tuple of complex numbers and C = diag( yi,. . . , y,). Let A be an 
n x n complex matrix. The c-numerical range of A, W,(A), is defined by 
W,(A):= {tr(CUAU*):UE@‘,}, (1.1) 
where tr designates trace. The set W,(A), as well as some of its variants, has 
been the object of several investigations. Let us denote by LY~,. . . , (Y, the 
eigenvalues of A, and let B be another n X n matrix with eigenvalues 
P i,...,P,,. BY Ta,) and J’-(P) we denote the sets of normal matrices with 
spectrum (~i,. . . , a, and pi,. . . , ,B,, respectively. 
Consider the set 
{det(A+B):AEM(a), BEN(~)} (1.2) 
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which is the same as 
{det[diag(a,,...,ar,)+Udiag(P,,...,P,)U*]:UE~!,}. (1.2’) 
A conjecture of one of the authors [7] states that the set (1.2) is contained 
in the convex hull of the numbers 
where S, is the symmetric group of degree n. As noted in [2, 3, 71, when in 
certain relations we replace sums by products and products by sums, we 
obtain other true relations. Since determinants are products of eigenvalues 
they have to be replaced by sums of eigenvalues, i.e., by traces, and vice 
versa. 
Carrying out these replacements in (l.l), we obtain the counterpart of 
W,(A), which we denote by A,(A). We have 
A,(A):= {det(C+UAU*):UEq’,}. 
The product UAU* is left unchanged, because the idea is to allow this 
matrix to vary in its equivalence class. Notice that A,( A) is the same as (1.2’) 
except that A is not necessarily normal. We call A.(A) the cdeterminantal 
range of A, and the problem that we propose is the study of A,(A). It is clear 
that A,( A) is compact and arcwise connected. In the case n = 3 and A 
normal we know conditions for A,(A) to be convex (unpublished). We also 
know a 12 x 12 example in which A,( A) is not simply connected [2]. A 
complete description of A,( A) seems to be rather difficult, and thus we have 
to content ourselves with partial results. Notice the similarity of the results in 
this note and the parallel results for W,(A) due to Au-Yeung and Poon [l] 
and to Li, Tam, and Tsing 14, 51. 
2. Results 
Define 
P,(A):=% fi (yj+aa~i~):a~Sn 
j=l 
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where %L means convex hull, as the c-det eigenpolygon; 
S,(A) := max( (21: .z E P,(A)} 
as the c-det spectral radius; 
d,(A) := max{ IzJ: .z E A,( A)} 
as the c-determinantal radius, and 
as the c-det spreading radius. 
Denote by D the set of all the complex numbers det( A + C) where A and 
C run over all the n X n complex matrices with singular values u r, . . . , an and 
cr,...>c,, respectively. Using the singular-value decomposition, it can be 
easily seen that 
Since !J is arcwise connected, it is obvious that it is either a disk or an 
annulus centered at the origin. 
M. E. Miranda proved in [6] the following result. 
THEOREM. Assumea,> ... >u, andc,> ... a-,,. 
(1) I-j-al > c, and Cl > a,, then D is a disk centered at the origin with 
radius 
jfIl(Uj+ 'n-j+l)' 
(2) zfal<c”orc,<u,, then D is an annulus centered at the origin with 
interior and extetior radii 
respectively. 
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From this theorem we obtain 
s,(A) = I? (aj + C,-j+r)’ 
j=l 
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Trivially we have 
a,(A) <d,(A) <s,(A). 
By definition the matrix A is said to be c-det-convex if A,( A) = P,(A). It 
is said to be c-det-spectral if d,(A) = a,( A), and it is said to be c-det-radial if 
a,(A) = %(A). 
PROPOSITION 1. Let C = diag(y,, . . . , y,) with Iyr( > . . . >, ly,,I. Let A be 
normal, and assume that its eigenvalues al,,.., a, have been numbered so 
that 
(a,[>, *.. >(a,[. (2.1) 
Then if A is c-det-radial, the q’s can be reordered without violating (2.1) 
so that 
%(A) = ii lx + an-i+J. 
i=l 
(2.2) 
Proof. Firstly notice that the singular values of a normal matrix are the 
moduli of its eigenvalues. 
There exists r in S, such that 
‘cCA) = I? IYi + a7(i)l. 
i=l 
Clearly 
Since A is a c-det-radial, all the inequalities are equalities. The second 
equality forces ((~,(r~[ < . . . < IaTcnj(, and the result follows. n 
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PROPOSITION 2. Let C = diag(y,, . . . , y,) with (yl( 2 . . . z Jy,). Let A be 
a normal matrix with eigenvalues aI,. . . , a,,. The matrix A is c-det-radial if 
and only if its eigenvalues can be reordered so that 
and 
WdYi) =ard~,-i+~), i=l ,...> n. (2.4) 
Here we assume that zero can have any arbitrary argument. 
Proof. Assume A is c-det-radial. We can reorder its eigenvalues so that 
(2.3) is satisfied as well as (2.2). Now if S,(A) # 0, the condition S,(A) = s,(A) 
imp&es IYi + a”-i+lI = IYiI+ Ian-i+11 an d we obtain (2.4). If 6,_(A) = 0, it can 
be easily seen that we can also write (2.4) with the convention that zero may 
have an arbitrary argument. 
Conversely, (2.3) and (2.4) imply s,(A) 6 6,(A). Since S,(A) cannot 
exceed sc( A), we have sc( A) = S,(A). n 
COROLLARY. Let C=diag(y,,..., y,) with the y,‘s real nonzero num- 
bers. Let A be a normal matrix with eigenvalues aI,. . . , a,. If A is c-det-radial 
then A is Hermitian. 
Proposition 2 characterizes normal c-det-radial matrices. We now charac- 
terize c-det-spectral and c-det-convex matrices. The proofs of the results 
below are omitted and witl appear elsewhere. 
Let Cl,..., ck be the distinct numbers among yl,. . . , y,, and let nj be the 
multiplicity of cj. 
PROPOSITION 3. Let C = diag(y,, . . . , y,) with (yl( >, . . * 2 Iyn(. Let A be 
an n x n matrix. Then A is c-det-spectral if and only if it is unitarily similar 
to a matrix of the fm A,@ . . . 
FIi_, (det(cjl,,, + Aj)ls 
@A,, where Aj is nj X nj, with d,(A) = 
This proposition has two obvious corollaries. 
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COROLLARY 1. Let C and A be as in Proposition 3, and assume the yi’s 
are distinct. A is c-det-spectral if and only if A is normal and 
for some a in S,. 
COROLLARY 2. Suppose A is unitarily irreducible. Then the following 
properties are equivalent: 
(i) A is c-det-spectral. 
(ii) C is a scalar matrix. 
(iii) A is c-det-convex. 
PROPOSITION 4. Let C = diag(y,, . . . , y,), and let A be an arbitrary n X n 
complex matrix. Suppose that the origin is not a vertex of P,( A). Then A is 
c-det-convex if and only if the boundary of A,. A) is a convex polygon. 
Now we define the sets V, and V_ by 
v+‘= /fII(uj+u.i,))' 
i 
u is an even permutation , 
1 
V_ := Jfil ( aj + yOcj,) : u is an odd permutation 
For n = 3 we can prove the following result. 
PROPOSITION 5. Let A and C be 3 X 3 normal matrices with eigenvalues 
al, as, a3 and yl, yz, y3 respectively. If, for any two distinct points Z, and 
Z, in V, (in V_ ), all the points in V_ (in V, ) do not lie on the same half 
plane defined by the straight line passing through Z, and Z,, then A,( A) is 
convex. 
The proof of this result follows the steps of Theorem 6 in [l]. It uses the 
star-shapedness of the set of the 3 X 3 orthostochastic matrices. For n > 3, 
necessary and sufficient conditions for A,( A) as well as for W,(A) to be 
convex are not known. 
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ARMA SPECTRAL ESTIMATION BY AN ADAPTIVE IIR FILTER 
by JIANDE CHEN, JOOS VANDEWALLE, and BART DE MOOR4 
1. Zntroduction 
Spectral estimation is a frequently encountered problem in digital signal 
processing. Conventional methods of spectral estimation, such as in [l, 21, are 
based on fast-Fourier-transform (FFT) techniques. They are generally effi- 
cient in computation and produce reasonable results for stationary signals. 
These FFT-based approaches, however, have several disadvantages as fol- 
lows: 
(a) The limitation of the ability to distinguish the spectral responses of 
two or more signals. The frequency resolution in Hz is roughly the reciprocal 
of the time interval in seconds over which sampled data are available. 
(b) The problem of “leakage” in frequency domain, i.e., the energy in 
the main lobe of a spectral response “leaks” into the sidelobes, masking 
adjacent spectral responses that are present. This is due to the implicit 
windowing of the data when processing. Careful selection of windows can 
reduce the sidelobe leakage, but always at the expense of reduced resolution. 
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