Our aim is to find a general approach to the theory of classical solutions of the Garnier system in n-variables, G n , based on the RiemannHilbert problem and on the geometry of the space of isomonodromy deformations. Our approach consists in determining the monodromy data of the corresponding Fuchsian system that guarantee to have a classical solution of the Garnier system G n . This leads to the idea of the reductions of the Garnier systems. We prove that if a solution of the Garnier system G n is such that the associated Fuchsian system has l monodromy matrices equal to ±½, then it can be reduced classically to a solution of a the Garnier system with n − l variables G n−l . When n monodromy matrices are equal to ±½, we have classical solutions of G n . We give also another mechanism to produce classical solutions: we show that the solutions of the Garnier systems having reducible monodromy groups can be reduced to the classical solutions found by Okamoto and Kimura in terms of Lauricella hypergeometric functions. In the case of the Garnier system in 1-variables, i.e. for the Painlevé VI equation, we prove that all classical non-algebraic solutions have either reducible monodromy groups or at least one monodromy matrix equal to ±½.
1 Introduction.
The n-variables Garnier system G n is the completely integrable Hamiltonian system [11, 12, 23] 
where u 1 , . . . , u n are pairwise distinct complex variables, and
with u n+1 = 0, u n+2 = 1, κ = The Garnier system G n has movable algebraic points but it can be transformed by a suitable change of variables (ν i , ρ i , u i ) → (q i , p i , s i ), i = 1, . . . , n, into a Hamiltonian system H n enjoying the Painlevé property (see [17] ). This means that the solutions q i (s 1 , . . . , s n ), p i (s 1 , . . . , s n ) may have complicated singularities (i.e. branch points, essential singularities etc.) only at the critical points u i = u j for i = j of the equation, the position of which does not depend on the choice of the particular solution (the so-called fixed singularities). All the other singularities, the position of which depend on the integration constants (the so-called movable singularities), are poles.
Observe that in the case of only one variable n = 1 (and four parameters θ 1 , θ 2 , θ 3 and ϑ ∞ ) the Garnier system satisfies the Painlevé property also in the variables (ν, ρ) and it coincides with the Painlevé sixth equation with parameters α = (ϑ∞−1) 2 
2
, β = − . The solutions of the Painlevé sixth equation are new transcendental functions, i.e for generic values of the parameters θ 1 , θ 2 , θ 3 and ϑ ∞ , the generic solutions can not be expressed via elementary or classical transcendental functions (see [26, 32, 34] ). As a consequence one expects that also the generic solutions of the Garnier system G n with n > 1 will be some new transcendental functions of several variables.
More precisely, following [31, 32, 33] , a classical function in one variable, x is a function that can be obtained from the field of rational functions (x), by a finite iteration of the following admissible operations: For functions of several variables, we give the following Definition 1. We say that a function of several variables f (u 1 , . . . , u n ) is a classical functions if for every i = 1, . . . , n, and for every fixed u j , j = i, the function f i : u i → f (u 1 , . . . , u n ) is classical in u i in the above sense.
For some special values of the parameters θ 1 , . . . , θ n+2 , ϑ ∞ there are particular solutions that can be expressed via classical functions. For example, if n+2 k=1 θ k + 1 = ±ϑ ∞ , then there are some special solutions of G n that can be expressed via the Lauricella hypergeometric functions (see [25] ). In the case of Painlevé sixth equation there are several examples of classical solutions, that we do not discuss here. We only mention that, in certain cases, the classical solutions of the Painlevé sixth equation have been related to the Dynkin diagrams (see [24] ) and to the regular polyhedra in the Euclidean space (see [7, 21, 14] ). Observe that there are some explicit solutions of G n that are not classical according to Umemura's definition (see [27, 13, 18, 4] ).
The classical solutions of G n have several applications in the theory of integrable systems and Frobenius manifolds. Indeed Garnier systems and their limits appear in the context of twistor theory as symmetry reductions of several integrable systems. For example the self-dual Yang-Mills equations with 3-dimensional symmetry groups, the self-dual Einstein equations and various generalisations of them have symmetry reductions to G n (see [20] ). The basic idea of the Painlevé test of integrability of PDEs consists in reducing a given system to a differential equation possessing the Painlevé property (see for example [3] ). In the context of the theory of Frobenius manifolds, some Garnier systems with are related to the problem of the normal forms of dispersion-less integrable systems. In [9] it is shown that this relation remains valid for the dispersive corrections. In particular the first dispersive correction is expressed by the isomonodromic τ -function. Such an isomonodromic perspective for the higher order corrections is still missing.
Our aim is to find a general approach to the theory of classical solutions of the Garnier system based on the Riemann-Hilbert problem and on the geometry of the space of isomonodromy deformations (see [10, 16] ). In fact systems where first introduced by Garnier as isomonodromic deformations equations of a certain second order Fuchsian differential equation, or, equivalently of an auxiliary two-dimensional Fuchsian system with n + 3 poles u 1 , . . . , u n+2 , ∞ (see [11, 12, 23, 15] ).
Our approach consists in determining the monodromy data of the Fuchsian equation that guarantee to have a classical solution. This methods enables us to fully reproduce the results obtained in [25] in the framework of the symmetries of Hamiltonian systems. Moreover our approach suggests the reductions of the Garnier systems. In fact we show that all solutions of the Garnier system G n can be seen as solutions of the Garnier system G n+1 but there are solutions of the Garnier system G n+1 that can not be reduced to solutions of the Garnier system G n via classical operations. In this sense we expect that the generic solutions of the Garnier system G n+1 should be more transcendental than the ones of G n .
More precisely, the Garnier system G n is represented as the equation of isomonodromy deformation of the two-dimensional auxiliary Fuchsian system with 2 × 2 residue matrices A j independent on λ:
u 1 , . . . , u n+2 being pairwise distinct complex numbers. The residue matrices A j satisfy the following conditions:
where
, and for ϑ ∞ = 0, A ∞ := 0 1 0 0 , θ j , j = 1, . . . , n + 2, ∞ are the ones appearing in (2) . Generically (see [2] ) the monodromy matrices M 1 , . . . , M n+2 of (3) remain constant if and only if the residue matrices A 1 , . . . , A n+2 are solutions of the Schlesinger equations (see [29] ):
When we deal with 2 × 2 matrices, the above equations reduce to the Garnier system G n (see [11, 12, 15] ). We show that when the monodromy group M 1 , . . . , M n+2 is l-smaller, i.e. it is such that l generating monodromy matrices are equal to ±½, then the corresponding solutions of the Garnier system G n reduce to solutions of the Garnier system G n−l . If the monodromy group is isomorphic to the monodromy group of the hypergeometric equation (i.e. is n-smaller), we have classical solutions. More precisely we prove the following Theorem 2. If there exists a solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n such that the corresponding Fuchsian system of the form (3) with matrices (A 1 , . . . , A n+2 ) is l-smaller, then there is a l-parameters family of such solutions and there exists a solution (ν 1 , . . . ,ν n−l ,ρ 1 , . . . ,ρ n−l ) of the Garnier system G n−l such that the corresponding Fuchsian system has monodromy group generated by those matrices M 1 , . . . , M n+2 that are not equal to ±½. Moreover the obtained l-parameter family of solutions of the Garnier system G n depends classically on (ν 1 , . . . ,ν n−l ,ρ 1 , . . . ,ρ n−l , u 1 , . . . , u n+2 ). If l = n then we obtain a n-parameter family of classical functions of (u 1 , . . . , u n+2 ).
Remark 3.
Observe that the existence on an l-parameters family of solutions with the same monodromy matrices is related to the fact that the theorem of uniqueness of a Fuchsian system with prescribed poles and monodromy fails when one or more of the monodromy matrices is a multiple of the identity (see section 2.1). The dependence of the Fuchsian system on the l-parameters is an example of non-Schlesinger isomonodromic deformation (see [2] ).
Remark 4. In the case when the monodromy at infinity M ∞ is equal to ±½, it is possible to prove an analogous result to Theorem 2. The statement is a little more delicate and can be found in section 3.2.
Remark 5. The fact that (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) are classical functions of the arguments (ν 1 , . . . ,ν n−l ,ρ 1 , . . . ,ρ n−l , u 1 , . . . , u n+2 ) does not necessarily imply that they are classical functions of the variables (u 1 , . . . , u n+2 ).
We give also another mechanism to produce classical solutions: we show that the solutions of the Garnier systems having reducible monodromy groups can be reduced to the classical solutions found by Okamoto and Kimura in terms of Lauricella hypergeometric functions.
Theorem 6.
If there exists a solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n with parameters θ 1 , . . . , θ n+2 , ϑ ∞ such that the corresponding Fuchsian system has a reducible monodromy group then it is a classical solution. For such parameters θ 1 , . . . , θ n+2 , ϑ ∞ there exists a n-parameter family of classical solutions of the Garnier system G n all having reducible monodromy groups.
In the case of the Painlevé VI equation, we can prove that It is then natural to believe that all solutions of the Garnier system with generic monodromy groups, i.e. monodromy groups that are non-reducible and non-smaller, are either algebraic or non classical. We cannot prove such a result yet, but this paper gives arguments that make such a belief stronger.
Observe that when the matrices A 1 , . . . , A n+2 are m × m, the generic isomonodromic deformations equations are still given by the Schlesinger equations (4), i.e. by the so-called Schelsinger systems. These systems have very rich analytical and geometric structures. For example they admit a Hamiltonian formulation whose quantisation can be regarded as KnizhnikZamolodchikov system and its generalisations (see [28] ). We postpone to another paper the study of the reductions and classical solutions of the Schlesinger systems (see [8] ).
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Isomonodromic deformations equations and
Garnier systems
In this section we recall how to represent the Garnier systems as isomonodromic deformation equations of a 2 × 2 Fuchsian system. The results of this section are standard (see [11, 12, 23, 17, 15] ), we just recall them here in order to fix the notations and for self-consistency.
Monodromy data of Fuchsian systems
Consider the Fuchsian system with n + 3 regular singularities at u 1 , . . . , u n+2 , u n+3 = ∞:
A j being 2×2 matrices independent on λ, and u i = u j for i = j, i, j = 1, . . . , n+ 2. Take some parameters θ 1 , . . . , θ n+2 , ϑ ∞ and assume that the matrices A j satisfy the following conditions:
for some θ ∞ = 0. The solution Φ(λ) of the system (5) is a multi-valued analytic function in the punctured Riemann sphere \{u 1 , . . . u n+2 }, and its multivaluedness is described by the so-called monodromy matrices. Let us briefly recall the definition of the monodromy matrices of the Fuchsian system (5). First, fix a basis γ 1 , . . . , γ n+2 of loops in π 1 \{u 1 , . . . u n+3 }, ∞ , and a fundamental matrix for the system (5). To fix the basis of the loops, one has to perform some cuts between the singularities, i.e. n + 1 segments π 1 . . . π n+2 between u n+3 = ∞ and each u j , j = 1, . . . , n + 2. The segments π 1,...,n+2 are taken along the same direction η and ordered according to the order of the points u 1 , . . . , u n+2 . Take γ j to be a simple closed curve starting and finishing at infinity, going around u j in positive direction (γ j is oriented counter-clockwise, u j lies inside, while the other singular points lie outside) and not crossing the cuts π i . Near ∞, every loop γ j is close to the cut π j as in Figure 1 . The fundamental matrix of the system is given by the following Proposition 8. There exists a fundamental matrix of the system (5) of the form
where the matrix R ∞ has zero diagonal entries and
and λ −R∞ := e −R∞ log λ , with the choice of the principal branch of the logarithm with the branch-cut along the common direction η of the cuts π 1 , . . . , π n+2 . Such a fundamental matrix Φ ∞ (λ) is uniquely determined up to
where L ∞ is any constant invertible matrix such that
for some L
(1)
The proof can be found in [6] .
The fundamental matrix Φ ∞ can be analytically continued to an analytic function on the universal covering of \{u 1 , . . . , u n+3 }. For any element γ ∈ π 1 \{u 1 , . . . , u n+3 }, ∞ denote by γ[Φ ∞ (λ)] the result of the analytic continuation of Φ ∞ (λ) along the loop γ. Since γ[Φ ∞ (λ)] and Φ ∞ (λ) are two fundamental matrices in the neighbourhood of infinity, they are related by the following relation:
for some constant invertible 2 × 2 matrix M γ depending only on the homotopy class of γ. Particularly, the matrix M ∞ := M γ∞ , γ ∞ being a simple loop around infinity in the clock-wise direction, is given by:
The resulting monodromy representation is an anti-homomorphism:
The images M j := M γ j of the generators γ j , j = 1, . . . , n + 2 of the fundamental group, are called the monodromy matrices of the Fuchsian system (5). They generate the monodromy group of the system, i.e. the image of the representation (14) . Since the loop (γ 1 · · · γ n+2 ) −1 is homotopic to γ ∞ , the following relation between the generators holds: 
Thus, given the Fuchsian system (5), with the constraints (6) , and the basis of loops as in Figure 1 , the monodromy matrices M j , j = 1, . . . , n + 2 are uniquely defined up to the ambiguity
where L ∞ is given by (11) . Observe that M ∞ is invariant w.r.t. (18) . We recall the definition of the connection matrices. Near the poles u k , the fundamental matrices Φ k (λ) of the system (5), are given by the following Proposition 9. There exists a fundamental matrix of the system (5) of the form
where J k is the Jordan normal form of A k , with eigenvalues ±
k , and the matrix R k has zero diagonal elements and offdiagonal ones given by
The choice of the branch of
and (λ−u k ) R k is the same as in Proposition 8. The fundamental matrix Φ k (λ) is uniquely determined up to the ambiguity:
where L k is any constant invertible matrix such that
for
Continuing the solution Φ ∞ (λ) to a neighbourhood of u j , along, say, the right-hand-side of the cut π j , one obtains another fundamental matrix around u j , that must be related to Φ j (λ) by:
for some invertible matrix C j . The matrices C 1 , . . . , C n+2 are called connection matrices, and they are defined by (25) up to the ambiguity C j → C j L ∞ due to (10) . The connection matrices are related to the monodromy matrices as follows:
Thanks to the above relation it follows that
Lemma 10. Given n + 2 matrices M 1 , . . . , M n+2 , none of which is equal to ±½, satisfying the relations (16) and (27) , then i) there exist n + 2 matrices C 1 , . . . , C n+2 satisfying the (26) . Moreover the matrices C 1 , . . . , C n+2 are uniquely determined by the matrices
where L j is any invertible matrix satisfying (24) .
ii) If the matrices M 1 , . . . , M n+2 are the monodromy matrices of a Fuchsian system of the form (5) , then any (n + 2)-ple C 1 , . . . , C n+2 satisfying (26) can be realized as the connection matrices of the Fuchsian system itself.
is not diagonalisable, it can be reduced to the Jordan normal form. We can always choose the Jordan normal form in such a way that the off-diagonal elements are all equal to 2πi. Then C j is the matrix reducing M j to the Jordan normal form chosen in this way. Two matrices C j and C (19) . One has for each j = 1, . . . , n + 2
So the matrices
commute with J j + R j and C 1 , . . . , C n+2 are the connection matrices with respect to the new local solutions
The Monodromy data of the Fuchsian system (5) are
where ∼ is the equivalence relation defined by (18) .
Remark 12. For non-resonant A j , i.e. for θ j ∈ , the correspondent R j matrix is zero by definition and does not appear in the set of the monodromy data. given in Figure 1 .
∞ (λ) be the fundamental matrices of the form (7) of the two Fuchsian systems. Consider the following matrix:
Y (λ) is an analytic function around infinity:
Since the monodromy matrices coincide, Y (λ) is a single valued function on \{u 1 , . . . , u n+2 }. We prove that Y (λ) is analytic also at the points u j . In fact having fixed the monodromy data, we can choose the fundamental matrices Φ (1) j (λ) and Φ (2) j (λ) of the form (19) with the same exponents R j = 0 and, due to Lemma 10, in such a way that
with the same connection matrices C j . Then near the point u j , Y (λ) is analytic:
This proves that Y (λ) is an analytic function on all and then, by the Liouville theorem Y (λ) = ½, and the two Fuchsian systems coincide.
△

Isomonodromic deformation equations.
The theory of the deformations the poles of the Fuchsian system keeping the monodromy fixed is described by the following two results:
. . , R n+2 }, be monodromy data of the Fuchsian system:
of the above form (6) , with pairwise distinct poles u 
and the monodromy matrices of the Fuchsian system
with respect to the same basis 1 γ 1 , . . . , γ n+2 of the loops, coincide with the given M 1 , . . . , M n+2 . The matrices A j (u) are the solutions of the Cauchy problem with the initial data A 0 j for the following Schlesinger equations:
The solution Φ 0 ∞ (λ) of (34) of the form (7) can be uniquely continued, for
This continuation is the local solution of the Cauchy problem with the initial data Φ 0 ∞ (λ) for the following system that is compatible to the system (36):
Moreover the functions A i (u) and Φ ∞ (λ, u) can be continued analytically to global meromorphic functions on the universal coverings of
and
respectively.
The proof of this theorem can be found, for example, in [19, 22, 30] . As shown in [2] , there are some non-generic situations in which the Schlesinger equations (37) do not describe all isomonodromic deformations of the system (5). In this paper we deal only with Schlesinger isomonodromic deformations.
Definition 15. We call the system of differential equations (37) in n variables u 1 , . . . , u n , for the m × m matrices A 1 , . . . , A n+2 , Schlesinger system S (n,m) .
In this paper we deal with S (n,2) , i.e. 2 × 2 matrices. The case of higher dimensional matrices is postponed to another paper (see [8] ).
The solvability of the Schlesinger systems with given monodromy matrices is still an open problem. Existence can be prove in generic cases, as in the following Theorem 16. Any set of matrices (M 1 , . . . , M n+2 ) satisfying (16) 
Garnier Systems G n
Following [15] , we show here how to reduce the Schlesinger system S n,2 to the Garnier system G n .
First notice that we can always perform conformal transformations of the variable λ in the Fuchsian system (5). For example by λ → λ−u n+1 u n+2 −u n+1
, we can fix the poles u n+1 and u n+2 at 0 and 1 respectively. Here, we fix them this way.
The Schlesinger system S n,2 is invariant with respect to the gauge transformations of the form:
we introduce 2n coordinates (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) on the quotient of the space of the matrices satisfying S n,2 with respect to the equivalence relation (42). The coordinates (ν 1 , . . . , ν n ) are the roots of the following equation of degree n:
and (ρ 1 , . . . , ρ n ) are given by
The proof of this result and the formulae expressing the matrices A 1 , . . . , A n+2 in terms of the coordinates (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n+2 ) can be found in [15] . Observe that the matrices A 1 , . . . , A n+2 are classical functions of the coordinates (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ).
Remark 18.
Observe that for n > 1 the Garnier system G n does not satisfy the Painlevé property. This is due to the fact that the coordinates (ν 1 , . . . , ν n ) are defined as the roots of a polynomial equation of degree n. It is possible to introduce a canonical transformation (ν 1 , . . . , ρ n ) → (q 1 , →, p n ), such that the new Hamiltonians are polynomials in (q 1 , →, p n ) and the Painlevé property is satisfied (see [25] ).
, will correspond to a different choice of the position of the poles 0 and 1, i.e. u i = 0 and u j = 1. The new Garnier system so obtained will be related to the old one by a symmetry, described in the following section.
Symmetries of the Garnier systems
We give here a list (see [15] ) of symmetries of G n , i.e. birational canonical transformations T : (ν 1 , . . . , ρ n , u 1 , . . . , u n+2 ) → (ν 1 , . . . ,ρ n ,ũ 1 , . . . ,ũ n+2 ) which leave G n invariant, modulo changes of the parameters
Such symmetries are easily understood as a result of a conformal transformation of the original Fuchsian system (5). In the list we choose u n+1 = 0 and u n+2 = 1.
, the parameters change accordingly
Painlevé VI equation
In the case of n = 1, the Garnier system G 1 depends only on one variable u 1 = x, having fixed u 2 = 0 and u 3 = 1 as above. It automatically satisfies the Painlevé property. In fact there is only one coordinate ν 1 = y defined as root of a linear equation. Let us put ρ 1 = p, then the Garnier system G 1 in this case is:
. This is the Painlevé sixth equation for y(x) Proof. We give here the gauge transformation Φ(λ) = G(λ)Φ(λ) giving rise to the transformation ϑ ∞ → ϑ ∞ + 2N,
and for ϑ ∞ = 0
while for ϑ ∞ = 0
where a = 0 is an arbitrary parameter. Such a gauge is always well defined in our hypotheses because the equation 
and summing on all i we obtain
Iterating the same computation, we arrive at n+2 l=1 A l 21 u l = 0, that for ϑ ∞ = −2 implies A i 21 = 0 for all i = 1, . . . , n + 2 as proved above.
The new matrices (Ã 1 , . . . ,Ã n+2 ) are given byÃ
Analogous formulae can be derived for the transformation θ j → θ j + 2N for j = 1, . . . , n + 2. △ for k = j and ±(
Lemma 22. Given a Fuchsian system of the form (5) with residue matrices
Proof. It is completely analogous to the previous proof.
Smaller Monodromy Groups.
Definition 23. Given a Fuchsian system of the form (5), we say that its monodromy group M 1 , . . . , M n+2 is l-smaller, if l monodromy matrices are equal to ±½.
In this section we prove Theorem 2 that claims that if a solution of the Garnier system G n is such that the associated Fuchsian system has a l-smaller monodromy group, then it depends classically on the variables u j such that M j = ±½. solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n such that the corresponding Fuchsian system of the form (5) with residue matrices (A 1 , . . . , A n+2 ) has an l-smaller monodromy group, then there exists a solution (ν 1 , . . . ,ν n−l , ρ 1 , . . . ,ρ n−l ) of the Garnier system G n−l such that the corresponding Fuchsian system has monodromy group generated by those matrices M 1 , . . . , M n+2 that are not equal to ±½. We have to distinguish the two cases M k = ½ or M k = −½. We deal first with the case M k = ½ in the additional technical hypothesis that the matrices (A 1 , . . . , A n+2 ) are not all upper-triangular.
Proof of Theorem 2. First of all we want to prove that if there exists a
Suppose that one of the monodromy matrices, say M k , k = ∞, is equal to the identity. This may happen if and only if the corresponding θ k is an even integer. If θ k = 2K, for some integer K = ±1, then, by Lemma 21, we can map it to θ k − 2(K + 1) via a rational gauge transformation (in fact θ k = 2, 2K = K + 1, 2(K + 1)) and viceversa. If θ k = 2 we can simply use the constant gauge 0 1 1 0 . So we can assume without loss of generality that θ k = −2 for some k . We are going to perform few gauge transformations. At each step we must normalise the new fundamental matrix at infinity as in (7). Let us switch the pole u k with ∞ by the change of variable λ → 1 λ−u k . To this aim, we have to diagonalise A k . We take
We obtain a new Fuchsian system with poles 0, 1 u l −u k for l = k, residue matrices B l defined as follows:
k A l G k , and monodromy matrices N l defined as follows:
The condition N ∞ = ½ implies that the matrix R ∞ defined in Proposition 8
is identically equal to zero. This gives rise to the following equation for the matrix elements of B l , l = 1, . . . , n + 2
Keeping this relation in mind it is not difficult to prove that the gauge transformation
, maps the Fuchsian system with residue matrices B l , l = 1, . . . n + 2, to a new Fuchsian system with residue matricesB l = G(u l ) −1 B l G(u l ), l = 1, . . . n + 2, such thatB ∞ = 0 The Gauge G(λ) is well defined in our hypotheses and non-singular (because the equation (B 1 , . . . ,B n+2 ) is not lower triangular and has the same monodromy matrices.
We now want to build a solution of G n−1 . To this aim we switch back to a Fuchsian system with the original u l , l = 1, . . . , n + 2. Again, we have to
The new Fuchsian system has residue matriceŝ
and monodromy matriceŝ
The Fuchsian system so obtained corresponds to a solution (ν 1 , . . . ,ν n ,ρ 1 , . . . , ρ n ) of the Garnier system G n−1 with monodromy group M 1 , . . . ,
Now we want to prove that starting from the above obtained solution of the Garnier system G n−1 , i.e. starting from the Fuchsian system with residue matrices (Â l , . . . ,Â k−1 ,Â k+1 , . . . ,Â n+2 ), one can indeed build a one-parameter family of solutions (Ã 1 , . . . ,Ã n+2 ) of G n having the original monodromy matrices M l , l = 1, . . . , n+2 and being rational functions of (u 1 , . . . , u n+2 ,Â 1 , . . . ,Â n+1 ).
Let us switch the pole u k with ∞ again, as above. LetG k be an arbitrary constant matrix, we obtain a new Fuchsian system with poles 0,
The new monodromy matrices are theñ
where C k is the connection matrix corresponding to the new normalisation of the fundamental matrix. If we chooseG k =Ĝ k and C k = ½ we obtainB l =B l for all l = 1, . . . , n + 2, ∞. Otherwise we obtain a one-parameter family of Fuchsian systems (it is actually a two-parameters family, but one parameter is factored out by diagonal conjugation) with monodromy group Ñ 1 , . . . ,Ñ n+2 . We now want to rebuild the residue matrix B ∞ . This can be achieved with a singular gaugẽ
where a = 0 is an arbitrary parameter (factored out by diagonal conjugation). Such a gauge is rational in the matrix elements of (B 1 , . . . ,B n+2 ) and it is well defined in our hypotheses. It maps the one-parameter family of Fuchsian systems with residue matricesB l , l = 1, . . . n + 2, to a new one-parameter family of Fuchsian systems with residue matricesB l =G(u l ) −1B lG (u l ), l = 1, . . . n + 2 and monodromy matricesŇ l =Ñ 1 , l = 1, . . . n + 2.
We now want to build to a one-parameter family of Fuchsian system with the original u l , l = 1, . . . , n + 2. Thus we have to diagonaliseB k . LetǦ k such thatB kǦk A ∞Ǧ −1 k , we have the new residue matrices
kB lǦk . The new monodromy matrices are then to be conjugated with the connection matrix corresponding to the new normalisation of the fundamental matrix. They coincide with the original monodromy matrices M l , l = 1, . . . , n + 2 up to diagonal conjugation. Since (ν 1 , . . . ,ν n ,ρ 1 , . . . ,ρ n ) are classical functions of (Ã 1 , . . . ,Ã n+2 ) and (u 1 , . . . , u n+2 ) and (Â 1 , . . . ,Â n+1 ) are classical functions of (ν 1 , . . . ,ν n ,ρ 1 , . . . ,ρ n ), and (u 1 , . . . , u n+2 ), we conclude that (ν 1 , . . . ,ν n , ρ 1 , . . . ,ρ n ) are a one-parameter family of classical functions of (ν 1 , . . . ,ν n , ρ 1 , . . . ,ρ n ), and (u 1 , . . . , u n+2 ).
It is clear that when all matrices (A 1 , . . . , A n+2 ) are upper triangular we can proceed as above, using the gauge transformations of the form given in Lemma 22 to reduce to the case of θ k = 2, the same change of variables to reduce to ϑ ∞ = 2 and a gauge transformation analogous to G(λ) andĜ(λ) to conclude. This concludes the proof in the case when one of the monodromy matrices is equal to the identity.
Let us now suppose that one of the monodromy matrices, say M k , is equal to the minus identity. If M k = −½ with k = ∞, we can apply the symmetries T n+3 · T k and the change of variable λ → This concludes the proof in the case when one of the monodromy matrices is equal to ±½. When more than one of the monodromy matrices are equal to plus or minus the identity, we just iterate the above procedure. △ Theorem 24. If there exists a solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n such that the corresponding Fuchsian system of the form (3) with matrices (A 1 , . . . , A n+2 ) has monodromy matrix M ∞ = ±½, then, for any k = 1, . . . , n + 2 such that M k = ±½, there exists a solution (ν 1 , . . . ,ν n−1 ,ρ 1 , . . . ,ρ n−1 ) of the Garnier system G n−1 such that the corresponding Fuchsian system has
, as monodromy group C k being the connection matrix of M k . Moreover the given solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n depends classically on (ν 1 , . . . ,ν n−1 ,ρ 1 , . . . ,ρ n−1 , u 1 , . . . , u n+2 ).
Remark 25.
Observe that for a solution of the Garnier system G n there is always at least one monodromy matrix, say M k , not equal to ±½.
Proof. As above, we present the proof in the case when not all matrices A l are upper triangular. As seen in the proof of Theorem 2, it is easy to reproduce a proof for the case of all matrices A l upper triangular. Suppose that M ∞ = ½ and M k = ±½ for all k = 1, . . . , n + 2 (if there are some M k = ±½, we first use Theorem 2). This condition implies that the matrix R ∞ defined in Proposition 8 is identically equal to zero. This gives rise to the following equation for the matrix elements of A l , l = 1, . . . , n + 2
, maps the Fuchsian system with residue matrices A l , l = 1, . . . n + 2, to a new Fuchsian system with residue matricesÂ
is well defined in our hypotheses and non-singular. In fact the equation n+2 l=1 A l 21 u l = 0 is compatible with the Schlesinger equations iff ϑ ∞ = −1 or A l 21 = 0 for all l = 1, . . . , n + 2, both relations being false in our hypotheses. The gauge G(λ) preserves the monodromy matrices.
We now want to build a solution of G n−1 . To this aim we map one of the poles, say u k to infinity. We have to reduceÂ
k . The new Fuchsian system has residue matriceŝ
where C k is the connection matrix of M k . Let (ν 1 , . . . ,ν n−l ,ρ 1 , . . . ,ρ n−l ) be the solution of G n−1 corresponding to the Fuchsian system having residue matriceŝ B l , l = 1, . . . , k − 1, k + 1, . . . , n + 2. We want to show that the given solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of G n depends classically on (ν 1 , . . . ,ν n−l ,ρ 1 , . . . ,ρ n−l ) and (u 1 , . . . , u n+2 ).
Since we can obviously recoverÂ l , l = 1, . . . , n+2, fromB l , l = 1, . . . , n+2, by inverting the map above, we just need to show that we can reconstruct the matrices A l , l = 1, . . . , n + 2, fromÂ l , l = 1, . . . , n + 2, by a gauge transformation that depends classically onÂ 1 . The gaugê
where a = 0 is an arbitrary parameter (factored out by diagonal conjugation) is well defined and non-singular in our hypotheses. The new matricesÃ l = G(u l )
−1Â
lĜ (u l ), l = 1, . . . , n+2, coincide with the old ones A l , l = 1, . . . , n+2, because of the uniqueness Lemma (13) .
If M ∞ = −½, by the symmetry T 3 and the a change of variable λ → 1 λ−u 1 , we obtain a Fuchsian system with M ∞ = ½. We can then proceed as above. (5), we say that its monodromy group M 1 , . . . , M n+2 is reducible, if the monodromy matrices admit a common invariant subspace X of dimension 1 in the space of solutions of the system (5).
In particular, if the monodromy group is reducible, then there exists a basis where all monodromy matrices have the form
where ε k = ±1, the choice is fixed once for ever.
We are now going to prove Theorem 6 that says that the solutions of the Garnier systems having reducible monodromy groups belong to n-parameters families of classical solutions. Proof of Theorem 6. First of all notice that by (46) and (16), we have that ϑ ∞ − n+2 k=1 ε k θ k ∈ 2 . Let (A 1 , . . . , A n+2 ) be the matrices corresponding to the given solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ). We now show few Lemmata that allow us first to map the Fuchsian system with matrices (A 1 , . . . , A n+2 ) to a Fuchsian system with matrices upper-triangular (Ã 1 , . . . ,Ã n+2 ) and with the same monodromy group. We prove that the given (A 1 , . . . , A n+2 ) are rational functions of (Ã 1 , . . . ,Ã n+2 ) and (u 1 . . . , u n+2 ). Then we prove that the solutions (ν 1 , . . . ,ν n ,ρ 1 , . . . ,ρ n ) of G n corresponding to the upper-triangular matrices (Ã 1 , . . . ,Ã n+2 ) are classical functions of (u 1 . . . , u n+2 ). We can then conclude that (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) are classical functions of (u 1 . . . , u n+2 ). We follow this procedure first in the case when no monodromy matrix equal to ±½, and finally we allow l-smaller monodromy groups too. (A 1 , . . . , A n+2 ) are rational functions of (Â 1 , . . . ,Â n+2 ) and (u 1 . . . , u n+2 ).
Proof. Suppose ϑ ∞ − n+2 k=1 ε k θ k ∈ 2K = 0, then the residue matrices (A 1 , . . . , A n+2 ) are not all upper-triangular (lower-triangular) otherwise K = 0. Suppose now that there are at least two parameters, say θ i , θ j that are non-zero and not equal to 2. Given K, we can find two integers N i , N j such that ε i N i + ε j N j = −K and θ i,j = −N i,j , −2N i,j , −2(N i,j + 1). As a consequence the gauge transformations G i and G j , i = j, defined in Lemma 21 are well defined. In fact, chosen any two matrices A i , A j , i = j, the number of integers for which the gauge transformations G i (λ) and G j (λ) are not defined is 4, but there are infinite integers N i , N j such that ε i N i + ε j N j = −K. Then applying G i (λ) and G j (λ), we find a new Fuchsian system with matrices
k=1 ε kθk ∈ 2 = 0, as we wanted. The obtained matrices (Â 1 , . . . ,Â n+2 ) are not all lower triangular because otherwise the monodromy group would be lower triangular as well. Moreoverθ i,j = 2, N i,j , 2N i,j because of the choice of N i,j . Then we can apply Lemma 22 and build two gaugeŝ
. . , n + 2 must coincide with the original ones (A 1 , . . . , A n+2 ) because they have the same monodromy matrices the same eigenvalues and the same poles (see Lemma 13) . So the matrices (A 1 , . . . , A n+2 ) are rational functions of (Â 1 , . . . ,Â n+2 ) and u 1 . . . , u n+2 .
If there are not two parameters θ i θ j that are non-zero, there must be at least one non zero, say θ i . In fact if all θ k were zero then K = 0. So suppose θ i = 2K. We apply G j (λ) defined in Lemma 21 and obtainθ j = 0 = 2, K, 2K. Again we can apply Lemma 22 and build another gaugeĜ i (λ) that depend rationally on (Â 1 , . . . ,Â n+2 ) and allows to reconstruct the original residue matrices (A 1 , . . . , A n+2 ).
Suppose that all θ k = −2. We apply the gauge 0 1 1 0 to invert the sign of θ j and then proceed as above. Proof. see [1] . Proof. Suppose thatÃ k 21 = 0 for all k = 1, . . . , n + 2. Then we can choosẽ
, and thus the corresponding coordinates (ρ 1 , . . . ,ρ n ) are all identically equal to zero. As shown in [25] , the coordinates (ν 1 , . . . ,ν n ) are then classical functions and can be expressed via Lauricella Hypergeometric equations. △ Putting together Lemmata 27, 28, we have shown that if there exists a solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n such that the corresponding Fuchsian system has a reducible monodromy group with no monodromy matrix equal to ±½, and ϑ ∞ − n+2 k=1 ε k θ k = 2K for some integer K = 0, then there exists a solution (ν 1 , . . . ,ν n ,ρ 1 , . . . ,ρ n ) of G n with parametersθ 1 , . . . ,θ n+2 ,θ ∞ given in the proof of Lemma 27, with upper triangular residue matrices and with the same monodromy data. The solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n is then classical by Lemma 29. We want to show that this solution belongs to a n-parameter family of classical solutions of G n .
Given the parametersθ 1 , . . . ,θ n+2 ,θ ∞ such thatθ ∞ − n+2 k=1 ε kθk = 0, we can build a (n+1)-parameter family of upper-triangular Fuchsian systems with residue matrices
Applying the gaugesĜ i (λ) andĜ j (λ) defined in Lemma 22 we obtain a (n+1)-parameter family of Fuchsian systems with the initial exponents θ 1 , . . . , θ n+2 , ϑ ∞ and reducible monodromy group. This leads to the existence of a n-parameter family (one parameter is factored out by diagonal conjugation) of classical solutions of the Garnier system G n . This concludes the proof of Theorem 6 in the case of no monodromy matrix equal to ±½. In the case of l-smaller reducible monodromy groups we have the following Lemma 30. If there exists a solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) of the Garnier system G n such that the corresponding Fuchsian system has an l-smaller reducible monodromy group then it is a classical solution.
Proof. Suppose that the Fuchsian system corresponding to the solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) is non upper or lower triangular (otherwise we immediately obtain that the solution (ν 1 , . . . , ν n , ρ 1 , . . . , ρ n ) is a classical solution by Lemma 29) . Then we can apply Theorem 2. Then there exists a soluso that the sets D ⊂ L ⊂ P ⊂ M have the form
Classical non-algebraic solutions of the Painlevé VI equation are classified in the following (see [34] ) Theorem 31. 
Proof. For reducible monodromy groups there exists a basis in which all monodromy matrices are upper triangular. We can always perform a change of basis in order that M ∞ has the form (13) and all monodromy matrices have the form:
It then follows, by the relation (16) , that ϑ ∞ + ε k k θ k = 2N, ε k = ±1, N ∈ . By means of the birational transformations w 0 , w 1 , w 4 , which trivially preserve y(x), we can always assume that ε k = +1. Perform the following gauge transformation on the Fuchsian system
The new residue at infinity is, for ϑ ∞ = 0, Due to the form of the monodromy matrices, the new Fuchsian system admits a non-zero single valued solutionỸ . This solution is analytic at u 1 , u 2 and u 3 because all residue matricesÃ k , k = 1, 2, 3 have a zero eigenvalue. At infinity we have polynomial behaviour. Applying the birational transformations generated by w 0 , w 1 , w 3 , w 4 and the symmetries T 1 ,T 3 and T 4 , we can assume N = 0 without loss of generality. For N = 0,Ỹ is necessarily constant. Thus, near each u j , one hasÃ Such a relation gives an algebraic differential equation of the first order that is satisfied only by the generalised Chazy solutions. △
Proof of Theorem 7.
Observe that the birational transformations generated by w 0 , w 1 , w 2 , w 3 , w 4 and the symmetries T 1 ,T 3 and T 4 preserve each of the spaces M, P , L and D. Such symmetries preserve the class of the classical solutions. In the Lemmata 33 and 32 we have found that every time one θ k ∈ or ϑ ∞ + 3 k=1 ε k θ k ∈ 2 there exists a classical solution of the Painlevé VI. Thanks to Theorem 31, the solutions of Lemmata 33 and 32 give all one parameter families of classical solutions classified in Theorem 31.
△
