Abstract. In [11] and [13] we showed that a loop in a simply connected compact Lie groupU has a unique Birkhoff (or triangular) factorization if and only if the loop has a unique (what we propose to call) "root subgroup factorization" (relative to a choice of a reduced sequence of simple reflections in the affine Weyl group). In this sequel our main purpose is to investigate Birkhoff and root subgroup factorization for loops in a noncompact type semisimple Lie groupĠ 0 of inner type.
Introduction
Finite dimensional Riemannian symmetric spaces come in dual pairs, one of compact type and one of noncompact type. Given such a pair, there is a diagram of finite dimensional groups
whereU is the universal covering of the identity component of the isometry group of the compact type symmetric spaceẊ ≃U /K,Ġ is the complexification ofU , andĠ 0 is a covering of the isometry group for the dual noncompact symmetric spaceẊ 0 =Ġ 0 /K.
The main purpose of this paper is to investigate Birkhoff (or triangular) factorization and "root subgroup factorization" forĠ 0 , and for the loop group ofĠ 0 , assumingĠ 0 is of inner type. Birkhoff factorization is investigated in [4] and Chapter 8 of [15] , from various points of view. In particular Birkhoff factorization for LU := C ∞ (S 1 ,U ) is developed in Chapter 8 of [15] , using the Grassmannian model for the homogeneous space LU /U . Root subgroup factorization for generic loops inU appeared more recently in [11] (forU = SU (2), the rank one case) and in [13] . The Birkhoff decomposition for LĠ 0 := C ∞ (S 1 ,Ġ 0 ), i.e. the intersection of the Birkhoff decomposition for LĠ with LĠ 0 , is far more complicated than for LU . With respect to root subgroup factorization, beyond loops in a torus (corresponding to imaginary roots), in the compact context the basic building blocks are exclusively spheres (corresponding to real roots), and in the inner noncompact context the building blocks are a combination of spheres and disks. This introduces additional analytic complications, and perhaps the main point of this paper is to communicate the problems that arise from noncompactness.
For g ∈ LU , the basic fact is that g has a unique triangular factorization if and only if g has a unique "root subgroup factorization" (relative to the choice of a reduced sequence of simple reflections in the affine Weyl group). We will show that this is also true forĠ 0 (constant loops). However this is far from true for loops iṅ G 0 .
Relatively little sophistication is required to state the basic results, and identify the basic obstacles, in the rank one noncompact case. This is essentially because (in addition to loops in a torus) the basic building blocks are exclusively disks, and there is an essentially unique way to choose a reduced sequence of simple reflections in the affine Weyl group, so that this can be suppressed. Example 0.1. For each ζ ∈ ∆ := {ζ ∈ C : |ζ| < 1} and n ∈ Z, the function S 1 → SU(1, 1) defined by
, where a(ζ) = (1 − |ζ|
is in L f in SU (1, 1) . (2) and L f in SU(1, 1) are dense in the smooth loop groups LSU(2) := C ∞ (S 1 , SU(2)) and LSU(1, 1) := C ∞ (S 1 , SU(1, 1)), respectively. This is proven in the compact case in Proposition 3.5.3 of [15] , and the argument applies also for SU (1, 1) , taking into account the obvious modifications.
For a Laurent series f (z) = f n z n , let f * (z) = f n z −n . If Ω is a domain on the Riemann sphere, we write H 0 (Ω) for the vector space of holomorphic scalar valued functions on Ω. If f ∈ H 0 (∆), then f * ∈ H 0 (∆ * ), where ∆ * denotes the open unit disk at ∞.
Theorem 0.1. Suppose that g 1 ∈ L f in SU(1, 1) and fix n > 0. Consider the following three statements:
(I.1) g 1 is of the form
where a and b are polynomials in z of order n − 1 and n, respectively, with a(0) > 0. (I.2) g 1 has a "root subgroup factorization" of the form 
where a 1 > 0, the third factor is a matrix valued polynomial in z which is unipotent upper triangular at z = 0.
Statements (I.1) and (I.3) are equivalent. (I.2) implies (I.1) and (I.3). If g 1 is in
the identity connected component of the sets in (I.1) and (I.3), then the converse holds, i.e. g 1 has a root subgroup factorization as in (I.2).
There is a similar set of implications for g 2 ∈ L f in SU (1, 1) and the following statements:
(II.1) g 2 is of the form 
where a 2 > 0, and the third factor is a matrix valued polynomial in z which is unipotent upper triangular at z = 0. When g 1 and g 2 have root subgroup factorizations, the scalar entries determining the diagonal factor have the product form In general we do not know how to describe the connected component that arises in the first and third conditions. Example 0.2. Consider the case n = 2 and g 2 is as in II.3 with x = x 1 z + x 2 z 2 , 1 − x 2x2 = 0,
It is straightforward to check that this g 2 does indeed have values in SU (1, 1). In order for a 2 2 > 0, there are two possibilities: the first is that both the numerator and denominator are positive, in which case there is a root subgroup factorization, and the second is that both the top and bottom are negative, in which case root subgroup factorization fails (because when there is a root subgroup factorization, ζ 2 = x 2 , and we must have |ζ 2 | < 1).
In order to formulate a general factorization result, we need a C ∞ version of Theorem 0.1. 
where y is holomorphic in ∆ with C ∞ boundary values, a 1 > 0, and the third factor is a matrix valued polynomial in z which is unipotent upper triangular at z = 0. Similarly if g 2 ∈ LSU (1, 1), the following statements are equivalent:
where a 2 > 0, x is holomorphic in ∆ and has C ∞ boundary values, x(0) = 0, and the third factor is a matrix valued function which is holomorphic in ∆ and has C ∞ boundary values, and is unipotent upper triangular at z = 0.
Let σ : SL(2, C) → SL(2, C) denote the anti-holomorphic involution of SL(2, C) which fixes SU (1, 1); explicitly
The following theorem is the analogue of Theorem 0.2 of [11] (the notation in part (b) is taken from Section 1 of [11] , and reviewed below the statement of the theorem).
Theorem 0.3. Suppose g ∈ LSU (1, 1) (0) , the identity component. Then g has a unique "partial root subgroup factorization" of the form
where χ ∈ C ∞ (S 1 , iR)/2πiZ and g 1 and g 2 are as in Theorem 0.2, if and only g has a triangular factorization g = lmau (see (0.5) below) such that the boundary values of l 21 /l 11 and u 21 /u 22 are < 1 in magnitude on S
1 .
The following example shows that the unaesthetic condition on the boundary values in part (b) is essential.
Example 0.3. Consider g 2 as in Theorem 0.1. The loop g = g * 2 (the Hermitian conjugate of g 2 around the circle) has triangular factorization
If n = 2, then x 1 =ζ 1 (1 − |ζ 2 | 2 ) and x 2 =ζ 2 , and this loop will often not satisfy the condition |x 1 z + x 2 z 2 | < 1 on S 1 . In this case g will not have a partial root subgroup factorization in the sense of Theorem 0.3.
The group LSL(2, C) has a Birkhoff decomposition
where W (an affine Weyl group, and in this case the infinite dihedral group) is a quotient of a discrete group of unitary loops
, where
1 0 (the reflections corresponding to the two simple roots for the Kac-Moody extension of sl(2, C)). The set Σ LSL(2,C) w consists of loops which have a (Birkhoff) factorization of the form
and u has smooth boundary values on S 1 . If w = 1, the generic case, then we say (as in Section 1 of [11] ) that g has a triangular factorization, and in this case the factors are unique. and Σ
Based on finite dimensional intuition (the first part of this paper), and the compact case, one might expect the following to be true:
(1) ModuloṪ , the circle subgroup, it should be possible to contract Σ
should be empty unless w is represented by a loop in SU (1, 1), i.e. w = z n 0 0 z −n for some n.
should admit a relatively explicit parameterization.
Statements (1) and (2) are definitely false; statement (3) is very elusive, if not doubtful.
Proposition 0.1.
(a) Σ LSU(1,1) (n) w nonempty does not imply that w is represented by a loop in
To summarize, the set of loops having a root subgroup factorization is properly contained in the set of loops in the identity component which have a triangular factorization which, in turn, is a proper subset of the identity component of LSU (1, 1). The first set has an explicit parametrization. The second does not not, a severe flaw, and the third is very simple topologically. This stands in contrast to the compact case of LSU (2) where there is only one connected component and every loop admitting a triangular factorization admitted a root subgroup factorization. This begs the question of why anyone should care about root subgroup factorization in the noncompact case.
To close, we mention an application. The group LSU (1, 1) acts by bounded multiplication operators on the Hilbert space H := L 2 (S 1 ; C 2 ). As in chapter 6 of [15] , this defines a homomorphism of LSU (1, 1) into the restricted general linear group of H defined relative to the Hardy polarization H = H + ⊕ H − , where H + is the subspace of boundary values of functions in H 0 (∆, C 2 ) and H − is the subspace of boundary values of functions in H 0 (∆ * , C 2 ). For a loop g, let A(g) (respectively, A 1 (g)) denote the corresponding Toeplitz operator, i.e., the compression of multiplication by g to H + (resp., the shifted Toeplitz operator, i.e. the compression to
class operators (i.e., of the form 1 + trace class).
Theorem 0.4. Suppose that g ∈ LSU (1, 1) (0) has a root subgroup factorization as in part (b) of Theorem 0.3. Then
and if g = lmau is the triangular factorization as in (0.5) (with w = 1), then
are the zero sequences (the abelian case), the first formula specializes to a result of Szego and Widom (see Theorem 7.1 of [19] ). Estelle Basor pointed out to us that this result, for g as in (0.3), can be deduced from Theorem 5.1 of [18] . More recently Basor and Torsten Ehrhardt have discovered a more elementary proof of Theorem 0.4 (which does not make explicit use of KacMoody extensions). 0.2. The General Setting of This Paper. The fundamental assumption of this paper is that rank(K) = rank(Ġ 0 ).
It is well known that this condition is equivalent to a number of other conditions:
• the Cartan involution σ for the pair (ġ 0 ,k) is inner;
•Ġ 0 has discrete series unitary representations;
This equal rank condition implies the existence of a (symmetric space compatible) triangular decomposition ofġ such that each positive root is either of compact or noncompact type. In the compact case the corresponding root homomorphism induces an embedding SU (2) →K, and complementing the torus we obtain a sphere. In the noncompact case the corresponding root homomorphism induces an embedding of the rank one diagram (0.2) into the diagram (0.1), and complementing the torus we obtain a disk. This is the origin for the diversity of basic building blocks for the factorization in the inner noncompact case. 0.3. Plan of the Paper. This paper consists of two parts. The first part of the paper concerns Birkhoff and root subgroup factorization for the finite dimensional groups (the constant loops) appearing in (0.1). The second part concerns Birkhoff and root subgroup factorization for the corresponding loop groups. Section 1 is on background for finite dimensional groups.
Section 2 concerns factorization for the finite dimensional groupsU andĠ 0 . The compact case is relatively well-understood, thanks in large part to Lu (see especially [8] ). We review this, with emphasis on the algorithm for root subgroup factorization (which depends on an ordering of noninverted roots), because this is an important guide in the loop cases. In finite dimensions the noncompact inner case largely reduces to the compact case, because of the existence of a "block (or coarse) triangular decomposition". But there is one part of the argument which is indirect, i.e., not algebraic: this is in showing that everything in a component of the Birkhoff decomposition, ΣĠ 0 w , has a root subgroup factorization. This concludes part one.
Section 3 is more background, needed for loop groups. The last subsection describes the basic framework for the remainder of the paper.
In section 4 we consider the intersection of the Birkhoff decomposition for LĠ with LĠ 0 . Unfortunately for loops inĠ 0 , there does not exist an analogue of "block (coarse) triangular decomposition". Consequently there does not exist a reduction to the compact type case, as in finite dimensions. One might still naively expect that there could be a relatively transparent way to parameterize the Birkhoff components intersected with LĠ 0 (as in the finite dimensional case, and in the case of loops into compact groups, e.g. using root subgroup factorization). But these intersections turn out to not be so simple topologically. Most of the section is devoted to rank one examples which illustrate the basic complications.
In Section 5 we consider root subgroup factorization for generic loops inĠ 0 . Our objective in this section is to prove partial analogues of Theorems 4.1, 4.2, and 5.1 of [13] , for generic loops in the identity component of (the Kac-Moody central extension of) LĠ 0 (whenĠ 0 is of inner type). As in the rank one case above, all of the statements have to be severely modified. The structures of the arguments in this noncompact context are roughly the same as in [13] . But there are obviously important differences, and in this paper we will present all of the details in this generic context. 0.4. Acknowledgement. The second author thanks Hermann Flaschka, whose questions motivated us to consider loops in noncompact groups. We also thank Estelle Basor for many useful conversations.
Notation and Background, I: Finite Dimensional Algebras and Groups
In this paper we make use of the fact that finite dimensional simple Lie algebras and loop algebras of finite dimensional simple Lie algebras can be put in the common framework of Kac-Moody Lie algebras. To separate the data of finite dimensional algebras and groups from the analogous data for the corresponding loop algebras and groups, we will follow a convention of Kac and decorate the symbols for finite dimensional algebras and groups with an overhead dot.
Letṁ be a simple Lie algebra over R and writeġ for the complexificationṁ C oḟ m. LetĠ be the simply connected complex Lie group with Lie algebra g and letṀ denote the connected real subgroup ofĠ with Lie algebraṁ ⊂ġ. In this section, we will establish notation for studying factorization of elements ofṀ relative to a Birkhoff decomposition ofĠ.
The Lie algebraṁ is of inner type if all Cartan involutions ofṁ are inner automorphisms. By definition, the subalgebra ofṁ fixed by a Cartan involution is a maximal compact subalgebra. Thus, ifṁ is a compact simple Lie algebra then the only Cartan involution it admits is the identity. Hence compact simple Lie algebras are of inner type. The compact case has been considered extensively. Our focus is on the case whenṁ =ġ 0 is a simple noncompact Lie algebra over R of inner type.
1.1. Data determined by the choice of a Cartan involution. The choice of a Cartan involution Θ onġ 0 determines a maximal compact Lie subalgebrak oḟ g 0 . Let σ denote the canonical complex conjugation onġ fixingġ 0 . If we extend Θ toġ in a complex linear fashion then the composition τ = σ • Θ is a complex conjugation onġ fixing a compact real formu ofġ. The extended involution Θ oṅ g stabilizesu and fixesk inside ofu. Thus,ġ 0 ∩u =k. The assumption that g 0 is of inner type is equivalent to the condition that
We writeġ 0 =k +ṗ for the decomposition ofġ 0 into the eigenspaces of Θ onġ 0 . Thenu =k + iṗ where multiplication by i denotes the canonical complex structure onġ, and this is the decomposition ofu into the eigenspaces of the extension of Θ restricted tou.
LetU andK denote the connected subgroups ofĠ having Lie algebrasu andk. Then we obtain a diagram of Lie algebras and corresponding connected Lie groups.
We will also use Θ to denote the corresponding holomorphic involution ofĠ, and its restrictions toĠ 0 andU , which fixesK inĠ 0 andU , respctively.
1.2.
Data determined by the choice of a Θ-stable Cartan subalgebra and a Weyl chamber in the Inner Case. Fix a Cartan subalgebraṫ ⊂k. Because of our rank assumption (1.1),ṫ is a Θ-stable Cartan subalgebra ofġ 0 and every Θ-stable Cartan subalgebra ofġ 0 is of this form. In addition,ṫ is a Θ-stable Cartan subalgebra ofu, and its centralizerḣ inġ is a Θ-stable Cartan subalgebra ofġ. We writeḣ =ṫ +ȧ, whereȧ = it, for the eigenspace decomposition ofḣ under Θ and letḢ = exp(ḣ),Ṫ = exp(ṫ), andȦ = exp(ȧ), respectively.
We will useẆ := NU (Ṫ )/Ṫ as a model for the Weyl group of (ġ,ḣ). The choice of a Weyl chamber C inȧ determines a choice of positive roots for the action oḟ h onġ. Letṅ + denote the sum of the root spaces indexed by positive roots anḋ n − denote the sum of the root spaces indexed by negative roots. In this way, the choice of a Θ-stable Cartan subalgebraṫ ofġ 0 and a Weyl chamber C determines a triangular decomposition
Remarks.
(a) In the case thatṁ is compact, Θ is the identity, so Θ-stability of the triangular decomposition (1.2) is automatic. (b) A consequence of the stability ofḣ under σ and τ is the fact that σ(ṅ ± ) =ṅ
Example 1.1. In this paper, a special role is played by the rank 1 example of
with Cartan involution given by
The effect of this involution is to negate the off-diagonal entries. In this case, the maximal compact subalgebra fixed by the involution is the one dimensional subalgebra s(u(1) × u(1)) of diagonal matrices in su(1, 1), which is abelian and hence a Cartan subalgebra. The complexification is sl(2, C) and the associated compact real form issu (2) . The involution fixing su(2) is X → −X * (opposite conjugate transpose). We will work with the standard triangular decomposition
Letθ denote the highest root and normalize the Killing form so that (for the dual form) θ ,θ = 2. For each rootα let hα ∈ a denote the associated coroot defined byα(H) = H, hα for each H ∈ḣ. The inner type assumption, together with the Θ-stability ofḣ, implies that each root spaceġα is contained in eitherk C or inṗ C and thus the roots can be sorted into two types. A rootα is of compact type if the root spaceġα is a subset ofk C ⊂ġ and of noncompact type otherwise, i.e., whenġα ⊂ṗ C . The following proposition is a standard fact. Proposition 1.1. For each simple positive rootγ there exists a Lie algebra homomorphism ιγ : sl(2, C) →ġ which carries the standard triangular decomposition of sl(2, C) (1.3) into the triangular decompositionġ =ṅ − +ḣ +ṅ + and:
(a) in any case ιγ restricts to a homomorphism ιγ : su(2) →u; (b) whenγ is of compact type then ιγ restricts to ιγ : su(2) →k; (c) whenγ is of noncompact type then ιγ restricts to ιγ : su(1, 1) →ġ 0 .
We denote the corresponding group homomorphism by the same symbol. Note that ifγ is of noncompact type, then ιγ induces an embedding of the rank one diagram (0.2) into the finite dimensional group diagram (0.1). For each simple positive rootγ, we use the group homomorphism to set
and obtain a specific representative for the associated simple reflection rγ ∈ W = NU (Ṫ )/Ṫ corresponding toγ. (We will adhere to the convention of using boldface letters to denote representatives of Weyl group elements). Recall that the kernel of exp :ṫ →Ṫ is 2πiŤ . Consequently there is a natural identification Ṫ ≃ Hom(Ṫ , T), where a weightΛ corresponds to the character exp(2πix) → exp(2πiΛ(x)), for x ∈ȧ. Likewise, there is a natural identificatioň T → Hom(T,Ṫ ), where an element h of the coroot lattice corresponds to the homomorphism T →Ṫ given by exp(2πix) → exp(2πixh), for x ∈ R. In addition, let
Then these lattices and bases are also in duality. The elementsΘ 1 , . . . ,Θ r are the fundamental coweights. The affine Weyl group forġ is the semidirect productẆ ∝Ť . For the action oḟ W onḣ R , a fundamental domain is the positive Weyl chamber C. For the natural affine action (1.5) (Ẇ ∝Ť ) ×ȧ →ȧ a fundamental domain is the convex set
(See page 72 of [15] for A 2 and Figure 1 of [13] for G 2 .) The set of extreme points for the closure of C 0 is {0} ∪ { 1 niΘ i }, whereθ = n iαi (these coefficients are compiled in Section 1.1 of [7] ). It is standard to set hδ = r i=1Θ i . Then 2hδ ∈Ť and for each positive rootα, one hasα(hδ) = height(α).
Factorization for Finite Dimensional Groups
By definition, the Birkhoff decomposition ofĠ relative to the triangular decompositionġ =ṅ
If we fix a representative w ∈ NU (Ṫ ) for w ∈Ẇ , then each g ∈ ΣĠ w can be factored uniquely as (2.2) g = lwmau, with l ∈Ṅ − ∩ wṄ − w −1 , ma ∈ṪȦ, and u ∈Ṅ + .
This defines functions l : ΣĠ w →Ṅ − ∩ wṄ − w −1 , m :ΣĠ w →Ṫ , a : ΣĠ w →Ȧ, and u : ΣĠ w →U . For fixed m 0 ∈Ṫ , the subset {g ∈ ΣĠ w : m(g) = m 0 } is a stratum (topologically an affine space). It is therefore sensible and appropriate to refer to ΣĠ w as the "isotypic component of the Birkhoff decomposition ofĠ corresponding tȯ w ∈Ẇ ." However we may occasionally lapse into referring to ΣĠ w as the "Birkhoff stratum corresponding to w." We are interested in describing the induced decomposition ofĠ 0 ⊂Ġ.
We say that the elements of ΣĠ 1 have a triangular factorization since then (2.2) reduces to
and l(g) ∈Ṅ − . The factor d(g) can be explicitly computed in terms of root data by the formula
) is the fundamental matrix coefficient for the highest weight vector corresponding toΛ j .
Factorization in the Compact
Case. Whenṁ is a compact Lie algebra, then we will writeu forṁ andU for the groupṀ inside ofĠ. Given w ∈Ẇ , define
Theorem 2.1. Fix a representative w ∈ NU (Ṫ ) for w. For g ∈ ΣĠ w the unique factorization (2.2) induces a bijective correspondence
Remark 2.1. For fixed m 0 ∈Ṫ , the set {g ∈ ΣU w : m(g) = m 0 } is a stratum, and we will refer to ΣU w as the "isotypic component of the Birkhoff decomposition forU corresponding to w ∈Ẇ ." The quotient of ΣU w byṪ is the usual Birkhoff stratum for the flag spaceU /Ṫ =Ġ/Ḃ + corresponding to w.
We now briefly recall Lu's approach to root subgroup factorization from [8] . This involves the Bruhat decomposition G = ẆḂ + wḂ + . A translation of Lu's results over to the Birkhoff decomposition will be given below.
For ζ ∈ C, we define a function k : C → SU(2) by
..r 1 , where each r j is a reflection and write γ j for the corresponding simple positive root. Then the map
Remarks.
(a) The algorithm for choosing a factorization for w ′ is the following: choose (a simple positive root)γ 1 such that w ′ ·γ 1 < 0, determining r 1 ; chooseγ 2 such that w ′ r 1 ·γ 2 < 0, determining r 2 ; chooseγ 3 such that w ′ r 1 r 2 ·γ 3 < 0, determining r 3 ; and so on. The positive roots flipped to negative roots arė
.r 1 determines a non-repeating sequence of adjacent Weyl chambers
where w ′ j := r j ..r 1 and the step from (w
C then there is a corresponding minimal factorization. (c) A basic example of a factorization of the longest element of the Weyl group for sl(n, C) is the lexicographic factorization
If λ i denotes the functional which selects the i th diagonal entry, and the simple positive rootsα i = λ i − λ i+1 , then the sequence of roots τ is given by
. . .
The Bruhat and Birkhoff decompositions (in this finite dimensional context) are related by translation by w 0 , the unique longest Weyl group element, i.e.
where w = w 0 w ′ . Since we can choose representatives for w, w 0 , and w ′ inU , the same relationship holds on the induced decompositions ofU . In terms of this translation, the following lemma describes how to select the sequence of simple positive roots intrinsically in terms of w (without reference to w 0 and w ′ ). 
C is implemented by the reflection r j . Conversely, given a sequence (C j ) of length n = l(w 0 ) − l(w) consisting of adjacent chambers from C 1 = w −1 C to C n = −C which is minimal, there is a corresponding minimal factorization of w ′ = w −1 0 w. Proof. As we noted above, this is equivalent to the more standard procedure of setting w ′ = w −1 0 w and choosing a reduced factorization w ′ = r n ..r 1 where n = l(w 0 ) − l(w) = l(w ′ ).
Theorem 2.3. Fix w ∈ W (K) and a representative w ∈ NK(T ) for w, then determine positive simple roots γ 1 , . . . , γ n with associated simple reflections r 1 , . . . , r n , and positive roots τ 1 , . . . , τ n as in Lemma 2.1. Set w
(a) Each g ∈ ΣU w has a unique factorization of the form
is a diffeomorphism. (c) If g ∈ ΣU w has the factorization in part (a) then the factor a(g) from (2.2) has the product form
where a + is the function from (2.3).
Proof. This is a translation of Lu's results. We will essentially reproduce the proof in the next subsection.
Remark 2.2. Lu's approach to factorization, for the Bruhat decomposition, extends in a relatively direct way to Kac-Moody groups; see the appendix to [10] . It is algebraic. The translation to the Birkhoff point of view, when we pass to the loop context, injects elements of analysis into the theory. 
Factorization in the Noncompact
as vector spaces. The sumk C +ṅ + p is the parabolic subalgebra ofġ corresponding to the set of simple positive roots of compact type. We denote the corresponding parabolic subgroup ofĠ byṖ =K CṄ + p . We refer to the decompositionġ
as a block triangular decomposition ofġ. ForĠ, the corresponding group-level "block Birkhoff decomposition" is well-known. We will use W (K) = NK(Ṫ )/Ṫ as a model for the Weyl group of (k,ṫ). Then there is a faithful embedding
The components of the "block Birkhoff decomposition" are then indexed by the elements of quotientẆ /W (K).
and the natural mapṄ
Proof. This follows from standard facts about Birkhoff stratification for a generalized flag space; see, for example, the Appendix to [10] .
(a) Each g ∈Ġ 0 has a unique "block triangular factorization"
where l p and u p are the same factors occurring in part (a), w is a representative for some w ∈ W (K), ma ∈ṪȦ,
(e) For each w ∈ W (K), if a representative w for w is fixed then the factorization in part (c) is unique and defines functions l p : ΣĠ
Proof. There is a natural mapĠ 0 /K →Ġ/Ṗ and by Lemma 2.2,Ġ/Ṗ is a union ofṄ − p -orbits indexed by w ∈Ẇ /W (K). The top stratum corresponds to w = 1 inẆ /W (K) and is parameterized byṄ − p . Theorem 5 of [9] shows that this image is contained in the top stratum. This can also be deduced from Lemma 7.9 on page 388 of [6] . Parts (a) and (b) of the theorem now follow from this observation. This also implies that ΣĠ 0 w is empty unless w ∈ W (K) (since W (K) is the 1 iṅ W /W (K)). Hence part (d) follows from this observation as well.
Part (c) is a consequence of the triangular factorization for K C (this is the sense in which triangular factorization for the noncompact inner case reduces to the compact case).
Because of the uniqueness of the factorization in (c), the map in (e) is 1-1. It remains to show the map is onto. Suppose that we are given (l p , l k , t) in the codomain of the map. By definition there exists g 0 ∈Ġ 0 such that
SinceK acts transitively on the flag space (Ḃ − ∩ K C )\K C , we can choose k such that g ′ k has triangular factorization of the form l k wmau k . We can always multiply on the right by a t ′ to obtain the desired t without affecting the other factors. This shows the map is onto.
Corollary 2.1.
(a) The mapĠ 0 →K C given by g → g k is a homotopy equivalence.
is a homotopy equivalence.
We now turn to root subgroup factorization. In the compact case, a special role was played by the function k : C → SU(2) defined by
where a + (ζ) = (1 + |ζ| 2 ) −1/2 . By composing copies of this function with root homomorphisms, interleaving the compositions into a minimal sequence of simple reflections factoring w, and multiplying out the results we were able to parameterize ΣU w . To accommodate the new situation where the simple reflections may be associated to noncompact type roots, and to parameterize ΣĠ 0 w , we define a function q : ∆ → SU(1, 1) by
where
Theorem 2.5. Fix w ∈ W (K) and a representative w ∈ NK(T ) for w, then determine positive simple roots γ 1 , . . . , γ n with associated simple reflections r 1 , . . . , r n , and positive roots τ 1 , . . . , τ n as in Lemma 2.1. Set w
w has a unique factorization g = w ι τn (g(ζ n ))..ι τ1 (g(ζ 1 ))t for some t ∈ T , where if τ j is a noncompact type root, then |ζ j | < 1 and g(ζ j ) = q(ζ j ) from (2.9), and if τ j is a compact type root, then ζ j is unrestricted in C and
w has the factorization in part (a) then the factor a(g) of g from part (c) of Theorem 2.4 has the product form
where a(ζ j ) = a − (ζ j ) if τ j is a noncompact type root and a(ζ j ) = a + (ζ j ) if τ j is a compact type root.
Proof. We must show that the map (2.10)
where g is defined as in part (a), is a diffeomorphism. Here it is understood that if the jth root is of noncompact type, then g(ζ j ) = q(ζ j ) and |ζ j | < 1, and if the jth root is of compact type, then g(ζ j ) = k(ζ j ) and ζ j is unrestricted in C.
We first calculate the triangular decomposition for
where g(ζ j ) = k(ζ j ) when τ j is a compact by induction on n. In the process we will prove part (b), which will be used in the proof of part (a). First note that since τ j = (w ′ j−1 ) −1 · γ j and ι τj preserves triangular factorizations,
is a triangular factorization (the plus/minus case is used for the compact/noncompact root case, respectively). In what follows, we will simply write a(ζ j ) for a ± (ζ j ) since the appropriate sign can be inferred from the type of the corresponding root τ j . Suppose that n = 2. Then (2.11)
where ±ζ j occurs according to whether τ j is a compact/noncompact type root, respectively. The key point is that
Insert this calculation into (2.11). We then see that g (2) has a triangular factorization
Note that with l-factor, the sign difference between the calculations in the compact and noncompact case is only present in the corresponding type of a(ζ 2 ).
To apply induction, we assume that g (n−1) has a triangular factorization
Cf τj ), and (2.14)
We have established this for n − 1 = 1, 2. For n ≥ 2
Now we factor exp(±ζ n e γn ) u ∈ N + as u 1 u 2 , relative to the decomposition
and let
Then g (n) has triangular decomposition
by (2.14). Now suppose that we multiply this triangular decomposition on the left by w (as in part (a)). Because the τ j , j = 1, .., n, are the positive roots which are mapped to positive roots by w, it follows that l (n) will be conjugated by w into another element inṄ − . It follows that g, as defined in part (a), is in ΣĠ 0 w . Now we want to draw some conclusions. First note that the inductive calculation of the triangular decomposition implies part (b) of the Theorem. We can also see that the map (2.10), which has domain a product of disks and affine planes, is 1-1 and open. Because ΣĠ 0 w is connected (by Corollary 2.1), to conclude that the map (2.10) is a diffeomorphism, it suffices to show that the map (2.10) has a closed image in ΣĠ 0 w . Suppose that (g n ) ∞ n=1 is a sequence of elements in the image of (2.10) (these are elements that have root subgroup factorizations), and suppose this sequence converges to g ′ ∈ ΣĠ 0 w . We must show that g ′ has a root subgroup factorization. For each n, consider the unique triangular factorization
, we know that a n → a ′ as n → ∞, and hence the sequence (a n ) ∞ n=1 is bounded inȦ. The formula in part (b) for the a-component, applied to each g n , now implies that associated sequence of parameters in the domain must remain bounded as n → ∞. We can therefore find a subsequence of the sequence of parameters which converges to an element of the domain. The sequence g n will then converge to the group element corresponding to this limiting parameter by continuity. This limit must be g ′ , and hence we obtain a root subgroup factorization for g ′ . This completes the proof.
Haar Measure in Root Subgroup
Coordinates. In closing this first part, we mention one striking feature of root subgroup factorization, the fact that Haar measure is a product in these coordinates. The analogue of this in the compact case is due to Lu in [8] , where she obtains product formulas for Kostant's harmonic forms onU /Ṫ , one of which is the invariant volume onU /Ṫ . The argument here is more direct. 
where g(ζ j ) = k(ζ j ) when τ j is of compact type (resp. g(ζ j ) = q(ζ j ) when τ j is of noncompact type), then Haar measure forĠ 0 is (up to a constant)
where a(ζ j ) = a ± (ζ j ) according to whether τ j is of compact/noncompact type, and where dλṪ (t) denotes Haar measure forṪ .
Remark 2.3. Using the fact that δ(h τ ) is the height of the positive root τ , this formula for Haar measure can be alternatively written as
where we choose the plus sign for compact roots, the negative sign for noncompact roots, ζ τ is understood to be bounded by one when τ is noncompact, and ζ τ = ζ j when τ = τ j ). This shows that the formula we are obtaining for Haar measure does not depend on the choice of ordering of the positive roots τ j (induced by the factorization of w 0 ).
Denote the triangular decomposition for
Recall that g is uniquely determined by l(g) ∈Ṅ − and m(g)Ṫ . The following formula should be attributed to Harish-Chandra:
where (by slight abuse of notation) it is understood that we are restricting Haar measure forṄ − to the intersection ofṄ − with the image of ΣĠ 0 1 . Proof. This is equivalent to proving the coordinate expression
for the invariant measure on the quotientĠ 0 /Ṫ . The value of the density of dλĠ 0 /Ṫ with respect to dλṄ− (l(g)) at l(g) can be computed as follows. Identify the tangent space toṄ − at l(g) with n − by left translation. The derivative at 1 ∈ l(ΣĠ
of left translation by g ∈Ġ 0 is then identified with a linear map from n − (viewed as the tangent space toṄ − at 1) to n − (viewed as the tangent space at l(g)). The reciprocal of the determinant of this map is the value of the density at l(g).
Given X ∈ n − , the curve ε → exp εX represents the corresponding tangent vector at 1 ∈Ṅ − . Let ε → g 0 (ε) denote a lift of this curve toĠ 0 , i.e., l(g 0 (ε)) = exp εX. We can arrange for this lift to have m(g 0 (ε)) = 1 for ε small. Then
represents the image of ε → exp(εX) under left translation by g through these identifications. Let g 0 (ε) = l(ε)a(ε)u(ε) denote the triangular factorization of g 0 (ε). Then
so the derivative of (2.15) at ǫ = 0 is the linear map
where (·) − denotes the projection to n − along the triangular decomposition g = n − + h + n + . We claim that the matrix representing (2.16) in terms of the basis of negative roots is triangular. Indeed, if X ∈ n − is homogeneous of a given height then Ad u(g) (X) = X + X ′ (g) where X ′ (g) is a sum of terms of strictly greater height than that of X because u(g) ∈ N + and thus Ad u(g) is unipotent. Therefore, Ad a(g)u(g) (X) = Ad a(g) (X) + X ′′ (g) where again X ′′ (g) is a sum of terms of height strictly greater than height(X) = height(Ad a(g) (X)) since a(g) ∈ A. Thus, the determinant of (2.16) as a real linear transformation is a(g) raised to twice the sum of the negative roots, i.e., a(g) −4δ . Taking the reciprocal gives the desired formula for the density.
Lemma 2.4. In the ζ coordinates
where a sign is positive if and only if the corresponding root is of compact type.
Remark 2.4. With the same conventions as in Remark 2.3, the formula in Lemma 2.4 can be alternatively written as
which makes it clear that this expression does not depend upon the ordering of the positive roots τ . In a similar way
Together with Lemma 2.3, these formulas immediately imply Theorem 2.6 (as formulated in Remark 2.3).
The basic idea of the proof of Lemma 2.4 is the following. If we write l(g) = exp( x j f τj ), then there is a triangular relationship between the ζ variables and the x variables which is implicit in the proof of Theorem 2.5. To carefully prove this, we need to go back through the induction argument in that proof. This involves a more technical statement, and an algebraic lemma, which is probably well-known.
Lemma 2.5. For n = 1, .., n,
Lemma 2.6. Suppose that n ≤ n. As in the statement and proof of Theorem 2.5 (with w = 1), let
and the expression for Haar measure of this nilpotent group, in the ζ coordinates, is given by
up to a normalization, where a sign is positive if and only if the corresponding root is of compact type.
Proof. If n = 2, then by (2.12),
Together with Lemma 2.5, this completes the proof for n = 1, 2. Now suppose n > 2 and the result holds for n − 1. We need to revisit how we obtained l(g (n) ), beginning after line (2.13) in the induction step for the proof of Theorem 2.5. Recall that
The first term will be the first factor in the ultimate expression for l(g (n) ). The conjugation by a(ζ n ) hτ n will affect volume, and we will consider this below. The last term does not affect l(g (n) ). Consider the product of the other terms, which we rewrite as
by inserting the identity. Since conjugation by w ′ n−1 is a group isomorphism from the lower triangular nilpotent grouṗ
to the upper triangular nilpotent groupṄ
(where u lives) the Haar measure for the first is pushed to the Haar measure for the second. We now consider the decompositioṅ
and we write u = (u) 1 (u) 2 for the corresponding factorization of elements u ∈Ṅ + . The key fact is that, if we set u 0 = exp(±ζ n e γn ), then the map (2.18)
preserves the invariant volume. To see this, trivialize the tangent bundle for the nilpotent groupṄ
− (w ′ n−1 ) −1 using left translation, and fix u. Then derivative for the map (2.18) at u is identified with the linear transformatioṅ
given by
2 ) 1 because the factor map (·) 1 is equivariant for left multiplication by the first factor groupṄ
and invariant for right multiplication by the second factor groupṄ
where (·) 1 now denotes the infinitesimal projection toṅ
+ , this is clearly the compression of a unipotent map onṅ + . Hence, its determinant is 1 at each point u.
Note that exp(±ζ n e γn ) u 1 = exp(±ζ n e γn ) u exp(∓ζ n e γn ) 1 exp(±ζ n e γn ) because exp(±ζ n e γn ) is in the second factor of the nilpotent group decomposition. We finally have
When we conjugate by the factor a(ζ n ) hτ n , we are multiplying the coefficient of f τj by a factor a(ζ n ) −τj (hτ n ) . Using the induction step, this implies that the Haar measure in the statement of the Lemma is of the form 
Applying Lemma 2.5 to the first product completes the proof.
Remark 2.5. In this paper we have avoided Poisson geometry. But we remark that the Liouville measure corresponding to the Evens-Lu Poisson Hamiltonian system on the top stratum ΣĠ 0 1 is given by where Lġ = Lġ ⊕ Cc as a vector space, and in these coordinates We identifyġ with the constant loops in Lġ. Because the extension is trivial overġ, there are embeddings of Lie algebraṡ
There are triangular decompositions
where h =ḣ + Cc and n ± is the smooth completion ofṅ
, respectively. The simple roots for ( L f inġ , Cd + h) are {α j : 0 ≤ j ≤ r}, where
, and theα j are extended to Cd + h by requirinġ α j (c) =α j (d) = 0. The simple coroots are {h j : 0 ≤ j ≤ rkġ}, where
For i > 0, the root homomorphism ι αi is ια i followed by the inclusionġ ⊂ Lġ.
where {fθ,ḣθ, eθ} satisfy the sl(2, C)-commutation relations, and eθ is a highest root vector forġ. The fundamental dominant integral functionals on h are Λ j , j = 0, .., r. We set t = iRc ⊕ṫ and a = h R = Rc ⊕ḣ R .
Loop Groups and Extensions.
Let Π : LĠ → LĠ (Π : LĠ 0 → LĠ 0 ) denote the universal central C * (resp., T) extension of the smooth loop group LĠ (resp. LĠ 0 ). Proof. This follows from Proposition 3.1.
Let N ± denote the subgroups corresponding to n ± . Since the restriction of Π to N ± is an isomorphism, we will always identify N ± with its image, e.g. l ∈ N + is identified with a smooth loop having a holomorphic extension to ∆ satisfying l(0) ∈Ṅ + . Also, set T = exp(t) and A = exp(a). As in the finite dimensional case, for g ∈ N − · T A · N + ⊂ LĠ, there is a unique triangular decomposition
and σ j = σ Λj is the fundamental matrix coefficient for the highest weight vector
and theǎ j are positive integers such thatḣθ = ǎ jḣj (these numbers are also compiled in Section 1.1 of [7] ).
Proposition 3.3.
(a) N ± are stable with respect to Θ, whereas N ± are interchanged by (·) * . Ifg has triangular factorizationg = l · m(g)a(g) · u as in (3.4), then
, then |σ j ( g)| depends only on g = Π( g), and
(d) For g ∈ LĠ 0 and g = Π( g), g has a triangular factorization if and only if g has a triangular factorization. The restriction of the projection LĠ 0 → LĠ 0 to elements with m( g) = 1 is injective.
Proof. (a) and (b) follow from the compatibility of the triangular factorization with respect to Θ and u.
The first part of (c) follows from the fact that the induced extension LĠ 0 is unitary. The formula 3.6 in (c) follows from the fact that if λ ∈ T ,then
where l is the level.
3.3.
A Note on the Rank One Case. In this subsection we will freely use the notation in Section 1 of [11] and [15] (as in section 1 of [11] , we denote the Toeplitz and shifted Toeplitz operators by A and A 1 , respectively).
In the rank one case σ 0 and σ 1 can be concretely realized as "regularized Toeplitz determinants." In the notation of section 6.6 of [15] , a concrete model for the central extension is
, and H + is the subspace of boundary values of holomorphic functions on the disk). In this realization
Proposition 3.4. For g ∈ LĠ 0 , using the notation in Proposition 3.3,
Proof. This follows from (c) of Proposition 3.3.
3.4.
Reduced Sequences in the Affine Weyl Group. The Weyl group W for ( Lġ, Cd + h) acts by isometries of (Rd + h R , ·, · ). The action of W on Rc is trivial. The affine plane d +ḣ R is W -stable, and this action identifies W with the affine Weyl groupẆ ∝Ť and its affine action (1.5) onḣ R (see Chapter 5 of [15] ). In this realization (3.7) r α0 =ḣθ • rθ, and r αi = rα i , i > 0.
In general, given w ∈ W , we write
and we let Inv(w) denote the inversion set of w, i.e. the set of positive roots which are mapped to negative roots by w.
Definition 1.
A sequence of simple reflections r 1 , r 2 , .. in W is called reduced if w n = r n r n−1 ..r 1 is a reduced expression for each n.
Lemma 3.1. Given a reduced sequence of simple reflections {r j }, corresponding to simple positive roots γ j , (a) the inversion set Inv(w n ) = {τ j = w
A reduced sequence of simple reflections determines a non-repeating sequence of adjacent alcoves n−1 r n w n−1 (in particular the wall between C n−1 and C n is fixed by r τn ). Conversely, given a sequence of adjacent alcoves (C j ) which is minimal in the sense that the minimal number of steps to go from C 0 to C j is j, there is a corresponding reduced sequence of reflections.
Definition 2.
A reduced sequence of simple reflections {r j } is affine periodic if, in terms of the identification of W with the affine Weyl group, (1) there exists l such that w l ∈Ť and (2) w s+l = w s • w l , for all s. We will refer to w −1 l as the period (l is the length of the period).
Remarks.
(a) The second condition is equivalent to periodicity of the associated sequence of simple roots {γ j }, i.e. γ s+l = γ s . (b) In terms of the associated walk through alcoves, affine periodicity means that the walk from step l + 1 onward is the original walk translated by w −1 l . We now recall Theorem 3.5 of [13] (this is what we will need in Section 5 for root subgroup factorization of generic loops inĠ 0 ). 3.5. The Basic Framework and Notation. In the remainder of the paper we will mainly be concerned with a slightly restricted loop analogue of (0.1):
where U :=LU , the (simply connected) central circle extension of LU , G :=LĠ, the (simply connected) central C * extension of LĠ, G 0 := (LĠ 0 ) 0 , the identity component of the central circle extension of LĠ 0 , and K := (LK) 0 , the identity component of the central circle extension of LK. There is a corresponding diagram of Lie algebras, where the Lie algebra of G is g =Lġ, and so on.
It will often happen that we can more simply work at the level of loops, rather than at the level of central extensions. We will often state results, for example, in terms of G, but in proving results it is often possible and easier to work with LĠ.
3.6. Contrast with Finite Dimensions. In Part I of this paper (the finite dimensional case), the key fact (depending on the inner assumption) is thaṫ
where the latter summand,ṅ ± p =ṅ ± ∩ṗ C , is an abelian ideal in the parabolic subalgebrak C +ṅ ± p ofġ. This leads to a block (coarse) triangular factorization, which largely reduces the (finite dimensional) inner noncompact case to the compact case.
In the present context there is an analogous decomposition
p ) where each of the two summands is a subalgebra, but the sum is not a Lie algebra, let alone an abelian ideal in a parabolic subalgebra. This is one reason why Birkhoff factorization and root subgroup factorization are so much more subtle for loops intȯ G 0 than forĠ 0 itself.
3.7.
Compact vs Noncompact type roots in g. As before, a root of h on g is said to be of compact type if the corresponding root space belongs to k C , and said to be of non-compact type if the corresponding root space belongs to p C . Here k C = Lk C and p C = n − p + n + p (so this terminology is perhaps less than ideal). Example 3.1. In rank one, the compact type roots are the imaginary roots and the noncompact type roots are the real roots. This is yet another special feature of the rank one case.
Birkhoff Decomposition for Loops
By definition the Birkhoff decomposition of G = LĠ is
If we fix a representative w ∈ N U (T ) for w ∈ W , then each g ∈ Σ G w has a unique Birkhoff factorization
As in the finite dimensional case, for fixed m 0 ∈ T , {g ∈ Σ G w : m(g) = m 0 } is a stratum (diffeomorphic to the product of the Birkhoff stratum for the flag space G/B + corresponding to w with N + ); see Theorem 8.7.2 of [15] . We will refer to Σ G w as the "(isotypic) component of the Birkhoff decomposition of G corresponding to w ∈ W ." One virtue of root subgroup factorization is that it generates many explicit examples of Birkhoff factorizations. 
We refer to Σ U w as the isotypic component of the Birkhoff decomposition for U ; each component consists of a union of strata permuted by the action of T . The theorem provides an explicit parameterization for these strata. We have recalled this result simply for the sake of comparison. Our primary objective is to investigate the Birkhoff decomposition for LĠ 0 . As we stated in the introduction (where we focused on the rank one case), our original expectation was that each of these components would be (modulo a torus) contractible to w. Our main objective in this subsection is to provide examples in the rank one case, for the identity component, which illustrate why this is not true. where a = 1 + |b| 2 , and λ : S 1 → S 1 . If g ∈ LSU (1, 1) (0) , then λ has degree zero, and thus λ has a triangular factorization λ = e ψ− e ψ0 e ψ+ where ψ − = −ψ * + and ψ 0 ∈ iR. Because a is a positive periodic function, it will have a triangular factorization a = e χ− e χ0 e χ+ where χ − = χ * + and χ 0 ∈ R. We can always multiply g on the left (right) by something in B − (B + , respectively) without affecting the question of whether g has a triangular factorization. For example in determining whether g has a triangular factorization, we can ignore the exp(ψ − + ψ 0 ) factor in λ, because this can be factored out on the left. We will use this observation repeatedly (note that we can recover ψ − from ψ + , and the zero mode is inconsequential).
Birkhoff Decomposition for G
There is a factorization of a b b a as the product 
has a triangular factorization. Note that the (2, 2) entry of the right hand side equals aa * e −2χ0 . We directly calculate the kernel of the Toeplitz operator associated to this loop. We obtain the equations (for
We can solve the first equation for f 1 . The second equation becomes
If we set b 2 = b 1 e χ0 = be −χ−+χ+ , then this can be rewritten as
If we set F = e 2ψ+ f 2 , then we see that there exists a nontrivial kernel if and only if there exists nonzero F ∈ H + such that 
then g is a loop in the identity component of LSU (1, 1) and does not have a Riemann-Hilbert factorizaton, hence also does not have a triangular factorization.
Remark 4.1. There is a naive idea which would seem to suggest that triangular factorization should always hold -the example above shows this idea is flawed. Consider the symplectic form on Ω 0 (S 1 ; R 2 ) given by
This is LSU (1, 1) invariant. The complex extension is given by the same formula, and the shifted Hardy polarization, where the standard ordered basis is split in the following way
is a Lagrangian splitting. Unfortunately this standard ordered basis, with the given splitting, is not standard in the sense of symplectic geometry, because the pairings of vectors on the left and their conjugates on the right alternate between ±1. If this idea had any validity, it would imply that the shifted Toeplitz operator A 1 would be invertible for all loops, and this is false (for example for diagonal loops which are not in the identity component). The problem is that we need something that is special to the identity component. This sort of argument applies to the entire loop group.
4.3.
Birkhoff Decomposition for nonidentity components of LĠ 0 . Consider the rank one case and the problem of finding the Birkhoff factorization for g which is of the form g = z −n 0 0 z n g 0 , where g 0 is in the identity component and has a known triangular factorization (as for example in Theorem 0.1), and n > 0. Write
Factor l as
where L ′ ∈ N − . Consequently to find the Birkhoff factorization for g, it suffices to find the factorization for the triangular matrix valued function 
where y 1 = −η 1 and y 0 = −η 0 (1 − η 1η1 ) (note |y 0 |, |y 1 | < 1). 
is invertible, and (b) the shifted Toeplitz operator A 1 is invertible if and only if the Toeplitz matrix
Proof. The Fredholm indices for both operators are zero, so we need to check the kernels. Part (a): Suppose that
This equation implies h k = 0 for k ≥ n. These equations have the matrix form
where f (resp. h) is the vector of coefficients of f (resp. h) and A ′ is the n × n Toeplitz matrix
This implies part (a). Part (b): Suppose that
These equations have the matrix form
where A ′′ is the n × n Toeplitz matrix
This implies part (b). 
In this case g ∈ Σ LSU(1,1) (−1) 1 . When c 1 → 0 this "degenerates" to a Birkhoff factorization
. When c 0 → 0 this "degenerates" to a Birkhoff factorization
When both c 0 , c 1 → 0 this goes to
, where in the Weyl group
These calculations show that we are obtaining loops in the corresponding strata, despite the fact that neither r 0 nor r 1 are represented by loops inK = S 1 . Moreover the conditions on c 0 , c 1 above show that there is something topologically nontrivial about the intersection of the Σ r1 component with the n = −1 connected component.
Root subgroup factorization for generic loops inĠ 0
Our objective in this section is to prove analogues of Theorems 4.1, 4.2, and 5.1 of [13] , for generic loops inĠ 0 (which is always assumed to be of inner type). The structure of the proofs in this noncompact context is basically the same as in [13] . But there are differences, and in this paper we will present all of the details in this generic context. In order to obtain formulas for determinants of Toeplitz operators, as in Theorem 0.4, we have to work with the central extension LĠ.
Throughout this section we choose a reduced sequence {r j } ∞ j=1 as in Theorem 3.1, part (a). We set w j = r j ...r 1 and
Remark 5.1. Note thatẇ 0 is a representative for the longest element of the Weyl groupẆ ofĠ. The affine Weyl group W does not have such an element. In Section 2 the finite dimensional expression corresponding to w j was denoted w ′ j in an effort to separate the equivalent Birkhoff and Bruhat viewpoints. Here, these viewpoints are not equivalent, and we are only concerned with the Birkhoff point of view, so we suppress the primes from the notation.
As before, for ζ ∈ C, let a + (ζ) = (1 + |ζ| 2 ) −1/2 and
5.1. Generalizations of Theorem 0.1.
Theorem 5.1. Suppose that g 1 ∈ L f inĠ0 and Π( g 1 ) = g 1 . Consider the following three statements: (I.1) m( g 1 ) = 1, and for each complex irreducible representation V (π) forĠ, with lowest weight vector φ ∈ V (π), π(g 1 ) −1 (φ) is a polynomial in z (with values in V ), and is a positive multiple of φ at z = 0. (I.2) g 1 has a factorization of the form
where g(η j ) = k(η j ) for some η j ∈ C (resp. g(η j ) = q(η j ) for some η j ∈ ∆) when τ j is a compact type (resp. non-compact type) root. Moreover, in the notation of (I.2),
Similarly, suppose that g 2 ∈ L f inĠ0 and Π( g 2 ) = g 2 . Consider the following three statements:
(II.1) m( g 2 ) = 1, and for each complex irreducible representation V (π) forĠ, with highest weight vector v ∈ V (π), π(g 2 ) −1 (v) is a polynomial in z (with values in V ), and is a positive multiple of v at z = 0. (II.2) g 2 has a factorization of the form
for some ζ j ∈ ∆. (II.3) g 2 has triangular factorization of the form g 2 = l 2 a 2 u 2 , where l 2 ∈Ṅ
Then statements (II.1) and (II.3) are equivalent. (II.2) implies (II.1) and (II.3). Also, in the notation of (II.2),
Remark 5.2. Note that we are not making any attempt to characterize the set of l 1 that arise in (I.3) (and similarly for the set of l 2 in (II.3) ). In the course of the following proof of Theorem 5.1, we will prove a version of this conjecture, in the rank case, which completes the proof of Theorem 0.1 (see Remark 5.3 below).
Proof. The two sets of implications are proven in the same way. We consider the second set.
We first want to argue that (II.2) implies (II.3). We recall that the subalgebra n − ∩ w −1 n−1 n + w n−1 is spanned by the root spaces corresponding to negative roots −τ j , j = 1, .., n. The calculation is the same as in the proof of Theorem 2.5. In the process we will also prove the product formula for a 2 .
The equation (5.1) implies that
j−1 exp(±ζ j e γj )w j−1 is a triangular factorization. Here, a(ζ j ) = a ± (ζ j ) and the plus/minus case is used when τ j is a compact/noncompact type root, respectively.
Let
The key point is that
Insert this calculation into (5.4). We then see that g (2) has a triangular factorization
(the last equality holds because a two dimensional nilpotent algebra is necessarily commutative).
Cf τj ),
Cf τj ), and
where u = w n−1 exp(ζ n−1 f τn−1 ) lw
relative to the decomposition
This implies the induction step. This calculation shows that (II.2) implies (II.3). It also implies the product formula for (5.3) a 2 .
Remark 5.3. In reference to Conjecture 5.1, we observe that the preceding calculation shows that we have a map (using the notation we have established above)
where ζ j ranges over either the complex plane or a disk, depending on whether the jth root is of compact or noncompact type. The calculation also show that the map is 1-1 and open. We claim that the image of this map is closed in
Cf τj ) : ∃ g 2 having triangular factorization g 2 = l 2 a 2 u 2 }. This follows from the product formula for a 2 , which shows that as the parameters tend to the boundary, the triangular factorization fails. This implies that the image of the map is the connected component which contains l 2 = 1. This does prove the implication (II.2) implies (II.3) in Theorem 0.1, because n is fixed in the statement of that theorem, but this does not complete the proof of Conjecture 5.1. The difficulty is that we do not know how to formulate statements (I.1) and (II.1) in the general case in a way that regards n as fixed.
It is obvious that (II.3) implies (II.1). In fact (II.3) implies a stronger condition. If (II.3) holds, then given a highest weight vector v as in (II.1), corresponding to highest weightΛ, then
2 )v is holomorphic in ∆ and nonvanishing at all points. However we do not need to include this nonvanishing condition in (II.1), in this finite case.
It remains to prove that (II.1) implies (II.3). Because g 2 is determined by g 2 , as in Lemma 3.3, it suffices to show that g 2 has a triangular factorization (with trivial T component). Hence we will slightly abuse notation and work at the level of loops in the remainder of this proof.
To motivate the argument, suppose that g 2 has triangular factorization as in (II.3). Because u 2 (0) ∈Ṅ + , there exists a pointwiseĠ-triangular factorization
which is certainly valid in a neighborhood of z = 0; more precisely, (5.9) exists at a point z ∈ C if and only ifσ
When (5.9) exists (and using the fact that g 2 is defined on C * in this algebraic context),
This implies
This is a pointwiseĠ-triangular factorization of g
, which is certainly valid in a punctured neighborhood of z = 0. The important facts are that (1) the first factor in (5.10)
does not have a pole at z = 0; (2) for the third (upper triangular) factor in (5.10), the factorization
is a LĠ-triangular factorization ofu(g −1
2 ) −1 ∈ LṄ + , where we viewu(g −1
2 ) −1 as a loop by restricting to a small circle surrounding z = 0; and (3) because there is an a priori formula for a 2 in terms of g 2 (see (3.5)), we can recover l 2 and (the pointwise triangular factorization for) u 2 ) −1 ) (by (5.12)), and
We remark that this uses the fact that g 2 is defined in C * in an essential way. Now suppose that (II.1) holds. In particular (II.1) implies thatσ i (g −1 2 ) has a removable singularity at z = 0 and is positive at z = 0, for i = 1, .., r. Thus g has a pointwiseĠ-triangular factorization as in (5.10), for all z in some punctured neighborhood of z = 0.
We claim that (5.11) does not have at pole at z = 0. To see this, recall that for an n × n matrix g = (g ij ) having an LDU factorization, the entries of the factors can be written explicitly as ratios of determinants:
where σ k is the determinant of the k th principal submatrix, σ k = det((g ij ) 1≤i,j≤k ); for i > j,
and for i < j,
Apply this to g = g
in a highest weight representation. Then (5.14), together with (II.1), implies the claim.
The factorization (5.12) is unobstructed. Thus it exists. We can now read the calculation backwards, as in (5.13), and obtain a triangular factorization for g 2 as in (II.3) (initially for the restriction to a small circle about 0; but because g 2 is of finite type, this is valid also for the standard circle). This completes the proof.
In the C ∞ analogue of Theorem 5.1, it is necessary to add further hypotheses in parts I.1 and II.1; see (5.8) . To reiterate, we are now assuming that the sequence {r j } ∞ j=1 is affine periodic.
Theorem 5.2. Suppose that g 1 ∈ LĠ 0 and Π( g 1 ) = g 1 . Consider the following three statements:
(I.1) m( g 1 ) = 1, and for each complex irreducible representation V (π) forĠ, with lowest weight vector φ ∈ V (π), π(g 1 ) −1 (φ) has holomorphic extension to ∆, is nonzero at all z ∈ ∆, and is a positive multiple of v at z = 0. (I.2) g 1 has a factorization of the form
where g(η j ) = k(η j ) for some η j ∈ C (resp. g(η j ) = q(η j ) for some η j ∈ ∆) when τ j is a compact type (resp. non-compact type) root and the sequence (η j ) Moreover, in the notation of (I.2),
Similarly, suppose that g 2 ∈ LĠ 0 and Π( g 2 ) = g 2 . Consider the following three statements:
(II.1) m( g 2 ) = 1; and for each complex irreducible representation V (π) forĠ, with highest weight vector v ∈ V (π), π(g 2 ) −1 (v) ∈ H 0 (∆; V ) has holomorphic extension to ∆, is nonzero at all z ∈ ∆, and is a positive multiple of v at z = 0. (II.2) g 2 has a factorization of the form
where g(ζ j ) = k(ζ j ) for some ζ j ∈ C (resp. g(ζ j ) = q(ζ j ) for some ζ j ∈ ∆) when τ j is a compact type (resp. non-compact type) root and the sequence (ζ j ) In Remark 5.4, at the end of the following proof, we will indicate how we envision proving this conjecture. The issue in this C ∞ context involves analysis, and we are not as confident in the truth of this Conjecture 5.2.
The hypothesis of (II.1) implies that both C 1 and C * n have holomorphic extensions to ∆ (in the latter case, by considering the dual representation). Now suppose that f ∈ H + is in the kernel of A(g 2 ). Then (5.17) (C * j f ) + = 0, j = 1, .., n, where (·) + denotes projection to H + . Since C * n has holomorphic extension to ∆, (C * n f ) + = C * n f and therefore C * n f is identically zero on S 1 by (5.17). This implies that for z ∈ S 1 , f (z) is a linear combination of the n − 1 columns C j (z), j < n. We write
where the coefficients are functions on the circle (defined a.e.). Now consider the pointwise wedge product of C n vectors
The vectors C 1 ∧ .. ∧ C j extend holomorphically to ∆, and never vanish, for any j, by (II.1) (by considering the representation j (C n )). Since f also extends holomorphically, this implies that λ n−1 has holomorphic extension to ∆. Now
by (5.17) and duality.
Since the right hand side is holomorphic in ∆, by (5.17) (for j = n − 1) λ n−1 vanishes identically. This implies that in fact f is a (pointwise) linear combination of the first n − 2 columns of g −1 2 . Continuing the argument in the obvious way (by next wedging f with C 1 ∧..∧C n−3 to conclude that λ n−2 must vanish), we conclude that f is zero. This implies that ker(A(g 2 )) = 0. SinceĠ is simply connected, A(g 2 ) has index zero. Hence A(g 2 ) is invertible. This implies (II.3).
It is obvious that (II.3) implies (II.1); see (5.8). Thus (II.1) and (II.3) are equivalent.
Before showing that (II.2) implies (II.1) and (II.3), we need to explain why the C ∞ limit in (II.2) exists. We first consider the projection of the product in LK. Because g(ζ j ) = 1 + O(|ζ j |) as ζ j → 0, the condition for the product in (II.2) to converge absolutely is that ζ n converges absolutely. So g 2 certainly represents a continuous loop.
We will now calculate the derivative formally. In this calculation, we let g
denote the product up to n, and
Ad(g (n−1) )
Because we are using an affine periodic sequence of simple reflections (with period w
l τ 2 , and so on. In general, writing τ j = k(j)d * −α(j) as above, and using Proposition (4.9.5) of [15] to calculate the coadjoint action,
Becauseα(w l ) > 0, for allα > 0, it follows that q(n) is asymptotically n. Because Ad(g (n−1) ) is orthogonal, (5.18) implies that
by Bessel's inequality. This is comparable to
2 is uniformly bounded in n. Thus g 2 is W 1 (the L 2 Sobolev space) whenever (ζ j ) ∈ w 1 . Higher derivatives can be similarly calculated. This shows that if ζ ∈ w n , then g 2 ∈ W n . Hence if ζ ∈ c ∞ , the Frechet space of rapidly decreasing sequences, then g 2 ∈ C ∞ . Together with Proposition 3.3, this does imply that the product in (II.2) converges in LĠ 0 . But to explain this further, note that
converges, because Λ 0 (h τj ) is asymptotically j. It then follows clearly from (3.4) and (3.5) that the lifted product in (II.2) converges. Now suppose that (II.2) holds. The map from ζ to g 2 is continuous, with respect to the standard Frechet topologies for rapidly decreasing sequences and smooth functions. The product (5.16) is also a continuous function of ζ, and hence is nonzero. This implies that g 2 has a triangular factorization which is the limit of the triangular factorizations of the finite products g Remark 5.4. We now want to give a naive argument for Conjecture 5.2. Suppose that we are given g 2 as in (II.1) and (II.3). Recall that l 2 has values inṄ + . We can therefore write
(the use of x * for the coefficients is consistent with our notation in the SU (1, 1) case, see (II.3) of Theorem 0.1).
As a temporary notation, let X denote the set of g 2 as in (II.1) and (II.3); x * is a global linear coordinate for this space. We consider the map
This map induces bijective correspondences among finite sequences ζ, g 2 ∈ X ∩ L f inK and finite sequences x * , and the maps ζ to x * and x * → ζ are given by rational maps; however (although it seems likely) it is not known that the limits of these rational maps actually make sense even for rapidly decreasing sequences (see the Appendix of [11] for the SU (2) case). We will use an inverse function argument to show that the map (5.21) has a global inverse (technically, to apply the inverse function theorem, we should consider the maps of Sobolev spaces w n → X n , where X n is the W n completion of X, but we will suppress this).
Given a variation of ζ, denoted ζ ′ , we can formally calculate the derivative of this map,
As before it is clear that this is convergent, so that (5.21) is smooth. At ζ = 0 this is clearly injective with closed image, so that there is a local inverse. Consider more generally a fixed g 2 ∈ X ∩ L f inĠ0 , so that g (n−1) 2 = g 2 for large n. Recall that the root spaces for the τ n are independent and fill outṅ − (zC[z]). Given a variation such that g −1 2 g ′ 2 = 0, the terms in the last sum in the derivative formula (5.22) must be zero for large n. But we know that the map (5.21) is a bijection on finite ζ. Thus for a variation of a finite number of ζ j which maps to zero, the variation vanishes. It is clear that the image of the derivative (5.22) is closed. The image is therefore the tangent space to X (because we know that finite variations will fill out a dense subspace of the tangent space). This implies there is a local inverse. This local inverse is determined by its values on finite x * , and hence there is a uniquely determined global inverse. This shows that (II.1) and (II. Proof. Our strategy of proof is the following. We will first show that in part (a), (ii) implies (i). In the process we will prove part (b). We will then show that (i) implies (ii).
Suppose that we are given g as in (ii) Thus, (ii) implies (i) in part (a). At the same time this also implies part (b). Now we need to show that (i) implies (ii). For this direction, there is not any need to consider the central extension, so we will no longer use tildes for group elements.
Suppose g = lmau, as in ( 
Comments on the Rank One Case
In this section we revisit the assertions in the introduction concerning the rank one case,Ġ 0 = SU (1, 1) . The various theorems in the text reduce to the assertions in the Introduction, e.g. the last condition in (i) in Theorem 5.3, that l(z), u −1 (z) ∈ G 0Ḃ + , is equivalent to the condition in Theorem 0.3 that the boundary values l 21 /l 11 and u 21 /u 22 are < 1 in magnitude on S 1 , and part (b) of Theorem 5.3, together (5.15) and (5.16), specialize to the statements of Theorem 0.4. However our intent is to actually spell out the content of the assertions from scratch, especially the algorithm for factoring a loop into SU (1, 1). It is convenient to slightly rewrite these factorizations as where X = a −2 2 x. As in [11] , given these triangular factorizations for g 1 and g 2 , we can derive the triangular factorization for g as follows: The product of the middle three factors is upper triangular, and it is easy to find its triangular factorization. Thus g = l(g)m(g)a(g)u(g), where (6.5) 
