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Abstract
In this paper a ∗-algebra of regular functions on the Shilov boundary S(D) of
bounded symmetric domain D is constructed. The algebras of regular functions on
S(D) are described in terms of generators and relations for two particular series
of bounded symmetric domains. Also, the degenerate principal series of quantum
Harish-Chandra modules related to S(D) = Un is investigated.
1 Introduction
Quantum Harish-Chandra modules (see the next Sec.) form a broad class of infinite
dimensional representations of quantum universal enveloping algebras. Construction and
classification of simple quantum Harish-Chandra modules are important open problems
(cf. [1]).
In this paper we investigate a quantum analog of degenerate principal series realized
in the spaces of regular functions on the Shilov boundary of bounded symmetric domain
of tube type [2].
Let (aij)i,j=1,...,l be a Cartan matrix of positive type, g the corresponding simple com-
plex Lie algebra. So the Lie algebra can be defined by the generators ei, fi, hi, i = 1, ..., l,
and the well-known relations (see [3]). Let h be the linear span of hi, i = 1, ..., l. Fix
simple roots {αi ∈ h
∗|i = 1, ..., l} via αi(hj) = aji. Also, let {̟i|i = 1, ..., l} be the
fundamental weights and P =
⊕l
i=1 Z̟i the weight lattice.
Fix l0 ∈ {1, ..., l} and the Lie subalgebra k ⊂ g generated by
ei, fi, i 6= l0; hi, i = 1, ..., l.
We consider Lie algebras g equipped with Z-grading as follows:
g = g−1 ⊕ g0 ⊕ g+1, gj = {ξ ∈ g| [h0, ξ] = 2jξ}, (1)
where h0 ∈ h and
αi(h0) = 0, i 6= l0; αl0(h0) = 2.
Let δ be the maximal root, and δ =
∑l
i=1 ciαi. (1) holds if and only if cl0 = 1. In this
case g0 = k and we call the pair (g, k) a Hermitian symmetric pair.
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Harish-Chandra established the one-to-one correspondence between Hermitian sym-
metric pairs and irreducible bounded symmetric domains considered up to biholomorphic
isomorphisms [2].
LetW be the Weyl group of the root system R, w0 ∈ W the element of maximal length.
The irreducible bounded symmetric domain D related to the pair (g, k) is a domain of
tube type if and only if ̟l0 = −w0̟l0.
Fix a Hermitian symmetric pair (g, k). Let G be a connected simply connected complex
Lie group with Lie (G) = g and K ⊂ G a connected complex Lie subgroup with Lie (K) =
k. Consider the Lie subalgebra p ⊂ g generated by ei, hi, i = 1, ..., l, and fj, j 6= l0. There
is the corresponding connected complex Lie subgroup P ⊂ G. The homogeneous space
G/P is a simply connected projective variety.
There exists a distinguished noncompact real form G0 of G with a unique closed G0-
orbit in G/P [2]. The Shilov boundary S(D) corresponds to it under the Borel embedding
i : D →֒ G/P . These reasons allow us to obtain quantum analogs of regular functions on
the Shilov boundary and series of Harish-Chandra modules related to it. This approach
to the quantum Shilov boundaries belongs to L. Vaksman (private communication).
2 Quantum analog of algebra of regular functions on
the Shilov boundary
In this section we introduce quantum analogs of regular functions on the Shilov boundaries
S(D) of bounded symmetric domains D of tube type.
First of all, recall some notions from the quantum group theory [3]. In the sequel the
ground field is C, q ∈ (0, 1), and all algebras are associative and unital.
Denote by di > 0, i = 1, . . . , l, such coprime numbers that the matrix (diaij)i,j=1,...,l is
symmetric. Recall that the quantum universal enveloping algebra Uqg is a Hopf algebra
defined by the generators Ki, K
−1
i , Ei, Fi, i = 1, 2, . . . , l and the relations:
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
KiEj = q
aij
i EjKi, KiFj = q
−aij
i FjKi,
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
1−aij∑
m=0
(−1)m
[
1− aij
m
]
qi
E
1−aij−m
i EjE
m
i = 0,
1−aij∑
m=0
(−1)m
[
1− aij
m
]
qi
F
1−aij−m
i FjF
m
i = 0,
where qi = q
di , 1 ≤ i ≤ l and[m
n
]
q
=
[m]q!
[n]q![m− n]q!
, [n]q! = [n]q . . . [2]q[1]q, [n]q =
qn − q−n
q − q−1
.
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The comultiplication ∆, the counit ε, and the antipod S are defined on generators by
the following formulas:
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi, ∆(Ki) = Ki ⊗Ki,
S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi, S(Ki) = K
−1
i ,
ε(Ei) = ε(Fi) = 0, ε(Ki) = 1.
We need two important classes of Uqg-modules [4]. A representation ρ : Uqg→ EndV is
called weight (and V is called a weight module, respectively), if V admits a decomposition
into a sum of weight subspaces
V =
⊕
λ
Vλ, Vλ = {v ∈ V | ρ(K
±1
j )v = q
±λj
j v, j = 1, ..., l},
where λ = (λ1, ..., λl) ∈ Z
l. The subspace Vλ is called a weight subspace of weight λ.
Let Uqk ⊂ Uqg be a Hopf subalgebra generated by Ei, Fi, i = 1, ..., l, i 6= l0 andK
±1
j , j =
1, ..., l. A finitely generated weight Uqg-module V is called a quantum Harish-Chandra
module if V is a sum of finite dimensional simple Uqk-modules and dimHomUqk(W,V) <∞
for every finite dimensional simple Uqk-module W .
We restrict our consideration to quantum Harish-Chandra modules only.
Equip Uqg with a ∗-Hopf algebra structure via the antilinear involution ∗:
E∗l0 = −Kl0Fl0, F
∗
l0
= −El0K
−1
l0
, K∗l0 = Kl0 ,
E∗j = KjFj , F
∗
j = EjK
−1
j , K
∗
j = Kj, j 6= l0.
Recall the notion of quantum analog of the algebra C[G] of regular functions on G [3].
Denote by C[G]q ⊂ (Uqg)
∗ the Hopf subalgebra of all matrix coefficients of weight
finite dimensional Uqg-representations. C[G]q is a Uqg-module algebra:
(ξf)(η) = f(ηξ), ξ, η ∈ Uqg, f ∈ C[G]q.
The algebra C[G]q is called the algebra of regular functions on the quantum group G.
Introduce special notations for the elements of C[G]q [5]. Consider the finite dimen-
sional simple Uqg-module L(̟l0) with the highest weight ̟l0 ∈ P+. Equip it with an
invariant scalar product (·, ·) (as usual in the compact quantum group theory [5]). Fol-
lowing N. Reshetikhin and V. Lakshmibai (see [6]), choose nonzero vectors {vµ} ∈ L(̟l0)µ
for all weights µ ∈ W̟l0. Let
cλ,µ(ξ) =
(ξvµ, vλ)
‖vµ‖ ‖vλ‖
µ, λ ∈ W̟l0.
For brevity, put
t = c̟l0 ,−̟l0 , t
′ = c̟l0 ,̟l0 .
Denote by C[X ]q ⊂ C[G]q the minimal Uqg-module subalgebra generated by t.
Equip C[X ]q with an antilinear involution ∗ compatible with the involution in Uqg,
i.e.
(ξf)∗ = (S(ξ))∗f ∗, ξ ∈ Uqg, f ∈ C[X ]q.
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Proposition 1 There exists a unique involution ∗ which equips the algebra C[X ]q with
the (Uqg, ∗)-module algebra structure, such that t
∗ = q(̟l0 ,ρ)t′, where ρ is the half-sum of
positive roots and the scalar product is defined by (αi, αj) = diaij.
Let x = tt∗. Recall that C[X ]q is an integral domain.
Proposition 2 1. xZ+ is an Ore set.
2. There exists a unique extension of the (Uqg, ∗)-module algebra structure from C[X ]q
to the localization C[X ]q,x of C[X ]q with respect to the multiplicative set x
Z+ .
Equip C[X ]q,x with the Uqg-invariant Z-grading by deg t = 1. (E.g. deg(c̟l0 ,µ) = 1
for all weights µ ∈ W̟l0.)
Define the subalgebra C[S(D)]q = {f ∈ C[X ]q,x| deg f = 0}. This subalgebra inherits
the (Uqg, ∗)-module algebra structure. This algebra is a quantum analog of the algebra of
regular functions on the Shilov boundary S(D) of a bounded symmetric domain of tube
type.
3 Examples of algebras of regular functions on the
Shilov boundaries
We repeat below the general construction from the previous Sec. for the special case g =
slN . A Hermitian symmetric pair (g, k) is related to the irreducible bounded symmetric
domain of tube type only if N = 2n and l0 = n. The corresponding bounded symmetric
domain is the unit ball in the standardly normed space of complex matrices D = {A ∈
Matn,n|AA
∗ ≤ I}. The Shilov boundary is isomorphic to the closed SUn,n-orbit of the
Grassmanian Grn(C
2n) under the Borel embedding.
Recall the well known notation Uqsun,n for the ∗-Hopf algebra (Uqsl2n, ∗) and C[Mat2n]q
for the quantum 2n × 2n-matrix space defined by the generators {tij}i,j=1,...,2n and the
relations (cf. [21])
tiktjk = qtjktik, tkitkj = qtkjtki, i < j,
tijtkl = tkltij , i < k & j > l, (2)
tijtkl − tkltij = (q − q
−1)tiktjl, i < k & j < l.
q-minors are defined as follows:
t∧kIJ
def
=
∑
s∈Sk
(−q)l(s)ti1js(1) · · · tikjs(k), (3)
for any I = {i1, . . . , ik}, 1 ≤ i1 < . . . < ik ≤ 2n, J = {j1, . . . , jk}, 1 ≤ j1 < . . . < jk ≤ 2n;
here l(s) denotes the length of a permutation s. For brevity, put detq T = t
∧2n
{1,...,2n} {1,...,2n}.
The algebra C[G]q is obtained from C[Mat2n]q by completing the list of relations with the
relation detq T = 1.
The Uqsl2n-module algebra C[X ]q ⊂ C[G]q is generated by the q-minors t
∧n
{1,...,n} J for
all J with card J = n.
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The compatible involution on C[X ]q is given by t
∗ = q
n(n+1)
2 t′. The elements t
def
=
t∧n{1,...,n}{n+1,...,2n}, t
′ = t∧n{n+1,...,2n}{1,...,n}, and x = tt
∗ quasi-commute with tij for all i, j =
1, . . . , 2n.
Consider the ∗-algebra C[X ]q,x. Obtain a description for the subalgebra of zero-degree
elements of C[X ]q,x.
Let C[Matn]q ⊂ C[X ]q,x be the subalgebra generated by
zba
def
= t−1t∧n{1,2,...,n}Ja b , where Ja b = {n + 1, n+ 2, . . . , 2n} \ {2n+ 1− b} ∪ {a}
The defining relations between zba are similar to (2) [7]:
zb1a z
b2
a = qz
b2
a z
b1
a , b1 < b2,
zba1z
b
a2 = qz
b
a2z
b
a1 , a1 < a2,
zb1a1z
b2
a2
= zb2a2z
b1
a1
, b1 < b2& a1 > a2,
zb1a1z
b2
a2 − z
b2
a2z
b1
a1 = (q − q
−1)zb2a1z
b1
a2 , b1 < b2& a1 < a2.
Similarly to (3), put z
∧k{b1,...,bk}
{a1,...,ak}
def
=
∑
s∈Sk
(−q)l(s)z
bs(1)
a1 . . . z
bs(k)
ak , where a1 < . . . <
ak, b1 < . . . < bk and detq z
def
= z
∧n{1,...,n}
{1,...,n} . It is easy to prove that detq z = t
−1t′. The
algebra C[S(D)]q is isomorphic to the localization of the algebra C[Matn]q with respect
to the Ore system (detq z)
Z+ and
(zba)
∗ = (−q)a+b−2n(detqz)
−1detqz
b
a,
where detq z
b
a is the q-determinant of the matrix derived from z by deleting the line b and
the column a.
The Uqsun,n-action on C[S(D)]q can be described explicitly:
K±1n z
b
a =

q±2zba, a = n & b = n
q±1zba, a = n & b 6= n or a 6= n & b = n
zba, otherwise,
Fnz
b
a = q
1/2 ·
{
1, a = n & b = n
0, otherwise,
Enz
b
a = −q
1/2 ·

q−1zna z
b
n, a 6= n & b 6= n
(znn)
2, a = n & b = n
znnz
b
a, otherwise
and for all k 6= n
K±1k z
b
a =

q±1zba, k < n & a = k or k > n & b = 2n− k,
q∓1zba, k < n & a = k + 1 or k > n & b = 2n− k + 1,
zba, otherwise,
Fkz
b
a =q
1/2 ·

zba+1, k < n & a = k,
zb+1a , k > n & b = 2n− k,
0, otherwise,
Ekz
b
a =q
−1/2 ·

zba−1, k < n & a = k + 1,
zb−1a , k > n & b = 2n− k + 1,
0, otherwise.
The ∗-algebra C[S(D)]q is isomorphic to the algebra of regular functions on the quan-
tum group Un [8]. The latter algebra was equipped with the Uqk-module algebra structure.
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Our general construction gives us hidden symmetry (additional structure of Uqg-module
algebra).
Now turn to type Cn Lie algebras. Fix g = sp2n. The pair (g, k) is Hermitian symmetric
only if k = gln. In this case the bounded symmetric domain is the unit ball in the
standardly normed space of complex symmetric n × n-matrices. The ∗-Hopf algebra
(Uqsp2n, ∗) is a quantum analog of the universal enveloping algebra Usp2n(R).
We need an algebra C[Matsymn ]q defined by the generators zij for 1 ≤ j ≤ i ≤ n and
the relations1
ziizki = q
2zkizii, i < k
zkizkk = q
2zkkzki, i < k
zijzik = qzikzij , j < k < i
zijzkj = qzkjzij , j < i < k
zijzkl = zklzij , j < l ≤ k < i
ziizjj = zjjzii + q(q
2 − q−2)z2ji, i < j
ziizjk = zjkzii + (q
2 − q−2)zkizji, i < k < j
zikzjj = zjjzik + (q
2 − q−2)zjkzji, k < i < j
zijzkl = zklzij + (q − q
−1)(qzlizkj + zkizlj), j < i < l < k
zijzkl = zklzij + (q − q
−1)zilzkj, j < l < i < k
zijzkl = qzklzij + (q − q
−1)zilzkj, j < i = l < k
Remark. The algebra generated by linear functionals on {zij} was introduced in [9], where
it was considered as a Uqk-module algebra.
Denote a quantum analog of determinant of symmetric matrix
detsymq z
def
=
∑
s∈Sn
(−q)−l(s)qn−
∑n
i=1 δis(i)zs(n)n · . . . · zs(1) 1
with zkl = q
−2zlk for l > k.
Similarly to the case An, the algebra C[S(D)]q is isomorphic to the localization of the
algebra C[Matsymn]q with respect to the Ore system (det
sym
q z)
Z+ with the involution
z∗nn = det
sym
q znn(det
sym
q z)
−1,
where detsymq znn is the q-determinant of the matrix derived from z by deleting the line n
and the column n.
From the general construction, C[S(D)]q is equipped with the (Uqsp2n, ∗)-module al-
gebra structure. The Uqsp2n-action is described explicitly via the following:
Knzij =

q4zij , i = j = n,
q2zij , i = n > j or j = n > i,
zij , otherwise.
Fnzij = q
{
zij , i = j = n,
0, otherwise.
Enzij = −q
{
znnzij , i = n ≥ j or j = n ≥ i,
q−1zniznj , otherwise.
1This is a quantum analog of the polynomial algebra on complex symmetric n× n-matrices.
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and for k 6= n and i ≥ j
Ekzij = q
−1/2

(q + q−1)zi j−1 i = j = k + 1,
zi−1 j i = k + 1& j < k + 1,
zi j−1 i > k + 1& j = k + 1,
0 otherwise.
Fkzij = q
1/2

(q + q−1)zi+1 j i = j = k,
zi+1 j i = k& j < k,
zi j+1 i > k& j = k,
0 otherwise.
Kkzij =

q2zij i = j = k,
q−2zij i = j = k + 1,
qzij (i = k& j < k) or (i > k + 1& j = k),
q−1zij (i = k + 1& j < k) or (i > k + 1& j = k + 1),
zij otherwise.
Here is another interesting fact about the Shilov boundaries.
In the cases An and Cn there are points on the Shilov boundaries, i.e. (Uqg, ∗)-
morphisms p : C[S(D)]q → C. The respective ∗-morphisms can be rebuilt from the
formulas
p(zba) =
{
qn−a, a = b,
0, a 6= b,
p(zij) =
{
qn−i, i = j,
0, i 6= j.
Using these points, we can construct in both cases a (Uqg, ∗)-morphism i : C[S(D)]q →
C[K]q such that the following diagram is commutative
C[S(D)]q
p
&&L
L
L
L
L
L
L
L
L
L
L
i
// C[K]q
ε

C
The subalgebra i(C[S(D)]q) in these cases admits a description in the spirit of M.
Noumi’s paper [10].
4 Degenerate principal series of quantum Harish-
Chandra modules related to the Shilov boundary
for the case An
In this section we investigate a quantum analog of the degenerate principal series of
Uqsun,n-modules related to the Shilov boundary of the quantum n × n-matrix unit ball.
We give necessary and sufficient conditions for the representations to be irreducible and
unitarizable.
In this section we provide q-analogs of classical results obtained by K.D. Johnson,
S. Sahi, G. Zhang, R.E. Howe, and E.-C. Tan [11, 12, 13, 14, 15]. Another degenerate
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principal series is considered in the A. Klimyk and S. Pakuliak paper [16]. Our results are
quantum analogs of results from [17]. More detailed results and proofs are given in [18].
Assume first that α, β ∈ Z. Define a representation πα,β : Uqsl2n → End(C[S(D)]q) as
follows:
πα,β(ξ)f = (ξ · (f(t
′)αtβ))t−β(t′)−α = (ξ · (f(detqz)
αtβ+α))t−α−β(detqz)
−α
for every ξ ∈ Uqsl2n, f ∈ C[S(D)]q. For each λ ∈ Z we have
Ejt
λ = 0, Fjt
λ = 0, Kjt
λ = tλ, j = 1, . . . , 2n− 1, j 6= n
Ent
λ = q−3/2
1− q−2λ
1− q−2
znnt
λ, Fnt
λ = 0, K±1n t
λ = q∓λtλ,
Ej(detqz)
λ = 0, Fj(detqz)
λ = 0, Kj(detqz)
λ = (detqz)
λ, j = 1, . . . , 2n− 1, j 6= n
K±1n ((detqz)
λ) = q±2λ(detqz)
λ, En((detqz)
λ) = −q1/2
1− q2λ
1− q2
znn(detqz)
λ,
Fn((detqz)
λ) = q1/2
1− q−2λ
1− q−2
z∧n−1{1,...,n−1}{1,...,n−1}(detqz)
λ−1, λ 6= 0.
From these equalities we see that for each ξ ∈ Uqsl2n, f ∈ C[S(D)]q the vector function
pf,ξ(q
α, qβ)
def
= πα,β(ξ)(f) is a Laurent polynomial of the variables q
α, qβ. These Laurent
polynomials are uniquely defined by their values on the set {(qα, qβ)|α, β ∈ Z} and deliver
the canonical ”analytic continuation” for πα,β(ξ)(f) to (α, β) ∈ C
2.
Let (α, β) ∈ C2. Define a representation πα,β(ξ)(f)
def
= pf,ξ(α, β). To prove that the
representation πα,β is well defined for (q
α, qβ) ∈ C2, it is sufficient to verify some identities
for Laurent polynomials. These identities hold for α, β ∈ Z.
Introduce a ”deformation parameter” h by the equality q = e−h/2. Clearly, if α1 =
α2 + i
2π
h
and β1 = β2 + i
2π
h
, then πα1,β1 = πα2,β2. Then it suffices to consider (α, β) ∈ D,
where
D = {(α, β) ∈ C2 | 0 ≤ Imα <
2π
h
, 0 ≤ Im β <
2π
h
}.
It is clear that πα,β defines a Harish-Chandra module if and only if q
α−β ∈ qZ. Note
that for any complex α, β such that 0 ≤ Imα < 2π
h
, 0 ≤ Im β < 2π
h
, the statements
qα−β ∈ qZ and α− β ∈ Z are equivalent.
4.1 Equivalence of the representations
In this subsection we obtain a parameter set D and prove that each representation of the
degenerate principal series is equivalent to a representation πα,β for some (α, β) ∈ D.
The representations πα,β and πα−1,β+1 are equivalent for all α, β. The corresponding
intertwining operator T : C[S(D)]q → C[S(D)]q is defined as follows: T (f) = f · (detq z)
−1
for every f ∈ C[S(D)]q. Indeed, since for each f ∈ C[S(D)]q, ξ ∈ Uqsl2n
πα−1,β+1(ξ)(f) = (ξ · (f(detqz)
α−1tβ+α))t−α−β(detqz)
1−α =
(ξ · (f(detqz)
−1(detqz)
αtβ+α))t−α−β(detqz)
−α(detqz) = πα,β(ξ)(f(detqz)
−1)detqz,
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we see that T intertwines the representations πα,β and πα−1,β+1. Therefore without loss
of generality we can assume that α, β ∈ D, where
D = {(α, β) ∈ C2 |α− β ∈ {0, 1}, 0 ≤ Imα <
2π
h
, 0 ≤ Im β <
2π
h
}.
Proposition 3 If α, β 6∈ Z, then the representations πα,β and π−n−β,−n−α are equivalent.
The proof follows from the explicit formulas for the intertwining operators given in Section
4.3.
If α, β ∈ Z, then the representations πα,β and π−n−β,−n−α are not equivalent. This
fact follows from the statement that only one of the representations πα,β and π−n−β,−n−α
has a finite dimensional subrepresentation for integral α, β. An explanation of this fact is
given in the end of Section 4.2.
Introduce an equivalence relation on D. The equivalence class of (α, β) consists of one
point for α, β ∈ Z and two points for α, β 6∈ Z:
(α1, β1) ∼ (α2, β2), iff
{
α1 = −n− β2, β1 = −n− α2 for Imα1 = Imα2 = 0,
α1 =
2πi
h
− n− β2, β1 =
2πi
h
− n− α2, otherwise.
Proposition 4 The set of equivalence classes Dupslope ∼ is in the one-to-one correspondence
(α, β) 7→ πα,β with the set of equivalence classes of representations of the degenerate
principal series.
Proof. By the above, each representation of the degenerate principal series is equivalent
to the representation πα,β for some (α, β) ∈ D.
Prove that the representations πα1,β1 and πα2,β2, with (α1, β1), (α2, β2) ∈ D, are equiv-
alent if and only if (α1, β1) ∼ (α2, β2). For that, we calculate the action of a central
element C ∈ Uqsl
ext
2n (see [19] for the definition). It can be proved that πα,β(C) is a scalar
operator for all α, β ∈ D.
From [20] it follows that there exists a unique central element C which acts on the
Uqsl2n-highest vector v
high with weight λ as follows:
C(vhigh) =
2n−1∑
j=0
q−2(µj ,λ+ρ)vhigh,
where µ0 = ̟1, µj = −̟j +̟j+1 for j = 1, . . . , 2n− 2, µ2n−1 = −̟2n−1.
First let α, β be integers. It can be proved that
πα,β(C)(detqz)
β = 4 ch
h
2
(α + β + n)(
n−1∑
j=0
ch
h
2
j)(detqz)
β.
Hence πα,β(C) = 4 ch
h
2
(α+ β + n)(
∑n−1
j=0 ch
h
2
j) · Id for all (α, β) ∈ D.
Suppose that πα1,β1 and πα2,β2 are equivalent. Equivalent representations have the
same weight lattice. Therefore (α1 − β1) − (α2 − β2) ∈ 2Z. Since (α1, β1), (α2, β2) ∈ D,
we see that (α1 − β1)− (α2 − β2) = 0.
9
Then the equivalent representations πα1,β1 and πα2,β2 have the same values of central
characters, which means that
(ch
h
2
(α1 + β1 + n)− ch
h
2
(α2 + β2 + n))
n−1∑
j=0
ch
h
2
j = 0
Since 0 ≤ Imα1 <
2π
h
, 0 ≤ Im β1 <
2π
h
, 0 ≤ Imα2 <
2π
h
, 0 ≤ Im β2 <
2π
h
, we have that
α1+β1 = α2+β2, or α1+β1 = −α2−β2−2n, or α1+β1 = −α2−β2−2n−
4πi
h
. If α1+β1 =
α2+β2, then α1 = α2 and β1 = β2. For any fixed non-integral α1, β1 there is a unique pair
(α2, β2) ∈ D such that either α1+β1 = −α2−β2−2n or α1+β1 = −α2−β2−2n−
4πi
h
, and
(α1, β1) ∼ (α2, β2). Although for integral parameters πα1,β1 and πα2,β2 are not equivalent,
because the only one of them has a finite-dimensional subrepresentation. This can be
deduced from Corollary 1. Thus each equivalence class in D is assigned to a unique
equivalence class of representations of the degenerate principal series πα,β. 
4.2 Reducibility of πα,β
Let Uqkss ⊂ Uqsl2n be the Hopf subalgebra generated by Ej , Fj , K
±1
j , j = 1, . . . , 2n − 1,
j 6= n and Uqk ⊂ Uqsl2n be the Hopf subalgebra generated by K
±1
n and Uqkss.
Note that πα,β |Uqkss does not depend on α, β. The following preliminary result on
reducibility of πα,β is well known in the classical case. For brevity, set
2
z∧k = z
∧k{1,...,k}
{1,...,k} .
Introduce the following notation: K̂ = {k = (k1, . . . , kn) ∈ Z
n| k1 ≥ k2 ≥ . . . ≥ kn},
ej = (0, . . . ,
j
1, . . . , 0) ∈ Zn.
Proposition 5 The representation space C[S(D)]q for πα,β splits into a sum of simple
pairwise non-isomorphic Uqk-modules as follows:
3
C[S(D)]q =
⊕
k∈K̂
Vk, with Vk = πα,β(Uqk)·v
h
k
and vh
k
= (z∧1)k1−k2 . . . (z∧n−1)kn−1−kn(z∧n)kn.
Remark. It can be easily verified that vh
k
is a Uqk-highest vector with weight (k1 −
k2, . . . , kn−1−kn, 2kn+α−β, kn−1−kn, . . . , k1−k2). Then the highest weight of the simple
Uqk-module Vk is equal to (k1 − k2, . . . , kn−1 − kn, 2kn + α− β, kn−1 − kn, . . . , k1 − k2).
Proposition 6 The representation πα,β is irreducible if and only if α, β satisfy the fol-
lowing equivalent conditions:4
1. α 6∈ Z; 2. β 6∈ Z.
2Note that, obviously, z∧n = detq z.
3These isotypic components are Uqkss-isomorphic. However, they are not Uqk-isomorphic, since the
action of piα,β(Kn) depends on α, β.
4Since α− β ∈ Z, these conditions are equivalent.
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Now suppose α, β ∈ Z. We investigate reducibility and proper subrepresentations of
πα, β. We describe results with figures as in [11, 17].
Each Uqk-isotypic component Vk is assigned to the point (k1, . . . , kn) ∈ R
n. Thus K̂ is
assigned to the set K+ = {(k1, . . . , kn) | k1 ≥ . . . ≥ kn} ⊂ R
n. Consider 2n hyperplanes:
L+j : kj = β + j − 1; L
−
j : kj = −α − n + j.
These hyperplanes are parallel to the coordinate axis and pass through points with
integral coordinates. The distance between L+j and L
−
j is equal to α + β + n− 1.
Investigate the example n = 2. In this case L±j , j = 1, 2, are just lines on the plane
R2, parallel to coordinate axis. Consider different values of α + β.
Case 1. α + β ≥ 0. In this case L+1 lies to the right of L
−
1 , L
+
2 lies higher than
L−2 (see Fig.1). The intersection point of L
+
1 and L
−
2 has the coordinates (β, −α) and
belongs to K+. Arrows attached to L±j show the direction where πα,β ”moves” the iso-
typic components. There exists a unique simple submodule V s =
⊕
{k∈K̂|k1≤β, k2≥−α}
Vk in
C[S(D)]q.
✻
✲
✲
❄
✻
✛
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  k2
k1−α − 1 β
−α
β + 1
Fig.1. The structure of πα,β with α + β ≥ 0.
Case 2. α + β = −1. In this case L+1 and L
−
1 , L
+
2 and L
−
2 coincide. The intersection
point of L+1 and L
+
2 does not belong to K
+ (Fig.2). There are two simple submodules in
C[S(D)]q: V
s
1 =
⊕
{k∈K̂|k1=−1−α}
Vk and V
s
2 =
⊕
{k∈K̂|k2=−α}
Vk.
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✻✲
✲
❄
✻
✛
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  k2
k1β
−α
Fig.2. The structure of πα,β with α + β = −1.
Case 3. α + β = −2. In this case L+1 lies to the left of L
−
1 , L
+
2 lies lower than L
−
2 .
However, L−1 and L
+
2 meet at the point with coordinates (−α − 1, β + 1) (see Fig.3).
Besides, the distance between L+j and L
−
j is 1. This shows that C[S(D)]q is a direct sum
of three submodules:
V s1 =
⊕
{k∈K̂|k1≤β}
Vk, V
s
2 =
⊕
{k∈K̂|k2≥−α}
Vk, V
s
3 =
⊕
{k∈K̂|k1≥−α−1,k2≤β+1}
Vk.
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✻✲
✲
❄
✻
✛
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
k2
k1β −α − 1
β + 1
−α
Fig.3. The structure of πα,β with α + β = −2.
Case 4. α + β ≤ −3. In this case the intersection point of L−1 and L
+
2 belongs to K
+
(see Fig.4). Also, there are simple submodules V s1 , V
s
2 , V
s
3 in C[S(D)]q, but C[S(D)]q does
not decompose into their direct sum.
✻
✲
✲
❄
✻
✛
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
k2
k1β −α − 1
β + 1
−α
Fig.4. The structure of πα,β with α + β ≤ −3.
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Turn now to the general case. Consider all possible values of α + β + n− 1.
Case 1. α + β + n− 1 ≥ 1. In this case the hyperplanes L±j , j = 1, . . . , n, bound in
K+ a subset that corresponds to a unique simple finite dimensional submodule
V s =
⊕
{k∈K̂|−α−n+j≤kj≤β+j−1 for all j=1,...,n}
Vk.
Case 2. α + β + n− 1 = 0. In this case the hyperplanes L+j and L
−
j coincide. There
are n simple submodules in C[S(D)]q:
V sj =
⊕
{k∈K̂|kj=β+j−1}
Vk, j = 1, . . . , n. (4)
Case 3. α + β = −n. Here the distance between L+j and L
−
j is 1. This allows one
to decompose the set K̂ into a direct sum of n + 1 subsets K̂i, i = 1, . . . , n + 1, those
correspond to the simple submodules: V si =
⊕
{k∈K̂i}
Vk ⊂ C[S(D)]q. The subsets K̂i are
defined as follows:
K̂i = {k ∈ K̂|ki−1 ≥ −α− n+ i− 1, β + i− 1 ≥ ki}
(for i = 1 and i = n + 1 we put respectively K̂1 = {k ∈ K̂|k1 ≤ β} and K̂n+1 = {k ∈
K̂|kn ≥ −α}).
Case 4. α+ β + n− 1 ≤ −2. Also, there are simple submodules corresponded to K̂i.
However, C[S(D)]q is not their direct sum.
Thus we have proved the following
Corollary 1 For α, β ∈ Z only one of the representations πα,β and π−n−β,−n−α has an
irreducible finite dimensional subrepresentation.
4.3 Intertwining operators
In this section we construct the intertwining operators between the representations πα,β
and π−n−β,−n−α for non-integral α, β. This allows one to prove Proposition 3.
Let A : C[S(D)]q → C[S(D)]q be an intertwining operator, i.e., for all ξ ∈ Uqsl2n, v ∈
C[S(D)]q, we have Aπα,β(ξ)(v) = π−n−β,−n−α(ξ)(Av). The operators πα,β(Uqkss) are inde-
pendent of α, β and πα,β(Kn) = π−n−β,−n−α(Kn). Also, Vk and Vm are non-isomorphic Uqk-
modules for k 6= m. Then A(α, β)|V
k
= ak(α, β), ak(α, β) ∈ C. By the additional assump-
tion a0(α, β) = 1, we have the explicit formulas for the coefficients ak(α, β) = A(α, β)|Vk
of the intertwining operator A
ak(α, β) =
n∏
j=1
Pj(α, β), (5)
where
Pj(α, β) =

kj−1∏
i=0
1−q2(α+n+i−j+1)
1−q2(−β+i−j+1)
, for kj > 0,
1, for kj = 0,
0∏
i=1+kj
1−q2(−β+i−j)
1−q2(α+n+i−j)
, for kj < 0.
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For fixed α−β ∈ Z A is a meromorphic operator-valued function with simple poles at
integral points. Note that A coincides up to a multiplicative constant with the so called
standard intertwining operator, and the constant can be expressed from a q-analog of the
Harish-Chandra c-function.
4.4 Unitarizable representations of the degenerate principal se-
ries
In this section we list necessary and sufficient conditions for modules of the degenerate
principal series and their simple submodules to be unitarizable.
Recall the definition of unitarizable module. Let A be a ∗-Hopf algebra, W an A-
module. An A-module W is unitarizable if there exists a scalar product5 (·, ·), which is
A-invariant, i.e.,
(au, v) = (u, a∗v) for any u, v ∈ W, a ∈ A.
We can present the following series of simple unitary representations of the degenerate
principal series related to the Shilov boundary.
The principal unitary series: Re(α+β) = −n, α, β 6∈ Z. In this case all representations
are unitarizable. The invariant scalar product is obtained from the results of [22].
The complementary series: Im(α + β) = 0, [−α− n] = [β], α, β 6∈ Z. In this case the
representations πα,β are unitarizable too.
The strange series: Imα = π
h
. For such values of the parameters the respective rep-
resentations πα,β are irreducible and unitarizable. This series of representations has no
classical analog (cf. [16]).
Now let α, β ∈ Z. (Recall that in this case πα,β is reducible.) For such α, β there
might exist unitarizable simple submodules in the respective module (we will mention
them below), although the module is not unitarizable. Consider all possible cases:
Case 1. α + β ≥ 2 − n. In this case the representation is not unitarizable and its
unique irreducible subrepresentation is not unitarizable too.
Case 2. α + β = 1 − n. In this case there exist n irreducible unitarizable subrepre-
sentations of the representation πα,1−n−α. Precisely, V
s
j (see (4)) is a simple submodule
in C[S(D)]q for any j = 1, . . . , n. Notice that each V
s
j can be equipped with a Uqsun,n-
invariant scalar product (·, ·). Such modules are called small representations because they
have ”poor” decompositions into isotypic components.
Case 3. α + β = −n. In this case the representations are completely reducible,
their irreducible subrepresentations V si , i = 1, . . . , n+1, (see Section 4.2) are unitarizable
(actually, the required invariant scalar product is the same as that for the principal unitary
series).
Case 4. α + β ≤ −1 − n. In this case the submodules V si , i = 1, . . . , n + 1, are
unitarizable, although there exist non-unitarizable quotient modules in C[S(D)]q.
Acknowledgment
The author would like to thank L.L. Vaksman for constant attention and helpful discus-
sions.
5I.e., sesquilinear Hermitian-symmetric positive form.
15
References
[1] W. Schmid, Construction and classification of irreducible Harish-Chandra modules –
in ”Harmonic analysis on Reductive Groups”, Boston MA (1991), 235-275.
[2] J.A. Wolf, Fine Structure of Hermitian Symmetric Spaces–in Pure and Appl. Math,
eds. W.M.Boothby, G.L.Weiss, 8 (1972), 271-357.
[3] J.C. Jantzen, Lectures on Quantum Groups – Amer. Math. Soc., Providence RI,
(1996).
[4] D. Shklyarov, S. Sinelshchikov, A. Stolin, and L. Vaksman Noncompact quantum
groups and quantum Harish-Chandra modules – in Supersymmetry and Quantum
Field Theory, Nucl.Phys.B (2001), 102-103, 334-337.
[5] L. Korogodsky, Ya. Soibelman, Algebra of Fucntions on Quantum Groups: Part 1 –
Amer. Math.Soc., Providence RI, (1998).
[6] V. Lakshmibai, N. Reshetikhin, Quantum flag and Schubert shemes – Contemp.
Math. 134, (1992), 145-181.
[7] D. Shklyarov, S. Sinel’chshikov, L. Vaksman, Quantum matrix ball: differential and
integral calculi, preprint math.QA/ 9905035
[8] L.L. Faddeev, N.Yu. Reshetikhin, L.A. Takhtajan, Quantization of Lie groups and
Lie algebras – Algebra and Analysis 1 (1989), 178-206.
[9] A. Kamita, Quantum deformations of certain prehomogeneous vector spaces III –
Hiroshima Math. J. 30, (2000), 79-115.
[10] M. Noumi, M.S. Dijkhuizen, T. Sugitani, Multivariable Askey-Wilson polynomials
and quantum complex Grassmanians – in Special Functions, q-Series and Realted
Topics, eds. M.E.H. Ismail 167-177, Fields Inst. Comm. 14, Amer. Math. Soc., Prov-
idence (RI), (1997).
[11] R.E. Howe, E.-C. Tan, Homogeneous functions on light cones: the infinitesimal struc-
ture of some degenerate principal series representations. – Bull. Amer. Math. Soc.
28,n.1 (1993), 1-74.
[12] K.D. Johnson, Degenerate principal series on tube type domains – Contemp. Math.
138 (1992), 175-187.
[13] K.D. Johnson, Degenerate principal series and compact groups – Math.Ann. 287
(1990), 703-718.
[14] S. Sahi, Unitary representations on the Shilov boundary of a symmetric tube domain –
in ”Representations of Groups and Algebras” Contemp. Math. 145 (1993), 275-286.
[15] G. Zhang, Jordan algebras and degenerate principal series. – Math. Ann. 302 (1995),
773-786.
16
[16] A.U. Klimyk, S.Z. Pakuliak Representations of the quantum algebras Uq(ur,s) and
Uq(ur+s) related to the quantum hyperboloid and sphere – in J.Math.Phys. 33 (1992).
[17] S.T. Lee, On some degenerate principal series representations of U(n,n). –
J.Funct.Anal. 126 (1994), 305-366.
[18] O. Bershtein, it Degenerate principal series of quantum Harish-Chandra modules –
J. Math. Phys 10 (2004), to appear, preprint arXiv:mathQA./0406343.
[19] A. Klimyk, K. Schmu¨dgen, Quantum Groups and Their Representations – Springer,
Berlin, (1997).
[20] V.G. Drinfeld, On almost cocommutative Hopf algebras. – Leningrad Math.J., 1
(1990), No 2, 321-341.
[21] V.G. Drinfeld, Quantum Groups – Proceedings of the International Congress of Math-
ematicians, Berkley, California, USA, (1986).
[22] L. Vaksman, Quantum matrix ball: the Cauchy-Szego¨ kernel and the Shilov boundary
– Matematicheskaya Fizika, Analiz, Geometriya, 8 (2001), No 4, 366 – 384.
17
