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We study the phase diagram of the double exchange model, with antiferromagnetic interactions, in a cubic
lattice both at zero and finite temperature. There is a rich variety of magnetic phases, combined with regions
where phase separation takes place. We identify phases, intrinsic to the cubic lattice, which are stable for
realistic values of the interactions and dopings. Some of these phases break chiral symmetry, leading to unusual
features.
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The main magnetic properties of doped manganites and
other materials1–3 are described in terms of double exchange
interactions.4,5 An extensive body of work has been devoted
to the understanding of this model, and the related ferromag-
netic Kondo lattice, since the pioneering work of de Gennes6
~for a recent review, see Ref. 7!.
While the model is extremely simple to formulate, as it
can be written in terms of two dimensionless parameters only
~see next section!, the elucidation of its phase diagram is yet
to be completed. Initial studies6 suggested that the phase dia-
gram could be understood in terms of a ferromagnetic and an
antiferromagnetic phase with an intermediate phase with a
canted arrangement of moments. More recent work showed
that in the region of the phase diagram where canting was
expected, phase separation is more likely.8–12 By now, there
are extensive studies of the phase diagram of the model in
one dimension,9,11,13 two dimensions,11,14 and infinite
dimensions.12,16–19 Even in these relatively simple cases, the
model shows a rich phase diagram, which is not completely
elucidated.
The situation is far from understood in the more relevant
case of three dimensions. There is a general consensus that in
the limit of infinite Hund’s coupling ~see next section! the
system has a ferromagnetic phase, although phase separation
near the Curie temperature at low dopings has also been
found.12,20 If the Hund’s coupling is not infinite, or if there
are antiferromagnetic superexchange interactions present, the
situation becomes more complicated. There is evidence that
an antiferromagnetic coupling can induce a first-order phase
transition at relatively large dopings.21 Emphasis on the pres-
ence of first-order transitions at low temperatures has also
been done in Refs. 22 and 23. In three dimensions, Berry’s
phases in the wave function of the electrons may arise,24,25
leading to another source of complexity.
The present work presents a numerical study of the
double-exchange model in three dimensions, using a method
discussed elsewhere.26 We show that the interplay between
antiferromagnetic interactions and a three dimensional struc-
ture leads to a rich phase diagram, where, in addition to
ferro- and antiferromagnetic phases, other ordered phases0163-1829/2001/64~5!/054408~8!/$20.00 64 0544with cubic symmetry are possible. The model is discussed in
the next section. Then, we present the calculation at zero
temperature and the finite temperature results. In the last sec-
tion, we discuss the main features of our findings, and their
experimental implications.
II. THE MODEL
A. The Hamiltonian
We study the double-exchange model. In its simplest
form, electrons in a cubic lattice are coupled to localized
spins defined at the same lattice sites. The spin of the elec-
trons is constrained to be parallel to that of the localized
spins. This restriction leads to a modulation of the electron
hopping between lattice sites, which depends on the relative
orientation of the core spins. In addition, one can define a
direct coupling between spins at different sites. The Hamil-
tonian is:
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We describe the spins S by classical variables, normalized to
one, uSu51. The system depends on two dimensionless pa-
rameters only, the filling of the electron band, x, and the ratio
JAF /t ~notice that our JAF is opposite in sign to the conven-
tion of Ref. 7!.
The double-exchange Hamiltonian, Eq. ~1!, can be de-
rived from the model which describes a lattice of atoms with
strong intra-atomic Hund’s coupling between electrons in
different orbitals. The simplest Hamiltonian which includes
this effect is that of the ferromagnetic Kondo lattice,
HFK5t(
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the spin sub-band with an antiparallel orientation to the core
spin lies at high energy, and can be projected out. To first
order in 1/JH , one finds an antiferromagnetic interaction be-
tween nearest-neighbor core spins, leading to the double-
exchange Hamiltonian, Eq. ~1!, with uJAFu5t2/(4JH) ~note
that we have normalized the core spins!. This effect adds to
an antiferromagnetic superexchange interaction between the
Mn tg core spins. Therefore, the most phenomenologically
interesting range for uJAFu/t is 0.008—0.15.21
B. Other interactions
The model discussed above is supposed to be a reasonable
starting point to the study of the magnetic properties of
doped manganites, La12xAxMnO3, where A stands for a di-
valent cation. The electrons of the conduction band arise
from the Mn eg orbitals, while the core spin is built up from
three electrons in the Mn tg orbitals. In a cubic lattice, the eg
orbitals are doubly degenerate. This degeneracy is ignored in
Eq. ~1!. Thus, we cannot study effects associated to orbital
ordering.27 These effects are probably important in explain-
ing the different phases with charge ordering observed in
these materials. The model studied here can be considered a
first approximation to the study of the magnetic properties, in
situations where there is no charge ordering and the lattice
symmetry is cubic.
The existence of double degeneracy in the eg orbitals im-
plies the possibility of lattice Jahn-Teller distortions, which
have been considered the cause of the breakdown of cubic
symmetry at low dopings. In addition, dynamic Jahn-Teller
fluctuations can play a role in some properties of doped com-
pounds with cubic symmetry.28 We will ignore these inter-
actions. Previous studies21 suggest that the model used here
suffices to understand the main features of the magnetic tran-
sitions in the manganites, in the doping range 0.1<x<0.4
where most experiments are done.
The treatment of the core spins as classical variables will
overestimate the tendency of the system toward long range
order. Previous studies10,29 suggest that this effect is small, as
results obtained for the physical value S53/2 are very close
to those found in the limit S→‘ . In addition, the only tran-
sitions at zero temperature found in our work are discontinu-
ous ~see next section!. Hence, quantum spin fluctuations are
bounded, and cannot change qualitatively the results.
III. RESULTS
A. Phase diagram at zero temperature
The phase diagram at zero temperature can be analyzed
by minimizing the total energy, Eq. ~1!, as function of the
spin configuration, for the different values of x and the ratio
JAF /t . However, previous studies in one, two and infinite
dimensions8–14 have shown that the system has a strong ten-
dency toward phase separation. This enforces us to use the
Maxwell construction to correctly find the phase boundaries.
The easiest way of performing the Maxwell construction
consist in minimizing the grand-canonical energy05440H GC5H2m(
i
c i
†ci , ~4!
as a function of the spin configuration for the different values
of m and JAF . In this way, we obtain the band filling, x, as a
function of the chemical potential m/t and of JAF/t . At the
phase boundaries x is a discontinuous ~growing! function of
m: the jump at the discontinuity is the phase-separation com-
positional range.
For the above mentioned minimization we will limit our-
selves to the possible spin textures observed in Monte Carlo
calculations at finite temperatures ~see next subsection! and
to those which seem plausible on physical grounds. Some of
the most stable phases analyzed are described in Table I. We
have studied only the range x<0.5, due to the particle-hole
symmetry of the Hamiltonian ~1!.
We find the ferromagnetic ~FM! and antiferromagnetic
~G-AFM! phases. The A-AFM configuration is ferromag-
netic within planes, and antiferromagnetic between neighbor-
ing planes. The C-AFM configuration is ferromagnetic along
lines, and antiferromagnetic between neighboring lines.
These phases have already been discussed in the literature.
The twisted phase interpolates between the A-AFM and the
C-AFM phases. The twisted phase differs from a conven-
tional canted phase in that it has no net magnetization. Island
phases have been reported in calculations in one and two-
dimensional systems.13,14 These are structures of spins
aligned in one direction with the sense varying periodically.
For the values of JAF /t considered here, we only find the
( p2 , p2 ,p) ~that corresponds 23231 blocks of equal spins!
and ( p3 ,p ,p) (33131 blocks!, although we have tried dif-
ferent combinations.15 In these phases, the electrons are lo-
calized, and the electronic density of states is built up of
delta functions. Helix phases are ordinary spin-density
waves. It is interesting to note that helix phases are com-
pletely irrelevant in the thermodynamic limit, but they are
remarkably stable on finite lattices, and should be considered
when analyzing numerical simulations.
We find two new phases ~see Fig. 1!, intrinsic to the cubic
lattice, labeled flux and skyrmion in Table I. The spin con-
figuration is not coplanar, and the spins are parallel to the
diagonals of the unit cube ~note that the energy is invariant
under a global rotation, so that only the relative angles are
relevant!. In the skyrmion phase, the spin directions around a
unit cube point out from the center, with a hedgehog shape.
The induced Berry phase can be thought of as generated by
an effective magnetic monopole inside each of the unit cubes
which build up the three-dimensional ~3D! lattice. The
charge of the monopoles change sign in neighboring cubes,
leading to zero total charge. The flux within each cube is
isotropic, and equal to p/3 ~skyrmion configuration! and
2p/3 ~flux configuration! per plaquette. In both cases, the
lattice unit contains eight sites, and the global symmetry re-
mains cubic.
The electronic dispersion relation for all these phases can
be calculated analytically, and it is given in Table I. The
corresponding density of states is shown in Fig. 2. The dis-
persion relation in the flux and skyrmion phases depend lin-8-2
MONTE CARLO DETERMINATION OF THE PHASE . . . PHYSICAL REVIEW B 64 054408TABLE I. Spin configurations and electronic dispersion relations of the different phases considered in the
text. The notation @# stands for the integer part. For a lattice of linear dimension L, q, and km can be written
as (2p/L)n , with n integer ~in twisted, flux, and skyrmion configurations n is even as the unitary cell is a 23
cube!.
Type spin direction e(k)/t
Ferromagnetic ~FM! (0,0,1) 22(m513 cos km
A-type ~A-AFM! 0,0,(21)z 22(m512 cos km
C-type ~C-AFM! 0,0,(21)x1y 22 cos k3
G-type ~G-AFM! 0,0,(21)x1y1z 0
Twisted a(21)x1y,b(21)z,0 62Aa2cos2k31b2(cos k16cos k2)2
a21b251
Flux (21)y1z,(21)x1z,(21)x1y/A3 62A 13 (m513 cos2km
Skyrmion (21)x,(21)y,(21)z/A3
62A 23 A(m513 cos2km6A3(mÞncos2kmcos2kn
Helix cos(qz),sin(qz),0 22(m512 cos km22 cos(q/2)cos(k31q/2)
Island S p2 ,p ,p D 0,0,(21)[
x
2]1y1z 21,1
Island S p3 ,p ,p D 0,0,(21)[
x
3]1y1z 2A2,0,A2
Island S p2 , p2 ,p D 0,0,(21)[
x
2]1[
y
2]1z 22,0,0,2early on k near k5(6 p2 ,6 p2 ,6 p2 ), and resembles the dis-
persion of Dirac massless particles in the lattice.
The flux and twisted phases show similarities to the phase
with spins at right angles found in two dimensions.30,31,14
In the twisted phase, for a5b51/A2, the planes xz and
yz have the same structure as the 2D pattern studied in Refs.
30, 31, and 14. The flux phase, on the other hand, has a
dispersion relation which is the natural extension to 3D of
the one for the 2D flux phase. Note, however, that the flux
phase in 2D is coplanar, and all phases in the hopping ele-
ments can be rendered real by an appropriate gauge transfor-
mation, while this does not happen in the 3D phase studied
here.
The stability of the flux and skyrmion phases arise from
the canting of the spin orientations, coupled to a shift in the
electronic density of states toward the band edges. It is inter-
esting to note that the electronic energy of the flux phase is
close to that of the C-AFM one, and the energy of the skyr-
mion phase is also close to that of the A-AFM phase, for the
entire range of electronic concentrations.
The phase diagram at zero temperature is shown in Fig. 3.
All transitions are first order. The most interesting result is05440the stabilization of the skyrmion phase for a range of dopings
and values of JAF /t where the model is applicable to real
materials. The twisted phase changes continuously from a2
50.45 ~right! to a250.77 ~left!, see Table I. Notice that
although the A-AFM phase is beside the twisted phase, there
is a discontinuity in the a parameter (a50 for A-AFM!. We
find island phases14 in a more restricted range of parameters
than in two dimensions, possibly due to the competition with
the flux and skyrmion phases. We have not found any tridi-
mensional island as ( p2 , p2 , p2 ). For more negative values of
JAF /t we also find a ( p2 ,p ,p) island phase starting at
20.19.
B. Finite temperature results
We have extended the previous studies to finite tempera-
tures by using the hybrid Monte Carlo method reported
elsewhere,26 which allows to thermalize 16316316 clusters
in reasonable computer time. We have studied the model ~1!,
on the cubic lattice of side L with periodic boundary condi-
tions, using the grand-canonical ensemble ~4!. The use of an
efficient algorithm has been crucial, because around 2008-3
J. L. ALONSO et al. PHYSICAL REVIEW B 64 054408points of the (T/t ,m/t ,JAF /t) phase diagram have been stud-
ied.
At finite temperatures, a new phase competes with the
ones studied in the previous subsection, namely the paramag-
netic ~PM! phase. Of course, the PM phase is the most stable
phase at high temperatures, but the order-disorder transition
temperature may be a rather complicated function of JAF /t .
One should expect the transition temperature to be lowest at
intermediate values of JAF /t . Indeed, in this range the mu-
tually frustrating antiferromagnetic and double-exchange in-
teractions are of similar strength, and therefore they should
find a compromise unsatisfactory for both of them. As a
FIG. 1. Some spin structures encountered. From top to bottom:
flux, skyrmion, twisted, and 23231 island.05440consequence, the ground state in this regime has not a great
energy gain with respect to the PM phase.
Before presenting our results it is worth to comment on
the strong finite-size effects of this model. Fortunately, one
can have a good analytical command on them ~at least at
zero temperature!, by repeating the minimization of subsec-
tion III A on a finite lattice ~this is straightforward using
Table I!. In this way one discovers that the phase boundaries
change considerably with the lattice size. Even worse, for
lattice sizes L54 and 8, the helix phase of minimal fre-
quency q52p/L ~see Table I! is more stable than the ferro-
magnetic phase in important regions of the phase diagram.
Also the C-AFM phase is stable in the L58, although it is
unstable in the L→‘ limit. On the other hand, the zero tem-
perature phase diagrams of the L56 and L510 lattices are
rather close to the infinite volume limit. The only caveat of
this lattice sizes is that they cannot accommodate island-
phase whose unit cell is not commensurate with them @in
particular, the ( p2 , p2 ,p) island phase, that has a 43432
unit cell#. We have therefore chosen to perform most of the
numerical simulations on the 63 cluster and, only when nec-
essary for elucidation, we have employed as a larger cluster
the 103. Exception to this rule has been the simulation of the
83 in the range 20.29<JAF /t<20.18 range, to check for
the presence of the 23131 island phase.
In the simulation, we have always used the perfect action
formulation,26 with l50.25, with a sixth degree polynomial.
The molecular dynamics parameters have been chosen to en-
sure an acceptance rate greater than an 80%. The selection
depends mainly on the temporal lattice size ~inverse tem-
perature!. Typical values used are Nt520, Dt50.02 for
T/t51/20, and Nt550, Dt50.01 for T/t51/45. We have
systematically controlled the correct thermalization of our
data, by comparing the results of hot and cold starts. In some
cases, in particular at T5t/100, we have also compared the
results of ordered starts with a slow annealing from high
temperatures. The total run length ~up to 2000 trajectories in
some points! has always been at least larger than three times
the thermalization time. The typical size of our statistical
FIG. 2. Density of states for several spin configurations.8-4
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this project has been the equivalent of 10 years of a Pentium
III at 800 MHz.
As we have said in the introduction, our scope has been
the determination of the magnetic phase diagram of the
model. Since one cannot break a symmetry on a finite lattice,
it is necessary to use pseudo-order parameters for obtaining
the phase diagram.32,33 We have defined our pseudo-order
parameters in terms of the spin structure factor (V5L3 is the
total number of spins!,
G~k!5^uSˆ ~k!u2& , ~5!
Sˆ ~k!5
1
AV (j Sje
ikrj
. ~6!
In the above equation, ^& stands for the thermal average. In
a paramagnetic phase, G(k) will be of order 1/V for all k.
On the other hand, on an ordered phase it will be of order
one for a very small set of k’s ~see below!, and of order 1/V
for the rest of wave numbers. If one now calculates the struc-
ture factor for the configurations in Table I, it follows that
the appropriate pseudo-order parameters are:
G f5G~0,0,0 !, ~7!
Gs5G~p ,p ,p!, ~8!
FIG. 3. Phase diagram at T50. Upper part: chemical potential
(m/t) vs JAF /t . Lower part: concentration ~x! vs JAF /t . The results
shown in this plot have been obtained in a 24003 lattice. We have
checked that the variations due to finite-size effects are smaller than
the line widths.05440G l5G~p ,p ,0!1G~p ,0,p!1G~0,p ,p!, ~9!
Gp5G~p ,0,0 !1G~0,p ,0!1G~0,0,p!, ~10!
Gh5GS 2pL ,0,0 D1GS 0,2pL ,0D1GS 0,0,2pL D . ~11!
Let us explain them in details. In a ferromagnetic phase, only
G f is of order 1, while for a G-AFM phase, the appropriate
pseudo-order parameter would be Gs . For an A-AFM phase,
the selected order parameter will be Gp @we sum for k
5(p ,0,0),(0,p ,0), and (0,0,p) because we do not know a
priori the direction of the AFM lattice planes#. A skyrmion
phase will also have Gp as pseudo-order parameter, and so
the question arise of how to differentiate a skyrmion from an
A-AFM phase. The easiest way to do that is to control that
for the skyrmion phase the three quantities G(p ,0,0),
G(0,p ,0), and G(0,0,p) are simultaneously large ~we have
also numerically checked the orthogonality of the Fourier
transformed spin field at the three k values!. Also the
C-AFM phase and the flux phase have a common pseudo-
order parameter, namely G l , but one can differentiate both
phases in exactly the same way. A twisted phase will have as
pseudo-order parameter both Gp and G l . One can distinguish
the twisted phase from a tunneling phenomena between an
A-AFM and a C-AFM phases, checking again that both
pseudo-order parameters are simultaneously large ~we have
also checked the orthogonality of the Fourier transformed
FIG. 4. Monte Carlo measures of several quantities at T5t/45
for m50 ~upper side! and m521.5, on the L56 lattice.8-5
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negligible!. Finally the helix phase is signaled by the Gh
order parameter, while the structure factor for the (k1 ,k2 ,k3)
island phase is heavily peaked at k5(k1 ,k2 ,k3).
The results for the Ga pseudo-order parameters and for
the equilibrium fermionic density at T/t51/45 are shown in
Fig. 4, for m50 ~half filling, x50.5) and m521.5t which
includes the interesting region of x’1/4–1/3. The numerical
results shown in this plot allow us to identify the FM,
G-AFM, twisted and flux phases, and the onset of the skyr-
mionic phase.
For m50, the flux-twisted transition is clearly discontinu-
ous. In addition, there is a clear metastable behavior ~the
duplicated points correspond respectively to two metastable
phases!. At the right end of the twisted phase, Gp and G l
vanish abruptly and there are clear signs of metastability
with a phase where G f is small but nonvanishing. To check if
it is a finite-size effect, we have performed some simulations
in this region with a larger lattice (103), obtaining that G f is
much smaller ~and Gp and G l vanish!. Thus we conclude that
there is a first order transition at this temperature between the
twisted and the paramagnetic phases. On the contrary, the
ferromagnetic-paramagnetic transition is smoother. We re-
call that in Ref. 26 it is shown that at JAF50, T/t50.14 the
transition is second order. Although we find a strengthening
of this transition when uJAFu grows, to confirm that it actually
becomes of the first order would require a careful finite-size
scaling analysis that is beyond the scope of this work.
For m521.5 ~see Fig. 4! we find a very different land-
scape. At the left part we find an almost saturated G-AFM
region ~notice that x’0 and the fermions essentially play no
role!. In the center, we find a region with x’0.25 where Gp
is about 0.05 and the others are much smaller. We interpret
this result as the onset of the skyrmionic region ~that appears
clearly at lower temperatures, see Fig. 6!. The start of the
ferromagnetic region is much abrupter than at m50, but as
FIG. 5. Phase diagram obtained with Monte Carlo measures for
m50. The length of the segments, or the diameter of the circles are
proportional to the associated Ga . For clarity at each point we plot
only the maximum Ga except in the cases where Gp /G l
P@0.25,1# , that correspond to the twisted phase.05440said above, to conclude that it is first order, a study in dif-
ferent lattice sizes is mandatory.
To explore the phase diagram, we have simulated at sev-
eral values of T. The phase diagram at half filling is plotted
in Fig. 5. The paramagnetic region separates the ferromag-
netic from the twisted phase for T/t>1/45 but it is difficult
to know the point where it finishes ~maybe T50). As the
ferromagnetic magnetization goes to zero rather smoothly, to
obtain a more precise value of the transition point we have
used data from larger lattices ~mainly L510). The dashed
lines have been draw approximately at the phase transitions.
Results for the different Ga order parameter for m5
21.5t are shown in Fig. 6. Skyrmion correlations are sup-
pressed at relatively low temperatures, but for T5t/100 we
find a clear skyrmionic structure (Gp50.7–0.8, with the ap-
propriate orthogonality of the Fourier components!.
We have combined all our results at T5t/45 in the phase
diagram shown in Fig. 7. The results are consistent with the
zero-temperature calculation for the 63 lattice, whose transi-
tions are plotted as continuous lines. The FM, G-AFM, and
FIG. 6. Phase diagram obtained with Monte Carlo measures for
m521.5.
FIG. 7. Phase diagram at T5t/45. The solid lines correspond to
T50 for a L56 lattice.8-6
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affected by finite-temperature effects than the other phases,
that become paramagnetic for temperatures as small as T
5t/45. Notice also that in the 63 lattice the island phases are
so narrow that they are hardly observed in a simulation.
However, we have checked that in a 83 lattice at m50, T
5t/45 the system is in the 23131 phase for JAF /tP
(20.29,20.18). We have also simulated a 83 lattice in sev-
eral values of (m ,JAF) that at T50 correspond to the 232
31 region, observing that even at T5t/45 the system is
disordered.
C. The skyrmion phase
As mentioned above, we find the characteristic 3D skyr-
mion phase, for a realistic range of dopings and antiferro-
magnetic couplings. We now discuss some physical features
of this phase. Similar properties can be expected in the flux
phase.
(i) The symmetry of the magnetic phase is cubic. This
phase is compatible with experiments done in the range x
’1/4–1/3 which show phases with cubic structure but no
macroscopic magnetization.34
(ii) The magnetic arrangement is, at first sight, similar to
that expected in a canted phase. Measurements of the micro-
scopic magnetic structure will probably be indistinguishable
from those expected for a canted phase.
(iii) The magnon spectrum will resemble that of other
systems with non collinear spins.35,36 The dispersion relation
will be linear at low energies.
(iv) The phase is metallic. However, the chemical poten-
tial, at the appropriate dopings, coincides roughly with the
position when the density of states has a pronounced mini-
mum ~see Fig. 2!. Hence, it cannot be ruled out that residual
disorder will induce insulating behavior. If this is the case, it
will be behave in a similar way to the canted insulating
phases reported in the literature ~see, for instance Ref. 37!.
(v) The unusual spin configuration leads to an effective
coupling between an external magnetic field and a charge
density wave. An applied field tilts the spins. The sign of the
change in the angle between neighboring spins depends on
the relative orientation of the spins and the magnetic field. A
reduction in the angle leads to an increase of the hopping,
and the opposite happens if the angle is increased. Hence,
electron charge will be displaced from the weak bonds to the
strong ones, and a charge density wave will arise. This fea-
ture can clearly identify the skyrmion phase.
IV. CONCLUSIONS
We have analyzed the phase diagram of the double ex-
change model in a cubic lattice, both at zero and at finite05440temperature. Our results at finite temperature have been ob-
tained using an efficient hybrid Monte Carlo algorithm,26
which has been crucial for the exploration of a three-
dimensional phase diagram. We have found that the compe-
tition between the ferromagnetic interaction mediated by the
conduction electrons and antiferromagnetic couplings which
arise from superexchange effects or from the underlying
intra-atomic Hund’s coupling lead to the existence of a vari-
ety of phases.
We have expressed our results in terms of the electron
hopping, t5W/12, where W;2 eV is the width of the con-
duction band, and the effective antiferromagnetic coupling,
JAF , arising from superexchange interactions between the
Mn tg orbitals @ uJAFu/t;0.005–0.012 ~Ref. 38!# and from the
finite value of the intra-atomic Hund coupling, JH . It follows
that the most phenomenologically interesting range for
uJAFu/t is 0.008–0.15.21 Using the previous values, we find
that the highest transition temperature (x50.5,JAF50) is
close to 350 K, and therefore most of the phase transitions
reported in this work occur in the 0 –300 K range, in agree-
ment with experiments.
As in previous studies, we find no evidence of stable
canted phases. It is somewhat surprising that conventional
spin density wave structures are not stable. The three-
dimensional phase diagram shares some features with solu-
tions of the double exchange model in one, two and infinite
dimensions, like phase separation. A number of phases, how-
ever, have no counterparts in other dimensions.
We have identified, among others, a phase where the
spins are locally arranged in a hedgehog manner, labeled
skyrmion phase. The existence of this structure is probably
intrinsic to the double-exchange mechanism, and cannot be
realized in spin systems with short-range couplings. The
skyrmion phase is stable for dopings x’0.2–0.3 and antifer-
romagnetic couplings uJAFu/t’0.05–0.07. These values are
realistic for doped manganites in the range where colossal
magnetoresistance effects are found. While it is probably dif-
ficult to characterize this phase experimentally, it will be
interesting to verify its existence.
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