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COHOMOLOGY THEORY IN 2-CATEGORIES
HIROYUKI NAKAOKA
Abstract. Recently, symmetric categorical groups are used for the
study of the Brauer groups of symmetric monoidal categories. As a
part of these efforts, some algebraic structures of the 2-category of sym-
metric categorical groups SCG are being investigated. In this paper, we
consider a 2-categorical analogue of an abelian category, in such a way
that it contains SCG as an example. As a main theorem, we construct
a long cohomology 2-exact sequence from any extension of complexes in
such a 2-category. Our axiomatic and self-dual definition will enable us
to simplify the proofs, by analogy with abelian categories.
1. Introduction
In 1970s, B. Pareigis started his study on the Brauer groups of symmetric
monoidal categories in [6]. Around 2000, the notion of symmetric categorical
groups are introduced to this study by E. M. Vitale in [9] (see also [8]). By
definition, a symmetric categorical group is a categorification of an abelian
group, and in this sense the 2-category of symmetric categorical groups SCG
can be regarded as a 2-dimensional analogue of the category Ab of abelian
groups. As such, SCG and its variants (e.g. 2-category G-SMod of symmetric
categorical groups with G-action where G is a fixed categorical group) admit
a 2-dimensional analogue of the homological algebra in Ab.
For example, E. M. Vitale constructed for any monoidal functor F : C→ D
between symmetric monoidal categoriesC andD, a 2-exact sequence of Picard
and Brauer categorical groups
P(C)→ P(D)→ F → B(C)→ B(C).
By taking π0 and π1, we can induce the well-known Picard-Brauer and Unit-
Picard exact sequences of abelian groups respectively. In [7], A. del Rı´o,
J. Mart´ınez-Moreno and E. M. Vitale defined a more subtle notion of the
relative 2-exactness, and succeeded in constructing a cohomology long 2-exact
sequence from any short relatively 2-exact sequence of complexes in SCG. In
this paper, we consider a 2-categorical analogue of an abelian category, in
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such a way that it contains SCG as an example, so as to treat SCG and their
variants in a more abstract, unified way.
In section 2, we review general definitions in a 2-category and properties of
SCG, with simple comments. In section 3, we define the notion of a relatively
exact 2-category as a generalization of SCG, also as a 2-dimensional analogue
of an abelian category. We try to make the homological algebra in SCG
([7]) work well in this general 2-category. It will be worthy to note that our
definition of a relatively exact 2-category is self-dual.
category 2-category
general theory abelian category relatively exact 2-category
example Ab SCG
In section 4, we show the existence of proper factorization systems in any
relatively exact 2-category, which will make several diagram lemmas more easy
to handle. In any abelian category, any morphism f can be written in the
form f = e◦m (uniquely up to an isomorphism), where e is epimorphic and m
is monomorphic. As a 2-dimensional analogue, we show that any 1-cell f in a
relatively exact 2-category S admits the following two ways of factorization:
(1) i ◦m =⇒ f where i is fully cofaithful and m is faithful.
(2) e ◦ j =⇒ f where e is cofaithful and j is fully faithful.
(In the case of SCG, see [3].) In section 5, complexes in S and the relative 2-
exactness are defined, generalizing those in SCG ([7]). Since we start from the
self-dual definition, we can make good use of duality in the proofs. In section
6, as a main theorem, we construct a long cohomology 2-exact sequence from
any short relatively 2-exact sequence (i.e. an extension) of complexes. Our
proof is purely diagrammatic, and is an analogy of that for an abelian category.
In section 5 and 6, several 2-dimensional diagram lemmas are shown. Most
of them have 1-dimensional analogues in an abelian category, so we only have
to be careful about the compatibility of 2-cells.
Since SCG is an example of a relatively exact 2-category, we expect some
other 2-categories constructed from SCG will be a relatively exact 2-category.
For example, G-SMod, SCG × SCG and the 2-category of bifunctors from
SCG are candidates. We will examine such examples in forthcoming papers.
2. Preliminaries
Definitions in a 2-category.
Notation 2.1. Throughout this paper, S denotes a 2-category (in the strict
sense). We use the following notation.
S0, S1, S2 : class of 0-cells, 1-cells, and 2-cells in S, respectively.
S1(A,B) : 1-cells from A to B, where A,B ∈ S0.
S2(f, g) : 2-cells from f to g, where f, g ∈ S1(A,B) for certain A,B ∈ S0.
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S(A,B) : Hom-category between A and B (i.e. Ob(S(A,B)) = S1(A,B),
S(A,B)(f, g) = S2(f, g)).
In diagrams, −→ represents a 1-cell, =⇒ represents a 2-cell, ◦ represents
a horizontal composition, and · represents a vertical composition. We use
capital letters A,B, . . . for 0-cells, small letters f, g, . . . for 1-cells, and Greek
symbols α, β, . . . for 2-cells.
For example, one of the conditions in the definition of a 2-category can be
written as follows (see for example [4]):
Remark 2.2. For any diagram in S
A B C
f1
##
f2
;;
g1
##
g2
;;α  β  ,
we have
(2.1) (f1 ◦ β) · (α ◦ g2) = (α ◦ g1) · (f2 ◦ β).
(Note: composition is always written diagrammatically.)
This equality is frequently used in later arguments.
Products, pullbacks, difference kernels and their duals are defined by the
universality.
Definition 2.3. For any A1 and A2 ∈ S
0, their product (A1 × A2, p1, p2) is
defined as follows:
(a) A1 ×A2 ∈ S
0, pi ∈ S
1(A1 ×A2, Ai) (i = 1, 2).
(b1) (existence of a factorization)
For anyX ∈ S0 and qi ∈ S
1(X,Ai) (i = 1, 2), there exist q ∈ S
1(X,A1×A2)
and ξi ∈ S
2(q ◦ pi, qi) (i = 1, 2).
X
A1 A1 ×A2 A2
q1
}}{{
{{
{{
{{
{{
q

q2
!!C
CC
CC
CC
CC
C
p1
oo
p2
//
ξ1
[c????
ξ2
;C
(b2) (uniqueness of the factorization)
For any factorizations (q, ξ1, ξ2) and (q
′, ξ′1, ξ
′
2) which satisfy (b1), there
exists a unique 2-cell η ∈ S2(q, q′) such that (η ◦ pi) · ξ
′
i = ξi (i = 1, 2).
q ◦ pi q′ ◦ pi
qi
η◦pi +3
ξi

44
44
44
4
44
44
44
4
ξ′i
  






















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The coproduct of A1and A2 is defined dually.
Definition 2.4. For any A1, A2, B ∈ S
0 and fi ∈ S
1(Ai, B) (i = 1, 2), the
pullback (A1 ×B A2, f
′
1, f
′
2, ξ) of f1 and f2 is defined as follows:
(a) A1 ×B A2 ∈ S
0, f ′1 ∈ S
1(A1 ×B A2, A2), f
′
2 ∈ S
1(A1 ×B A2, A1), ξ ∈
S2(f ′1 ◦ f2, f
′
2 ◦ f1).
A1 ×B A2
A2
A1
B
f ′1 ;;wwww
f ′2
##G
GG
G
f1
;;wwwww
f2
##G
GG
GG
ξ

(b1) (existence of a factorization)
For any X ∈ S0, g1 ∈ S
1(X,A2), g2 ∈ S
1(X,A1) and η ∈ S
2(g1 ◦ f2, g2 ◦
f1), there exist g ∈ S
1(X,A1 × A2), ξi ∈ S
2(g ◦ f ′i , gi) (i = 1, 2) such that
(ξ1 ◦ f2) · η = (g ◦ ξ) · (ξ2 ◦ f1).
A1 ×B A2
A2
A1
BX
f ′1
??
f ′2
?
??
?
f1
@@
f2
!!B
BB
B
g //
g1 ,,
g2
22
ξ

ξ1
V^4444
4444
ξ2  











g ◦ f ′1 ◦ f2 g1 ◦ f2
g ◦ f ′2 ◦ f1 g2 ◦ f1
ξ1◦f2 +3
g◦ξ

η

ξ2◦f1
+3

(b2) (uniqueness of the factorization)
For any factorizations (g, ξ1, ξ2) and (g
′, ξ′1, ξ
′
2) which satisfy (b1), there
exists a unique 2-cell ζ ∈ S2(g, g′) such that (ζ ◦ f ′i) · ξ
′
i = ξi (i = 1, 2).
The pushout of fi ∈ S
1(A,Bi) (i = 1, 2) is defined dually.
Definition 2.5. For any A,B ∈ S0 and f, g ∈ S1(A,B), the difference kernel
(DK(f, g), d(f,g), ϕ(f,g))
of f and g is defined as follows:
(a) DK(f, g) ∈ S0, d(f,g) ∈ S
1(DK(f, g), A), ϕ(f,g) ∈ S
2(d(f,g) ◦ f, d(f,g) ◦ g).
DK(f, g) A B
d(f,g)
//
f
**
g
44 , DK(f, g) B
d(f,g)◦f
((
d(f,g)◦g
66ϕ(f,g) 
(b1) (existence of a factorization)
For any X ∈ S0, d ∈ S1(X,A), ϕ ∈ S2(d ◦ f, d ◦ g), there exist d ∈
S1(X,DK(f, g)), ϕ ∈ S2(d◦d(f,g), d) such that (d◦ϕ(f,g)) · (ϕ◦g) = (ϕ◦f) ·ϕ.
(b2) (uniqueness of the factorization)
For any factorizations (d, ϕ) and (d′, ϕ′) which satisfy (b1), there exists a
unique 2-cell η ∈ S2(d, d′) such that (η ◦ d(f,g)) · ϕ
′ = ϕ.
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The difference cokernel of f and g is defined dually.
The following definition is from [2].
Definition 2.6. Let f ∈ S1(A,B).
(1) f is said to be faithful if f ♭ := − ◦ f : S1(C,A)→ S1(C,B) is faithful for
any C ∈ S0.
(2) f is said to be fully faithful if f ♭ is fully faithful for any C ∈ S0.
(3) f is said to be cofaithful if f ♯ := f ◦ − : S1(B,C) → S1(A,C) is faithful
for any C ∈ S0.
(4) f is said to be fully cofaithful if f ♯ is fully faithful for any C ∈ S0.
Properties of SCG.
By definition, a symmetric categorical group is a symmetric monoidal cat-
egory (G,⊗, 0), in which each arrow is an isomorphism and each object has
an inverse up to an equivalence with respect to the tensor ⊗. More precisely;
Definition 2.7. A symmetric categorical group (G,⊗, 0) consists of
(a1) a category G
(a2) a tensor functor ⊗ : G×G→ G
(a3) a unit object 0 ∈ Ob(G)
(a4) natural isomorphisms
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C,
λA : 0⊗A→ A, ρA : A⊗ 0→ A, γA,B : A⊗B → B ⊗A
which satisfy certain compatibility conditions (cf. [5]), and the following two
conditions are satisfied:
(b1) For any A,B ∈ Ob(G) and f ∈ G(A,B), there exists g ∈ G(B,A) such
that f ◦ g = idA, g ◦ f = idB.
(b2) For any A ∈ Ob(G), there exist A∗ ∈ Ob(G) and ηA ∈ G(0, A⊗A
∗).
In particular, there is a ‘zero categorical group’ 0, which consists of only
one object 0 and one morphism id0.
Definition 2.8. For symmetric categorical groups G and H, a monoidal func-
tor F from G to H consists of
(a1) a functor F : G→ H
(a2) natural isomorphisms
FA,B : F (A⊗B)→ F (A)⊗ F (B) and FI : F (0)→ 0
which satisfy certain compatibilities with α, λ, ρ, γ. (cf. [5])
Remark 2.9. For any monoidal functors F : G → H and G : H → K, their
composition F ◦G : G→ K is defined by
(F ◦G)A,B := G(FA,B) ◦GF (A),F (B)(2.2)
(F ◦G)I := G(FI) ◦GI .(2.3)
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In particular, there is a ‘zero monoidal functor’ 0G,H : G → H for each G
and H, which sends every object in G to 0H, every arrow in G to id0H , and
(0G,H)A,B = λ
−1
0 = ρ
−1
0 , (0G,H)I = id0. It is easy to see that 0G,H◦0H,K = 0G,K
(∀G,H,K).
Remark 2.10. Our notion of a monoidal functor is equal to that of a ‘γ-
monoidal functor’ in [7].
Definition 2.11. For monoidal functors F,G : G → H, a natural transfor-
mation ϕ from F to G is said to be a monoidal transformation if it satisfies
ϕA⊗B ◦GA,B = FA,B ◦ (ϕA ⊗ ϕB)
FI = ϕ0 ◦GI .(2.4)
The following remark is from [9].
Remark 2.12. By condition (b2), it is shown that there exists a 2-cell εA ∈
G(A∗ ⊗ A, 0) for each object A, such that the following compositions are
identities:
A −→
λ−1A
0⊗A −→
ηA⊗1
(A⊗A∗)⊗A −→
α−1
A⊗ (A∗ ⊗A) −→
1⊗εA
A⊗ 0 −→
ρA
A
A∗ −→
ρ−1
A∗
A∗ ⊗ 0 −→
1⊗ηA
A∗ ⊗ (A⊗A∗) −→
α
(A∗ ⊗A)⊗A∗ −→
εA⊗1
0⊗A∗ −→
λA∗
A∗
For each monoidal functor F : G → H, there exists a natural morphism
ιF,A : F (A
∗)→ F (A)∗.
Definition 2.13. SCG is defined to be the 2-category whose 0-cells are
symmetric categorical groups, 1-cells are monoidal functors, and 2-cells are
monoidal transformations.
The following two propositions are satisfied in SCG (see for example [1]).
Proposition 2.14. For any symmetric categorical groups G and H, if we
define a monoidal functor F ⊗G,H G : G→ H by
F ⊗G,H G(A) := F (A) ⊗H G(A)
(F ⊗G,H G)A,B := (F (A ⊗B)⊗G(A⊗B)
FA,B⊗GA,B
−→ F (A) ⊗ F (B)⊗G(A)⊗G(B)
≃
−→ F (A) ⊗G(A)⊗ F (B)⊗G(B))
(F ⊗G,H G)I := (F (I) ⊗G(I)
FI⊗GI−→ I ⊗ I
≃
−→ I),
then (SCG(G,H),⊗G,H, 0G,H) becomes again a symmetric categorical group
with appropriately defined α, λ, ρ, γ, and
Hom = SCG(−,−) : SCG× SCG→ SCG
becomes a 2-functor (cf. section 6 in [1]).
COHOMOLOGY THEORY IN 2-CATEGORIES 7
In SCG, by definition of the zero categorical group we have S1(G, 0) =
{0G,0}, while S
1(0,G) may have more than one objects. In this point SCG
might be said to have ‘non self-dual’ structure, but S1(G, 0) and S1(0,G) have
the following ‘self-dual’ property.
Remark 2.15. (1) For any symmetric categorical group G and any monoidal
functor F : G→ 0, there exists a unique 2-cell ϕ : F =⇒ 0G,0.
(2) For any symmetric categorical group G and any monoidal functor F :
0→ G, there exists a unique 2-cell ϕ : F =⇒ 00,G.
Proof. (1) follows from the fact that the zero categorical group has only one
morphism id0. (2) follows from condition (2.4) in Definition 2.11. 
The usual compatibility arguments show the following Lemma.
Lemma 2.16. Let F : G→ H be a monoidal functor. For any A,B ∈ Ob(G),
ΦA,B : G(A,B) G(A⊗B∗, 0)
∈ ∈
f (f ⊗ 1B∗) ◦ η
−1
B
//
 //
and
ΨA,B : G(A⊗B∗, 0) G(A,B)
∈ ∈
g ρ−1A ◦ (1A ⊗ ε
−1
B ) ◦ αA,B∗,B ◦ (g ⊗ 1B) ◦ λB
//
 //
are mutually inverse, and the following diagram is commutative;
G(A,B) G(A⊗B∗, 0)
H(F (A), F (B))
H(F (A)⊗ F (B)∗, 0)
H(F (A⊗B∗), F (0)),
ΦA,B //
F




F
:
::
::
::

ΦF (A),F (B)
&&MM
MMM
MMM
MMM
M
ΘFA,Bxxqqq
qqq
qqq
qqq
where ΘFA,B is defined by
ΘFA,B : H(F (A⊗B
∗), F (0)) H(F (A)⊗ F (B)∗, 0)
∈ ∈
h (1F (A) ⊗ (ι
F
B)
−1) ◦ (FA,B∗)
−1 ◦ h ◦ FI .
//
 //
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3. Definition of a relatively exact 2-category
Locally SCG 2-category.
We define a locally SCG 2-category not only as a 2-category whose Hom-
categories are SCG, but with some more conditions, in order to let it be a
2-dimensional analogue of that of an additive category.
Definition 3.1. A locally small 2-category S is said to be locally SCG if the
following conditions are satisfied:
(A1) For every A,B ∈ S0, there is a given functor ⊗A,B : S(A,B)×S(A,B)→
S(A,B), and a given object 0A,B ∈ Ob(S(A,B)) = S
1(A,B) such that
(S(A,B),⊗A,B, 0A,B) becomes a symmetric categorical group, and the fol-
lowing naturality conditions are satisfied:
0A,B ◦ 0B,C = 0A,C (∀A,B,C ∈ S
0)
(A2) Hom = S(−,−) : S × S → SCG is a 2-functor which satisfies for any
A,B,C ∈ S0,
(0A,B)
♯
I = id0A,C ∈ S
2(0A,C , 0A,C)(3.1)
(0A,B)
♭
I = id0C,B ∈ S
2(0C,B, 0C,B).(3.2)
(A3) There is a 0-cell 0 ∈ S0 called a zero object, which satisfy the following
conditions:
(a3-1) S(0, 0) is the zero categorical group.
(a3-2) For any A ∈ S0 and f ∈ S1(0, A), there exists a unique 2-cell θf ∈
S2(f, 00,A).
(a3-3) For any A ∈ S0 and f ∈ S1(A, 0), there exists a unique 2-cell τf ∈
S2(f, 0A,0).
(A4) For any A,B ∈ S0, their product and coproduct exist.
Let us explain about these conditions.
Remark 3.2. By condition (A1) of Definition 3.1, every 2-cell in a locally SCG
2-category becomes invertible, as in the case of SCG (cf. [9]). This helps us
to avoid being fussy about the directions of 2-cells in many propositions and
lemmas, and we use the word ‘dual’ simply to reverse 1-cells.
Remark 3.3. By condition (A2) in Definition 3.1,
f ♯ := f ◦ − : S(B,C)→ S(A,C)
f ♭ := − ◦ f : S(C,A)→ S(C,B)
are monoidal functors (∀C ∈ S0) for any f ∈ S1(A,B), and the following
naturality conditions are satisfied:
(a2-1) For any f ∈ S1(A,B), g ∈ S1(B,C) and D ∈ S0, we have (f ◦ g)♯ =
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g♯ ◦ f ♯ as monoidal functors.
A B C D
f // g // //
S(C,D) S(B,D)
S(A,D)
g♯ //
(f◦g)♯ 9
99
99
99
f♯




(a2-2) The dual of (a2-1) for −♭.
(a2-3) For any f ∈ S1(A,B), g ∈ S1(C,D), we have f ♯ ◦ g♭ = g♭ ◦ f ♯ as
monoidal functors.
A B C D
f // // g //
S(B,C) S(A,C)
S(B,D) S(A,D)
f♯ //
g♭

g♭

f♯
//

Since already (f ◦g)♯ = g♯◦f ♯ as functors, (a2-1) means (f ◦g)♯I = (g
♯◦f ♯)I ,
and by (2.3) in Remark 2.9, this is equivalent to
(f ◦ g)♯I = f
♯(g♯I) · f
♯
I = (f ◦ g
♯
I) · f
♯
I .
Similarly, we obtain
(f ◦ g)♭I = (f
♭
I ◦ g) · g
♭
I ,(3.3)
(f ♯I ◦ g) · g
♭
I = (f ◦ g
♭
I) · f
♯
I .(3.4)
Remark 3.4. By condition (A2), for any f, g ∈ S1(A,B) and any α ∈ S2(f, g),
α ◦ − : f ♯ ⇒ g♯ becomes a monoidal transformation. So, the diagrams
f ◦ (k ⊗ h)
(f ◦ k)⊗ (f ◦ h)
g ◦ (k ⊗ h)
(g ◦ k)⊗ (g ◦ h)
α◦(k⊗h) +3
f♯k,h 
(α◦k)⊗(α◦h)
+3
g♯k,h
 and
f ◦ 0B,C g ◦ 0B,C
0A,C
α◦0B,C +3
f♯I !
::
::
::
::
::
::
g♯I} 





are commutative for any C ∈ S0 and k, h ∈ S1(B,C). Similar statement also
holds for − ◦ α : f ♭ ⇒ g♭.
Corollary 3.5. In a locally SCG 2-category S, the following are satisfied:
(1) For any diagram in S
C A B
h
&&
0C,A
88
f
&&
g
88ε α
we have
(3.5) h ◦ α = (ε ◦ f) · f ♭I · g
♭−1
I · (ε
−1 ◦ g).
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(2) For any diagram in S
A B C
f
&&
g
88
h
&&
0B,C
88α ε ,
we have
(3.6) α ◦ h = (f ◦ ε) · f ♯I · g
♯−1
I · (g ◦ ε
−1).
(3) For any diagram in S
A B C
f
&&
0A,B
88
g
&&
0B,C
88α β ,
we have
(3.7) (f ◦ β) · f ♯I = (α ◦ g) · g
♭
I .
Proof. (1) (h ◦α) =
2.1
(ε ◦ f) · (0C,A ◦α) · (ε
−1 ◦ g) = (ε ◦ f) · f ♭I · g
♭−1
I · (ε
−1 ◦ g).
(2) is the dual of (1). And (3) follows from (3.1), (3.2), (3.5), (3.6). 
Remark 3.6. We don’t require a locally SCG 2-category to satisfy S1(A, 0) =
{0A,0}, for the sake of duality (see the comments before Remark 2.15 ).
Relatively exact 2-category.
Definition 3.7. Let S be a locally SCG 2-category. S is said to be relatively
exact if the following conditions are satisfied:
(B1) For any 1-cell f ∈ S1(A,B), its kernel and cokernel exist.
(B2) For any 1-cell f ∈ S1(A,B), f is faithful if and only if f = ker(cok(f)).
(B3) For any 1-cell f ∈ S1(A,B), f is cofaithful if and only if f =
cok(ker(g)).
It is shown in [9] that SCG satisfies these conditions.
Let us explain about these conditions.
Definition 3.8. Let S be a locally SCG 2-category. For any f ∈ S1(A,B), its
kernel (Ker(f), ker(f), εf ) is defined by universality as follows (we abbreviate
ker(f) to k(f)) :
(a) Ker(f) ∈ S0, k(f) ∈ S1(Ker(f), A), εf ∈ S
2(k(f) ◦ f, 0).
(b1) (existence of a factorization)
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For any K ∈ S0, k ∈ S1(K,A) and ε ∈ S2(k ◦ f, 0), there exist k ∈
S1(K,Ker(f)) and ε ∈ S2(k ◦ k(f), k) such that (ε ◦ f) · ε = (k ◦ εf ) · (k)
♯
I .
Ker(f)
K
A B
k(f)
66mmmmmmmm
k
''OO
OOO
OO
k






f
//
0
!!
0
<<
ε
HP


εf
%%
%
%%
%ε
=E

(b2) (uniqueness of the factorization)
For any factorizations (k, ε) and (k′, ε′) which satisfy (b1), there exists a
unique 2-cell ξ ∈ S2(k, k′) such that (ξ ◦ k(f)) · ε′ = ε.
Remark 3.9. (1) By its universality, the kernel of f is unique up to an equiv-
alence. We write this equivalence class again Ker(f) = [Ker(f), k(f), εf ].
(2) It is also easy to see that if f and f ′ are equivalent, then
[Ker(f), k(f), εf ] = [Ker(f
′), k(f ′), εf ′ ].
For any f , its cokernel Cok(f) = [Cok(f), c(f), πf ] is defined dually, and
the dual statements also hold for the cokernel.
Remark 3.10. Let S be a locally SCG 2-category, and let f be in S1(A,B).
For any pair (k, ε) with k ∈ S1(0, A), ε ∈ S2(k ◦ f, 0)
0 A B
k
//
f
//
0
##ε
KS
and for any pair (k′, ε′) with k′ ∈ S1(0, A), ε′ ∈ S2(k ◦ f, 0), there exists a
unique 2-cell ξ ∈ S2(k, k′) such that (ξ ◦ f) · ε′ = ε.
Proof. By condition (a3-2) of Definition 3.1, ε ∈ S2(k ◦ f, 0) must be equal to
the unique 2-cell (θk ◦f) ·f
♭
I . Similarly we have ε
′ = (θk′ ◦f) ·f
♭
I , and, ξ should
be the unique 2-cell θk · θ
−1
k′ ∈ S
2(k, k′), which satisfies (ξ ◦ f) · ε′ = ε. 
From this, it makes no ambiguity if we abbreviate Ker(f) = [0, 00,A, f
♭
I ] to
Ker(f) = 0, because [0, k, ε] = [0, k′, ε′] for any (k, ε) and (k′, ε′). Dually, we
abbreviate Cok(f) = [0, 0A,0, f
♯
I ] to Cok(f) = 0.
By using condition (A3) of Definition 3.1, we can show the following easily:
Example 3.11. (1) For any A ∈ S0, Ker(0A,0 : A→ 0) = [A, idA, id0].
(2) For any A ∈ S0, Cok(00,A : 0→ A) = [A, idA, id0].
Caution 3.12. (1) Ker(00,A : 0→ A) need not be equivalent to 0. Indeed, in
the case of SCG, for any symmetric categorical group G, Ker(00,G : 0 → G)
is equivalent to an important invariant π1(G)[0].
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(2) Cok(0A,0 : A → 0) need not be equivalent to 0 either. In the case of
SCG, Cok(0G,0 : G→ 0) is equivalent to π0(G)[1].
Remark 3.13. The precise meaning of condition (B2) in Definition 3.7 is that,
for any 1-cell f ∈ S1(A,B) and its cokernel [Cok(f), cok(f), πf ], f is faithful
if and only if Ker(cok(f)) = [A, f, πf ]. Similarly for condition (B3).
Relative (co-)kernel and first properties of a relatively exact 2-category.
Throughout this subsection, S is a relatively exact 2-category.
Definition 3.14. For any diagram in S
(3.8) A B C
f
//
g
//
0
##ϕ
KS
,
its relative kernel (Ker(f, ϕ), ker(f, ϕ), ε(f,ϕ)) is defined as follows (we abbre-
viate ker(f, ϕ) to k(f, ϕ)) :
(a) Ker(f, ϕ) ∈ S0, k(f, ϕ) ∈ S1(Ker(f, ϕ), A), ε(f,ϕ) ∈ S
2(k(f, ϕ) ◦ f, 0).
(b0) (compatibility of the 2-cells)
ε(f,ϕ) is compatible with ϕ i.e. (k(f, ϕ) ◦ ϕ) · k(f, ϕ)
♯
I = (ε(f,ϕ) ◦ g) · g
♭
I .
(b1) (existence of a factorization)
For any K ∈ S0, k ∈ S1(K,A) and ε ∈ S2(k ◦ f, 0) which are compatible
with ϕ, i.e. (k ◦ ϕ) · k♯I = (ε ◦ g) · g
♭
I , there exist k ∈ S
1(K,Ker(f, ϕ)) and
ε ∈ S2(k ◦ k(f, ϕ), k) such that (ε ◦ f) · ε = (k ◦ ε(f,ϕ)) · (k)
♯
I .
Ker(f, ϕ)
K
A B C
k(f,ϕ)
66mmmmmmmm
k
''OO
OOO
OO
k






f
//
g
//
0
!!
0
<<
0
##ϕ
KS
ε
HP


ε(f,ϕ)
%%
%
%%
%ε
=E

(b2) (uniqueness of the factorization)
For any factorizations (k, ε) and (k′, ε′) which satisfy (b1), there exists a
unique 2-cell ξ ∈ S2(k, k′) such that (ξ ◦ k(f, ϕ)) · ε′ = ε.
Remark 3.15. By its universality, the relative kernel of (f, ϕ) is unique up to
an equivalence. We write this equivalence class [Ker(f, ϕ), k(f, ϕ), ε(f,ϕ)].
Definition 3.16. Let S be a relatively exact 2-category. For any diagram
(3.8) in S, its relative cokernel (Cok(g, ϕ), cok(g, ϕ), π(g,ϕ)) is defined dually
by universality. We abbreviate cok(g, ϕ) to c(g, ϕ), and write the equivalence
class of the relative cokernel [Cok(g, ϕ), c(g, ϕ), π(g,ϕ)].
COHOMOLOGY THEORY IN 2-CATEGORIES 13
Caution 3.17. In the rest of this paper, S denotes a relatively exact 2-
category, unless otherwise specified. In the following propositions and lemmas,
we often omit the statement and the proof of their duals. Each term should
be replaced by its dual. For example, kernel and cokernel, faithfulness and
cofaithfulness are mutually dual.
Remark 3.18. By using condition (A3) of Definition 3.1, we can show the
following easily. (These are also corollaries of Proposition 3.20.)
(1) Ker(f, f ♯I ) = Ker(f) (and thus the ordinary kernel can be regarded as a
relative kernel).
A B 0
f
//
0
//
0
##f
♯
I
KS
(2) ker(f, ϕ) is faithful.
Lemma 3.19. Let f ∈ S1(A,B) and take its kernel [Ker(f), k(f), εf ]. If
K ∈ S0, k ∈ S1(K,Ker(f)) and σ ∈ S2(k ◦ k(f), 0)
K Ker(f) A B
k
//
k(f)
//
f
//
0
%%
0
99
εf
KS
σ 
is compatible with εf , i.e. if σ satisfies
(3.9) (σ ◦ f) · f ♭I = (k ◦ εf) · k
♯
I ,
then there exists a unique 2-cell ζ ∈ S2(k, 0) such that σ = (ζ ◦ k(f)) · k(f)♭I .
Proof. By (3.9), σ : k◦k(f) =⇒ 0 is a factorization compatible with εf and f
♭
I .
On the other hand, by Remark 3.4, k(f)♭I : 0 ◦k(f)⇒ 0 is also a factorization
compatible with εf , f
♭
I . So, by the universality of the kernel, there exists a
unique 2-cell ζ ∈ S2(k, 0) such that σ = (ζ ◦ k(f)) · k(f)♭I . 
It is easy to see that the same statement also holds for relative (co-)kernels.
In any relatively exact 2-category, the relative (co-)kernel always exist. More
precisely, the following proposition holds.
Proposition 3.20. Consider diagram (3.8) in S. By the universality of
Ker(g) = [Ker(g), ℓ, ε], f factors through ℓ uniquely up to an equivalence as
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ϕ : f ◦ ℓ =⇒ f , where f ∈ S1(A,Ker(g)) and ϕ ∈ S2(f ◦ ℓ, f) :
(f ◦ ε) · (f)♯I = (ϕ ◦ g) · ϕ
Ker(f)
Ker(g)
A B C
ℓ
4
44
44f
DD





k(f)
DD





f
////
g
//
0
""
0
;;
0
55
ϕ 
ϕ
εf
`h JJJJ ε
AI


Then we have Ker(f, ϕ) = [Ker(f), k(f), η], where η := (k(f) ◦ϕ−1) · (εf ◦ ℓ) ·
ℓ♭I ∈ S
2(k(f) ◦ f, 0). We abbreviate this to Ker(f, ϕ) = Ker(f).
Proof. For any K ∈ S0, k ∈ S1(K,A) and σ ∈ S2(k ◦ f, 0) which are compat-
ible with ϕ, i.e. (σ ◦ g) · g♭I = (k ◦ ϕ) · k
♯
I , if we put
ρ := (k ◦ ϕ) · σ ∈ S2(k ◦ f ◦ ℓ, 0),
then ρ is compatible with ε. By Lemma 3.19, there exists a 2-cell ζ : k◦f ⇒ 0
such that ρ = (ζ ◦ ℓ) · ℓ♭I . So, by the universality of Ker(f), there exist
k ∈ S1(K,Ker(f)) and σ ∈ S2(k ◦k(f), k) such that (σ ◦ f) · ζ = (k ◦ εf) · (k)
♯
I .
Then, σ is compatible with σ and η,
Ker(f)
K
A B
k(f)
66mmmmmmmm
k
''OO
OOO
OO
k






f
//
0
!!
0
<<
σ
HP


η

%%
%
%%
%σ
=E

and the existence of a factorization is shown. To show the uniqueness of the
factorization, let (k′, σ′) be another factorization which is compatible with σ,
η, i.e. (σ′◦f)·σ = (k′◦η)·(k′)♯I . Then, by using η = (k(f)◦ε
−1)·(εf ◦ℓ)·ℓ
♭
I and
ζ◦ℓ = ρ·ℓ♭−1I = (k◦ε)·σ ·ℓ
♭−1
I , we can show ((σ
′◦f)·ζ)◦ℓ = ((k′◦εf )·(k
′)♯I)◦ℓ.
Since ℓ is faithful, we obtain ((σ′◦f)·ζ) = (k′◦εf )·(k
′)♯I . Thus, σ
′ is compatible
with ζ and εf . By the universality of Ker(f), there exists a 2-cell ξ ∈ S
2(k, k′)
such that (ξ ◦k(f)) ·σ′ = σ. Uniqueness of such ξ ∈ S2(k, k′) follows from the
faithfulness of k(f). 
Proposition 3.21. Let f ∈ S1(A,B), g ∈ S1(B,C) and suppose g is fully
faithful. Then, Ker(f ◦ g) = [Ker(f), k(f), (εf ◦ g) · g
♭
I ]. We abbreviate this to
Ker(f ◦ g) = Ker(f).
Proof. Since g is fully faithful, for any K ∈ S0, k ∈ S1(K,A) and σ ∈ S2(k ◦
f ◦ g, 0), there exists ρ ∈ S2(k ◦ f, 0) such that σ = (ρ ◦ g) · g♭I . And by the
universality of Ker(f), there are k ∈ S1(K,Ker(f)) and σ ∈ S2(k ◦ k(f), k)
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such that (σ ◦ f) · ρ = (k ◦ εf ) · (k)
♯
I . Then, it can be easily seen that σ is
compatible with σ and (εf ◦ g) · g
♭
I :
(σ ◦ f ◦ g) · σ = (k ◦ ((εf ◦ g) · g
♭
I)) · (k)
♯
I
Ker(f)
K
A C
k(f)
66mmmmmmmm
k
''OO
OOO
OO
k






f◦g
//
0
!!
0
<<
σ
HP



%%
%
%%
%σ
=E

(εf◦g)·g♭I
Thus we obtain a desired factorization. To show the uniqueness of the factor-
ization, let (k′, σ′) be another factorization of k which satisfies
(σ′ ◦ f ◦ g) · σ = (k′ ◦ ((εf ◦ g) · g
♭
I)) · (k
′)♯I
Then, we can show σ′ is compatible with ρ and εf . By the universality
of Ker(f), there exists a 2-cell ξ ∈ S2(k, k′) such that (ξ ◦ k(f)) · σ′ = σ.
Uniqueness of such ξ follows from the faithfulness of k(f). 
By definition, f ∈ S1(A,B) is faithful (resp. fully faithful) if and only if
− ◦ f : S2(g, h)→ S2(g ◦ f, h ◦ f) is injective (resp. bijective) for any K ∈ S0
and any g, h ∈ S1(K,A). Concerning this, we have the following lemma.
Lemma 3.22. Let f ∈ S1(A,B).
(1) f is faithful if and only if for any K ∈ S0 and k ∈ S1(K,A),
− ◦ f : S2(k, 0)→ S2(k ◦ f, 0 ◦ f) is injective.
(2) f is fully faithful if and only if for any K ∈ S0 and k ∈ S1(K,A),
− ◦ f : S2(k, 0)→ S2(k ◦ f, 0 ◦ f) is bijective.
Proof. By Lemma 2.16, we have the following commutative diagram for any
g, h ∈ S1(K,A):
S2(g, h) S2(g ⊗ h∗, 0)
S2(g ◦ f, h ◦ f)
S2((g ◦ f)⊗ (h ◦ f)∗, 0)
S2((g ⊗ h∗) ◦ f, 0 ◦ f)
bij.
Φg,h //
−◦f




−◦f
:
::
::
::

bij.
Φg◦f,h◦f
!!D
DD
DD
DD
DD
DD
DD
DD
D
bij.
Θf
♭
g,h
}}zz
zz
zz
zz
zz
zz
zz
zz
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So we have
− ◦ f : S2(g, h)→ S2(g ◦ f, h ◦ f) is injective (resp.bijective)
⇔ − ◦ f : S2(g ⊗ h∗, 0)→ S2((g ⊗ h∗) ◦ f, 0 ◦ f) is injective (resp.bijective).

Corollary 3.23. For any f ∈ S1(A,B), f is faithful if and only if the fol-
lowing condition is satisfied:
(3.10) α ◦ f = id0◦f ⇒ α = id0 (∀K ∈ S
0, ∀α ∈ S2(0K,A, 0K,A))
Proof. If f is faithful, (3.10) is trivially satisfied, since we have id0◦f = id0◦f .
To show the other implication, by Lemma 3.22, it suffices to show that −◦ f :
S2(k, 0)→ S2(k ◦ f, 0 ◦ f) is injective. For any α1, α2 ∈ S
2(k, 0) which satisfy
α1 ◦f = α2 ◦ f , we have (α
−1
1 · α2) ◦ f = (α1 ◦ f)
−1 · (α2 ◦ f) = id0◦f . From
the assumption we obtain α−11 · α2 = id0, i.e. α1 = α2. 
The next corollary immediately follows from Lemma 3.22.
Corollary 3.24. For any f ∈ S1(A,B), f is fully faithful if and only if for
any K ∈ S0, k ∈ S1(K,A), and any σ ∈ S2(k ◦ f, 0), there exists unique
τ ∈ S2(k, 0) such that σ = (τ ◦ f) · f ♭I .
Corollary 3.25. For any f ∈ S1(A,B), the following are equivalent:
(1) f is fully faithful.
(2) Ker(f) = 0.
Proof. (1)⇒(2)
Since f is fully faithful, for any k ∈ S1(K,A) and ε ∈ S2(k ◦ f, 0), there
exists a 2-cell ε ∈ S2(0K,A, k) such that (ε◦f) = (0◦f
♭
I)·0
♯
I ·ε
−1 = (0◦f ♭I)·ε
−1,
and the existence of a factorization is shown. To show the uniqueness of the
factorization, it suffices to show that for any other factorization (k′, ε′) with
(ε′ ◦ f) · ε = (k′ ◦ f ♭I) · (k
′)♯I , the unique 2-cell τ ∈ S
2(k′, 0) (see condition
(a3-2) in Definition 3.1) satisfies (τ ◦ 0) · ε = ε′. Since f is faithful, this is
equivalent to (τ ◦ 0 ◦ f) · (ε ◦ f) · ε = (ε′ ◦ f) · ε, and this follows easily from
τ ◦ 0 = (τ ◦ 0) · 0♯I = (k
′)♯I and (τ ◦ 0 ◦ f) · (0 ◦ f
♭
I) = (k
′ ◦ f ♭I ) · (τ ◦ 0). (see
Corollary 3.5.)
(2)⇒(1) Since Ker(f) = [0, 0, f ♭I ], for any K ∈ S
0, k ∈ S1(K,A) and any
σ ∈ S2(k ◦ f, 0), there exist k ∈ S1(K, 0) and σ ∈ S2(k ◦ 0, k) such that
(σ ◦ f) · σ = (k ◦ f ♭I ) · (k)
♯
I . Thus τ := σ
−1 · k♯I satisfies σ = (τ ◦ f) · f
♭
I .
If there exists another τ ′ ∈ S2(k, 0) satisfying σ = (τ ′ ◦ f) · f ♭I , then by the
universality of the kernel, there exists υ ∈ S2(k, 0) such that (υ ◦ 0) · τ ′−1 = τ .
Since υ ◦ 0 = k♯I by (3.7), we obtain τ = τ
′. Thus τ is uniquely determined.

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Proposition 3.26. For any f ∈ S1(A,B), the following are equivalent.
(1) f is an equivalence.
(2) f is cofaithful and fully faithful.
(3) f is faithful and fully cofaithful.
Proof. Since (1)⇔(3) is the dual of (1)⇔(2), we show only (1)⇔(2).
(1)⇒(2) : trivial.
(2)⇒(1) : Since f is cofaithful, we have f = cok(ker(f)), Cok(k(f)) =
[B, f, εf ]. On the other hand, since f is fully faithful, we have Ker(f) =
[0, 0, f ♭I ], and so we have Cok(k(f)) = [A, idA, id0]. And by the uniqueness
(up to an equivalence) of the cokernel, there is an equivalence from A to B,
which is equivalent to f . Thus, f becomes an equivalence.
0
A
A
B
idA GGG
GG
GG
GG
GG
GGk(f)=00,A
//
f
;;wwwwwwww
∃equiv.
OO
0 --
εf
NV%%%
%%%
V^

44
44
44
44

Lemma 3.27. Let f : A→ B be a faithful 1-cell in S. Then, for any K ∈ S0
and k ∈ S1(K, 0), we have S2(k ◦ 00,Ker(f), 0K,Ker(f)) = {k
♯
I}.
K 0 Ker(f)
k
//
00,Ker(f)
//
0K,Ker(f)
%%k
♯
I
KS
Proof. For any σ ∈ S2(k◦00,Ker(f), 0K,Ker(f)), we can show ((σ◦k(f))·k(f)
♭
I)◦
f = ((k ◦ k(f)♭I) · k
♯
I) ◦ f . By the faithfulness of f , we have (σ ◦ k(f)) · k(f)
♭
I =
(k ◦ k(f)♭I) · k
♯
I . Thus, we have σ ◦ k(f) = k
♯
I ◦ k(f). By the faithfulness of
k(f), we obtain σ = k♯I . 
Corollary 3.28. f : A→ B is faithful if and only if Ker(00,A, f
♭
I ) = 0.
Proof. Since there is a factorization diagram with (00,Ker(f)◦εf)·(00,Ker(f))
♯
I =
(k(f)♭I ◦ f) · f
♭
I
B ,A
Ker(f)
0
f
//
k(f)
%%LL
LLL
LLL
L
00,A
rrr
99rrr
00,Ker(f)
JJ 0
""
0
<<
εf
CK
 
f♭I 
//////
k(f)♭I 
44
44
44
44
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(see (a3-2) in Definition 3.1) we have Ker(00,A, f
♭
I ) = Ker(00,Ker(f)) by Propo-
sition 3.20. So, it suffices to show Ker(00,Ker(f)) = 0. For any K ∈ S
0 and
k ∈ S1(K, 0), we have S2(k ◦ 00,Ker(f), 0K,Ker(f)) = {k
♯
I} by the Lemma 3.27.
So 00,Ker(f) becomes fully faithful, and thus Ker(00,Ker(f)) = 0.
Conversely, assume Ker(00,A, f
♭
I) = 0. For anyK ∈ S
0 and α ∈ S2(0K,A, 0K,A)
satisfying α ◦ f = id0◦f , we show α = id0 (Corollary 3.23).
By α ◦ f = id0◦f , α is compatible with f
♭
I :
BA0
Ker(00,A, f
♭
I) = 0
K
f
//
00,A
//
0K,0
99rrrrrrrrrrr
id0 %%LL
LLL
LLL
LL
0
!!
0
==
0
$$
id0
HP


α 
%%
%
%%
%
f♭I
KS
So there exist k ∈ S1(K, 0) and ε ∈ S2(k ◦ id0, 0K,0) satisfying
(ε ◦ 00,A) · α = (k ◦ id0) · k
♯
I .
Since ε ◦ 00,A = k
♯
I by (3.1) and (3.6), we obtain α = id0. 
In any relatively exact 2-category S, the difference kernel of any pair of
1-cells g, h : A → B always exists. More precisely, we have the following
proposition:
Proposition 3.29. For any g, h ∈ S1(A,B), if we take the kernel Ker(g ⊗
h∗) = [Ker(g ⊗ h∗), k, ε] of g ⊗ h∗ and put ε˜ := Ψk◦g,k◦h(Θ
k♯
g,h(ε · k
♯−1
I )) ∈
S2(k ◦ g, k ◦ h), then (Ker(g ⊗ h∗), k, ε˜) is the difference kernel of g and h.
Proof. For any K ∈ S0 and ℓ ∈ S1(K,A), there exists a natural isomorphism
(Lemma 2.16)
S2(ℓ ◦ (g ⊗ h∗), 0) S2(ℓ ◦ g, ℓ ◦ h)
∈ ∈
σ σ˜ := Ψℓ◦g,ℓ◦h(Θ
ℓ♯
g,h(σ · ℓ
♯
I)).
//
 //
So, to give a 2-cell σ ∈ S2(ℓ◦(g⊗h∗), 0) is equivalent to give a 2-cell σ˜ ∈ S2(ℓ◦
g, ℓ◦h). And, by using Remark 3.4 and Corollary 3.5, the usual compatibility
argument shows the proposition. 
In any relatively exact 2-category S, the pullback of any pair of morphisms
fi : Ai → B (i = 1, 2) always exists. More precisely, we have the following
proposition:
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Proposition 3.30. For any fi ∈ S
1(Ai, B) (1 = 1, 2), if we take the product
of A1 and A2 (A1 × A2, p1, p2), and take the difference kernel (D, d, ϕ) of
p1 ◦ f1 and p2 ◦ f2
D A1 ×A2 B
d //
p1◦f1
""
p2◦f2
<< D
A1
A2
B
d◦p1 ::ttttt
d◦p2
$$JJ
JJJ
f1
$$JJ
JJJ
f2
::ttttt
ϕ

,
then, (D, d ◦ p1, d ◦ p2, ϕ) is the pullback of f1 and f2.
of condition (b1) (in Definition 2.4). For any X ∈ S0, gi ∈ S
1(X,Ai) (i =
1, 2) and η ∈ S2(g1 ◦ f1, g2 ◦ f2), by the universality of A1 × A2, there exist
g ∈ S1(X,A1×A2) and ξi ∈ S
2(d◦pi, gi) (i = 1, 2). Applying the universality
of the difference kernel to the 2-cell
(3.11) ζ := (ξ1 ◦ f1) · η · (ξ
−1
2 ◦ f2) ∈ S
2(g ◦ p1 ◦ f1, g ◦ p2 ◦ f2),
we see there exist g ∈ S1(X,D) and ζ ∈ S2(g ◦ d, g)
(3.12) D A1 ×A2 B
X
d
//
p1◦f1
++
p2◦f2
33
g
''OO
OOO
OOOg



ζ 08jjjj jjjj
such that
(3.13) (g ◦ ϕ) · (ζ ◦ p2 ◦ f2) = (ζ ◦ p1 ◦ f1) · ζ.
By (3.11) and (3.13), we have (g◦ϕ)·(((ζ◦p2)·ξ2)◦f2) = (((ζ◦p1)·ξ1)◦f1)·η,
and thus condition (b1) is satisfied.
D
A1
A2
BX
d◦p1
??
d◦p2 ?
??
??
f2
@@
f1
!!B
BB
B
g
//
g1 ,,
g2
22
ϕ

V^4444
4444
  











(ζ◦p1)·ξ1
(ζ◦p2)·ξ2
proof of condition (b2)
If we take h ∈ S1(X,D) and ηi ∈ S
2(h ◦ d ◦ pi, gi) (i = 1, 2) which satisfy
(h ◦ ϕ) · (η2 ◦ f2) = (η1 ◦ f1) · η, then by the universality of A1 × A2, there
exists a unique 2-cell κ ∈ S2(h ◦ d, g) such that
(3.14) (κ ◦ pi) · ξi = ηi (i = 1, 2).
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Then, κ becomes compatible with ϕ and ζ, i.e. (h ◦ ϕ) · (κ ◦ p2 ◦ f2) =
(κ◦p1◦f1)·ζ. So, comparing this with factorization (3.12), by the universality
of the difference kernel, we see there exists a unique 2-cell χ ∈ S2(h, g) which
satisfies
(3.15) (χ ◦ d) · ζ = κ
Then we have (χ ◦ d ◦ pi) · (ζ ◦ pi) · ξi = (κ ◦ pi) · ξi = ηi (i = 1, 2). Thus χ
is the desired 2-cell in condition (b2), and the uniqueness of such a χ follows
from the uniqueness of κ and χ which satisfy (3.14) and (3.15). 
By the universality of the pullback, we have the following remark:
Remark 3.31. Let
A1 ×B A2
A2
A1
B
f ′1 88qqqqq
f ′2
&&MM
MMM
f2
$$JJ
JJJ
f1
::ttttt
ξ

(3.16)
be a pull-back diagram. Then, for any K ∈ S0, g, h ∈ S1(K,A1 ×B A2) and
α, β ∈ S2(g, h), we have
α ◦ f ′i = β ◦ f
′
i (i = 1, 2) =⇒ α = β.
Proof. To the diagram
K
A1
A2
B
g◦f ′1 88qqqqqq
g◦f ′2
&&MM
MMM
M
f1
::ttttt
f2
$$JJ
JJJ
g◦ξ

,
the following diagram gives a factorization which satisfies condition (b1) in
Definition 2.4.
A1 ×B A2
A2
A1
BK
f ′1
<<zzzzz
f ′2
""D
DD
DD
f1
??
f2
?
??
??
g
//
g◦f ′1 ,,
g◦f ′2
22
ξ



Since each of idg : g =⇒ g and α ◦ β
−1 : g =⇒ g gives a 2-cell which satisfies
condition (b2), we have α ◦ β−1 = id by the uniqueness. Thus α = β. 
Proposition 3.32. (See also Proposition 5.12.) Let (3.16) be a pull-back
diagram. We have
(1) f1: faithful ⇒ f
′
1: faithful.
(2) f1: fully faithful ⇒ f
′
1: fully faithful.
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(3) f1: cofaithful ⇒ f
′
1: cofaithful.
Proof. proof of (1) By Corollary 3.23, it suffices to show α ◦ f ′1 = id0◦f ′1 ⇒
α = id0 for any K ∈ S
0 and α ∈ S2(0K,A1×BA2 , 0K,A1×BA2). Since (0 ◦
ξ) · (α ◦ f ′2 ◦ f1) = (α ◦ f
′
1 ◦ f2) · (0 ◦ ξ) = id0◦f ′1◦f2 · (0 ◦ ξ) = 0 ◦ ξ, we have
α◦f ′2◦f1 = id0◦f ′2◦f1 = id0◦f ′2◦f1. Since f1 is faithful, we obtain α◦f
′
2 = id0◦f ′2 .
Thus, we have α◦f ′i = id0◦f ′i = id0◦f
′
i (i = 1, 2). By Remark 3.31, this implies
α = id0.
proof of (2) By (1), f ′1 is already faithful. By Corollary 3.23, it suffices to show
that for any K ∈ S0, k ∈ S1(K,A1 ×B A2) and any σ ∈ S
2(k ◦ f ′1, 0), there
exists a unique 2-cell κ ∈ S2(k, 0) such that σ = (κ ◦ f ′1) · (f
′
1)
♭
I . Since f1 is
fully faithful, for any K ∈ S0, k ∈ S1(K,A1×B A2) and any σ ∈ S
2(k ◦ f ′1, 0),
there exists τ ∈ S2(k◦f ′2, 0) such that (τ ◦f1) ·(f1)
♭
I = (k◦ξ
−1) ·(σ◦f2) ·(f2)
♭
I .
Then, for the diagram
K
A1
A2
B
0
::vvvvvv
0 $$H
HH
HH
H
f2
::vvvvvv
f1
$$H
HH
HH
H
(f1)♭I ·(f2)
♭−1
I

,
each of the factorizations
A1 ×B A2
A2
A1
BK
f ′1
::vvvvvv
f ′2 $$
HHH
HHH
f1
::vvvvvv
f2
$$H
HH
HH
H
k
//
0 ,,
0
22
ξ

σ
X`9999
9999
τ
~ 


A1 ×B A2
A2
A1
BK
f ′1
::vvvvvv
f ′2 $$
HHH
HHH
f1
::vvvvvv
f2
$$H
HH
HH
H
0
//
0 ,,
0
22
ξ

(f′
1
)♭
I
X`9999
9999
(f′
2
)♭
I
~ 


satisfies condition (b1) in Definition 2.4. So there exists a 2-cell κ ∈ S2(k, 0)
such that σ = (κ◦f ′1)·(f
′
1)
♭
I . Uniqueness of such κ follows from the faithfulness
of f ′1.
proof of (3) Let (A1 × A2, p1, p2) be the product of A1 and A2. For idA1 ∈
S1(A1, A1) and 0 ∈ S
1(A1, A2), by the universality of A1 × A2, there exist
i1 ∈ S
1(A1, A1 × A2), ξ1 ∈ S
2(i1 ◦ p1, idA1) and ξ2 ∈ S
2(i2 ◦ p2, 0). Similarly,
there is a 1-cell i2 ∈ S
1(A2, A1×A2) such that there are equivalences i2 ◦p2 ≃
idA2 , i2 ◦ p1 ≃ 0. If we put t := (p1 ◦ f1) ⊗ (p2 ◦ f2)
∗, then by Proposition
3.29 and 3.30, we have A1 ×B A2 = Ker(t). So we may assume Ker(t) =
[A1 ×B A2, d, εt] and f
′
1 = d ◦ p2.
A1 ×B A2 A1 ×A2 B
d
//
t
//
0
''
εt
KS
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Since i1 ◦ t and f1 are equivalent;
i1 ◦ t ≃ (i1 ◦ p1 ◦ f1)⊗ (i1 ◦ p2 ◦ f
∗
2 ) ≃ (idA1 ◦ f1)⊗ (0 ◦ f
∗
2 ) ≃ f1,
by the cofaithfulness of f1, it follows that t is cofaithful. Thus, we have
B = Cok(ker(t)), i.e. Cok(d) = [B, t, εt]. By (the dual of) Corollary 3.23,
it suffices to show f ′1 ◦ α = idf ′1◦0 ⇒ α = id0 for any C ∈ S
0 and any
α ∈ S2(0A2,C , 0A2,C). For the 2-cell (d ◦ p2)
♯
I ∈ S
2(d ◦ p2 ◦ 0A2,C , 0) (see the
following diagram), by the universality of Cok(d), there exist u ∈ S1(B,C)
and γ ∈ S2(t ◦ u, p2 ◦ 0) such that (d ◦ γ) · (d ◦ p2)
♯
I = (εt ◦ u) · u
♭
I . Thus, if we
put γ′ := γ · (p2 ◦ α), we have
(d ◦ γ′) · (d ◦ p2)
♯
I = (d ◦ γ) · (d ◦ p2 ◦ α) · (d ◦ p2)
♯
I
= (d ◦ γ) · (f ′1 ◦ α) · (d ◦ p2)
♯
I = (εt ◦ u) · u
♭
I .
So, γ and γ′ ∈ S2(t ◦ u, p2 ◦ 0) give two factorization of p2 ◦ 0 compatible
with εt and (d ◦ p2)
♯
I . By the universality of Cok(d) = [B, t, εt], there exists a
unique 2-cell β ∈ S2(u, u) such that
(3.17) (t ◦ β) · γ = γ′.
A1 ×B A2 A1 ×A2 B
A2 C
A1
d //
i1


 f1
!!D
DD
DD
DD
p2

f ′1 ""E
EE
EE
EE
EE
EE t
//
u
		
u
0 **
0
44α
γ β
ks
;C
equivalence

Then we have (i1 ◦ t ◦ β) · (i1 ◦ γ) = i1 ◦ γ
′ = (i1 ◦ γ) · (i1 ◦ p2 ◦ α) =
(i1 ◦ γ) · (ξ2 ◦ 0) · (0 ◦ α) · (ξ
−1
2 ◦ 0) = (i1 ◦ γ), and thus, (i1 ◦ t) ◦ β = idi1◦t◦u.
Since i1 ◦ t ≃ f1 is cofaithful, we obtain β = idu. So, by (3.17), we have
γ = γ′ = γ · (p2 ◦ α), and consequently p2 ◦ α = idp2◦0. Since p2 is cofaithful
(because i2 ◦ p2 ≃ idA2 is cofaithful), we obtain α = id0. 
Proposition 3.33. Consider diagram (3.8) in S. If we take Ker(f, ϕ) =
[Ker(f, ϕ), ℓ, ε], then by the universality of Ker(f) = [Ker(f), k(f), εf ], ℓ fac-
tors uniquely up to an equivalence as
Ker(f)
Ker(f, ϕ)
A B C,
k(f)
66mmmmmmmm
ℓ
''OO
OOO
O
ℓ






f
//
g
//
0
!!
0
<<
ε
HP


εf
%%
%
%%
%ε
=E

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where (ε ◦ f) · ε = (ℓ ◦ εf ) · (ℓ)
♯
I . Then, ℓ becomes fully faithful.
Proof. Since ℓ ◦ k(f) is equivalent to a faithful 1-cell ℓ, so ℓ becomes faithful.
For any K ∈ S0, k ∈ S1(K,Ker(f, ϕ)) and σ ∈ S2(k ◦ ℓ, 0), if we put σ′ :=
(k ◦ ε−1) · (σ ◦ k(f)) · k(f)♭I ∈ S
2(k ◦ ℓ, 0), then σ′ becomes compatible with ε.
So, by Lemma 3.19, there exists τ ∈ S2(k, 0) such that σ′ = (τ ◦ ℓ) · ℓ♭I , i.e.
(3.18) (k ◦ ε−1) · (σ ◦ k(f)) · (k(f))♭I = (τ ◦ ℓ) · ℓ
♭
I .
Now, since (k ◦ ε) · (τ ◦ ℓ) · ℓ♭I = (τ ◦ ℓ ◦ k(f)) · (ℓ ◦ k(f))
♭
I by Corollary 3.5,
(3.18) is equivalent to (σ ◦ k(f)) · (k(f))♭I = (τ ◦ ℓ ◦ k(f)) · (ℓ
♭
I ◦ k(f)) · (k(f))
♭
I .
Thus, we obtain σ ◦ k(f) = ((τ ◦ ℓ) · ℓ♭I) ◦ k(f). Since k(f) is faithful, it
follows that σ = (τ ◦ ℓ) · ℓ♭I . Uniqueness of such τ follows from the faithfulness
of ℓ. Thus ℓ becomes fully faithful by Corollary 3.24. 
4. Existence of proper factorization systems
Definition 4.1. For any A,B ∈ S0 and f ∈ S1(A,B), we define its image as
Ker(cok(f)).
Remark 4.2. By the universality of the kernel, there exist i(f) ∈ S1(A, Im(f))
and ι ∈ S2(i(f) ◦ k(c(f)), f) such that (ι ◦ c(f)) · πf = (i(f) ◦ εc(f)) · i(f)
♯
I .
Coimage of f is defined dually, and we obtain a factorization through Coim(f).
Proposition 4.3 (1st factorization). For any f ∈ S1(A,B), the factorization
ι : i(f) ◦ k(c(f)) =⇒ f through Im(f)
A B
Im(f)
f //
k(c(f))
BBi(f) :
::
::
:
ι
KS
satisfies the following properties:
(A) i(f) is fully cofaithful and k(c(f)) is faithful.
(B) For any factorization η : i ◦m =⇒ f where m is faithful, following (b1)
and (b2) hold:
(b1) There exist t ∈ S1(Im(f), C), ζm ∈ S
2(t ◦m, k(c(f))), ζi ∈ S
2(i(f) ◦ t, i)
A B
C
Im(f)
t
OO
k(c(f))
??i(f) ?
??
??
?
m
?
??
??
??
i
??
ζm

''
''
'
''
''
'
ζi
OW'''''
'''''
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such that (i(f) ◦ ζm) · ι = (ζi ◦m) · η.
(b2) If both (t, ζm, ζi) and (t
′, ζ′m, ζ
′
i) satisfy (b1), then there is a unique 2-cell
κ ∈ S2(t, t′) such that (i(f) ◦ κ) · ζ′i = ζi and (κ ◦m) · ζ
′
m = ζm.
Dually, we obtain the following proposition for the coimage factorization.
Proposition 4.4 (2nd factorization). For any f ∈ S1(A,B), the factorization
µ : c(k(f)) ◦ j(f) =⇒ f through Coim(f)
A B
Coim(f)
f
//
j(f)
:
::
::
:
c(k(f))
BB
µ

satisfies the following properties:
(A) j(f) is fully faithful and c(k(f)) is cofaithful.
(B) For any factorization ν : e ◦ j =⇒ f where e is cofaithful, following (b1)
and (b2) (the dual of the conditions in Proposition 4.3) hold:
(b1) There exists s ∈ S1(C,Coim(f)), ζe ∈ S
2(e ◦ s, c(k(f))), and ζj ∈ S
2(s ◦
j(f), j)
A B
Coim(f)
C
s
OO
j
??e ?
??
??
??
j(f)
?
??
??
?
c(k(f))
??
ζj

''
''
'
''
''
'
ζe
OW'''''
'''''
such that (e ◦ ζj) · ν = (ζe ◦ j(f)) · µ.
(b2) If both (s, ζe, ζj) and (s
′, ζ′e, ζ
′
j) satisfy (b1), then there is a unique 2-cell
λ ∈ S2(t, t′) such that (λ ◦ j(f)) · ζ′j = ζj and (e ◦ λ) · ζ
′
e = ζe.
In the rest of this section, we show Proposition 4.3.
Lemma 4.5. For any f ∈ S1(A,B), i(f) is cofaithful.
Proof. It suffices to show that for any C ∈ S0 and α ∈ S2(0Im(f),C , 0Im(f),C)
A Im(f) C
i(f) //
0
!!
0
==α ,
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we have i(f) ◦ α = idi(f)◦0 =⇒ α = id0. Take the pushout of k(c(f)) and
0Im(f),C
Im(f) C
∐
Im(f)
B
B
C
iC
88qqq0 &&MM
MMM
iB&&MM
Mk(c(f)) 88qqqqq
ξ

and put
ξ1 := ξ · (ξ1 ◦ f2) · η = (g ◦ ξ) · (ξ2 ◦ f1)(iC)
♭
I = (k(c(f)) ◦ iB
ξ
=⇒ 0 ◦ iC
(iC)
♭
I=⇒ 0)
ξ2 := ξ · (α ◦ iC) · (iC)
♭
I = (k(c(f)) ◦ iB
ξ
=⇒ 0 ◦ iC
α◦iC=⇒ 0 ◦ iC
(iC)
♭
I=⇒ 0).
Then, since iC is faithful by (the dual of) Lemma 3.32, we have
α = id0 ⇐⇒ α◦iC = id0◦iC ⇐⇒ ξ·(α◦iC)·(iC)
♭
0 = ξ·id0◦iC ·(iC)
♭
I ⇐⇒ ξ1 = ξ2.
So, it suffices to show ξ1 = ξ2. For each i = 1, 2, since Cok(k(c(f)) =
[Cok(f), c(f), εc(f)], there exist ei ∈ S
1(Cok(f), C
∐
Im(f)
B) and εi ∈ S
2(c(f) ◦
ei, iB) such that
(4.1) (k(c(f)) ◦ εi) · ξi = (εc(f) ◦ ei) · (ei)
♭
I .
Im(f) C
∐
Im(f)
B
B
Cok(f)
0
//
iB
!!C
CC
CC
C
k(c(f)
uu
::uuu
c(f)
ttt
::
ei





0
00
ξi

εi 



εc(f)[c??
Since by assumption i(f) ◦ α = idi(f)◦0, we have
i(f) ◦ ξ2 = (i(f) ◦ ξ) · (i(f) ◦ α ◦ iC) · (i(f) ◦ (iC)
♭
I)
= (i(f) ◦ ξ) · (idi(f)◦0◦iC ) · (i(f) ◦ (iC)
♭
I) = i(f) ◦ ξ1.
So, if we put ̟ := (ι−1 ◦ iB) · (i(f) ◦ ξi) · (i(f))
♯
I ∈ S
2(f ◦ iB, 0), this doesn’t
depend on i = 1, 2. We can show easily (f ◦ εi) ·̟ = (πf ◦ ei) · (ei)
♭
I (i = 1, 2).
Thus (e1, ε1) and (e2, ε2) are two factorizations of iB compatible with ̟ and
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πf .
A
C
∐
Imf
B
B
Cok(f)
0
11
iB
##G
GGG
G
f //
c(f)
;;wwwwwww
ei

0 ..
πf
NV$$$
$$$
̟
 




εi
 





By the universality of Cok(f), there exists a 2-cell β ∈ S2(e1, e2) such that
(c(f) ◦ β) · ε2 = ε1, and thus we have ε
−1
1 = ε
−1
2 · (c(f) ◦ β
−1). So, by (4.1),
we have
ξ1 = (k(c(f)) ◦ ε
−1
1 ) · (εc(f) ◦ e1) · (e1)
♭
I
= (k(c(f)) ◦ ε−12 ) · (k(c(f)) ◦ c(f) ◦ β
−1) · (εc(f) ◦ e1) · (e1)
♭
I
=
3.5
(k(c(f)) ◦ ε−12 ) · (εc(f) ◦ e2) · (e2)
♭
I = ξ2.

Lemma 4.6. Let f ∈ S1(A,B). Let ι : i(f)◦k(c(f)) =⇒ f be the factorization
of f through Im(f) as before. If we are given a factorization η : i ◦m =⇒ f
of f where i ∈ S1(A,C), m ∈ S1(C,B) and m is faithful, then there exist
t ∈ S1(Im(f), C), ζi ∈ S
2(i(f) ◦ t, i) and ζm ∈ S
2(t ◦ m, k(c(f))) such that
(ζi ◦m) · η = (i(f) ◦ ζm) · ι.
Proof. By the universality of Cok(f), for π := (η−1 ◦ c(m)) · (i ◦ πm) · i
♯
I ∈
S2(f◦c(m), 0), there existm ∈ S1(Cok(f),Cok(m)) and η ∈ S2(c(f)◦m, c(m))
such that
(4.2) (f ◦ η) · π = (πf ◦m) · (m)
♭
I .
A
Cok(m)
B
Cok(f)
0
11
c(m)
!!D
DD
DD
DD
f //
c(f)
;;wwwwwww
m






0 ..
πf
NV$$$
$$$
π
 




η 



Since m is faithful by assumption, it follows Ker(c(m)) = [C,m, πm]. By the
universality of Ker(c(m)), for the 2-cell
(4.3) ζ := (k(c(f)) ◦ η−1) · (εc(f) ◦m) · (m)
♭
I ∈ S
2(k(c(f)) ◦ c(m), 0),
there exist t ∈ S1(Im(f), C) and ζm ∈ S
2(t◦m, k(c(f))) such that (ζm◦c(m))·
ζ = (t ◦ πm) · t
♯
I .
If we put ζ := (i(f) ◦ ζm) · ι, then the following claim holds:
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Claim 4.7. Each of the two factorizations of f through Ker(c(m))
η : i ◦m =⇒ f and ζ : i(f) ◦ t ◦m =⇒ f
is compatible with πm and π.
A
C
B Cok(m)
f
66mmmmmmmmmmm
m
''OO
OOO
OOOJJ
c(m)
//
0
##
0
::
πm
GO
 
π

%%
%
%%
%
22
2
22
2
If the above claim is proven, then by the universality of Ker(c(m)) =
[C,m, πm], there exists a unique 2-cell ζi ∈ S
2(i(f)◦t, i) such that (ζi◦m)·η =
ζ. Thus we obtain (t, ζm, ζi) which satisfies (ζi ◦m) · η = ζ = (i(f) ◦ ζm) · ι,
and the lemma is proven. So, we show Claim 4.7.
(a) compatibility of η with πm, π
This follows immediately from the definition of π.
(b) compatibility of ζ with πm, π
We have
i(f) ◦ ζ =
4.3
(ι ◦ c(m)) · (f ◦ η−1) · (ι−1 ◦ c(f) ◦m)
· (i(f) ◦ εc(f) ◦m)) · (i(f) ◦ (m)
♭
I)
=
4.2
(ι ◦ c(m)) · π · i(f)♯−1I .
From this, we obtain (i(f) ◦ t ◦ πm) · (i(f) ◦ t
♯
I) = (ζ ◦ c(m)) · π · i(f)
♯−1
I . So
we have
(ζ ◦ c(m)) · π = (i(f) ◦ t ◦ πm) · (i(f) ◦ t
♯
I) · i(f)
♯−1
I = (i(f) ◦ t ◦ πm) · (i(f) ◦ t)
♯
I .

Lemma 4.8. Let A,B,C ∈ S0, f,m, i ∈ S1, η ∈ S2 be as in Lemma 4.6.
If a triplet (t′, ζ′m, ζ
′
i) (where t
′ ∈ S1(Im(f), C), ζ′m ∈ S
2(t′ ◦m, k(c(f))), ζ′i ∈
S2(i(f) ◦ t′, i) satisfies
(4.4) (i(f) ◦ ζ′m) · ι = (ζ
′
i ◦m) · η,
then ζ′m becomes compatible with ζ and πm (in the notation of the proof of
Lemma 4.6), i.e. we have (ζ′m ◦ c(m)) · ζ = (t
′ ◦ πm) · (t
′)♯I .
Remark 4.9. Since m is faithful, ζ′m which satisfies (4.4) is uniquely deter-
mined by t′ and ζ′i if it exists.
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of Lemma 4.8. Since we have
i(f) ◦ ((ζ′m ◦ c(m) · ζ)
=
4.4,2.1
(ζ′i ◦m ◦ c(m)) · (η ◦ c(m)) · (f ◦ η
−1) · (ι−1 ◦ c(f) ◦m)
· (i(f) ◦ εc(f) ◦m) · (i(f) ◦ (m)
♭
I)
=
4.2
((i(f) ◦ t′ ◦ πm) · (i(f) ◦ (t
′)♯I),
we obtain (ζ′m ◦ c(m)) · ζ = (t
′ ◦ πm) · (t
′)♯I by the cofaithfulness of i(f). 
Corollary 4.10. Let A, B, C, f , m, i, η as in Proposition 4.3. If both
(t, ζm, ζi) and (t
′, ζ′m, ζ
′
i) satisfy (b1), then there exists a unique 2-cell κ ∈
S2(t, t′) such that (i(f) ◦ κ) · ζ′i = ζi and (κ ◦m) · ζ
′
m = ζm.
Proof. By Lemma 4.8, there exists a 2-cell κ ∈ S2(t, t′) such that (κ ◦ m) ·
ζ′m = ζm by the universality of Ker(c(m)) = [C,m, πm]. This κ also satisfies
ζi = (i(f) ◦ κ) · ζ
′
i, and unique by the cofaithfulness of i(f). 
Considering the case of C = Im(f), we obtain the following corollary.
Corollary 4.11. For any t ∈ S1(Im(f), Im(f)), ζm ∈ S
2(t ◦ k(c(f)), k(c(f)))
and ζi ∈ S
2(i(f)◦ t, i(f)) satisfying (ζi ◦k(c(f))) · ι = (i(f)◦ζm) · ι, there exists
a unique 2-cell κ ∈ S2(t, idIm(f)) such that i(f) ◦ κ = ζi and κ ◦ k(c(f)) = ζm.
Now, we can prove Proposition 4.3.
of Proposition 4.3. Since all the other is already shown, it suffices to show the
following:
Claim 4.12. For any C ∈ S0 and any g, h ∈ S1(Im(f), C),
i(f) ◦ − : S2(g, h) −→ S2(i(f) ◦ g, i(f) ◦ h)
is surjective.
So, we show Claim 4.12. If we take the difference kernel of g and h;
d(g,h) : DK(g, h) −→ Im(f), ϕ(g,h) : d(g,h) ◦ g =⇒ d(g,h) ◦ h,
then by the universality of the difference kernel, for any β ∈ S2(i(f)◦g, i(f)◦h)
there exist i ∈ S1(A,DK(g, h)) and λ ∈ S2(i ◦ d(g,h), i(f))
DK(g, h) Im(f) C
A
d(g,h)
//
g
++
h
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such that (i ◦ ϕ(g,h)) · (λ ◦ h) = (λ ◦ g) · β.
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If we put m := d(g,h) ◦ k(c(f)), then m becomes faithful since d(g,h) and
k(c(f)) are faithful. Applying Lemma 4.6 to the factorization η := (λ ◦
k(c(f))) · ι : i ◦ m =⇒ f , we obtain t ∈ S1(Im(f),DK(g, h)), ζm ∈ S
2(t ◦
m, k(c(f))) and ζi ∈ S
2(i(f) ◦ t, i) such that (ζi ◦m) · η = (i(f) ◦ ζm) · ι. Thus
we have
(ζi ◦ d(g,h) ◦ k(c(f))) · (λ ◦ k(c(f))) · ι = (i(f) ◦ ζm) · ι.
So, if we put ζi := (ζi ◦ d(g,h)) · λ ∈ S
2(i(f) ◦ t ◦ d(g,h), i(f)), then we have
(ζi ◦ k(c(f))) · ι = (i(f) ◦ ζm) · ι.
By Corollary 4.11, there exists a 2-cell κ ∈ S2(t ◦ d(g,h), idIm(f)) such that
κ◦k(c(f)) = ζm and i(f)◦κ = ζi. If we put α := (κ
−1◦g)·(t◦ϕ(g,h))·(κ◦h) ∈
S2(g, h), we can show that α satisfies i(f)◦α = β. Thus i(f)◦− : S2(g, h) −→
S2(i(f) ◦ g, i(f) ◦ h) is surjective. 
Remark 4.13. In condition (B) of Proposition 4.3, if moreover i is fully co-
faithful, then t becomes fully cofaithful since i and i(f) are fully cofaithful.
On the other hand, t is faithful since k(c(f)) is faithful. So, in this case t
becomes an equivalence by Proposition 3.26.
Together with Corollary 4.11, we can show easily the following corollary:
Corollary 4.14. For any f ∈ S1(A,B), the following (b1) and (b2) hold:
(b1) If in the factorizations
A B
C
f
//
m
:
::
::
:
i
BB
η

A B,
C′
f
//
m′
:
::
::
:
i′
BB
η′

m,m′ are faithful and i, i′ are fully cofaithful, then there exist t ∈ S1(C,C′),
ζm ∈ S
2(t ◦m′,m), and ζi ∈ S
2(i ◦ t, i′) such that (i ◦ ζm) · η = (ζi ◦m
′) · η′.
(b2) If both (t, ζm, ζi) and (t
′, ζ′m, ζ
′
i) satisfy (b1), then there is a unique 2-cell
κ ∈ S2(t, t′) such that (i ◦ κ) · ζ′i = ζi and (κ ◦m
′) · ζ′m = ζm.
Remark 4.15. Proposition 4.3 and Proposition 4.4 implies respectively the
existence of (2,1)-proper factorization system and (1,2)-proper factorization
system in any relatively exact 2-category, in the sense of [2].
In the notation of this section, condition (B2) and (B3) in Definition 3.7
can be written as follows:
Corollary 4.16. For any f ∈ S1(A,B), we have;
(1) f is faithful iff i(f) : A −→ Im(f) is an equivalence.
(2) f is cofaithful iff j(f) : Coim(f) −→ B is an equivalence.
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Proof. Since (1) is the dual of (2), we show only (2).
In the coimage factorization diagram
A B
Coim(f)
f
//
j(f)
:
::
::
:
c(k(f))
BB
µf

,
since c(k(f)) is cofaithful and j(f) is fully faithful, we have
f is cofaithful⇐⇒ j(f) is cofaithful ⇐⇒
Prop. 3.26
j(f) is an equivalence. 
5. Definition of relative 2-exactness
Diagram lemmas (1).
Definition 5.1. A complex A• = (An, d
A
n , δ
A
n ) is a diagram
· · ·An−2 An−1 An An+1 An+2 · · ·
dAn−2
//
dAn−1
//
dAn
//
dAn+1
//
0
%%
0
::
0
%%
0
::
0
<<
δAn−1
KS
δAn
δAn+1
KS
 
where An ∈ S
0, dAn ∈ S
1(An, An+1), δ
A
n ∈ S
2(dAn−1 ◦ d
A
n , 0), and satisfies the
following compatibility condition for each n ∈ Z :
(dAn−1 ◦ δ
A
n+1) · (d
A
n−1)
♯
I = (δ
A
n ◦ d
A
n+1) ◦ (d
A
n+1)
♭
I
Remark 5.2. We consider a bounded complex as a particular case of a complex,
by adding zeroes.
· · · 0 0 A0 A1 A2 A3 · · ·0
//
0
//
dA0
//
dA1
//
dA2
//
0
$$
0
::
0
%%
0
::
0
<<
(dA0 )
♭
I
KS
δA1
δA2
KS
id  
Definition 5.3. For any complexesA• = (An, d
A
n , δ
A
n ) andB• = (Bn, d
B
n , δ
B
n ),
a complex morphism f• = (fn, λn) : A• −→ B• consists of fn ∈ S
1(An, Bn)
and λn ∈ S
2(dAn ◦ fn+1, fn ◦ d
B
n ) for each n, satisfying
(δAn ◦ fn+1) · (fn+1)
♭
I = (d
A
n−1 ◦ λn) · (λn−1 ◦ d
B
n ) · (fn−1 ◦ δ
B
n ) · (fn−1)
♯
I .
· · ·An−2 An−1 An An+1 An+2 · · ·
· · ·Bn−2 Bn−1 Bn Bn+1 Bn+2 · · ·
dAn−2 //
dAn−1 // d
A
n //
dAn+1//
dBn−2
//
dBn−1
//
dBn
//
dBn+1
//
fn−2

fn−1

fn

fn+1

fn+2

λn−2

λn−1

λn

λn+1

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Proposition 5.4. Consider the following diagram in S.
A1
A2
B1
B2
f1 //
a

f2
//
b

λ (5.1)
If we take the cokernels of f1 and f2, then there exist b ∈ S
1(Cok(f1),Cok(f2))
and λ ∈ S2(c(f1) ◦ b, b ◦ c(f2)) such that
(πf1 ◦ b) · (b)
♭
I = (f1 ◦ λ) · (λ ◦ c(f2)) · (a ◦ πf2 ) · a
♯
I .
A1
A2
B1
B2
Cok(f1)
Cok(f2)
f1 //
a

f2
//
b

b

c(f1)//
c(f2)
//
0
%%
0
99
λ  λ
πf1
KS
πf2 
If (b
′
, λ
′
) also satisfies this condition, there exists a unique 2-cell ξ ∈ S2(b, b
′
)
such that (c(f1) ◦ ξ) · λ
′
= λ.
Proof. This follows immediately if we apply the universality of Cok(f1) to
(λ ◦ c(f2)) · (a ◦ πf2) · a
♯
I ∈ S
2(f1 ◦ b ◦ c(f2), 0). 
Proposition 5.5. Consider the following diagrams in S,
A1
A2
A3
B1
B2
B3
f1 //
a1

f2 //
b1

f3
//
a2

b2

a

b
  
λ1 
λ2 
αks
β
+3
A1
A3
B1
B3
f1 //
a

f3
//
b

λ 
which satisfy (f1 ◦ β) · λ = (λ1 ◦ b2) · (a1 ◦ λ2) · (α ◦ f3). Applying Proposition
5.4, we obtain diagrams
B1
B3
Cok(f1)
Cok(f3)
c(f1)//
b

c(f3)
//
b

λ
B1
B2
Cok(f1)
Cok(f2)
c(f1)//
b1

c(f2)
//
b1
λ1
B2
B3
Cok(f2)
Cok(f3)
c(f2)//
b2

c(f3)
//
b2
λ2
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with
(πf1 ◦ b) · (b)
♭
I = (f1 ◦ λ) · (λ ◦ c(f3)) · (a ◦ πf3) · a
♯
I(5.2)
(πf1 ◦ b1) · (b1)
♭
I = (f1 ◦ λ1) · (λ1 ◦ c(f2)) · (a1 ◦ πf2 ) · (a1)
♯
I
(πf2 ◦ b2) · (b2)
♭
I = (f2 ◦ λ2) · (λ2 ◦ c(f3)) · (a2 ◦ πf3 ) · (a2)
♯
I .
Then, there exists a unique 2-cell β ∈ S2(b1 ◦ b2, b) such that
(c(f1) ◦ β) · λ = (λ1 ◦ b2) · (b1 ◦ λ2) · (β ◦ c(f3)).
Proof. By (5.2), λ is compatible with πf1 and (λ ◦ c(f3)) · (a ◦ πf3) · a
♯
I .
A1 B1
Cok(f1)
Cok(f3)
f1 //
c(f1)
{{
=={{
b◦c(f3)
CC
!!C
C
b

0
00
0 ..
πf1
U]222
222
	 


λ  











(λ◦c(f3))·(a◦πf3 )·a
♯
I
On the other hand, λ
′
:= (λ1 ◦ b2) · (b1 ◦ λ2) · (β ◦ c(f3)) is also compatible
with πf1 and (λ ◦ c(f3)) · (a ◦ πf3) · a
♯
I . So, by the universality of the Cok(f1),
there exists a unique 2-cell β ∈ S2(b1 ◦ b2, b) such that (c(f1) ◦ β) · λ = λ
′
. 
Corollary 5.6. Let (fn, λn) : (An, d
A
n , δ
A
n ) −→ (Bn, d
B
n , δ
B
n ) be a complex
morphism. Then, by taking the cokernels, we obtain a complex morphism
(c(fn), λn) : (Bn, d
B
n , δ
B
n ) −→ (Cok(fn), d
B
n , δ
B
n ) which satisfies
(5.3) (dAn ◦ πfn+1) · (d
A
n )
♯
I = (λn ◦ c(fn+1)) · (fn ◦ λn) · (πfn ◦ d
B
n ) · (d
B
n )
♭
I
for each n.
Proof. By Proposition 5.4, we obtain d
B
n and λn which satisfy (5.3). And by
Proposition 5.5, for each n, there exists a unique 2-cell δ
B
n ∈ S
2(d
B
n−1 ◦ d
B
n , 0)
such that ((δBn ◦ c(fn+1)) · c(fn+1)
♭
I = (d
B
n−1 ◦λn) · (λn−1 ◦d
B
n ) · (c(fn−1)◦ δ
B
n ) ·
c(fn−1)
♯
I . By the uniqueness of β in Proposition 5.5, it is easy to see that
(δ
B
n ◦ d
B
n+1) · (d
B
n+1)
♭
I = (d
B
n−1 ◦ δ
B
n+1) · (d
B
n−1)
♯
I .
These are saying that (Cok(fn), d
B
n , δ
B
n ) is a complex and (c(fn), λn) is a
complex morphism. 
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Proposition 5.7. Consider the following diagram in S.
A1
A3
B1
B3
f1 //
a

f3
//
b

λ 
By taking the cokernels of f1 and f2, we obtain
A1
A2
B1
B2
Cok(f1)
Cok(f2) ,
f1 //
a

f2
//
b

b

c(f1)//
c(f2)
//
λ  λ
′

and from this diagram, by taking the cokernels of a, b, b, we obtain
A2 B2
Cok(a) Cok(b)
Cok(f2)
Cok(b) .
f2
//
c(f2)
//
c(a)

c(b)

c(b)

c(f2) //
f2
//
λ  λ
′

0
&&
0
77
πf2
KS
πf2
Then we have Cok(f2) = [Cok(b), c(f2), πf2 ]. We abbreviate this to Cok(f2) =
Cok(b).
Proof. Left to the reader. 
Proposition 5.8. In the following diagram, assume f• : A• −→ B• is a
complex morphism.
(5.4)
A1
B1
A2
B2
A3
B3
dA1 //
f1

dB1
//
f2

f3

dA2 //
dB2
//
0
$$
0
::
λ1  λ2 
δA2
KS
δB2 
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If we take the cokernels of dA1 and d
B
1 ,
A1
B1
A2
B2
Cok(dA1 )
Cok(dB1 )
dA1 //
f1

dB1
//
f2

f2
c(dA1 )//
c(dB1 )
//
λ1  λ1 
then by the universality of cokernel, we obtain d
A
2 ∈ S
1(Cok(dA1 ), A3) and
δ
A
2 ∈ S
2(c(dA1 )◦d
A
2 , d
A
2 ) such that (d
A
1 ◦δ
A
2 ) ·δ
A
2 = (πdA1 ◦d
A
2 ) ·(d
A
2 )
♭
I . Similarly,
we obtain d
B
2 ∈ S
1(Cok(dB1 ), B3), δ
B
2 ∈ S
2(c(dB1 )◦d
B
2 , d
B
2 ) with (d
B
1 ◦δ
B
2 )·δ
B
2 =
(πdB1 ◦ d
B
2 ) · (d
B
2 )
♭
I . Then, there exists a unique 2-cell λ2 ∈ S
2(d
A
2 ◦ f3, f2 ◦ d
B
2 )
such that (c(dA1 ) ◦ λ2) · (λ1 ◦ d
B
2 ) · (f2 ◦ δ
B
2 ) = (δ
A
2 ◦ f3) · λ2.
Proof. If we put δ := (dA1 ◦λ
−1
2 ) · (δ
A
2 ◦ f3) · (f3)
♭
I , then both the factorizations
(δ
A
2 ◦ f3) · λ2 : c(d
A
1 ) ◦ (d
A
2 ◦ f3) =⇒ f2 ◦ d
B
2
(λ1 ◦ d
B
2 ) · (f2 ◦ δ
B
2 ) : c(d
A
1 ) ◦ (f2 ◦ d
B
2 ) =⇒ f2 ◦ d
B
2
are compatible with πdA1 and δ. So the proposition follows from the univer-
sality of Cok(dA2 ). 
Proposition 5.9. In diagram (5.1), if we take the coimage factorization
µa : c(k(a)) ◦ j(a) =⇒ a and µb : c(k(b)) ◦ j(b) =⇒ b, then there ex-
ist f ∈ S1(Coim(a),Coim(b)), λ1 ∈ S
2(f1 ◦ c(k(b)), c(k(a)) ◦ f) and λ2 ∈
S2(f ◦j(b), j(a)◦f2) such that (f1 ◦µb) ·λ = (λ1 ◦j(b)) ·(c(k(a))◦λ2) ·(µa◦f2).
(5.5)
A1
Coim(a)
A2
B1
Coim(b)
B2
f1 //
f //
f2
//
c(k(a))

j(a)

c(k(b))

j(b)

a
$$
b
zz
λ1
λ2
µaks
µb
+3
Moreover, for any other (f ′, λ′1, λ
′
2) with this property, there exists a unique
2-cell ξ ∈ S2(f, f ′) such that λ1 · (c(k(a)) ◦ ξ) = λ
′
1 and (ξ ◦ j(b)) · λ
′
2 = λ2.
Proof. Since the coimage factorization is unique up to an equivalence and is
obtained by the factorization which fills in the following diagram, we may
assume Ker(a) = [Ker(a), k(a), εa], Cok(k(a)) = [Coim(a), c(k(a)), πk(a)], and
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(k(a) ◦ µa) · εa = (πk(a) ◦ j(a)) · j(a)
♭
I .
Ker(a) A1
Coim(a)
A2
k(a)
//
c(k(a))
xxx
;;xx
a
##F
FF
FF
FF
FF
0
00
0 00
πk(a)
U]222
222
εa	 


∃µa  











∃j(a)

Similarly, we may assume
Ker(b) = [Ker(b), k(b), εb],
Cok(k(b)) = [Coim(b), c(k(b)), πk(b)]
and (k(b) ◦ µb) · εb = (πk(b) ◦ j(b)) · j(b)
♭
I . By (the dual of) Proposition 5.4,
there are f
1
∈ S1(Ker(a),Ker(b)) and λ ∈ S2(f
1
◦ k(b), k(a) ◦ f1) such that
(λ ◦ b) · (k(a) ◦ λ) · (εa ◦ f2) · (f2)
♭
I = (f1 ◦ εb) · (f1)
♯
I . Applying Proposition
5.8, we can show the existence of (f, λ1, λ2). To show the uniqueness (up to
an equivalence), let (f ′, λ′1, λ
′
2) satisfy
(f1 ◦ µb) · λ = (λ
′
1 ◦ j(b)) · (c(k(a)) ◦ λ
′
2) · (µa ◦ f2).
From this, we can obtain
(f
1
◦ πk(b)) · (f1)
♯
I = (λ ◦ c(k(b))) · (k(a) ◦ λ
′
1) · (πk(a) ◦ f
′) · f ′♭I .
And the uniqueness follows from the uniqueness of 2-cells in Proposition 5.4
and Proposition 5.8. 
Proposition 5.10. Let f• : A• −→ B• be a complex morphism as in diagram
(5.4). If we take the cokernels of f1, f2, f3 and relative cokernels of the complex
A• and B• as in the following diagram, then we have Cok(f3) = Cok(d
B
2 , δ
B
2 ).
A1 A2 A3 Cok(dA2 , δ
A
2 )
B1 B2 B3 Cok(dB2 , δ
B
2 )
Cok(f1) Cok(f2) Cok(f3)
dA1 // d
A
2 // c(d
A
2 ,δ
A
2 )//
f1

f2

f3

f3

dB1
//
dB2
//
c(dB2 ,δ
B
2 )
//
c(f1)

c(f2)

c(f3)

d
B
1
//
d
B
2
//
0
&&
0
88
λ1

λ2

∃

δA2
KS
δ
B
2 
λ1 
λ2 
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Proof. Immediately follows from Proposition 5.7, Proposition 5.8 and (the
dual of) Proposition 3.20. 
Proposition 5.11. In diagram (5.1), if a is fully cofaithful, then the following
diagram obtained in Proposition 5.4 is a pushout diagram.
B1
B2
Cok(f1)
Cok(f2)
b

b

c(f1)//
c(f2)
//
λ
Proof. Left to the reader. 
Concerning Proposition 3.32, we have the following proposition.
Proposition 5.12. Let
A1 ×B A2
A1
A2
B
f ′1 //
f ′2

f1
//
f2

ξ 
be a pullback diagram in S. If f1 is fully cofaithful, then f
′
1 is fully cofaithful.
Proof. Since f1 is cofaithful, in the notation of the proof of Proposition 3.32,
Cok(i1) = [A2, p2, ξ2] and Cok(d) = [B, t, εt]. Applying Proposition 5.7 to the
diagram
0
A1 ×B A2
A1
A1 ×A2 ,
0 //
0

d
//
i1

we obtain
Cok(f1) = 0⇐⇒ Cok(f
′
1) = 0.
0
A1 ×B A2
A1 ×B A2
A1
A1 ×A2
A2
A1
B
0
0

0 //
0
//
0

id
id
d // t //
i1

p2

f1

f ′1
//

 


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Proposition 5.13. In diagram (5.1), assume a is cofaithful. By Proposi-
tion 5.9, we obtain a coimage factorization diagram as (5.5). If we take the
cokernel of this diagram as
B1
Coim(b)
B2
Cok(f1)
Cok(f)
Cok(f2),
c(f1) //
c(f) //
c(f2)
//
c(k(b))

j(b)

c(k(b))

j(b)

b
""
b
||
λ1
λ2
µbks µb +3
then the factorization
Cok(f1) Cok(f2)
Cok(f)
b
//
j(b)
?
??
??
??
c(k(b))
??
µb 
becomes again a coimage factorization.
Proof. It suffices to show that c(k(b)) is cofaithful and j(b) is fully faithful.
Since c(k(b)) and c(f) are cofaithful, it follows that c(k(b)) is cofaithful. Since
j(a) is an equivalence,
Coim(b)
B2
Cok(f)
Cok(f2)
c(f) //
c(f2)
//
j(b)

j(b)

λ2
is a pushout diagram by Proposition 5.11. By (the dual of) Proposition 5.12,
j(b) becomes fully faithful. 
Definition of the relative 2-exactness.
Lemma 5.14. Consider the following diagram in S.
A B C
f // g //
0
;;
ϕ 
(5.6)
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If we factor it as
Ker(g) Cok(f)
A B C
f
//
g
//
k(g)
::
:
: c(f)
AAf
AA
g
:
::
::
::
ϕ

ϕ

0
88
ϕ 
(5.7)
with
(ϕ ◦ g) · ϕ = (f ◦ εg) · (f)
♯
I
(f ◦ ϕ) · ϕ = (πf ◦ g) · (g)
♭
I ,
then Cok(f) = 0 if and only if Ker(g) = 0.
Proof. We show only Cok(f) = 0 ⇒ Ker(g) = 0, since the other implication
can be shown dually. If Cok(f) = 0, i.e. if f is fully cofaithful, then we have
Cok(f) = Cok(f ◦ k(g)) = Cok(k(g)) = Coim(g).
Thus the following diagram is a coimage factorization, and g becomes fully
faithful.
Cok(f)
B Cg
//
c(f)
AA
g
:
::
::
::
ϕ


Definition 5.15. Diagram (5.6) is said to be 2-exact in B, if Cok(f) = 0 (or
equivalently Ker(g) = 0 ).
Remark 5.16. In the notation of Lemma 5.14, the following are equivalent :
(i) (5.6) is 2-exact in B.
(ii) f is fully cofaithful.
(iii) g is fully faithful.
(iv) c(f) = cok(k(g)) (i.e. Cok(f) = Coim(g)).
(v) k(g) = ker(c(f)) (i.e. Ker(g) = Im(f)).
Proof. By the duality, we only show (i)⇔ (iii)⇔ (v).
(i)⇔ (iii) follows from Corollary 3.25.
(iii)⇒ (v) follows from Proposition 3.21.
(v)⇒ (iii) follows from Proposition 4.3. 
Let us fix the notation for relative (co-)kernels of a complex.
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Definition 5.17. For any complex A• = (An, dn, δn) in S, we put
(1) [Zn(A•), z
A
n , ζ
A
n ] := Ker(dn, δn+1).
(2) [Qn(A•), q
A
n , ρ
A
n ] := Cok(dn−1, δn−1).
Remark 5.18. By the universality of Ker(dn, δn+1) and Lemma 3.19, there
exist kn ∈ S
1(An−1, Z
n(A•)), νn,1 ∈ S
2(kn ◦ zn, dn−1) and νn,2 ∈ S
2(dn−2 ◦
kn, 0) such that
(νn,1 ◦ dn) · δn = (kn ◦ ζn) · (kn)
♯
I
(dn−2 ◦ νn,1) · δn−1 = (νn,2 ◦ zn) · (zn)
♭
I .
Zn(A•)
An−2 An−1 An An+1 An+2dn−2 // dn−1 //
kn
DD









dn //
dn+1 //
zn
4
44
44
44
44
ζn
AI


νn,2
U]222
222
0
77
0
66
0
##
0
44
δnδn−1 
νn,1

On the other hand, by the universality of Ker(dn), we obtain a factorization
diagram
Ker(dn)
An−2 An−1 An An+1 An+2dn−2 // dn−1 //
dn−1
44
4
4
44
dn //
dn+1
//
k(dn)
DD









εdn

22
2
22
2δn−1
	 


0
''
0
((
0
;;
0
**
δn
KS
δn−1
KS
δn
KS
which satisfy
(δn ◦ dn) · δn = (dn−1 ◦ εdn) · (dn−1)
♯
I
(dn−2 ◦ δn) · δn−1 = (δn−1 ◦ k(dn)) · (k(dn))
♭
I
By Proposition 3.20, there exists a factorization of zn through Ker(dn)
Zn(A•)
Ker(dn)
An An+1
dn //
k(dn)
88qqqqqqq
zn

εdn

//////
0
88
0
&&
zn
&&MM
MMM
MM ζn
CK
 
ζ
n
@H










which satisfies
(ζ
n
◦ dn) · ζn = (zn ◦ εdn) · (zn)
♯
I .
Moreover zn is fully faithful by Proposition 3.33.
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By the universality of Ker(dn), we can show easily the following claim.
Claim 5.19. There exists a unique 2-cell ζ̂n ∈ S(kn ◦ zn, dn−1)
Zn(A•)
Ker(dn)
An−2 An−1 An An+1dn−2 //
kn
AA
dn //
zn
;
;;
;;
;;
;;
;
dn−1
;;
;
;
;; k(dn)
AA
zn

0
$$
0
33
0
::
0
++
ζn
AI


νn,2
U]222
222
εdn

22
2
22
2δn−1
	 


bζn
 






ζ
n
HP


such that
(ζ̂n ◦ k(dn)) · δn = (kn ◦ ζn) · νn,1.
This ζ̂n also satisfies
(dn−2 ◦ ζ̂n) · δn−1 = (νn,2 ◦ zn) · (zn)
♭
I .
Remark 5.20. Dually, by the universality of the cokernels, we obtain the fol-
lowing two factorization diagrams, where qn is fully cofaithful.
Qn(A•)
Cok(dn−1)
An−2 An−1 An An+1 An+2
dn−2 // dn−1 //
qn
DD









c(dn−1)
4
44
44
44
44
dn //
dn+1 //
ℓn
4
44
44
44
44
dn
DD









µn,2
AI


ρn
U]222
222
δn+1

22
2
22
2πdn−1
	 


0
##
0
44
0
;;
0 ))
µn,1

δn
KS
Qn(A•)
Cok(dn−1)
An−1 An An+1 An+2
qn
AA
c(dn−1)
;
;;
;;
;;
;;
;
dn+1 //qn
OO
dn−1 //
ℓn
;
;;
;;
;;
;;
;
dn
AA
µn,2
AI


ρn
U]222
222
δn+1

22
2
22
2πdn−1
	 


0
$$
0
33
0
::
0 **
ρn
NV%%%%%%
%%%%%%
bρn

%%
%%
%%
%%
%%
%%
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We define relative 2-cohomology in the following two ways, which will be
shown to be equivalent later.
Definition 5.21.
Hn1 (A•) := Cok(kn, νn,2)
Hn2 (A•) := Ker(ℓn, µn,2)
Lemma 5.22. In the factorization diagram (5.7) in Lemma 5.14, if we take
the cokernel of f and the kernel of g, then there exist w ∈ S1(Cok(f),Ker(g))
and ω ∈ S2(c(f) ◦ w ◦ k(g), k(g) ◦ c(f)) such that
(f ◦ ω) · (ϕ ◦ c(f)) · πf = (πf ◦ w ◦ k(g)) · (w ◦ k(g))
♭
I(5.8)
(ω ◦ g) · (k(g) ◦ ϕ) · εg = (c(f) ◦ w ◦ εg) · (c(f) ◦ w)
♯
I .(5.9)
Ker(g) Cok(f)
A B C
Cok(f) Ker(g)
w //
f
//
g
//
k(g)
???
?
??
c(f)

??
k(g)
++
+
+
c(f)

II
f
GG
g
/
//
//
//
0
88
0
77
0

ϕ
 ϕ 
ϕ 
ω

πf[c?? εg ;C
Moreover, for any other factorization (w′, ω′) with these properties, there ex-
ists a unique 2-cell κ ∈ S2(w,w′) such that (c(f) ◦ κ ◦ k(g)) · ω′ = ω.
Proof. Applying Proposition 5.4 to
(5.10)
A
Ker(g)
A
B,
idA
f

k(g)
//
f

ϕ−1 
we obtain w1 ∈ S
1(Cok(f),Cok(f)) and ω1 ∈ S
2(c(f) ◦w1, k(g) ◦ c(f)) which
satisfy
(5.11) (f ◦ ω1) · (ϕ ◦ c(f)) · πf = (πf ◦ w1) · (w1)
♭
I .
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Then (ω1 ◦ g) · (k(g) ◦ ϕ) · εg ∈ S
2(c(f) ◦ w1 ◦ g, 0) becomes compatible with
πf .
A Ker(g) Cok(f) C
f
//
c(f)
// w1◦g //
0
''
0
88
πf
KS

(ω1◦g)·(k(g)◦ϕ)·εg
By Lemma 3.19, there exists a 2-cell δ ∈ S(w1 ◦ g, 0) such that
(c(f) ◦ δ) · c(f)♯I = (ω1 ◦ g) · (k(g) ◦ ϕ) · εg.
So, if we take the cokernels of k(g) and w1, then by Proposition 5.8, we obtain
the following diagram:
Ker(g) B
Cok(f) Cok(f)
C
C
Coim(g)
Cok(w1)
c(k(g))//
c(w1)
//
j(g) //
∃g†
//
k(g)
//
idC
w1
//
∃c

c(f)

c(f)

g
$$
g
::
∃ϕ2+3∃ϕ1+3
ω1
+3
µg
KS
∃

Applying Proposition 5.7 to (5.10), we obtain
[Cok(w1), c, (c)
♭
I ] = Cok(0
0
−→ Coim(g)).
Thus c is an equivalence. Since j(g) is fully faithful, g† becomes fully faithful.
Thus the following diagram is 2-exact in Cok(f).
(5.12) Cok(f) Cok(f) C
w1 // g //
0
::
δ 
So if we factor (5.12) by w ∈ S1(Cok(f),Ker(g)) and ω2 ∈ S
2(w ◦ k(g), w1) as
in the diagram
(5.13) Cok(f) Cok(f)
Ker(g)
Cw1
//
w
DD
k(g)
6
66
66
6
g
//
0
::
0

δ 
ω2 εg
;C
which satisfies
(w ◦ εg) · w
♯
I = (ω2 ◦ g) · δ,
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then w becomes fully cofaithful by Lemma 5.14. If we put ω := (c(f)◦ω2) ·ω1,
then (w, ω) satisfies conditions (5.8) and (5.9).
If (w′, ω′) satisfies
(f ◦ ω′) · (ϕ ◦ c(f)) · πf = (πf ◦ w
′ ◦ k(g)) · (w′ ◦ k(g))♭I(5.14)
(ω′ ◦ g) · (k(g) ◦ ϕ) · εg = (c(f) ◦ w
′ ◦ εg) · (c(f) ◦ w
′)♯I ,
then, since both the factorization of k(g) ◦ c(f) through Cok(f)
ω′ : c(f) ◦ w′ ◦ k(g) =⇒ k(g) ◦ c(f)
ω1 : c(f) ◦ w1 =⇒ k(g) ◦ c(f)
are compatible with πf and (ϕ ◦ c(f)) · πf by (5.11) and (5.14), there exists
ω′2 ∈ S
2(w′ ◦ k(g), w1) such that
(c(f) ◦ ω′2) · ω1 = ω
′.
Then we can see ω′2 is compatible with εg and δ. So, comparing this with
the factorization (5.13), by the universality of Ker(g), we see there exists a
unique 2-cell κ ∈ S2(w,w′) such that (κ ◦ k(g)) · ω′2 = ω2. Then κ satisfies
(c(f) ◦ κ ◦ k(g)) ·ω′ = ω. Uniqueness of such κ follows from the fact that c(f)
is cofaithful and k(g) is faithful. 
Proposition 5.23. In Lemma 5.22, w is an equivalence.
Proof. We showed Lemma 5.22 by taking the cokernel first and the kernel sec-
ond, but we obtain the same (w, ω) if we take the kernel first and the cokernel
second, because of the symmetricity of the statement (and the uniqueness of
(w, ω) up to an equivalence) of Lemma 5.22. As shown in the proof, since
(5.12) is 2-exact in Cok(f), w becomes fully cofaithful in the factorization
(5.13). By the above remark, similarly w can be obtained also by the factor-
ization
A Ker(g)
Cok(f)
Ker(g)//
DD
w
4
44
44
4
//

0
99

where the bottom row is 2-exact in Ker(g). So w becomes fully faithful. Thus,
w is fully cofaithful and fully faithful, i.e. an equivalence. 
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Corollary 5.24. For any complex A• = (An, dn, δn), if we factor it as
Zn(A•) Q
n(A•)
An−1 An An+1An−2 An+2
Hn1 (A•) H
n
2 (A•)
dn−1
//
dn
//
zn
?
??
??
??
??
qn
??
dn−2
//
dn+2
//
k(ℓn,µn,2)
++
+
+c(kn,νn,2)
II
kn
GG
ℓn
/
//
//
//
νn,1

µn,1

0
77
0
99
0

0
44
0

δAn 
νn,2
U]222
222 µn,2
CK


ck OOOOOO 3;oooooo
(in the notation of Definition 5.17, Remark 5.18 and Remark 5.20), then there
exist w ∈ S1(Hn1 (A•), H
n
2 (A•)) and ω ∈ S
2(c(kn, νn,2)◦w◦k(ℓn, µn,2), zn◦qn)
such that
(kn ◦ ω) · (νn,1 ◦ qn) · ρn = (π(kn,νn,2) ◦ w ◦ k(ℓn, µn,2)) · (w ◦ k(ℓn, µn,2))
♭
I
(ω ◦ ℓn) · (zn ◦ µn,1) · ζn = (c(kn, νn,2) ◦ w ◦ ε(ℓn,µn,2)) · (c(kn, νn,2) ◦ w)
♯
I .
Zn(A•) Q
n(A•)
An−1 An An+1An−2 An+2
Hn1 (A•) H
n
2 (A•)
w //
dn−1
//
dn
//
zn
?
??
??
??
??
qn
??
dn−2
//
dn+2
//
k(ℓn,µn,2)
++
+
+c(kn,νn,2)
II
kn
GG
ℓn
/
//
//
//
0
77
0
99
0

0
44
0

νn,1

µn,1

δAn 
ω

νn,2
U]222
222 µn,2
CK


ck OOOOOO 3;oooooo
For any other factorization (w′, ω′) with these conditions, there exists a unique
2-cell κ ∈ S2(ω, ω′) such that (c(kn, νn,2) ◦ κ ◦ k(ℓn, µn,2)) ·ω
′ = ω. Moreover,
this w becomes an equivalence.
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Proof. For the factorization diagrams
Cok(dn−2)
An−2 An−1 An An+1dn−2 //
c(dn−2)
44
4
4
44
dn−1 //
dn //
dn−1
DD








 0
;;
0 ))
0
''
0
((
δn

22
2
22
2πdn−2
	 


δn−1
KS
δn
KS
δn−1
KS
Ker(dn+1)
An−1 An An+1 An+2dn−1 // dn //
dn
44
4
4
44
dn+1 //
k(dn+1)
DD









0
((
0
((
0
;;
0 ))
εdn+1

22
2
22
2
δn
	 


δn+1
KS
δn
KS
δn+1
KS
which satisfy
(dn−2 ◦ δn−1) · δn−1 = (πdn−2 ◦ dn−1) · (dn−1)
♭
I
(δn−1 ◦ dn) · δn = (c(dn−2) ◦ δn) · c(dn−2)
♯
I
(δn+1 ◦ dn+1) · δn+1 = (dn ◦ εdn+1) · (dn)
♯
I
(dn−1 ◦ δn+1) · δn = (δn ◦ k(dn+1)) · k(dn+1)
♭
I ,
there exists a unique 2-cell δ†n ∈ S
2(dn−1 ◦ dn, 0) such that
(δ†n ◦ k(dn+1)) · k(dn+1)
♭
I = (dn−1 ◦ δn+1) · δn
(c(dn−2) ◦ δ
†
n) · c(dn−2)
♯
I = (δn−1 ◦ dn) · δn.
By Proposition 3.20, applying Lemma 5.22 and Proposition 5.23 to the fol-
lowing diagram, we can obtain Corollary 5.24.
Zn(A•) Q
n(A•)
Cok(dn−2) An Ker(dn+1)
dn−1
//
dn
//
zn
?
??
??
??
qn
??
?? ?
??
??
??
 
0
66
δ†n 

Thus Hn1 (A•) and H
n
2 (A•) are equivalent. We abbreviate this to H
n(A•).
Definition 5.25. A complex A• is said to be relatively 2-exact in An if
Hn(A•) is equivalent to zero.
46 HIROYUKI NAKAOKA
Remark 5.26. If the complex is bounded, we consider the relative 2-exactness
after adding zeroes as in Remark 5.2. For example, a bounded complex
A B C
f
//
g
//
0
##ϕ
KS
is relatively 2-exact in B if and only if
0 A B C 0
0
//
f
//
g
//
0
//
0
;;
0
##
0
;;
f♭I  g
♯
I 
ϕ
KS
is relatively 2-exact in B, and this is equivalent to the 2-exactness in B by
Remark 3.18.
6. Long cohomology sequence in a relatively exact 2-category
Diagram lemmas (2).
Lemma 6.1. Let A• be a complex in S, in which A5 = 0 and d4 = 0 :
(6.1) A1 A2 A3 A4 0
dA1
//
dA2
//
dA3
//
0
//
0
##
0
;;
0
""δ
A
2
KS
δA3
(dA3 )
♯
I
KS
Then, (6.1) is relatively 2-exact in A3 and A4 if and only if Cok(d2, δ2) = A4,
i.e. [Q3(A•), q3, ρ3] = [A4, d3, δ3].
Proof. As in Remark 5.20, we have two factorization diagrams
Q3(A•)
Cok(d2)
A2 A3 A4d2 //
q3
DD









c(d2)
4
44
44
44
44
d3 //
ℓ3
4
44
44
44
44
d3
DD









ρ3
U]222
222
πd2
	 


0
44
0 **
µ3,1

δ3
KS
Q3(A•)
Cok(d2)
A2 A3 A4
q3
CC
c(d2)
8
88
88
88
88
8
q3
OO
d2 //
ℓ3
8
88
88
88
88
8
d3
CC
ρ3
U]222
222
πd2
	 


0
44
0 **
ρ3
NV$$$$$$$
$$$$$$$
bρ3

$$
$$
$$
$
$$
$$
$$
$
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where q3 is fully cofaithful. We have
(6.1) is relatively 2-exact in A4 ⇔ Cok(d3, δ3) = 0
⇔
Prop. 3.20
Cok(d3) = 0⇔ Cok(q3 ◦ ℓ3) = 0
⇔
Prop. 3.21
Cok(ℓ3) = 0⇔ ℓ3 is fully cofaithful
and
(6.1) is relatively 2-exact in A3 ⇔ Ker(ℓ3, (ℓ3)
♯
I) = 0
⇔
Rem. 3.18
Ker(ℓ3) = 0⇔ ℓ3 is fully faithful.
Thus, (6.1) is relatively 2-exact in A3 and A4 if and only if ℓ is fully cofaithful
and fully faithful, i.e. ℓ is an equivalence. 
By Remark 3.18, we have the following corollary:
Corollary 6.2. Let (An, dn, δn) be a bounded complex in S, as follows:
(6.2) A1 A2 A3 0
dA1
//
dA2
// 0 //
0
##
0
<<
δA2
KS
(dA2 )
♯
I
Then, (6.2) is relatively 2-exact in A2 and A3 if and only if Cok(d
A
1 ) =
[A3, d
A
2 , δ
A
2 ].
Lemma 6.3. Let A• be a complex. As in Definition 5.17, Remark 5.18 and
Remark 5.20, take a factorization diagram
Zn+1(A•)
Qn(A•)
An−1 An An+1 An+2dn−1 //
kn+1
DD









qn
4
44
44
44
44
dn //
dn+1 //
zn+1
44
4
4
44
4
ℓn
DD









ζn+1
AI

νn+1,2
U]222
222
µn,2

22
2
22
2
ρn
	 


0
##
0
44
0
;;
0
**
νn+1,1

µn,1
KS
which satisfies
(νn+1,1 ◦ dn+1) · δn+1 = (kn+1 ◦ ζn+1) · (kn+1)
♯
I
(dn−1 ◦ νn+1,1) · δn = (νn+1,2 ◦ zn+1) · (zn+1)
♭
I
(dn−1 ◦ µn,1) · δn = (ρn ◦ ℓn) · (ℓn)
♭
I
(µn,1 ◦ dn+1) · δn+1 = (qn ◦ µn,2) · (qn)
♯
I .
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Then, there exist xn ∈ S
1(Qn(A•), Z
n+1(A•)), ξn ∈ S
2(xn ◦ zn+1, ℓn) and
ηn ∈ S
2(qn ◦ xn, kn+1) such that
(ξn ◦ dn+1) · µn,2 = (xn ◦ ζn+1) · (xn)
♯
I
(qn ◦ ξn) · µn,1 = (ηn ◦ zn+1) · νn+1,1
(dn−1 ◦ ηn) · νn+1,2 = (ρn ◦ xn) · (xn)
♭
I .(6.3)
Moreover, for any other (x′n, ξ
′
n, η
′
n) with these properties, there exists a unique
2-cell κ ∈ S2(xn, x
′
n) such that (κ ◦ zn+1) · ξ
′
n = ξn and (qn ◦ κ) · η
′
n = ηn.
Proof. By the cofaithfulness of qn, we can show µn,2 is compatible with
δn+2. By the universality of the relative kernel Z
n+1(A•), there exist xn ∈
S1(Qn(A•), Z
n+1(A•)) and ξn ∈ S
2(xn ◦ zn+1, ℓn) such that
(ξn ◦ dn+1) · µn,2 = (xn ◦ ζn+1) · (xn)
♯
I .
Then, both the factorizations
νn+1,1 : kn+1 ◦ zn+1 =⇒ dn
(qn ◦ ξn) · µn,1 : qn ◦ xn ◦ zn+1 =⇒ dn
are compatible with ζn+1 and δn+1. Thus by the universality of relative
kernel Zn+1(A•), there exists a unique 2-cell ηn ∈ S
2(qn ◦ xn, kn+1) such
that (qn ◦ ξn) · µn,1 = (ηn ◦ zn+1) · νn+1,1. It can be easily seen that ηn also
satisfies (6.3). Uniqueness (up to an equivalence) of (xn, ξn, ηn) follows from
the universality of the relative kernel Zn+1(A•) and the uniqueness of ηn. 
Lemma 6.4. Consider the following complex diagram in S.
(6.4) A B C
f
//
g
//
0
%%
ϕ
KS
If (6.4) is 2-exact in B and g is cofaithful, then we have Cok(f) = [C, g, ϕ].
Proof. If we factor (6.4) as
A B
Cok(f)
C ,
f //
c(f)ooo
77ooo
g
OOO
O
''OO
OO
g

0 ,,
0
33
πf
OW''''
ϕ
 

ϕ 


then, since (6.4) is 2-exact in B, g becomes fully faithful. On the other hand,
since g is cofaithful, g is also cofaithful. Thus g becomes an equivalence. 
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Lemma 6.5. Consider the following complex morphism in S.
A1
A1
A2
B2
A3
B3
0
0
dA1 //
id
dB1
//
f2

f3

dA2 //
dB2
//
0 //
0
//
0
##
0
;;
λ  κ 
δA2
KS
δB2 
If the complexes are relatively 2-exact in A2, A3 and B2, B3 respectively, i.e.
they satisfy Cok(dA1 ) = [A3, d
A
2 , δ
A
2 ] and Cok(d
B
1 ) = [B3, d
B
2 , δ
B
2 ] (see Corollary
6.2), then the following diagram obtained by taking the kernel of f2 becomes
2-exact in A3.
(6.5) Ker(f2) A3 B3
k(f2)◦d
A
2
//
f3
//
0
&&
KS
(k(f2)◦κ)·(εf2◦d
B
2 )·(d
B
2 )
♭
I
Proof. By taking the kernels of idA1 and f2 in the diagram
A1 A2
A1 B2
dA1 //
id f2

dB1
//
λ 
and taking the cokernels of 00,A1 and k(f2), we obtain the following diagram
by Proposition 5.8, where θ = k(f2)
♭
I · (d
A
1 )
♭−1
I :
(6.6)
0
Ker(f2)
A1
A2
A1
Coim(f2)
A1
B2
0

0 //
k(f2)
//
dA1

id
c(k(f2))
//
d
A
1 
id
j(f2)
//
dB1

f2
88
θ
+3
λ1
+3
λ2
+3
µf2 
By taking the cokernels of 00,Ker(f2), d
A
1 and d
B
1 in (6.6), we obtain the left
of the following diagrams, while by Proposition 5.13 we obtain the right as a
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coimage factorization if we take the cokernels of dA1 , d
A
1 and d
B
1 in (6.6):
Ker(f2)
Ker(f2)
A2
A3
B2
B3
id
k(f2) //
k(f2)◦d
A
2 //
dA2

f2 //
f3
//
dB2

0
%%
0
99

κ +3
εf2
KS

(k(f2)◦κ)·(εf2◦d
B
2 )·(d
B
2 )
♭
I
A2
A3
Coim(f2)
Coim(f3)
B2
B3
dA2

c(k(f2))//
c(k(f3))
//
d
A
2 
j(f2) //
j(f3)
//
dB2

f2
%%
f3
99
κ1 +3 κ2 +3
µf2
KS
µf3
On the other hand by Proposition 5.7, if we take the compatible 2-cell υ =
(k(f2) ◦ κ1) · (πk(f2) ◦ d
A
2 ) · (d
A
2 )
♭
I ∈ S
2(k(f2) ◦ d
A
2 ◦ c(k(f3)), 0),
Ker(f2)
Ker(f2)
A2
A3
Coim(f2)
Coim(f3)
id
k(f2) //
k(f2)◦d
A
2
//
dA2

c(k(f2))//
c(k(f3))
//
d
A
2
0
&&
0
88

κ1
+3
πk(f2)
KS
υ 
then we have Cok(k(f2)◦d
A
2 ) = [Coim(f3), c(k(f3)), υ]. It can be easily shown
that υ is compatible with µf3 and (k(f2) ◦ κ) · (εf2 ◦ d
B
2 ) · (d
B
2 )
♭
I .
Ker(f2)
B3
A3
Coim(f3)
0
22
f3 ((PP
PPP
PPP
PPk(f2)◦dA2
//
c(k(f3))
66nnnnnnnn
j(f3)

0 --
υ
NV%%%
%%%
 


µf3~ 


(k(f2)◦κ)·(εf2◦d
B
2 )·(d
B
2 )
♭
I
Since Cok(k(f2) ◦ d
A
2 ) = [Coim(f3), c(k(f3)), υ] and j(f3) is fully faithful by
Proposition 4.4, this means (6.5) is 2-exact in A3. 
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Lemma 6.6. Consider the following complex morphism in S.
(6.7)
A1
B1
A2
B2
A3
B30
dA1 //
f1

dB1
//
f2

f3

dA2 //
dB2
//0 //
0
$$
0
::
λ1  λ2 
δA2
KS
δB2 
If the complexes are relatively 2-exact in A2 and B1, B2 respectively, then the
following diagram obtained by taking the kernels
(6.8) Ker(f1) Ker(f2) Ker(f3)
dA1
//
dA2
//
0
''δ
A
2
KS
is 2-exact in Ker(f2).
Proof. If we decompose (6.7) into
A1
B1
Ker(dA2 )
Ker(dB2 )0
dA†1 //
f1

dB†1
//
f
2
0 //
λ
†
1  and
Ker(dA2 )
Ker(dB2 )
A2
B2
A3
B3,
k(dA2 ) //
f
2 
k(dB2 )
//
f2

f3

dA2 //
dB2
//
λ1  λ2 
then by (the dual of) Proposition 5.7, we have Ker(dA2 ) = Ker(f2). Since
d
B†
1 is an equivalence by (the dual of) Corollary 6.2, the diagram obtained by
taking the kernels of f1 and f2
Ker(f1)
A1
Ker(f
2
)
Ker(dA2 )
dA†1 //
k(f1)

dA†1
//
k(f
2
)

λ†1 
becomes a pullback diagram by (the dual of) Proposition 5.11. Since dA†1 is
fully cofaithful, dA†1 becomes also fully cofaithful by Proposition 5.12. This
means (6.8) is 2-exact in Ker(f2). 
52 HIROYUKI NAKAOKA
Lemma 6.7. Consider the following complex morphism in S.
(6.9)
A1
A1
A2
A2
A3
B3
dA1 //
id
dB1
//
id f3

dA2 //
dB2
//
0
$$
0
::
λ1  λ2 
δA2
KS
δB2 
If f3 is faithful and the bottom row is 2-exact in A2, then the top row is also
2-exact in A2.
Proof. By taking the cokernels of dA1 and d
B
1 in (6.9), we obtain (by Proposi-
tion 5.8)
Cok(dA1 ) A3
Cok(dB1 ) B3 .
d
A
2 //
id f3

d
B
2
//
λ2 
Since d
B
2 is fully faithful, by taking the kernels in this diagram, we obtain the
following diagram.
0 Ker(f3)
Ker(d
A
2 ) Cok(d
A
1 ) A3
0 Cok(dB1 ) B3
0 //
0

k(f3)
k(dA2 ) // dA2 //
0

id f3

0
//
d
B
2
//
∃ 
∃  λ2 
In this diagram, we have
Ker(d
A
2 ) = Ker(Ker(d
A
2 ) −→ 0) =
Prop. 5.7
Ker(0 −→ Ker(f3)) =
Cor. 3.28
0.
This means that the top row in (6.9) is 2-exact in A2. 
Corollary 6.8. Let
A1 A2 A3
dA1
//
dA2
//
0
$$δA2
KS
and B1 A2 B3
dB1
//
dB2
//
0
$$δB2
KS
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be two complexes, and assume that there exist 1-cells f1, f3 and 2-cells λ1, λ2, σ
as in the following diagram
B1
A1
A2
A3
B3 ,
f1

dB1
**TTT
TTTT
TTTT
dA1
44jjjjjjjjjjj dB2 **T
TTTT
TTTT
TT
dA2
44jjjjjjjjjjj
f3

0
55σ 
λ1 ;C λ2{


where f1 is cofaithful and f3 is faithful. Assume they satisfy
(d1) (λ1 ◦ d
B
2 ) · δ
B
2 = (f1 ◦ σ) · (f1)
♯
I
(d2) (dA1 ◦ λ2) · σ = (δ
A
2 ◦ f3) · (f3)
♭
I .
Then, if the diagram
B1 A2 B3
dB1
//
dB2
//
0
$$δB2
KS
is 2-exact in A2, then the diagram
A1 A2 A3
dA1
//
dA2
//
0
$$δA2
KS
is also 2-exact in A2.
Proof. This follows if we apply Lemma 6.7 and its dual to the following dia-
grams:
B1
A1
A2
A2
B3
B3 ,
dB1 //
f1

dA1
//
id id
dB2 //
dB2
//

0
$$
0
::
λ−11 
δB2
KS
σ 
A1
A1
A2
A2
A3
B3
dA1 //
id
dA1
//
id f3

dA2 //
dB2
//

0
$$
0
::
λ2 
δA2
KS
σ 

By Corollary 6.8, it can be shown that the 2-exactness plus compatibility
implies the relative 2-exactness (see [7] in the case of SCG):
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Corollary 6.9. Let A• = (An, dn, δn) be a complex in S. If
An−1 An An+1
dAn−1
//
dAn
//
0
$$δAn
KS
is 2-exact in An, then A• is relatively 2-exact in An.
Proof. This follows immediately if we apply Corollary 6.8 to the following
diagram (see the proof of Corollary 5.24):
An−1
Cok(dn−2)
An
Ker(dn+1)
An+1
c(dn−2)

dn−1
**UUU
UUUU
UUUU
dn−1
44iiiiiiiii
dn **UU
UUUU
UUUU
U
dn 44iiiiiiiii
k(dn+1)

0
44δn 
δn−1 ;C δn+1{



Construction of the long cohomology sequence.
Definition 6.10. A complex in S
(6.10) A B C
f
//
g
//
0
##ϕ
KS
is called an extension if it is relatively 2-exact in every 0-cell.
Remark 6.11. By Corollary 6.2 (and its dual), (6.10) is an extension if and
only if Ker(g) = [A, f, ϕ] and Cok(f) = [C, g, ϕ].
Definition 6.12. Let (f•, λ•) : A• −→ B• and (g•, κ•) : B• −→ C• be
complex morphisms and ϕ• = {ϕn : fn ◦ gn =⇒ 0} be 2-cells. Then,
(6.11) A• B• C•
f•
//
g•
//
0
$$ϕ•
KS
is said to be an extension of complexes if it satisfies the following properties:
(e1) For every n, the following complex is an extension:
An Bn Cn
fn
//
gn
//
0
$$ϕn
KS
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(e2) ϕ• satisfies
(λn ◦ gn+1) · (fn ◦ κn) · (ϕn ◦ d
C
n ) · (d
C
n )
♭
I = (d
A
n ◦ ϕn+1) · (d
A
n )
♯
I .
An
An+1
Bn
Bn+1
Cn
Cn+1
fn //
dAn
 fn+1//
dBn

dCn

gn //
gn+1 //
0
$$
0
::
λn +3 κn +3
ϕn
KS
ϕn+1 
Our main theorem is the following:
Theorem 6.13. For any extension of complexes in S
A• B• C•
f•
//
g•
//
0
$$ϕ•
KS
,
we can construct a long 2-exact sequence:
· · · Hn(B•) H
n(C•) Hn+1(A•) H
n+1(B•) · · ·// // // // //
0
&&
0
88
0
((
0
88
KS

KS

Caution 6.14. This sequence is not necessarily a complex. (See Remark
6.19.)
We prove this theorem in the rest of this section.
Lemma 6.15. In the notation of Lemma 6.3, we have
(1) Ker(xn) = H
n(A•),
(2) Cok(xn) = H
n+1(A•).
Proof. We only show (1), since (2) can be shown in the same way. In the
notation of Lemma 6.3 and Remark 5.18, we can show that the factorization
(xn ◦ ζn+1) · ξn : (xn ◦ zn+1) ◦ k(dn+1) =⇒ ℓn
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is compatible with εdn+1 and µn,2.
Qn(A•)
Ker(dn+1)
An+1 An+2
dn+1 //
k(dn+1)
77ooooooooo
xn◦zn+1

εdn+1

%%
%
%%
%
0
99
0
%%
ℓn
''OO
OOO
OOO
O
µn,2
HP

CK

(xn◦ζ
n+1
)·ξn
So, by Proposition 3.20, Proposition 3.21 and the fact that zn+1 is fully faith-
ful, we have Hn(A•) = Ker(ℓn, µn,2) = Ker(xn ◦ zn+1) = Ker(xn). 
Lemma 6.16. For any extension (6.11) of complexes in S, we can construct
a complex morphism
Qn(A•)
Zn+1(A•)
Qn(B•)
Zn+1(B•)
Qn(C•) 0
Zn+1(C•)0
Qn(f•)
//
xAn

0 //
0
// Z
n+1(f•)//
xBn

xCn

Qn(g•)
//
Zn+1(g•)//
0
''
0
77
eλn  eκn
Qn(ϕ•)
KS
Zn+1(ϕ•)
where the top line is a complex which is relatively 2-exact in Qn(B•), Q
n(C•),
and the bottom line is a complex which is relatively 2-exact in Zn+1(A•),
Zn+1(B•).
Proof. If we take the relative cokernels Qn(A•), Q
n(B•) and Q
n(C•) of the
complex diagram
An−2 An−1 An An+1
Bn−2 Bn−1 Bn Bn+1
Cn−2 Cn−1 Cn Cn+1,
dAn−2 //
dAn−1 // d
A
n //
fn−2

fn−1

fn

fn+1

dBn−2
//
dBn−1
//
dBn
//
gn−2

gn−1

gn

gn+1

dCn−2
//
dCn−1
//
dCn
//
0
''
0
77
λn−2  λn−1 λn
δAn−1
KS
δCn−1 
κn−2  κn−1 κn
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then by (the dual of) Proposition 3.20, Proposition 5.4 and Proposition 5.5,
we obtain a factorization diagram
An−1 An Q
n(A•) An+1
Bn−1 Bn Q
n(B•) Bn+1
Cn−1 Cn Q
n(C•) Cn+1
dAn−1 // q
A
n // ℓ
A
n //
fn−1

fn

Qn(f•)

fn+1

dBn−1
//
qBn
//
ℓBn
//
gn−1

gn

Qn(g•)

gn+1

dCn−1
//
qCn
//
ℓCn
//
λn−1  λn−1,1  λn−1,2
κn−1  κn−1,1  κn−1,2
and a 2-cell Qn(ϕ•) ∈ S
2(Qn(f•) ◦ Q
n(g•), 0), which satisfy compatibility
conditions in Proposition 5.4 and Proposition 5.5. It is also easy to see by the
universality of the relative cokernels that
(ℓAn ◦λn+1)·(λn−1,2◦d
B
n+1)·(Q
n(f•)◦µ
B
n,2)·(Q
n(f•))
♯
I = (µ
A
n,2◦fn+2)·(fn+2)
♭
I .
Now, since
An Bn Cn 0
fn
//
gn
//
0
//
0
$$ϕn
KS
is relatively 2-exact in Bn and Cn, we have Cok(fn) = [Cn, gn, ϕn]. So, from
Cok(fn) = [Cn, gn, ϕn] and Cok(fn−1) = [Cn−1, gn−1, ϕn−1], by Proposition
5.10 we obtain
Cok(Qn(f•)) = [Q
n(C•), Q
n(g•), Q
n(ϕ•)],
i.e. the complex
Qn(A•) Q
n(B•) Q
n(C•) 0
Qn(f•)
// 0 //
Qn(g•)
//
0
''Qn(ϕ•)
KS
is relatively 2-exact in Qn(B•), Q
n(C•). Dually, we obtain a factorization
diagram
An Z
n+1(A•) An+1 An+2
Bn Z
n+1(B•) Bn+1 Bn+2
Cn Z
n+1(C•) Cn+1 Cn+2
kAn+1 //
zAn+1 //
dAn+1 //
fn

Zn+1(f•)

fn+1

fn+2

kBn+1
//
zBn+1
//
dBn+1
//
gn

Zn+1(g•)

gn+1

gn+2

kCn+1
//
zCn+1
//
dCn+1
//
λn+1,2  λn+1,1 λn+1
κn+1,2 
κn+1,1 κn+1
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such that
(zAn+1 ◦ λn+1) · (λn+1,1 ◦ d
B
n+1) · (Z
n+1(f•) ◦ ζ
B
n+1) · Z
n+1(f•)
♯
I
= (ζAn+1 ◦ fn+2) · (fn+2)
♭
I .
Then, it can be shown that each of the factorizations
Qn(f•) ◦ ξ
B
n : Q
n(f•) ◦ x
B
n ◦ z
B
n+1 =⇒ Q
n(f•) ◦ ℓ
B
n
(xAn ◦ λ
−1
n+1,1) · (ξ
A
n ◦ fn+1) · λn−1,2 : x
A
n ◦ Z
n+1(f•) ◦ z
B
n+1 =⇒ Q
n(f•) ◦ ℓ
B
n
are compatible with ζBn+1 and (Q
n(f•) ◦ µ
B
n,2) · (Q
n(f•))
♯
I .
Qn(A•)
Zn+1(B•)
Bn+1 Bn+2
dBn+1 //
zBn+1
CC 0
>>
0
  
Qn(f•)◦xBn

Qn(f•)◦ℓBn
88
8
8
88
CK


(Qn(f•)◦µBn,2)·(Q
n(f•))
♯
I
ζBn+1

22
2
22
2
CK


Qn(f•)◦ξBn
Qn(A•)
Zn+1(B•)
Bn+1 Bn+2
dBn+1 //
zBn+1
CC 0
>>
0
  
xAn ◦Z
n+1(f•)

Qn(f•)◦ℓBn
88
8
8
88
ζBn+1

22
2
22
2
CK


(Qn(f•)◦µBn,2)·(Q
n(f•))
♯
I
CK


(xAn ◦λ
−1
n+1,1)·(ξ
A
n ◦fn+1)·λn−1,2
So, by the universality of the relative kernel, there exists a unique 2-cell λ˜n ∈
S2(Qn(f•) ◦ x
B
n , x
A
n ◦ Z
n+1(f•)) such that
(λ˜n ◦ z
B
n+1) · (x
A
n ◦ λ
−1
n+1,1) · (ξ
A
n ◦ fn+1) · λn−1,2 = Q
n(f•) ◦ ξ
B
n .
This λ˜n also satisfies (q
A
n ◦λ˜n)·(η
A
n ◦Z
n+1(f•))·λn+1,2 = (λn−1,1◦x
B
n )·(fn◦η
B
n )
(see Remark 6.17). Similarly, we obtain a 2-cell κ˜n ∈ S
2(Qn(g•) ◦ x
C
n , x
B
n ◦
Zn+1(g•)) such that
(κ˜n ◦ z
C
n+1) · (x
B
n ◦ κ
−1
n+1,1) · (ξ
B
n ◦ gn+1) · κn−1,2 = Q
n(g•) ◦ ξ
C
n .
In the rest, we show the following:
(6.12)
(Qn(f•)◦ κ˜n) ·(λ˜n ◦Z
n+1(g•)) ·(x
A
n ◦Z
n+1(ϕ•)) ·(x
A
n )
♯
I = (Q
n(ϕ•)◦x
C
n ) ·(x
C
n )
♭
I .
We have the following equalities:
(Qn(f•) ◦ κ˜n ◦ z
C
n+1) · (λ˜n ◦ Z
n+1(g•) ◦ z
C
n+1)
= (Qn(f•) ◦Q
n(g•) ◦ ξ
C
n ) · (Q
n(f•) ◦ κ
−1
n−1,2) · (λ
−1
n−1,2 ◦ gn+1)
· ((ξAn )
−1 ◦ fn+1 ◦ gn+1) · (x
A
n ◦ λn+1,1 ◦ gn+1) · (x
A
n ◦ Z
n+1(f•) ◦ κn+1,1),
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(Qn(ϕ•) ◦ x
C
n ◦ z
C
n+1) · (x
C
n ◦ z
C
n+1)
♭
I · (x
A
n ◦ z
A
n+1)
♯−1
I · (x
A
n ◦ z
A
n+1 ◦ ϕ
−1
n+1)
= (Qn(f•) ◦Q
n(g•) ◦ ξ
C
n ) · (Q
n(f•) ◦ κ
−1
n−1,2) · (λ
−1
n−1,2 ◦ gn+1)
· ((ξAn )
−1 ◦ fn+1 ◦ gn+1),
(zCn+1)
♭−1
I = (x
A
n ◦ z
A
n+1)
♯−1
I · (x
A
n ◦ z
A
n+1 ◦ ϕ
−1
n+1) · (x
A
n ◦ λn+1,1 ◦ gn+1)
· (xAn ◦ Z
n+1(f•) ◦ κn+1,1) · (x
A
n ◦ Z
n+1(ϕ•) ◦ z
C
n+1) · ((x
A
n )
♯
I ◦ z
C
n+1).
From these equalities and the faithfulness of zCn+1, we obtain (6.12). 
Remark 6.17. It can be also shown that λ˜n in the proof of Lemma 6.16 satisfies
(qAn ◦ λ˜n) · (η
A
n ◦ Z
n+1(f•)) · λn+1,2 = (λn−1,1 ◦ x
B
n ) · (fn ◦ η
B
n ).
By Lemma 6.15 and Lemma 6.16, Theorem 6.13 is reduced to the following
Proposition:
Proposition 6.18. Consider the following diagram in S, where (A•, d
A
• , δ
A
• )
is a complex which is relatively 2-exact in A2 and A3, and (B•, d
B
• , δ
B
• ) is a
complex which is relatively 2-exact in B1 and B2.
A1
B1
A2
B2
A3 0
B30
dA1 //
f1

0 //
0
//
dB1
//
f2

f3

dA2 //
dB2
//
0
$$
0
::
λ1  λ2
δA2
KS
δB2 
Assume f• : A• −→ B• is a complex morphism. Then there exist d ∈
S1(Ker(f3),Cok(f1)), α ∈ S
2(dA2 ◦ d, 0) and β ∈ S
2(d ◦ d
B
1 , 0) such that the
sequence
(6.13)
Ker(f1) Ker(f2) Ker(f3) Cok(f1) Cok(f2) Cok(f3)
dA1
//
dA2
//
d
// d
B
1 // d
B
2 //
0
&&
0
88
0
&&
0
88
δA2
KS
α
β
KS
δ
B
2 
is 2-exact in Ker(f2),Ker(f3),Cok(f1),Cok(f2).
Remark 6.19. This sequence does not necessarily become a complex. Indeed,
for a relatively exact 2-category S, the following are shown to be equivalent
by an easy diagrammatic argument:
(i) Any (6.13) obtained in Proposition 6.18 becomes a complex.
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(ii) For any f ∈ S1(A,B),
(6.14) Ker(f) A B Cok(f)
k(f)
//
f
//
c(f)
//
0
##
0
::
εf
KS
πf
is a complex.
(Indeed, if (6.14) is a complex for each of f1, f2 and f3, then (6.13) becomes
a complex.)
Thus if S satisfies (ii), then the long cohomology sequence in Theorem 6.13
becomes a complex. But this assumption is a bit too strong, since it is not
satisfied by SCG. This is pointed out by the referee.
of Proposition 6.18. Put Ker(dA2 ◦f3) = [K, k, ζ]. If we take the kernel of the
diagram
A1
0
A2
B3
A3
B3
0
0
dA1 //
0

0
//
dA2 ◦f3

f3

dA2 //
id
0 //
0
//

0
$$
ξ0 
δA2
KS
(6.15)
where ξ0 := (δ
A
2 ◦ f3) · (f3)
♭
I , then by Proposition 5.5 we obtain a diagram
(6.16)
A1
A1
K
A2
Ker(f3)
A3 0
k1 //
id
dA1
//
k

k(f3)

k2 //
dA2
//
0
//
0
%%
0
99
ξ1  ξ2 
α2
KS
δA2 
which satisfies
(k2 ◦ εf3) · (k2)
♯
I = (ξ2 ◦ f3) · ζ
(ξ1 ◦ d
A
2 ◦ f3) · ξ0 = (k1 ◦ ζ) · (k1)
♯
I
(k1 ◦ ξ2) · (ξ1 ◦ d
A
2 ) · δ
A
2 = (α2 ◦ k(f3)) · k(f3)
♭
I .
By Lemma 6.6,
A1 K Ker(f3)
k1
//
k2
//
0
$$α2
KS
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is 2-exact in K. On the other hand, by (the dual of) Proposition 5.11,
K
A2
Ker(f3)
A3
k2 //
k

dA2
//
f3

ξ2 
is a pullback diagram, and k2 becomes cofaithful since d
A
2 is cofaithful. Thus,
we have Cok(k1) = [Ker(f3), k2, α2] by Lemma 6.4. Dually, if we put Cok(f1 ◦
dB1 ) = [Q, q, ρ], then we obtain the following diagram
0 A1 A1 0
0 B1 B2 B3
Cok(f1) Q B3
0 // id 0 //
f1

f1◦dB1

0

0 // dB1 // dB2 //
c(f1)

q

id
q1
//
q2
//
0
99
 η0
η1  η2 
β2 
which satisfies
η0 = (f1)
♯−1
I · (f1 ◦ δ
B−1
2 )
ρ = (f1 ◦ η1) · (πf1 ◦ q1) ◦ (q1)
♭
I
id0 = η0 · (f1 ◦ d
B
1 ◦ η2) · (ρ ◦ q2) · (q2)
♭
I
δB2 = (d
B
1 ◦ η2) · (η1 ◦ q2) · (c(f1) ◦ β2) · c(f1)
♯
I ,
and we have Ker(q2) = [Cok(f1), q1, β2]. (The “un-duality” in appearance
is simply because of the direction of the 2-cells.) Thus, we obtain complex
morphisms:
A1
K
Ker(f3)
A1
A2
A3
B1
B2
B3
Cok(f1)
Q
B3
k1

k2

id
k //
k(f3)
//
dA1

dA2

f1 //
f2 //
f3
//
dB1

dB2

c(f1)//
q //
id
q1

q2

ξ1 +3
ξ2 +3
λ1 +3
λ2 +3
η1 +3
η2 +3
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If we put
c := k ◦ f2 ◦ q
αK := (ξ1 ◦ f2 ◦ q) · (λ1 ◦ q) · ρ
βQ := (k ◦ f2 ◦ η
−1
2 ) · (k ◦ λ
−1
2 ) · ζ,
then, it can be shown that the following diagram is a complex.
A1 K Q B3
k1
//
c
// q2 //
0
##
0
::
αK
KS
βQ
Since Cok(k1) = [Ker(f3), k2, α2] as already shown, we have a factorization
diagram
Ker(f3)
A1 K Q B3
k1
//
c
//
k2
DD









q2
//
c
4
44
44
44
44
βQ
@H










α2
U]222
222
0
77
0
77
0
##
0
44
βQαK 
αK

which satisfies
(k1 ◦ αK) · αK = (α2 ◦ c) · (c)
♭
I
(αK ◦ q2) · βQ = (k2 ◦ βQ) · (k2)
♯
I .
Similarly, since Ker(q2) = [Cok(f1), q1, β2], we have a factorization diagram
Cok(f1)
A1 K Q B3
k1 // c //
c
4
44
44
44
44
q2 //
q1
DD









β2

44
44
44
44αK
	 


0
''
0
''
0
;;
0
**
βQ
KS
αK
KS
β
Q
KS
which satisfies
(β
Q
◦ q2) · βQ = (c ◦ β2) · (c)
♯
I
(k1 ◦ βQ) · αK = (αK ◦ q1) · (q1)
♭
I .
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Then, there exist d ∈ S1(Ker(f3),Cok(f1)), α
† ∈ S2(k2 ◦ d, c) and β
† ∈
S2(d ◦ q1, c) such that
(k1 ◦ α
†) · αK = (α2 ◦ d) · d
♭
I
(β† ◦ q2) · βQ = (d ◦ β2) · d
♯
I
(k2 ◦ β
†) · αK = (α
† ◦ q1) · βQ
(note that Cok(k1) = [Ker(f3), k2, α2] and Ker(q2) = [Cok(f1), q1, β2] (cf.
Lemma 6.3)):
Ker(f3)
Cok(f1)
A1 K Q B3
k2
CC
c
8
88
88
88
88
8
q2 //d

k1 //
c
8
88
88
88
88
8
q1
CC
0
$$
0
44
0
::
0
**
βQ
@H










α2
U]222
222
β2

44
44
44
44αK
	 


α†
 





 β†
HP


Applying (the dual of) Proposition 5.8 to the diagram
Ker(f1) Ker(f2) Ker(f3)
A1 A2 A3
0 B3 B3 ,
dA1 // d
A
2 //
k(f1)

k(f2)

k(f3)

dA1
// dA2 //
0

dA2 ◦f3

f3

0
//
id

λ1  λ2 
ξ0 
we see that there exist k′ ∈ S1(Ker(f2),K), ξ
′
1 ∈ S
2(dA1 ◦ k
′, k(f1) ◦ k1),
ξ′2 ∈ S
2(dA2 , k
′ ◦ k2) and ξ ∈ S
2(k′ ◦ k, k(f2)) such that
δA2 = (d
A
1 ◦ ξ
′
2) · (ξ
′
1 ◦ k2) · (k(f1) ◦ α2) · k(f1)
♯
I
λ2 = (ξ
′
2 ◦ k(f3)) · (k
′ ◦ ξ2) · (ξ ◦ d
A
2 )
(dA1 ◦ ξ) · λ1 = (ξ
′
1 ◦ k) · (k(f1) ◦ ξ1).
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Similarly, there exist q′ ∈ S1(Q,Cok(f2)), η
′
1 ∈ S
2(q1 ◦ q
′, d
B
1 ), η
′
2 ∈ S
2(q2 ◦
c(f3), q
′ ◦ d
B
2 ) and η ∈ S
2(q ◦ q′, c(f2)) such that
(β2 ◦ c(f3)) · c(f3)
♭
I = (q1 ◦ η
′
2) · (η
′
1 ◦ d
B
2 ) · δ
B
2
(η1 ◦ q
′) · (c(f1) ◦ η
′
1) = (d
B
1 ◦ η) · λ1
(η2 ◦ c(f3)) · (q ◦ η
′
2) · (η ◦ d
B
2 ) = λ2.
If we put
α0 := (d
A
2 ◦ β
†) · (ξ′2 ◦ c) · (k
′ ◦ αK) · (ξ ◦ f2 ◦ q) · (εf2 ◦ q) · q
♭
I ,
then it can be shown that α0 : d
A
2 ◦ d ◦ q1 =⇒ 0 is compatible with β2.
Ker(f2) Cok(f1) Q B3
dA2 ◦d
//
q1
// q2 //
0
''
0
77
α0
KS
β2
So by Lemma 3.19, there exists α ∈ S2(dA2 ◦ d, 0) such that
(α ◦ q1) · (q1)
♭
I = α0.
Dually, if we put
β0 := (α
† ◦ d
B
1 ) · (c ◦ η
′−1
1 ) · (βQ ◦ q
′) · (k ◦ f2 ◦ η) · (k ◦ πf2) · k
♯
I ,
then β0 : k2 ◦ d ◦ d
B
1 =⇒ 0 is compatible with α2, and there exists β ∈
S2(d ◦ d
B
1 , 0) such that
(k2 ◦ β) · (k2)
♯
I = β0.
Ker(f1) Ker(f2) Ker(f3) Cok(f1) Cok(f2) Cok(f3)
dA1
//
dA2
//
d
// d
B
1 // d
B
2 //
0
&&
0
88
0
&&
0
88
δA2
KS
α
β
KS
δ
B
2 
In the rest, we show that this is 2-exact in Ker(f2),Ker(f3),Cok(f1),Cok(f2).
We show only the 2-exactness in Ker(f2) and Ker(f3), since the rest can be
shown dually. The 2-exactness in Ker(f2) follows immediately from Lemma
6.6. So, we show the 2-exactness in Ker(f3). Since we have Cok(d
A
1 ) =
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[A3, d
A
2 , δ
A
2 ] and Cok(f1 ◦ d
B
2 ) = [Q, q, ρ], there exists a factorization (ℓ,̟1)
(6.17)
A1
A1
A2
B2
A3
Q
0
0
dA1 //
id
f1◦d
B
1
//
f2

ℓ

dA2 //
q
//
0 //
0
//
0
!!
0
==
λ1  ̟1 
δA2
KS
ρ 
such that
(dA1 ◦̟1) · (λ1 ◦ q) · ρ = (δ
A
2 ◦ ℓ) · ℓ
♭
I .
Applying Lemma 6.5 to diagram (6.17), we see that the following diagram
becomes 2-exact in A3:
(6.18) Ker(f2) A3 Q
k(f2)◦d
A
2
//
ℓ
//
0
''
KS (k(f2)◦̟1)·(εf2◦q)·q
♭
I
Then it can be shown that (̟1 ◦ q2) · (f2 ◦ η
−1
2 ) : d
A
2 ◦ ℓ ◦ q2 =⇒ f2 ◦ d
B
2 is
compatible with δA2 and (λ1◦d
B
2 )·(f1◦d
B
2 )·(f1)
♯
I . So, comparing the following
two factorizations
A1
B3
A2
A3
f2◦dB2
??
?
?
dA1 //
dA2
??
0 00
ℓ◦q2
		
0
..
δA2
PX****
****
 



 




(λ1◦dB2 )·(f1◦δ
B
2 )·(f1)
♯
I
(̟1◦q2)·(f2◦η
−1
2 )
A1
B3 ,
A2
A3
f2◦dB2
??
?
?
dA1 //
dA2
??
0 00
f3
		
0
..
δA2
PX****
****
 



λ2
 




(λ1◦dB2 )·(f1◦δ
B
2 )·(f1)
♯
I
we see there exists a unique 2-cell ̟2 ∈ S
2(ℓ ◦ q2, f3) such that
(dA2 ◦̟2) · λ2 = (̟1 ◦ q2) · (f2 ◦ η
−1
2 ).
Then it can be shown that each of the two factorizations
(1) (α† ◦ q1) · βQ : k2 ◦ d ◦ q1 =⇒ c
(2) (ξ2 ◦ ℓ) · (k ◦̟1) : k2 ◦ k(f3) ◦ ℓ =⇒ k ◦ f2 ◦ q = c
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is compatible with α2 and αK .
A1
Q
K
Ker(f3)
c
?
??
??
??
?
k1 //
k2
??
0 00
d◦q1
		
0
00
α2
PX****
****
αK
 




 




(α†◦q1)·β
Q
A1
Q
K
Ker(f3)
c
?
??
??
??
?
k1 //
k2
??
0 00
k(f3)◦ℓ
		
0
00
α2
PX****
****
αK
 




 




(ξ2◦ℓ)·(k◦̟1)
So there exists a unique 2-cell ̟3 ∈ S
2(d ◦ q1, k(f3) ◦ ℓ) such that
(k2 ◦̟3) · (ξ2 ◦ ℓ) · (k ◦̟1) = (α
† ◦ q1) · βQ
(recall that Cok(k1) = [Ker(f3), k2, α2]). Then we have (̟3 ◦ q2) · (k(f3) ◦
̟2) · εf3 = (d ◦ β2) · d
♯
I .
(6.19)
Ker(f3) Cok(f1)
A3 Q
B3 B3
d //
k(f3)

q1

ℓ
//
f3

q2

id
0

0

̟3 
̟2 
εf3ks
β2
+3
By taking kernels of d, ℓ and idB3 in (6.19), we obtain the following diagram.
Ker(d) Ker(f3) Cok(f1)
Ker(ℓ) A3 Q
0 B3 B3
k(d) // d //
k(f3)

k(f3)

q1

k(ℓ)
// ℓ //
0

f3

q2

0
//
id
̟3  ̟3
̟2  ̟2 
Since Ker(0 : Ker(ℓ) −→ 0) = Ker(d) by (the dual of) Proposition 5.7, so
k(f3) becomes an equivalence. On the other hand, the following is a complex
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morphism, where s := k(f2) ◦ d
A
2 .
(6.20)
Ker(f2)
Ker(f2)
Ker(f3)
A3
Cok(f1)
Q
dA2 //
id
s
//
k(f3)

q1

d //
ℓ
//
0
&&
0
99
λ2  ̟3
α
KS

(k(f2)◦̟1)·(εf2◦q)·q
♭
I
Thus by taking kernels of d and ℓ in diagram (6.20), we obtain the following
factorization by (the dual of) Proposition 5.8.
Ker(f2)
Ker(f2)
Ker(d)
Ker(ℓ)
Ker(f3)
A3
∃(dA2 )
†
//
id
∃s
//
k(f3)

k(f3)

k(d) //
k(ℓ)
//
dA2
((
s
77
∃  ̟3
∃α
KS
∃ 
Since (6.18) is 2-exact in A3, so s becomes fully cofaithful. Since k(f3) is an
equivalence, this means (dA2 )
† is fully cofaithful, and
Ker(f2) Ker(f3) Cok(f1)
dA2
//
d
//
0
((α
KS
becomes 2-exact in Ker(f3). 
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