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3. WIENER-HOPF ANALYSIS OF THE H-POLARIZED PLANE WAVE 
DIFFRACTION BY A FINITE SINUSOIDAL GRATING 
3.1 Introduction 
In Chapter 3, we shall consider the same grating geometry as in Chapter 2, and 
analyze the diffraction problem for the H-polarized plane wave incidence. The method 
of solution presented in Chapter 3 for H polarization is similar to, but more complicated 
than, the analysis carried out for the E-polarized case. 
Assuming that the corrugation amplitude of the grating is small compared with the 
wavelength, the original problem is replaced by the problem of the H-polarized plane 
wave diffraction by a flat strip with a certain mixed boundary condition. In Section 3.2, 
the approximate boundary condition thus derived contains both the first- and 
second-order derivatives of the unknown scattered field, and this makes the problem 
formulation more complicated than in the E-polarlized case. It is to be noted that, in the 
E polarization, the approximate boundary condition is expressed in terms of the 
first-order derivatives of the scattered field. Using the approximate boundary condition 
for the H-polarlized case, we expand the unknown scattered field into a perturbation 
series and separate the problem into the zero-order and the first-order boundary value 
problems. In Section 3.3, introducing the Fourier transform for the unknown scattered 
field and applying boundary conditions in the transform domain, the problem is 
formulated in terms of the zero- and first-order Wiener-Hopf equations, In Section 3.4, 
we shall apply the factorization and decomposition procedure to obtain the exact 
solutions of the zero- and first-order Wiener-Hopf equations. However, the solution is 
formal in the sense that branch-cut integrals with unknown integrands are involved. By 
using a rigorous asymptotic method established recently by Kobayashi [47], we have 
derived high-frequency asymptotic expansions of these branch-cut integrals, and 
subsequently obtained asymptotic solutions of the Wiener-Hopf equations for the width 
of the grating large compared with the wavelength. Subsequent Section 3.5 discusses 
the derivation of the zero- and first-order scattered field. Taking the Fourier inverse of 
the solution in the transform domain and applying the saddle point method, the scattered 
far field in the real space is derived. In Section 3.6, representative numerical examples 
of the far field intensity are shown for various physical parameters, and scattering 
characteristics of the grating are discussed in detail. The results are also compared with 
our analysis for the E-polarized case. 
 
3.2 Statement of the Problem  
We consider the diffraction of an H-polarized plane wave by a finite sinusoidal grating 
as shown in Fig. 3.1, where the grating surface is assumed to be infinitely thin, perfectly 
electric conducting, and uniform in the y - direction, being defined by 
 sin , ,x h mz z a= £  (3.1) 
where 2h  is the depth of the grating and ( 0)m >  is the periodicity (surface 
roughness) parameter. Taking into account the grating geometry together with the fact 
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that the magnetic field is parallel to the y -axis, this scattering problem is reduced to a 
two-dimensional problem. 
 
 
 
 
 
 
 
 
 
 
 
Let us define the total magnetic field ( , ) [ ( , )]t tyx z H x zf º  by 
 ( , ) ( , ) ( , ),t ix z x z x zf f f= +  (3.2) 
where ( , )i x zf  is the incident field of H polarization given by 
 0 0( sin cos ) 0( , ) , 0 / 2ik x zi x z e q qf q p- += < <  (3.3) 
with 1/20 0( )k w e mé ùºë û  being the free-space wavenumber. The scattered field ( , )x zf  
satisfies the two-dimensional Helmholtz equation 
 ( )2 2 2 2 2/ / ( , ) 0.x z k x zf¶ ¶ +¶ ¶ + =  (3.4) 
Nonzero components of the scattered electromagnetic fields are derived from the 
following relation: 
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 (3.5) 
According to the boundary condition on the grating surface, tangential components 
of the total electric field tantE  satisfies 
 tan
( sin , )
0, ,
t
t h mz zE z a
n
f¶= = <¶  (3.6) 
where / n¶ ¶  denotes the normal derivative on the grating surface. We assume that the 
grating depth 2h  is small compared with the wavelength and expand (3.6) in terms of 
the Taylor series. Then by ignoring the ( )2O h  terms from the Taylor expansion, we 
obtain that 
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Equation (3.7) is the approximate boundary condition used throughout the remaining 
part of this paper. 
Fig. 3.1. Geometry of the problem. 
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We express the unknown scattered field ( ),x zf  in (3.2) using a perturbation series 
expansion in h  as 
 (0) (1) 2( , ) ( , ) ( , ) ( ),x z x z h x z O hf f f= + +   (3.8) 
where (0)( , )x zf  and (1)( , )x zf  are the zero-order and the first-order terms contained in 
the scattered field, respectively. Substituting (3.8) into (3.4) and taking into account 
(3.2), (3.3), and (3.7), the original problem is separated into the two boundary value 
problems. 
The zero-order and first-order scattered fields ( )( , )n x zf  for 0,1n=  satisfy 
 2 2 2 2 2 ( )( / / ) ( , ) 0,nx z k x zf¶ ¶ + ¶ ¶ + =   (3.9) 
where the boundary conditions are given by 
 (0) (0) (0)( 0, ) ( 0, ) (0, ) ,z z zf f fé ù+ = - ºê úë û   (3.10) 
 
(0) (0) (0)( 0, ) ( 0, ) (0, )
,
z z z
x x x
f f fé ù¶ + ¶ - ¶ê ú= ºê ú¶ ¶ ¶ë û
  (3.11) 
 (1) (1) (1)( 0, ) ( 0, ) (0, ) ,z z zf f fé ù+ = - ºê úë û   (3.12) 
 
(1) (1) (1)( 0, ) ( 0, ) (0, )z z z
x x x
f f fé ù¶ + ¶ - ¶ê ú= ºê ú¶ ¶ ¶ë û
  (3.13) 
for ,z a>  and 
 (0) (0) (0)( 0, ) ( 0, ) (0, ),z z j zf f+ - - =   (3.14) 
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 (1) (1) (1)( 0, ) ( 0, ) (0, ),z z j zf f+ - - =   (3.16) 
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for z a<  with 
 1 0 2 0cos cos / , cos cos / .m k m kq q q q= - = +   (3.18) 
In (3.14) and (3.16), (0)(0, )j z  and (1)(0, )j z  are the zero-order and first-order terms of 
the unknown surface currents induced on the grating surface, respectively. As seen from 
the above discussion, the zero-order problem corresponds to the diffraction by a 
perfectly conducting flat strip. On the other hand, the first-order problem is important 
since it contains the effect due to the sinusoidal corrugation. 
 
3.3 Zero- and First-Order Wiener-Hopf Equations 
For convenience of analysis, we assume that the medium is slightly lossy as in 
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1 2k k ik= +  with 2 10 .k k<   The solution for real k  is obtained by letting 
2 0k +  at the end of analysis. In view of the radiation condition, it follows from (3.8) 
that, the zero- and first-order scattered fields ( )( , )n x zf  for 0,1n =  behave like the 
diffracted field for fixed x  as .z  ¥  Hence we can show that 
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  (3.19) 
as ,z  ¥  where 2 2 1/2( ) ,x zr = +  and C  and C ¢ are constants. In (3.19), 
(1)
0 ( )H ⋅  is the Hankel function of the first kind. It is noted that the first- and 
second-order derivatives of the scattered field ( )( , )n x zf  with respect to x  should 
also satisfy (3.19). 
Let us introduce the Fourier transform of the scattered field ( )( , )n x zf  as in 
 ( ) 1/2 ( )( , ) (2 ) ( , ) ,n n i zx x z e dzaa p f¥- -¥F = ò   (3.20) 
where Re Im ( )i ia a a s t= + º + . It follows from (3.19) and (3.20) that 
( )( , )n x aF  for 0,1n =  are regular in the strip 2 0coskt q<  of the complex 
-plane.a  We also introduce the Fourier integrals as 
 ( ) 1/2 ( ) ( )( , ) (2 ) ( , ) ,n n i z a
a
x x z e dzaa p f¥- F = ò    (3.21) 
 ( ) 1/2 ( )1 ( , ) (2 ) ( , ) ,
an n i z
a
x x z e dzaa p f- -F = ò   (3.22) 
 ( ) 1/2 ( )1 (0, ) (2 ) (0, ) .
an n i z
a
J j z e dzaa p - -= ò   (3.23) 
Then it is seen that ( )( , )n x aF  are regular in t>< 2 0cosk q  whereas ( )1 ( , )n x aF  and 
( )
1 (0, )
nJ a  are entire functions. It follows from (3.20)-(3.22) that 
 ( ) ( )( ) ( ) 1( , ) ( , ) ( , ) ( , ).
n nn i a n i ax e x x e xa aa a a a- - +F = F +F + F   (3.24) 
Taking the Fourier transform of (3.9) and making use of (3.19), we derive that 
 2 2 2 ( )/ ( ) ( , ) 0,nd dx xg a aé ù- F =ê úë û   (3.25) 
where 2 2 1/2( ) ( ) .kg a a= -  Since ( )g a  is a double-valued function of ,a  we choose 
its proper branch so that ( )g a  reduces to ik-  when 0.a =  The solution of (3.25) 
is then expressed as 
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where ( )( )nA a  and ( )( )nB a  for 0,1n=  are unknown functions. Using the boundary 
conditions as given by (3.10)-(3.17), we deduce that 
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where 
 ( ) ( ) ( )1 1 1( ) ( 0, ) ( 0, )
n n nJ a a a=F + -F -   (3.29) 
for 0,1.n=  Substituting (3.27) and (3.28) into (3.26), we obtain that 
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for 0.x><  Equations (3.30) and (3.31) are the zero- and first-order scattered fields in 
the Fourier transform domain, respectively. 
Setting 0x =   in (3.30) and (3.31) and carrying out some manipulations with the 
aid of the boundary conditions, we are led to 
 (0)1 ( )( ) ( ) ( ) ( ) 0,i a i ae U K J e Ua aa a a a- - ++ + =   (3.32) 
 (1)1 ( )( ) ( ) ( ) ( ) 0
i a i ae V K J e Va aa a a a- - ++ + =   (3.33) 
for 2 0cos ,kt q<  where 
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 ( ) ( )/2K a g a=   (3.38) 
with 
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 2 0 0( / 2)[ sin ( 1) cos ], 1,2.
n
nC k k m nq q= - - =   (3.42) 
In the above equations, the prime denotes differentiation with respect to .x  Equations 
(3.32) and (3.33) are the zero- and first-order Wiener-Hopf equations, respectively. 
 
3.4 Exact Solutions of the Wiener-Hopf Equations 
In this section, we shall solve the zero-order and first-order Wiener-Hopf equations to 
derive exact and asymptotic solutions. First we note that the kernel function ( )K a  
defined by (3.38) is factorized as 
 ( ) ( ) ( ),K K Ka a a+ -=   (3.43) 
where 
 1/2 /4 1/2( ) 2 ( ) .iK e kpa a- - =    (3.44) 
Multiplying both sides of (3.32) by / ( )i ae Ka a  and applying the decomposition 
procedure, we arrive at the exact solution with the result that 
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where 
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 ,( ) ( )( ) ( ) ( ).
s dU U Ua a a+ + -=  -   (3.48) 
Equations (3.45) and (3.46) are formal since branch-cut integrals with the unknown 
integrands ,( )( )
s dU b+  are involved. Applying a rigorous asymptotic method developed 
by Kobayashi [47], we obtain a high-frequency solution explicitly as in 
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for ,ka  ¥  where 
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In (3.52), 1( , )    is the generalized gamma function introduced by Kobayashi [53] 
and is defined by 
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for Re 0,u > 0,v > arg ,v p<  and positive integer .m  This completes the 
solution of the zero-order Wiener-Hopf equation (3.32). 
A similar procedure may also be applied to the first-order Wiener-Hopf equation 
(3.33). The factorization and decomposition procedure leads to the exact solution with 
the result that 
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 , ( )( )( ) ( ) ( ).
s dV V Va a a+ -+ =  -   (3.61) 
Carrying out asymptotic evaluation of the branch-cut integrals defined by (3.60) for 
large k a  and making some arrangements, we obtain that 
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as ,ka  ¥  where 
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for 1,2.n =  Equations (3.49), (3.50) and (3.62), (3.63) yield high-frequency 
asymptotic solutions of the zero- and first-order Wiener-Hopf equations (3.32) and 
(3.33), respectively, and hold uniformly in incidence angle 0.q  
It is important to note here that the analysis presented in this paper reduces to the 
solution of the diffraction problem involving a sinusoidal half-plane by taking the limit 
,a ¥  and we can show that our solution is identical to Das Gupta [41]. 
 
3.5 Scattered Field 
In this section, we shall derive analytical expressions of the scattered field by using the 
results obtained in Section 3.4. The scattered field ( )( , )n x zf  with 0,1n=  in the real 
space can be derived by taking the inverse Fourier transform of (3.30) and (3.31) 
according to the formula 
 ( ) 1/2 ( )( , ) (2 ) ( , ) ,
ic
n n i z
ic
x z x e daf p a a¥+- --¥+= Fò   (3.69) 
where c  is a constant satisfying 2 0cos .c k q<  In the following, we shall derive 
asymptotic expressions of the zero- and first-order scattered far fields explicitly.  
Substituting the zero-order field representation in (3.30) into (3.69) with 0n =  
and taking into account (3.32), an integral representation of the zero-order scattered 
field (0)( , )x zf  is expressed as 
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for 0,x><  where c  is a constant such that 2 0cos .c k q<  Since the integrand of 
(3.70) has branch points at ,ka =   evaluation in closed form is in general difficult. 
However, we may apply the saddle point method to derive an asymptotic expression at 
large distances from the origin. Introducing the cylindrical coordinate centered at the 
origin as 
 sin , cos ,x zr q r q p q p= = - < <   (3.71) 
and applying the saddle point method, we derive a far field asymptotic expression with 
the result that. 
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for 0x><  as .kr¥  Using (3.49) and (3.50) in (3.72), we may derive an explicit 
expression of the high-frequency scattered far field for large .k a  
We now derive a far field expression of the first-order scattered field (1)( , ).x zf  
Substituting (3.31) into (3.69) with 1n=  and using (3.32) and (3.33), we obtain an 
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integral representation of the first-order scattered field as in 
 (1) (1) (1)( , ) ( , ) ( , ),v ux z x z x zf f f= +   (3.73) 
where 
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Applying the saddle point method with the aid of the cylindrical coordinate defined by 
(3.71), it is found that (1)( , )v x zf  has an asymptotic expression. 
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for 0x><  as .kr  ¥  
For (1)( , )u x zf  defined by (3.75), asymptotic evaluation is in general difficult since 
the integrand has branch points at ,k m k ma= +  -  as well as .ka =   For 
simplicity, we assume / 1,m k   which implies that the period of the grating is large 
compared with the wavelength. Then in the process of asymptotic evaluation, we can 
ignore contributions from branch-cut integrals occurring due to the branch points at 
, .k m k ma= +  -  Therefore the simple saddle point method may be employed to 
obtain a far field expression with the result that 
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for 0x><  as ,kr  ¥  where 
 (1) 1 (2) 1cos (cos / ), cos (cos / ).m k m kq q q q- -= - = +   (3.78) 
Substituting (3.76) and (3.77) into (3.73), an asymptotic expression of the first-order 
scattered field is derived as 
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for 0x><  as .kr  ¥  It is to be noted that (3.79) gives a uniform asymptotic 
expression of the first-order scattered far field, and holds for arbitrary incidence and 
observation angles. 
 
3.6 Numerical Results and Discussion 
In this section, we shall present numerical examples of the far field intensity and discuss 
scattering characteristics of the grating in detail. For convenience, let us introduce the 
normalized far field intensity as in 
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where 
45 
 (1)(0)( , ) ( , ) ( , ).hf r q f r q f r q= +   (3.81) 
We have used the asymptotic expressions given by (3.72) and (3.79) in computing 
(3.81). As has been mentioned in Section 2, it is important to reduce the original grating 
problem to the diffraction by a flat strip with a Leontovich-type boundary condition as 
given by (3.7) under the small-depth approximation. By careful numerical 
experimentation, we have found that, if the grating depth 2h  satisfies 2 0.1h l£  with 
l  being the free-space wavelength, then (3.7) can be employed to simulate a perfectly 
conducting sinusoidal surface with sufficient accuracy. On the other hand, in order to 
validate the far field asymptotic expression of (1)( , )u x zf  in (3.77), the ratio /m k  has 
been taken as / 0.2m k£  in numerical computations. Under this condition, 
contributions from branch-cut integrals due to the branch points at k ma= +  and 
k m -  arising in the process of asymptotic evaluation of (3.75) are small compared 
with the saddle point contribution and hence, (3.77) can be used with reasonable 
accuracy. 
Figs. 2, 3, 5, and 6 show the scattered far field intensity as a function of observation 
angle q  for the grating width 2 10 , 50 , 25 ,a l l l=  and 45 ,l  respectively, where the 
incidence angle 0q  is fixed as 60 , and ( (2 / )( / ))N a m klº  implies the number of 
periods of the grating. In these figures, red and blue lines denote the results for H and E 
polarizations, respectively, where numerical results for E polarization have been 
generated based on the analysis presented in Chapter 2. In each figure, the grating depth 
has been chosen as 2 0.02 , 0.1h l l=  for investigating the effect of sinusoidal 
corrugation of the grating. It is important to investigate the differences of scattering 
characteristics between the perfectly-conducting flat strip and the sinusoidal grating. As 
mentioned earlier, the zero-order term (0)( , )f r q  contained in (3.81) is the scattered far 
field for the flat strip. Therefore the far field intensity for the flat strip has been 
computed using the Wiener-Hopf solution obtained by Kobayashi [47], [48], and the 
results for the strip width 2 10 , 50 , 25 ,a l l l=  and 45l  are shown in Figs. 4a, 4b, 7a, 
and 7b, respectively. There is another important parameter in numerical computation, 
which is the periodicity (surface roughness) parameter / ,m k  and is chosen as 0.1 
and 0.2,  in Figs. 2, 3 and 5, 6, respectively. 
We see from all the figures that the far field intensity has maximum peaks at 
120q =-   and 120 ,  which correspond to the incident and reflected shadow 
boundaries, respectively. We now compare the results for a finite sinusoidal grating in 
Figs. 2, 3, 5, and 6 with those for a flat strip in Figs. 4a, 4b, 7a, and 7b, respectively. 
Then it is seen that the effect of sinusoidal corrugation for the grating is noticeable in 
the reflection region 90 180q< <   and the far field intensity has sharp peaks at two 
particular observation angles around the specularly reflected direction at 0q p q= -
( 120 ).=   Consideration on the structure of an infinite sinusoidal grating may offer 
physical understanding of the scattering mechanism at these particular observation 
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angles. Referring to (3.18), it is seen that 1p q-  and 2p q-  are, respectively, 
propagation directions of the ( 1)-  and ( 1)+  order diffracted waves involved in the 
Floquet mode arising in periodic structures of infinite extent [27]. The angles 1,p q-
2p q-  are, respectively, 113.6 , 126.9  in Figs. 2 and 3, and 107.5 , 134.4  in Figs. 
5 and 6, where somewhat large reflection can be expected. In fact, we see that the 
observation angles associated with the two peaks around 0p q-  in Figs. 2, 3, 5, and 6 
are precisely coincident with the directions at 1p q-  and 2.p q-  On the other hand, 
the peaks along the specular reflection 0p q-  is also expected from the grating theory 
since they exactly correspond to the propagation direction of the zero-order Floquet 
mode. Therefore it is confirmed that the three peaks at 0,p q-  1,p q-  and 2p q-  
in the results for the sinusoidal grating are due to the periodicity of the grating surface. 
It can also be observed by comparing Figs. 3a, 5a, and 6a with Figs. 3b, 5b, and 6b 
that the peaks occurring at the 1p q-  and 2p q-  directions become sharper with an 
increase of 2 .h  On comparing Figs. 2a,b for 1N=  and Figs. 5a,b for 5N=  with 
Figs. 3a,b for 5N=  and Figs. 6a,b for 9,N =  respectively, we see the peaks along 
1p q-  and 2p q-  more clearly for larger .N  This is because, if N  increases, then 
the structure approaches an infinite sinusoidal grating and hence, waves along the 
propagation directions of the particular Floquet modes are strongly excited. 
We shall now make some comparisons between the two different polarizations. As 
mentioned earlier, we have already analyzed the diffraction problem involving the same 
grating geometry for the E-polarized plane wave incidence using the Wiener-Hopf 
technique together with the perturbation method. Comparing the results for H 
polarization (red lines) with those for E polarization (blue lines) in Figs. 2-7, some 
differences can be seen in the scattering characteristics depending on the incident 
polarization. In particular, stronger oscillation is observed in the H-polarized case in 
comparison to the E polarization. In addition, we observe nulls around 0 , 180q=    
for the H-polarized case, but such nulls are not seen in the E polarization. Except these 
differences, general characteristics for both polarizations show similar features. 
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Fig. 3.2a. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 1, 2 10 ,N aq l= = = / 0.1,m k =  
2 0.02 .h l=         : H polarization.         : E polarization. 
 
 
 
Fig. 3.2b. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 1, 2 10 ,N aq l= = = / 0.1,m k =  
2 0.1 .h l=          : H polarization.         : E polarization. 
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Fig. 3.3a. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 5, 2 50 ,N aq l= = = / 0.1,m k =  
2 0.02 .h l=         : H polarization.         : E polarization. 
 
 
 
Fig. 3.3b. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 5, 2 50 ,N aq l= = = / 0.1,m k =  
2 0.1 .h l=          : H polarization.         : E polarization. 
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Fig. 3.4a. Scattered far field dB( , ) [ ]f r q  of a flat strip for 
0
60 ,q =  2 10 .a l=          : 
H polarization.         : E polarization. 
 
 
 
Fig. 3.4b. Scattered far field dB( , ) [ ]f r q  of a flat strip for 
0
60 ,q =  2 50 .a l=           : 
H polarization.         : E polarization. 
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Fig. 3.5a. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 5, 2 25 ,N aq l= = = / 0.2,m k =  
2 0.02 .h l=         : H polarization.         : E polarization. 
 
 
 
Fig. 3.5b. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 5, 2 25 ,N aq l= = = / 0.2,m k =  
2 0.1 .h l=          : H polarization.         : E polarization. 
 
  
-80
-60
-40
-20
0
-180 -120 -60 0 60 120 180
SC
AT
TE
R
ED
 F
A
R
 F
IE
LD
 (d
B
)
OBSERVATION ANGLE (DEG)
-80
-60
-40
-20
0
-180 -120 -60 0 60 120 180
SC
AT
TE
R
ED
 F
A
R
 F
IE
LD
 (d
B
)
OBSERVATION ANGLE (DEG)
51 
 
 
Fig. 3.6a. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 9, 2 45 ,N aq l= = = / 0.2,m k =  
2 0.02 .h l=         : H polarization.         : E polarization. 
 
 
 
Fig. 3.6b. Scattered far field dB( , ) [ ]f r q  for 
0
60 , 9, 2 45 ,N aq l= = = / 0.2,m k =  
2 0.1 .h l=          : H polarization.         : E polarization. 
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Fig. 3.7a. Scattered far field dB( , ) [ ]f r q  of a flat strip for 
0
60 ,q =  2 25 .a l=          : 
H polarization.         : E polarization. 
 
 
 
Fig. 3.7b. Scattered far field dB( , ) [ ]f r q  of a flat strip for 
0
60 ,q =  2 45 .a l=           : 
H polarization.         : E polarization. 
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3.7 Summary 
In this chapter, we have analyzed the diffraction by a finite sinusoidal grating for the 
H-polarized plane wave incidence using the Wiener-Hopf technique combined with the 
perturbation method.  
Assuming that the corrugation amplitude is small compared with the wavelength 
and expanding the scattered field in the form of a perturbation series, the problem has 
been reduced to the diffraction by a flat strip with a certain mixed boundary condition. 
Using this approximate boundary condition, the problem has been formulated in terms 
of the zero- and first-order Wiener-Hopf equations. The Wiener-Hopf equations have 
been solved via the factorization and decomposition procedure leading to the exact and 
high-frequency solutions. Taking the inverse Fourier transform and applying the saddle 
point method, we have derived a far field asymptotic expression of the scattered field, 
which is shown to be valid for arbitrary incidence and observation angles.  
Based on the results, we have carried out numerical computation of the far field 
intensity and investigated the effect of sinusoidal corrugation of the grating in detail. As 
a result, it has been confirmed that, in the reflection region, scattered waves are strongly 
excited along the specific directions corresponding to the three dominant Floquet modes. 
We have also made some comparisons with the results obtained in Chapter 2 for the 
case of the E-polarized plane wave incidence. We observe nulls around 0 , 180q=    
for the H-polarized case, but such nulls are not seen in the E polarization. Except these 
differences, general characteristics for both polarizations show similar features.  
Our final solution is valid for the case where the depth and period of the grating is 
small and large compared with the wavelength. Hence, the method of solution 
developed in this paper may become less accurate for deep or dense gratings. Our idea 
for approximating the boundary condition on the grating surface is to expand it in terms 
of a Taylor series around the average surface and use the zero- and first-order terms in 
the Wiener-Hopf analysis. By keeping up to the second and higher order terms in the 
Taylor series, it may be possible to extend the range of applicability of the method.  
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4. PLANE WAVE DIFFRACTION BY A FINITE PARALLEL-PLATE 
WAVEGUIDE WITH SINUSOIDAL WALL CORRUGATION 
4.1 Introduction 
In Chapter 4, the aim of this chapter is to provide further generalization to our previous 
analysis carried out for the diffraction problems involving the semi-infinite 
parallel-plate waveguide with sinusoidal corrugation [54], [55] and the finite sinusoidal 
grating [45]-[47]. We shall analyze in this paper the plane wave diffraction by a finite 
parallel-plate waveguide with sinusoidal wall corrugation for the E-polarized plane 
wave incidence. The method is based on the use of the Wiener-Hopf technique with the 
perturbation method. 
Assuming that the corrugation amplitude of the waveguide walls is small compared 
with the wavelength, the original problem is replaced by the problem of diffraction by a 
flat, finite parallel-plate waveguide with an impedance-type, boundary condition. 
Section 4.2 first discusses the derivation of the approximate boundary condition valid 
for small amplitude corrugation. Introducing the Fourier transform for the unknown 
scattered field and applying boundary conditions in the transform domain, the problem 
is formulated in terms of the simultaneous Wiener-Hopf equations satisfied by unknown 
spectral functions. In Section 4.3, by using a perturbation series expansion for the 
scattered field, these Wiener-Hopf equations are separated into the zero-order and 
first-order Wiener-Hopf equations. The zero-order problem corresponds to the 
diffraction by a flat, finite parallel-plate waveguide, whereas the first-order problem 
contains the effect due to the sinusoidal corrugation. In Section 4.4, the Wiener-Hopf 
equations are solved exactly via the factorization and decomposition procedure together 
with the use of the perturbation method leading to the zero- and first-order solutions. 
However, the solutions are formal since infinite series with unknown coefficients as 
well as branch-cut integrals with unknown integrands are involved. In order to obtain 
explicit approximate solutions of the Wiener-Hopf equations, we shall apply the method 
based on a rigorous asymptotics established recently by Kobayashi [47]. For the infinite 
series with unknown coefficients, we shall derive highly accurate, approximate 
expressions by taking into account the edge condition explicitly. For the branch-cut 
integrals with unknown integrands, we assume that the waveguide length is large 
compared with the incident wavelength and derive high-frequency asymptotic 
expressions of the branch-cut integrals. Based on these results, approximate solutions of 
the Wiener-Hopf equations, efficient for numerical computation, are explicitly derived. 
In subsequent Section 4.5, taking the Fourier inverse of the solution in the transform 
domain and applying the saddle point method, a scattered far field in the real space is 
derived. In Section 4.6, representative numerical examples of the radar cross section 
(RCS) are shown for various physical parameters, and the effect of sinusoidal 
corrugation of the waveguide walls is investigated in detail. Section 4.7 provides a 
summary of the results obtained in this chapter. 
The results presented in this chapter are due to the paper by Eizawa and Kobayashi 
[56]. 
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4.2 Statement of the Problem  
We consider the diffraction of an E-polarized plane wave by a finite parallel-plate 
waveguide with sinusoidal wall corrugation as shown in Fig. 4.1, where the surface of 
the two planes is assumed to be finitely thin, perfectly electric conducting, and uniform 
in the y -direction, being defined by 
 sin , ,x b h mz z a= + £  (4.1) 
where 2h  is the corrugation amplitude and ( 0)m >  is the periodicity (surface 
roughness) parameter. Taking into account the geometry of the waveguide together with 
the fact that the electric field is parallel to the y - axis, this scattering problem is 
reduced to a two-dimensional problem. 
 
 
 
 
 
 
 
 
 
 
 
 
Let us define the total electric field ( , ) [ ( , )]t tyx z E x zf º  by 
 ( , ) ( , ) ( , ),t ix z x z x zf f f= +  (4.2) 
where ( , )i x zf  is the incident field of E polarization given by 
 0 0( sin cos ) 0( , ) , 0 / 2ik x zi x z e q qf q p- += < <  (4.3) 
with 1/20 0( )k w e mé ùºë û  being the free-space wavenumber. The scattered field ( , )x zf  
satisfies the two-dimensional Helmholtz equation 
 ( )2 2 2 2 2/ / ( , ) 0.x z k x zf¶ ¶ +¶ ¶ + =  (4.4) 
Nonzero components of the scattered electromagnetic fields are derived from the 
following relation: 
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z i x
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The total electric field tf  satisfies the perfect conductor condition 
 ( sin , ) 0,t b h mz z z af  + = <  (4.6) 
on the waveguide walls. We assume that the corrugation amplitude 2h  is small 
compared with the wavelength and expand (4.6) in terms of the Taylor series. Then by 
Fig. 4.1. Geomery of the problem 
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ignoring the ( )2O h  terms from the Taylor expansion, we obtain that 
 2( , )( , ) sin ( ) 0, .
t
t b zb z h mz O h z a
z
ff ¶  + + = <¶  (4.7) 
Equation (4.7) is the approximate boundary condition used throughout the remaining 
part of this paper. We note that, by letting 0h   in (4.7), the problem reduces to the 
diffraction problem involving a flat, finite parallel-plate waveguide. 
For convenience of analysis, we assume that the medium is slightly lossy as in 
1 2k k ik= +  with 2 10 .k k<   The solution for real k  is obtained by letting 
2 0k +  at the end of analysis. In view of the radiation condition, it follows that the 
scattered field ( , )x zf  behaves like the diffracted field for fixed x  as .z ¥  
Hence we can show that 
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as ,z ¥  where 2 2 1/2( ) ,x zr = +  and C  and C ¢ are constants. In (4.8), 
(1)
0 ( )H ⋅  is the Hankel function of the first kind. 
We introduce the Fourier transform of the scattered field ( , )x zf  as 
 1/2( , ) (2 ) ( , ) ,i zx x z e dzaa p f¥- -¥F = ò   (4.9) 
where Re Im ( )i ia a a s t= + º + . In view of (4.8), it follows that ( , )x aF  is 
regular in the strip 2 0coskt q<  of the complex a -plane. We also introduce the 
Fourier integrals as in 
 1/2 ( )( , ) (2 ) ( , ) ,i z a
a
x x z e dzaa p f¥- F = ò    (4.10) 
 1/21( , ) (2 ) ( , ) ,
a
i z
a
x x z e dzaa p f- -F = ò   (4.11) 
Then it is seen that ( )( , )n x aF  are regular in t>< 2 0cosk q  whereas 1( , )x aF  is an 
entire function. It follows from (4.9)-(4.11) that 
 1( , ) ( , ) ( , ) ( , ).i a i ax e x x e xa aa a a a- - +F = F +F + F   (4.12) 
Taking the Fourier transform of (4.4) and making use of (4.8), we derive that 
 2 2 2/ ( ) ( , ) 0,d dx xg a aé ù- F =ê úë û   (4.13) 
where 2 2 1/2( ) ( ) .kg a a= -  Since ( )g a  is a double-valued function of ,a  we choose 
its proper branch so that ( )g a  reduces to ik-  when 0.a =  The solution of (4.13) 
is expressed as 
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where ( ), ( ), ( ),A B Ca a a and ( )D a  are unknown functions. For convenience of 
analysis, we introduce the Fourier integrals as in 
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a i z
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b z
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x
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é ù¶ ê ú=  +ê ú¶ë ûò   (4.18) 
Taking into account the approximate boundary condition on the waveguide surface as 
given by (4.7) and carrying out some manipulations, we find from (4.10), (4.11), and 
(4.12) that 
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where the prime denotes differentiation with respect to .x  Substituting the scattered 
field expression in (4.14) into (4.19), (4.20), and (4.17), it follows that 
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é- + +ë ù- - - úû   (4.22) 
 ( ) ( ) ( )1 ( ) ( ) ( ) ( ) ( ) ,
x x xM A e B e C eg a g a g aa g a a a a- -é ù= - - +ê úë û   (4.23) 
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 ( ) ( ) ( )1 ( ) ( ) ( ) ( ) ( ) ,
x x xN B e C e D eg a g a g aa g a a a a- -é ù= - - +ê úë û   (4.24) 
 { }2 ( ) ( )( 0, ) ( 0, ) ( ) ( ) ( ) ( ) ,r b r bb b A B e C ea aa a g a a a a-é ù¢¢ ¢¢F + -F - = - -ë û   (4.25) 
 ( ) ( )( 0, ) ( 0, ) ( ) ( ) ( ) ,r b r bb b B e C D ea aa a a a a -é ùF - + -F - - = + -ë û   (4.26) 
where the prime denotes differentiation with respect to .x  Making use of the 
continuity of tangential electric fields across x b=  and (4.2), we deduce the 
following relations: 
 1/2 1 1( 0, ) ( 0, ) (2 ) ( ) ( ) ,2
ihb b N m N ma a p a a- é ùF - + -F- - = + - -ë û   (4.27) 
 1/2 1 1( 0, ) ( 0, ) (2 ) ( ) ( ) .2
ihb b M m M ma a p a a- é ù¢¢ ¢¢F + -F - = + - -ë û   (4.28) 
Substituting (4.25) and (4.26) into (4.28) and (4.27) respectively, we can derive 
equations which relate ( ),A a  ( ),B a  ( ),C a  and ( )D a  with 1( )M a  and 1( )N a . 
Solving these equations for ( ),A a  ( ),B a  ( ),C a  and ( ),D a we find that 
 
( )
1 1/2
1 1
( )
1 1/2
1 1
( )
( ) (2 ) ( ) ( )
2 ( ) 2
( )
(2 ) ( ) ( ) ,
2 ( ) 2
b
b
Ne ihA N m N m
Me ih M m M m
g a
g a
aa p a ag a
a p a ag a
- -
-
ì üï ïï ïé ù=- - + - -í ýë ûï ïï ïî þì üï ïï ïé ù- - + - -í ýë ûï ïï ïî þ
  (4.29) 
 
( )
1 1/2
1 1
( )
( ) (2 ) ( ) ( ) ,
2 ( ) 2
b Ne ihB N m N m
g a aa p a ag a
- -ì üï ïï ïé ù=- - + - -í ýë ûï ïï ïî þ
  (4.30) 
 
( )
1 1/2
1 1
( )
( ) (2 ) ( ) ( ) ,
2 ( ) 2
b Me ihC M m M m
g a aa p a ag a
- -ì üï ïï ïé ù=- + + - -í ýë ûï ïï ïî þ
  (4.31) 
 
( )
1 1/2
1 1
( )
1 1/2
1 1
( )
( ) (2 ) ( ) ( )
2 ( ) 2
( )
(2 ) ( ) ( ) .
2 ( ) 2
b
b
Me ihD M m M m
Ne ih N m N m
g a
g a
aa p a ag a
a p a ag a
- -
-
ì üï ïï ïé ù=- + + - -í ýë ûï ïï ïî þì üï ïï ïé ù- + + - -í ýë ûï ïï ïî þ
  (4.32) 
Substituting (4.29) and (4.32) into (4.21) and (4.22), respectively and using the 
boundary conditions, we arrive at 
 
{
}
1
1
2 ( ) 1/2 2 ( ) 1/2
1/2 2 ( ) 2 ( ) 1/2
( ) ( )
( ) ( )
(2 ) (2 ) 1 ( )
4
(2 ) (2 ) 1 ( ) ,
m b b
b m b
S G
K U
ih e e V m
e e V m
g a g a
g a g a
a a
a a
p p a
p p a
- + - - - -
- - - - - -
+
=-
é ù+ - + - +ë û
é ù+ - - + -ë û   (4.33) 
 
{
}
2
1
1/2 2 ( ) 2 ( ) 1/2
2 ( ) 1/2 2 ( ) 1/2
( ) ( )
( ) ( )
(2 ) (2 ) 1 ( )
4
(2 ) (2 ) 1 ( ) ,
b m b
m b b
D G
L V
ih e e U m
e e U m
g a g a
g a g a
a a
a a
p p a
p p a
- - - + - -
- - - - - -
+
=-
é ù+ - + - +ë û
é ù+ - - + -ë û   (4.34) 
where 
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 ( ) ( ) ( ) ( ) ( ) ,S P P Q Qa a a a a+ - + -é ù é ù= + + +ë û ë û   (4.35) 
 ( ) ( ) ( ) ( ) ( ) ,D P P Q Qa a a a a+ - + -é ù é ù= + - +ë û ë û   (4.36) 
 1 1 1 1 1 1( ) ( ) ( ), ( ) ( ) ( ),U M N V M Na a a a a a= + = -   (4.37) 
 
0
0
1,2 1 2
sin 0 0
0
2
10
1
sin 0 0
0
2
10
1
( ) ( ) ( )
cos
sin
( 1)
2 cos
cos
sin
( 1)
2 cos
i a i a
ikb
i a i a
n n n
n n
i a i a
ikb
i a i a
n n n
n n
G F F
e A e B
e
k
ikh e A e B
k
e A e B
e
k
ikh e A e B
k
a aq
a a
a aq
a a
a a a
a q
q
a q
a q
q
a q
--
-
+
=
-
-
+
=
= 
ìï -ï= íï -ïïî üï- ï+ - ýï- ïïþìï -ï íï -ïïî ü-+ - -
å
å ,ïïýïïïþ   (4.38) 
 0 0cos cos1/2 1/20 0(2 ) , (2 ) ,
ika ikaA ie B ieq qp p -- -= - = -   (4.39) 
 cos cos1/2 1/2(2 ) , (2 )n nika ikan nA e B e
q qp p -- -= =   (4.40) 
 1,2 0cos cos / ,m kq q=    (4.41) 
 
( ) ( )cosh ( ) sinh ( )
( ) , ( ) .
( ) ( )
b be b e b
K L
g a g ag a g aa ag a g a
- -
= =   (4.42) 
Equations (4.33) and (4.34) are the simultaneous Wiener-Hopf equations satisfied by 
( ),S a  ( ),D a  1( ),U a  and 1( ),V a  which hold for any a  in the strip 2 0cos .kt q<  
In the above, ( )K a  and ( )L a  defined by (4.42) are kernel functions.  
 
4.3 Zero- and First-Order Wiener-Hopf Equations 
In order to solve the Wiener-Hopf equations (4.33) and (4.34), we express the unknown 
functions ( ),S a  ( ),D a  1( ),U a  and 1( )V a  in terms of perturbation series expansions 
in h  omitting 2( )O h  as 
 0 1 2( ) ( ) ( ) ( ),S S hS O ha a a= + +   (4.43) 
 0 1 2( ) ( ) ( ) ( ),D D hD O ha a a= + +   (4.44) 
 (0) (1) 21 1 1( ) ( ) ( ) ( ),U U hU O ha a a= + +   (4.45) 
 (0) (1) 21 1 1( ) ( ) ( ) ( ).V V hV O ha a a= + +   (4.46) 
We can also express the known functions 1( )G a  and 2( )G a  defined by (4.38) in the 
form of a perturbation series in h  as in 
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 0 1 21 1 1( ) ( ) ( ) ( ),G G hG O ha a a= + +   (4.47) 
 0 1 22 2 2( ) ( ) ( ) ( ).G G hG O ha a a= + +   (4.48) 
In view of (4.35) and (4.36), 0( )S a and 1( )S a  in (4.43) and 0( )D a  and 1( )D a  in 
(4.44) can be expressed as follows: 
 
0 0 0
0 0 0 0
( ) ( ) ( )
( ) ( ) ( ) ( ) ,
i a i a
i a i a
S e S e S
e P Q e P Q
a a
a a
a a a
a a a a
-
+ -
-
+ + - -
= +
é ù é ù= + + +ê ú ê úë û ë û   (4.49) 
 
1 1 1
1 1 1 1
( ) ( ) ( )
( ) ( ) ( ) ( ) ,
i a i a
i a i a
S e S e S
e P Q e P Q
a a
a a
a a a
a a a a
-
+ -
-
+ + - -
= +
é ù é ù= + + +ê ú ê úë û ë û   (4.50) 
 
0 0 0
0 0 0 0
( ) ( ) ( )
( ) ( ) ( ) ( ) ,
i a i a
i a i a
D e D e D
e P Q e P Q
a a
a a
a a a
a a a a
-
+ -
-
+ + - -
= +
é ù é ù= - + -ê ú ê úë û ë û   (4.51) 
 
1 1 1
1 1 1 1
( ) ( ) ( )
( ) ( ) ( ) ( ) .
i a i a
i a i a
D e D e D
e P Q e P Q
a a
a a
a a a
a a a a
-
+ -
-
+ + - -
= +
é ù é ù= - + -ê ú ê úë û ë û   (4.52) 
We substitute (4.43)-(4.48) into (4.33) and (4.34), and make use of (4.49)-(4.52) in the 
resultant equations. After ignoring the 2( )O h  terms, the original Wiener-Hopf 
equations can be separated into the (1)O  equations 
 (0) 0 01 ( )( ) ( ) ( ) ( ) 0,i a i aK U e S e Sa aa a a a- -++ + =    (4.53) 
 (0) 0 01 ( )( ) ( ) ( ) ( ) 0i a i aL V e D e Da aa a a a- -++ + =    (4.54) 
and the ( )O h  equations 
 
{
}
(1) 1 1
1 ( )
(0)2 ( ) 1/2 2 ( ) 1/2
1
(0)1/2 2 ( ) 2 ( ) 1/2
1
( ) ( ) ( ) ( )
(2 ) (2 ) 1 ( )
4
(2 ) (2 ) 1 ( ) 0,
i a i a
m b b
b m b
K U e S e S
i e e V m
e e V m
a a
g a g a
g a g a
a a a a
p p a
p p a
- -+
- + - - -
- - - - -
+ +
é ù- - + - +ê úë û
é ù+ - - + - =ê úë û
 
  (4.55) 
 
{
}
(1) 1 1
1 ( )
(0)1/2 2 ( ) 2 ( ) 1/2
1
(0)2 ( ) 1/2 2 ( ) 1/2
1
( ) ( ) ( ) ( )
(2 ) (2 ) 1 ( )
4
(2 ) (2 ) 1 ( ) 0
i a i a
b m b
m b b
L V e D e D
i e e U m
e e U m
a a
g a g a
g a g a
a a a a
p p a
p p a
- -+
- - - + -
- - - - -
+ +
é ù- - + - +ê úë û
é ù+ - - + - =ê úë û
 
  (4.56) 
for 2 0coskt q< , where 
 00 0 0 0( )
0
cos( sin )
( ) ( ) ( ) 2 ,
cos
kb
S P Q B
k
qa a a a q+ ++ = + - -
   (4.57) 
 00 0 0 0
0
cos( sin )
( ) ( ) ( ) 2 ,
cos
kb
S P Q A
k
qa a a a q- - -= + + -
   (4.58) 
61 
 00 0 0 0( )
0
sin( sin )
( ) ( ) ( ) 2 ,
cos
kb
D P Q iB
k
qa a a a q+ ++ = - + -
   (4.59) 
 00 0 0 0
0
sin( sin )
( ) ( ) ( ) 2 ,
cos
kb
D P Q iA
k
qa a a a q- - -= - - -
   (4.60) 
 
2
1 21 1 1
( )
1
( )
( ) ( ) ( ) ( 1) ,
cos
nn
nn
B C C
S P Q
k
a a a a q+ ++ =
+= + + - -å   (4.61) 
 
2
1 21 1 1
1
( )
( ) ( ) ( ) ( 1) ,
cos
nn
nn
A C C
S P Q
k
a a a a q- - - =
+= + - - -å   (4.62) 
 
2
1 21 1 1
( )
1
( )
( ) ( ) ( ) ( 1) ,
cos
nn
nn
B C C
D P Q
k
a a a a q+ ++ =
-= - + - -å   (4.63) 
 
2
1 21 1 1
1
( )
( ) ( ) ( ) ( 1) ,
cos
nn
nn
A C C
D P Q
k
a a a a q- - - =
-= - - - -å   (4.64) 
 0sin0
sin
2
ikb
n
ik
C e q
q =   (4.65) 
for 1,2.n =   
Equations (4.53), (4.54) and (4.55), (4.56) are the zero- and first-order Wiener-Hopf 
equations, respectively. The zero-order problem corresponds to the diffraction by a flat, 
finite parallel-plate waveguide, whereas the first-order problem is important since it 
contains the effect due to the sinusoidal corrugation. 
 
4.4 Exact and Asymptotic Solutions 
The kernel function ( )K a and ( )L a defined by (4.42) are factorized as in [24], [25], 
[27]-[29] 
 ( ) ( ) ( ) ( ) ( ),K K K K Ka a a a a+ - + += = -   (4.66) 
 ( ) ( ) ( ) ( ) ( ),L L L L La a a a a+ - + += = -   (4.67) 
where 
 
1/2 /4 1/2
2 /
1,odd
( ) ( )
( ) (cos ) ( ) exp ln
exp 1 ln 1 ,
2 2
i
i b n
n n
i b
K kb e k
k
i b
C i e
kb i
p
a p
g a a g aa a p
a p p a
p g
-
+
¥
=
é ù-ê ú= + ê úë ûæ öé ùæ ö ÷ç÷çê ú ÷÷ ç⋅ - + + +ç ÷÷ çê úç ÷÷ç ÷çè ø è øê úë û
   (4.68) 
 
even
1/2
2 /
2,
( ) ( )sin( ) exp ln
2exp 1 ln 1
2
i b n
nn
i bkbL
k k
i b C i e
kb i
a p
g a a g aa p
a p p a
p g
+
¥
=
é ùæ ö -÷ç ê ú= ÷ç ÷ç ê úè ø ë û æ öé æ öù ÷ç÷ç⋅ - + + +ê ú ÷÷ çç ÷÷ç ÷çè øê ú è øë û    (4.69) 
with ( 0.57721566 )C =   being Euler’s constant and 
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 1/22 2( /2 ) .n n b kg pé ù= -ë û   (4.70) 
It is seem from (4.66) and (4.67) that ( )K a  and ( )L a  are regular and nonzero in 
2kt>< . We can also verify that 
 1/2 1/2( ) ( 2 ) , ( ) ( 2 )K i L ia a a a- -       (4.71) 
as a¥  with 2.kt><  We shall now solve the zero-order Wiener-Hopf equations 
(4.53), (4.54) and the first-order Wiener-Hopf equations (4.55), (4.56) to derive the 
exact and asymptotic solutions. 
 
(i) Solution of the zero-order Wiener-Hopf equations (4.53) and (4.54) 
The zero-order equations (4.53) and (4.54) are the simultaneous Wiener-Hopf 
equations arising in the diffraction problem for a flat, finite parallel-plate waveguide. 
Multiplying both sides of (4.53) and (4.54) by / ( )i ae Ka a   and / ( ),i ae La a   
respectively, it follows that 
 
02
0
1
( )
( ) ( ) ,
( ) ( )
i a
i a See K U
K K
aa aa a a a
-
+
- -
= - -

  (4.72) 
 
02 0
( )0
1
( )( )
( ) ( ) ,
( ) ( )
i a
i a
Se S
e K U
K K
a
a aaa a a a
- +- -
-
+ +
= - -

  (4.73) 
 
2 0 0
( )0
1
( ) ( )
( ) ( ) ,
( ) ( )
i a
i a
e D D
e L V
L L
a
a a aa a a a
+ -
+
- -
= - -
 
  (4.74) 
 
2 0 0
( )0
1
( ) ( )
( ) ( ) .
( ) ( )
i a
i a
e D D
e L V
L L
a
a a aa a a a
-
+- -
-
+ +
= - -
 
  (4.75) 
Applying the decomposition procedure to (4.72) and (4.73), we obtain that 
 
1
2
2 0
( )0
1
2 00
( )
( )1
( ) ( )
2 ( )( )
( )( ) 1
,
( ) 2 ( )( )
i a
i a
C
i a
C
e S
e K U d
i K
e SS
d
K i K
b
a
b
ba a bp b b a
ba ba p b b a
+
+
-
+-
- -
+ -
= - + -
ò
ò


  (4.76) 
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2
1
0 0 0
1
0 0
2 0
0
( ) 0 0
0 0
2 0
2 cos( sin )
( ) ( )
( cos )( cos )
( )1
2 ( )( )
( ) 2 cos( sin )
( ) ( cos )( cos )
( )1
0.
2 ( )( )
i a
i a
C
i a
C
B kb
e K U
K k k
e S
d
i K
S B kb
K K k k
e S
d
i K
a
b
b
qa a q a q
b bp b b a
a q
a q a q
b bp b b a
-
-
+
-
-
+
+
+ +
-
-
+
- -
- -
= + -
+ =-
ò
ò



  (4.77) 
In (4.76) and (4.77), 1C  and 2C  are the infinite integration paths running parallel to 
the real axis in the -plane,u as shown in Fig. 4.2, where c  is some constants such that 
2 00 cosc kt q< < <  with Im .t a=   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is seen that the left-hand and right-hand sides of (4.76) are regular in the upper 
2 0( cos )kt q>-  and lower 2 0( cos )kt q<  halp-planes, respectively, and both sides 
have a common strip of regularity 2 0cos .kt q<  Hence by analytic continuation, we 
can show that both sides of (4.76) must be equal to an entire function, which we denote 
by ( ).P a  Taking into account the edge condition, we deduce that 
 0 1/2 2 0( ) ( ), cos ,S o ka a t q-- = >-   (4.78) 
 0 1/21 2 0( ) ( ), cosU o ka a t q= <   (4.79) 
Fig. 4.2. Integration paths 1C  and 2C  for decomposition. 
Imu
2 0
cosk q
Reu
2 0
cosk q-
1
C
2
C 2c
1
c
a´
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as .a ¥  We also see from (4.71) that the split functions ( )K a  are 1/2( )O a-  as 
a ¥  with 2.kt><   These considerations show that 
 ( ) (1), .P oa a= ¥   (4.80) 
Thus, we can conclude with the aid of Liouville’s theorem that ( )P a  must be 
identically zero. Equating the right-hand side of (4.76) and (4.77) to zero, it follows that 
 
2
2 00
( )( )( ) 1 0,
( ) 2 ( )( )
i a
C
e SS
d
K i K
b ba ba p b b a
+-
- -
- + =-ò

  (4.81) 
 
1
0
( ) 0 0
0 0
2 0
( ) 2 cos( sin )
( ) ( cos )( cos )
( )1
0.
2 ( )( )
i a
C
S B kb
K K k k
e S
d
i K
b
a q
a q a q
b bp b b a
+
+ +
-
-
+
+ -
+ =-ò


  (4.82) 
We set a a-  in (4.81) and make a change of variable b b -  in (4.82). Then 
taking the sum and difference of the resultant equations, we derive that 
 
2
0, 0
( ) 0 0
0 0
2 0, 0
( )
( ) 2 cos( sin )
( ) ( cos )( cos )
( )1
0,
2 ( )( )
s d
i a s d
C
S B kb
K K k k
e S
d
i K
b
a q
a q a q
b bp b b a
+
+ +
+
-
+ -
=+ò


   (4.83) 
where 
 0, 0 0 0( ) ( )( ) ( ) ( ).
s dS S Sa a a+ + -=  -     (4.84) 
The same argument can also be applied to (4.74) and (4.75), these both sides are 
identically equal to zero. Equating the right-hand sides of (4.74) and (4.75) to zero, we 
obtain that 
 
2
0, 0
( ) 0 0
0 0
2 0, 0
( )
( ) 2 sin( sin )
( ) ( cos )( cos )
( )1
0,
2 ( )( )
s d
i a s d
C
D iB kb
L L k k
e D
d
i L
b
a q
a q a q
b bp b b a
+
+ +
+
-
+ -
=+ò


   (4.85) 
where 
 0, 0 0 0( ) ( )( ) ( ) ( ).
s dD D Da a a+ + -=  -     (4.86) 
Let us define the integral in (4.83) as 
 
2
2 0, 0
( ) ( )1 .
2 ( )( )
i a s d
C
e S
I d
i K
b b bp b b a
+
-
= +ò

  (4.87) 
It is seen from (4.57), (4.58), and (3.44) that singularities of the integrand of I  in 
2Im cb >  (See Fig. 4.2.) are simple poles at 0coskb q=  and nib g=  for 
1,3,5, ,n =   and a branch point at .kb =  We now choose a branch cut emanating 
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from kb =  as a straight line that is parallel to the imaginary axis and goes to infinity 
in the upper half-plane. Then I  is evaluated by deforming the contour 2C  into the 
upper half-plane with the following result: 
 
odd
02 cos
0 0(0)
0 0
2 0, 02
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1
2 cos( sin )
( )
( cos )( cos )
( ) ( )
,
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n
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n n
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I I
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K i e S in
b ib i
q
g
qa q a q
g gp
g a g
-
-¥ + +
=
= - +
æ ö÷ç ÷- ç ÷ç ÷ç +è øå
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  (4.88) 
where 
 
2 0, 0
( )(0)
( )1
( ) .
2 ( )( )
i a s d
e C
e S
I d
i K
b ba bp b b a
+
-
= +ò

  (4.89) 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.3 
In (4.89), C  is the contour composed of two straight paths C  along the branch cut 
and a portion Ce  of a circle with radius e  ( 1),  centered at the branch point 
,kb =  as shown in fig. 4.3. The integral (0)eI  is now reduced to 
 
2 0, 0
( )(0)
( ) ( ) ( )1
( )
i a s d
k i
e k
e K S
I d
i
b g b b ba bp b a
+ ¥ + += +ò

  (4.90) 
by letting the radius e  of Ce  tend to zero and combining the resultant contributions 
from ,C  where the contour is the one running parallel to the imaginary axis on the 
right-hand side of the branch cut. Substituting (4.88) into (4.81), we arrive at the exact 
solution with the result that 
Fig. 4.3. Integration path ( )C C C Ce- +º + +  in (4.89). 
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  (4.91) 
where 
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  (4.92) 
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  (4.93) 
A similar procedure can also be applied (4.85). Omitting the details, we arrive at 
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( ) ( ) ,
( cos )( cos )
s d
s d s d
v
iB kb
D L
L k k
iA kb
v
L k k
qa a q a q
q s a aq a q
+ +
+
-
ìïï= íï -ïî
üé ùïïê ú - + ýê úï+ê úïë ûþ

  (4.94) 
where 
 
2 0, 0
( ),
0
( ) ( ) ( )1
( ) ,
i a s d
k is d
k
e L D
v d
i
b g b b ba bp b a
+ ¥ + += +ò

  (4.95) 
 
22 0, 0
( ),
2
even
( ) ( )
( ) .
2 ( )
na s d
n ns d
v
n n n
L i e D in
b ib i
gg gps a g a g
-¥ + +
=
æ ö÷ç ÷= ç ÷ç ÷ç +è øå

  (4.96) 
Equations (4.91) and (4.94) can be rearranged as 
 
0, 0 , 0
( ) 1/2 1/2 ,
0
2 2 3
0 0
0 0
( )
( ) ( )
( )
,
( cos ) ( cos )
s d so d
s d n n n
n n
u u
S a p s
b K b u
b b i
A B
b k b k
a a a a g
a q a q
¥+ - -
+
= -
éê= ê +êë ùú- ú+ - úû
å 
   (4.97) 
 
0, 0 , 0
( ) 1/2 1/2 ,
0
2 2 2
0 0
0 0
( )
( ) ( )
( )
,
( cos ) ( cos )
s d so d
s d n n n
n n
v v
D a p d
b L b v
b b i
A B
b k b k
a a a a g
a q a q
¥+ - -
+
= -
éê= ê +êë ùú + ú+ - úû
å  
  (4.98) 
where 
 0 01 1, ,a kb a kb= =   (4.99) 
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2 3 2 22 22 2 2 2
0 0
2 3 2 2
(2 3) (2 2)
, , 2,
4 4
n na a
n n
n n
n e n e
a a n
bi bi
g gp p
g g
- -- -
- -
- -= = ³   (4.100) 
 0 1/2 0 1/21 1( ), ( ),p b K k p b L k
- -
+ += =   (4.101) 
 0 1/2 0 1/22 3 2 2( ), ( ), 2,n n n np b K i p b L i ng g- -+ - + -= = ³   (4.102) 
 0, 0 1 0, 0 0, 0 1 0, 0( ) ( )( ), ( ),
s d s d s d s ds b S k d b D k- -+ += =    (4.103) 
 0, 0 1 0, 0 0, 0 1 0, 0( ) 2 3 ( ) 2 2( ), ( ), 2.
s d s d s d s d
n n n ns b S i d b D i ng g- -+ - + -= = ³    (4.104) 
Equations (4.97) and (4.98) are formal since they contain the branch-cut integrals with 
unknown integrands and the infinite series with unknown coefficients. Therefore it is 
necessary to develop approximation procedures for obtaining explicit approximate 
solutions for numerical computation. 
Regarding the branch-cut integrals ,0 ( )
s du a  and ,0 ( )s dv a  with the unknown 
integrands 0, 0( ) ( )
s dS b+  and 0, 0( ) ( ),s dD b+  we apply the rigorous asymptotic method 
developed by Kobayashi [53]. Omitting the details, we obtain a high-frequency 
expressions of ,0 ( )
s du a  and ,0 ( )s dv a  for large k a  as in 
 , 0, 0 , 0, 00 ( ) 0 ( )( ) ( ) ( ) ( ), ( ) ( ) ( ) ( ),
s d s d s d s du k K k S k v k L k D ka x a a x a+ + + +     (4.105) 
where 
 
1/2 2
1
2
( ) 1 / 2, 2 ( ) .
ikaa e
i k ax a ap
é ù= - G - +ê úë û   (4.106) 
In (4.106) , 1( , )    is the generalized gamma function introduced by Kobayashi [53] 
and is defined by 
 
1
0
( , )
( )
u t
m m
t e
u v dt
t v
- -¥G = +ò   (4.107) 
for Re 0,u > 0,v > arg ,v p<  and positive integer m .  
We next evaluate the infinite series , ( )s dus a  and , ( )s dvs a  with the unknown 
coefficients 0, 0s dns  and 
0, 0.s dnd  Taking into account the edge condition, we can show 
that 0, 0( ) ( )
s dS a+  and 0, 0( ) ( )s dD a+  have the asymptotic behavior 
 0, 0 0, 0 3/2( ) ( )( ), ( ) ( ), .
s d s dS D Oa a a a-+ + = ¥    (4.108) 
Therefore, the infinite series contained in (4.97) and (4.98) are approximated with the 
choice of a large positive integer N  by 
 (1) (1)
2 22 3 2 3
( ),
( ) ( )
s sN
n n n n n n
u uN
n nn n
a p s a p s
K S
b i b i
aa g a g
¥
= =- -
» ++ +å å   (4.109) 
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 (1) (1)
2 22 2 2 2
( ),
( ) ( )
s sN
n n n n n n
v vN
n nn n
a p d a p d
K S
b i b i
aa g a g
¥
= =- -
» ++ +å å
   
  (4.110) 
where (1)uK  and 
(1)
vK  are unknown constants independent of n , and 
 
2
(1) 2 3
1 2 3
( )
( ) ,
( )
n n
uN
n N n
a b
S
b i
ga a g
-¥
-
= + -
= +å   (4.111) 
 
2
(1) 2 2
1 2 2
( )
( ) .
( )
n n
vN
n N n
a b
S
b i
ga a g
-¥
-
= + -
= +å   (4.112) 
By substituting (4.105), (4.109), and (4.110) into (4.97) and (4.98), we arrive at the 
explicit approximate solutions of the Wiener-Hopf equations (4.53) and (4.54) with the 
result that 
 
0, 0 , 0
( ) 1/2 0 0 0, 0
1 1
2 2 3
(1) (1) 0 0
0 0
( )
( ) ( )
( )
( ) ,
( cos ) ( cos )
s d so dN
s d n n n
n n
u u
u uN
S a p s
b K a p s
b b i
A B
K S
b k b k
a a x a a g
a a q a q
+ -
+
= -
éê» ê +êë ùú- ú+ - úû
å 
    (4.113) 
 
0, 0 , 0
( ) 1/2 0 0 0, 0
1 1
2 2 2
(1) (1) 0 0
0 0
( )
( ) ( )
( )
( ) .
( cos ) ( cos )
s d so dN
s d n n n
n n
v v
v vN
D a p d
b L a p d
b b i
A B
K S
b k b k
a a x a a g
a a q a q
+ -
+
= -
é» êë +
ùú + ú+ - úû
å    
   (4.114) 
 
(ii) Solution of the first-order Wiener-Hopf equations (4.55) and (4.56) 
Multiplying both sides of (4.55) by / ( )i ae Ka a  , (4.56) by / ( )i ae La a   
respectively, we arrive at 
 
{
}
2 1 1
( )1
1
2 ( ) 1/2 2 ( ) 1/2 0
1
1/2 2 ( ) 2 ( ) 1/2 0
1
( ) ( )
( ) ( )
( ) ( )
4 ( )
(2 ) (2 ) 1 ( )
(2 ) (2 ) 1 ( ) ,
i a
i a
i a
m b b
b m b
e S S
e K U
K K
ie
K
e e V m
e e V m
a
a
a
g a g a
g a g a
a aa a a a
a
p p a
p p a
+ -
+
- -
-
- + - - -
- - - - -
= - -
+
é ù⋅ - + - +ê úë û
é ù+ - - + -ê úë û
 
  (4.115) 
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{
}
1 2 1
( )1
1
2 ( ) 1/2 2 ( ) 1/2 0
1
1/2 2 ( ) 2 ( ) 1/2 0
1
( ) ( )
( ) ( )
( ) ( )
4 ( )
(2 ) (2 ) 1 ( )
(2 ) (2 ) 1 ( ) ,
i a
i a
i a
m b b
b m b
S e S
e K U
K K
ie
K
e e V m
e e V m
a
a
a
g a g a
g a g a
a aa a a a
a
p p a
p p a
-+- -
-
+ +
-
+
- + - - -
- - - - -
= - -
+
é ù⋅ - + - +ê úë û
é ù+ - - + -ê úë û
 
  (4.116) 
 
{
}
2 1 1
( )1
1
2 ( ) 1/2 2 ( ) 1/2 0
1
1/2 2 ( ) 2 ( ) 1/2 0
1
( ) ( )
( ) ( )
( ) ( )
4 ( )
(2 ) (2 ) 1 ( )
(2 ) (2 ) 1 ( ) ,
i a
i a
i a
m b b
b m b
e D D
e L V
L L
ie
L
e e U m
e e U m
a
a
a
g a g a
g a g a
a aa a a a
a
p p a
p p a
+ -
+
- -
-
- + - - -
- - - - -
= - -
+
é ù⋅ - + + - +ê úë û
é ù+ - - - + -ê úë û
 
  (4.117) 
 
{
}
1 2 1
( )1
1
2 ( ) 1/2 2 ( ) 1/2 0
1
1/2 2 ( ) 2 ( ) 1/2 0
1
( ) ( )
( ) ( )
( ) ( )
4 ( )
(2 ) (2 ) 1 ( )
(2 ) (2 ) 1 ( ) .
i a
i a
i a
m b b
b m b
D e D
e L V
L L
ie
L
e e U m
e e U m
a
a
a
g a g a
g a g a
a aa a a a
a
p p a
p p a
-+- -
-
+ +
-
+
- + - - -
- - - - -
= - -
+
é ù⋅ - + + - +ê úë û
é ù+ - + - + -ê úë û
 
  (4.118) 
As in the zero-order problem, applying the decomposition procedure to (4.115) and 
(4.116). Equating the right-hand side of the resultant to zero, we obtain that 
 
{
}
2
2 11
( )
2 ( ) 1/2 2 ( ) 1/2 0
1
1/2 2 ( ) 2 ( ) 1/2 0
1
( )( ) 1
( ) 2 ( )( )
4 ( )
(2 ) (2 ) 1 ( )
(2 ) (2 ) 1 ( ) 0,
i a
C
i a
m b b
b m b
e SS
d
K i K
ie
K
e e V m
e e V m
b
a
g a g a
g a g a
ba ba p b b a
a
p p a
p p a
+-
- -
-
- + - - -
- - - - -
- + -
+
é ù⋅ - + - +ê úë û
é ù+ - - + - =ê úë û
ò

  (4.119) 
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{
1
1 2 1
( )
2
1 1 2
1
2 ( ) 1/2 2 ( ) 1/2 0
1
1/2 2 ( ) 2 ( ) 1/2
( ) ( )1
( ) 2 ( )( )
( )
( 1)
( cos )( cos )
4 ( )
(2 ) (2 ) 1 ( )
(2 ) (2 ) 1
i a
C
n n
n n n
i a
m b b
b m b
S e S
d
K i K
B C C
K k k
ie
K
e e V m
e e
b
a
g a g a
g a g a
a b ba p b b a
q a q
a
p p a
p p
-+ -
+ +
+
= +
-
+
- + - - -
- - - - -
- - -
+- - -
+
é ù⋅ - + - +ê úë û
é ù+ - - +êë û
ò
å
 
}01 ( ) 0,V ma- =ú   (4.120) 
where 1C  and 2C  are the infinite integration paths shown in Fig. 4.2. The same 
arrangement can also be applied to (4.117)-(4.118) and carrying out a procedure similar 
to that employed to obtain (4.91) and (4.94), we arrive at 
 
 
1, 1 2
( ) 1 1 2
1
2 cos
, ,1 2
1 1
1, 1
( ) ( )
( 1)
( ) ( cos )( cos )
( )
( ) ( )
( cos )( cos )
( )
0,
( )
n
s d
n n
n n n
ika
s d s dn
u
n n
s d
S B C C
K K k k
e B C C
u
K k k
T
K
q
a
a q a q
s a aq a q
a
a
+ +
=+ +
-
+
é +ê+ - ê -êë
ù+ ú + - ú+ úû
- =
å
  (4.121) 
 
1, 1 2
( ) 1 1 2
1
2 cos
, ,1 2
1 1
1, 1
( ) ( )
( 1)
( ) ( cos )( cos )
( )
( ) ( )
( cos )( cos )
( )
0,
( )
n
s d
n n
n n n
ika
s d s dn
v
n n
s d
D B C C
L L k k
e B C C
v
L k k
Q
L
q
a
a q a q
s a aq a q
a
a
+ +
=+ +
-
+
é -ê+ - ê -êë
ù- ú + - ú+ úû
- =
å
  (4.122) 
where 
 
{
}
1, 1 2 ( )
3
(0) (0)
1 1
2 ( )
3
(0) (0)
1 1
( ) ( / 4) ( )
( ) ( )
( )
( ) ( ) ,
s d i a m b
m b
T ie e C
V m V m
e C
V m V m
a g a
g a
a a
a a
a
a a
- - -
- +
é ù= +ê úë ûé ù⋅ - - -ê úë ûé ù+ +ê úë ûé ù+ - -ê úë û

   (4.123) 
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{
}
1, 1 2 ( )
4
(0) (0)
1 1
2 ( )
4
(0) (0)
1 1
( ) ( / 4) ( )
( ) ( )
( )
( ) ( ) ,
s d i a m b
m b
Q ie e C
U m U m
e C
U m U m
a g a
g a
a a
a a
a
a a
- - -
- +
é ù= +ê úë ûé ù⋅ - - +ê úë ûé ù- +ê úë ûé ù⋅ + - -ê úë û

   (4.124) 
 1/2 2 ( )3,4( ) (2 ) 1 1,
bC e g aa p - -é ù= - ê úë û    (4.125) 
 
2 1, 1
( ),
1
( ) ( ) ( )1
( ) ,
iua s d
k is d
k
e u K u S u
u du
i u
ga p a
+ ¥ + += +ò

  (4.126) 
 
2 1, 1
( ),
1
( ) ( ) ( )1
( ) ,
iua s d
k is d
k
e u L u D u
v du
i u
ga p a
+ ¥ + += +ò

  (4.127) 
 
22 1, 1
( ),
1
1
odd
( ) ( )
( ) ,
2 ( )
na s d
n ns d
u
n n n
K i e S in
b ib i
gg gps a g a g
-¥ + +
=
æ ö÷ç ÷= ç ÷ç ÷ç +è øå

  (4.128) 
 
22 1, 1
( ),
1
2
even
( ) ( )
( )
2 ( )
na s d
n ns d
v
n n n
L i e D in
b ib i
gg gps a g a g
-¥ + +
=
æ ö÷ç ÷= ç ÷ç ÷ç +è øå

  (4.129) 
with 
 1, 1 1 1 1, 1 1 1( ) ( ) ( ) ( )( ) ( ) ( ), ( ) ( ) ( ).
s d s dS S S D D Da a a a a a+ + - + + -=  - =  -        (4.130) 
In order to derive approximate solutions for numerical computation, it is required to 
evaluate the unknown functions ,1 ( )
s du a  and ,1 ( )s dv a  defined by (4.126) and (4.127) 
as well as ,1 ( )
s d
us a and ,1 ( )s dvs a  defined by (4.128) and (4.129). To this end, we may 
apply a procedure similar to that employed for the zero-order Wiener-Hopf equations. 
Omitting the whole details, we arrive at the approximate solutions as in 
 
1 1 1, 11
1. 1 1 1 1, 1
( ) 1 11/2
2 2 3
(2) (2)
2
1/2 1 2
1
2 cos
1 2
( )
( ) ( )
( )
( )
( )
( 1)
( cos )( cos )
( )
( cos )( cos )
n
s dN
s d s d n n n
n n
u uN
n n
n n n
ika
n
n n
K a p s
S a p s
b ib
K S
B C C
b
K k k
e B C C
K k k
q
aa x a a g
a
q a q
q a q
-+
+
= -
= +
-
ìïï» íï +ïïî

é +ê+ - ê -êë üùï+ ïúï ýúï+ úïûïþ
+
å
å
 
1, 1( ),s dT a   (4.131) 
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1 1 1, 11
1. 1 1 1 1, 1
( ) 1 11/2
2 2 2
(2) (2)
2
1/2 1 2
1
2 cos
1 2
( )
( ) ( )
( )
( )
( )
( 1)
( cos )( cos )
( )
( cos )( cos )
n
s dN
s d s d n n n
n n
v vN
n n
n n n
ika
n
n n
L a p d
D a p d
b ib
K S
B C C
b
L k k
e B C C
L k k
q
aa x a a g
a
q a q
q a q
-+
+
= -
= +
-
ìïï» íï +ïïî
é -ê+ - ê -êë üùï- ïúï ýú+ úûþ
å
å
    

1, 1( ),s dQ a
ïïï
+   (4.132) 
where 
 1 11 1, ,a kb a kb= =   (4.133) 
 
2 3 2 22 22 2 2 2
1 1
2 3 2 2
(2 3) (2 2)
, , 2,
4 4
n na a
n n
n n
n e n e
a a n
bi bi
g gp p
g g
- -- -
- -
- -= = ³   (4.134) 
 1 1/2 1 1/21 1( ), ( ),p b K k p b L k
- -
+ += =   (4.135) 
 1 1/2 1 1/22 3 2 2( ), ( ), 2,n n n np b K i p b L i ng g- -+ - + -= = ³   (4.136) 
 1, 1 1, 1 1, 1 1, 1( ) ( )( ), ( ),
s d s d s d s ds S k d D k+ += =    (4.137) 
 1, 1 1, 1 1, 1 1, 1( ) 2 3 ( ) 2 2( ), ( ), 2.
s d s d s d s d
n n n ns S i d D i ng g+ - + -= = ³    (4.138) 
 
2
(2) 2 3
1 2 3
( )
( ) ,
( )
n n
uN
n N n
a b
S
b i
ga a g
-¥
-
= + -
= +å   (4.139) 
 
2
(2) 2 2
1 2 2
( )
( ) ,
( )
n n
vN
n N n
a b
S
b i
ga a g
-¥
-
= + -
= +å   (4.140) 
 1 1, 1, ( )( ) ( ) ( ) ( ),
s d
s du k K k S ka x a+ +   (4.141) 
 1 1, 1, ( )( ) ( ) ( ) ( )
s d
s dv k L k D ka x a+ +   (4.142) 
as .ka ¥  
(iii) Determination of the unknown coefficients 
Equations (4.113), (4.114), (4.131), and (4.132) are approximate solutions to the 
simultaneous Wiener-Hopf equations (4.53)-(4.56), and hold uniformly in 0q  for large 
N and k a , where the unknowns 1, 1s dns ,
0, 0s d
ns ,
0, 0s d
nd , and 
1, 1s d
nd  for 1, 2, 3, ,n N=   
as well as (1)uK ,
(1)
vK ,
(2)
uK , and 
(2)
vK  are contained.  
In order to determine these unknowns, we set 2 3, mk ia g -= for 
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2, 3, 4, , 1m N= +  in (4.113) and(4.131). We also set 2 2, mk ia g -=  for 
2, 3, 4, , 1m N= +  in (4.114) and (4.132). These procedures lead to the two sets of 
( 1) ( 1)N N+ ´ +  equations, where 1, 11s dNs +  and 1, 11s dNd +  are involved. Since N  is a 
large positive number, we can employ (4.108) to replace 1, 11
s d
Ns +  and 
1, 1
1
s d
Nd +  by their 
asymptotic expressions containing (1)uK ,
(1)
vK ,
(2)
uK , and 
(2)
vK . Thus the two sets of 
( 1) ( 1)N N+ ´ +  matrix equations with the 1N +  unknowns are derived, which can 
be solved numerically with high accuracy. Since the approximation procedures 
developed in this section are based on a rigorous asymptotics with the aid of the edge 
condition, the above approximate solutions are valid over a wide frequency range as 
long as the waveguide length 2a  is not too small compared with wavelength. The 
solution in the complex domain is complete and we are now in a position to derive 
explicitly a scattered field in the real space by taking the inverse Fourier transform. 
 
4.5 Scattered Far Field 
In this section, we shall derive an asymptotic expression of the field outside the 
waveguide. The region outside the waveguide actually includes z a>  with ,x b<  
but contributions from this region are negligibly small at large distance from the origin. 
Therefore, only the scattered far field for x b>  will be discussed in the following. 
The scattered field ( , )x zf  in the real space can be derived by taking the inverse 
Fourier transform of (4.9) according to the formula 
 1/2( , ) (2 ) ( , ) ,
ic
i z
ic
x z x e daf p a a¥+- --¥+= Fò   (4.143) 
where c  is a constant satisfying 2 0cosc k q< . 
Substituting (4.37) into (4.45) and (4.46), we obtain that 
 { }(0) (0) (1) (1)1 1 1 1 1
1
( ) 1
( ) ( ) ( ) ( ) .
( ) 2
M
U V h U V
N
a a a a aa
üïï é ù é ù=  + ý ê ú ê úë û ë ûïïþ
  (4.144) 
Furthermore substituting (4.144) into (4.29) and (4.32) and taking into account (4.14) 
and (4.143), we arrive at an integral representation for the scattered field with the result 
that 
 (0) (1)( , ) ( , ) ( , ),x z x z h x zf f f= +   (4.145) 
where 
 
(0)(0) 1/2
1
(0) ( )
1
1( , ) (2 ) ( )cosh ( )
2 ( )
sinh ( ) , ,
ic
ic
x i z
b z U b
V b e d x bg a a
f p a g ag a
g a a
¥+-
-¥+
-
é =- êë
ù > <úû
ò
   (4.146) 
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{
}
(1) (1)1/2
1
(1)
1
(0) (0)1/2
1 1
(0) (0)
1 1
( )
( , ) (2 ) ( ) ( )cosh ( )
2 ( )
( )sinh ( )
(2 ) ( ) ( ) cosh ( )
4
( ) ( ) sinh ( )
, .
ic
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x i z
hb z U b
V b
ih U m U m b
V m V m b
e d x bg a a
f p a g ag a
a g a
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a a g a
a
¥+-
-¥+
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-
é = - êë ù úû
é ù + - -ê úë û
é ù + - -ê úë û >⋅ <
ò
   (4.147) 
As seen above, (4.146) and (4.147) are the zero- and first-order scattered fields, 
respectively. The zero-order scattered field corresponds to the problem of diffraction by 
a flat, finite parallel-plate waveguide. In the following, we shall derive asymptotic 
expressions of the zero- and first-order scattered far fields explicitly. 
Since the integrand of (4.146) has branch points at ,ka =   evaluation in closed 
form is in general difficult. However, we may apply the saddle point method in 
Appendix.B to derive an asymptotic expression at large distances from the origin. 
Introduce the cylindrical coordinates ( , )r q  centered at the origin as follows: 
 forsin , cos , .x zr q r q p q p= = - < <   (4.148) 
By means of the saddle point method, we can derive a far field asymptotic expression of 
the scattered field with the result that 
 
(0)(0)
1
( /4)(0)
1 1/2
1( , ) ( cos )cosh ( cos )
2 ( cos )
( cos )sinh ( cos ) sin
( )
i k
U k k b
k
eV k k b k
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for x b> <  as .kr  ¥   
Next we shall derive an asymptotic expression of the first-order scattered field 
(1)( , )x zf . In view of (4.147), the first-order scattered field can be written as 
 (1) (1) (1)( , ) ( , ) ( , ),u vx z x z x zf f f= +   (4.150) 
where 
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Applying the saddle point method with the aid of the cylindrical coordinate defined by 
(4.148), it is found that (1)( , )u x zf  has the asymptotic expression 
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for x b> <  as .kr  ¥  
An asymptotic evaluation of (1)( , )v x zf  defined by (4.152) is in general difficult, 
since the integrand has branch points at ,k m k ma= +  -  as well as .ka =  For 
simplicity, we assume / 1,m k   which implies that the period of corrugation is large 
compared with the wavelength. Then in the process of asymptotic evaluation, we can 
ignore contributions from branch-cut integrals occurring due to the branch points at 
k ma= + , k m - . Therefore the simple saddle point method may be employed to 
obtain a far field expression with the result that 
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for x b> <  as .kr  ¥  where 
 (1) 1 (2) 1cos (cos / ), cos (cos / ).m k m kq q q q- -= - = +   (4.155) 
As seen above, substitution of (4.153) and (4.154) into (4.150) yields an explicit far 
field expression of the first-order scattered far field, and holds for arbitrary incidence 
and observation angles. 
 
4.6 Numerical Results and Discussion 
In this section, we shall present numerical examples of the RCS and discuss far field 
scattering characteristics of the waveguide in detail. Since this is a two-dimensional 
problem, the RCS per unit length is given by 
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r
r pr f f
¥
æ ö÷ç= ÷ç ÷è ø   (4.156) 
where 
 (0) (1)( , ) ( , ) ( , ).hf r q f r q f r q= +   (4.157) 
In computing (4.157), we have used the asymptotic expressions given by (4.149), 
(4.150), (4.153), and (4.154). As has been mentioned in Section 4.2, it is essential to 
reduce the original problem to the diffraction by a flat, finite parallel-plate waveguide 
with a Leontovich-type boundary condition as given by (4.7) under the small-depth 
approximation. By careful numerical experimentation, we have verified that, if the 
corrugation depth 2h  satisfies 2 0.1h l£  with l  being the free-space wavelength, 
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then (4.7) can be employed to simulate a perfectly conducting sinusoidal surface with 
sufficient accuracy. On the other hand, in order to validate the far field asymptotic 
expression of (1)( , )v x zf  given by (4.154), the ratio /m k  has been taken as 
/ 0.2m k£  in numerical computations. Under this condition, contributions from 
branch-cut integrals due to the branch points at k ma= +  and k m -  arising in 
the process of asymptotic evaluation of (4.152) are small compared with the saddle 
point contribution and hence, (4.154) can be used with reasonable accuracy. 
Figs. 4.4-4.7 show numerical examples of the bistatic RCS /s l  as a function of 
observation angle q  for various values of ,N  2 ,a  / ,m k  and 2 ,h  where the 
incidence angle 0q  and the waveguide width 2b  are fixed as 60  and 4 ,l  
respectively. All these results provide comparisons on the scattering characteristics 
between the flat waveguide (black lines) and the corrugated waveguide (red lines). In 
the figures, the parameter /m k  is important in numerical computation and is 
physically the periodicity (surface roughness) parameter. In addition, 
( (2 / )( / ))N a m klº  implies the number of periods of the corrugation of the 
waveguide walls. The periodicity parameter /m k  is chosen as 0.1  and 0.2 in Figs. 
4.4 and 4.5 and Figs. 4.6 and 4.7, respectively. We have chosen the waveguide length 
and the corrugation depth as 2 10 ,25 , 45 ,50a l l l l=  and 2 0.02 , 0.1h l l= , 
respectively. 
It is seen from all the figures that the bistatic RCS has maximum peaks at 
120q =-   and 120 ,  which correspond to the incident and reflected shadow 
boundaries, respectively. Comparing the results for the corrugated waveguide with those 
for the flat waveguide, we observe that the effect of the sinusoidal corrugation of the 
waveguide walls is noticeable in the reflection region 90 180q< <  , and the bistatic 
RCS has sharp peaks at two particular observation angles around the 
specularly-reflected direction at 0q p q= - ( 120 ).=   Consideration on the infinite 
periodic structure may offer physical understanding of the scattering mechanism at 
these particular observation angles. Referring to (4.41), it is seen that 1p q-  and 
2p q-  are, respectively, propagation directions of the ( 1)-  and ( 1)+  order 
diffracted waves involved in the Floquet mode arising in periodic structures of infinite 
extent[17]. The angles 1,p q- 2p q-  are, respectively, 113.6 , 126.9  in Figs. 4.4 
and 4.5, and 107.5 , 134.4  in Figs. 4.6 and 4.7, where somewhat large reflection is 
expected. In fact, we see that the observation angles associated with the two peaks 
around 0p q-  are precisely coincident with the directions at 1p q-  and 2.p q-  On 
the other hand, the peaks along the specular reflection 0p q-  is also expected from the 
grating theory since they exactly correspond to the propagation direction of the 
zero-order Floquet mode. Therefore it is confirmed that the three peaks at 0,p q-  
1,p q-  and 2p q-  in the results for the sinusoidal wall corrugation are due to the 
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periodicity of the sinusoidal surface of the waveguide. 
It can also be observed by comparing Figs. 4.4a, 4.5a, 4.6a, and 4.7a with Figs. 4.4b, 
4.5b, 4.6b, and 4.7b that the peaks occurring at the 1p q-  and 2p q-  directions 
become sharper with an increase of 2 .h  On comparing Fig. 4.4 for 1N =  with Fig. 
4.5 for 5,N =  we see the peaks along 1p q-  and 2p q-  more clearly for larger 
.N  This is because, if N  increases, then the surface of the waveguide walls 
approaches a periodic structure and hence, waves along the propagation directions of 
the particular Floquet’s space harmonic modes are strongly excited. 
We shall now investigate the scattering characteristics depending on the number of 
strips, namely a single corrugated strip and two corrugated strips (corrugated 
parallel-plate waveguide). Figs. 4.8a, 4.8b, 4.9a, and 4.9b show comparisons between 
these two structures. Scattering characteristics in the neighborhood of the main-lobe 
directions at 120q=   show close features for both cases as can be expected. The 
differences between a single strip and two strips occur noticeably for 60q <   and 
150 180q< <  . This is because, in this region, the effect due to the radiation from 
waveguide modes becomes stronger. 
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Fig. 4.4 a. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  1,N = 2 10 ,a l= / 0.1,m k = 2 4 ,b l= 2 0.02 .h l=     :corrugated 
waveguide.        : flat waveguide. 
 
 
 
Fig. 4.4 b. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  1,N = 2 10 ,a l= / 0.1,m k = 2 4 ,b l= 2 0.1 .h l=     :corrugated 
waveguide.        : flat waveguide. 
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Fig. 4.5 a. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  5,N = 2 50 ,a l= / 0.1,m k = 2 4 ,b l= 2 0.02 .h l=     :corrugated 
waveguide.        : flat waveguide. 
 
 
 
Fig. 4.5 b. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  5,N = 2 50 ,a l= / 0.1,m k = 2 4 ,b l= 2 0.1 .h l=     :corrugated 
waveguide.        : flat waveguide. 
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Fig. 4.6 a. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
5,N = 0 60 ,q =  2 25 ,a l= / 0.2,m k = 2 4 ,b l= 2 0.02 .h l=     :corrugated 
waveguide.        : flat waveguide. 
 
 
 
Fig. 4.6 b. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
5,N = 0 60 ,q =  2 25 ,a l= / 0.2,m k = 2 4 ,b l= 2 0.1 .h l=     :corrugated 
waveguide.        : flat waveguide. 
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Fig. 4.7 a. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  9,N = 2 45 ,a l= / 0.2,m k = 2 4 ,b l= 2 0.02 .h l=     :corrugated 
waveguide.        : flat waveguide. 
 
 
 
Fig. 4.7 b. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  9,N = 2 45 ,a l= / 0.2,m k = 2 4 ,b l= 2 0.1 .h l=     :corrugated 
waveguide.        : flat waveguide. 
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Fig. 4.8 a. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  1,N = 2 5 ,a l= / 0.2,m k = 2 0.1 ,h l= 2 0.4 .b l=     :corrugated 
waveguide.        : flat waveguide. 
 
 
 
Fig. 4.8 b. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  1,N = 2 5 ,a l= / 0.2,m k = 2 0.1 ,h l= 2 1.2 .b l=     :corrugated 
waveguide.        : flat waveguide. 
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Fig. 4.9 a. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  5,N = 2 25 ,a l= / 0.2,m k = 2 0.1 ,h l= 2 2 .b l=     :corrugated 
waveguide.        : corrugated strip. 
 
 
 
Fig. 4.9 b. Bistatic RCS  of a flat waveguide and a corrugated waveguide for
0 60 ,q =  5,N = 2 25 ,a l= / 0.2,m k = 2 0.1 ,h l= 2 6 .b l=     :corrugated 
waveguide.        : corrugated strip. 
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4.7 Summary 
In this chapter, we have analyzed the diffraction by a finite parallel-plate waveguide 
with sinusoidal wall corrugation using the Wiener-Hopf technique combined with the 
perturbation method. Assuming that the corrugation amplitude is small compared with 
the wavelength and expanding the scattered field in the form of a perturbation series, the 
problem has been reduced to the diffraction by a flat, finite parallel wall waveguide with 
a certain mixed boundary condition. Using this approximate boundary condition, the 
problem has been formulated in terms of the simultaneous Wiener-Hopf equations. The 
Wiener-Hopf equations have been solved via the factorization and decomposition 
procedure leading to the exact and approximate solutions. Taking the inverse Fourier 
transform and applying the saddle point method, an asymptotic expression of the 
scattered far field has been derived. 
Based on the results, we have carried out numerical computation of the RCS for 
various physical parameters and investigated the effect of sinusoidal corrugation of the 
waveguide walls in detail. As a result, it has been confirmed that, in the reflection 
region, scattered waves are strongly excited along the specific directions corresponding 
to the three dominant Floquet modes. We have compared scattering characteristics in 
detail between the flat waveguide and the corrugated waveguide and those between the 
single strip and the corrugated waveguide (i.e., two corrugated strips).  
Our solution is valid for the case where the corrugation depth and the corrugation 
period are small and large compared with the wavelength, respectively. Hence, the 
method of solution developed in this paper may become less accurate for deep or dense 
corrugation. In this chapter, our idea for approximating the boundary condition on the 
sinusoidal surface was to use only the zero- and first-order terms in the Taylor 
expansion around the average surface. Hence, by keeping up to higher order terms in the 
Taylor series, it can be possible to extend the range of applicability of the method. This 
may serve as a future topic of research. 
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5. CONCLUDING REMARKS 
In this research, we have considered two canonical, grating geometries and analyzed the 
diffraction problem rigorously by using the Wiener-Hopf technique. This dissertation is 
composed of the following two parts: 
(i) plane wave diffraction by a finite sinusoidal grating 
(ii) plane wave diffraction by a finite parallel-plate waveguide with sinusoidal wall 
corrugation . 
In Chapters 2 and 3, we have analyzed the problem (i) by the hybrid method based on 
the Wiener-Hopf technique together with the perturbation method for E and H 
polarizations, respectively. Assuming that the corrugation amplitude is small compared 
with the wavelength and expanding the scattered field in the form of a perturbation 
series, the problem has been reduced to the diffraction by a flat strip with a certain 
mixed boundary condition. Using this approximate boundary condition, the problem has 
been formulated in terms of the zero- and first-order Wiener-Hopf equations. The 
Wiener-Hopf equations have been solved via the factorization and decomposition 
procedure leading to the exact and high-frequency solutions. Taking the inverse Fourier 
transform and applying the saddle point method, we have derived a far field asymptotic 
expression of the scattered field, which is shown to be valid for arbitrary incidence and 
observation angles. Based on the results, we have carried out numerical computation of 
the far field intensity and investigated the effect of sinusoidal corrugation of the grating 
in detail. Our final solution is valid for the case where the depth and period of the 
grating is small and large compared with the wavelength. Hence, the method of solution 
developed in this paper may become less accurate for deep or dense gratings. Our idea 
for approximating the boundary condition on the grating surface is to expand it in terms 
of a Taylor series around the average surface and use the zero- and first-order terms in 
the Wiener-Hopf analysis. By keeping up to the second and higher order terms in the 
Taylor series, it may be possible to extend the range of applicability of the method.  
In Chapter 4, we have analyzed the problem (ii) by the hybrid method based on the 
Wiener-Hopf technique together with the perturbation method for E polarization. 
Assuming that the corrugation amplitude is small compared with the wavelength and 
expanding the scattered field in the form of a perturbation series, the problem has been 
reduced to the diffraction by a flat, finite parallel wall waveguide with a certain mixed 
boundary condition. Using this approximate boundary condition, the problem has been 
formulated in terms of the simultaneous Wiener-Hopf equations. The Wiener-Hopf 
equations have been solved via the factorization and decomposition procedure leading 
to the exact and approximate solutions. Taking the inverse Fourier transform and 
applying the saddle point method, an asymptotic expression of the scattered far field has 
been derived. Based on the results, we have carried out numerical computation of the 
RCS for various physical parameters and investigated the effect of sinusoidal 
corrugation of the waveguide walls in detail. Our solution is valid for the case where the 
corrugation depth and the corrugation period are small and large compared with the 
wavelength, respectively. Hence, the method of solution developed in this chapter may 
become less accurate for deep or dense corrugation. In Chapter 4, our idea for 
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approximating the boundary condition on the sinusoidal surface was to use only the 
zero- and first-order terms in the Taylor expansion around the average surface. Hence, 
by keeping up to higher order terms in the Taylor series, it can be possible to extend the 
range of applicability of the method.  
All the results obtained in this dissertation are based on a rigorous Wiener-Hopf 
analysis, and can be used as reference solutions for validating other approximate 
methods such as high-frequency ray techniques and numerical methods. 
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APPENDICES 
Appendix A. Asymptotic Expansion of a Certain Branch-Cut Integral  
This appendix is concerned with asymptotic expansion of a certain branch-cut integral 
arising in the formal solutions of the Wiener-Hopf equations.  
Let ( )f b  be a function of a complex variable b  satisfying the following conditions: 
 
(i) ( )f b  is an analytic function of b , regular in k kb e- < , where 
1 2
k k ik= +  
with 
1 2
0, 0k k> ³ , and 0e »/ .     
(ii) ( )f b  is [( ) ]k dbO -  for any b  such that k Rb - ³  with k Re < <¥ , 
where d  is some real constant. 
(iii) ( )f b  is a continuous function of b  on any bounded part of the semi-infinite 
straight part from k  to k i+ ¥  in the b -plane.  
 
Let a  be a complex variable such that 0ka+ >  and 
/ 2 arg( ) 3 / 2kp a p- < + < , and introduce the function ( , )
m
F an a  as 
 1 ( ) ( )( , )
( )
k i
i a
m mk
k f
F a e d
i
n
b
n
b ba bp b a
+ ¥ -= +ò              (A.1) 
for 0a > , Re 1n >- , and positive integer m , where arg( ) / 2kb p- = . The 
conditions 0a >  and Re 1n >-  ensure absolute convergence of the infinite integral 
in (A.1), whereas the conditions 0ka + >  and / 2 arg( ) 3 / 2kp a p- < + <  are 
required for avoiding the case where a pole of order m  of the integrand at b a=-  
lies on the contour. The condition arg( ) / 2kb p- =  has also appeared in the 
definition of ( , )
m
F an a , which has been introduced in order that ( )k nb -  be a 
single-valued function for non-integer n .  
Let us define the region D  in the a -plane as follows: 
 { }: 0, / 2 arg( ) 3 / 2 .D k ka a p a p= + > - < + <          (A.2) 
Then it can be verified that ( , )
m
F an a  is uniformly convergent in a  over any 
bounded closed region contained in D  and hence, the following theorem holds for the 
regularity and derivative of ( , )
m
F an a  with respect to a : 
Theorem A.1 Under the conditions (i)-(iii) stated above, ( , )
m
F an a  is an analytic 
function of a , regular in D , whose n-th order derivative with respect to a  for 
1,2, 3n =  is given by 
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( , ) ( ) ( 1)! ( ) ( )
.
( 1)! ( )
n n k i
i am
n m nk
d F a m n k f
e d
i md
n
bn a b b bpa b a
+ ¥
+
- + - -= - +ò       (A.3) 
Taking into account the Taylor series expansion of ( )f b  in the region k kb e- < , 
the following theorem can be proved for the asymptotic expansion of ( , )
m
F an a  as 
kl ¥ : 
Theorem A.2 Under the conditions (i)-(iii) stated above, ( , )
m
F an a  can be expanded 
asymptotically as    
 
1
0
( , ) ~ [ 1, ( ) ]
ika m n
m n mm n
n
e i
F a f n i k a
a
n
n na n ap
- +¥
- + +
=
G + + - +å        (A.4) 
for any Da Î  when ka ¥ , where 
 1 ( ) ,
!
n
n n
k
d f
f
n d b
b
b =
=                       (A.5) 
and (, )
m
G ⋅ ⋅  is the generalized gamma function [47], [53] defined by 
 
1
0
( , )
( )
u t
m m
t e
u dt
t
n n
- -¥G = +ò                     (A.6) 
for Re 0, 0, argu n n p> > < , and positive integer m. 
 The asymptotic formula in Theorem A.2 can be conveniently used in accounting for 
the multiple edge diffraction explicitly at high frequencies [50]. Asymptotic expansions 
of similar branch-cut integrals have also been considered by Section 2-4, the results in 
Section 2 is defined by the case of 1 / 2n =  and 1m =  in (A.4). On the other hand, 
the results in Section 3 and 4 are defined by the case of 1 / 2n = -  and 1m =  in 
(A.4). 
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Appendix B. Saddle Point Method 
There are a number of asymptotic methods for evaluation of branch-cut integrals. The 
saddle point method is known as a powerful tool for deriving asymptotic expansions of 
such integrals. In this appendix, we shall introduce typical infinite branch-cut integral 
occurring in the Wiener-Hopf technique, and discuss the derivation of its asymptotic 
expansion based on the saddle point method. 
 Let us introduce the function 
 2 2 1/2 1/2 1/2( ) ( ) ( )k k kg a a a= - º + -              (B.1) 
with Re Im ( )i ia a a s t= + º + , where 
 
1 2 1 2
, 0, 0.k k ik k k= + > >                   (B.2) 
It is seen that g  is a double-valued function of a  and has branch points at ka =  . 
We now choose branch cuts for g  as a portion of hyperbola defined by 
1 2
k kst = , 
which is shown in Fig. B.1. It can be verified that Re 0g >  for any a  in the strip 
2 2
.k kt- < <  
 Let ( )aF  be regular in the strip t t t- +< < , where t  are some constants such 
that 
2 2
k kt t t- +- £ < < £ . We now introduce the integral 
 1/2( , ) (2 ) ( )
ic x i z
ic
x z e d
g af p a a¥+ - --
-¥+
= Fò                (B.3) 
for real x  and z , where c  is an arbitrary constant satisfying ct t- +< < . Since the 
integrand possesses branch points at ka =   due to the presence of g , it is generally 
difficult to evaluate (B.3) in a closed form. However, we can derive an asymptotic 
representation based on the saddle point method as 2 2 1/2( )k x z+  ¥  if the integrand 
has no singularities other than the branch points at ka =  . Let ( , )r q  be the 
cylindrical coordinate as defined by sin , cos for 0x zr q r q q p= = < < . The 
fundamental theorem for the asymptotic expansion is now stated as follows:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. B.1. Branch cuts for g  in the a -plane. 
t
s
2
k
2
k-
k
k
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Theorem B.1 Let ( )aF  be regular except for possible singularities at ka =  , where 
these singularities are branch points due to the presence of g  in ( )aF . Then the 
function ( , )x zF  defined by (B.3) has the asymptotic expansion 
 
(2 )
1/2 2
0
(0)
( , ) ~ ( )
(2 ) !2
ik n
n
n
n
e G
k
k n
r
f r q rr
¥
-
=
å                 (B.4) 
as kr ¥ , where 
 
2
(2 )
2
0
(0) ( )
n
n
n
t
d
G G t
dt =
=                       (B.5) 
with 
 
1/2 /4
2 1/2
( )
2
( ) ( cos ) sin ,
(1 / 2)
i
w g t
e
G t k w k w
it
p-
=
= F -+             (B.6) 
 1 2( ) cos (1 ).g t itq -= + +                     (B.7) 
In (B.7), the arc cosine function is interpreted as the principal value. 
 The above theorem gives a complete asymptotic expansion of ( , )x zf  for 
2 2 1/2( )k k z+  ¥ . Extracting out the dominant term from the asymptotic series, we 
have the following theorem: 
 
Theorem B.2 Let ( )aF  satisfy the hypotheses stated in Theorem B.1. Then ( , )x zf  
defined by (B.3) has the asymptotic expansion 
 
( /4)
1/2
( , ) ( cos ) sin
( )
i ke
k k
k
r p
f r q q q r
-
F -                (B.8) 
as kr ¥ . 
 We have so far treated the case of complex k , but Theorems B.1 and B.2 hold as well 
for real k  by taking the limit 
2
0k + . 
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