(1) The Ades are families of new three-parameter distributions (named after J. M. Ades) with two parameters (r and r) common to all distributions within a family, and one (;,) unique to each. When fitted to sets of data, the total number of parameters is only two more than the number of sets.
INTRODUCTION
Sampling free-living animal populations presents problems different from those addressed by statistical methodology developed primarily to compare treatment means from designed field experiments because its basic premises are rarely met. First, animals are rarely stationary during the sampling process. Second, the concept of 'random sampling' requires each animal of the population to be sampled independently of any other and with equal probability, an impossible constraint given the interrelationships and biological variability between the individuals comprising the population. Hence, the spatial locations of individuals within a sample unit cannot be assumed random, especially for samples of highly aggregated animals in the field. For example, at the edge of an aggregated group of individuals a quadrat must encompass a density gradient if the sample unit area or volume is large enough to produce a valid count. These, and other problems are ignored when it is Y1i0, Xi 1.
(2) The source of the probability of a zero value comes from the possibility that Xi < 1, when the logarithm would be negative and its power undefined. The exponent in eqn (2) is positive when r < 2.
The gamma distribution is used as a basic model because it is a flexible distribution, often used in ecological work (e.g. Costantinos & Desharnais 1981), and because, when r is constant and ,i varies, its variance increases as the square of its mean. This implies proportional population change at a constant rate in all sample units (equivalent to ft = 2 in eqn (1)), which is perhaps a more pragmatic ecological null-hypothesis than randomness (ac= f= 1) (Taylor Woiwod & Perry 1978 ).
This particular transformation of a gamma variate is used because, to a first approximation, statistical theory predicts (Kendall & Stuart 1969 , sections 10.6, 10.7) that the variance-mean relationship of Yi should obey eqn (1), and that the parameter r should be numerically equivalent to fl. Our approach is, therefore, somewhat the reverse of that of Healy & Taylor (1962) . For any given value of r, different values of r should yield parallel versions of the line representing eqn (1), with different intercepts. It follows that r should be related to log a.
A restriction on eqn (2) is required for values of r > 2 because otherwise the distribution would have an infinite mean. This is effected by restricting Yi to a maximum, say Ymax, and adjusting the remainder of the distribution to ensure that the probability sums to unity.
Ymax should be larger than the largest count found in usual samples (say greater than 104). Even though the adjustment is of little consequence when fitting data, the arbitrary nature of the choice is clearly a disadvantage. For r > 2 the exponent in eqn (2) is negative, so small values of Xi lead to large values of Yi and vice versa. The probability of a zero value is calculated as above.
As stated above, the derivation of the Ades distribution as a descriptor of animal populations is empirical and based on an approximation. Its utility depends on how well this approximation works. The aims of this paper are to investigate how well the families of Ades distributions conform to eqn (1) -with special regard to linearity, the degree of equivalence between r and /1, and the relationship between r and log c-and to examine the form of the distribution over ecologically sensible parameter ranges. Perhaps more important still, given the empirical nature of our approach, we examine the fit that the families of distributions provide to several extensive sets of data from the literature, and consider how the parameter estimates obtained may be interpreted within an ecological framework.
MATERIALS AND METHODS

The data (Appendix 2)
Seven sets of data were chosen for fitting, comprising seventy-three histograms, i.e. samples, 9345 sample units and 89 516 individuals. The sets were chosen from the literature and from the Rothamsted Insect Survey (Taylor 1974) ; no attempt has been made to seek all suitable sets because the computations involved in the fitting procedure are time consuming. The sets were selected to have a reasonable number of units in each sample and to span a wide range of population densities.
Data set 1 (see Appendix 2) comprises larval numbers of the European corn borer, Pyrausta nubilalis (Hbn.) per plot described by McGuire, Brindley & Bancroft (1957). These are now classical data and possibly the most extensive in the literature, having four samples of 312 units each at widely differing densities. As Taylor (1965 Taylor ( , 1984a emphasized, these authors fitted several different discrete two-parameter distributions to each sample, and found that the appropriate distribution for a high population density differed from that for a low density. McGuire, Brindley & Bancroft's study was done specifically to investigate the findings of Beall (1940) who, with less extensive data, reached similar conclusions; that the functional form of distribution differed at different densities for the same species. When the four samples are arranged in order of increasing mean population density (from < 1 to >25), the shapes of the histograms vary from a highly asymmetrical, hollow, J-shaped distribution to a virtually symmetrical distribution (except for the upper tail) with a relatively large mean (Fig. 1) . Such a range of sample distributions within one set of data, including most of the common forms encountered in the literature, provides an invaluable test of the flexibility of the families of Ades distribution.
Data sets 2 and 3 (see Appendix 2) are Taylor's (1970) counts of Aphis fabae Scop. adults on bean stems, collected to confirm that f/ is species-specific. Set 2 was collected in 1960 on Claudia Aquadulce, a broad bean, and set 3 in 1959 on Mazagan, a large horse bean. In each year the whole crop was removed and each stem examined; this yielded over thirty samples. These were amalgamated to form eight samples with mean densities ranging over three orders of magnitude for set 2, and six samples ranging over two orders for set 3. Aphis fabae displays highly aggregative behaviour; it is common for certain stems to support very large numbers, whilst on neighbouring stems aphids are totally absent. These samples reflect this; a large proportion of stems have a zero count, not merely due to small numbers of aphids. Thus, for set 2, more than 80% of all stems were empty, while the overall mean density per stem exceeded 9.5. Data set 4 (see Appendix 2), by contrast, comprises counts of Aphis fabae eggs on hedgerow spindle shoots, collected by Price-Jones (Anscombe 1949) . There is clearly less aggregation in these egg samples than in the adult samples described above, and the proportion of zero values is markedly lower. The estimate of fl for these egg samples is similar to those for sets 2 and 3 but that of log a is much smaller, as expected from the difference in the proportion of zero counts. These counts were used by Anscombe to fit negative binomial distributions with common parameter k, although he found 'clear evidence that k increases as density increases and a suggestion that the form of distribution may depart from an exact negative binomial.' There were ninety-four samples, each of ten units, which we amalgamated to form seven samples whose mean density ranges from around 0.1 to about fifty.
Data sets 5, 6 and 7 (see Appendix 2) consist of yearly totals of three moth species sampled at 1.2 m above ground by light traps of the Rothamsted Insect Survey (Taylor 1974 (Taylor , 1979 The value of Ymax, the maximum value of Yi allowed when fitting sets 6 and 7, was chosen to be 12 500 (cf. observed maxima over all samples of 4090 and 391, respectively). Each observed sample histogram in sets 2-7 is highly skewed and all but a few in set 7 have a single mode, at zero.
Investigating the properties of the distributions
For r < 2
This section deals with the methods by which ecologically sensible combinations of the parameters r, r and )i were used to compute the theoretical variances, V(Yi), of the Ades distributions, at known densities, E(Yi), and how these variances were compared with those expected if eqn (1) is obeyed and if / and r are numerically equivalent. These parameter combinations were used also to investigate the relationship between r and log a and examine how the probability of a zero value and the shape of the distribution are governed by the parameter values.
There is no algebraic expression for E ( Forr > 2 Clearly, the particular choice of Ymax, the adjusting value which allows the Ades distribution for r > 2 to have a finite mean density, also determines what that mean density is. Hence, any investigation into the properties of the distribution will depend critically on the value of Ymax, a completely arbitrary choice. No attempt, therefore, was made to investigate the properties of the distributions in as much detail for T > 2 as was done for T < 2. The value of Ymax was set at 10000. Only two combinations of T and r were investigated: r = 2.25, r = 220 and r = 3, r = 39. No attempt was made to obtain distributions with predetermined mean densities, but values of Li were varied and values of E(Yi), V(Yi) and Pi calculated, and the probability density function plotted for each combination of parameter values, as described above. Eqns (3) and (4) require minor changes for r > 2.
While there are clear theoretical disadvantages for r > 2 these problems are of far less importance when we consider the fit of the distributions to data, in the next section.
Fitting the distributions to the data
The parameters r, r, )i ... An, of the family of Ades distributions fitted to n samples were estimated by the method of minimum chi-squared (see, e.g., Freeman 1980). This involved grouping each observed histogram into, say, Ki classes, and comparing the observed frequency, oji, j = 1 ... Ki, with that expected, eji, from the Ades distribution with parameters (r, r, RA). As the goodness-of-fit criterion, we used the chi-squared statistic based on the log-likelihood criterion (rather than the common Pearson chi-squared) which is defined as:
The first class was always chosen to represent the zero counts, so oli was the frequency of zeros observed in the ith sample. To calculate the expected frequency, eli, this class interval was taken to include values from 0.0 to 0.5, and the probability that Yi lay between 0.0 and 0.5 was calculated from eqn (3) (or its equivalent for T > 2). To this was added the extra probability of a zero value, pi, eqn (4) (or its equivalent), and eli was calculated from:
The second class interval was always chosen to represent counts of unity, and was taken to include values from 0-5 to 1.5; e21 was then calculated from:
The ends of any class interval were always chosen to fall midway between two integers, and the process was continued in standard fashion. The fitting procedure sought those parameter values that minimized the total chi-squared over all n samples, again using the procedure of Nelder & Mead (1965) . Given initial estimates of (r, r) the estimate of Ai was varied to minimize x2 for each sample; r and r themselves were varied to minimize YLiXI. The degrees of freedom for total chi-squared are rKi-2n -2. The likelihood-based chi-squared is analogous to Nelder & Wedderburn's (1972) 'deviance', so fits could be informally compared via the 'mean deviance' obtained by dividing total chi-squared by its degrees of freedom. As a rough guide, for a reasonable fit the mean deviance should equal unity; lower values indicate a better fit. Standard errors for parameter estimates are obtainable by this method but we have not attempted to compute them.
For comparison with the Ades, the program MLP (Ross 1980 ) was used to fit a negative binomial distribution separately to each histogram. This gave complete freedom to the parameter k to vary between samples (see Taylor, Woiwod & Perry 1979), two parameters were fitted for each sample and the total degrees of freedom are iKi -3n, fewer by n -2 than for the Ades fits. The mean deviance from the negative binomial fit was calculated for comparison with that from the Ades.
Grouping the data into classes has the disadvantage of being somewhat arbitrary, although the effect on chi-squared should be minimal. As many classes were used as was reasonable (see Ross & Preece 1985) . The number of histograms fitted was limited by the optimization routine to eighteen so, for certain sets of data, histograms with similar mean densities were amalgamated.
Fitting the distributions with r unconstrained Sometimes samples conform well to eqn (1) but show a relatively large scatter around the regression line. This was a marked feature of set 2, and may have been the result of the amalgamation of several of the original samples into each of the samples used here. A relatively poor fit might be expected to such data because r is constrained to a constant value over all the samples. An improvement might be achieved by allowing r to have a different value, ri, i = 1 ... n, for each sample (whilst holding T at its previous value but allowing Ai to vary as before). The chi-squared statistics from the constrained and unconstrained fits provide an F-test on n -1, .jIKi -3n-1 degrees of freedom to test equality between the values of r,. This procedure is not recommended for general use because more parameters (2n + 1 in all) are fitted and so generality is lost, and it is this generality that provides the basis of our approach. However, an example is illustrated for set 2.
RESULTS
Properties of the distributions
For T < 2
For r = 1, 1.33, 1.50 and 1-75 (Fig. 2) , the values of logioV(Yi) were plotted as points against log1OE(Yi), for each of the two values of r (see Table 1 for parameter values). Clearly, lines drawn through each of the eight sets of points should be very nearly straight and curvature was only detectable by eye for the set corresponding to r = 1, log10 ac= 1 (mainly due to the value at the lowest density). Curvature was just analytically detectable, Table 1. but extremely slight in four of the other sets, being upwards for those sets for which log10 a = 1 and downwards for logo a = 0. Certainly, the degree of overall linearity was well within limits defined by the usual degree of scatter of data, and there was generally very good agreement with eqn (1). Fig. 2 , with the corresponding solid line showing the variances expected if r was, numerically, exactly equivalent to fi, demonstrated a fairly good agreement for r 1.33, 1.50 and 1*75, although this was always better for log1o a= 0 than for log1o a = 1. For r = 1 the agreement was poor when log10 a = 1. For r < 1.5 variance increased with density at a higher rate than expected, while for r = 1.75 at a lower rate. The coefficient of the linear regression (dashed line, Fig. 2 ) of log1o V(Yi) on log10E (Y) for each set is given in Table 1 and may be compared with the appropriate value of r. For /? < 2 the discrepancy between these two values would be less than 0*1 for most of the values of log a and ft found in the literature (c. 70% of those sets examined by Taylor, Woiwod & Perry 1978).
Comparison of each set of computed values of log1o V(Yi), plotted as points in
For a given value of r, the regression coefficients shown in Table 1 differed according to Species-specificfrequency distributions the value of r. Hence, for a particular value of r, the (dashed) regression lines through each set of values of log10 V(Yl) were not parallel (Fig. 2) . The degree of non-parallelism differed according to the value of r, being marked for r = 1 and negligible for r = 1.5. There was no simple relationship between r and log a. However, for any given value of r, at any given mean density, variance always declined as r increased (Table 1) . Once the values of r and r were fixed, each decrease of ,i increased mean density and variance by a corresponding amount.
Variation in pi, the probability of a zero value, with r, r and A, is also shown in Table 1 . For a given value of r, pi decreased with Ai and hence, as expected, with increasing mean density. For a given value of r, at a given mean density, Pi increased with variance, always being larger for log10 a = 1 than for log10 a= 0. Indeed, values of pi were generally large for log10 a= 1, even at relatively high mean densities.
The probability density function of the Ades distribution was plotted as a curve for each combination of r, r and ;A in Table 1 ; the examples shown in Fig. 3 for r = 1, 1-5, 1 .75 and log 10 a= 0, demonstrate the range of shapes typically found. Both the scale of the ordinate axis and the area under each curve, 1 -pi, differed for each distribution, so only the shapes of the curves provided valid comparisons. The extra spike of probability at zero, pi, could not be shown on these scales. All calculated curves either had a single peak or were highly-asymmetrical, J-shaped, hollow curves. Not surprisingly their degree of asymmetry was positively related to the proportion of zero values, pi; all the distributions with peaks had values of pi less than 10-3. Hence, for a given value of r, asymmetry, like Pi, decreased with increasing mean density. Also, as expected, it increased with variance, and was always greater when log10 cr = 1 than when log10 a= 0; indeed, only one curve had a peak when log10 a= 1 (r = 1-75, logl0 E(Yi) = 3). Some curves, for relatively small values of r, high density and log 0 a= 0, appeared to be almost symmetrical. Note that the four Ades distributions, with log1o E(Yi) = 0 and log10 cr= 0 (marked a in Table 1 and Fig. 3) , had identical variance: loglo V(Y) = 0; similarly the four with loglo E(Yi) = 0 and loglo a= 1 (marked b in Table 1 ), had identical variance: loglo V(Yi) = 1. Despite having identical mean and variance, the distributions varied greatly according to the value of T, especially with respect to shape of the density function for log10 ca= 0 and value of pi for log10 a= 1.
Forr > 2
Values of the parameters, logloE(Yi), logloV(Yi) and Pi are shown in Table 2 . For r = 2.25 the calculated means and variances were in good agreement with eqn (1); downward curvature was slight, but detectable. However, for r = 3 there was very marked downward curvature. For r = 2.25 the regression coefficient was 2.39, so even when linearity was acceptable r was not numerically equivalent to fl. For rT > 2, mean density increased with Ai; this was because the exponent in eqn (2) is negative for rT > 2. The value of pi was negligible for r = 2.25 and small for r = 3, although it increased with mean density. All six plotted curves of the probability density function were peaked with modes around unity and asymmetric with extremely long tails. The fits to the data Summary details of each sample and of the Ades and negative binomial fits are given for each set in Appendix 2. The observed and fitted Ades frequencies are shown for a representative selection of samples of data sets 1, 2, 4, 6 and 7 in Fig. 1 and Figs 4-7. Appendix 2 gives the number of units for each sample, the sample mean, m, and variance, s2, the maximum count over all sample units, together with log10 a and b (the estimates of log1o a and fi from simple linear regression of log s2 on log m). These statistics were all derived from the raw, ungrouped data. Estimates of the negative binomial parameter, l/k, are given to confirm that k varied with mean density according to the functional forms described by Taylor, Woiwod & Perry (1979) and to emphasize that it is a misleading ecological indicator of aggregation or heterogeneity for real data, for reasons given by Perry (1984a). These estimates, and the estimates of the Ades parameters: T, r, and /i, were derived after the data had been grouped into classes. The goodness-of-fit statistic, shown with its degrees of freedom, is total chi-squared over all the samples, with the corresponding mean deviance (M.D.).
The observed frequencies, shown as hatched blocks in Fig. 1 and Figs. 4-7, were drawn in standard form, i.e. as counts per unit class interval. Where the class interval was increased (e.g. doubled) the frequency was correspondingly reduced (halved) to give an area equivalent. The fitted frequencies were treated similarly, and were drawn as points located at the mid-point of the appropriate class interval. A smooth line was drawn through these points by eye. Due to the limitations of page size for illustrations, some of the higher class-intervals had to be drawn amalgamated into a longer tail than was actually used in the fitting process (the number of sample units per tail is given above the tail class-interval and the maximum unit count below). Overall, the Ades distributions provided a good fit. For r < 2 the mean deviance for the standard (r constrained) Ades fits averaged 1 215 over all five sets, compared to 1. 116 for the negative binomial; the Ades value was reduced to 1.128 when the fit to set 2 with r unconstrained was substituted. For the two sets with r > 2 the Ades distribution fitted just as well (average M.D. = 1.215) but the negative binomial was worse (average M.D. = 1. 789) due to its poor fit to set 6.
There was generally good agreement between b, the estimate of f, obtained by standard techniques, and T, obtained by fitting the Ades distributions. For r < 2 the difference was always less than +0.1, except for set 5. For r > 2 the agreement was good for set 6 but poor for set 7. Fig. 1 , to nine of the sixteen histograms from data set 6; SI, S3, S5, S8, S9, S10, S12, S14, S15 refer to sample numbers (see Appendix 2).
The Ades fit to the four differently shaped distributions of set 1 (Fig. 1) was very good; even with only six parameters in all, the fitted distributions demonstrated the required flexibility. There was an indication of a slightly systematic lack of fit to the modal portion of samples 1 and 4, but the overall goodness-of-fit was almost identical to that of the negative binomial which used two extra parameters. The estimate of T was very close to the value of b.
For set 2, using the standard Ades fit with parameter r constrained, the expected frequency of zero counts often clearly differed from the observed and the expected frequency of counts of unity were often overestimates (Fig. 4a) . This was especially noticeable in sample 3 which accounted for almost 25% of the total chi-squared. The negative binomial fit was better overall, mainly due to its reasonably good fit to sample 3. When the parameter r was allowed to vary between samples the Ades goodness-of-fit increased dramatically (Fig. 4b) , especially for sample 3; the proportion of zero counts was predicted much more accurately and the fit was much better than that for the negative binomial. Values of ri (Appendix B) clearly differed (F7,108 = 5.1, P < 0.001); P3 = 0.128 especially was much smaller than the constrained value r = 0.525. The Ades fit to set 3 was deficient in a similar way to that for set 2. The Ades distributions, while providing an adequate fit, performed less well than the negative binomial, especially for sample 5. 
947
The Ades fit to set 4 (Fig. 5 ) was quite good, except for sample 3. Indeed, but for this sample the overall fit would have been slightly better than that for the negative binomial.
The Ades fit to set 5 was quite satisfactory and the mean deviance was below unity. The tails of the histograms for set 6 were very long, as indicated by the maximum values (Fig. 6) . For example, for sample 10, twelve values are shown accumulated in the tail; these counts were 32, 37, 46, 46, 54, 64, 93, 110, 122, 150, 371 and 4090. The Ades fit was good, in marked contrast to the negative binomial fit which was very poor, due to its inability to fit sets of data with such long tails. Note the clear inflexion in the Ades expected frequency curve for sample 5, caused by the extra probability for the occurrence of a zero value.
In set 7 (Fig. 7 ) such inflexions were more marked (samples 5 and 9) and the fitted distribution was sometimes bimodal (samples 4 and 6), reflecting systematic bimodality in the data. The Ades fit was quite good, being slightly better than that of the negative binomial, which cannot be bimodal.
There was, therefore, no serious weakness in the Ades distributions to cause systematic lack of fit, although the fit to an isolated sample (sample 3 in set 2, sample 5 in set 3, sample 3 in set 4) was sometimes much poorer than the others in the set. In all of these cases, the fitted distribution was insufficiently skewed and the constrained estimate, r, was considerably greater than the estimate ri obtained when that particular sample was fitted with r unconstrained. Furthermore, in all these cases the fitted distribution with smaller ri was more skewed, and a considerable improvement in fit was obtained.
DISCUSSION
For r < 2 we have shown the families of Ades distributions conform well to eqn (1), showing negligible curvature in most cases; the equivalence between ft and r was fairly good, but that between log cr and r was only fair. For all these qualities the best results were obtained for r = 1 5 and the worst for r = 1. The relationship between the Ades parameters and the mean and variance of the distribution was complex, but coherent interrelationships were demonstrated. This was true also of the extra probability of a zero value, pi, and the shape of the probability density function; a wide range of shapes was found, corresponding well to those encountered in the literature. For r > 2 the behaviour of the distribution was less clear and a significant departure from the linearity of eqn (1) was shown for r = 3. However, we found that the form of distributions generated also conformed well to those found in the literature. The discrete nature of the observed integer counts lacks the fine-scale information of the continuous curves shown in Fig. 3 ; hence some fitted histograms will appear J-shaped when the underlying distributions actually have peaks. This is merely due to integration of continuous curves into discrete classes, and does not undermine the importance of the continuous distribution in providing a flexible theoretical framework to model spatial sets of data.
The overall fit to data was most encouraging, especially for the most extensive data set 1 of McGuire, Brindley & Bancroft (1957). It was adequate for all sets of data, providing simultaneous fits to samples with very different densities, different tail lengths of histograms and different shapes of histograms. Good fits were obtained for both r < 2 and r > 2, and a good overall comparison was found with the negative binomial. To obtain such good fits, using barely more than one parameter per sample, fulfils an important requirement of statistical parsimony; to provide the simplest adequate description of the data. It also demonstrates practically a unified approach to fitting distributions to several samples from 948 Species-specific frequency distributions the same set of data. We again found that 1/k, the negative binomial parameter, has no common value between sets and varies with population density in the way predicted by Taylor, Woiwod & Perry (1979) and Perry (1984a). The negative binomial itself was seriously deficient for one set of data for which / > 2. The low chi-squared values for the negative binomial in Appendix 2 [comparable to those of the A des were achieved only because k was allowed to vary. With k constrained to be common to all samples within a set (kc) the fits were quite unacceptable.
The correspondence between the estimates of r from distribution fitting and those of f from standard regression was usually quite good, but the fitting technique is not recommended to derive estimates of J/. There are difficulties involved in the standard regression technique (Perry 1981) Further work concerning the relationship between the proportion of zero counts observed in data and mean density is needed. The theoretical difficulties with r > 2 which lead to non-conformity with eqn (1) might be alleviated should a distribution other than the Ades, based say on the beta distribution rather than the gamma, be used; this too requires further investigation. For ft > 2 the range of sample densities in most sets of data is less than for /, < 2, so this non-conformity demonstrated above for the Ades distributions with r > 2 may be relatively slight, and not lead to significant lack-of-fit to real data. The good fits by the distributions with r > 2 to data sets 6 and 7 reinforce this suggestion, but further work is required to confirm their utility. Sample Units m
