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In general relativity, the fields on a black hole horizon are obtained from those in the bulk by
pullback and restriction. Similarly, in quantum gravity, the quantized horizon degrees of freedom
should result from restricting, or pulling-back, the quantized bulk degrees of freedom. This is not yet
fully realized in the – otherwise very successful – quantization of isolated horizons in loop quantum
gravity. In this work we outline a setting in which the quantum horizon degrees of freedom are
simply components of the quantized bulk degrees of freedom. There is no need to quantize them
separately. We present evidence that for a horizon of sphere topology, the resulting horizon theory
is remarkably similar to what has been found before.
PACS numbers: 04.60.Pp, 04.70.Dy
I. INTRODUCTION
The quantization of an isolated horizon is a remark-
able success of loop quantum gravity [1–13]. However, it
is only an effective description, in the sense that it uses a
number of elements that are not intrinsic to the formal-
ism of loop quantum gravity. For example, the location
of the horizon is fixed to be the boundary of the space-
time, and the fields on the boundary, although related
to those in the bulk, are quantized separately, using a
symplectic structure that is derived from the one on the
bulk fields in the classical theory [4, 11].
The goal of the present work is to advocate a slightly
more intrinsic viewpoint. For this, we take as the in-
put from the classical theory only the horizon boundary
conditions
F
⇐
(A) = −
π(1− β2)
aH
Σ
⇐
(E). (I.1)
Here, A and E are the canonical variables of loop quan-
tum gravity, F is the curvature of A, Σ is the dual of E,
and the arrows denote pullback to a given surface H that
is an isolated horizon [14] of type I. We have stated here
the SU(2) isolated horizon condition from [10, 11] since
it uses less external input. We will however also be treat-
ing a model with the U(1) condition from [3, 4]. States
Ψ that contain a black hole horizon are then solutions to
an equation – in the quantum theory – of the structure
F̂
⇐
Ψ = −
π(1− β2)
aH
Σ̂
⇐
Ψ (I.2)
where the operators on both sides are defined in terms
of elementary operators of loop quantum gravity. We
will also refer to surfaces S in (I.2) as horizon branes.
They can be thought of as loci of very highly excited
quantum fields – such that (I.2) is satisfied. Such branes
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are not to be found in the kinematic Hilbert space of loop
quantum gravity. Rather, these states lie in different
representations of the holonomy-flux algebra, due to the
branelike excitations.
In fact, the present work can be viewed as a continua-
tion of some lines of thought in the earliest work [1] con-
necting horizons in loop quantum gravity to topological
quantum field theory. [1] was prescient in many ways,
for example by introducing SU(2) boundary conditions
similar to (I.1), for identifying Chern-Simons theory as
describing the horizon degrees of freedom, and for link-
ing the size of the horizon state space to the entropy of
a black hole. It also already contained the idea that the
observables on the horizon should form a subablgebra of
the full algebra of gravity observables.
What we will do is to collect evidence that the condi-
tion (I.2) allows for solutions Ψ that are remarkably close
in structure to what has been found upon quantizing the
Chern-Simons phase space on the horizon. In particular,
we will present evidence that, by restricting such states
and the loop quantum gravity operators to the horizon,
one will obtain a theory that resembles quantum SU(2)
BF theory in the spherical case, or, for general horizon
topologies, ISU(2) Chern-Simons theory [15, 16]. Thus,
for the case of spherical topology, which is most rele-
vant for the description of black holes, we seem to obtain
a very similar state counting. Thus, no separate quan-
tization of the horizon degrees of freedom seems to be
necessary. Those degrees of freedom are already part of
the quantized gravitational field of loop quantum gravity.
Let us sketch the evidence that we have: For one thing,
for a model in which the structure group SU(2) is re-
placed by U(1), we can find exact solutions to the analog
of condition (I.2). The resulting surface theory resem-
bles U(1) BF-theory coupled to particles. For the case of
SU(2), we do not have all the technical details in hand.
Our preliminary analysis shows, however, that a gauge
invariant state that solves (I.2) is, when restricted to the
brane, a solution of the constraints of SU(2) BF theory,
at least formally.
Obviously, our proposal, even if made fully rigorous in
2the SU(2) case, is not a fully quantum-mechanical de-
scription of black holes. For example, the horizon area
still appears in (I.2). It is, rather, one step in this di-
rection. In fact, more radical proposals have been made
[2, 17–19].
Some of the ideas and results contained in this work
have already been implicitly or explicitly articulated in
the literature on quantum isolated horizons. We have
already mentioned [1]. Reference [4] contains a detailed
discussion of how to split the space of generalized con-
nections into a boundary and a bulk part, and how the
connections appearing in U(1) Chern-Simons theory with
particles define generalized connections. As another ex-
ample, in [11] certain operators in SU(2) Chern-Simons
theory are identified with certain loop quantum gravity
operators. What is new in the present work is that we
take these ideas as far as possible.
In the next section, we will use heuristic considerations
to support the new picture. In Sec. III we discuss, in
some technical detail, a U(1) model. Sec. IV contains
the results we obtained for the SU(2) case. We finish
with a discussion of the results and open questions in
Sec. V.
II. HEURISTIC CONSIDERATIONS
In general relativity, the fields on a black hole horizon
are obtained from those in the bulk by pullback or re-
striction. Similarly, in quantum gravity, the quantized
horizon degrees of freedom should result from restrict-
ing, or pulling-back, in a suitable way the quantized bulk
degrees of freedom. In the previous literature on quan-
tum isolated horizons, the pullbacks of the bulk degrees
of freedom have been quantized separately, starting from
a symplectic structure that was obtained from a bound-
ary term in the symplectic structure of general relativity.
Here we want to proceed differently: We start from the
holonomy-flux algebra A which is a quantization of the
kinematic degrees of freedom of general relativity in the
connection formulation. This algebra makes no reference
to horizons or branes whatsoever. Then we will look for
representations of A which contain states that solve (I.2).
Finally, once we have solutions of (I.2) in hand, we can
consider the action on these solutions, by operators lo-
calized, in a suitable sense, in H . This constitutes the
‘horizon theory’.
Let us start by considering the classical theory, and
make an inventory of the degrees of freedom on the hori-
zon. In the canonical formulation, the gravitational fields
live on a spatial slice S of space-time. We take S to be
orientable and oriented. In terms of connection variables,
the fields are A (an su(2) valued connection one form)
and E (a triad of vector densities). They are coordinates
in a phase space given by the Poisson brackets{
Aia(x), E
b
j (y)
}
= 8πGβδbaδ
j
i δ(x, y). (II.1)
We now consider a two dimensional submanifold H of S.
We note that with a view towards black hole horizons,
the case of H being homeomorphic to S2 is the most
relevant one. At this point, we will however only assume
that H is compact, connected, and orientable, and we
will chose an orientation. Note also that H need not be
a boundary of S. If S has a boundary, then H may or
may not be part of that boundary.
If we restrict attention to H , we can divide up A and
E as follows. First, we have the components intrinsic to
H , the pullbacks
E
⇐
:= i∗HE, A
⇐
:= i∗HA (II.2)
where iH is the embedding of H in S. We note that
these fields precisely correspond to the kinematic canon-
ical variables of SU(2) BF theory, if the brackets (II.1)
are extended in a suitable way to the pullbacks.
Next, there are the remaining components of A and E
on H . These can be given as
A⊥ := A(n), Σ
⇐
:= i∗HΣ (II.3)
where n is a fixed transversal vector field on H , and Σ is
the dual of E,
Σi = ǫijke
j ∧ ek =
1
2
Eai ǫabc dx
b ∧ dxc, (II.4)
with e the spatial triad. The conditions (I.1) link A
⇐
with
Σ
⇐
. Fixing Σ and imposing the conditions on H com-
pletely fixes the curvature of A
⇐
and hence most of the
gauge invariant degrees of freedom contained in A
⇐
. What
remains are essentially the holonomies around nontrivial
cycles in H . Again we note that this is in analogy to
SU(2) BF theory, now after imposition of the constraints.
After having organized the classical degrees of freedom
on the horizon, we now come to the quantum theory.
Here the object we have to consider is the holonomy-
flux algebra A [22–25], since it encodes, on an abstract
level, the quantization chosen in loop quantum gravity.
The elements of A corresponding to A can be thought
of as functions of the holonomies of A. They form an
Abelian subalgebra Cyl. The elements corresponding to
the densitized triad E are quantizations of the ‘fluxes’
ES,f = 2
∫
S
f IΣI , (II.5)
where S is a surface in S. The pullback of A on H is then
encoded in the cylindrical functions that just depend on
holonomies in H .
The pullback of E is encoded in the flux through S∩H
for surfaces S transversal to H . Operators correspond-
ing to such ‘fluxes through one-dimensional submani-
folds’ are sometimes also considered part of A (as in
[26, 27]) and can, in any case, be defined in the Ashtekar-
Lewandowski (AL) representation of A. Even if one does
not want to consider these operators, the information
3α
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FIG. 1. A spin network edge punctures H that results in
nontrivial holonomy around ∂S = α.
about the pullback of Σ is certainly contained in the
quantized flux through S for surfaces S transversal to
H .
The component A⊥ is quantized in holonomies
transversal to H , and the pullback of Σ has its exclu-
sive quantization by flux operators for surfaces S within
H .
Now that we have accounted for the degrees of freedom
on H in A, we can try to answer the question: Can we
consistently ask for condition (I.2), given the commuta-
tion relations in A?
The first thing to note is that
[ES,f , hα] = 0 for α, S ⊂ H, (II.6)
which is good news as (I.2) would become extremely re-
strictive, if not inconsistent, if the pullbacks of Σ and
A were not commuting. The next thing to note is that
only holonomies are contained in A, not the connection
A itself, nor its curvature. Thus (I.2) can not be im-
posed as it stands. Fortunately, the non-Abelian Stokes
Theorem (see for example [20]) relates surface integrals
of curvature with holonomy,
hα[A] = P exp©
∫∫
S
F [A]. (II.7)
Here α is a loop that bounds the surface S, F =
hFh−1[A] is the curvature F = DAA of A, transported
to the beginning/endpoint of α, and the surface inte-
gral on the right-hand side is surface ordered. We should
mention that for this formula to hold, S must be sim-
ply connected. Using Stokes’ Theorem, one can thus
replace certain functionals depending on the curvature,
with functionals depending on the connection, in the clas-
sical theory. The idea is, then, to replace (I.2) with
h∂S Ψ = P exp©
∫∫
S
−
2π(1− β2)
aH
hΣh−1Ψ. (II.8)
Since surface integrals of Σ act nontrivially only at trans-
verse intersections by holonomies, a spin network edge
which punctures H will correspond to nontrivial holon-
omy around ∂S = α, see Fig. 1. But now an immediate
concern is whether it is possible to define the complicated
operator – let us call it W S – on the right-hand side. For
the trace of W S in the j = 1/2-representation this ques-
tion was answered affirmatively in [21]. We will describe
some of the details below, in Sec. IV. Here it suffices
to say that the main difficulty in defining the right-hand
side is that because the components of Σ do not com-
mute, there is an ordering ambiguity. The authors of
[21] pointed out a way to resolve this ordering ambiguity
by using a device from the theory of Lie algebras, the Du-
flo map. Using this ordering, spin network functions are
eigenstates of the operator trW S under many circum-
stances, and the corresponding eigenvalues are related to
path integral expectation values of Wilson loops in SU(2)
Chern-Simons theory.
We remark that there is an apparent contradiction be-
tween the fact, that holonomies in A commute, whereas
the operators W S certainly do not commute with
holonomies in general. So how can it be equal to a holon-
omy? The resolution is that it is certainly not equal to
a holonomy in general, (II.8) being a highly nontrivial
condition on the state. The only thing that follows from
this consideration is that the action of holonomy opera-
tors on a solution Ψ of (II.8) can, in general, not be a
solution again.
While both sides of (II.8) are defined in the AL repre-
sentation, the standard representation of loop quantum
gravity, there are no solutions to (II.8) in this represen-
tation. To find solutions of (II.8), there are then at least
two possible strategies: One can take the properties of
the operators on the left-hand side in the AL represen-
tation of A, and use them to define a nonstandard rep-
resentation of the operators on the right-hand side, or,
vice versa, use the standard representation of the right to
seek a nonstandard representation of the left-hand side.
We chose the latter possibility in this article, for the rea-
son that the results seem to compare well with previous
work.
In the AL representation of A, the action of flux op-
erators ES,f is concentrated on transversal intersections
of holonomies with S, and this continues to hold for the
operator trW S . Thus we need to find a state such that
this is the case also for holonomies within H . We can use
the fact that the space of generalized connections factor-
izes into a space of connections on H , and a space of
connections in the ‘bulk’
A = AH ×A⊥ . (II.9)
The standard representation is defined by the AL mea-
sure on A. The idea is now to modify this measure on AH
in a suitable way. Essentially what one wants to define
are measures
δ(AH)
(
F [A](x) −
∑
i
ciδ
(H)(pi, x)
)
dµAL|AH×dµAL|A⊥
(II.10)
where the first delta function is a functional Dirac-delta-
function, and the second one is the ordinary Dirac delta
on H . In the Hilbert space generated by such a mea-
sure, one can then find solutions to (II.8), by considering
spin networks that end in the points pi, and adjusting
the constants ci appropriately. In the U(1) model, this
4construction goes through quite literally. In the SU(2)
case, we have no rigorous proof that, with the right-hand
side evaluated on a state in the AL representation, (II.8)
rigorously defines a measure on AH , of the form indi-
cated above. But it is clear that, with the right-hand
side well defined, the holonomies on all contractible loops
in H are fixed, at least up to conjugation, and thus there
are no local gauge invariant degrees of freedom left in
the holonomies on H . There are, however, holonomies
that are not fixed by (II.8), holonomies that run between
punctures, and also around nontrivial cycles of H if not
simply connected. There are thus nontrivial holonomy
operators for those, and thus provided that the measures
can be constructed rigorously, all the observables related
to the connection are represented.
What about the fluxes? What happens to the flux op-
erators when one changes the measure has been studied
in detail in [24, 29]. The upshot is that if one modifies
the measure, one has to modify the fluxes by adding a
divergence term,
π(ES,f ) = XS,f +
i
2
divµ(S, f) (II.11)
to have the operators still symmetric. Here XS,f is a cer-
tain derivation on the cylindrical functions. This diver-
gence can be ill-defined (more precisely, not L2 as would
be required) for a delta-function in the measure, thus
existence of symmetric flux operators ES for which S
touches the surface is, at first sight, questionable. But it
turns out that all the fluxes one needs are actually well
defined for a measure of the form (II.10). First off, the
delta function in (II.10) concerns only A
⇐
, but Σ
⇐
corre-
sponds to an operator acting on A⊥. Thus all the fluxes
ES with S ⊂ H are well defined and symmetric with-
out any change. Moreover, whenever a holonomy vari-
able is constrained by the delta function in the measure
(II.10), there is no corresponding degree of freedom in
the quantum theory, hence no way for any fluxes to act
in a nontrivial way. Vice versa, the action of the flux
operators is well defined on holonomies that represent
degrees of freedom leftover under the measure. To sum-
marize, some flux operators may not be well defined, but
their failure to exist can be understood easily, and they
are not needed for the physical interpretation of the re-
sulting theory, anyway.
Let us make some remarks about the properties of the
measure (II.10) and the consequences for the state spaces:
The first one is that in the case of H being a topolog-
ical sphere, there are no nontrivial cycles, so the only
degrees of freedom on H reside in holonomies connect-
ing the punctures (and in the conjugate fluxes). Gauge
invariant states are constructed out of such holonomies,
and holonomies in the bulk, by forming spin networks. A
priori, there are many different ways of forming the spin
network component on H but many of them will describe
the same state, due to the flatness constraint built into
the measure. In fact we will argue that the independent
states on H , given the punctures, are labeled by a single
intertwiner between the spins at the punctures. This is
very close to the pictures in [4, 10]. Note that this is fully
born out in the U(1) case.
The second remark is that, again due to the flatness
constraint built into the measure, the exchange of punc-
tures leads to the same state up to a nontrivial phase.
Thus the punctures enjoy a nonstandard statistics, and
counting states modulo diffeomorphisms is nontrivial.
This is again reminiscent of [4, 10], and it is actually
vital to obtain proportionality between area and entropy
of the horizon.
The arguments that we have given so far are somewhat
heuristic, if encouraging. We will show, however, that
they can be made completely precise in a model with
structure group U(1), to which we turn next. We will
then begin to address the case of structure group SU(2).
We will discuss more details in Sec. IV.
III. U(1) BOUNDARY CONDITIONS
In this section, we consider the kinematics of loop
quantum gravity, but with the structure group SU(2) re-
placed by U(1) [30]. In this model we replace condition
(I.2) by
h∂SΨ = e
− 2piiβ
aH
ESΨ, (III.1)
between a quantized U(1) connection A and a quantized
vector density E. Note that this is precisely the isolated
horizon condition obtained by gauge fixing to U(1) as
used in [4]. Much of the material of this section will
remain valid if the gauge fixing is just carried out on the
horizon, in particular the quantum theory on the horizon
as far as the connection is concerned.
Irreducible representations of U(1) are labeled by inte-
gers, and hence the generalized spin networks correspond
to functions
Tγ,n[A] =
∏
e∈γ
(he[A])
ne , (III.2)
which are usually called charge networks. They are gauge
invariant, whenever the incoming charges equal the out-
going charges at each vertex,∑
e into v
ne =
∑
e out of v
ne for all v. (III.3)
Charge nets commute with the operator ES as follows:
[ES , Tγ,n] = XS[Tγ,n]
= 2πβℓ2p
 ∑
v∈γ∪S
∑
e at v
σ(e)ne
 Tγ,n, (III.4)
where it is assumed that all edges intersect S in vertices of
γ and σ is +1, -1, or 0, depending on whether the edge is
5oriented consistently1 with the surface, the opposite way
as the surface, or is tangential to the surface. XS is a
derivation on the space of charge nets.
Given a charge network, we can always decompose it
as
Tγ,n = TγH ,nHTγ⊥,n⊥ (III.5)
where γH ⊂ H and γ⊥ intersects H only transversally.
Thus given (γ, n), in view of (III.1),(III.4) we need a state
Ψ such that for loops ∂S in H , we would have
h∂S Ψ = e
− 2pii
k
∑
p∈S∩γ⊥
mp
Ψ, (III.6)
where we have set k = aH/ℓ
2
p and mp =
∑
e at p σ(e)ne.
We will call
P = {(p1,m1), (p2,m2), . . . , (pN ,mN )} (III.7)
puncture data. Equation (III.6) means that the connec-
tion on H must be a (quantized) flat connection,
F (A)(x) = −2π/k
∑
i
miδ(x − pi), (III.8)
We will see however, that due to the fact that (III.6)
only speaks about holonomies, not the curvature itself,
if we change the puncture data, by adding to each mi a
multiple of k, the quantum state on the horizon will not
change. Thus one may also view the mi as elements of
Zk.
A. Lebesgue measure on flat connections
We will now define a functional on charge net-
works that can be regarded as Lebesgue integral on
connections that fulfill (III.8) for some puncture data
{(p1,m1), (p2,m2), . . . , (pN ,mN )}. We will see that in
the case that H ≃ S2 the functional is only well defined
if ∑
i
mi = 0 mod k, (III.9)
and that the actual parameters of the state we construct
are not the mi but the mi mod k. Let us also define
H ′ = H − {p1, . . . pN}.
It is clear what to do in principle: A given charge net-
work Tγ,n with γ ⊂ H needs to be decomposed into fac-
tors such that we can apply (III.6) to split the variables
into ones that are free, and ones that are determined.
1 What we mean by ‘consistent’ is the following: Both S and S
carry orientations. Let (s1, s2) be a positively oriented basis of
tangent vectors to S. Then if (s1, s2, t) is positively oriented in
S, with t the tangent of e in the intersection point, then we call
the orientations of e and S consistent.
But this has to happen in a consistent way, and the book-
keeping involved in doing this by hand gets unwieldy very
quickly. Fortunately homology theory comes to the res-
cue (see for example [31] for a gentle introduction to the
concepts used below). Note first that by subdividing and
adding edges, γ can always be made into the 1-skeleton of
a subcomplex of the singular chain complex of H ′. Then,
given this subcomplex, a labeling of the graph edges with
charges n defines a 1-chain
n =
∑
niei (III.10)
with integer coefficients. Tγ,n is gauge invariant precisely
when n is a cycle, ∂n = 0. There is a natural pairing
between chains and one-forms, and in particular between
the chain n and connections A,
〈n|A〉 =
∑
i
ni
∫
ei
A. (III.11)
The connections A relevant for the definition of the func-
tional are flat, dA = 0. Let us assume for the moment
that ∂n = 0. Then the above pairing is gauge invariant,
and 〈n|·〉 is a functional on the first de Rham cohomol-
ogy H1(H ′;R). Let {li} be a basis of elementary cycles
of H ′, and let {ai} be the dual basis in H1(H ′;R). Then
we introduce parameters φi to write
a(φ) =
∑
i
φiai. (III.12)
Now we can define the state. Let
µ′(Tγ,n) =
∫ 2pi
0
. . .
∫ 2pi
0
e〈n|a(φ)〉
∏
pi
2πδ(φi + 2πni/k)
∏
j
dφj
2π
.
(III.13)
Note that this formula is manifestly invariant under sub-
divison of the graph underlying n, and under adding new
edges. It is thus consistent with the equivalence of label-
ings of charge network functions. It also defines a positive
functional. To see this, let f =
∑
I cITγ,nI . Then
µ′(|f |2) =
∑
IJ
cIcJ
∫
e〈nJ−nI |a(φ)〉
∏
pi
δ(. . .)dφ
=
∫ ∣∣∣∣∣∑
I
cIe
〈nI |a(φ)〉
∣∣∣∣∣
2∏
pi
δ(. . .)dφ
≥ 0.
(III.14)
Before we study further properties, let us extend this
definition to a state µ on not necessarily gauge invariant
charge networks, by simply declaring µ to be µ′ on gauge
invariant charge networks, and zero otherwise. More for-
mally, let
µ(Tγ,n) := µ
′′(Tγ,n)µ
′(Tγ,n) with µ
′′(Tγ,n) = δ(∂n).
6This does not spoil positivity: It can be easily seen that
µ′′ is positive. Thus, given charge nets Tγ,nI , the matrices
M ′IJ = µ
′(TnJ−nI ), M
′′
IJ = µ
′′(TnJ−nI ) (III.16)
are positive semidefinite. But then the Hadamard prod-
uct M ′ ◦M ′′ (obtained by multiplying the matrices en-
trywise) is positive semidefinite according to the Schur
Product Theorem, and hence for f =
∑
I cITγ,nI
µ(|f |2) =
∑
IJ
cIcJ(M
′′ ◦M ′)IJ ≥ 0. (III.17)
Now we discuss the GNS representation given by µ. We
will denote the ground state by |0〉P , and the GNS state
corresponding to Tγ,n by |n〉P . The dependence on γ is
left implicit to improve readability. Note that since µ
has a large kernel, many GNS vectors actually have zero
norm.
First, let α be the boundary of a surface S in H . Then
either α is contractible, in which case for the correspond-
ing cycle we can write ∂S = α, and note
〈α|a(φ)〉 = 〈∂S|a(φ)〉 = 〈S|da(φ)〉 = 0. (III.18)
Or α goes around a puncture, in which case 〈α|a(φ)〉 = φj
for some φj that is in a delta-function in (III.13). Thus
for arbitrary n we find
〈n|hα|0〉P =
∫
ei〈α−n|a(φ)〉 dφ
= 〈n|0〉P ·
{
1 if α = ∂S
exp(−2πinj/k) if α around pj
.
(III.19)
Since the vectors |n〉 are dense by construction, this
shows that |0〉 is an eigenstate to hα, and that it solves
(III.6). Since charge networks commute, the calculation
also shows that Tγ,n|0〉 is again a solution to (III.6),
where γ is any graph in H .
Let us now briefly discuss the properties of the state
under diffeomorphisms. It turns out that for a diffeomor-
phism ϕ of H that is connected to the identity and that
fixes the punctures, as well as the boundary 0-cycle ∂n
of a charge net Tγ,n, one finds
|γ, n〉P =|ϕ(γ), n〉P . (III.20)
We will not prove this in detail, but just sketch the idea.
Consider first an edge e in H and its image ϕ(e) under a
diffeomorphism ϕ that is the identity outside of a com-
pact region, and drags part of e as in Fig. 2. In this case
Te,n and Tϕ(e),n are related by a cycle α,
Te,nTϕ(e),−n = Tα,n. (III.21)
If ϕ fixes the punctures, α can not contain a puncture,
n
= .
n
n
n
FIG. 2. Relation between a charge network edge and its trans-
formation under a diffeomorphism
=
n1
n2
n1+n2
n1 n2
n1+n2
n1+n2
n2
n1
FIG. 3. Relation between a charge network and its tranfor-
mation under a diffeomorphism
and we find
‖|e, n〉−|ϕ(e), n〉‖2P = ω(|Te,n|
2 + |Te,n|
2
− Te,−nTϕ(e),n − Te,nTϕ(e),−n)
= ω(1 + 1− Tα,−n − Tα,n)
= 0,
(III.22)
since α = ∂S and hence ω(Tα) = 0. Thus |e, n〉 =
|ϕ(e), n〉. With a similar calculation, one can show that
one can move gauge invariant vertices in a charge network
without changing the corresponding GNS state (see Fig.
3).
B. Extension to A
We can now extend the state we found in the preced-
ing section even further, to charge networks Tγ,n that
have graphs in S. To that end we use the decomposi-
tion (III.5) of a general charge net Tγ,n into the product
TγH ,nHTγ⊥,n⊥ where the first factor is entirely in H and
the second is transversal to H . Then set
ω(Tγ,n) = µ(TγH ,nH )ωAIL(Tγ⊥,n⊥) (III.23)
where ωAIL is the state devised by Ashtekar, Isham and
Lewandowski. ω is positive by virtue of the Schur Prod-
uct Theorem: For f =
∑
I cITγ,nI we have
ω(|f |2) =
∑
IJ
cIcJ(M
H ◦M⊥)IJ (III.24)
where the product on the right-hand side is again the
Hadamard product, and the matrices
MHIJ = µ(TnHJ −nHI ), M
⊥
IJ = ωAIL(Tn⊥J −n⊥I ) (III.25)
are positive semidefinite, because µ and ωAIL are.
Thus for each puncture data P , we have found a state
on the charge networks. The resulting GNS represen-
tation has the properties we have discussed in the pre-
vious section on H , and the standard properties of the
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FIG. 4. A surface the flux of which does not have a well
defined action on surface states
AL representation away from H . We note that according
to general results [23], the state ω defines a measure on
generalized connections on S.
Given this representation of “half” of the holonomy-
flux algebra A, we will now briefly discuss whether the
flux operatorsES can be represented alongside the charge
networks. How this question can be answered for general
representations has been discussed in [24, 29]. The main
obstruction is that the fluxes have to be symmetric, thus
for nontrivial measures on generalized connections, a ‘di-
vergence term’ has to be added to the derivative, see
(II.11). This divergence term may fail to exist in the
proper sense, thus making it impossible to represent flux
operators. In the present case, the situation is as follows:
• All flux operatorsES with S∩H = ∅ can be defined.
• All flux operators ES with S ⊂ H can be defined.
• All flux operators ES with S ∩H a 1-cycle2 can be
defined.
The first point is obvious. The second point is due to
the fact that the derivations XS related to flux operators
for surfaces S ⊂ H only act nontrivially on holonomies
that intersect S, and hence H , transversally. But the
measure relevant for those edges is just the AL measure,
and hence no divergence term is needed.
There is a problem representing fluxes through S where
S ∩H is not a cycle. The problem is related to the fact
that the action of the corresponding derivation XS can
turn a function that is null with respect to ω into one that
is not. Consider for example the two nontrivial cycles α1
and α2 in Fig. 4: We have
|α1, n〉P =|α2, n〉P , (III.26)
but
XS(Tα1,n − Tα2,n) = nTα1,n − Tα2,n, (III.27)
and the corresponding GNS vector is not zero. For S∩H
a cycle, this cannot happen, and the flux ES is well de-
fined as we will show in the following. We consider a spin
net Tγ,n in H . According to (III.4), it is an eigenstate of
XS ,
XS Tγ,n = m(S ∩H,n)Tγ,n. (III.28)
2 The orientation of S ∩H can be defined using the orientation of
S, the orientation of S and the orientation of H.
Take first the case that ∂n = 0. Then we claim m is
a topological invariant of S ∩ H,n. To see this, we re-
call that the intersection of two 1-cycles in H defines a
0-cycle, and its homology class depends only on the ho-
mology classes of the two 1-cycles, by means of Poincare´
duality. Now H0(H,Z) = Z, so this class is given by an
integer. We apply this to the case of the cycles S∩H and
n. The integer is then precisely given by m(S ∩H,n) up
to a global sign that depends on conventions. That this
is so can be seen by inspecting the way the coefficients
work in (III.4) and in the definition of the intersection
0-cycle. Thus m(S ∩H,n) is a topological invariant, and
the definition
ES |n〉P = m(S ∩H,n)|n〉P (III.29)
makes sense, and is manifestly symmetric. Note that m
is zero if n is a trivial cycle with respect to the homology
of H (i.e. contractible, possibly by crossing punctures),
so in the cases in which symmetry of the operator might
be an issue, namely when it acts on a loop around a
puncture, the action is trivial.
The case where ∂n 6= 0 can be treated with a similar
argument, by noting that for two charge nets n and n′,
|n〉P = const. |n
′〉P (III.30)
precisely when they are in the same homology class in
H1(H,Z). But in that case, as remarked above, they
differ by a boundary ∂S′, and
m(S ∩H,n)Tn = XS [Tn] = XS[Tn′T∂S′ ]
= XS [Tn′ ]T∂S′ + Tn′XS [T∂S′ ]
= XS [Tn′ ]T∂S′
= m(S ∩H,n′)Tn,
(III.31)
whence m(S ∩ H,n) = m(S ∩H,n′) and (III.29) is well
defined also in this case.
Thus we have a representation of a large class of fluxes,
in fact, as many as we can expect to recover, given that
(III.1) freezes many of the degrees of freedom on H .
C. Gauge invariant solutions
It remains to write down gauge invariant solutions to
(III.1). To this end, consider puncture data
P = {(p1,m1), (p2,m2), . . . , (pN ,mN )} (III.32)
and work in the GNS representation corresponding to
this data. Then it is easy to see the following: The space
of solutions is spanned by charge networks n that
1. intersect H precisely in the punctures p1 . . . pN ,
2. satisfy, for all punctures pi,∑
e at pi
σ(e)ne = mi, (III.33)
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FIG. 5. Graphs of two gauge invariant charge nets, for the
case of H ≃ S2 (left) and H ≃ T 2 (right).
m1
m2
m1m2
m1 m2
FIG. 6. Two ways to permute two punctures: Left, the origi-
nal configuration, middle and right, the two final states of the
permutation.
We note that these solutions are not necessarily gauge
invariant. The gauge invariant solutions form a subspace.
Let us make a few comments on the structure of the
representation with puncture data P and the space of
gauge invariant solutions.
The case H ≃ S2. The case in which H has S2 topol-
ogy is the one usually considered for a black hole horizon.
Then there are no nontrivial cycles. Consequently, there
is no nontrivial gauge invariant charge network that is
lying entirely in H ,
|n〉P = const.|0〉P for n ⊂ H. (III.34)
For a general gauge invariant charge network n, we find
that due to the diffeomorphism invariance of the measure
on AH , we can always label the part nH that is lying in
H in such a way that there is at most one edge emanating
from each point on H that is intersected by n⊥, and all
of these edges meet in a single point (see the left-hand
part of Fig. 5). Furthermore, due to the fact that in this
case a loop surrounding all the punctures is contractible
in H ′, we get (III.9).
Finally, so far we have only studied the action of diffeo-
morphisms that keep the punctures fixed. Let us briefly
take a glimpse at the action of diffeomorphisms that move
punctures (those transformations will move states be-
tween different GNS Hilbert spaces). One would even-
tually like to mod out these transformations, but this
is a nontrivial task due to the following fact: When one
considers the process of exchanging two punctures by dif-
feomorphisms that leave the other punctures invariant,
one finds that there are two ways to do it, see Fig. 6.
There must be a relative phase that is picked up on the
way, because the two final states differ by a phase
ϕ = e
2pii
k
(m2n2−m1n1) (III.35)
n1n2
n3
FIG. 7. Gauge invariance gives a condition on n1, n2, and n3,
but does not fix the flux m = −(n1+n2) (‘outside’ of H is to
the right)
This means that the punctures must obey some kind of
anyonic statistics. This is very encouraging, as it was
found when studying the entropy of isolated horizons,
that punctures can not behave like identical particles.
They must be, to a certain extent, distinguishable to ac-
count for a linear area-entropy relation [7].
We note that in all of these aspects, the U(1) case com-
pares very well to the quantization of an isolated horizon
when gauge fixing to U(1) before quantization. Here too,
the state on H of solutions of the horizon condition is
uniquely determined by the structure of the punctures.
The connection on H can be considered flat except at
the punctures, and the punctures obey nontrivial statis-
tics. The fluxes m1 . . .mN determine the measure only
mod k, and their sum must be 0 mod k for consistency.
The only difference is that due to the fact that H does
not have to be a boundary of S, there is no strict cor-
relation between the flux through H at a puncture, and
the flux of gauge charge into H . Consider for example
the puncture in Fig. 7: The measure on AH near the
puncture is fully determined by the flux m = −(n1+n2)
through H at the puncture. Gauge invariance gives the
condition n1 = n2+n3. Thus there are different configu-
rations with the same flux possible at a given puncture.
The general case: The case where H has more gen-
eral topology shows all the same features that we have
described above for H ≃ S2. The only difference is
that there is a nontrivial space of gauge invariant charge
network states that lie entirely within H . For genus g
there are 2g nontrivial cycles which contribute nontriv-
ial holonomies (see Fig. 5, right-hand side). In this case,
for a gauge invariant charge net n, the part nH in H can
be decomposed into a part connected with the punctures,
with a single internal vertex analogous to what happened
in the S2 case and a part completely internal to H . This
decomposition is however not necessarily unique, see Fig.
8.
IV. TOWARDS QUANTUM ISOLATED
HORIZONS WITH SU(2) BOUNDARY
CONDITIONS
Now we will describe, how far we can get for the SU(2)
case, in taking the same steps as in the U(1) model. The
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FIG. 8. Change in decomposition of a H-charge net
goal is again to construct state ω that induce GNS rep-
resentation of the holonomy-flux algebra containing so-
lutions to (I.2).
The crucial difference between the U(1) model inves-
tigated so far, and the situation for SU(2) is that due
to the non-Abelian nature of SU(2), the operators W S
(see (II.8)) are highly nontrivial. In the U(1) case, the
corresponding object was just the exponential of an op-
erator, (III.1). Thus let us start with a summary of the
properties of these operators that can be gleaned from
[21].
A. The surface operators W S
In this section we will discuss the properties of the op-
erators W S . All the results we give are either contained
in [21] or easily obtainable with the methods contained
in that work. A more thorough investigation of the prop-
erties of the W S is still desirable, and will be undertaken
elsewhere [28].
The first property we want to list is that given two
surfaces S1, S2 that intersect each other at most non-
transversally, i.e., in such a way that they are both con-
tained in a bigger surface S, then the traces of the cor-
responding operators commute,
[trj(W S1), trj′ (W S2)] = 0, for S1, S2 ⊂ S. (IV.1)
Here and in the following, trj stands for the character
in the irreducible representation of SU(2) labeled by the
half-integer j,
trj(W S) = tr(πj(W S)). (IV.2)
The next property that will be important for us is that
traces of the operator W S are diagonalized by spin net-
work edges that pierce the surface S. For states Ψj hav-
ing one spin-j edge puncturing S and exiting S on the
other side, we find
tr 1
2
(W S)Ψ0 =
q − q−1
q
1
2 − q−
1
2
Ψ0,
tr 1
2
(W S)Ψ 1
2
= (q + q−1)Ψ 1
2
(IV.3)
and one can show that higher spin punctures continue to
be eigenvectors for tr 1
2
WS . The constant q in the above
formulas is given by
q = exp
(
2πi
k
)
, (IV.4)
with
k = −
2aH
πβ(1 − β2)ℓ2p
. (IV.5)
Furthermore, one can show that this pattern continues
for traces in other irreducible representations,
trj(W S)Ψj′ = cj,j′Ψj′ , (IV.6)
but we have no closed formula for the eigenvalues cj,j′ .
We note that c1/2,0 is the path integral expectation value
for an unknotted Wilson loop in the j = 1/2 represen-
tation, in SU(2) Chern-Simons theory with level k, and
c1/2,1/2 is related to the expectation value of linked Wil-
son loops [21]. We thus suspect that all the cj,j′ are
related to SU(2) Chern-Simons theory in a similar way.
Moreover, one can see that states Ψ′j having one spin-j
edge puncturing S and ending on S are again eigenvec-
tors,
trj(W S)Ψ
′
j′ = c
′
j,j′Ψ
′
j′ . (IV.7)
We stress that the eigenvalues in (IV.3), (IV.6),(IV.7) are
completely independent of the shape of S, as long as the
boundary of S encloses the puncture. (This is obvious
for (IV.3), but it is also true in all the other cases, as can
be seen with the methods in [21].)
The cases that several edges pierce H in the same
puncture, and that a surface contains several punctures
are more complicated, and there are indications that the
spin nets puncturing the surface may not be eigenstates
in general.
It is not true that the operators W S themselves are
diagonalized by the states Ψj,Ψ
′
j . What happens is
that the surface S in (II.8) comes with extra structure
from the non-Abelian Stokes Theorem: This involves the
choice of a system of paths in S, connecting the begin-
ning/endpoint of α with the points of S. When acting
on a state Ψj , the operator will in general give back a
sum of spin networks, some of which involve holonomies
along the path system in S that are coupled via suit-
able intertwiners to the spin network edge piercing the
surface S. There is, however, a crucial exception: Going
through the same steps that were used in [21] to calculate
tr1/2(W S)Ψ0, one finds
W SΨ0 = c I2Ψ0. (IV.8)
This result is natural, since for the state Ψ0, there is
nothing the holonomies along the path system in S can
couple to. It should however also be said that the case Ψ0
is special in that there is a divergence in the eigenvalue
that has to be renormalized away [21], so this case merits
further careful investigation. In particular, it is not en-
tirely clear what the value of finite constant c leftover in
10
(IV.8) should be. If we follow the argument in [21], the
answer would be
c =
1
2
(q
1
2 + q−
1
2 ). (IV.9)
It is noteworthy that in [21], c sets the normalization
of the Jones polynomial, which in principle is arbitrary.
Thus it is conceivable that another way to remove the
divergence would yield another value, in particular, c =
1.
A final remark is about the properties of W S under
change of orientation of S. From [21] we know
trj(W−S) = trj(W )
†
S , (IV.10)
where −S is obtained from S by change of orientation.
B. A functional on simple loops
Now we can come back to our main topic: What do
the properties of W S listed above mean for our goal
of defining a measure on AH through (II.8)? The first
thing to note is that because trj(W S) are diagonal on the
states Ψj ,Ψ
′
j, so must be the traces trj(hα) of holonomies
around loops α in H . In particular their quantum-
mechanical fluctuations must vanish,
〈(trj(hα))
2〉P − 〈trj(hα)〉
2
P = 0, (IV.11)
which shows that the gauge invariant information con-
tained in contractible loops on H is completely fixed by
the puncture data P , and supports the idea that repre-
sentations that contain horizons should be based on a
measure of a form similar to (II.10).
To formalize this, let us again pick puncture data
P = {(p1, j1,m1), (p2, j2,m2), . . . (pN , jN ,mN )},
(IV.12)
where p1 . . . pN are points on H and j1 . . . jN and
m1 . . .mN are labels of irreducible representations of
SU(2), and magnetic quantum numbers in those repre-
sentations. Furthermore, We will denote traces of holon-
omy functionals as
Tα,j [A] := trj(hα[A]). (IV.13)
Now let {αi} be a collection of loops that are contractible
within H , and such that each one of them encloses at
most one puncture in P . We will also call such loops
simple. Then to each simple loop there is an oriented
disc Si in H , such that ∂Si = αi, and we can set
µ(
∏
i
Tαi,ki) :=
∏
i
c′ki,ji (IV.14)
where the numbers c′ are the eigenvalues from (IV.6),
i.e., we have assumed that the punctures P come from
edges ending in H . This can be generalized in an obvious
way to the case where some of the piercing edges do not
end on H . Linear extension of this definition gives a
functional on a large class of gauge invariant functionals
of the pullback of A to H .
Next we check positivity: The first remark is that
due to the unitarity of the irreducible representations of
SU(2), we have
Tα,j [A] = T−α,j[A], (IV.15)
where we denote with −α the change of orientation of α.
If α = ∂S, then −α = ∂(−S). Taking this together with
(IV.10) gives
µ(Tα,j) = µ(Tα,j). (IV.16)
Similar statements can be made for products of traces,
due to the factorization property of (IV.14). With this
said, let {αI} be a collection of multiloops, where the
individual loops again fulfill the requirements assumed
in the definition of µ, and {kI} corresponding assign-
ments of representations. Then we consider the ex-
pectation value of the modulus squared of the function
f =
∑
I cITαI ,kI ,
µ(|f |2) =
∑
IJ
cIcJµ(TαI ,kITαJ ,kJ )
=
∑
IJ
cIcJµ(TαI ,kI )µ(TαJ ,kJ )
=
∑
IJ
cIcJµ(TαI ,kI )µ(TαJ ,kJ )
≥ 0,
(IV.17)
so the functional is positive. This is very encouraging.
There is, however, another important property that we
can not yet check for µ. Because of the properties of the
operators W S , we have defined µ such that it factorizes,
µ(Tα,kTα′,k′) = µ(Tα,k)µ(Tα′,k′). (IV.18)
The problem is that the product among the functionals
Tα,j is not free. For example, we have
Tα,kTα,k′ =
∑
k′′
ck′′Tα,k′′ (IV.19)
for some constants ck′′ . We have no formal proof that
µ is compatible with these relations, but we have some
indication that that is indeed the case. The point is that
the expression
P exp©
∫∫
S
F [A] d2s (IV.20)
that is identical to a holonomy by virtue of the non-
Abelian Stokes theorem differs from the operator W S
only by the fact that certain polynomials in F are re-
placed by operators in the universal enveloping algebra
U(SU(2)) of SU(2). Therefor, W S can lose properties of
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FIG. 9. The graph used in the discussion of diffeomorphism
invariance in the SU(2) case
a holonomy only at that point. Now, the replacement of
polynomials of F by operators is done using the Duflo
map, which insures that the replacement is an isomor-
phism of algebras on the gauge invariant polynomials of
F , thus on this subspace it does not lose any structure.
Moreover, in the calculations of eigenvalues in [21], only
that subspace was relevant. Thus we conjecture
c′k,jc
′
k′,j =
∑
k′′
ck′′ck′′,j, (IV.21)
and similar relations among the eigenvalues of the W S
that make µ consistent.
If we grant consistency of µ as above, what is left to
do? The algebra of the simple loops above does not in-
clude holonomies around noncontractible loops, nor does
it contain gauge noninvariant functionals. We have to
show that the functional extends consistently to this
larger class of holonomy functionals on H . Then it can
be extended further to Cyl with exactly the same ar-
guments used in Sec. III B. Finally one would have to
consider the action of the fluxes, but the situation is ex-
actly the same as for the fluxes in the U(1) case, and so
we forsee no difficulty with defining all the physically rel-
evant flux operators. Since the bookkeeping involved in
these steps is quite complicated, we leave their comple-
tion to another work [35]. We will finish by commenting
on some ramifications of the picture that emerges.
Is the state µ extended to all cylindrical functions, sup-
ported on connections that are locally flat, except at the
punctures? The answer seems to be yes. Note first that
the definition of the state µ on simple loops (IV.14) makes
no reference to the precise location of the loops, apart
from that they must enclose at most one puncture. Note
furthermore that due to (IV.8), for α ∈ H the operator
hα (not just its trace) must be represented by a multiple
of the identity due to the measure (II.10). This makes
holonomies he in H dependent only on the homotopy
class of e in H with the punctures removed. For exam-
ple, consider he for the path e = e1 ◦ e2 ◦ e3 depicted in
Fig. 9. We have
he1he2he3 = he1he2he′2h
−1
e′
2
he3
= he1hαh
−1
e′
2
he3
= che1he′2he3 .
(IV.22)
Certainly this is acceptable only if c = 1, but as we have
said above, one can argue that c depends on normaliza-
tion and has to be set by hand, anyway. If this is done, we
have indeed heΨ = he′Ψ for the path e
′ = e1 ◦ e′2 ◦ e3 and
GR
LQG LQG with IH
GR with IH
FIG. 10. Two ways to obtain a quantized isolated horizon
Ψ a solution, and similar identities in more complicated
situations.
Thus altogether, given what we know about the op-
erators W S , it seems that the program of finding rig-
orous solutions to (II.8) has a chance to succeed, in a
very similar way as it did for the case of the U(1) theory.
Obviously, there are still some steps to be taken. There
is work in progress on these issues, and results will be
reported in a future publication [35].
V. DISCUSSION AND OUTLOOK
In the present work we have taken the condition (I.1)
for an isolated horizon from classical general relativity,
expressed it as an equation [(III.1), and (II.8), respec-
tively] in the quantum theory using operators in the
holonomy-flux algebra A of loop quantum gravity, and
studied one class of solutions, both for a U(1) model and
for the full SU(2) theory. In the U(1) case, we could com-
plete all the steps, in the SU(2) case there are still some
open questions. Our procedure is quite different from the
one followed so far [3, 4, 10, 11] in which one, roughly
speaking, quantizes the phase space of space-times that
contain an isolated horizon as an inner boundary, see Fig.
10. Classically, the degrees of freedom that live on the
horizon are part of the full field content of general relativ-
ity. In our treatment, this is transparent in the quantum
theory: The horizon degrees of freedom are represented
simply by elements (or components of elements) of the
algebra A that characterizes loop quantum gravity and
makes no reference to horizons.
It was not clear a priori, whether the results of the
two routes to quantum isolated horizons would coincide,
but it turned out that it appears they do to a remarkable
extent. In the U(1) case, we recover almost verbatim
the structure of the quantized horizon of [3, 4]. In the
SU(2) case, our results are not complete, but what we saw
points towards a very similar picture as [10, 11]. There
are differences, however, and they become more obvious
if one considers the case of nontrivial horizon topology.
Then the picture we obtain on the horizon is not so much
resembling quantized U(1) or SU(2) Chern-Simons the-
ory, as quantized U(1) or SU(2) BF-theory, i.e. Chern-
Simons theory with ‘twice as many degrees of freedom’.
For example, in the torus case we see two holonomies and
two conjugate fluxes, whereas one would expect that the
two holonomies are conjugate to each other for U(1) or
SU(2) Chern-Simons theory. This does not make much
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difference for the horizon of spherical topology that is
most relevant for the description of black holes, but it
may be interesting from a conceptual viewpoint: We find
that loop quantum gravity, restricted to certain special
null-hypersurfaces, gives Euclidean quantum gravity in
three dimensions.
From the conceptual standpoint taken in this work, the
SU(2) version (I.1) of the isolated horizon boundary con-
dition seems more attractive, since less classical structure
is needed in the quantum theory, and we have a chance to
account for all quantum degrees of freedom with the alge-
bra A. If only one of the three components of the SU(2)
connection A is fixed by the horizon conditions, there are
two other components free on the horizon. Since they do
not form a connection, they are hard to treat with loop
quantum gravity methods. This is the reason for treat-
ing the U(1) case with gauge fixing to U(1) everywhere.
But if one wishes, one can certainly gauge fix only on the
horizon, and our methods will essentially give back the
picture of [3, 4].
Clearly, we have to complete the investigation of the
SU(2) case, but besides and beyond this, there are other
interesting questions that should be considered. We make
a list of some of them:
1. For the case that the horizon is not a boundary of S,
the counting of horizon states of a given area may
be modified due to the fact that gauge charge can
now enter and leave at the punctures. This means
that the area-entropy relation may be modified - a
potential problem for the approach. This needs to
be studied in detail.
2. It is odd that the classical horizon area aH shows
up in the quantum horizon condition (I.2), and con-
sequently all over the place in the quantum theory.
It would be very nice if this can be changed, either
through a change in the classical theory as sketched
in [11] or through replacing aH in (I.2) by a suitable
operator.
3. Since the states containing a horizon and the vac-
uum state of loop quantum gravity are states on
the same algebra, it is now possible to relate them.
In particular, it should be possible to approximate
the states with a horizon by states in the vacuum
(AL) representation.
4. The implementation of diffeomorphisms that move
punctures should be studied carefully, to confirm
the anyonic statistics of the punctures in both, the
U(1) and the SU(2) case.
5. The type of solutions of the quantum horizon con-
dition (I.2) we found may not be the only one.
Note for example that we took the flux as given
from the vacuum representation of loop quantum
gravity, and thereby fixed the connection on the
horizon. One could think of doing it the other way
around, taking the holonomy operators on the hori-
zon to be in the loop quantum gravity vaccum, and
thereby determine a nonstandard representation of
the fluxes. There may be other possibilities. This
merits further thought.
6. Horizons with nontrivial topologies and their quan-
tization in loop quantum gravity have been studied
in a very interesting series of articles [32–34]. This
gives a good point of comparison for the results re-
ported in the present work.
Finally, this investigation may be the motivation to
find and study other kinds of branelike states in loop
quantum gravity.
ACKNOWLEDGMENTS
I thank the organizers of the 2011 Shanghai Asia-
Pacific School and Workshop on Gravitation, where the
idea for this article was first conceived. Madhavan
Varadarajan, Lee Smolin, and Thomas Thiemann gave
valuable comments on an earlier version of the article.
This research was partially supported by the Spanish
MICINN Project No. FIS2008-06078-C03-03.
[1] L. Smolin, “Linking topological quantum field theory and
nonperturbative quantum gravity,” J. Math. Phys. 36,
6417-6455 (1995). [gr-qc/9505028].
[2] C. Rovelli, “Black hole entropy from loop quan-
tum gravity,” Phys. Rev. Lett. 77, 3288 (1996)
[arXiv:gr-qc/9603063].
[3] A. Ashtekar, J. Baez, A. Corichi and K. Krasnov, “Quan-
tum geometry and black hole entropy,” Phys. Rev. Lett.
80, 904 (1998) [arXiv:gr-qc/9710007].
[4] A. Ashtekar, J. C. Baez and K. Krasnov, “Quantum ge-
ometry of isolated horizons and black hole entropy,” Adv.
Theor. Math. Phys. 4, 1 (2000) [arXiv:gr-qc/0005126].
[5] R. K. Kaul and P. Majumdar, “Quantum black
hole entropy,” Phys. Lett. B 439, 267 (1998)
[arXiv:gr-qc/9801080].
[6] R. K. Kaul and P. Majumdar, “Logarithmic correction to
the Bekenstein-Hawking entropy,” Phys. Rev. Lett. 84,
5255 (2000) [arXiv:gr-qc/0002040].
[7] M. Domagala and J. Lewandowski, “Black hole entropy
from quantum geometry,” Class. Quant. Grav. 21, 5233
(2004) [arXiv:gr-qc/0407051].
[8] K. A. Meissner, “Black hole entropy in loop quan-
tum gravity,” Class. Quant. Grav. 21, 5245 (2004)
[arXiv:gr-qc/0407052].
[9] A. Corichi, J. Diaz-Polo, E. Fernandez-Borja, “Black
hole entropy quantization,” Phys. Rev. Lett. 98, 181301
(2007). [gr-qc/0609122].
[10] J. Engle, A. Perez and K. Noui, “Black hole entropy
13
and SU(2) Chern-Simons theory,” Phys. Rev. Lett. 105,
031302 (2010) [arXiv:0905.3168 [gr-qc]].
[11] J. Engle, K. Noui, A. Perez and D. Pranzetti, “Black hole
entropy from an SU(2)-invariant formulation of Type
I isolated horizons,” Phys. Rev. D 82, 044050 (2010)
[arXiv:1006.0634 [gr-qc]].
[12] I. Agullo, J. Fernando Barbero, E. F. Borja, J. Diaz-Polo,
E. J. S. Villasenor, “Detailed black hole state counting in
loop quantum gravity,” Phys. Rev. D82, 084029 (2010).
[arXiv:1101.3660 [gr-qc]].
[13] J. Engle, K. Noui, A. Perez and D. Pranzetti, “The SU(2)
Black Hole entropy revisited,” arXiv:1103.2723 [gr-qc].
[14] A. Ashtekar, C. Beetle and S. Fairhurst, “Isolated hori-
zons: A Generalization of black hole mechanics,” Class.
Quant. Grav. 16, L1 (1999) [arXiv:gr-qc/9812065].
[15] K. Noui, A. Perez, “Three-dimensional loop quan-
tum gravity: Physical scalar product and spin foam
models,” Class. Quant. Grav. 22, 1739-1762 (2005).
[gr-qc/0402110].
[16] K. Noui, A. Perez, “Three-dimensional loop quantum
gravity: Coupling to point particles,” Class. Quant.
Grav. 22, 4489-4514 (2005). [gr-qc/0402111].
[17] K. Krasnov, “Quanta of geometry and rotating
black holes,” Class. Quant. Grav. 16, L15 (1999)
[arXiv:gr-qc/9902015].
[18] E. R. Livine and D. R. Terno, “Quantum black holes:
Entropy and entanglement on the horizon,” Nucl. Phys.
B 741, 131 (2006) [arXiv:gr-qc/0508085].
[19] K. Krasnov and C. Rovelli, “Black holes in full quan-
tum gravity,” Class. Quant. Grav. 26, 245009 (2009)
[arXiv:0905.4916 [gr-qc]].
[20] I.Ya. Aref’eva, “Non-Abelian stokes formula”, Theor.
Math. Phys. 43 (1980) 353-356
[21] H. Sahlmann and T. Thiemann, “Chern-Simons theory,
Stokes’ Theorem, and the Duflo map,” J. Geom. Phys.
61, 1104 (2011) [arXiv:1101.1690 [gr-qc]].
[22] A. Ashtekar and J. Lewandowski, “Differential ge-
ometry on the space of connections via graphs and
projective limits,” J. Geom. Phys. 17, 191 (1995)
[arXiv:hep-th/9412073].
[23] A. Ashtekar and J. Lewandowski, “Projective techniques
and functional integration for gauge theories,” J. Math.
Phys. 36, 2170 (1995) [arXiv:gr-qc/9411046].
[24] H. Sahlmann, “When do measures on the space of
connections support the triad operators of loop quan-
tum gravity?,” J. Math. Phys. 52, 012503 (2011)
[arXiv:gr-qc/0207112].
[25] J. Lewandowski, A. Okolow, H. Sahlmann and T. Thie-
mann, “Uniqueness of diffeomorphism invariant states
on holonomy-flux algebras,” Commun. Math. Phys. 267,
703 (2006) [arXiv:gr-qc/0504147].
[26] H. Sahlmann and T. Thiemann, “On the superselection
theory of the Weyl algebra for diffeomorphism invariant
quantum gauge theories,” arXiv:gr-qc/0302090.
[27] C. Fleischhack, “Representations of the Weyl algebra
in quantum geometry,” Commun. Math. Phys. 285, 67
(2009) [arXiv:math-ph/0407006].
[28] H. Sahlmann, in preparation
[29] H. Sahlmann, “Some results concerning the represen-
tation theory of the algebra underlying loop quan-
tum gravity,” J. Math. Phys. 52, 012502 (2011)
[arXiv:gr-qc/0207111].
[30] A. Corichi and K. V. Krasnov, “Ambiguities in loop
quantization: Area versus electric charge,” Mod. Phys.
Lett. A 13, 1339 (1998) [arXiv:hep-th/9703177].
[31] T. Frankel, The Geometry of Physics, second edition,
Cambridge University Press, 2003
[32] S. Kloster, J. Brannlund, A. DeBenedictis, “Phase-space
and Black Hole Entropy of Toroidal Horizons in Loop
Quantum Gravity,” Class. Quant. Grav. 25 (2008)
065008. [gr-qc/0702036].
[33] J. Brannlund, S. Kloster, A. DeBenedictis, “The Evo-
lution of Lambda Black Holes in the Mini-Superspace
Approximation of Loop Quantum Gravity,” Phys. Rev.
D79, 084023 (2009). [arXiv:0901.0010 [gr-qc]].
[34] A. DeBenedictis, S. Kloster, J. Brannlund, “A Note on
the Symmetry Reduction of SU(2) on Horizons of Vari-
ous Topologies,” Class. Quant. Grav. 28, 105023 (2011).
[arXiv:1101.4631 [gr-qc]].
[35] H. Sahlmann, in preparation
