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Abstract— This paper considers the problem of designing robust dynamic precompensators for reducing the
effects of interactions in uncertain multivariable systems obtaining as an outcome a diagonal system. The system
has the same number of inputs and outputs and it is subject to time-invariant polytopic uncertainties. The
conditions are expressed as linear matrix inequalities (LMIs) and synthesize robust dynamic precompensators by
minimizing the H∞ norm of the compensated system with a reference system to yield diagonal dominance. As
another contribution, a new indicator of diagonal dominance is proposed for polytopic systems, an open problem
in the literature. The efficiency of the proposed synthesis procedure is illustrated by numerical experiments.
Keywords— Diagonal dominance, linear matrix inequalities, polytopic uncertain systems, Bounded Real
Lemma.
Resumo— O artigo considera o problema de projeto de pre´-compensadores dinaˆmicos robustos para reduzir
os efeitos de interac¸o˜es entre malhas em sistemas incertos multivaria´veis por meio da diagonalizac¸a˜o da dinaˆmica
resultante. Sa˜o considerados sistemas com o mesmo nu´mero de entradas e sa´ıdas e sujeitos a incertezas poli-
to´picas invariantes no tempo. As condic¸o˜es de projeto, expressas por meio de desigualdades matriciais lineares
(LMIs), sintetizam pre´-compensadores dinaˆmicos robustos por meio da minimizac¸a˜o da norma H∞ do processo
compensado com uma dinaˆmica de refereˆncia como forma de obter dominaˆncia diagonal. Como outra contribui-
c¸a˜o, e´ proposto um indicador de dominaˆncia diagonal para sistemas polito´picos, um problema ainda em aberto
na literatura. A eficieˆncia do procedimento de projeto e´ avaliada por meio de exemplos nume´ricos.
Palavras-chave— Dominaˆncia diagonal, desigualdades matriciais lineares, sistemas incertos polito´picos,
Bounded Real Lemma.
1 Introduc¸a˜o
O controle de processos industriais e´ desafiador
devido a presenc¸a de incertezas, na˜o linearidades
e de uma grande quantidade de malhas que in-
teragem entre si. A teoria de controle moderno
apresenta um nu´mero considera´vel de te´cnicas de
projeto de controladores multivaria´veis para lidar
com o acoplamento de malhas, contudo o con-
trole descentralizado, por meio de controladores
proporcional-integral-derivativos (PID), tornou-se
bastante popular devido as facilidades no projeto,
operac¸a˜o e manutenc¸a˜o por te´cnicos e engenheiros
de campo (Dittmar et al., 2012). Quando o aco-
plamento entre as malhas e´ muito grande o con-
trole descentralizado na˜o e´ eficiente e o uso de um
pre´-compensador que desacople as malhas e´ dese-
jado antes do projeto do controlador de realimen-
tac¸a˜o. Dessa forma, os engenheiros de campo po-
dera˜o utilizar mu´ltiplos PID monovaria´veis (con-
trole multi-malha) para sintonia ad-hoc.
Uma das formas para reduzir as interac¸o˜es en-
tre malhas de uma planta e´ a obtenc¸a˜o de domi-
naˆncia diagonal (Rosenbrock, 1974) por meio de
um pre´-compensador. O projeto de controle pode
enta˜o ser feito por te´cnicas cla´ssicas monovaria´-
veis. A te´cnica tradicional de obtenc¸a˜o de domi-
naˆncia diagonal e´ por meio de pre´-compensadores
esta´ticos (Hawkins, 1972; Chughtai e Munro,
2004) cujo desempenho e´ pobre em frequeˆncia.
Mais recentemente, pre´-compensadores dinaˆmi-
cos surgiram como uma alternativa mais atra-
ente (Nobakhti, 2002; Chughtai et al., 2005; Jetto
et al., 2017).
Considerar incertezas de modelo no projeto de
pre´-compensadores robustos para obtenc¸a˜o de do-
minaˆncia diagonal tem sido feito de forma conser-
vadora (Chughtai et al., 2005; Jetto et al., 2017).
Em Chughtai e Munro (2004), o projeto de con-
troladores esta´ticos foi realizado por meio de de-
sigualdades matriciais lineares (do ingleˆs,Linear
Matrix Inequalities - LMIs) e em Chughtai et al.
(2005) o caso incerto foi reescrito como um pro-
blema de minimizac¸a˜o de norma H∞. Em Si-
queira et al. (2014), o desacoplamento e o projeto
de controladores descentralizados sa˜o abordados
para sistemas discretos no tempo sujeito a` incer-
tezas polito´picas, mas recaindo em um problema
de otimizac¸a˜o na˜o convexo resolvido em duas eta-
pas.
Um dos principais problemas dos trabalhos
que buscam a dominaˆncia diagonal por meio de
condic¸o˜es convexas e´ considerar a minimizac¸a˜o da
norma H∞ do processo compensado em relac¸a˜o a
identidade como termo dominante. Ale´m do mais,
esse valor de norma na˜o reflete a relac¸a˜o de mag-
nitude entre os elementos fora da diagonal (linha
ou coluna) com os da diagonal principal em func¸a˜o
da frequeˆncia.
Destaca-se que, apesar da larga aplicac¸a˜o em
processos industriais, a diagonalizac¸a˜o de sistemas
polito´picos tem recebido muito pouca atenc¸a˜o na
literatura e, no conhecimento dos autores, propo˜e-
se me´todo ine´dito de projeto. Sa˜o apresentadas
nesse trabalho condic¸o˜es LMIs para o projeto de
pre´-compensadores dinaˆmicos robustos por meio
da minimizac¸a˜o da norma H∞ do processo com-
pensado com uma dinaˆmica diagonal de refereˆn-
cia. O sistema e´ representado por incertezas po-
lito´picas pertencentes ao simplex unita´rio. Como
outra contribuic¸a˜o, sa˜o apresentadas novas con-
dic¸o˜es convexas para o ca´lculo de um indicador
de dominaˆncia diagonal para sistemas polito´picos,
um problema ainda em aberto na literatura.
2 Formulac¸a˜o do Problema
O problema de diagonalizac¸a˜o de um sistemaG(s)
com um pre´-compensador K(s) pode ser formu-
lado a partir da definic¸a˜o de dominaˆncia funda-
mental, como feito por Chughtai e Munro (2004)
e Chughtai et al. (2005):
Definic¸a˜o 1 (Dominaˆncia Fundamental)
Sejam A,B,D ∈ Cn×n tal que B seja na˜o-
singular e A = B + D. Diz-se que B e´ termo
dominante de A se
ρ(B−1D) < 1 (1)
em que ρ(.) e´ o raio espectral (maior magnitude
de autovalor).
Aplicando essa definic¸a˜o a uma matriz de
transfereˆncia G(s) = X(s) + Y(s), em que
ρ(X(s)−1Y(s)) < 1, enta˜o o pre´-compensador
pode ser definido tal que X(s)K(s) = I. Assim,
a identidade sera´ o termo dominante do sistema
compensado
G(s)K(s) = I+Y(s)K(s)
ρ(I−1Y(s)K(s)) = ρ(G(s)K(s)− I) < 1
Como ρ ≤ σ, em que σ e´ o maior valor singular,
chega-se ao seguinte problema de minimizac¸a˜o:
ρ(G(s)K(s) − I) ≤ σ(G(s)K(s)− I)
≤ ‖G(s)K(s)− I‖∞ < γ
(2)
Trata-se, portanto, de um problema de con-
trole em malha aberta por modelo de refereˆncia,
em que a matriz diagonal I e´ o modelo de re-
fereˆncia. Apesar de se tratar de um modelo de
refereˆncia diagonal, que e´ o que se procura para
um sistema desacoplado, e´ um modelo conserva-
dor, como salienta os autores de Chughtai et al.
(2005).
Uma forma de evitar a necessidade de matriz
na˜o estritamente pro´pria no termo diagonal domi-
nante e´ escolher K(s) tal que X(s)K(s) = N(s),
em que N(s) e´ uma matriz de transfereˆncia dia-
gonal que serve como refereˆncia para a diagonali-
zac¸a˜o, resultando em
‖N(s)−1G(s)K(s)− I‖∞ < γ (3)
Uma vez que ‖N(s)−1G(s)K(s) − I‖∞ ≤
‖N(s)−1‖‖G(s)K(s)−N(s)‖, por questo˜es nume´-
ricas, pode-se optar por resolver o problema de
otimizac¸a˜o de minimizar γ∗ sujeito a` restric¸a˜o
‖G(s)K(s)−N(s)‖∞ < γ
∗ (4)
A vantagem de escrever o problema de di-
agonalizac¸a˜o como problema de minimizac¸a˜o da
norma H∞ e´ que podem ser utizadas desigualda-
des matriciais lineares (LMIs) para resolver esse
problema, em especial para sistemas incertos.
3 Principais Resultados
Seja G(s, α) um sistema incerto invariante no
tempo dado por
x˙G(t) = AG(α)xG(t) +BG(α)u(t)
y(t) = CG(α)xG(t) +DG(α)u(t)
em que AG(α) ∈ R
nG×nG , BG(α) ∈ R
nG×m,
CG(α) ∈ R
m×nG , DG(α) ∈ R
m×m e α um ve-
tor de paraˆmetros incertos pertencentes ao sim-
plex unita´rio
Λ = {p ∈ Rn :
N∑
i=1
pi = 1, pi ≥ 0 i = 1 . . . , N}.
Por questa˜o de notac¸a˜o, sera´ dito que






Seja um pre´-compensador robusto K(s) :=
{AK,BK,CK,DK} e um modelo diagonal de re-
fereˆncia N(s) := {AN,BN,CN,DN}:
x˙K(t) = AKxK(t) +BKv(t)
u(t) = CKxK(t) +DKv(t)
x˙N (t) = ANxN (t) +BNv(t)
z(t) = CNxN (t) +DNv(t)
em que AK ∈ R
nK×nK ,BK ∈ R
nK×m,CK ∈




m×nN ,DN ∈ R
m×m. Enta˜o o
sistema H(s, α) = G(s, α)K(s) −N(s), cujo dia-
grama e´ apresentado na Figura 1, pode ser escrito
como





















Figura 1: Diagrama de blocos do sistema H(s, α).
3.1 Condic¸o˜es de projeto via custo garantido
H∞
Os problemas de minimizac¸a˜o de norma H∞ do
sistema (5) sa˜o formulados em LMIs pelo Boun-
ded Real Lemma (Boyd et al., 1994), o qual, apo´s
aplicac¸a˜o do Lema de Finsler, resulta no seguinte
lema (Lacerda et al., 2011):
Lema 1 Seja o sistema polito´pico H(s, α) dado
por (5) e A(α) Hurwitz esta´vel. A desigualdade
‖H(s, α)‖∞ < γ e´ va´lida para todo α ∈ Λ se e so-
mente se existir uma matriz sime´trica definida po-
sitiva W(α) ∈ Rn×n e matriz X (α) ∈ Rn×2(n+m),
em que n = nG + nK + nN , tais que
1
Q(α) +He(X (α)B(α)) < 0, ∀α ∈ Λ (6)
B(α) =
[





0 W(α) 0 B(α)
⋆ 0 0 0
⋆ ⋆ −I D(α)
⋆ ⋆ ⋆ −γ2I


A desigualdade (6) envolve o produto de va-
ria´veis do problema (AK e CK) com a varia´vel de
otimizac¸a˜o X (α), devido ao produto B(α)′X (α)′.
Uma estrate´gia para obter LMIs e´ impor restric¸o˜es
a` varia´vel X (α) de forma a eliminar esses produ-
tos seguindo linhas apresentadas em Mazzoccante
e Oliveira (2016).
Teorema 1 Se existirem uma matriz sime´trica
definida positiva W(α) ∈ Rn×n,matrizes X1(α) ∈
RnG×2(n+m), X3(α) ∈ R
nN×2(n+m), Xˆ ∈
RnK×nK , BK ∈ R
nK×m e DK ∈ R
m×m, LAK ∈
RnK×nK , LCK ∈ R
m×nK , em que n = nG+ nK +
nN , e dado θX ∈ R
nK×2(n+m) com rank(θX ) =
nK , tal que











⋆ 0 0 0
⋆ ⋆ −I DG(α)DK −DN
⋆ ⋆ ⋆ −γ2I


1Define-se a notac¸a˜o He(M) := M+M ′ e ⋆ como sendo




















enta˜o AK = LAKXˆ
−1, CK = LCKXˆ
−1, BK e
DK sa˜o as matrizes do pre´-compensador K(s) que



































Enta˜o A(α)′Y(α)′ = B(α)′X (α)′, o que torna a
condic¸a˜o (7) equivalente a
Q(α) + X (α)B(α) + B(α)′X (α)′ < 0, ∀α ∈ Λ
(8)
Considere, ainda, A(α), B(α), C(α), D(α) as
matrizes do sistema (5) e a seguinte base para o




 I A(α) 0 00 C(α) I 0
0 0 0 I


Desenvolvendo a partir da condic¸a˜o (8):
Q(α) + X (α)B(α) + B(α)′X (α)′ < 0
⇒ B⊥(α)
′(Q(α) + He(X (α)B(α)))B⊥(α) < 0
⇒ B⊥(α)
′Q(α)B⊥(α) =





que e´ uma LMI para o Bounded Real Lemma do
sistema (5) (Boyd et al., 1994). ✷
Comenta´rio 1 No Teorema 1 as matrizes de
N(s) podem ser escolhidas de forma a representar
as dinaˆmicas do sistema original em suas func¸o˜es
de transfereˆncia da diagonal. Assim, um N(s)
poss´ıvel e´ a matriz de transfereˆncia em que ha´ ape-
nas a diagonal de G(s) nominal. Contudo, como
o crite´rio de projeto ignora N(s)−1 de (3), uma
forma de na˜o privilegiar uns canais em detrimento
de outros e´ normaliza´-los aplicando a` diagonal de
G(s) a inversa da matriz de ganho esta´tico dessa
diagonal. Assim, os canais passam a ter pesos si-
milares.
Comenta´rio 2 A matriz θX ∈ R
nK×2(n+m),
por sua vez, pode ser escolhida de forma
arbitra´ria, desde que tenha posto com-
pleto. Uma escolha poss´ıvel e´ θX =[
0nK×nG I 0nK×nN+nG I 0nk×nN+2m
]
.
Salienta-se que a escolha de θX repercurte no
conservadorismo do projeto.
Comenta´rio 3 O paraˆmetro nK deve ser esco-
lhido por convenieˆncia para implementac¸a˜o. Uma
regra pra´tica e´ escolher a mesma dimensa˜o do sis-
tema (nG). A escolha de nN , por sua vez, depende
principalmente da forma com que a diagonal de
G(s) e´ representada no espac¸o de estados. Nor-
malmente, a representac¸a˜o aumenta o nu´mero de
estados em relac¸a˜o ao sistema original, mas de
forma virtual, com cancelamento de zeros e polos
repetidos. E´ interessante, pois, diminuir a ordem
da diagonal eliminando estados menos expressivos
(no Matlab, pode ser utilizada func¸a˜o modred com
ajuda da func¸a˜o balreal, para avaliar os esta-
dos).
3.2 Indicador de diagonalizac¸a˜o
Seja o sistema compensado H(s, α) =
G(s, α)K(s) dado por
H(s, α) = {A(α),B(α),C(α),D(α)} :=




Podemos representar H(s, α) como
H(s, α) = HD(s, α) + (H(s, α)−HD(s, α))
em que HD(s, α) e´ a diagonal do sistema compen-
sado. Utilizando a abordagem pela dominaˆncia
fundamental, HD(s, α) e´ termo dominante se
ρ(HD(s, α)
−1(H(s, α)−HD(s, α)) =
ρ(HD(s, α)
−1H(s, α)− I) < 1
Assim, uma medida da diagonalizac¸a˜o de
H(s, α) pode ser obtida minimizando λ sujeito a
‖HD(s, α)
−1H(s, α)− I‖∞ ≤ λ (10)
E´ poss´ıvel representar HD(s, α) no espac¸o de
estados construindo as func¸o˜es de transfereˆncia de
cada termo da diagonal em func¸a˜o das matrizes do
sistema em (9)2:
Hi,i(s, α) = Ci,:(α)(sI−A(α))
−1B:,i(α)+Di,i(α)
Agrupando as func¸o˜es de
transfereˆncia, o sistema HD :=







































0 · · · Dm,m(α)


A inversa˜o do sistema HD(s, α) no espac¸o de
estados exige que DHD(α) seja na˜o-singular para
que seja realiza´vel, ou seja, Di,i(α) 6= 0 ∀i =




caso de G(s, α) ou K(s) serem estritamente pro´-
prios, e´ necessa´rio adicionar zeros ate´ que o nu´-
mero de zeros seja igual ao de polos do sistema.
Para na˜o alterar significativamente o sistema, e´
importante que os zeros adicionados estejam longe
dos zeros e polos originais, o que pode ser feito de-
finindoDHD(α) = DHD (independente de α) e su-
ficientemente pequeno. No caso de processos com
termo de transmissa˜o direta na˜o nulo,DG(α) 6= 0,
e´ necessa´rio impor no projeto DK = 0, pois na˜o
e´ poss´ıvel obter a inversa de uma matriz depen-
dente de paraˆmetros, e DHD suficientemente pe-
queno. A expressa˜o para HD(s, α)
−1 a partir de
suas matrizes no espac¸o de estados e´ dada por














com DHD = εI, com ε suficientemente pequeno.
Por fim, para obter o sistema
HD(s, α)
−1H(s, α) − I em (10), basta es-
crever o sistema formado pela cascata entre
2A notac¸a˜o Mi,: indica a i-e´sima linha, M:,j a j-e´sima















0 AG(α) BG(α)CK BG(α)DK

















−1 e H(s, α), dado por (9), e subtrair
I da matriz de transmissa˜o direta do sistema
resultante, conforme mostrado em (11).
Para calcular o menor valor para λ, chamado
neste trabalho de grau garantido de diagonaliza-
c¸a˜o, pode-se utilizar o Bounded Real Lemma ou o
resultado equivalente (6).
4 Exemplos Nume´ricos
Todas as rotinas foram implementadas em Ma-
tlab, versa˜o R2016a usando Yalmip (Lo¨fberg,
2004) e SeDuMi (Sturm, 1999), em um compu-
tador Intel Core i7 CPU (2.00GHz), 8GB RAM.
O pacote ROLMIP (Agulhari et al., 2012) e´ utili-
zado para implementar as condic¸o˜es dependentes
de paraˆmetros em um conjunto de LMIs de dimen-
sa˜o finita.
Exemplo 1 Neste primeiro exemplo, sera´ utili-
zado um processo de quatro tanques de ordem qua-
tro com duas entradas e duas sa´ıdas (Johansson,
2000) (Siqueira et al., 2014). Trata-se de um sis-
tema na˜o-linear que, apo´s linearizado, resulta no













0 0 − 1
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kc 0 0 0







em que A1, A3 = 28 cm
2, A2, A4 = 32 cm
2, kc =
0, 50 V/cm, k1 = 3, 14 cm
3/V s, k2 =
3, 29 cm3/V s, γ1 = 0, 43, γ2 = 0, 34, T3 =
39 s, T4 = 56 s sa˜o paraˆmetros conhecidos e T1 =
63 s±10%, T2 = 91 s±10% sa˜o paraˆmetros cons-
tantes, mas desconhecidos. A matriz de transfe-












Para aplicar a te´cnica descrita em 3.1, foram
escolhidos nK = 4, mesma ordem do sistema, e
N(s) obtido a partir da diagonal de G(s) e poste-
rior normalizac¸a˜o em relac¸a˜o aos ganhos esta´ticos
e reduc¸a˜o para ordem nN = 4, conforme Comen-




−0, 0111 0 0 0
0 −0, 0160 0 0
−0, 0082 −0, 0012 −0, 0113 0, 0175








−0, 0047 0, 0387





0 −0, 1266 0 0







Ale´m disso foi escolhido θX =[
I I I I I I 0
]
, resultando em





−0, 8468 0, 1556 0, 0002 −0, 0093
0, 4272 −1, 5461 −0, 0694 −0, 0069
0, 1236 −0, 3576 −0, 0408 −0, 0050






0, 0348 0, 0495
−0, 1315 0, 0040
−0, 0317 0, 0029





15, 7548 4, 6932 0, 8750 0, 2248




0, 6952 1, 0351
−0, 4082 0, 0453
]
Para mostrar os resultados, sera˜o apresenta-
dos dois tipos de gra´ficos. No primeiro tipo, as
Figuras 2 e 3 mostram, respectivamente, os ga-
nhos do diagrama de Bode dos sistemas sem pre´-
compensador G(s, α) e do sistema compensado
G(s, α), para cada par entrada-sa´ıda (correspon-
dentes a cada elemento da matriz de transfereˆn-
cia). Idealmente, para um sistema desacoplado,
apenas os elementos da diagonal devem ser dife-
rentes de zero. Na pra´tica, quanto maior o ganho
do elemento da diagonal em relac¸a˜o aos demais
elementos da mesma linha, menos a sa´ıda corres-
pondente a essa linha e´ influenciada pelas outras
entradas. Observe que, enquanto a Figura 2 mos-
tra um sistema em que a sa´ıda 1 e´ influenciada
mais pela entrada 2 que pela entrada 1, na banda
passante do sistema, a Figura 3 mostra um sis-
tema bem desacoplado, com ganhos nos elementos
da diagonal consideravelmente maiores que os de-
mais da mesma linha. Essa melhora indica bom
resultado do pre´-compensador K(s).
O outro tipo de gra´fico, ilustrado nas Fi-
guras 4 e 5, mostra os valores singulares de
HD(s, α)
−1H(s, α) − I, que, conforme mostrado
na Sec¸a˜o 3.2, indicam quanto o sistema H(s, α)
e´ diagonal/desacoplado. Para uma dada frequeˆn-
cia, quanto menor o maior valor singular, mais
desacoplado o sistema e´ nessa frequeˆncia. Em to-
dos os gra´ficos, os valores mı´nimos e ma´ximos
dos ganhos foram obtidos apo´s avaliar todos os
α =
[
α1 α2 . . . αM
]
poss´ıveis, em que M e´
o nu´mero de ve´rtices, utilizando apenas valores
αi ∈ {0; 0, 2; 0, 4; 0, 6; 0, 8; 1, 0}. O indicador de
diagonalizac¸a˜o foi calculado conforme descrito na
Sec¸a˜o 3.2, com a escolha DHD = 10
−7 para tor-
nar o sistema compensado na˜o estritamente pro´-
prio. Para o sistema G(s, α) o indicador resul-
tou em λG = 1, 6426, enquanto para o sistema
compensado G(s, α)K(s), λGK = 9, 0014. Em-
bora parec¸a contradizer o bom resultado, trata-
se de um indicador conservador, por considerar
todo o espectro de frequeˆncias. Isso pode ser
analisado com as Figuras 4 e 5, que mostram
os valores singulares em func¸a˜o da frequeˆncia de
GD(s, α)
−1GD(s, α)−I e HD(s, α)
−1H(s, α)−I,
respectivamente. O indicador λG = 1, 6426 (4, 31
dB) e´ um limitante superior dos valores singula-
res de GD(s, α)
−1GD(s, α) − I, que sa˜o maiores
na banda passante do sistema (Figura 4). O in-
dicador λGK = 9, 0014 (19, 09 dB), por sua vez,
e´ um limitante superior dos valores singulares de
HD(s, α)
−1H(s, α) − I, que sa˜o altos apenas fora
da banda passante do sistema. Dentro da banda,
os valores singulares sa˜o significativamente meno-























Figura 2: Valores mı´nimo e ma´ximo do ganho
(dB) em func¸a˜o da frequeˆncia (rad/s), para o sis-
tema G(s, α) do Exemplo 1.
Dentro da banda do sistema, o pre´-
compensador foi eficiente na diagonalizac¸a˜o.
Para frequeˆncias mais altas, pore´m, o sistema





















Figura 3: Valores mı´nimo e ma´ximo do ganho
(dB) em func¸a˜o da frequeˆncia (rad/s), para o sis-
tema G(s, α)K(s) do Exemplo 1.
busca minimizar a diferenc¸a entre o sistema
compensado e a refereˆncia e na˜o especificamente
a minimizac¸a˜o do indicador de diagonalizac¸a˜o.
Assim, para ganhos muito pequenos, pouco rele-
vantes para a minimizac¸a˜o do crite´rio de projeto,
na˜o ha´ qualquer expectativa quanto a` dominaˆncia
diagonal. Por isso tambe´m, o indicador de
diagonalizac¸a˜o na˜o foi baixo, pois considera o











Figura 4: Gra´fico de valores singulares
(dB) em func¸a˜o da frequeˆncia (rad/s) para
GD(s, α)
−1GD(s, α)− I do Exemplo 1.












Figura 5: Gra´fico de valores singula-
res (dB) em func¸a˜o da frequeˆncia (rad/s)
para HD(s, α)
−1H(s, α) − I, em que
H(s, α) = G(s, α)K(s) do Exemplo 1.
Para efeito de comparac¸a˜o, as Figuras 6 e
7 mostram o resultado do desacoplamento com o
pre´-compensador obtido por Siqueira et al. (2014),
aqui nomeado Kr(s). Nesse trabalho, que con-
sidera dinaˆmicas em tempo discreto, foi reali-
zada discretizac¸a˜o da dinaˆmica nominal G(s) com
tempo de amostragem T = 2.5 s. Para permitir a
comparac¸a˜o, esse pre´-compensador foi convertido
para tempo cont´ınuo para gerar as Figuras 6 e 7.
O alto valor singular de HD(s, α)
−1H(s, α)−I em
baixas frequeˆncias retrata o mau desacoplamento
da primeira sa´ıda em relac¸a˜o a` segunda entrada,
que tambe´m pode ser observado na Figura 6. As-
sim, a metodologia proposta nesse trabalho resul-
tou em melhor desacoplamento entre as malhas.


























Figura 6: Valores mı´nimo e ma´ximo do ganho
(dB) em func¸a˜o da frequeˆncia (rad/s), para o sis-
tema G(s, α)Kr(s) do Exemplo 1.










Figura 7: Gra´fico de valores singula-
res (dB) em func¸a˜o da frequeˆncia (rad/s)
para HD(s, α)
−1H(s, α) − I, em que
H(s, α) = G(s, α)Kr(s) do Exemplo 1.
Exemplo 2 Neste exemplo, sera´ avaliado um sis-
tema hipote´tico passa-faixa. O sistema foi mon-
tado a partir de func¸o˜es de transfereˆncia de se-
gunda ordem subamortecidos, para as quais a faixa
de frequeˆncia de interesse e´ na faixa de ressonaˆn-











cuja representac¸a˜o no espac¸o de estados do sis-
tema nominal G(s) := {AG,BG,CG,DG} utili-
zada foi obtida pela func¸a˜o ssdata do Matlab.
O sistema incerto estudado e´ ob-
tido adicionando paraˆmetros incertos
G(s, α) := {c1AG,BG, c2CG,DG}, em que
c1, c2 ∈ (0, 9; 1, 1). Os gra´ficos de ganho em
func¸a˜o da frequeˆncia para esse sistema sa˜o
mostrados na Figura 8.
Para aplicar a te´cnica descrita na Sec¸a˜o 3.1,
foram escolhidos nK = nN = 8, mesma ordem
do sistema, N(s) obtido a partir da diagonal de
G(s) e posterior normalizac¸a˜o em relac¸a˜o aos ga-
nhos esta´ticos e reduc¸a˜o de ordem, analogamente
ao Exemplo 1, obtendo:
N(s) = diag(
100
s2 + 2, 01s+ 100
,
100
s2 + 1, 001s+ 100
)
Da mesma forma, foi escolhido θX =[
I I I I I I 0
]
, resultando em γ =
5, 7526. As Figuras 8 e 9 mostram os ganhos em
func¸a˜o da frequeˆncia do sistema original e do sis-
tema compensado para cada par entrada-sa´ıda. A
sa´ıda 1 do sistema compensado e´ mais influenci-
ado pela entrada 2 que pela entrada 1, o que signi-
fica que o desacoplamento nessa primeira linha foi
ruim. A normalizac¸a˜o de N(s) pelo ganho esta´tico
na˜o ajuda no caso de sistemas passa-faixas, pois
os ganhos mais relevantes para a minimizac¸a˜o de
γ sa˜o aqueles das faixas de ressonaˆncia. A Figura
8 mostra que na banda de ressonaˆncia a variac¸a˜o
e´ maior em relac¸a˜o a α, o que pode explicar a di-
ficuldade em aproximar o sistema compensado a`
refereˆncia N(s), que e´ independente de α.
Assim, percebe-se que a escolha de N(s) e´
importante para a eficieˆncia da te´cnica. Como
neste exemplo, o sistema na˜o tem comportamento
passa-baixas, a escolha da diagonal de G(s) nor-
malizada na˜o resultou em boa diagonalizac¸a˜o.
























Figura 8: Valores mı´nimo e ma´ximo do ganho
(dB) em func¸a˜o da frequeˆncia (rad/s), para o sis-
tema G(s, α) do Exemplo 2.






















Figura 9: Valores mı´nimo e ma´ximo do ganho
(dB) em func¸a˜o da frequeˆncia (rad/s), para o sis-
tema G(s, α)K(s) do Exemplo 2.
5 Concluso˜es
Condic¸o˜es de projeto de pre´-compensadores ro-
bustos para sistemas polito´picos multivaria´veis fo-
ram apresentadas de forma a obter uma dinaˆmica
o mais diagonal poss´ıvel minimizando a interac¸a˜o
entre as malhas. Condic¸o˜es LMIs foram formu-
ladas para minimizar a norma H∞ do sistema
compensado com uma dinaˆmica de refereˆncia e um
indicador de dominaˆncia diagonal. A escolha da
dinaˆmica de refereˆncia mostrou-se sens´ıvel para a
obtenc¸a˜o da dominaˆncia diagonal e em que faixa
de frequeˆncia ela e´ alcanc¸ada. Verificou-se, ainda,
ser uma fonte de conservadorismo a minimizac¸a˜o
da norma H∞ em todo o espectro de frequeˆncia.
Portanto, para trabalhos futuros, sera´ consi-
derada uma faixa seletiva na frequeˆncia na mini-
mizac¸a˜o do custo garantido. Outra frente de pes-
quisa e´ melhorar a escolha do sistema de refereˆncia
N(s), como com um procedimento interativo , em
que o sistema de refereˆncia e´ tratado como varia´-
vel e atualizado com o pre´-compensador calculado.
Outra possibilidade a ser explorada e´ incorporar
os paraˆmetros incertos em N(s, α).
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