The accurate retina vessel segmentation (RVS) is of great significance to assist doctors in the diagnosis of ophthalmology diseases and other systemic diseases, and manually designing a valid neural network architecture for retinal vessel segmentation requires high expertise and a large workload. In order to further improve the performance of vessel segmentation and reduce the workload of manually designing neural network. We propose a specific search space based on encoder-decoder framework and apply neural architecture search (NAS) to retinal vessel segmentation. The search space is a macro-architecture search that involves some operations and adjustments to the entire network topology. For the architecture optimization, we adopt the modified evolutionary strategy which can evolve with limited computing resource to evolve the architectures. During the evolution, we select the elite architectures for the next generation evolution based on their performances. After the evolution, the searched model is evaluated on three mainstream datasets, namely DRIVE, STARE and CHASE_DB1. The searched model achieves top performance on all three datasets with fewer parameters (about 2.3M). Moreover, the results of cross-training between above three datasets show that the searched model is with considerable scalability, which indicates that the searched model is with potential for clinical disease diagnosis.
closely connected blood vessels, but also many tiny and weak blood vessels. And the difference between the vascular region and the background is subtle. Additionally, fundus images are susceptible to noise and uneven illumination. As indicated above, it is very challenging to segment the retinal vascular tree from fundus images. Although many manually designed neural network architectures for retinal vessel segmentation have been proposed, there are some limitations of these models. The existing neural network models are still difficult to capture vascular tree under complicated situation of fundus images. In this case, it is necessary to design a neural network model with fine architecture to extract the features of the complicated vascular tree more accurately. At present, the neural network architectures are designed manually, which requires high quality skilled expertise, requires repeated trial and error experiments, and has weaknesses such as strong subjectivity, high labor intensity and low efficiency.
In recent years, the research on neural architecture search (NAS) has been very popular. NAS can design the architecture automatically, and can also lead to new neural network architectures with better performance. Similarly, according to the characteristics of neural network architecture obtained by NAS, empirical information can be summarized to guide us to better manually design neural network architecture.
In this paper, we apply neural architecture search (NAS) with an evolutionary algorithm as optimization method to retinal vessel segmentation. In order to better improve the performance of RVS and automatically search a neural network architecture, we propose a specific search space based on encoder-decoder framework inspired by U-Net [2] . For macro-architecture search, we also adopt an encoding method with fixed length and non-redundant binary code to represent the neural network architecture and use modified evolutionary strategy (ES) to search efficiently under the large search space. ES can evolve with fewer individuals of the population compared with other evolutionary algorithms for constraints of limited computing resources. As shown in Figure 1 , during the architecture evolution, we adopt standard operations of evolutionary strategy (ES) (e.g. selection and mutation) to produce more competitive neural network architectures, and the survival of the fittest based on the performances of the architectures. When evaluating the performances of the architectures, the model would be trained independently and assign F1-score in RVS as the fitness of each individual. Our specific contributions are as follows:  It is the first time that NAS is applied to retinal vessel segmentation.  We propose a specific search space based on encoder-decoder framework, and use modified evolutionary strategy to automatically optimize the neural network architecture in this search space, and automatically find out a more suitable neural network architecture for retinal vessel segmentation.  The searched model achieves the top performance on three public available datasets, DRIVE [13] , STARE [14] , CHASE_DB1 [39] . Meanwhile, cross-training between these three datasets verify the robustness and scalability of the searched model. The remainder of this paper is structured as follows: Section 2 reviews related work with a focus on retinal vessel segmentation and neural architecture search. Section 3 introduces the proposed method. Section 4 presents the evaluation metrics, loss function and datasets. Section 5 describes the result of architecture evolution and experimental results of the searched model. Finally, we conclude this work in Section 6. [55] adopts a joint-loss to train the U-Net model. Two branches are responsible for pixel-wise loss and segment-level loss, respectively. The joint-loss could promote the model to balance the importance between thick and thin vessels. [54] adds pretrained components of MobileNetV2 [61] as the encoder and introduces novel contractive bottleneck bocks as the decoder, which achieve better performance and faster inference speed. [31] replaces traditional convolution with deformable convolution into U-Net to capture the miscellaneous morphology of vascular trees. [40] includes dense dilated convolutional block between the same stage encoder cell and decoder cell of the U-Net, and also uses a regularized walk algorithm to post-process model prediction. [29] designs a novel inception-residual block and introduce four supervision paths with different kernel size of convolution to utilize multi-scale features. The model in [30] has two encoders based on U-Net. One encoder path is for extracting spatial information and the other path is for extracting context information. Also, a novel module is used to combine the information of two paths. All the above methods which are mainly to adjust the architecture of neural network achieve a well performance for retinal vessel segmentation. This reflects the importance of neural network architecture for retinal vessel segmentation.
Neural architecture search
Depending on the search method, NAS can be divided into three types: reinforcement learning based, evolutionary algorithm based and differential architecture search. The method based on reinforcement learning [42] [43] [44] is to sample the neural network architectures and use a controller to learn how to generate better architectures from continual trial and error, with the performance of the models as reward feedback to the controller. The method based on evolutionary algorithms [11] [12] is to perform operations on the neural network architecture (such as crossover and mutation) to generate off-springs, and to continuously adjust the neural network architectures from generation to generation according to the law of survival of the fittest, and finally obtain the optimized model. For differential neural architecture search [45] [46] , each operation of the cell is assigned a weight coefficient. The parameter weight of neural network and the weight of each operation are updated alternately by gradient descent. The optimal model can be obtained by selecting the operation with the largest weight after convergence.
After the successes of NAS in image recognition ,some researchers have also extended NAS to image segmentation [4] and object detection [47] [48] . Similarly, there are also some works applying NAS to medical image segmentation. [49] , [50] and [51] are mainly to optimize the hyperparameters and operations of each layer of the neural network. [52] and [53] belong to cell-based method that optimizes the structure and operations inside the cell based on U-Net. Moreover, there is no work applying NAS to retinal vessel segmentation.
3．Proposed method
In this section, we will focus on how to use NAS for RVS and the optimization method of neural network architecture. As to improve the effect of RVS by a novel neural network architecture, it is necessary to specify the search space in the NAS process. In addition, because the evolutionary algorithm is used to automatically design the architecture of the neural network, the representation of the neural network architecture for evolving is equally important.
Search Space

Basic Framework of the Network Architecture
Since FCN [1] and original U-Net [2] with skip connections added for better feature fusion, full convolutional neural networks with encoder-decoder structure are currently mainstream in image segmentation. Due to the outstanding performance of original U-Net and its brilliant transferability, the U-like neural network architectures (variations of original U-Net) are still the best choice in medical image segmentation. The architecture of the U-like neural network is mainly composed of encoder for down-sampling and decoder for up-sampling. The encoder will extract image features of different scales, and the decoder will recover the abstract features in the encoder to the original image size and classify each pixel in the original image. With the above consideration, the basic framework of the neural network architecture in our method is also a U-like architecture with several different cells. It mainly contains one initial-conv cell, three encoder cells, and three decoder cells, which means three down-sampling and three up-sampling. Figure 6 shows our final neural network architecture, and we can understand the basic framework of search space from this figure.
Search Space for the Cells
In many NAS methods, cell-based micro-search methods are mainly used, which is mainly a search of operations inside the cell, and the searched neural network architecture is mainly formed by stacking several of these cells with the same operation. Our method will search the internal operation of cells and skip connections between different cells, which is a macro search method different from cell-based micro search. Inspired by the [3] , our method also includes several cells. Each cell would contain different operations. As shown in Table 1 and Figure 2 , the search space of our method mainly includes the normalization methods, the activation functions, the up-sampling methods and the down-sampling methods, the shortcut connections inside the cells, and the skip connections with the preceding cells. At the same time, unlike Original U-Net, which uses fixed skip connections for feature fusion between cells, our method will search the skip connections between the cells to find a better feature fusion network architecture. In addition to the existence of skip connections between different cells, the search space also contains the operation of whether to use the shortcut connection inside the cell. The work of paper [37] [38] is to adjust the structure of the model based on connections, which have proved that these connections can make the model better carry out feature fusion and gradient back propagation, and improve the training effect of neural network model. We only use 3 × 3 convolution, because [6] indicates that the 5 × 5 convolution can be replaced by multilayer 3 × 3 convolution to achieve larger receptive fields and reduce the parameters of the neural network, though some works [4] [5] think that the 5 × 5 convolution and larger receptive fields should be considered. The search space also contains some commonly used activation functions, normalization methods, and sampling methods. The number of convolution kernels in all cells is set to 128. When there are skip connections between different cells, if there is a dimension mismatch, we use 1 × 1 convolution to adjust the channel number of feature map from preceding cells or resize the feature map by nearest neighbor interpolation. 
Representation of the neural network architecture
Our method uses evolutionary algorithms to search network architectures for RVS, but generally does not directly operate on phenotypes. It operates on genotypes to affect phenotypes. Therefore, we need to introduce a reasonable way to encode the neural network architecture. Similar to [11] [12] , our method also adopts the binary bit to encode the network architecture. In order to search the architecture more efficiently, the coding of the architecture should be as short as possible, and there should be a one-to-one correspondence between genotype and phenotype. As shown in Figure 3 , we use a tuple (S, N1, N2, A, SC, SK1, ..., SKi) with binary values to represent each cell, and each bit represents the corresponding operation.  S stands for sampling method of the corresponding cell. Max pooling or Average pooling for encoder cells, and bilinear interpolation or transpose convolution for decoder cells.  N1 indicates weather to use normalization.  N2 indicates which type of normalization, batch normalization or instance normalization.  A is a bit indicating which type of activation function would be used, ReLU or SELU.  SC indicates the in-cell shortcut connection.  SKi means whether to take a skip connection with i th cell which is one of the preceding cells of the current cell. The range of i depends on the quantity of preceding cells. It should be noted that there aren't S, SC and SK in the initial-conv cell. Each cell is represented by a fixed-length bit fragment, but their code lengths aren't the same because of different operations. Often the later cells will be with more bits of SK, since they can have more skip connections from preceding cells. The genotype of the whole neural network architecture is spliced by code fragments of different cells. In the process of searching architecture, it is to directly operate the genotype of network architecture.
Optimization Method
The encoding method of the architecture is introduced last section. We use the modified evolutionary strategy (ES) to optimize the architecture by operating on the genotype of the network architecture. The network architectures corresponding to individuals will be evaluated and assigned fitness during evolving. When evaluating the network architecture, the model needs to be trained from scratch with trainset. The process of optimizing the model is as follows: (1) Initialize μ individuals as parent P, and train each model represented by P by assigning F1-score as fitness. (2) Generate λ off-springs C by random mutation from P.
(3) Evaluate the architecture represented by C by training with gradient descent in parallel, and assign F1-score evaluated on test set as the fitness. (4) Put the μ parents and λ off-springs together to get best μ individuals, and then replace P with the best μ individuals. (5) Return to step 2 until stop criteria are met.
In the above paper, we adopt the μ + λ evolution strategy (with μ = 9, λ = 9 in our experiment). When initializing the initial population, we do not use a completely random initialization method. In [36] , an initialization method called Rich Initialization is introduced, and it has been proved to work better than random initialization. Inspired by this, we also adopt a similar initialization method which there will be a shortcut connection in all cells of the network architecture represented by the initial P, and different cells will be connected with all preceding cells. There is only mutation in the operation of evolution strategy. In our method, every individual in the population will mutate, and the mutation probability р of each bit is 0.1.
Using modified ES as optimization method is that the ES can evolve with a small number of individuals per generation so that the requirement for GPU quantity is more flexible, and neural architectures can evolve under our very limited computing resources. Another reason is that reinforcement learning as optimization method requires lots of random samplings of the network architectures and requires huge computing power to evaluate them. And differentiable neural architecture search is with high requirements for GPU memory. The modified ES which we adopt is able to compromise what is mentioned above. [18] is proposed to cope with the imbalance of positive and negative samples. When vanilla cross-entropy is used as the loss function for imbalanced classification, the model is more likely to be affected by negative samples and easy samples, which leads to the overall learning direction of the model deviating. As a result, the model fails to learn positive and hard samples correctly. Based on vanilla cross-entropy, Focal loss adds two parameters (α and ѡ) to alleviate this problem. α is used to adjust the weight of loss function for positive and negative samples, and ѡ is used to adjust the weight of loss function for hard samples and easy samples. As in equation (1), , ,t, denote ground truth, model prediction, n-th sample, total sample, respectively.
Dataset
In our work, we mainly use three public datasets: DRIVE [13] , CHASE_DB1 [14] , STARE [39] . An overview of these 3 publicly available datasets is provided in Table 2 . Also, some examples of these 3 datasets are shown in Figure 4 . The three public datasets contain the manual annotations of two experts, and we only take the annotations of the first expert as the ground truth. Unlike the patch-based methods, we use the original images without cropping as the input of the models. As well as, CHASE_DB1 and STARE do not have a predefined train-test split. In order to compare with other methods more fairly, we use the same train-test split as other papers [15] [23] [28] . 
Evaluation Metrics
RVS, a binary classification problem, is to predict whether the pixels of retina vessel images belong to vessel (positive) or non-vessel(negative). TP, FP, TN, FN represent true positive, false positive, true negative, false negative, respectively. As shown in Table 3 , there are the five metrics selected. These metrics are all based on TP, FP, TN, FN. In our work, the global threshold τ is set to 0.5 when calculating TP, FP, TN, FN, except for AUROC which is calculated by different thresholds. 
Objective Function for Evolving
RVS is not only a dense prediction problem, but also an imbalanced classification problem. In a fundus image, the non-vessel area is more than 90%. Therefore, when comprehensively evaluating the model performance, ACC should not be adopted, and more comprehensive metrics, such as F1-score and AUROC, need to be considered. In the process of evolving network architecture, our work uses F1-score as fitness for this single-objective optimization problem, so the goal of optimization is to maximize Equation (2).
Experiments
Implement details
All the experiments are performed on a GPU server, which has four NVIDIA TITAN Xp GPU with 12GB memory each. During the evolution of the neural network architecture, each architecture in the evolution process needs to be evaluated. The evaluation method is to train the model by gradient descent with trainset, and then use the test set to evaluate the performance of the model and assign fitness to the corresponding individual. In the above training process, we use DRIVE dataset with a batch size of 2. At the same time, the optimizer we used is Lookahead [16] with Adam [17] as the base optimizer (β1 = 0.9, β2 = 0.999). The Lookahead optimizer is adopted default parameters, where α = 0.5, k = 6. Among them, the learning rate initialized during the training process is 0.001, and gradient is clipped with the L1 norm threshold of 0.1. Aiming at the data imbalance of RVS, we used Focal loss [18] (The two parameters, ѡ and γ, are set to 0.55 and 2.0, respectively). In this paper, all loss functions will use Focal loss by default if there is no special prompt, and the parameter settings are the same as above. During the evolution of the neural network architecture, the pixels of the images are normalized to the range of [-1,1] . We train each neural network model for 100 epochs, and take the F1-score calculated on the test set as the fitness of the corresponding individual in the evolution process.
Encoding representation of the neural network architecture have been introduced in previous section and each cell is with its corresponding fixed-length coding fragment. In our method, 54 bits are used to encode a neural network architecture. When using the μ + λ evolution strategy to evolve the neural network architecture, μ and λ are both set to 9, which means that the size of the population is 9. This setting is related to the number of GPUs. In the process of searching, 3 GPUs are used, and three neural network models are trained in parallel. At the same time, in order to maintain the efficiency of searching during evolution, μ is also set to 9. The maximal number of explored individuals is 9 × 100 = 900. When training, F1-score after each epoch will be calculated. If the F1-score exceeds 20 epochs without increase, it is considered that the model no longer needs to continue training, and the training is terminated to save computing resources.
Results of architecture evolution
As shown in Table 4 , the maximum (Max), minimum (Min), mean (Avg), median (Med), and standard deviation (Std) of fitness among all individuals in the corresponding generation during the evolution process. From the data in the Table 3 , it can be seen that the Max, Min, Avg and Med of fitness in each generation are increasing generation by generation, and Std of fitness in each generation is continuously decreasing. This is very important, indicating that the individuals in the population are getting better and better during the evolution process. Figure 5 mainly shows the changes in fitness maximum and minimum values in each generation of the population during the evolution. Because the evolution strategy (ES) used in this paper will only retain the top μ = 9 elite individuals in each generation as new parent population. Before the evolution to the 100 th generation, the maximum and minimum values of fitness in the population last for more than 10 generations from 87 th generation, so we stop the evolution in the 100 th generation and take the optimal individual of the 100 th generation as the output of the final result. As shown in Figure  6 , it is the model architecture corresponding to optimal individual. 
Experiments with the searched model
We retrain final neural network model (searched on DRIVE dataset) from scratch on DRIVE, STARE and CHASE_DB1. The parameter setting is basically the same as the setting when evaluating the model in the process of architecture evolution, including loss function, optimizer, etc. The main difference is that when retraining the model, data augmentation is carried out to avoid overfitting. For data augmentation, we used random horizontal and vertical flipping, and random rotation in the range of [-180°,180°]. Unlike the patch-based method, we use the full image as the model input. Due to limitation of the GPU memory (12G), we set the batch size of the experiments on these three datasets as 1 and train the models for 300 epochs. Table 5 , Table 6 , Table 7 show the comparison between our method and the previous methods on the three datasets DRIVE, STARE, CHASE_DB1, respectively. The metric data of the previous methods in these three tables are obtained from the original papers. These methods are representative methods based on deep learning and have achieved excellent results in retinal vessel segmentation. For DRIVE, our method achieves the best result in four of five metrics, only SP (specificity) is slightly lower than Fan et al.`s method [21] (0.9835<0.9849). For STARE and CHASE_DB1, our method achieves the best results in all five metrics compared to other methods with a considerable margin. Importantly, on three datasets, our method achieves the best results on two comprehensive metrics (F1 score and AUROC), which indicates the superiority of the searched model. 
Comparison with previous methods
Methods
Year ACC SE SP Fl AUROC
Vega et al. [20] 2015 0.9483 0.7019 0.9671 0.6614 N/A Table 7 . Comparison with previous methods on CHASE_DB1 dataset.
Year ACC SE SP Fl AUROC Our method is with certain advantages over previous methods, but this comparison is not very rigorous, because many parameters may be different (e.g. loss function, optimizer, batch size, etc.). The results of the compared methods may be obtained under different and best possible parameters settings. Therefore, we only change the model architecture and perform comparison experiments under the same parameter setting. We compare the searched model with original U-Net [2] and Attention U-Net [19] (variant of original U-Net) in this paper. As Table 7 shows, SP for Searched model, U-Net and Attention U-Net is 0.9835/0.9841/0.9841 on DRIVE, 0.9835/0.9861/0.9870 on CHASE_DB1 and 0.9881/0.9895/0.9893, respectively. ACC for Searched model, U-Net and Attention U-Net is 0.9759/0.9762/0.9764 on CHASE_DB1. The above mentioned is the all cases that the metrics of the searched model is slightly lower than U-Net and Attention U-Net but still comparable, and due to the data imbalance of RVS, ACC and SP cannot comprehensively and accurately evaluate the performances of the models. More importantly, the searched model achieves better results than U-Net and Attention U-Net in other comprehensive metrics, such as F1 score and AUROC.
What`s more, we use ROC curves in Figure 7 and PR curves in Figure 8 to evaluate the models. The larger area under these two curves directly reflects the better performance of the model. For the ROC curve, the closer it is to the upper left corner, the larger the area under the curve, while for the PR curve, the closer it is to the upper right corner, the larger the area under the curve. It can be known from the figures that, whether it is ROC curves or PR curves, the searched model has the largest area under the curves among three models. We also present some example results in Figure 9 . The blue pixels in figures of the results indicate false negative, which is the vessel region not detected. As we can see, the searched model detects vessels more accurately than U-Net and Attention U-Net, no matter the overall view or the local magnified view. One of the most obvious is that the results of the searched model are with less blue pixels. U-Net and Attention U-Net show their limitations on extracting complicated structural features, while the searched model can extract these indistinct and detailed features better. The searched model still performs well on segmenting densely intersected vessels and tiny vessels. With advantages of architecture, the searched model is able to provide desirable segmentation results. 
Cross-training evaluation
We access the scalability and robustness of the models by cross-training between the three datasets. The collection ways of DRIVE, STARE, and CHASE_DB1 are different. The results of cross-training can be used to judge the adaptability of the models when the fundus images are from different sources. The cross-training results of the three models (the searched model, U-Net and Attention U-net) are presented in Table 9 . Compared to training and testing in a single dataset, the performances of the three models are all degraded, but the searched model is still most effective than the other two models, and it would not cause a sharp deterioration in performance. After cross-training, the advantages of the searched model are more prominent because the metric gap between three models is more obvious. One of the most obvious is that when using STARE as the test set and DRIVE as the training set, the F1 score and AUROC of the searched model, U-Net and Attention U-Net are 0.5816/0.5646/ 0.7905 and 0.9349/0.9497/0.9829, respectively. When using CHASE_DB1 as the training set, the F1 score and AUROC obtained by the searched model, U-Net and Attention U-Net on STARE are 0.6377 / 0.6142 / 0.7050 and 0.9505 / 0.9203 / 0.9657, respectively. When CHASE_DB1 is used as the test set, a similar situation occurs, and this situation is that U-Net and Attention U-Net perform very poorly and are with large performance deterioration. A possible explanation for situation of STARE is that STARE is a more complicated than the other datasets[31] [41] . We consider that the situation of CHASE_DB1 may be the same reason as STARE. But even in these cases, the searched model can still obtain stable performance, which indicates that the searched model is with considerable scalability and robustness. This also proves that the searched model is more reliable and with potential for clinical disease diagnosis. 
Conclusion
In this paper, neural architecture search (NAS) is applied to retinal vessel segmentation. Based on the proposed specific search space, we adopt the modified evolutionary strategy to search the macro-architecture of the neural network. Compared to other models, the searched model is able to capture more features about the complicated vascular tree from fundus image and provide better segmentation result with fewer parameters. Furthermore, the searched model is with considerable scalability, which indicates the application potential in clinical diagnosis. We expect that the searched
