The classical approach to non-linear regression in physics, is to take a mathematical model describing the functional dependence of the dependent variable from a set of independent variables, and then, using non-linear fitting algorithms, extract the parameters used in the modeling. Particularly challenging are real systems, characterized by several additional influencing factors related to specific components, like electronics or optical parts. In such cases, to make the model reproduce the data, empirically determined terms are built-in the models to compensate for the impossibility of modeling things that are, by construction, impossible to model. A new approach to solve this issue is to use neural networks, particularly feed-forward architectures with a sufficient number of hidden layers and an appropriate number of output neurons, each responsible for predicting the desired variables. Unfortunately, feed-forward neural networks (FFNNs) usually perform less efficiently when applied to multi-dimensional regression problems, that is when they are required to predict simultaneously multiple variables that depend from the input dataset in fundamentally different ways. To address this problem, we propose multi-task learning (MTL) architectures. These are characterized by multiple branches of task-specific layers, which have as input the output of a common set of layers. To demonstrate the power of this approach for multi-dimensional regression, the method is applied to luminescence sensing. Here the MTL architecture allows predicting multiple parameters, the oxygen concentration and the temperature, from a single set of measurements. 20 24 this is achieved by choosing the parameters w to minimize a selected error function, like the mean 25 square error (MSE), with specific algorithms. To find the best solution for f is a classical optimization 26 problem [1-3]. This method, however, fails to deliver stable and accurate results, for example, when the 27 quantities y i with i = 1, ..., d have different physical meanings and, consequently, depend on different 28 components of the parameter vector w in fundamentally distinct ways. As a result, the mathematical 29 model may be an insufficient approximation, may be too complex for a stable implementation or may 30 be simply unknown [3]. 31 An example where the usual multi-dimensional regression approach fails is in the determination 32 of a substance from changes in its luminescence when several environmental conditions vary in 33 Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: an unknown and uncontrolled way. Luminescence quenching for oxygen detection represents a 34 widespread application relevant in many fields like biomedical imaging, environmental monitoring, 35 or process control [4] (see Section 4 for details). In this application, the quantity of interest is the 36 concentration of molecular oxygen [O 2 ]. The measured quantity, either the luminescence intensity or 37 luminescence intensity decay time of a special molecule (luminophore), is however equally strongly 38 dependent on the concentration [O 2 ] and the temperature T. As a result, it is not possible to extract 39 two different physical quantities, namely [O 2 ] and T, from the same set of data. Usually, T is 40 measured separately with another device and given as an input to a mathematical model describing 41 the dependency of those two quantities from the input data. The complexity increases further if more 42 than on luminophore is present, and several parameters (e.g. [O 2 ], [CO 2 ], pH) have to be determined 43 [5-9]. 44 A possible method, which recently attracted great interest, is the use of feed-forward neural 45 network (FFNN) architectures, with a certain number of hidden layers and an appropriate number of 46 output neurons, each responsible for predicting the desired variables y i with i = 1, ..., d. In the example 47 of oxygen sensing, the output layer would have a neuron for the oxygen concentration [O 2 ] and one 48 for the temperature T. This work shows that, since the output neurons must use the same features (the 49 output of the last hidden layer) for all variables [10,11], FFNNs result insufficiently flexible. For the 50 cases when the variables depend in fundamentally different ways from the inputs this approach will 51
Introduction

21
The classical use of regression in physics, sometimes also referred to as non-linear fitting, is to try 22 to determine d quantities y ∈ R d from a set of n measurements x ∈ R q with q ∈ N, using a theoretical 23 mathematical model y = f (x, w) that depends on a certain number p of parameters w ∈ R p . Typically when solving classification problems [15] . For regression problems, as the one studied in this work, the most common cost function is the mean square error (MSE), which is defined as
where n is the number of observations in input dataset; y [j] ∈ R d is the measured value of the desired 75 quantity for the j th observation (indicated as a superscript between square brackets), with j = 1, ..., n;
76ŷ
[j] ∈ R d is the output of the network, when evaluated on the j th observation. The optimizer affects The parameters α i have to be determined during the hyper-parameter tuning phase to optimize the network predictions. In this paper, being the cost function the MSE (Equation 1), the global cost function of Equation 2 is
where n T is the number of tasks; n is the number of observations in input dataset; y [j] ∈ R d is the 109 measured value of the desired quantity for observation j, with j = 1, ..., n;ŷ [j] ∈ R d is the output of the 110 network, when evaluated on the j th observation. 111
Neural Network Architectures and Implementation 112
In this paper three architectures, one classical FFNN and two MTL, were investigated and 113 compared in the simultaneous prediction of oxygen concentration and temperature. To make the 114 comparison meaningful, the parameters, which are not architecture-specific, were not varied. The 115 details of the architectures are described in the next subsections. 116 In the three architectures investigated the sigmoid activation functions was used for all the neurons
All the results were obtained with a training of 4000 epochs. The target variables y were normalized to 117 vary between 0 and 1. Thus, the sigmoid activation function was used also for the output neurons 118 y 1 and y 2 . The input measurement, as will be explained in detail in Section 4, is a vector in R q with 119 q = 16.
120
To minimize the cost function, the optimizer Adaptive Moment Estimation (Adam) [15, 25] The first MTL network studied is depicted in Figure 3 . It consists of three common hidden layers 137 with 50 neurons each, followed by two branches, one with two additional task-specific hidden layers 138 used to predict [O 2 ], and one branch without hidden layers used to predict both [O 2 ] and T at the same 139 time. The number of neurons of each task-specific hidden layer is 5. The idea behind this network is to 140 have a system that learns to predict [O 2 ] well, thanks to the further task-specific layers. The predicted
141
T is not expected to be exceptionally good since the common hidden layers must learn to predict 142 [O 2 ] pred and T pred at the same time. This architecture can be of applied when one of the outputs y i , here
143
[O 2 ], needs to be predicted with higher accuracy than the other ones. For this network, the global cost 144 function weights used were α 1 = 0.3 and α 2 = 5. Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 October 2019 doi:10.20944/preprints201910.0009.v1
Network C
The last MTL network, depicted in Figure 4 , consists again of three common hidden layers with 147 50 neurons each, followed by three branches, two with each two additional task-specific layers to 148 predict respectively [O 2 ] and T, and then one without additional layers to predict [O 2 ] and T at the This network is of interest because of the additional task-specific layers, which are expected to 152 improve the ability of predicting the temperature compared to the network B. The metric used to compare results from different network models is the absolute error (AE) for a given observation j, defined as the absolute value of the difference between the predicted and the expected value. For the oxygen concentration
The further quantity used to analyze the performance of the network is the mean absolute error (MAE), defined as the average of the absolute value of the difference between the predicted and the expected oxygen concentration or temperature. For example, for the oxygen prediction using the training dataset S train , MAE [O 2 ] is defined as
where |S train | is the size (or cardinality) of the training dataset. For example, in this work |S train |=20000.
155
The AE T and MAE T are similarly defined.
156
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Luminescence Quenching for Oxygen and Temperature Sensing
To demonstrate its advantages, the MTL approach was applied to the simultaneous determination 158 of the oxygen concentration and temperature of a medium. There are different optical methods used to 159 determine oxygen concentration since this is of great relevance for numerous research and application 160 fields, ranging from biomedical imaging, packaging, environmental monitoring, process control, and 161 chemical industry, to mention only a few [26] . Among the optical methods, a well-known approach is 162 based on luminescence quenching [27] [28] [29] .
163
The measuring principle is based on the quenching of the luminescence of a specific molecule The conventional approach consists in relating the change of the luminescence decay time from the oxygen concentration through a multi-parametric model, called Stern-Volmer equation [28] . The value of the device-specific constants is then determined through calibration. Without going into the details of the analytical model, the measured quantity, the phase shift θ, is most frequently related to the oxygen concentration [O 2 ] and temperature T through the approximate equation [30] tan
where θ 0 and θ, respectively, are the phase shifts in the absence and presence of oxygen, f and 1 − f indicate the fraction of the total emission of two components under unquenched conditions, K SV1 and K SV2 are associated (Stern-Volmer) constants for each component. Since the phenomena of luminescence and luminescence quenching are strongly influenced by the temperature, the parameters θ 0 , K SV1 , K SV2 , and f need to be modelled through different temperature dependencies [30] . The value of the parametrisation quantities is determined through non-linear regression. ω is the angular frequency of the modulation of the excitation light. Finally, Eq. (7) must be inverted to obtain [O 2 ] as a function of θ, T, and ω. To be able to have more information as input to our network, we will not use a single ω frequency value, but 16. Let's define
The goal of the network is to predict the oxygen concentration and temperature from an array of 171 values of r(ω, T, [O 2 ]) evaluated at a discrete set of sixteen ω i , with i = 1, ...16, that have been 172 used for the measurements. The j th measurement can be written as x [j] luminophore temperature is one of the major sources of error in an optical oxygen sensor.
179
The neural network proposed in this work defies the difficulties described above by 
Data Generation
To have a large enough dataset to train and test the neural networks, synthetic data were used.
184
The model described by Equation (7) 
Results and Discussion
206
As described in Section 4, the applied problem investigated in this work is a complex one since 207 the two quantities to be extracted from the data ([O 2 ] and T) depend from the input in different ways.
208
It is therefore not obvious that is possible to build a model which is able to predict both [O 2 ] and T at 209 the same time with good accuracy.
210
The fist network investigated is the simple FFNN A described in Section 3. Increasing the number of neurons in the hidden layers ton = 50 improves the prediction, reducing 218 both the median and the distribution. A further increase ton = 80, however, does not result in better a 219 prediction, showing the limits of this architecture to capture the details of the physical system.
220
The results for the prediction of the temperature for the same three networks are shown in Figure   221 6. Also AE T improves initially by increasing the number of neurons ton = 50, but does not get any 222 better when the number of neurons is further increased ton = 80. The boxplots of Figure 5 and Figure   223 6 show that AE [O 2 ] and AE T can assume quite high values, therefore demonstrating how the model is 224 not really able to make a prediction with an accuracy that may be used in any commercial application. in Figure 7 and 8, respectively.
234
From Figure 7 and 8 can clearly be seen that increasing the number of neurons helps at the 235 beginning. A further increase inn does not produce an improvement in prediction quality, on the 236 contrary it gets worse. These results indicate that this simple FFNN can extract at the same time the 237 two quantities with an accuracy which is at best poor and at worst unusable.
238
Networks B and C try to address this problem by adding, as described in previous sections, 239 respectively one and two branches after the last hidden layer in network A. The results of the prediction 240 from the networks B and C are then compared to those from network A withn = 50. Figure 9 shows As it can be seen from Figure 9 , the error in the prediction of network B is similar to that of 244 network A. However, AE [O 2 ] is significantly improved when using network C. The additional branch 245 in network C compared to network B clearly make the predictions much more accurate and, more 246 importantly, much less spread around the median. Finally, the results of the same analysis for the prediction of the temperature are shown in Figure   252 11. Here the calculated AE T for the same three networks is shown as a box plot, where the median is 253 visible as a red line. As it can be seen from Figure 11 , AE T is significantly reduced with network C. Although there 255 are still outliers (remember that in a boxplot the central box contains the 50% central groups of results), 256 the predicted temperatures are strongly concentrated around the median. These results indicate that 257 the prediction of the temperature is substantially improved when using network C.
258
The distribution of the AE T using the KDE is shown in Figure 12 . Thanks to the additional 259 task-specific hidden layer of the network C compared to network B, the KDE is higher and peaked 260 around zero, with practically no contributions above 5 • C. In this work, different neural networks architectures were investigated to solve the problem of 285 extracting multiple separate physical quantities at the same time from a single dataset. This type of 286 multi-dimensional regression problems in physics can be challenging or impossible to solve if the 287 mathematical models describing the functional dependence of the dependent variable from a set of 288 independent variables are too complex or unknown.
289
The proposed approach consists in using neural network MTL architectures, which are 290 characterized by a common set of layers and then task-specific layers for each quantity to be determined.
291
Thanks to the additional task-specific hidden layers this type of network can be trained to perform 292 better than conventional FFNNs when the quantities to be predicted are characterized by a significant 293 difference in physical behavior. The approach is demonstrated by applying it to oxygen luminescence 
304
This work aims to open the road to new ways of extracting multiple physical quantities from a 305 common set of data at the same time to achieve consistent results that are both accurate and stable. The 306 described approach is relevant for many practical applications in sensor science and demonstrates that
