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In future wireless communication networks, the number of devices is
likely to increase dramatically due to potential development of new
applications such as the Internet of Things (IoT). Consequently, ra-
dio access network is required to support multiple access of massive
users and achieve high spectral e ciency. From the information theo-
retic perspective, orthogonal multiple access protocols are suboptimal.
To achieve the multiple access capacity, non-orthogonal multiple ac-
cess protocols and multiuser detection (MUD) are required. For the
non-orthogonal code-division multiple access (CDMA), several MUD
techniques have been proposed to improve the spectrum e ciency.
Successive interference cancellation (SIC) is a promising MUD tech-
niques due to its low complexity and good decoding performance.
Random access protocols are designed for the system with bursty
tra c to reduce the delay, compared to the channelized multiple ac-
cess. Since the users contend for the channel instead of being assigned
by the base station (BS), collisions happen with a certain probability.
If the tra c load becomes relatively high, the throughput of these
schemes steeply falls down because of collisions. However, it has been
well-recognized that more complex procedures can permit decoding
of interfering signals, which is referred to as multi-packet reception
(MPR). Also, an SIC decoder might decode more packets by succes-
sively subtracting the correctly decoded packets from the collision.
Cognitive radio (CR) is an emerging technology to solve the prob-
lem of spectrum scarcity by dynamically sharing the spectrum. In the
CR networks, the secondary users (SUs) are allowed to dynamically
share the frequency bands with primary users (PUs) under primary
quality-of-service (QoS) protection such as the constraint of interfer-
ence temperature at the primary base station (PBS). For the uplink
multiple access to the secondary base station (SBS), transmit power
allocation for the SUs is critical to control the interference tempera-
ture at the PBS.
Transmit power allocation has been extensively studied in var-
ious multiple access scenarios. The power allocation algorithms can
be classified into two types, depending on whether the process is con-
trolled by the base station (BS). For the centralized power allocation
(CPA) algorithms, the BS allocates the transmit powers to the users
through the downlink channels. For the random access protocols,
there are also e↵orts on decentralized power allocation (DPA) that
the users select transmit powers according to given distributions of
power and probability, instead of being assigned the transmit power
at each time slot by the BS.
In this dissertation, the DPA algorithms for the random access
protocols with SIC are investigated and new methods are proposed.
First a decentralized multilevel power allocation algorithm to improve
the MAC throughput performance is proposed, for the general SIC
receiver that can decode multiple packets from one collision. Then an
improved DPA algorithm to maximize the overall system sum rate is
proposed, taking into account of both the MAC layer and PHY layer.
Finally, a DPA algorithm for the CR secondary random access is
proposed, considering the constraint of interference temperature and
the practical assumption of imperfect cancellation. An opportunistic
transmission protocol for the fading environment to further reduce the
interference temperature is also proposed. For the future work, the
optimal DPA for the random access with the SIC receiver is still an
open problem. Besides, advanced multiple access schemes that aim to
approach the multiple access capacity by combining the advantages of
the network coded cooperation, the repetition slotted ALOHA, and
the SIC receiver are also interesting.
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In this chapter, an introduction for the research on the decentralized power allo-
cation algorithms for the random access with the successive interference cancel-
lation receiver is presented. This chapter is organized as the following. First, in
Section 1.1, the research and the application background of the related wireless
communication technologies are reviewed. In Section 1.2, the motivation of this
research is explained and the problems to be solved are shown. In Section 1.4,
the scope of research is shown. Finally, Section 1.5 gives an overview of the whole
dissertation.
1.1 Background
A multiple access (MA) system consists of multiple transmitters and one common
receiver. The multiple access scenarios can be found in various wireless commu-
nication networks, e.g., uplink from users to base station (BS) in cellular network
and uplink from terminals to access point (AP) in computer networks. Di↵erent
from point to point communications, a problem that how the transmitters share
the channel resource to transmit their information raises naturally. Multiple ac-
cess protocol is a method to let the transmitters access the channel e ciently
[1, 2, 3, 4].
Depending on behaviors of the transmitters and the receiver, the conventional
multiple access protocols can be classified into two types: channelized access and
1
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random access. In the channelized access protocols, the channel resource is di-
vided into multiple sub-channel resource blocks. These resource blocks are as-
signed to the transmitters by the receiver in a coordinated manner. For example,
in time-division multiple access (TDMA) protocol, the same frequency band is
shared by multiple transmitters by dividing time into di↵erent time slots. Since
the channel resource allocation is guaranteed by the centralized coordination, the
channelized access protocols are especially suitable for voice services in the cellu-
lar networks. However, in the communication systems that the dominant tra c
is bursty data, such as computer network and sensor network, the channelized
protocols result in the delay and the waste of channel resource since each user
has to wait for its own assigned sub-channel.
Random access protocols are proposed to solve this problem. In the random
access protocols, the transmitters contend for the transmission to the receiver
by randomly accessing the channel. For instance, in a slotted ALOHA system,
the transmitters synchronize to the time slot and access the channel whenever
they have packets to transmit [5, 6, 7]. The slotted ALOHA system runs in
an uncoordinated manner, without the centralized channel assignment of the
receiver. Moreover, comparing to the TDMA protocol, delay performance can
be improved, since the transmitters need not to wait for the assigned time slot.
Hence, the random access protocols are suitable for the bursty tra c with delay
requirement such as data communications in the computer networks. Carrier
sensing multiple access with collision avoidance (CSMA/CA) can be considered
as a ”polite” version of the ALOHA protocol. The transmitters probe the channel
before the transmission. If the channel is sensed busy, then the transmission is
deferred for a random interval to reduce the incidence of collision [8, 9, 10, 11].
With such more sophisticated mechanism, the CSMA/CA can achieve superior
throughput performance and is widely used in the wireless computer networks.
Although the multiple access protocols for both the cellular networks and
the computer networks are becoming maturer with the fast development of the
cellular networks and the computer networks, other emerging types of wireless
network such as wireless sensor network (WSN), cognitive radio (CR) network,
have di↵erent requirements on the multiple access protocol [12, 13]. For the com-
ing fifth-generation (5G) cellular network, due to a potential development of the
2
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machine to machine (M2M) communication and the Internet of Things (IoT),
physical layer issues such as transmission waveforms and multiple-access (MA)
schemes should be reconsidered for the requirements of higher spectrum e ciency
and supporting massive users [14, 15, 16, 17, 18, 19]. A promising MA scheme
is the non-orthogonal multiple access (NOMA) which achieves high spectral ef-
ficiencies by using successive interference cancellation (SIC) at the receiver [20].
As shown in Fig. 1.1, in contrast to the conventional orthogonal MA schemes
such as TDMA, NOMA can improve the MAC-PHY cross-layer e ciency by
simultaneously serving multiple users in the same degrees of freedom by split-
ting them in the power domain. One conventional implementation of NOMA
is non-orthogonal code division multiple access (CDMA) with multiuser detec-
tion (MUD), where separate codes are used for di↵erent transmitters [21, 22, 23].
Another non-orthogonal multiple access protocol is interleave division multiple
access (IDMA), where distinct interleavers are used to separate the transmitters
[24, 25].
power power
time-frequency resource time-frequency resource
Orthogonal multiple access Non-orthogonal multiple access
Figure 1.1: Comparison of OMA and NOMA - non-orthogonal power divi-
sion vs. orthogonal time-frequency division.
In fact, from information theoretic point of view, conventional orthogonal
channelized access protocols are suboptimal. For the additive Gaussian white
noise (AWGN) channel, to achieve multiple access capacity, all transmitters
should occupy all the time and frequency band, just using di↵erent codebooks.
3
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The receiver decodes all the received signals jointly. The principle of SIC can be
used to explain how to achieve the multiple access capacity [26].
Information theoretic analysis on the random access is more complicated,
since the bursty nature of real sources is ignored in the information theory model.
In addition, delay is a fundamental quantity in the random access networking,
but is ignored as a parameter in the information theory. The gap between the
information theory and the network oriented studies has been pointed out by
Gallager and well documented by Ephremides and Hajek [27, 28]. In a recent
literature, Minero et al. proposed an optimal random access strategy for a system
of symmetric tra c, where transmitters adjust their data rate according to the
arrival rate and number of transmitters [29].
Conventional analysis using the collision model on the random access proto-
cols also has several limitations. The collision model focuses on the media access
control (MAC) layer, ignoring the underlying physical (PHY) layer processing.
A received packet can be successfully decoded whenever it is the only transmit-
ted packets in that time slot. The received packets are considered as completely
destroyed whenever two or more packets are transmitted simultaneously. How-
ever, in practical wireless networks, the receiver may fail to decode the only one
received packet due to the channel impairment such as fading. In addition, it has
been well-recognized in the literature [30, 31, 32, 33, 34, 35, 36, 37] that more
complex procedures could permit decoding of interfering signals, which is referred
to as multipacket reception (MPR). For example, if the power of one of the re-
ceived packets is su ciently higher than the other packets in the collision, the
strongest one can be correctly decoded while the others are lost, which is known
as capture e↵ect [30]. Also, a SIC decoder might decode more packets by succes-
sively subtracting the correctly decoded packets from the collision [38]. Among
the MUD techniques, the SIC has the advantages of relatively low complexity
and near-optimal decoding performance in the practical systems [39]. The use
of SIC has thus been actively investigated in wireless multiple access scenarios
[20, 23, 40, 41, 42]. Besides, recently, the slotted ALOHA-type random access
using SIC among time slots has been extensively studied [43, 44, 45].
4
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1.2 Motivation and Problem
To better exploit the benefit of using the SIC receiver in the random access sys-
tem, designing proper decentralized power allocation (DPA) algorithms is critical
and required, since there is no centralized control from the BS or AP. In such
decentralized system, each user randomly selects the data rate and the transmit
power according to certain probability distributions, independent of the choices
of other users. Without the proper designed power allocation, during the random
access, there might be too many severe collisions that is unable to be decoded or
too many wasted idle time slots. Hence, the problem raises as to find the opti-
mal combination of the data rates, the transmit power levels, and the probability
distributions, to maximize the resulted system spectrum e ciency. This problem
is still open to be solved.
Power allocation is widely used in the wireless communication networks for
various purposes. To show the di↵erences of my studied DPA, here the existing
power allocation schemes is explained briefly. The first type is distributed power
control schemes among multiple BSs to control the inter-cell interference by ad-
justing the transmit power levels of users in each cell, which have been proposed
in [46, 47]. The second type is centralized optimal power allocation algorithms
for the channelized access fading channels in a single BS, which have been pro-
posed and analyzed in [48, 49, 50, 51]. With respect to the special requirement
of the cognitive radio, optimal power allocation strategies for the multiple access
of the secondary users have been proposed in [52, 53]. The third type is power
control in the CDMA systems. For the conventional CDMA systems, open-loop
power control and close-loop power control are used to solve the near-far problem
by letting the received power of di↵erent transmitters the same at the receiver
[21, 54, 55]. For the CDMA systems with the SIC receiver, the situation is sig-
nificantly di↵erent, since the interference can be subtracted out of the received
signal. The corresponding optimal power allocation algorithm has been proposed
in [42]. In these power allocation schemes, the transmitter power levels are con-




In this dissertation, first a simplified decentralized power allocation problem
for the random access system with SIC is addressed, where the transmission data
rates in one time slot of all the users are the same, i.e., all the users employ the
same channel code and modulation. This simplification can reduce the transceiver
complexity greatly and hence makes the corresponding solution more practical
on exiting systems. This universal data rate is denoted as base code rate in my
research. Then the problem is to find the optimal combination of the transmit
power levels and the corresponding probabilities. There are few investigations
addressing this issue. As originally pointed out in [30], the power allocation en-
hances the resulted throughput of the system. In [32, 37], random transmission
power control algorithms have been proposed in order to achieve higher through-
put assuming that the receiver is able to decode a single packet from the collision.
In [56, 57], a decentralized power control for random access with SIC has been
proposed; in this system, the discrete power levels are derived, and the optimal
probability distribution of power levels is obtained, with the implicit limitation
of that, at most, two packets could be decoded from a single collision. Recently,
the optimal DPA based on threshold-based water-filling has been proposed for
the random access but without the SIC receiver [58].
1.3 Contributions and Novelty
This dissertation studies DPA algorithms for random access with a more general
SIC receiver that can decode multiple packets from a collision. First, a decen-
tralized multilevel power allocation algorithm is proposed to improve the MAC
throughput performance, for the more general SIC receiver. Then, an improved
DPA algorithm is proposed to maximize the overall system sum rate, taking
into account of both the MAC layer and PHY layer. The performance for the
mismatches between the practical number of user and the estimated one is also
evaluated. Finally, a DPA algorithm for the CR secondary random access is pro-
posed, considering the constraint of interference temperature and the practical
assumption of imperfect SIC. An opportunistic transmission protocol is also pro-
posed for the fading environment to further reduce the interference temperature.
6
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The optimization problem of DPA for random access with the more general
SIC receiver is formulated. According to the intractable optimization problem,
a per-level iterative process is proposed to obtain the power levels and the cor-
responding probabilities, iterating from the lowest power level to the highest
one. The overall optimization problem is decomposed into tractable subproblems
in each power level. Di↵erent from the conventional studies of random access
protocols focusing only on the MAC layer e ciency, the MAC-PHY cross layer
spectrum e ciency is also considered to further improve the algorithm and per-
form fair comparisons. The application of DPA in CR secondary random access
di↵ers from the conventional works that the power allocation is performed in a
centralized manner. In addition, to my best knowledge, the idea of opportunis-
tically reducing the interference temperature by dividing SUs into groups in the
secondary random access with SIC is novel, according to the existing literatures.
1.4 Scope
Considering the PHY layer, the cross-layer design of a MAC protocol involves
various aspects of communication techniques, such as modulation and channel
coding of the information blocks, type of MAC protocol, power allocation algo-
rithm, and multiuser detection at the receiver.
This work is mainly on designing the decentralized power allocation algo-
rithms for the random access with the SIC receiver. To focus on the power
allocation algorithm, the simple random access protocol of slotted ALOHA type
is considered instead of more sophisticated ones. The slotted ALOHA protocol
can be consider as the basic of the CSMA/CA protocol, without the carrier sens-
ing function and with reduced volume of protocol overhead. Hence, the slotted
ALOHA is more suitable for the scenarios that the users cannot perform carrier
sensing or require small volume of protocol over head. In addition, the proposed
method can be applied to the more sophisticated protocols but with necessary
modifications. The SIC receiver is used due to the good decoding performance
and the low complexity. The PHY layer is taking into account but is abstracted
without looking into the details of the modulation and channel coding.
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1.5 Overview of the Dissertation
The following shows the main content of each chapter and the relations among
chapters.
• Chapter 1 introduces the background, the research scope, the research
problems, and the motivation of this dissertation.
• Chapter 2 provides an overview of the related techniques and works on the
power allocation of multiple access communications, including the multiple
access protocols, the successive interference cancellation, and the power
allocation algorithms for multiple access communications. The purpose of
this chapter is to provide preliminaries of the following proposal chapters.
Readers who are familiar with these topics can skip into the next chapter.
• Chapter 3 presents my first proposal of the decentralized multilevel power
allocation for the random access with the SIC receiver.
• Chapter 4 presents an improved DPA algorithm, based on the proposal
in Chapter 3. This improved algorithm can achieve superior performance
by modifying the methods of power level estimation and probability opti-
mization. The cross-layer system sum rate performance is considered and
the performance of a practical case with a mismatch between the practical
number of users and the estimated one is shown.
• Chapter 5 presents the proposal on applying the DPA algorithm proposed
in Chapter 4 to the CR secondary random access scenario, considering
the practical assumptions such as imperfect SIC cancellation and random
number of users. An opportunistic transmission protocol that can further
reduce the interference temperature in the CR fading environment is also
shown.
• Chapter 6 concludes this dissertation, summarizing the contributions of
the proposals in Chapters 3, 4, and 5. Other works on proposing novel
MAC protocols and the future directions are also discussed.
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Random Access with SIC
This chapter is an overview to provide background knowledge of the research
work on decentralized power allocation for random access with SIC. Three key
techniques are involved: the random access protocols, the SIC, and the power
allocation in multiple access. The proposed schemes will be understood better
with the corresponding knowledge, since this research is mainly based on these
techniques. To give a broader view on the random access protocols, other types of
multiple access protocols, such as channelized access protocols, are also explained
briefly.
The organization of this chapter is as following. First, Section 2.1 introduces
the multiple access protocols, with emphasis on the non-orthogonal multiple ac-
cess and slotted ALOHA protocol. Then Section 2.2 presents the theory and
applications of the SIC technique in MAC. Section 2.3 shows the power alloca-
tion algorithms.
2.1 Multiple Access Protocols
Multiple access is one of the most common type of multiuser communication
systems. A general model of such a system is depicted in Fig. 2.1. There are
widespread applications in various communication systems, such as the uplink
from the user devices to the BS in the cellular networks, transmissions in the
9
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wireless LAN, the uplink from ground stations to the satellite, and transmissions






Figure 2.1: Block diagram of the multiple access system - with K trans-
mitters communicating to one receiver.
The multiple access protocol is the method how the multiple transmitters
share the common uplink channel to the receiver. As shown in Fig. 2.2, various
protocols have been proposed for the multiple access systems with di↵erent fea-
tures for various requirements. One natural idea is to divide the time-frequency
spectrum orthogonally and let the BS assign the orthogonal spectrum pieces to
the users. For example, frequency-division multiple access (FDMA) subdivides
the channel bandwidth into a number of frequency non-overlapping sub-channels
and the users access to the channel simultaneously. While TDMA subdivides the
time into slots and orthogonal frequency division multiple access (OFDMA) sub-
divides the time-frequency plane into orthogonal resource grids. An alternative
to these orthogonal multiple access protocols is to allow more than one user to
share a channel by use of direct-sequence spread spectrum signals. In CDMA, the
signal transmissions among the multiple users completely overlap both in time
and in frequency [21]. The separation of these signals at the receiver is facilitated
by the pseudorandom code sequences with small cross-correlations but could be
non-orthogonal. While another non-orthogonal protocol, IDMA, also lets users
occupy all the time and the frequency band, but separates the multiple signals
by di↵erent interleaving patterns assigned to the users [25].
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Figure 2.2: Taxonomy of the multiple access protocols - channelization
access, random access, controlled access.
Random access communication is one of the approaches to dynamic channel
sharing [3]. Without channel assignment by the receiver, the transmitters contend
for the channel in a uncoordinated manner. The consequence is that in a duration,
the receiver may receive a packet successfully if there is one and only one user
transmitting, or the receiver fails to receive due to multiple users transmitting
simultaneously (collision), or the channel is idle since no user transmits. The
benefit is that the users can transmit soon after tra c arrives and hence save the
time to wait for the assigned time slot as in the TDMA protocol. The ALOHA
system is the first devised random access protocol [5]. There are basically two
types of ALOHA protocols: slotted and unslotted. In a slotted ALOHA system,
users transmit to the receiver whenever the packets arrive. In a slotted ALOHA,
the packets are transmitted in time slots that have specified beginning and ending
times. The users synchronize according to the time slot before transmission.
To improve the throughput performance by avoiding collisions, CSMA has
been proposed by exploiting the carrier sensing capability and the sophisticated
protocol design [8]. Even without carrier sensing, the tree algorithm can increase
the system throughput by the use of feedback from the receiver [59, 60]. The
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controlled access protocols such as the reservation protocol, the polling protocol,
and the token passing protocol, can be considered as random access protocols
with a degree of control by the receiver.
2.2 Successive Interference Cancellation
The principle of successive interference cancellation has been used to derive the
capacity of the Gaussian multiple-access channel [38]. For the multiuser detec-
tion in the multiple access communications, the SIC is based on cancelling the
reconstructed interfering signal from the received signal, one at a time as they are
detected [2]. Consider the Gaussian multiple-access system consists of K users
and one common BS. The corresponding capacity region is described by 2K   1










, 8K ⇢ {1, 2, · · · , K}, (2.1)
where Pk is the transmit power of the k-th user and N0 is the noise power.
To give an intuition, the capacity region of the two-user Gaussian channel is
illustrated in Fig. 2.3. Assume that the full transmit power of user 1 and user 2
are P1 and P2, respectively. The data rates of user 1 and user 2, (R1, R2), must















When the orthogonal multiple access is used, the channel resource is divided
orthogonally and assigned to each user. Consider an orthogonal TDMA scheme
that assign a portion T1 of the time to user 1 and the remained portion, T2 =










2.2 Successive Interference Cancellation








All the data rate pairs can be obtained by varying the value of T1 in the orthogonal
TDMA scheme. However, all such data rate pairs do not approach the Gaussian
multiple-access capacity region. Hence, the TDMA scheme and other orthogonal
multiple-access schemes are suboptimal.
On the contrast, the optimal data rate region can be achieved by non-orthogonal
multi-access and the SIC receiver. In this case, each user encodes its data using a
capacity-achieving channel code and all users transmit simultaneously. The SIC
receiver decodes the packet from both the users in two steps. In the first step,
the SIC receiver decodes the packet of user 2, from noise and the signal of user
2, which can be treated as Gaussian interference. The maximum date rate user 2




. Once the SIC receiver decodes the packet
from user 2, it can reconstruct user 2’s signal and subtract the reconstructed
signal from the received signal. The SIC receiver can then continue to decode the
packet of user 1 only from the Gaussian noise. Hence, the maximum data rate of




. Considering the data rates of all users can




. With this sum
data rate bound, all data rate pairs in the capacity region shown in Fig. 2.3 can
be obtained by the corresponding capacity-achieving channel codes of the target
data rates.
In the practical applications for the wireless communications, the SIC de-
coder performs as well as a near-optimal decoder while it has much lower linear
complexity [39]. The use of SIC has thus been actively investigated in wireless
multiple access and broadcast scenarios [20, 23, 40, 41, 42, 61]. Specially, for
the random access communications, the SIC can be used to detect signals from
the collision in one time slot [30, 37, 56], or even among time slots through the
advance protocol designs [44, 45, 62].
Some practical implementation issues should be considered such as the com-
plexity scaling with the number of users, the error propagation, and the imperfect
channel estimation. Among these implementation issues, for the uplink multiple
13
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Figure 2.3: Capacity regions of two-user Gaussian multiple-access chan-
nel - can be achieved by the SIC decoding.
access with the powerful channel coding, the imperfect channel estimation be-
comes critical, since to cancel an interference packet from the received signal, the
contribution of this interfering packet need to be reconstructed using the decoded
information block. For the wireless fading environment, the contribution of the
interfering packet depends also on the channel coe cient. Inaccurate estimation
of the channel coe cient will lead to cancellation errors that cannot be neglected
when designing the power allocation algorithms.
2.3 Power Allocation for Multiple Access
Power allocation or power control for the multiple access is a technology that
allocates or controls the uplink transmit power levels, to achieve various perfor-
mance purposes. The transmit power allocation algorithms have been extensively
studied in various multiple access scenarios and can be classified into two types,
depending on wether the BS controls the process.
14
2.3 Power Allocation for Multiple Access
2.3.1 Centralized Power Allocation for Multiple Access
In the centralized power allocation (CPA) algorithms, the BS controls the power
allocation process. The BS can optimize the transmit power levels for various
targets, including maximizing the system throughput for the data service and
maximizing the number of the voice services. Then the BS allocates the transmit
power levels to the users through the downlink channel. In the conventional
CDMA systems such as the IS95 cellular system that the voice service is dominant,
the transmit power control is critical to overcome the near-far problem and to
keep the received signal-to-interference ratios (SIRs) the same for all the users
[21].
The situation is significantly di↵erent for the CDMA systems using the SIC.
In this case, it is also required that each user experiences the same SIR at the time
of decoding. However, interference is being subtracted out of the received signal
after each user, so the first user to be decoded sees the most interference, the last
user the least. Heuristically, the first user to be decoded should be the strongest
user, the weakest user should be decoded last. Hence, the power control method
should be di↵erent from the one used in the conventional CDMA systems. The
optimal CPA algorithm has been proposed for the CDMA with the assumption
of the imperfect SIC receiver in [42].
In addition, for the general multiple access system in the fading environment,
the power allocation can be used to control the transmit power adaptively accord-
ing to the fading status. Optimal power allocation strategies have been proposed
to achieve the ergodic capacity, the delay-limited capacity, and the outage capac-
ity in [48, 63].
2.3.2 Decentralized Power Allocation for Random Access
In the DPA algorithms used in the random access systems such as the slotted
ALOHA, the transmit power levels are not assigned by the BS but are selected by
the users in a decentralized manner [32, 37]. Since there is no centralized control,
the users have to choose whether or not to transmit, and also the data rate and the
transmit power randomly and independently, according to the given probability
distribution. Compared to the CPA algorithms in the previous section, in the
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DPA schemes frequent feedbacks of power control signalling from the BS to the
users are not required. The BS needs to only obtain the transmit power levels and
the probabilities o✏ine and broadcast them to the users once at the beginning the
communication session. An optimal DPA algorithm has been proposed for the
random access with the SIC receiver that can decode at most two packets from
one collision, using the MPR model of the SINR [56]. In this scheme, the discrete
power levels are first obtained according the constraint that the highest SINR
of receiving two packets of di↵erent power levels exceeds the decoding threshold.
With the obtained power levels, the corresponding probabilities are obtained by
the convex optimization to maximize the system MAC throughput.
In this dissertation, to simplify the problem, an assumption that the data rate
is the same for all the users is made. The aim of designing the DPA for the ran-
dom access becomes to obtain the power levels and the optimize the corresponding
probability distribution. It should be noted that this study on the power alloca-
tion among multiple users in one cell is di↵erent from the conventional distributed
power control schemes among multiple cells proposed in [46, 47].
2.4 Chapter Summary
This chapter provides the overview for the related techniques including the mul-
tiple access protocols, the SIC, and the power allocation for the multiple access
communications. It is helpful to understand the content of this chapter, the
research in this dissertation is closely related to these techniques.
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Multilevel Power Allocation for
Random Access
In this chapter, a DPA strategy for random access that has the capabilities of
MPR and SIC is introduced. A previous study optimizes the probability dis-
tribution for discrete transmission power levels, with implicit limitations on the
successful decoding of at most two packets from a single collision. The optimiza-
tion problem for the general case is formulated, where a base station can decode
multiple packets from a single collision, and this depends only on the SINR. A
feasible suboptimal iterative per-level optimization process is also proposed by
introducing relationships among the di↵erent discrete power levels. Compared
with the conventional power allocation scheme with MPR and SIC, the proposed
method significantly improves the system throughput; this is confirmed by com-
puter simulations.
This chapter is organized as follows. Section 3.2 describes the system model.
Section 3.3 proposes the multilevel random access scheme, formulates the opti-
mization problem, introduces the virtual user method, and presents the iterative
per-level optimization process. Section 3.4 is devoted to the analysis of the pro-
posed scheme and provides the analytical value of the system MAC throughput.
In Section 3.5, the performances are compared by presenting the numerical results
from computer simulations. Finally, Section 3.6 summarizes the conclusions.
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3.1 Introduction
As originally pointedI out in [30], the power allocation enhances the resulting
throughput of the random access system. In [32, 37], a random transmission
power control is proposed in order to achieve higher throughput assuming that the
receiver is able to decode a single packet from the collision. In [56], a decentralized
power control for random access with SIC is proposed; in this system, the discrete
power levels are derived, and the optimal probability distribution of power levels
is obtained, with the implicit limitation of that, at most, two packets could be
decoded from a single collision.
This chapter focuses on a random power allocation to enhance the MPR capa-
bility and the use of SIC for the single random access time slot to avoid the large
bu↵er at the receiver side. Specifically, decentralized multilevel power allocation
(MLPA) is proposed. The users randomly select transmission power levels from
the given discrete power levels according to the corresponding probability distri-
bution and the receiver tends to decode more than two packets from a collision.
This decentralized power control and optimization are similar to [56] but the pro-
posed approach can be considered as a more general case. A suboptimal per-level
iterative optimization method for the AWGN channel is proposed. However, the
obtained power levels and the corresponding probabilities also perform well in
the fading environment. The main contributions of this chapter are summarized
as follows:
• The probability distribution optimization problem of the multilevel power
allocation for generalized random access with MPR and SIC is formulated.
• A feasible suboptimal solution using the virtual user method and the per-
level iterative optimization process is proposed.
• The theoretical throughput is derived from the optimization results and is
used to investigate the improvement of throughput with an increase in the
power level.




Table 3.1: Notation in Chapter 1.
Notation Meaning
K Number of active users
k Index of user, k = 1, 2, · · · , K
ek Transmission power of user k
L Number of power levels
l Index of power level, l = 1, 2, · · · , L
El Value of power level l
pl Probability of selecting discrete power El
Kl Number of users with discrete power El
Ro Base rate
⇢ Decoding threshold of base code
⌫ 1⇢ rounded down to an integer
  Margin ratio of decoding threshold,   = 1⇢   ⌫
dl Conditional expectation of packet number
successfully decoded at level l
Dl Expectation of packet number
successfully decoded from level 1 to level l
DL Expectation of packet number
successfully decoded from level 1 to level L
T System MAC throughput
R System PHY throughput
3.2 System Model
Preliminary to an explanation of the system model treated throughout the paper,
the notation is summarized in Table 3.1.
Consider a wireless random access network that consists of one common BS
and K users as illustrated in Fig. 3.1. Let K = {1, 2, · · · , K} denote the set of
users and k 2 K is an index of the user. As shown in Fig. 3.2, the information
packets are first encoded by su ciently powerful channel codes, such as turbo
codes and low-density parity-check (LDPC) codes, and then the coded packets are
modulated to complex signals. The channel coding and the modulation together
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Figure 3.1: System model of the random access system using decentral-

























Figure 3.2: Block diagram of the random access system using decentral-
ized power allocation - using the same base code, with K users during N time
slots.
At every time slot, each user randomly selects a transmission power and trans-
mits its own coded packet with the chosen power. Namely, user k transmits with
power ek 2 [0, 1]. If ek = 0, user k is idle during the time slot, and if ek = 1,
user k transmits with full power. Note that this can be considered to be a sim-
plified case of the slotted ALOHA, where each user either transmits with full
power or keeps idle. Each user selects the transmission power independently in
a distributed manner, and none has any knowledge of the transmission power of
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the other users. The network is assumed to be fully loaded, that is, each user
always has a packet to transmit and the bu↵er is assumed to be su cient (i.e.,
the arrival packets are queued in the bu↵er that is large enough that packets are
never discarded).






eixi + z, (3.1)
where xi is the transmitted signal of the i-th user with amplitude
p
ei and hi
denotes the complex channel coe cient. When AWGN channel is considered, it
follows that hi = 1 for 8i. Also, when flat Rayleigh fading channel is considered,
the channel coe cient is modelled as a circularly symmetric complex Gaussian
random variable hi ⇠ CN(0, 1). Assume that the channel state information (CSI)
is ideally available at the BS but not at the users. The noise z is modeled as
a circularly symmetric complex Gaussian random variable z ⇠ CN(0, N0). The
assumptions that the same average SNR for all users and the flat Rayleigh fading
that the channel gain keeps the same during one time slot but may change in the
next time slot are made. One of the application scenarios is that the users are
located far away from the BS and they are close to each other compared with
the distance to the BS. Hence the path loss di↵erence of uplink (user to BS) is
not the dominant factor for the decentralized power allocation and is neglected
in this chapter.




|hi|2ei +N0 , (3.2)
where K \ k denotes the subset of K from which k is excluded. The BS can
decode the packet of user k if and only if SINRk exceeds the decoding threshold ⇢
which is obviously defined by Ro. The threshold of ideal channel coding ⇢˜ is thus
given by
⇢˜ = 2Ro   1. (3.3)
However, owing to the gap between practical codes and channel capacity, a higher
SINR is required to correctly decode the information. Hence, an arbitrary small
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  > 0 is used to capture this gap. The practical decoding threshold is given by
⇢ =
 
2Ro   1  (1 + ). (3.4)
In a communication system, the packets from di↵erent users would correlate
each other and significantly degrade the decoding performance. To deal with this
problem, bit-interleaved coded modulation (BICM) that originally proposed to
improve the decoding performance in the fading environment [64], can be used
to eliminate the correlations by letting each packet use statistically independent
interleaver. Simulations of transmitting totally correlated packets but without
the noise are performed, comparing with the case of AWGN channel that the
packet is only corrupted by the noise. As shown in Fig. 3.3, the correlated
interferences profoundly degrade the decoding performance. However, with the
BICM, the cases that the users using di↵erent interleavers achieve close waterfall
region to the case of the AWGN channel. In a practical scenario, the users would
generate partially correlated packets but the correlation portion is small, and the
BICM can further decorrelate the packets. Hence, the decoding threshold is used
in the proposed algorithm and the simulations.
Upon decoding the information packet with the highest SINR, the SIC process
begins to subtract the corresponding packet from the received signal. The SIC
process is repeated in the order of descending SINR until all packets have been
decoded except for that none’s SINR exceeds the decoding threshold.
3.3 Proposed Method
3.3.1 Problem Statement
Consider the discrete power levels and the corresponding probability mass func-
tion (PMF) in a random access system, since it are conjectured in [37, 56] that
the optimal power distribution may be of a discrete nature. For each time slot,
each user randomly selects a transmission power from a set of discrete power
levels E = {E0, E1, · · · , EL}, according to the discrete probability distribution
p = [p0, p1, · · · , pL]. Here l 2 {0, 1, · · · , L} is the index of the power levels.
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Figure 3.3: Bit error rate performance of the scheme with totally cor-
related interfering users, using BICM or not using BICM - a turbo code
with component code of rate 1/3 RSC code (15, 17)8 in octal form is used. The
information size is 1530 bits and quadrature phase shift keying (QPSK) is used.
Taking user k for example, the probability that it transmits with El is given by
pl = Pr(ek = El). (3.5)
With the power constraints, the power of the lowest level is E1 > 0 and the power
of the highest level is EL  1. Assume that Ei < Ej, 8i < j. When ek = E0 = 0, it
means that the user does not transmit signals, and the corresponding probability
is 1 PLi=1 pi   0; hencePLi=1 pi  1. The key issues here are how to design the
discrete power levels and how to optimize the probability distribution in order
to maximize the average number of decodable packets, given the constraint on
the transmission power. In the rest of paper, this average number of decodable
packets is referred to as MAC throughput.
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3.3.2 Optimization Problem Formulation
To formulate the problem of maximizing the system MAC throughput, define the
event of successful decoding the users with power level l as
Sl= Event[successfully decode Kl packets of l-th level], (3.6)
where Kl is the number of users transmitting with power El, and
PL
l=0Kl = K.
For analytical tractability, here consider the AWGN channels, namely hi =
1, 8i. Consider the decoding of an arbitrary user with the l-th power level in the
su ciently high SNR region where the e↵ect of noise can be neglected. Assuming
that the users above the l-th power level have been successfully decoded and
ideally subtracted by the SIC process, the probability of successful decoding is
given by











where the other (Kl  1) signals with the same power El and the signals with the
lower power levels
Pl 1
i=1KiEi are considered to be interference. Equation (3.7)
shows the condition for successful decoding one user from among Kl users. Upon
the successful decoding of the first packet with power level El, the interference
from the same power level is reduced to (Kl 2)El, due to the packet subtraction.
Hence with this condition, all Kl users can be successfully decoded.
Assuming the packets of higher levels are successfully decoded and subtracted,
for the l-th power level, the conditional expectation of packet number that can





















pKll (1  pl)K Kl . (3.9)




Let DL(p,E) denote the expectation of packet number that can be success-
fully decoded from power level 1 to L. Considering the overall SIC process, the
decoding starts from the highest power level L. The throughput contribution of
the L-th power level is simply given by dL, since there is no higher power level.
For power levels l < L, it is needed to take into account of the probabilities of suc-
cessfully decoding the higher levels since only when the packets of all the higher
levels are subtracted first, the packets of l-th level have the chance to be decoded.
Hence the contribution of the l-th power level is given by dl
QL
i=l+1 qi. Finally
the overall throughput DL(p,E) is a summation of the throughput contributions
from all the power levels, as the following
DL(p,E) = dL + · · ·+ dl
LY
i=l+1















For a general case, let Dl(p,E) 1 denote the expectation of packet number
that can be successfully decoded from power levels 1 to l, assuming the packets
of all the higher power levels are subtracted. Similarly Dl is given by










For the multiple-access network, the system MAC throughput T is used to






where N is the number of time slots and D˜L(i) is the number of successfully
decoded packets in the i-th time slot. According to the definition of T , the
optimization of the function DL(p,E) is identical to the maximization of the
system MAC throughput. Direct formulation of the optimization problem is
1Dl(p,E) will be written as Dl when this will not cause any confusion.
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s.t. 0 < Ei  1, i = 1, . . . , L
Ei 1   Ei < 0, i = 1, . . . , L





3.3.3 Suboptimal per-Level Optimization
Since the number of power levels L is unknown, direct optimizing the target
function DL(p,E) is unfeasible. Moreover, even if L can be derived, it is di cult
to prove the concavity of the target function DL(p,E), which consists of multiple
functions of ql(p,E) and dl(p,E).
By observing (3.7), notice that the summed interference
Pl 1
i=1KiEi makes
it di cult to derive the successful decoding probability ql. If this item can be
replaced by a function of El, it may be possible to obtain a closed form of ql
that depends only on El and Kl. Hence to simplify the problem and make the
optimization feasible, a suboptimal method that introduces relationships among
the power levels is proposed. Specifically, except for the first power level, the
relationships among the current l-th power level (l > 1) and its lower power













From (3.14) and (3.15), the total power of all users at lower levels can be treated
as a single virtual user at the current power level. By introducing this relationship
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among power levels, the current power level can be obtained by the known values
of the lower power levels. In addition, with the approximation, the probability
of successfully passing the current power level can be simplified into a tractable


































. Since Kl is the number of packets, and thus it is always an
integer, the equation Pr (Kl  1/⇢) = Pr (Kl  ⌫) holds. Hence for l > 1, at
most ⌫ users at the l-th power level can be decoded. With this approximation,
for each power level, using (3.7)–(3.11) and (3.16), the target function Dl(p,E)
is reduced to a simplified function Dl(pl), which is given by
Dl(pl) = ql (Kl +Dl 1)












where pl is the only variable and Dl 1 is set to a constant, since Dl 1 is maximized
for power level l 1 and is independent of pl. As shown in (3.16), the set of power
levels E has no e↵ect on the target function. Finally, for the l-th power level, the
optimal p⇤l can be obtained by maximizing the function Dl(pl), which turns out
to be quasi-concave.
Proposition 1. Function Dl(pl) is quasi-concave.
The proof is given in 6.3.3.
Since Dl(pl) is proven to be quasi-concave, it is known that there is one and
only one global maximal for Dl(pl), and the optimal p⇤l can be obtained by the
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Algorithm 1 Obtain E and p⇤
Initialization: l = 1, E1
while 1 do





i  1 then
save pl to p⇤, continue.
else
discard p⇤l , break.
end if
Calculate El using (3.14)
if El  1 then
save El to E, l = l + 1, continue.
else
discard El and p⇤l , break.
end if
end while
optimization algorithm. Hence the optimization of the multilevel power allocation
becomes feasible by using an iterative process from the lowest to the highest power










pul (1  pl)K u (u+Dl 1)
◆
s.t. 0 < pl < 1.
. (3.18)
The optimization process begins from the lowest power level l = 1, where
the minimum required transmission power is E1 = N0⇢. For higher power levels
l > 1, the power is calculated by (3.14). The entire process is shown as Algorithm
3. The optimization is calculated iteratively up to the highest power level L, with
constraints on the power EL  1 and on the probability
PL
i=1 pi  1. Finally,
the set of power levels E and the corresponding optimized discrete probability
distribution p⇤ can be obtained.
28
3.4 Throughput Analysis
3.3.4 Calculation of Power Levels
This subsection provides a method for choosing the parameters that improve the
calculation of El by taking into account the e↵ect of noise. For a given SNR, the
system MAC throughput depends only on the base rate, since for a given base
rate Ro, the decoding threshold ⇢ and ⌫ are determined. However, notice that





where 0    < 1.
In the presence of noise, the condition in (3.16) for successful decoding can
be rewritten as
El
(Kl   1)El + El +N0   ⇢, (3.20)






Recalling (3.16), the condition for successful decoding after omitting the noise
and excessive interference is Kl  ⌫. The e↵ect of noise can be neglected due to






















This section derives the analytical system MAC throughput from the probabilities
p⇤ = [p⇤0, p
⇤
1, · · · , p⇤L] obtained by the proposed algorithm. The obtained power
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Figure 3.4: Obtained power levels according to various noise power levels
- The abscissa axis stands for the index of power levels (real scale of E1, E2, · · · , EL).
Figure 3.5: Obtained probabilities according to various noise power lev-
els - The abscissa axis stands for the index of power levels (E1, E2, · · · , EL). Note
that the sum probability shown in this figure is less than 1, since the power level
E0 = 0 (no transmission) is not shown there. In the system, the sum probability
of all power levels from E0 to EL is 1.
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levels and the corresponding probabilities are shown in Fig. 3.4 and Fig. 3.5,
respectively.
According to the calculation of DL in (3.10), the theoretical system MAC
throughput D⇤L can be derived. Let q
⇤
l denote the probability of successful de-
coding the l-th power level for l 2 {1, 2, · · · , L}. By replacing pl with p⇤l in (3.7),
q⇤l is derived by the following



















where if K is su ciently large, from the fact that a Poisson distribution is an
approximated version of the binomial distribution for large K, the above approx-
imation is made.
Let d⇤l denote the MAC throughput contributed by power level l. Similarly,
by replacing pl with p⇤l in (3.8), d
⇤



















Using (3.10), (3.25) and (3.26), the analytical system MAC throughput is
given by the following closed-form expression
D⇤L(d
⇤,q⇤, L)
= d⇤L + · · ·+ d⇤l
LY
i=l+1















where q⇤ = [q⇤1, · · · , q⇤L] and d⇤ = [d⇤1, · · · , d⇤L].
As shown in Fig. 3.6, the throughput results from the simulation are tightly
bounded by the derived analytical throughput. The suboptimal algorithm is de-
signed with the assumption of low noise power and the noise is neglected in the
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optimization problem formulation. Hence as the noise power decreases, the nu-
merical throughput by the simulations approaches to the analytical throughput.
The reason for the stair curve in Fig. 3.5 is that the MAC throughput perfor-
mance depends on the obtained numbers of power levels and this number must
be a integer. For di↵erent regions of SNR, di↵erent number of power levels are
obtained but the number is the same inside each SNR region. Having the ana-
lytical throughput, the performance that the random access system can achieve
can well understood, especially for the case of low noise power.
Figure 3.6: Analytical and simulated throughput of the random access
system with the decentralized multilevel power allocation - for various
1/N0 values with K = 100 and   = 0.1.
3.5 Numerical Results
Computer simulations are performed and used to verify the e↵ectiveness of the
proposed MLPA scheme and to compare it with the existing random access
schemes. The simulation parameters are listed in Table 3.2. Simulations with




Table 3.2: Simulation parameters of the random access system with the decen-
tralized multilevel power allocation.
Parameter Value
Base channel code 1/5 turbo code
Base modulation QPSK
Base rate Ro 1/5⇥ 2 = 0.4
Gap of threshold   0.4125
Decoding threshold ⇢ 0.4467
Noise power N0 10 1
Fading channel Flat Rayleigh fading
Number of user K [4,20]
3.5.1 Throughput Performance Comparisons
The comparisons of the system MAC throughput using the the proposed scheme
and the conventional decentralized power allocation schemes are made for var-
ious number of user K. Figure 3.7 shows the system MAC throughput perfor-
mances of various random access schemes including the slotted ALOHA, the SIC
scheme with decentralized power allocation (SIC-DPA) in [56], and the proposed
SIC scheme with MLPA (SIC-MLPA). Specially, the simulation for the proposed
MLPA is also performed with the same constraint as in [56] where at most two
packets can be decoded from one collision (SIC-MLPA constrained).
The SIC-DPA scheme achieves superior throughput performance comparing
with the slotted ALOHA, since the capability of SIC is exploited by properly
allocating transmission power. However, its performance is limited, since at most
two collided packets can be decoded, even if the decoding threshold is exceeded.
The proposed SIC-MLPA achieves large throughput improvement without the
constraint, and the SIC-MLPA constrained scheme still can achieve superior per-
formance but with smaller gain. This indicates that the main gain comes from
successful decoding from collisions of more than two packets. Hence to exploit the
advantage of the SIC receiver, the proposed scheme is more e↵ective. It can be
observed that the throughput of SIC-MLPA with small K is higher and the curve
tends to be flat as K becomes large. The reason lies in the optimization pro-
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cess, where the optimization of probabilities p depends on K. For small K, the
resulted probability of being idle p0 is small. Hence, most of the users transmit
with randomly selected non-zero power levels and achieve the higher throughput.
On the contrast, the optimization process of the next chapter is independent of
K. The trend of performance according to K is di↵erent from the one in this
chapter.
Figure 3.7: Comparison of system MAC throughput for the AWGN
channel - for various schemes with di↵erent numbers of users.
3.5.2 Throughput Performances in Fading Environment
Figure 3.8 shows the throughput performances of the random access schemes
with SIC in the fading environment, using di↵erent decentralized power alloca-
tion strategies including the proposed SIC-MLPA scheme, the SIC-DPA scheme
in [56], and the random access scheme with SIC but without transmission power
allocation (the received power is changed randomly by the fading channel). The
existing SIC-DPA scheme achieves superior throughput performance comparing
with the scheme without power allocation, and the proposed SIC-MLPA further
improves the throughput performance. These results show that although the fad-
ing a↵ects the power allocation on the received power levels, the power allocation
34
3.5 Numerical Results
schemes can still outperforms the scheme without power allocation.
Figure 3.9 compares the throughput performances between the fading channel
and the AWGN channel. Both the existing SIC-DPA scheme and the proposed
SIC-MLPA scheme in the fading environment achieve superior throughput per-
formance. For the proposed scheme, this is because that the random fading
coe cient makes the received power levels of the same transmit power level more
dynamic and creates additional opportunities of successful decoding.
Figure 3.8: Comparison of system MAC throughput in the fading envi-
ronment - for various schemes with di↵erent numbers of users.
3.5.3 Base Code Selection
Since the parameters including ⇢, ⌫, and   that a↵ect the performance are de-
termined only by the base rate Ro, simulations for various base rates are also
performed. The system PHY throughput results for 1/N0 = 20 [dB] are listed in
Table 3.3. Note that   = 0.1 is set for the assumption of even powerful channel
code. Here, the system PHY throughput R is used to measure the overall e -
ciency of both the MAC and PHY layers. Since all of the users adopt the same
base code with data rate Ro, the system PHY throughput is R = RoT . According
to Table 3.3, for a low-rate base code, the decoding threshold ⇢ is low, and thus
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Figure 3.9: Comparison of system MAC throughput in the AWGN en-
vironment and in the fading environment - for various schemes with di↵erent
numbers of users.
more packets of the same power level (larger ⌫) can be decoded. The margin
ratio   is also important for the system PHY performance, since it makes the sys-
tem more tolerant of noise and the random interference from lower power levels.
Without designing the parameters as in (3.24), the base code of Ro = 1/7 ⇥ 2
achieved an inferior system PHY throughput performance (R(1) column) due to
the small margin ratio   = 0.15. The e↵ect of a small   can be alleviated by the
parameter design using (3.24), as shown in the R(2) column of Table 3.3. Hence
when selecting the base code, it is needed to avoid one that makes   small. The
base code that maximizes the system PHY throughput R can be found by using
the results of the simulations: the base code of 1/8⇥ 2.
3.6 Chapter Summary
In this chapter, the proposed multilevel power allocation for a decentralized ran-
dom access scheme with the capabilities of MPR and SIC is proposed. The
problem of optimizing the discrete power levels and the probability distribution
are formulated, and by introducing relationships among the di↵erent power levels,
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Table 3.3: Summed data rates of various base codes for the selection of the base
code.
Ro ⇢ ⌫   R(1) R(2)
1/5⇥2 0.35 2 0.84 1.60 1.63
1/6⇥2 0.29 3 0.50 1.57 1.52
1/7⇥2 0.24 4 0.15 0.98 1.45
1/8⇥2 0.21 4 0.80 1.82 1.83
1/9⇥2 0.18 5 0.46 1.61 1.58
a feasible suboptimal iterative per-level optimization process is obtained. The-
oretical system MAC throughput from the optimized transmission probabilities
is derived. The numerical results confirms that the system MAC throughput of
the proposed scheme is better than that of conventional schemes. The proposed
optimization method is suboptimal and there are several obstacles to obtain tight
optimal results. The first obstacle is that the discrete power levels are unknown
without the proposed methods. In addition, the original target function is compli-
cated and the number of power levels is large according to the numerical results.
Hence, the convergence is hard to be guaranteed. Di↵erential evolution, one of
the genetic optimization algorithms to find the global optimal for the non-convex
problems, has been tried but does not work well due to the obstacles aforemen-
tioned. One of the future work is to continue to improve the performance of the
random access scheme by combining the power allocation for a single time slot
and the SIC for multiple time slots.
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4Proposal of A Simple Random
Access Scheme with Multilevel
Power Allocation
This chapter introduces an improved decentralized power allocation approach for
random access with capabilities of MPR and SIC. Considering specific features
of SIC, a bottom-up per-level algorithm is proposed to obtain discrete transmis-
sion power levels and corresponding probabilities. Comparing with conventional
power allocation scheme with MPR and SIC, the proposed approach significantly
improves system sum rate; this is confirmed by computer simulations.
This chapter is organized as the follows. Section 4.1 provides an introduction
for the proposed scheme. Section 4.2 shows the system model. Section 4.3 illus-
trates the proposed method. Section 4.4 presents the numerical results obtained
via computer simulations. Section 4.5 summarizes this chapter.
4.1 Introduction
Xu et al. proposes a decentralized power allocation for random access with SIC
[56], using the MPR model of the SINR. The discrete power levels are derived
according to the SIC feasible region first, and then the corresponding probabilities
are obtained by the MAC throughput optimization. This scheme is suitable
for random access applications of high tra c load with di culty in establishing
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centralized control. However, this work had a limitation of that two packets,
at most, can be decoded from a single collision, and the MAC throughout is
a↵ected by this limitation. Moreover, although the data rate of the PHY layer is
considered for the deriving of the SIC feasible region, the performance comparison
only focused on the MAC throughput.
A multilevel power allocation algorithm for the random access with a more
general SIC receiver that can decode multiple packets from one collision is pro-
posed in Chapter 3. That proposal attempts to maximize the MAC through-
put by obtaining proper discrete power levels and optimizing the corresponding
probabilities. To obtain the power levels, relationships among the power levels
are introduced and approximations are used to calculate the current power level
from the obtained lower power levels.
This chapter shows an improved DPA algorithm based on the proposal shown
in Chapter 3, using the same system model. In this new DPA scheme, instead of
introducing relationships among power levels, the current power level is estimated
from the power levels and probabilities of the obtained lower levels. The obtained
power levels and the corresponding probabilities are more e cient, which is ver-
ified by the numerical results. Di↵ering from the conventional works that only
focus on the MAC throughput, this proposal explicitly takes into account the
data rate of PHY layer, and uses sum data rate of the system to evaluate overall
e ciency of both the PHY layer and the MAC layer. With the proposed DPA
algorithm, a simple random access scheme of the slotted ALOHA type achieves
the superior sum rate performance than the existing MPR-SIC power allocation
scheme.
4.2 System Model
Consider a wireless random access network that consists of one common base
station (BS) and K users. Let K = {1, 2, · · · , K} denote the set of users and k 2
K is an index of the user. The information blocks are first encoded by su ciently
powerful channel codes, such as turbo codes, and then the coded packets are
modulated to complex signals. The channel coding and the modulation together
constitute the base code with the data rate Ro.
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For each time slot, each user randomly selects a transmit power from a set
of discrete power levels E = {E0, E1, · · · , EL}, according to the PMF p =
[p0, p1, · · · , pL]. Here l 2 {1, · · · , L} and L are the index and the number of
power levels, respectively. Specifically, a user keeps idle during the time slot if
E0 = 0 is selected, and the corresponding probability is 1  
PL
i=1 pi   0. Here
0 < E1 < · · · < EL  1 due to the transmission power constraint such that the
maximum transmit power of each user is 1. Let ek denote the transmit power of
user k, and the probability that user k transmits with El is pl = Pr(ek = El).
Each user selects the transmit power independently in a distributed manner, and
none has any knowledge of the transmit power of the other users. The network
is assumed to be fully loaded, that is, each user always has a packet to transmit
and the bu↵er is assumed to be su cient.






eixi + z, (4.1)
where xi is the transmitted signal of the i-th user with unit amplitude, the as-
signed transmit power is ei, and hi denotes the complex channel coe cient. When
an AWGN channel is considered, hi = 1 for 8i. Also, when flat Rayleigh fading
channel is considered, the channel coe cient is modeled as a circularly symmetric
complex Gaussian random variable hi ⇠ CN(0, 1). It is assumed that the CSI
is ideally available at the BS but not at the users. The noise z is modeled as a
circularly symmetric complex Gaussian random variable z ⇠ CN(0, N0). Since
the full transmit power is set to unity, the SNR of a packet at full power is 1/N0.





where K\k denotes the subset of K from which k is excluded. The BS can decode
the packet of user k i↵ SINRk exceeds the decoding threshold ⇢ =
 
2Ro   1 . Upon
decoding the information packet with the highest SINR, the SIC process begins
to subtract the corresponding packet from the received signal. The SIC process
is repeated in the order of descending SINR until all packets have been decoded
except that none’s SINR exceeds the decoding threshold.
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4.3 Proposed Method
Let Tl denote the throughput contributed by the l-th power level assuming that
the packets at higher power levels are subtracted. Let ⇣i denote the probability
that the SIC process successfully continues to a lower power level from the current
i-th level (i.e., at the i-th level, the received packet is decoded successfully or no
packet is received). The target function is the overall MAC throughput summed
over all power levels and the optimization problem is to maximize this function.
To obtain this function, the throughput of each power level should be obtained
first. In the SIC process, to decode the packets of the current power level, all the
higher levels have to be past first. Hence this probability
QL
i=j+1 ⇣i is multiplied.












s.t. 0 < Ei  1, Ei 1   Ei < 0, i = 1, . . . , L
0 < pi < 1,
LX
i=1
pi  1, i = 1, . . . , L
(4.3)
Since direct optimization is extremely di cult, a bottom-up per-level algo-
rithm is proposed to obtain E and p. For the lowest power level (l = 1), the BS
decodes the packet from just the noise, and the power can be simply calculated
by E1 = N0⇢. The same as the slotted ALOHA, the optimal transmit probabil-
ity is given by p⇤1 = 1/K, resulting MAC throughput T1 = e
 1. For the higher
power levels (l   2), Algorithm 3 is used to calculate the power and optimize the
probability. The details of the algorithm is shown in the following subsections.
4.3.1 Power Calculation
Let Kl denote the number of users that transmit with power level El and Kl
follows the binomial distribution Kl ⇠ B(K, pl). For the su cient large K, the
Poisson distribution can be used to approximate the binomial distribution as
follows
Pr(Kl = i) =
e  l il
i!
,  l = Kpl. (4.4)
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Algorithm 2 Obtain E and p
Initialization: l = 2, E0 = 0, E1 = N0⇢, p⇤1 = 1/K
while 1 do
Calculate El using (4.7).
Estimate  l using (5.9).
Obtain p⇤l using (5.16).




i  1 then
Save El to E, save p⇤l to p, calculate Tl using (5.13),
l = l + 1, continue.
else
Discard El and p⇤l , break.
end if
end while




i , save p
⇤
0 to p.
For the l-th power level (l   2), to successfully decode the packet from the noise
N0 and the total interference Il, the power should satisfy the following
El   (Il +N0) ⇢, (4.5)
where random variable Il =
Pl 1
i=1KiEi is a sum of weighted binomial random
variables.
Let  l denote the probability of successful decoding when single packet at the








where ⇣l = Pr(Kl = 1) l+Pr(Kl = 0). With probability of 1   l, the BS fails to
decode the packet and the decoding stops at the l-th level. Hence, the power El
should make  l large enough. It is considered that the randomness mainly comes
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where   is an adjustable coe cient to resist the randomness of Il and can be eval-
uated by the numerical method. Note that approximations to the sum of weighted
binomial random variable (
Pl 1
i KiEi) can be used with the known inequalities
such as the Cherno↵ inequalities. In addition, the concentration inequalities are
more suitable for this approximation. However, the bounds provided by all these
inequalities are not tight enough. Hence, the adjustable parameter   and the
numerical method are used in this proposal.
























i=1KpiEi,  l can be approximated
in a simple form






The probability  l can be either estimated directly by simulations using (5.9) or
approximated by (4.9). 1
4.3.2 Probability Optimization
Considering the throughput Tl 1 as a constant, the optimal probability p⇤l can be
obtained by maximizing the following target function of MAC throughput
fl( l) = Pr(Kl = 0)Tl 1 +  l Pr(Kl = 1)(1 + Tl 1)
= e  lTl 1 +  l le  l(1 + Tl 1).
(4.10)
For the given K, obtaining the optimal probability p⇤l is equivalent to obtain-
ing the optimal  ⇤l . The optimization problem is formulated as
 ⇤l = arg max
0 lK
{fl( l)} (4.11)
1The accuracy of the estimation has been verified via simulation even if it is not shown in
the letter due to the page limit.
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To obtain  ⇤l , the first order derivative of fl( l) with respect to  l is calculated
as follows
f 0l ( l) = e
  l(Tl 1 l +  l   Tl 1    l(1 + Tl 1) l). (4.12)
Lemma 1. For the fixed Tl 1, there is one and only one  ⇤l that maximizes fl( l).
If  l < Tl 1/(1 + Tl 1),  ⇤l becomes negative, which is not allowed since the
probability p⇤l =  
⇤
l /K must be nonnegative. Hence, in consequence(








  l  1. (4.13)
By substituting the optimal  ⇤l into (5.13), Tl is given by
Tl = fl( 
⇤
l ) = e
  ⇤l Tl 1 +  l ⇤l e
  ⇤l (1 + Tl 1). (4.14)
4.4 Numerical Results
To validate the proposed DPA scheme, numerical evaluation is performed via
computer simulations. Consider a simple slotted ALOHA type random access
with K full-loaded users contending the transmission to one BS, without using
the carrier sensing and the backo↵mechanism. Both the AWGN and flat Rayleigh
fading channels are assumed. All the transmitted packets are encoded using a
powerful channel code with data rate Ro = 2/25. In every time slot, each user
randomly selects the transmit power from the power level set E according to the
corresponding probabilities p, independent of the choices of the other users.
Sum rate defined as Rsum = T⇥R is used to evaluate the system performance,
where T and R stand for the MAC throughput and the data rate of the PHY
layer, respectively. In this proposal, the sum rate is given by T ⇥ Ro. However,
in the conventional MAC protocols such as the slotted ALOHA and the random
access scheme with SIC in [56], only the MAC throughput is evaluated and the
PHY data rate is ignored. For a fair comparison, assume that the data rates
in these two conventional schemes achieve the point-to-point Gaussian channel
capacity C = log2 (1 + SNR), which results in Rsum = T ⇥ C. Specifically, the
ideal Rsum is given by e 1⇥C and 0.57⇥C, respectively, for the slotted ALOHA
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scheme and the random access scheme in [56]. The scheduled orthogonal multiple
access such as the time division multiple access (TDMA) achieves T = 1, yielding
Rsum = 1⇥ C.
Figure 4.1: Sum rate performance of various schemes for the AWGN
channel - with K = 100.
Figure 4.1 provides the sum rate results of various schemes according to the
SNR. The slotted ALOHA scheme is used as the performance baseline of the
random access schemes. The scheme in [56], termed the conventional MPR-SIC,
outperforms the slotted ALOHA for all SNR regions, due to the capability of
decoding two packets from a collision and the corresponding transmit power op-
timization. The proposed scheme under the AWGN channel assumption (with
  = 6), termed the MLPA with no fading, outperforms the conventional MPR-
SIC scheme for all SNR regions, since the BS can decode multiple packets (could
be more than two) from a collision. Because the optimization algorithm is de-
signed for the AWGN channel and the channel status at transmitter is not ex-
ploited, the scheme of MLPA with fading underperforms the scheme of MLPA
with no fading. The MLPA with no fading scheme even outperforms the TDMA
in the low SNR region due to the non-orthogonal feature of MLPA that the sum
transmit power can exceed the constraint value of single user transmit power
(
PK
k=1 ek > 1). In the high SNR region, since the interference from the other
packets becomes the dominant factor, the scheduled TDMA scheme outperforms
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all the random access schemes. Note that the slopes of the TDMA and the pro-
posed scheme are di↵erent and the TDMA outperforms the proposal scheme in
high SNR region. The reason lies in the same base data rate Ro used for all the
SNR regime in the proposed scheme. The di↵erence of the slopes means that the
e ciency of MAC layer becomes lower as the SNR increases. This phenomenon
requires further investigation such as checking the case of using various Ro for
the high SNR region or developing a new joint rate-power allocation algorithm
to further improve the sum rate performance.
Figure 4.2: Sum rate performance for various number of users - using the
proposed power allocation algorithm.
The sum rate results of various values of K for the AWGN channel are shown
in Fig. 4.2. From the fact that the performance for small K is limited, the
resulting sum rate is still low (note that the maximal sum rate is RoK). This
is due to the use of low rate base code even if all the packets are resolved from
the collision. As K increases, the sum rate increases until the number of users
causes no limitation. For the scenarios with small number of users, the idea of
rate splitting in [40] could be employed to create multiple virtual users within
each user, thus leading to an increased total number of users in the system to
relieve the constraint.
Figure 4.3 shows the sum rate performance of a practical scenario under the
AWGN channel assumption, where the actual number of users, eK, may be dif-
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Figure 4.3: Sensitivity of the user number mismatch - between eK and K.
ferent from the estimated K = 100. It is obvious to observe that there is a
performance degradation when eK 6= K. The degradation caused by eK > K is
steeper due to the poor SINRs with more interfering packets. One can see that
the maximum sum rate is achieved by a slightly larger eK (rather than K). This
is because multiple packets of the same power level have a chance to be decoded
successfully, while the algorithm is designed for decoding one packet per level.
4.5 Chapter Summary
In this chapter, a decentralized multilevel power allocation for a general random
access with the SIC receiver is proposed. With the obtained transmit power levels
and probabilities, a simple random access of slotted ALOHA type can achieve the
superior sum rate performance by e ciently exploiting the benefit of resolving
multiple packets in one collision. Further research in this area includes evaluating
the scenario where there exists a random SIC error due to the inaccurate channel
estimation. It would be challenging to take into account a critical factor of the
cancellation error in the design of decentralized power allocation algorithm.
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Random Access in CR Networks
with SIC
This chapter studies a decentralized power allocation for uplink random access
of secondary users in cognitive network using successive interference cancellation
receiver. First, for the additive white Gaussian noise channel, a novel algorithm
is proposed, which enables to obtain discrete power levels and optimize the cor-
responding probabilities, iterating per-level from the lowest power level to the
highest one. Under a fading environment, an opportunistic transmission protocol
is further proposed to reduce the interference temperature at the primary base
station, by allocating power levels only to the secondary users who will result in
small interference.
This chapter is organized as the follows. Section 5.1 provides an introduction
for the proposed scheme. Section 5.2 shows the system model. Sections 5.3 and
5.4 shows the proposed DPA and OTP. Section 5.5 presents the numerical results
obtained via computer simulations. Section 5.6 summarizes this chapter.
5.1 Introduction
Cognitive radio has been extensively studied as a promising technology to solve
the growing problem of wireless spectrum scarcity [66, 67, 68]. In spectrum
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sharing CR networks, SUs are allowed to transmit simultaneously using the same
frequency band assigned to PUs, provided that the requirement of an interference
temperature constraint at the PBS is fulfilled [67]. The interference temperature
is defined as the tolerable interference level at the primary receiver such as the
PBS for uplink [69]. Hence, it is critical to protect the transmission of PUs by
restricting the resulting interference temperature at the PBS through transmit
power allocation at the SUs (see [52, 53, 70] for the seminal works on the optimal
power allocation).
5.1.1 Related Works
The transmit power allocation algorithms have been extensively studied in vari-
ous multiple access scenarios and can be classified into two types, depending on
whether the power allocation process is controlled and assigned by the BS. In the
centralized power allocation algorithms, the BS allocates the transmit power lev-
els to the users through the downlink channels. The optimal CPA algorithm has
been proposed for the CDMA with the assumption of the imperfect SIC receiver
in [42]. The optimal power allocation algorithms have also been proposed for the
multiple access of SUs in the fading CR environment [52, 53], turned out to be a
form of water-filling allocation policy.
In the DPA algorithms used in the random access, the transmit power levels
are not assigned by the BS but are selected by the users in a decentralized manner.
As originally pointed out in [30], the DPA enhances the resulting throughput of
the random access system with the MPR capability. In [37], a random transmit
power allocation was proposed to achieve higher throughput assuming that the
receiver can decode one packet from the collision. Xu et al. proposed a DPA
algorithm for the random access with the SIC receiver [56], using the MPR model
of the SINR. For the secondary random access without the SIC receiver in the
CR network, Nekouei et al. proposed an optimal threshold-based water-filling
DPA policy [58]. Chapters 3 and 4 show the proposed DPA algorithms for the
common random access without constraint of interference temperature, which
were designed for maximizing the throughput of the MAC layer or the system
sum rate. The motivation of proposing a DPA algorithm for the cognitive radio
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network is that the DPA scheme is suitable for the secondary multiple access
of cognitive radio. Since the secondary users have to access the channel quickly
after the idle channel is detected, the time and resource to perform protocol set
up such as the handshake process in CSMA/CA is limited. The primary user may
use the channel again before finishing the set up. Hence, the slotted ALOHA and
the proposed DPA scheme are more suitable, where no such protocol set up is
required.
5.1.2 Novelty and Contributions
In the aforementioned related works, the CPA algorithm for the multiple access
of SUs in the CR networks and the DPA algorithm for the random access with
the SIC receiver have been investigated separately. While in this chapter, a novel
DPA algorithm for the secondary random access in the CR networks is proposed
firstly, which enables to obtain discrete power levels and optimize the correspond-
ing probabilities for the AWGN channel, taking into account the imperfect SIC
assumption. Under a fading environment, an opportunistic transmission protocol
that allocates power levels only to the users who will cause small interference
is further proposed. Compared to the conventional DPA schemes, the proposed
DPA can improve the performance on the sum rate of the secondary system,
while fulfills the constraint of interference temperature at the PBS. In practical
CR fading environments, the proposed OTP can further reduce the interference
temperature at the PBS, in a decentralized manner. Other major contributions
are summarized as the following.
• The issue of imperfect cancellation via the numerical results is addressed
and evaluated.
• The mismatch between the estimated number of users and the practical
number of users in the network are considered and evaluated.
• The tradeo↵ between the system sum rate and the interference temperature
over the OTP parameter is discovered. A method is also provided to choose
the proper parameter value for di↵erent QoS requirements.
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5.2 System Model
5.2.1 Channel Model
As shown in Fig. 5.1, consider a slotted ALOHA based random access in the
CR network, where K SUs contend the transmission to one common SBS with
the SIC capability, sharing the same uplink spectrum with the PBS. Let K =
{1, 2, · · · , K} denote the set of users. Channels are assumed to be quasi-static,
i.e., the channels are constant during each time slot, but independently change
from one slot to another. For the current time slot, let hi and gi denote the fading
channel coe cients from the i-th user to the SBS and PBS, respectively, where
i 2 K. In this chapter, these fading coe cients are modeled as independent and
identically distributed (i.i.d.) circularly symmetric complex Gaussian random
variables, following the PDF of CN(0, 1). The AWGN channel corresponds to
hi = 1, gi = 1 for 8i. Assume that the CSI is available at the SBS and each user





Figure 5.1: The random access system model of the CR network - with




At the transmitter side, the information blocks are first encoded by su ciently
powerful channel codes, such as turbo codes, and then the coded packets are mod-
ulated to complex signals. The channel coding and the modulation together con-
stitute the base code with the data rate Ro. For each time slot, each user randomly
selects a transmit power from a set of discrete power levels E = {E0, E1, · · · , EL}
according to the PMF p = [p0, p1, · · · , pL]. Here l 2 {1, 2, · · · , L} and L are the
index and the number of power levels, respectively. Specifically, a user keeps idle
during the time slot if E0 = 0 is selected, and the corresponding probability is
1  PLi=1 pi   0. Here 0 < E1 < · · · < EL  1 due to the transmit power con-
straint such that the maximum transmit power of each user is 1. Let ek denote
the transmit power of user k. Then the probability that user k transmits with
El is pl = Pr(ek = El). Each user selects the transmit power independently in
a decentralized manner, and none has any knowledge of the transmit power of
the other users. The network is assumed to be fully loaded. That is, each user
always has a packet to transmit and the bu↵er is assumed to be su cient.






eixi + w + z, (5.1)
where xi is the transmitted signal from the i-th SU with unit amplitude, w is the
received signal from the PU, and z is the AWGN. Since the SU packets are as-
sumed to be protected from the PU interference using the BICM [64], z0 = w+ z
can be modeled as a circularly symmetric complex Gaussian random variable
following CN(0, N0). Then, the signal-to-interference-and-noise ratio (SINR) cor-
responding to the user k can be calculated by
SINRk =
|hk|2ek
⇥k + ✏ k +N0
, (5.2)
where ⇥k is the sum interference power from the received packets before past
processing,  k is the sum power of the decoded signals, and ✏ is the residual
power ratio due to the imperfect SIC subtraction. Hence, ✏ k is the sum of the
residual power from the decoded packets. Note that the value of ✏ may change
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with the received SNR in the practical systems but it is assumed to be constant
in this proposal for simplicity. The proposed algorithm can be easily modified
if the correspondence to the SNR is known. The SBS can decode the packet of
user k if and only if SINRk exceeds the decoding threshold ⇢ defined as Ro. The
threshold of the ideal channel coding is given by ⇢˜ = 2Ro   1. However, owing to
a performance gap between the data rate achieved by the practical codes and the
channel capacity, a higher SINR is required to correctly decode the information.
Hence, when a small   > 0 is used to capture this gap, the practical decoding
threshold is given by
⇢ =
 
2Ro   1  (1 + ). (5.3)
Upon successfully decoding the information packet, the SIC process begins to
subtract the decoded packet from the received signal but still leaves the residual
of power ek✏ as interference due to the imperfect cancellation. The SIC process
is repeated in the order of descending SINR until all packets are decoded except
that none’s SINR exceeds the decoding threshold.
5.2.3 Constraint of Interference Temperature
In the CR network, the SUs share the same uplink spectral with the PBS when
transmitting to the SBS. To guarantee the reception at the PBS, use the con-
straint of interference temperature EIT in the proposed decentralized power allo-
cation algorithm, which is given by
KX
i=1
|gi|2ei  EIT . (5.4)
In addition, since each user selects the transmit power independently and the
channel gain is random, the actual interference temperature for an individual
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5.3 DPA for AWGN Channel
Let Tl denote the MAC throughput contributed by the l-th power level assuming
that the packets at higher power levels are subtracted. Let ⇣i denote the prob-
ability that the SIC process successfully continues to a lower power level from
the current i-th level (i.e., at the i-th level, the received packet is decoded suc-














s.t. 0 < Ei  1, Ei 1   Ei < 0, i = 1, . . . , L (5.6b)
KX
i=1
ei  EIT (5.6c)
0 < pi < 1,
LX
i=1
pi  1, i = 1, . . . , L. (5.6d)
Compared to our previous works in Chapters 3 and 4, there is a new additional
constraint of the interference temperature (5.6c) in the problem formulation.
Since this optimization is intractable, a bottom-up per-level algorithm is pro-
posed to obtain E and p. For the lowest power level (l = 1), the SBS decodes
the corresponding packet treating the SIC residual of the higher power levels as
noise. This power E1 should fulfill
E1
(EIT   E1)✏+N0   ⇢, (5.7)
where (EIT  E1)✏ is the estimated SIC residual for power level 1 according to the
constraint of interference temperature. As in the slotted ALOHA, the optimal
transmit probability is given by p⇤1 = 1/K, resulting in the MAC throughput
T1 = e 1. For higher power levels (l   2), use Algorithm 3 to calculate the power
and the corresponding probability.
5.3.1 Power Estimation
For the l-th power level (l   2), to successfully decode the corresponding packet
from the noise N0, the sum interference from the lower power levels ⇥l, and the
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Algorithm 3 Optimize E and p
Initialization: l = 2, E0 = 0, estimate E1 by (5.7), p⇤1 = 1/K, save E0, E1 to E,
save p⇤1 to p.
while 1 do
Estimate El by (5.12), estimate  l by (5.9), obtain p⇤l by (5.16).




i  1 then
Save El to E, save p⇤l to p, calculate Tl by (5.13), l = l + 1, continue.
else
Discard El and p⇤l , break.
end if
end while




i , save p
⇤
0 to p.
sum SIC residual from the higher power levels ✏ l, the power El should satisfy:
El
⇥l + ✏ l +N0
  ⇢ (5.8)
following with high probability (whp), where Kl denotes the number of transmit-
ting users with power El, ⇥l =
Pl 1
i=1KiEi, and  l =
PL
i=l+1KiEi.
Let  l denote the probability of successful decoding when a single packet at








where ⇣l = Pr(Kl = 1) l + Pr(Kl = 0). With probability of 1   l, the SBS fails
to decode the packet and the decoding is terminated at the l-th level. Hence, El
should lead to su cient large  l. Since each of ⇥l and  l is the sum of random








KpiEi + (   Kpl 1)El 1,
(5.10)
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where   is an adjustable parameter in the DPA algorithm to satisfy ⇥ˆl   ⇥l whp.
An estimated  l,  ˆl, is given by
 ˆl = EIT  
l 1X
i=1
KpiEi   ↵El 1, (5.11)
where ↵ is an adjustable parameter in the DPA algorithm to satisfy  ˆl    l whp.
From these estimated values, it follows that
El =
⇣




Regarding the throughput Tl 1 as a constant, the optimal probability p⇤l can be
obtained by maximizing the following target function of the MAC throughput
fl( l) = Pr(Kl = 0)Tl 1 +  l Pr(Kl = 1)(1 + Tl 1)
= e  lTl 1 +  l le  l(1 + Tl 1).
(5.13)
For given K, deriving the optimal probability p⇤l is equivalent to deriving the
optimal  ⇤l . The optimization problem is thus formulated as
 ⇤l = arg max
0 lK
{fl( l)}. (5.14)
To obtain  ⇤l , the first order derivative of fl( l) with respect to  l is calculated
as follows:
f 0l ( l) = e
  l(Tl 1 l +  l   Tl 1    l(1 + Tl 1) l). (5.15)
Proposition 2. For fixed Tl 1, there is one and only one  ⇤l that maximizes
fl( l).
If  l < Tl 1/(1 + Tl 1), then  ⇤l becomes negative, which is not allowed since
the probability p⇤l =  
⇤
l /K must be nonnegative. In consequence,(






, Tl 11+Tl 1   l  1.
(5.16)
By substituting the optimal  ⇤l into (5.13), Tl is given by
Tl = fl( 
⇤
l ) = e
  ⇤l Tl 1 +  l ⇤l e
  ⇤l (1 + Tl 1). (5.17)
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5.4 OTP for CR Fading Environment
According to the random nature of fading channels and the decentralized random
access, the OTP is proposed to reduce the interference temperature at the PBS
along with a smaller sum transmit power of the SUs, which is based on E and p
obtained by the DPA algorithm for the AWGN channel. In each time slot, choose
such SUs that yield small |gi| and large |hi|, which result in less interference tem-
perature and less sum transmit power, respectively. Specially, the OTP divides
all the SUs into the following two groups: candidate group and idle group. The
SUs satisfying |gi|/|hi| < ⌘ belong to the candidate group to randomly allocate
power levels while the other users belong to the idle group in this time slot, where















where  h and  g are the standard deviations of |hi| and |gi|, respectively. In this
chapter,  h =  g, thereby leading to  (⌘) = 2/⇡ arctan(⌘). The number of SUs
in the candidate group is given by KCG = b (⌘)Kc. Among these KCG SUs, the
transmit power levels are allocated from E according to the probabilities of the
adjusted p for the reduced number of available SUs. For instance, if the i-th user
belongs to the candidate group and its allocated power level is El, then this user
transmits with the power of El/|hi|2. To give an intuition, plot this function in
Fig. 5.2. For the sake of simplicity,  (⌘) and   is used interchangeably.
The power allocation for the fading environment is based on the DPA for the
AWGN channel. The obtained power levels E can be used without modification,
but have to adjust the TX probabilities, since there are only  K users will be
involved in the power allocation and the other (1    )K users just keeps idle
during that time slot. According to the obtained probabilities p, for the AWGN
channel, the probability of keeping idle is p0 and the probability of transmitting
is 1   p0. Let p00 and p0j (j 2 {1, 2, · · · , L}) denote the probabilities of keeping
idle and transmitting using Ej for the fading environment, respectively. For the
case of     1   p0 (there are enough candidates for the power allocation), the
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Figure 5.2: Illustration of function  (⌘) - intuitive illustration.
following equations should be fulfilled.⇢
p0 = (1   ) + p00 
pj = p0j , 8j 2 {1, 2, · · · , L}. (5.19)




p0j = pj/ , 8j 2 {1, 2, · · · , L}.
(5.20)
For the case of   < 1   p0, there are not enough candidates for the power
allocation. Hence all the candidates should transmit and p00 = 0. From the
following equations ⇢





i=1 pi = 1,
(5.21)




1 p0 , 8j 2 {1, 2, · · · , L}.
(5.22)
In this case, since there are too many idle SUs and the DPA is not fully exploited,
the resulted sum rate will be a↵ected.
5.5 Numerical Results
To validate the proposed algorithms, numerical evaluation is performed via com-
puter simulations. Consider a simple slotted ALOHA type random access with K
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full-loaded SUs contending the transmission to the SBS, without using the carrier
sensing and the backo↵ mechanism. Both the AWGN and flat Rayleigh fading
channels are assumed. All the transmitted packets are encoded using a powerful
channel code with data rate Ro = 2/25 and   = 0.1. For the estimation of power
levels, set ↵ = 1,   = 6 to make the probability of successful decoding  l high
enough but without overestimate. In every time slot, each user randomly selects
the transmit power from the power level set E according to the corresponding
probabilities p, independent of the choices of the other users.
5.5.1 Performance for AWGN Channels
Figure 5.3 shows the sum rate performance of a practical scenario where K varies
from slot to slot. Model K as a normal random variable with mean µK = 100
and variance  2K that captures the rapidity of variation. As  
2
K increases from
10 to 50, the sum rate performance degrades more severely. However, with low
or moderate  2K , the performance close to that of the ideal scenario can still be
achieved, e.g., the scenario with  2K = 10 achieves 95.10% of the ideal case for
SNR = 30 [dB].
Figure 5.3: Sum rate performance of the cases with random number of
users - E and p are obtained for K = 100.
Figure 5.4 shows the performance improvement by the countermeasure DPA
algorithm for the imperfect SIC process. In the previously proposed scheme,
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termed original DPA, the algorithm is designed for the perfect cancellation that
✏ = 0. While the DPA algorithm in this chapter, termed improved DPA, is
designed for the imperfect cancellation that ✏ 2 (0, 1). For the perfect cancellation
✏ = 0, these two algorithms becomes the same. Obviously, this scheme achieves
the superior performance. For the original DPA, the cancellation residual causes
severe sum rate performance degradation and as the value of ✏ increases, the
degradation becomes more severe. For the improved DPA, although there are still
degradations comparing with the perfect cancellation scheme, the improvements
are obvious when the cancellation is imperfect. The sum rate performance of the
improved DPA is quite close to that of the perfect cancellation scheme for the
low cancellation residual ratio case of ✏ = 10 4.
Figure 5.4: Comparison between the original DPA and the improved
DPA - for various values of the cancellation residual ratio ✏.
5.5.2 Performance for CR Fading Environment
In practical CR fading environments, take into account ✏ > 0 to capture the e↵ect
of the imperfect SIC caused by the inaccurate channel estimation and set the
constraint of interference temperature to EIT = 10. In this chapter, set ✏ = 10 4
(which may be adjusted according to the accuracy of the channel estimation).
The performance of the system sum rate Rsum is presented in Fig. 5.5 according
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Figure 5.5: System sum rate according to ⌘ using the proposed DPA
and OTP - for various values of SNR.
Figure 5.6: Average interference temperature at the PBS according to
⌘ - for various values of SNR.
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Figure 5.7: Outage probability of the interference temperature at the
PBS according to ⌘ - for various values of SNR.
to the parameter ⌘ that is used to control the ratio of candidate SUs  (⌘). If
 (⌘) < 1   p0, there are not enough candidate SUs for allocating the non-zero
power levels and the resulted performance of Rsum degrades. For instance, if
SNR = 10[dB], 1   p0 = 0.469 is obtained from the proposed DPA algorithm.
The minimum ⌘ = tan (⇡/2(1  p0)) = 0.907 that generates enough candidate
SUs can be calculated. If using larger ⌘, the system achieves close sum rate
performance to that of the AWGN channel, which is verified by the numerical
results shown in Fig. 5.5 and Fig. 5.4. Hence, it can be used as a rule to
determine the value of ⌘.
Figures 5.6 and 5.7 show the average E¯IT and the outage probability Pout of
the interference temperature according to ⌘, respectively. Although these three
curves for various values of SNR are not fitting perfectly, the common trend with
respect to the parameter ⌘ can be observed. Both E¯IT and Pout increase with ⌘
since more SUs that generate more interference are involved. Hence the value of ⌘
can be used to control the interference temperature in the fading CR environment.
For the case of SNR = 10[dB], by setting ⌘ = 1.0, reduced E¯IT = 3.606 that is
much less than that of AWGN channel (E¯IT = 10) is obtained, with very low Pout
that is close to 0.
The case of SNR = 20[dB] is more complicated due to the trade o↵ between
increasing the sum rate and reducing the interference temperature. Determine the
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Table 5.1: Performance of the system sum rate, the average interference temper-
ature, and the outage probability for the selection of ⌘.
⌘ Rsum E¯IT Pout
1.0 3.75 2.63 0
1.2 4.24 3.95 2.00⇥10 5
1.4 4.65 5.43 5.73⇥10 3
1.6 4.95 6.96 7.40⇥10 2
value of ⌘ in an integrated manner, taking account of both the sum rate and the
interference temperature. Table 5.1 provides the numerical results of some values
of ⌘ and can be used to determine ⌘ for di↵erent requirements. For example,
if the requirement of controlling interference is strict, set ⌘ = 1.0 to reduce the
interference, with the cost of relative low system sum rate. Otherwise, if the PBS
is tolerant with a modest interference temperature outage (e.g., less than 1%),
set ⌘ = 1.4 to achieve relative high system sum rate and also the reduced average
interference temperature.
5.6 Chapter Summary
In this chapter, a decentralized power allocation algorithm for the secondary
random access with the SIC receiver in the CR networks is proposed, to increase
the system sum rate at the SBS. The DPA algorithm is designed taking into
account the practical assumption of imperfect SIC. Based on this algorithm, an
opportunistic transmission protocol for the fading CR networks is also proposed,
to reduce the interference temperature at the PBS. By selecting proper parameter,
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this protocol achieves close system sum rate performance to that of the AWGN
channel and also the reduced interference temperature.
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6Conclusions and Future Work
This chapter concludes the dissertation, organized as the following. Section 6.1
summarizes the contributions of the research work. Section 6.2 provides discus-
sions on the other novel ideas on MAC and the related work. Section 6.3 shows
the possible future directions of the research.
6.1 Contributions
Multiple access communication systems require the techniques that achieve higher
spectrum e ciency, due to the consistent growth of the amount of usage and the
number of users. For the channelized access protocols that the BS assign chan-
nel resource to the users, the conventional orthogonal multiple access protocols
(FDMA, TDMA, OFDMA) are suboptimal according to the information theory.
To achieve the capacity of the multiple access channel, the non-orthogonal mul-
tiple access protocols (CDMA, IDMA) and the MUD techniques are necessary.
As one of the MUD techniques, the SIC has been extensively studied due to its
low complexity and near-optimal performance.
This dissertation focuses on improving the spectrum e ciency of the random
access scheme with the SIC receiver. The conventional random access proto-
cols (ALOHA, slotted ALOHA, CSMA) try to improve the MAC layer e ciency
(MAC throughput) according to the simplified collision model, assuming the PHY
layer as a blackbox (the receiver cannot decode any packet whenever the colli-
sion happens). However, in the practical wireless networks, it has been observed
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that the BS can decode the packet whose received power is much higher when a
collision happens, which is termed as the capture e↵ect. Furthermore, by using
the spectrum spreading or the powerful channel coding, the SIC technique can be
used to decode multiple packets from one collision, if the corresponding SINRs
of the received packets fulfill the decoding requirement. The MPR and the SIC
techniques can be used to further improve the spectrum e ciency of the random
access system, with the well-designed DPA algorithms.
However, there are not many literatures on the DPA algorithm for the random
access with the SIC receiver [32, 37, 56]. An optimal DPA that maximizes the
MAC throughput has been proposed in [56] for the case that the SIC receiver can
decode two packets from a collision at most. This research is inspired by this work,
but consider s the more general and practical scenarios. First, this work deals
with the general SIC receiver that can decode multiple packets (could be more
than two), and hence the more complicated optimization problem. Second, this
work takes into account both the MAC and PHY layers, and try to maximize
the system sum rate. Third, this work considers more practical assumptions,
such as the imperfect cancellation, the mismatch of number of users, the random
varying number of users. Finally, this work applies the DPA to the CR networks
and makes corresponding improvements. In the following, the contributions are
summarized according to the publications.
• A DPA algorithm for the case of general SIC receiver is proposed to improve
the MAC throughput performance. The throughput analysis and the com-
puter simulations are performed to verify the e↵ectiveness of the proposal
in Chapter 3.
• An improved DPA algorithm is proposed, taking account of both the MAC
and PHY layers to improve the system sum rate performance. The sensi-
tivity of mismatch of number of users for the practical scenarios are also
investigated in Chapter 4.
• The DPA is applied to the CR secondary random access, by modifying the
DPA algorithm that controls the interference temperature at the PBS. An
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opportunistic transmission protocol for the fading environment is also pro-
posed to reduce the interference temperature, at the same time of achieving
close system sum rate at the SBS. In addition, the e↵ect of the imperfect
cancellation and the random varying number of users are also investigated
in Chapter 5.
6.2 Discussions on Other Related Novel MAC
Schemes
From the viewpoint of user behavior in the multiple access system, with the
channelized access protocols, the users are scheduled passively by the BS in a
centralized way. Although each user can use the assigned sub-channel by itself
without collision, the e ciency may be low and the delay may be large for some
tra c patterns, due to the idle sub-channel assigned to the users without tra c.
With the random access protocols, the users are contending the channel actively,
regardless of the other users (ALOHA) or more politely (CSMA). One metaphor
for the aforementioned user behaviors is the human behavior in di↵erent economic
forms. The centrally planned economy can be consider as the channelized access,
where the resources are assigned by the central organization to the individuals
and the system e ciency is low due to the inevitable waste. While the liberal
economy can be considered as the random access protocols, where the interest of
individuals may conflict but the overall e ciency can be improved by advanced
rules.
Beyond the centralized scheduling and the decentralized contention, various
novel ideas are also brought to improve the multiple access systems. For instance,
in the network the users can cooperate to forward the packets of the other users.
In the adaptive network coded cooperation (ANCC) for the multiple access system
with massive users [72, 73], the users transmit to the BS with the assigned sub-
channel (either TDMA or FDMA) in the first phase. Each user also listens
to the transmissions of other users when it is not transmitting. Then in the
second phase, users randomly select some received and decoded packets, XORs
them, and help to forward the XORed packets to the BS. At the receiver end,
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after listening to both two phases, the BS maps the received information packets
and the XORed packets on a bipartite graph, forming a low-density generator
matrix (LDGM) code that can improve the BER of the overall system [74, 75, 76].
However, the LDGM code has the problem of high decoding error floor due to
the weight-1 columns in the parity check matrix. To overcome this problem, a
serially-concatenated layering network coded cooperation is proposed to generate
the serially-concatenated LDGM code that e↵ectively reduces the decoding error
floor.
Besides, the distributed version of some rateless coding schemes can also be
considered as a type of non-orthogonal multiple access protocol [77, 78, 79, 80].
A distributed layering rateless code as a multiple access protocol and an adaptive
power control algorithm for the fading environment are proposed. Inspired by
the idea of codes-on-graph, the random access among multiple time slots can
be mapped to bipartite graph and decode more packets on the graph using the
SIC [44, 45]. The collision resolution process is similar to the belief propagation
decoding process of the LDPC codes and rateless LT codes [81, 82].
6.3 Future Directions
Due to the rapid growth of mobile internet and the application of Internet of
Things, more and more devices will be connected by the wireless communication
networks. The requirements for higher connectivity density and higher spectrum
e ciency always exist. In addition, application scenarios with bursty tra c prefer
the uncoordinated random access protocols. It can be predicted that such appli-
cations will increase explosively in the future, along with the implementations of
Internet of Things, Machine to Machine communications, Intelligent Transporta-
tion Systems, WSN, CR networks, and so on. This work has investigated the
DPA algorithm for random access with SIC. Based on the widely used slotted
ALOHA protocol, the spectrum e ciency can be significantly improved with the
proposed DPA. This research is one of few works known on this area and has
extended the previous works. However, there are still many open issues to be
addressed, such as the optimal decentralized resource allocation strategy. In the
following subsections, first one future direction that is closely related to this work
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on the power allocation for random access with the SIC receiver is discussed.
Then the long-range target of implementing the coded MAC that should achieve
the multiple access capacity with low processing complexity by e↵ectively using
the ideas of channel coding and rateless coding is discussed.
6.3.1 Optimal DPA for Random Access with SIC Receiver
Since the proposed DPA algorithm for the random access with the SIC receiver
are suboptimal, one of the future directions is to find the optimal DPA strategy
that maximize the system sum rate. Specifically, for the slotted ALOHA type
random access, users randomly select transmit power levels from a discrete power
levels or a continuous power range, denoted by E, according to the PDF or the
PMF p. The target is to find the optimal E and p that maximize the system
sum rate.
6.3.2 Coded MAC
It is already known that the channelized access protocols and the random access
protocols have their own advantages and disadvantages. It is also known that
the orthogonal multiple access protocols are suboptimal from the information-
theoretic perspective [2, 26]. Hence, the future multiple access protocol should
be non-orthogonal to achieve the multiple access capacity with the low-complexity
SIC receiver and have the benefits of both the channelized access protocols and
the random access protocols. Besides, inspired by the repetition slotted ALOHA
schemes, in the multiple access process, the discarded received packets caused by
the collision or the severe channel impairment in the previous time slot should
be used e ciently. The multiple access process should be mapped to graph, to
exploit the gain of codes-on-graph using the belief propagation decoding. This
future multiple access protocol is termed as coded MAC. The target of the coded
MAC is to achieve or approach the multiple access capacity in a decentralized
manner with acceptable complexity.
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6.3.3 Power E ciency Aspect
All the proposed DPA optimization algorithms focus on how to maximize the
spectrum e ciency of the random access system. However, due to the increasing
demands on green communication, power e ciency issue has been receiving more
and more attention from both the academia and the industry. Hence, another
interesting future direction of this research is the DPA optimization algorithm
that maximize the power e ciency of the random access system with SIC, at the






















where d is a positive real number and   = Kpl. The first-order and second-order






e   ⌫ 2( ( 1 + d+ ⌫)  (d+ ⌫)(⌫   1))
 (⌫)
. (3)
We can derive the unique root for D00l = 0:
 ⇤⇤ =
(d+ ⌫)(⌫   1)
 1 + d+ ⌫ . (4)
Since (d+⌫)(⌫ 1) and ( 1+d+⌫) are both positive, we have D00l < 0,  2 [0, ⇤⇤)
and D00l > 0,  2 ( ⇤⇤,1). Hence D0l is monotonically decreasing for   2 [0, ⇤⇤)
and reaches the minimal negative value at   =  ⇤⇤. It is also obvious that
D0l(0) > 0. It can be proved that there is one and only one  
? that makes
D0l(  =  
?) = 0 and D0l(  <  
?) > 0, D0l(  >  
?) < 0. This proves the quasi-
concavity of Dl.
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Appendix B
Proof. We prove that there is one and only one solution for f 0l ( l) = 0, which
maximizes fl( l). The second order derivative with  l is derived as
f 00l ( l) = e
  l (Tl 1 +  l(1 + Tl 1)( l   2)) . (5)
Since f 00l ( l) < 0 for  l 2 [0, 2   Tl 1 l(1+Tl 1)), fl( l) is concave in this interval
with the maximal point  a , 1+Tl 1(1 1/ l)1+Tl 1 . The function fl( l) is convex for
 l 2 [2   Tl 1 l(1+Tl 1) ,1) since f 00l ( l)   0, and the maximal point is to be found
on boundary. Hence the the maximal point could be either  l = 2  Tl 1 l(1+Tl 1) or
 l !1. Obviously, lim l!1 fl( l) = 0 and the maximal point of this interval is
 b , 2  Tl 1 l(1+Tl 1) . We know that fl( a) is always greater than fl( b) since
fl( a)  fl( b) =  l(1 + Tl 1)
 
e  a   2e  b 




e 1   eln 2 2  > 0. (6)
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