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Abstract 
In this paper, we address the recurrent problem of node redundancy in heterogeneous Wireless Sensor Networks (WSNs). In 
addition to presenting a new analytical approach for estimating redundancy and unlike existing works, we propose a new solution 
where sensors are competing for the identification and relocation of redundant sensors. In our solution, which is mainly based on 
a comprehensive formulation of redundancy as a dynamic matter, sensors with low redundancy weights force neighboring peers 
with high redundancy weights to relocate or go to sleep according to a bully strategy. First simulations with the ns3 tool are showing 
promising results. 
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1. Introduction  
It has been recognized that node redundancy in Wireless Sensor Networks (WSNs) has positive and negative impact 
on the network performance and longevity. For instance, while increasing the network availability, redundant sensors 
commonly speed up the depletion of their limited energy by acquiring and exchanging duplicated data and 
unnecessarily performing repetitious tasks. The amount of redundancy needed and/or tolerated depends on the 
envisioned WSN applications and the expected performance criteria. Generally speaking, on the one hand, a low rate  
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of redundancy is commonly unfavorable as the network becomes extremely error prone. On the other hand, an 
increased redundancy makes the WSN more fault-tolerant1. 
In order to make an advantageous use of node redundancy while decreasing its undesired effects, several studies 
have been proposed4,5,6,7,8,9,10. These studies have addressed several categories of redundancy, including spatial 
redundancy (information about the same location from different sources), physical redundancy (same information 
from multiple sensors), analytical redundancy (estimating a variable in a given location from actual readings using 
mathematical models), and temporal redundancy (performing a specific action more than once to improve readings’ 
precision)1. In all of these categories, several approaches have been successful in identifying redundant nodes and 
turning them off to save energy. In these approaches, redundancy was basically expressed in terms of overlaps between 
sensing and/or communication ranges of neighboring sensors. To the best of our knowledge, there is no existing work 
that proposed a comprehensive formulation of redundancy as a dynamic matter. For instance, we argue that redundancy 
is a dynamic issue that evolves over time and depends on several criteria, including the actual energy, Quality of 
Service (QoS), reputation of individual sensors as well as current service requests. This situation is well suited, for 
example, in a scenario where sensors are attempting to offer their services and get rewarded (e.g., increasing their 
reputation). Based on this ascertainment, we propose to express redundancy from a new perspective where sensors are 
competing to be non-redundant based on some dynamic redundancy weights. To this end, we describe a bully approach 
where sensors with higher redundancy weights will be constrained to relocate or sleep.  
In the remainder of this paper, Section 2 outlines the existing works on node redundancy in WSNs. Section 3 
investigates this redundancy and presents our method for estimating its extent. Section 4 describes our approach for 
competitive redundancy and relocation in WSN. Section 5 presents our performance evaluation as well as some results.       
2. Related work   
Because of its recurrence in WSN deployments, node redundancy has attracted several research works. In this 
regard, Tezcan and Wang4 proposed perimeter, center, and distance tests to identify redundant nodes. Le and Jang2 
presented a scheme where nodes can estimate their coverage contribution within a given sensing area by using 
localization techniques. If a node discovers that its coverage is independent of its neighboring sensors, it will go to 
sleep. Islam et al.3 described a message-based protocol for homogeneous WSNs with the aim to identify a small number 
of working nodes (which are capable of preserving network coverage) and reduce network redundancy. Qu et al.5 
presented an algorithm where nodes exchange their mutual information, classify their neighbors based on their sensing 
overlaps, and then apply some redundancy rules in accordance with a Boolean sensing model and a probability sensing 
model to know whether they are redundant. Zorbas et al.6 proposed an approach that ultimately aims to detect 
redundant sensors and activate a cover set of points to improve the network lifetime in the WSNs. Fotouhi et al7 
presented a computational geometry-based algorithm to estimate the area covered by the sensors in a region containing 
transparent and opaque obstacles and eliminate redundancy. Sakib et al.8 described an analytical framework where a 
grid is used to allow each node to calculate its own redundancy by checking the coverage degree of its sensing region.  
Furthermore, Gao et al.9 theoretically analyzed the redundancy problem in WSN and presented estimations about 
the degree of redundancy without the knowledge of location or directional information. The authors also calculated 
tight upper and lower bounds on the probability of complete and average partial redundancy. Carbunar et al.10 
computed Voronoi diagrams for the detection of redundant sensors. Tian and Georganas11 proposed some computing 
mechanisms that use the geometric locations of sensors to calculate the overlap of their sensing ranges and then apply 
an eligibility rule to switch off selected redundant nodes. Diédié et al.12 presented a geometric approach to determine 
the area wherein the probability for a node to be redundant, with respect to its neighbors’ locations, is the highest. 
Finally, Haitao et al.13 proposed an algorithm that estimates the probability of overlap between sensors with identical 
sensing ranges and forces sensors with the highest overlap percentage to sleep.  
In the abovementioned research works, redundancy was assessed from the overlap between sensing ranges as a 
static value that is generally independent from contextual information. In what follows, we argue that redundancy is a 
dynamic matter and should therefore be reconsidered accordingly.   
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3. Investigating node redundancy in WSN  
3.1. Definitions and preliminaries    
In addition to optimizing the use of the limited resources of sensors as well as improving and balancing processing 
loads, redundancy could be calculated to perform efficient relocations when mobility is introduced in WSN. To this 
end, we propose to estimate the redundancy according to specific directions and based on several parameters that will 
be specified throughout the paper. Our approach will be assuming that the sensors’ locations are known, the sensing 
ranges are not uniform and will dynamically change, and the WSN is randomly deployed and clustered using an 
existing approach which is out of the scope of this work.   
Definition1: We say that a sensor X is p-High Redundant (p-HR) in a given region R falling within its sensing range 
if this region contains p neighboring sensors. In Fig. 1-left-a, the sensor X is 3-HR in the region R.  
Because of the changing operations and capabilities of sensors over time as well as their mobility (where applicable), 
we define p-HR as dependent on each sensor, region, and time. More formally, p-HR(X,R,t) = Cardinality({ Yj  
Nt(X): Yj is located in R at time t}) where Nt(X) is the set of neighbors of X at t. 
Definition2: We say that a sensor X is q-Low Redundant (q-LR) in a given region R falling within its sensing range 
if q sensors, located each outside R, are capable of covering R up to a predefined threshold (e.g., 75%). Like p-HR, q-
LR is dependent on the sensor, the region, and the time. In Fig. 1-left-a, X is 4-LR. 
Definition3: We define a redundancy direction as direction according to which we are going to record the p-HR and 
q-LR of a given sensor X at a given time t.  
    
 
Fig. 1. (left) Illustration of the p-HR and q-LR of a sensor X at a region R, (right) Possible redundancy configurations 
3.2. Redundancy configurations and estimation     
Redundancy between two neighboring sensors X and Y falls into six possible configurations (Fig. 1-right). In three 
of these configurations, Y is lying outside the sensing range of X, whilst in the 3 remaining configurations Y is lying 
inside the sensing range of X. In order to explain these configurations, let us estimate the redundancy of Y vis-à-vis 
of X, that we denote RYoX (i.e., how much Y is redundancy for X). Let also SX and SY denote the sensing ranges of X 
and Y respectively. Since it was assumed that sensors’ locations are known, we propose to define a number of 
redundancy directions according to which the redundancy will be estimated and then relocation could be achieved. In 
this paper, we suppose that we have n redundancy directions (DX1, DX2, …, DXn), leading thereby to n redundancy 
regions (RX1, RX2, …, RXn) (Fig.1-left-b). Let us call d the distance between X and Y. Let us also call rX and rY the 
radius of SX and the radius of SY respectively. In Fig. 1-right, we mention the conditions linking the parameters d, rX, 
and rY and leading to the six redundancy configurations.  
 Y lying outside SX without overlap between SX and SY (Fig. 1-right-a)  – In this case, no redundancy exists 
between X and Y. 
 Y lying outside SX and SX is totally wrapped by SY (Fig. 1-right-c) – In this case, Y is redundant vis-à-vis of X. 
The q-LR of X in each redundancy region (RX,1, …, RX,n) is incremented by 1.  
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 Y lying outside SX with overlap between SX and Sy (Fig. 1-right-b) – In order to deal with this case, we need to 
identify and calculate the areas where SX and SY overlap. Since sensing ranges are not practically of regular, circular 
shapes and since redundancy must not be removed completely from WSN1, we are proposing to simplify the 
processing load by calculating approximate values of the overlapping areas. To this end, we define a redundancy 
threshold U and say that Y is redundant vis-à-vis of X if RYoX >= U.  
In order to estimate the value of RYoX, we need to determine in which redundancy direction Y is located. To this end, 
we find out the two shortest distances between Y and each PXi (see Fig. 1-left -b). Without loss of generality, let us 
suppose that Y is located in the redundancy direction delimited by PXi and PXi+1 for some i=1,…, n. We then calculate 
the two intersection points A and B of SX and SY. Two symmetric cases result from the overlap of SX and SY: namely 
when X is outside the triangle YAB (Fig. 2) and when X is inside YAB (Fig. 3). In both cases, several configurations 
are possible. These configurations are highlighted in Fig. 2 and Fig. 3 for the case where the number of redundancy 
directions is n=8. Before explaining these two cases, let us calculate the coordinates of A and B as follows: Let (xX 
,yX), (xY ,yY), (xA ,yA), and (xB ,yB) denote the coordinates of X, Y, A, and B respectively. We define the variables a, 
b, and c as:  
ܽ ൌ ʹሺݔ௒ െ ݔ௑ሻǡ ܾ ൌ ʹሺݕ௒ െ ݕ௑ሻǡ ܽ݊݀ܿ ൌ  ሺݔ௒ െ ݔ௑ሻଶ ൅ ሺݕ௒ െ ݕ௑ሻଶ െݎ௒ଶ ൅ݎ௑ଶ                                     (1) 
All calculus done will give the following results: 
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Case where X is outside YAB – In this case, SX and SY are intersecting in A and B and are overlapping in g (1<=g<=n/2) 
redundancy regions. Let us suppose that these areas are situated between the points PXk and PXm (without loss of 
generality, we suppose that 1<=k<m<=n/2). Before giving the general way of calculating the overlap area, let us 
explain the approach for basic cases. If A and B are situated on the arc of the same redundancy region (like in Fig. 2-
a, and in this case m=k+1), the overlap area RYoX is calculated as follows: 
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Fig. 2 Redundancy situations when sensor Y is outside SX and X is outside the triangle YAB 
 
In the formula (2), if RYoX > U (the redundancy threshold) then Y is redundant vis-à-vis of X and the q-LR of X in 
the redundancy region RXk is incremented by 1. If both sensing ranges are intersecting in two contiguous redundancy 
regions RXk and RXk+1 then we calculate the coordinates of CXk = SY  [XPXk+1] (in this configuration PXk+1 is situated 
between A and B). As we stated earlier, since we are approximating the overlapping areas, we propose to calculate 
the areas of both triangles formed by ACXkPXk and BCXkPXk (see Fig. 2-b). If the size of any of these triangles is bigger 
than the redundancy threshold U then Y is redundant vis-à-vis of X in the corresponding redundancy region. The q-
LR of X in this region is therefore incremented by 1. If both sensing ranges are intersecting in three or more 
redundancy regions (e.g., see Fig. 2-c) located between PXk and PXm, then we have to calculate the areas of the two 
triangles as previously described in addition to calculating the areas of some polygons PXjCXjCXj+1PXj+1, where CXj = 
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SY  [XPXj], CXj+1 = SY  [XPXj+1], and k+1<=j<=m. The areas of such polygons are obtained by deducting the area 
of the triangle XCXjCXj+1 from the surface of SX divided by n (n: is the number of redundancy regions). Similarly to 
the previous cases, if the size of one of the overlap areas is bigger than the threshold U then the sensor Y is redundant 
vis-à-vis of X in the corresponding redundancy region and the q-LR of X in that region is incremented by 1. To 
summarize, when X is located outside the triangle YAB, the overlap between SX and SY is estimated as follows:  
ܱݒ݁ݎ݈ܽ݌ǣ
ە
ۖۖ
۔
ۖۖ
ۓ

݂݅݇ ൌ ݉ െ ͳݐ݄݁݊ݐ݄݁݋ݒ݁ݎ݈ܽ݌݅ݏ݈ܿܽܿݑ݈ܽݐ݁݀ܽܿܿ݋ݎ݀݅݊݃ݐ݋݂݋ݎ݉ݑ݈ܽሺʹሻ
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To improve our estimations of the overlapping areas, additional calculations could be considered. For instance, 
some overlapping areas similar to O1 in Fig. 2-d were ignored in formula (3). The calculation of O1 is performed as 
follows: 
ܱݒ݁ݎ݈ܽ݌ ൌ ܵݑݎ݂ܽܿ݁ሺܱͳሻ ൌ  ௥ೊమଶ ሺߠ െ  ߠሻݓ݄݁ݎ݁ߠ ൌ ʹ 
௖
ଶ௥ೊ ܽ݊݀ܿ ൌ ԡܤܥ௞ାଵԡሻ                                      (4)    
Case where X is inside the triangle YAB – As stated above, this case is symmetric to the case where X is outside the 
triangle YAB. The estimation of the overlap area in each redundancy region will then be calculated quite similarly. In 
all configurations related to the case where X is inside the triangle YAB (e.g., see Fig. 3 for the case of 8 redundancy 
regions), at least half of the SX area is covered by SY. The q-LR of X in each of these redundancy regions is therefore 
incremented by 1. The remaining redundancy regions are partially covered. In order to estimate the overlap in these 
regions, let us suppose that SX and SY intersect in A and B between PXk and PXm (without loss of generality, we suppose 
1<=k<m<=n/2). The overlap in each redundancy region will be calculated with formula (5), compared to the 
redundancy threshold U, and then the q-LR will be updated accordingly: 
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Fig. 3 Redundancy situations when sensor Y is outside SX and X is inside the triangle YAB 
 
To improve our estimations of the overlapping areas, we can consider the overlapping cases O1 and O2 depicted 
in Fig. 3-d, which were ignored so far. O1 will be calculated according to formula (4). O2 is a triangle for which we 
can calculate the area since we already know the coordinates of its three apexes.  
 Y lying inside SX without overlap between SX and SY (Fig. 1-right-d) –To calculate the overlap area in this case, 
we start by identifying the section of SX wherein the sensor Y is located. Without loss of generality, let us suppose 
that Y is located between PX,k and PX,k+1 (i.e., Y is in the region RXk). If SX does not intersect with either segments 
[XPk] and [XPk+1] then SY is completely in the redundancy region Rk. If the area of SY is greater than the redundancy 
threshold U then Y is redundant vis-à-vis of X. The p-HR of X in Rk will then be incremented by 1. If SX intersects 
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with one of the two segments, say [XPk], then we calculate the part of SY delimited by [XPk] and falling in RXk-1 
according to formula (4). We can then deduce the area of the overlap in the region RXk, compare each of the overlap 
areas with the redundancy threshold and update the p-HR and the q-LR of X in the corresponding regions accordingly. 
If SX intersects with several segments then similar processing could be applied to estimate the overlap areas and then 
update the p-HR value of X in RXk and the q-LR values of the remaining regions accordingly.   
 Y lying inside SX and SX is totally wrapped by SY (Fig. 1-right-f) – In this situation, the p-HR of the redundancy 
region where Y is located is incremented by 1. The q-LR of X in the remaining regions are also incremented by 1.    
 Y lying inside SX with overlap between SX and SY (Fig. 1-right-e) – In order to calculate the overlap between SX 
and SY, we perform similar processing to the case of Fig. 1-right-b and distinguish between the cases where X is inside 
and outside the triangle YAB. If we suppose that SX and SY are intersecting between PXk and PXm (where 1<=k<m<=n) 
and suppose that CXj = SY  [XPXj] for k+1<=j<m, then the overlap area when X is outside the triangle YAB will be 
calculated as follows:  
   (6) 
Similarly, the overlap area for X inside YAB will be calculated as follows:  
 
 
 
                                                                                         (7) 
 
 
4. Competitive redundancy 
4.1. Dynamic redundancy     
In several scenarios, when service requests are increasing in a given area, additional sensors would be needed. 
Although, the probability of communication and sensing range overlaps will most likely increase, this would not 
necessarily lead to redundancy. We, therefore, believe, in contrast with the current literature, that redundancy is a 
dynamic notion that should be calculated proportionally to a number of parameters (e.g., service requests and sensors’ 
capabilities) to ultimately estimate the right needs (in terms of sensors), at the right time, in the right area. To this end, 
we define the hotness of a given area R as the number of requests for services at a given time t (denoted H(R,t)). We 
also define the dynamic redundancy of a given sensor X in a given region R at a given time t as: 
ܦሺܺǡ ܴǡ ݐሻ ൌ ௔ൈ௣ுோሺ௑ǡோǡ௧ሻା௕ൈ௤௅ோሺ௑ǡோǡ௧ሻுሺோǡ௧ሻ ݓ݄݁ݎ݁ܽܽ݊݀ܾܽݎ݁ݐݓ݋݌ݎ݂݁݀݁݅݊݁݀݂ܽܿݐ݋ݎݏݏݑ݄ܿݐ݄ܽݐܽ ൐ ܾ        (8) 
In our formula (8), which reflects the idea that redundancy is inversely proportional to the number of service requests, 
we set a>b because sensors in R have basically higher influence on redundancy than sensors outside R.  
4.2. Actual redundancy     
In contrast with the current literature on WSN redundancy, we consider in this paper a scenario where sensors are 
competing to offer their services and get rewarded (from third-party service consumers). The ultimate goal of the 
redundant sensors’ competition is to decide which sensors will be relocated, go to sleep, or remain active. Within this 
context, sensors will be assigned redundancy weights to allow for making more appropriate decisions about WSN 
redundancy. We argue that the redundancy weight depends on several parameters, including the sensor’s current 
energy, capacity, QoS, and reputation. Let W denote this weight:  
ܹሺܺሻ ൌ ቀாೃ೐ೞሺ௑ሻா೘ೌೣ ቁ ൈן஼௔௣ሺ௑ሻൈ ߚொ௢ௌሺܺሻ ൅ߛோ௘௣ሺܺሻ         (9) 
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where Eres, Emax, D, E, and G refer to the residual energy, maximal energy, capacity, QoS, and reputation of X 
respectively. The actual redundancy of a given sensor X, in a given region R, at a given time t will then inversely 
depend on its weight as follows: 
        ܣܿݐሺܺǡ ܴǡ ݐሻ ൌ ܦሺܺǡ ܴǡ ݐሻȀܹሺܺሻ                     (10) 
4.3. A bully approach for redundancy competition      
In order to determine redundant sensors in a given area at a given time, we propose in this paper a bully approach 
where sensors with low actual redundancy force sensors with high actual redundancy to be the redundant sensors. To 
this end, every sensor keeps observing events in its immediate environment (Fig. 4). These events basically concern 
the change of the surrounding area hotness and the relocation or the sleep of some neighbors. As these changes would 
particularly affect its redundancy, the sensor will calculate its Dynamic Redundancy (DR) and exchange it (as well as 
other information, if needed) with its neighbors. The sensor will then calculate its Actual Redundancy (AR) and 
compare it with a competition redundancy threshold. If the AR does not exceed this threshold then the sensor will wait 
for any new changes in its environment. Otherwise, the sensor exchanges its AR with its neighbors.  
Once the AR of neighboring peers are collected, the sensor checks if it has the highest redundancy. If this is the 
case then it plans for relocation or goes to sleep depending on its current energy and capabilities as well as the 
redundancy and service requirements in neighboring locations. In the opposite case, it will wait for changes in its 
environment. Based on these changes, the sensor may be relocated or go to sleep, whereas sensors which were sleeping 
may become active.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 Workflow of the bully approach for competitive redundancy 
5. Implementation     
To evaluate the performance of our solution, we used the ns3 simulation tool. The redundancy threshold U was set 
to 75% and the number of redundancy regions was set to 8. The WSN deployment was random (Fig. 5-a). Fig. 5-b 
depicts zoomed configurations where we highlight on each a black sensor X and two of its redundancy regions wherein 
its p-HR and q-LR sensors are coloured in green and blue respectively. For illustration reasons, we purposely focused 
on two non-contiguous regions since a sensor could be counted as p-HR in one region and as q-LR in the next regions. 
We simulated in Fig. 5-c a scenario where the number of services changes. As it could be seen on Fig 5-d, the number 
of p-HR sensors increased in some areas after some sensors migrated from neighbouring regions to offer their services. 
In other areas, the number of p-HR sensors decreased, either because some sensors moved to get closer or inside 
regions with high service demands or went to sleep. The relocation process is basic in our current simulations. For 
instance, a redundant sensor will move to a redundancy region where its p-HR is low. This first option increases the 
competitiveness of the sensor and reduces its energy consumption as this relocation is targeting a nearby location. If 
this option is not possible then the sensor will identify a region where its q-LR is low. If this option is also not possible 
then the sensor will go to sleep.     
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Fig. 5 Simulation results of the competitive redundancy approach 
6. Conclusion   
With the ultimate goal of estimating the right resources, at the right time, in the right region, we proposed in this 
paper a new approach for the detection and relocation of redundant sensors in WSNs. To this end, we presented an 
analytical approach for the evaluation of overlaps between dissimilar sensing ranges. We also proposed a bully 
approach where sensors compete to remain active service providers while avoiding to be redundant nodes and thus 
forced to relocate or go to sleep. This competition is innovatively based on a comprehensive formulation of 
redundancy as a dynamic notion that depends on several criteria, including sensors’ energy, QoS, and reputation as 
well as service requests. Simulations with the ns3 tool showed satisfactory performance of our approach.  
In order to improve the performance of this approach, we intend to endow sensors with learning and predictive 
mechanisms to make better informed decisions and optimize their actions. We also intend to use an intelligent solution 
to implement a cluster-based redundancy and relocation competition.  
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