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RESUMEN
LosProcesos Gaussianos(Gaussian Processes, GPs)sonunaherramienta
Bayesiananoparam´etricapotenteparaacometerproblemasderegresi´onnolineal.
Comoescom´unparalamayor´ıadem´etodosderegresi´on,losGPsmodelanlasobser-
vacionescomolasumadeunafunci´on(latente)desconocidayunruidogaussiano.A
diferenciadeotrast´ecnicasderegresi´on,losGPsprocedendesdeunpuntodevista
puramenteBayesiano,infiriendolaprobabilidadaposterioridelafunci´ondescono-
cidaatrav´esdelaverosimilitudyladistribuci´ongaussianaqueaprioriseestablece
sobredichafunci´on.UnadelasventajasdelosGPsesqueproporcionanpredicciones
probabil´ısticas–esdecir,valorespromedioydedispersi´on–deformanatural.Por
otrolado,normalmenteutilizanunn´umerodehiperpar´ametrosreducido,loquelos
haceresistentesaproblemasdesobreajuste,permitiendoasuvezseleccionardichos
hiperpar´ametrosmedianteunasencilaoptimizaci´oncontinuadelaevidencia. De-
safortunadamente,losGPsnopuedenserutilizadosparagrandesconjuntosdedatos,
yaqueescalaneneltiempoenlaformaO(N3),limitandosu´ambitodeaplicaci´ona
conjuntosdedatosconunospocosmilesdemuestrasdeentrenamiento(utilizando
ordenadoresdesobremesaactuales),aunqueexistenaproximacionesdispersasque
permitenutilizarlosGPsenconjuntosdedatosm´asgrandes.
ElGPest´andarpararegresi´onseformulabajohip´otesisestacionarias:seconsi-
deraquelapotenciaderuidoesconstanteeindependientedelosdatosdeentradayla
funci´ondecovarianzadeladistribuci´onapriorit´ıpicamentedependedeladiferencia
entrelasmuestrasdeentrada.Estassuposicionespuedeserdemasiadorestrictivasy
pocorealistasparamuchasaplicacionesreales.
Buscandounmodeladonoestacionario,enestaTesisproponemosunmodeloGP
divisivo(DivisiveGP,DGP)enelquesecombinandosGPsparalograrnoesta-
cionariedadenamplitudymodeladoderuidoheteroced´astico. Laprobabilidada
posterioridelmodelodivisivonoestratabledeformaanal´ıtica,loquehacenecesario
proponeralgoritmosdeinferenciaaproximadaom´etodostipoMarkovChainMonte
Carlo(MCMC)parapoderhacerinferenciaendichomodelo. Unadelasventajas
vi
delmodelodivisivoesquelaverosimilitudeslog-c´oncava,loquehacequeladis-
tribuci´onaposterioriseaunimodalcuandosecombinaconunadistribuci´onapriori
gaussiana. Estofavorecelaconvergenciadealgoritmosdeinferenciaaproximada
comoExpectationPropagation(EP)oelm´etododeLaplace.
EnprimerlugarproponemosEP-DGP,queutilizaunaaproximaci´onEPaladis-
tribuci´onaposteriorienelmodeloDGP.Losresultadosexperimentalesmuestranla
buenacalidaddedichasaproximacionescomparadasconunaimplementaci´onMCMC
aplicandoelalgoritmoElipticalSliceSampling(ESS)paraelmismomodelo,aunque
elcostecomputacionaldelaaproximaci´onEPesconsiderablementemenor.Losresul-
tadosexperimentalesendistintasbasesdedatos–homoced´asticasyheteroced´asticas
–muestranlasmejorasdelm´etodopropuestoconrespectoalosm´etodosdelestado
delarteenregresi´onheteroced´asticaconGPs,as´ıcomoalpropioGPest´andarpara
regresi´on.
Sinembargo,lacargacomputacionaldelEP-DGPesaltacomparadaconel
GPest´andaryotrasaproximacionesvariacionalessimilarespararegresi´onhete-
roced´asticaconGPs. Porestemotivo,proponemostambi´enutilizarelm´etodode
LaplaceparahacerinferenciaenelmodeloDGP.Lascaracter´ısticasdelaverosimili-
tudhacenqueladistribuci´onaposterioritengaunaformabastantegaussiana,loque
permitequeelm´etododeLaplaceproporcioneunasaproximacionesaladistribuci´on
aposterioritanprecisascomolasdelEP-DGP,peroauncostereducido.
Finalmente,tambi´enhemosutilizadolaaproximaci´ondeLaplaceparahacer
inferenciaenun modelo GPparapredicci´ondevolatilidadenseriestempo-
ralesfinancieras,queresultadeaplicaci´ondirectaparalos m´etodosderegresi´on
heteroced´astica.Lafunci´ondecovarianzadeOrnstein-Uhlenbeckmodeladeforma
adecuadaelcomportamientodeestetipodeseriesfinancierasypermitequelaim-
plementaci´ondelm´etododeLaplaceescalelinealmenteconeln´umerodemuestras
deentrenamiento. Comoenelcasoanterior,lascaracter´ısticasdelaverosimili-
tudhacenquelasaproximacionesdel m´etododeLaplaceseantambi´enprecisas,
enestecaso,comparadasconlasqueproporcionanm´etodosMCMCaplicadosso-
vi
breelmismomodelo,peroauncostecomputacionalmenor. Losresultadosex-
perimentalescorroboranlasbuenasprestacionesdel m´etododeLaplacepropuesto
comparadoconotrosalgoritmosGPsimilares,reduciendolacargacomputacionaly
proporcionandounacapacidaddepredicci´onsuperioraladelosmodelosGenerales
AutoRegresivosHeteroced´asticos(GeneralizedAutoRegressiveHeteroscedasticmod-
els,GARCH)com´umenteutilizadosentareasdepredicci´ondevolatilidadenelcampo
delaEconometr´ıa.
ABSTRACT
GaussianProcesses(GPs)areapowerfulnonparametricBayesiantoolfornon-
linearregression.Asitiscommoninmostregressionapproaches,GPsmodelsobser-
vationsasthesumofsomeunknown(latent)functionplusGaussiannoise.Unlike
otherregressionmethods,GPsproceedinapurelyBayesianfashiontoinferthepos-
teriordistributionoftheunknownfunctionthroughthelikelihoodandaGaussian
priordistributionplacedoverthisunknownfunction.OneofthestrengthsofGPsis
thattheyproduceprobabilisticpredictions,i.e.,averageanddispersionvalues,ina
naturalway.Ontheotherhand,theyusualyemployareducednumberofhyperpa-
rameters,thatcanbetunedwithasimplecontinuousoptimizationoftheevidence:
Thismakesthemresilienttooverfitting. Unfortunately,GPscannotbeappliedto
large-scaledatasetsduetotheirO(N3)timescalability,limitingthescopeofappli-
cationtodatasetswithafewthousandssamples(usingpresentdesktopcomputers),
althoughsparseapproximationsalowtouseGPsinbiggerdatasets.
ThestandardGPregressionisformulatedunderstationarityhypotheses: The
noisepowerisassumedconstantthroughouttheinputspaceandthecovarianceofthe
priordistributionistypicalymodeledasdependentonlyonthedifferencebetween
inputsamples.Thisstationaryassumptioncanbetoorestrictiveandunrealisticfor
manyreal-worldapplications.
Pursuingnonstationarity,inthisThesisweproposeaDivisiveGP(DGP)model,
wheretwoGPsarecombinedtoachieveamplitudenonstationarityandheteroscedas-
ticregression. TheposterioroftheDGPmodelisanalyticalyintractable,sothat
approximateinferencetechniquesor MarkovChain MonteCarlo(MCMC)meth-
odsareneededtomakeinferenceonthemodel.OneoftheadvantagesoftheDGP
modelisthatthelikelihoodislog-concave,whichleadstoaunimodalposteriorwhen
combinedwithaGPprior.Thisfavorstheconvergenceofapproximateinferenceal-
gorithmsasExpectationPropagation(EP)ortheLaplacemethod.
WefirstproposeEP-DGP,anEPposteriorapproximationtomakeinferenceon
theDGPmodel.TheexperimentalresultsshowthehighqualityoftheEPposterior
ix
approximationcomparedtoanMCMCimplementationusingElipticalSliceSam-
pling(ESS)forthesamemodel,butatareducedcost.Theexperimentalresultson
different(homoscedasticandheteroscedastic)datasetsshowtheimprovementsof
theproposedmethodcomparedwiththestate-of-the-artmethodsinheteroscedastic
GPregressionandthestandardGP.
However,thecomputationalburdenofEP-DGPishighcomparedtothestan-
dardGPorothersimilarvariationalapproximationsforheteroscedasticregression.
WealsoproposetousetheLaplaceapproximationfortheDGPmodel.Thechar-
acteristicsofthelikelihoodmaketheposteriorhavequiteaGaussianshape,which
alowsthattheLaplaceapproximation(L-DGP)providesaccurateposteriorapprox-
imations,asinthecaseofEP-DGP,butatareducedcost.
Finaly,wehavealsoappliedtheLaplaceapproximationtomakeinferenceon
aGPmodelforvolatilityforecastinginfinancialtimeseries,whichisadirectap-
plicationofheteroscedasticregressionmethods.TheuseoftheOrnstein-Uhlenbeck
covariancefunction,suitabletomodelthebehaviorofthiskindoftimeseries,alows
theLaplaceimplementationtoscalelinearlywiththenumberofsamples.Asinthe
caseofL-DGP,thecharacteristicsofthelikelihoodmaketheLaplaceapproximation
anaccurateinferenceprocedure,butatareducedcomputationalload,comparedto
theMCMCmethodappliedtothesamevolatilitymodel.Theexperimentalresults
corroboratethegoodperformanceoftheLaplacemethodcomparedtoothersimilar
GPalgorithms,reducingthecomputationalburden,andshowingbetterprediction
capabilitiesthanthecommonlyusedGeneralizedAutoRegressiveConditionalHete-
roscedastic(GARCH)modelsinvolatilityforecasting.

“Nadaestandif´ıcil
quenopuedaconseguirlafortaleza”
JulioC´esar
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Chapter1
Introduction
InthischapterwebrieflyreviewthebasicconceptsofMachineLearningandthefun-
damentaltypesofLearningMachines(LMs)andmachineensembles. Thisreview
pretendstointroducethegeneralframeworkwherethisThesisiscontextualized.
Then,wediscussthemotivationandtheobjectivesoftheThesis,whichfocuseson
thedevelopmentofnonstationaryandheteroscedasticregressionalgorithmsusing
GaussianProcesses(GPs),includinganapplicationtovolatilityforecastinginfinan-
cialtimeseries.Finaly,weshortlydescribethecontentsoftherestofthechapters.
1.1 Learningmachines
Fundamentaly,machinelearningalgorithmsareorientedtosolvetwoproblemfami-
lies:
•Decisionproblems,inwhich,givenasetofobservations(variables,featuresor
characteristics),wehavetodecideamongafinitenumberofalternatives.Inthis
familyweincludethehypothesestest,detection,andclassificationproblems.
1
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•Estimationproblems,whereavalueforacontinuousmagnitudethatcannot
beobserved,isproposedgivenasetoffeatures.Here,weincludeprediction,
interpolation,andextrapolationtasks.
Solvingtheseproblemsbyhumansgoesbacktotheoriginofourspeciesand,
manyofthem,arerelatedtosurvival,sothatalhumanbeingsfacethem. Al-
thoughthehumanEvolutionhasprovidedcapabilitiestosolve manyofthem,
thequalityofoursolutionsisnotsatisfactoryinsomecases,asdiscussedin
[Myers,2004,Kahneman,2011]. Forexample,underhostileorrapidlychanging
environments,wearenotabletodealwiththeseproblemsproperly. Then,itis
usefultodesignandusealgorithmsthatproposesolutionstosolveorhelphumans
solvingdecisionorestimationtasks,justifyingtheusefulnessandbenefitofLMs.
AnLMaimstodetermineatargett,continuousforestimationproblemsor
discretefordecisiontasks,observingasetoffeaturesxbymeansofafunction
fw(x),wherewisasetofparameterstobedetermined. Theseparametersare
tunedinordertostatisticalyminimizeacostfunctionC(t,fw),averagedonaset
oftrainingobservations. Aspointedoutin[FigueirasVidal,2013],thisprocessis
similartohumanlearning,wherewecanlearnthefunctionffromourperceptions
xandourmemoryw.InthiscasethecostCisrelatedtopersonalassessments
(includingprinciples,emotions,andfeelings)oftheerrors. ForthecaseofLMs,
wecanprovidethemachineasetoflabeledexamples(withthecorrectanswers)
{xn,tn},n=1,..,N,toevaluatethecostfunction.
1.1.1 Neuralnetworks
Oneofthemainchalengesinmachinelearningconsistsonselectingapropersetof
functionsfw.Thefirstapproachwaslinearregression,addressedatthebeginingof
theXIXCentury[Gauss,1821],wherethetargetsarepredictedaslinearcombina-
2
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tionsoftheinputs,i.e.,wTx+w0,selectingtheweightswandw0thatminimize
themeansquarederrorgivenasetofobservations. However,thislinearmodelis
limitedanditisnotsuitableformostregressionproblems,wheretherealityismore
complex.
Inthecaseoflineardecisionalgorithmsthesolutionismoredemanding. For
example,forabinarydecisionproblem,i.e.,t∈{−1,1},alinearclassifierhasto
calculateo(x)=sgn(wTx+w0)todeterminet,andthereisnoanalyticalmethodto
solvetheresultingequations.Thefirstformalapproachtofacethisdifficultywaspro-
posedbyFrankRosenblattin[Rosenblatt,1958],inspiredontheideasofAlanTur-
ing[Turing,1992],WarrenMcCulochandWalterPitts[McCulochandPitts,1943].
RosenblattproposedalineardecisionmethodknownasthePerceptronRulebasedon
theconceptofHebbianlearning[Hebb,1949].Theseideaswereknownlaterunder
thegenericconceptofreinforcementlearning[SuttonandBarto,1998]. However,
thelimitationsofthemodel,thealgorithmicdifficultiesandthe(mistaken)argu-
mentsofMarvinMinskyandSeymourPapert[MinskyandPapert,1969]virtualy
closetheresearchinthisfieldforabout30years.
Meanwhile,thelogisticregressionwasdevelopedinthefieldofStatistics,where
theestimatedposteriorprobabilitiesofthetargets(inthebinaryclassificationpro-
blem)aregivenby
o(x)=sgm(wTx+w0)= 11+exp(−wTx−w0) (1.1)
fortargetsoftheformt∈{0,1}(whereasfor±1targetsthehyperbolictangent
functionisused,insteadthesigmoid). Theadvantageofthisformulationisthat
conventionalminimizationalgorithmsasgradientdescentcanbedirectlyappliedto
findtheweightswandw0.
Thisformulationalowstostacklayersofelementarysinglelayerperceptrons,
whichisthebasisof Multi-Layer-Perceptrons(MLPs). Thisarchitectureisca-
pabletosolvenonlinear(decisionandregression)problemsanditcanbetrained
3
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Figure1.1:ArchitectureofanMLPwithasinglehiddenlayerandonetargetoutput.
usingtheBack-Propagation(BP)algorithm,aformofthechainruleforthe
derivativesofthetrainingerrors. BPwasproposedrepeteadly[Werbos,1974,
Parker,1982,LeCun,1985].However,thealgorithmwasnotpopularizeduntil1986
thankstoDavidRumelhartandhiscoleaguesat MIT[Rumelhartetal.,1986a,
Rumelhartetal.,1986b]. ThiskindofarchitecturesisknownasartificialNeural
Networks(NNs)givenitssimilaritieswiththebiologicalneuralnetworks.
InFigure1.1wepresentthearchitectureofaMLPwithasinglelayerandascalar
output,wherethefunctionsg(·)andg˜(·)areusualysigmoidorhyperbolictangent
functions,although˜g(·)canalsobelinearforthecaseofregressionproblems.Asit
canbeappreciatedinFigure1.1,theMLPcanbeconsideredasasemilinearsystem,
i.e.,inputsaretransformednonlinearlyinthefirstlayer,whereasthefinalstepis
linear.
Folowingasimilarapproach,RadialBasisFunctionNNs(RBFNNs),proposed
in[Powel,1987]toperformfunctioninterpolation,applylocaltransformationsin
theinputlayer,forexampleaccordingtotheGaussianformoi(x)=exp(−γix−
ci22),where{ci}areknownascentroidsand{γi}aretheprecisions(inverseofthe
variances)ofthecorrespondingGaussians.Afterthislocaltransformation,asinthe
caseoftheMLPs,theoutputlayerislinear.
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RBFNNsandonehiddenlayer MLPsalowtodesignuniversalapproximators
[Cybenko,1989,Horniketal.,1989]. However,thecorrespondingproofsarenot
constructiveandthenumberofunits(orneurons)inthehiddenunitisnotdeter-
mined. Then,thenumberoftrainingsamplesandthenumberoffeaturesimpose
alimitinthenumberofparameters(weights)oftheNNs.Sothat,otherpossible
architectureswithmorehiddenlayerscannotbediscarded.
ThedesignofDeepNNs(DNN)hasgainedimportanceandpopularityduring
thepastyears.Researchonthisfieldhasopeneddifferentapproaches:
•ConvolutionalNNs(CNNs)[Fukushima,1979,LeCunetal.,1989]proposeto
shareweightsforequivalentregionsintheinputspace,whichissuitablefor
speechorimageprocessingapplications,forexample.
•DeepAuto-Enconders(DAEs)proposetoconstructthehiddenlayersofthe
deepnetworkstepbystepaimingtoreconstructthetraininginputsateach
output[Bengioetal.,2007,Vincentetal.,2008].
•Deep Belief Networks (DBNs) [HintonandSalakhutdinov,2006],
[Hintonetal.,2006],arestackedRestrictedBoltzmann Machines(RBMs),
whicharesimplifiedversionsoftheBoltzmannMachines(BMs)introducedin
[HintonandSejnowski,1986]. BMsareconstitutedbyinterconnectedinput,
hidden,andoutputunitswheretheprobabilitiesofthestatesofthenetwork
aredeterminedbyanenergyfunctionwhichdependsontheweightsofthe
network.
AmorecompletedescriptiononNNscanbefoundin[Haykin,2007].Forcom-
pletesurveyonDNNs,see[Schmidhuber,2014].
5
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1.1.2 Kernelmethods
Kernelmethodsproposealternativetransformationstotheinputsusingthetheorem
ofrepresentationorkerneltrick[Aizermanetal.,1964,Kimeldorfand Wahba,1971].
Theobjectiveofkernelmethodsistoassumeasetoftransformationsφ(x)toalowa
linearformulationonthetransformedspace,wheretheinnerproductsφ(xi)Tφ(xj)
aresubstitutedbyMercerkernels,k(xi,xj),[Sch¨olkopfandSmola,2001].
ThiscategoryincludesGPs[WiliamsandRasmussen,1996],whereapriordis-
tributionoverfunctionsisimposeddefiningameanfunction(usualyassumedzero)
andacovariancefunction,whichneedstobeavalidMercerkernel. GPsproceed
inaBayesianframeworkinferringtheposteriorprobabilityovertheunknownlatent
functiongiventhepriorandthelikelihoodofthemodel(whichassumesGaussian
noiseinthestandardcase).InChapter2weprovideamoredetaileddescriptionof
GPs.
Ontheotherhand,theSupportVector Machines(SVMs)[Boseretal.,1992]
emergedfromtheworkofVladimirVapnikinclassificationproblems[Vapnik,1982],
proposingamaximummarginformulation,wherethemarginisdefinedastheprod-
uctofthetargetandtheoutputprovidedbythemachine,i.e.,to(x).Then,SVMs
proposekernelclassifiersdesignedtoprovidetheoptimalhyperplane(inaclassifica-
tiontask)inahighdimensionalspaceH(alsoknownasfeaturespace),generated
fromafunctiontransformationφ(·):Rd→H [Vapnik,1999].Ingeneral,thesolu-
tionoftheSVMisexpressedusingthediscriminantfunction:
f(x)=wTφ(x)+b (1.2)
wherewandbaretheweightsthatdeterminetheclassificationhyperplaneinthe
featurespace.Inordertoobtainamaximummarginsolution,theseweightscanbe
6
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calculatedsolvingthefolowingoptimizationproblem
minw,b,ξ
1
2w
22+C
L
l=1
ξ(l)
s.t. t(l)wTφ(x(l))+b≥1−ξ(l); l=1,...,L
ξ(l)≥0; l=1,...,L
(1.3)
whereCisapositiveparameterthatcontrolsthetradeoffbetweenthesimplicity
ofthemodelandtheclassificationerror,and{ξ(l)}Ll=1 isthesetofslackvariables
introducedtoalowsomesamplestobemisclassified.Sincethefunctionalofthe
optimizationproblemin(1.3)isconvex,thesolutionisunique.
Tosolve(1.3),weneedtouseLagrangemultipliers,{a(l)}Ll=1,andapplyKarush-
Kuhn-Tuckerconditions[Karush,1939,KuhnandTucker,1951]. Theformulation
leadstothefolowingQuadraticProgramming(QP)problem:
maxa −
1
2
L
l=1
L
l=1
a(l)a(l)t(l)t(l)K(x(l),x(l))+
L
l=1
a(l)
s.t.
L
l=1
a(l)t(l)=0
C≥a(l)≥0; l=1,...,L
(1.4)
whereK isthekernelassociatedtoφ(·). Then,thediscriminantfunctioncanbe
writtenas
f(x)=
L
l=1
a(l)t(l)K(x(l),x)+b (1.5)
where{a(l)}Ll=1arepositiverealvalueswhichcorrespondstotheQPproblemsolution.
Thepointsforwhicha(l)>0areknownasSupportVectors(SVs)andrefertosamples
thatareinsidethemarginormisclassified.
Finaly,todeterminetheparameterb,weonlyconsiderthesetofSVsthatsatisfies
thefolowingcondition:
t(l)
l∈S
a(l)t(l)K(x(l),x(l))+b =1 (1.6)
7
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whereSdenotesthesetofindexesoftheSVs.Then,biscalculatedas
b= 1NS l∈S
y(l)−
l∈S
a(l)t(l)K(x(l),x(l)) (1.7)
whereSisthesubsetofsamplesforwhich0<a(l)<C.
Forregressiontasks, Support Vector Regression(SVR) wasproposedin
[Druckeretal.,1997],where,similarlytoSVM,themodelproducedbySVRde-
pendsonlyonasubsetofthetrainingsamples,ignoringthetrainingdatathatare
closetothemodelprediction(withinagiventhreshold).
1.1.3 Machineensembles
LMensembleshavebeenwidelyappliedtoimprovetheperformanceofsinglema-
chines. ThefundamentalsofthesetechniquesareduetotheworkofHansen
andSalamon[HansenandSalamon,1990], whodemonstratedthat NNsperfor-
mancescouldbeimprovedsignificantlybymeansofcombiningsomeofthem.In
theliterature,severalmethodsforcreatingmachineensemblesareproposed,see
[Sharkey,1999,Kuncheva,2004,Rokach,2010,SchapireandFreund,2012].
Machineensemblescanbeclassifiedindifferentways,asstatedin[Sharkey,1999,
Haykin,2007].Forexample,theycanbeclassifiedaccordingtothewaythelearn-
erscolaboratetosolvetheproblem. Usingthiscriterion,wecandividemachine
ensemblesinthefolowingtwofamilies:
•Committees: Whereallearnerssolvethesameproblemindependentlyand,
then,combinetheiroutputsfolowingsomeadequatecriterion. Resam-
plingtechniques,suchasBootstrap[Sharkey,1999]orBagging(Bootstrap
AGGregatING)[Breiman,1996],alongwithothermethodsasRandomFor-
est[Breiman,2001]orStacking[Wolpert,1992],areincludedinthiscategory.
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•Consortia: WheretheLMsintheensemblecooperateamongthem.Thereare
twopossibleapproachestoformthiskindofensembles:
-Usingadivideandconquerstrategy,i.e.,decomposetheproblemina
setofsubproblemsthatareassignedtodifferentmachines(orexperts).
ThisisthecaseofMixturesofExpertsdescribedin[Jacobsetal.,1991,
JordanandJacobs,1994].
-Addingmachinestotheensemblesequentialy,sothattheperformanceof
theoveral machineisimprovedateachstep,asitisthecaseofBoosting
[Freund,1995,FreundandSchapire,1996].
Itisimportanttonotethatthesetwophilosophiesaremutualyexclusive,sothat
itispossibletocombinethem[Kuncheva,2004].
1.2 Thesismotivationandobjectives
GPshaveshowntobeverycompetitivefornonlinearregressiontasksandcanbe
consideredoneofthestate-of-the-artmethods.Theyareresilienttooverfittingpro-
blemsduetothe(typicaly)reducednumberofhyperparameterstobelearned,which
canbetunedeasilyusingacontinuousoptimizationoftheevidence,andproduce
probabilisticpredictionsinanaturalway. However,theirO(N3)scalabilitylimits
thescopeofapplicationofful GPs(i.e.,notconsideringsparseapproximations)to
datasetswithafewthousandtrainingsamples.
GPscovariancefunctionsusualyassumestationarity:Thecovariancebetween
twooutputsismodeledasafunctionofthedifferenceoftheircorrespondinginputs.
Althoughthisstationarityassumptionalowsanintuitiveinterpretationandalows
toconstructeasilythecovariancematrixviaBochnerTheorem[Gibbs,1997],itcan
beunrealisticforreal-worldproblems.Itispossibletousenonstationarycovariance
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functions,buttheyrequirepriorknowledgeofthenonstationarities,whichexcludes
practicalapplicationswherethisknowledgeisusualynotavailable.
Ontheotherhand,asitisalsothecaseofothertraditionalregressionmethods
suchasNNsorSVR,GPsalsoassumesstationary(homoscedastic)noise,i.e.,the
noiseisconsideredconstantthroughouttheinputspace.Thiscanalsolimittheper-
formanceofGPsformanyreal-worldapplications,producingmisleadingpredictions.
Although there exist GP models for heteroscedastic regression
[Goldbergetal.,1998]andfornonstationaryregression[AdamsandStegle,2008],
therearenomodelcapabletodescribenonstationaritiesintheunknownfunction
andinthenoiseatthesametime.
ThemainobjectiveofthisThesisistoproposeaGPmodeltoachievenonsta-
tionaryandheteroscedasticregression.
ItisdifficulttoproposeaGP model(apartfromthestandardcase)whose
posterior,evidence,andpredictivedistributioncanbeinferredanalyticaly;con-
sequently,onedesiredpropertyforthelikelhoodsoftheGPmodelsislog-concavity.
Thisrequirementalowstheposteriordistributiontobeunimodal,whichfavors
theconvergenceofapproximateinferencealgorithms,avoidingtouseadditional
trickstoforcethemtoconverge,asitisthecaseofthenonstationarymodelsin
[Goldbergetal.,1998]and[AdamsandStegle,2008].Then,adesiredrequisitefor
thenonstationaryGPmodelobjectiveofthisThesisistohavealog-concavelikeli-
hood.
Volatilityforecastinginfinancialtimeseriesisadirectapplicationofheteros-
cedasticregression methods. AGPmethodtopredictvolatilitywasintroduced
in[GirolamiandCalderhead,2011],usinganefficient MCMCtechnique,caled
Riemann ManifoldHamiltonian MonteCarlo(RHMC),tosamplefromthean-
alyticalyintractableposteriordistributionofthe model. Theexperimentalre-
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sultsof RMHMCandthenonstandardvariationalapproximationproposedin
[L´azaro-GredilaandTitsias,2011]tomakeinferenceonthesamemodel,showa
betterperformanceofbothGPmethodswithrespecttotheGeneralizedAutoRe-
gressiveConditionalHeteroscedastic(GARCH)models[Bolerslev,1986],commonly
usedtopredictvolatility.However,theseGPmethodsseemtohavegoneunnoticed
intheEconometricscommunity.
Althoughthevariationalapproximationin[L´azaro-GredilaandTitsias,2011]
providesaccuratevolatilitypredictionsatareducedcost(comparedtoRMHMC),
asecondaryobjectiveofthisThesisistodevelopafasterGPmethodtoperform
inferenceonthisGPvolatilitymodelwithoutlosingpredictionperformance,which
canbeofpracticalinterestforfinancialpurposes.
1.3 StructureoftheThesis
TherestoftheThesisisorganizedasfolows:InChapter2wereviewthestandard
GPRegression(GPR),approximateinferencemethods,andMCMCtechniques,and
includeanoverviewofGPheteroscedasticregressionmethods.
InChapter3wepresenttheDivisiveGP(DGP)modeltoachievenonstationary
regression,includingheteroscedasticnoisecases.Sincethemodelisnotanalyticaly
tractable,weproposeanExpectationPropagation(EP)formulationtoapproximate
theposteriorandaElipticalSliceSampling(ESS)implementationtosamplefrom
theexactposterior.
InChapter4weintroduceaLaplaceapproximationtomakeinferenceontheDGP
modelinordertoreducethecomputationalburdenwithrespecttothecorresponding
EPapproximation.
Similarly,in Chapter5 weproposetousethe Laplace methodtoper-
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forminference on the GP modelfor volatilityforecasting describedin
[GirolamiandCalderhead,2011],offeringaccurateapproximationstotheposterior
atareducedcomputationalcost,showingaverycompetitiveperformancewithre-
specttoothermethodsusedtopredictvolatility.
Finaly,inChapter6wesummarizethemaincontributionsandresultsobtained,
andwepresentthemostrelevantconclusionsextractedfromtheworkdeveloped
inthisThesis,discussingpossibledirectextensionsofthisworkandotherrelated
researchavenues.
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GaussianProcesses
ThefundamentalsofGPsarenotarecenttopic,specialyfortimeseriespre-
diction. Thebasictheorygoesbacktotheworksof[Kolmogorov,1939]and
[Wiener,1949]inthe1940’s. Then,inthe1970’s,GPswereappliedtoperform
multivariateregression(forlowdimensionalinputspaces)inthefieldofGeostatis-
ticsunderthenameofKriging1[Matheron,1973,JournelandHuijbregts,1978].In
[O’HaganandKingman,1978],GPsforregressionwerefirstintroducedintheStatis-
ticscommunity,noticingthatGPscouldbeappliedinageneralregressioncon-
text. Finaly,in[WiliamsandRasmussen,1996],GPsforregression(GPR)were
presentedtotheMachineLearningcommunity. AmoreexhaustivereviewinGPs
canbefoundin[Rasmussenand Wiliams,2006].
Therestofthechapterisorgainzedasfolows.InSection2.1wereviewthe
definitionofGPandrelatedbasicconcepts. GPregressionisdescribedinSection
2.2.InSection2.3wepresenttwoapproximateinferencealgorithms:Expectation
Propagation(EP)andtheLaplacemethod. Then,inSection2.4wereviewtwo
1ThenameisduetotheSouthAfricanminingengineerDanielG.Krige.
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MarkovChainMonteCarlo(MCMC)techniques: Metropolis-HastingsandEliptical
SliceSampling(ESS).AreviewonGPheteroscedasticandnonstationaryregression
methodsappearsinSection2.5.Finaly,abriefsummaryinSection2.6closesthe
chapter.
2.1 ConceptofGP
Accordingto[Rasmussenand Wiliams,2006]wecandefineaGPasacolectionof
randomvariables,anyfinitenumberofwhichhaveajointGaussiandistribution.
AGPisfulyspecifiedbyitsmeanfunctionanditscovariancefunction,which
aredefinedas
m(x)=E[f(x)]
k(x,x)=E[(f(x)−m(x))(f(x)−m(x))]=cov(f(x),f(x))
(2.1)
wheref(x)isarealstochasticprocesswithRD→ R. TheGPcanberepresented
as
f(x)∼GP(m(x),k(x,x)) (2.2)
Usualy,themeanfunctionisassumedtobezero2,althoughaprioriknowledgeabout
tendenciesofthemeancanbeincorporatedtothemodelincasenecessary.
Inthiscasetherandomvariablesrepresentthevalueofthefunctionf(x)atpoint
x∈RD.Then,thejointdistributionofasetofrandomvariablesf={f(xn)}Nn=1is
givenby
p(f)=N(f|m,K) (2.3)
wherem=[m(x1),..,m(x1)]Tand[K]ij=k(xi,xj).
2Thiscanbeachievedsubtractingthesamplemeanfromthedata,andthen,assumingazero-
meanmodel.
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ThedefinitionofthecovariancefunctionyieldsKsymmetricandensuresthatthe
GPisconsistent,i.e.,itfulfilsthemarginalizationproperty.Thispropertyimplies
thatif,forexample,theGPspecifies(fa,fb)∼N(µ,Σ),thenitmustalsospecify
fa∼N(µa,Σaa)whereΣaaistherelevantsubmatrixofΣ(seeAppendixA).
Thecovariancefunctionexpressesourbeliefsinthesmoothnessandthebe-
havioroftheunderlyingGP.Accordingto(2.1),thecovariancefunctionprovides
anestimateofthecorrelationbetweentwopoints. Thesufficientandnecessary
conditionforanyfunctiontobeacovariancefunctionisitbeingpositivedefi-
nite. ThisconstraintimpliesthatthecovariancefunctionisavalidMercerkernel
[Sch¨olkopfandSmola,2001],ensuringthecovariancematrixKtobepositivedefi-
nite.
Usualy,toalowmoreflexibility,additionalparameterscanbeintroducedinto
thecovariancefunction.Theseparametersarereferredashyperparameters,asthey
donotparameterizethemodelitself,butitspriorstatistics.Hereafter,wewiluse
thenotationk(x,x;θ)toindicatethedependenceofthecovariancefunctiononthe
setofhyperparametersθ.
2.2 GPforregression
Inaregressiontask,weconsiderNinput-outputpairsD={xn∈RD,yn∈R}Nn=1
whichcanbemodeledassomeunknownlatentfunctionf(x)plusanindependent
noise
y(xn)=f(xn)+εn (2.4)
GPRmodels,underaBayesianapproach,theunderlyingnoiselesslatentfunction
f:RD→RandtheindependentnoisetermεplacingaGPpriordistributionwith
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azero-meanfunctionandanarbitrarycovariancefunctionk(x,x;θ),i.e.,
f(x)∼GP(0,k(x,x;θ)) (2.5)
As mentionedbefore,thecovariancefunctionexpressesthebeliefsaboutthe
smoothnessofthelatentfunctionfspecifyingthewaytwosamplesarecorrelated.
Then,thevaluesofk(x,x;θ)dependonlyontheinputsx,x(orinthedifferenceof
theinputsifthecovariancefunctionisstationary),andthesetofhyperparameters
giveninθ.
Takingf=[f1,..,fN]TastheevaluationoffattheinputsX={xn}Nn=1,we
haveamultivariateGaussianpriorgivenby
p(f|X,θ)=N(f|0,K) (2.6)
where[K]ij=k(xi,xj;θ).
Forthenoisetermε,azero-meanandσ2-varianceGaussiandistributionisas-
sumed,asitisthecaseofmanyothermachinelearningregressionmethodsthattry
tominimizethemeansquarederror(MSE)onthetrainingsamples.Itisstraight-
forwardtoprovethatminimizationoftheMSEcorrespondstomaximizeaGaussian
modelforthelikelihoodassumingstationarynoise(andneglectingthenoiseterm).
InthecaseofGPR,thestationaryGaussiannoiseassumptionleadstoaGaussian
likelihoodonthelatentfunctionfwhichcanbeexpressedas
p(y|f,X,θ)=N(y|f,σ2I) (2.7)
wherey=[y1,..,yN]T,Iistheidentitymatrix(ofdimensionN),andσ2isthenoise
powerhyperparameter.Forthesakeofclarityweconsiderthishyperparameterasa
partofthesetofhyperparametersgiveninθ3.
3Then,θgroupsthehyperparametersofthecovariancefunctionandthelikelihoodofthemodel.
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ToobtaintheposteriordistributiononfweapplytheBayestheorem
p(f|X,y,θ)=p(f|X,θ)p(y|f,X,θ)p(y|X,θ) (2.8)
wherep(y|X,θ)isknownastheevidenceorthemarginallikelihoodandcanbe
calculatedintegratingoutfontheproductoftheGPpriorandthelikelihood(see
AppendixA.3),resultinginaGaussiandistribution
p(y|X,θ)= p(f|X,θ)p(y|f,X,θ)df=N(y|0,K+σ2I) (2.9)
Then,sincetheprior,thelikelihood,andtheevidenceareGaussian,theposterior
distributionoffatthetrainingpointswilalsobeGaussian(seeAppendixA.3)
p(f|X,y,θ)=N(f|µf,Σf) (2.10)
with
µf=K(K+σ2I)−1y
Σf=(K−1+σ−2I)−1
(2.11)
Toadjustthesetofhyperparametersθ,aprocedureknownasMaximumLike-
lihoodoflevelII(ML-II)isapplied. Underthisapproach,wesearchforasetof
hyperparametersthatmaximizestheevidencein(2.9). Tomakethecalculations
simplerandmorestableanequivalentformulationisused,consistingonseekinga
(possiblylocal)maximumofthelog-evidencegivenby
logp(y|X,θ)=−12y
T(K+σ2I)−1y−12log|K+σ
2I|−N2log(2π) (2.12)
ToprovideafulyBayesianmodel,weshouldplaceaprioronthesetofhyperpa-
rametersand,then,integratethemout.However,thisapproachleadtoanalyticaly
intractableintegrals,thatneedfromothercomputationalymoreexpensiveapprox-
imationstobesolved.Forthisreason,thisoptionisusualyavoided.
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Tomakepredictionsforunseen(test)samples,x∗,theinferredpredictivedistri-
butionisalsoGaussianandcanbecalculatedas
p(y∗|X,y,θ)= p(f∗|f,X,y,θ)p(f|X,y,θ)df=N(y∗|µ∗,σ2∗) (2.13)
with
µ∗=kT∗N K+σ2I−1y (2.14)
σ2∗=k∗∗−kT∗N K+σ2I−1k∗N+σ2 (2.15)
where[k∗N]j=k(x∗,xj;θ),k∗∗=k(x∗,x∗;θ). Asitcanbeobserved,oneofthe
advantagesofGPsisthattheestimatesofthevariancefortestsamplesnaturaly
appearinthemodel.
Itcanalsobenoticedtheequivalencebetweentheequationofthepredictive
meanin(2.14)andthecorrespondingequationof Wiener’spredictor.Asmentioned
previouslyinthischapter,Wiener’sresearchonstochasticprocessesfortimedomain
canbeconsideredthefundamentalofGPs[Wiener,1949].
Anotherinterestingremarkisthat,althoughthevarianceestimatesin(2.15)are
input-dependent,theunderlyingGPRmodelishomoscedastic,i.e.,itassumesthat
thenoiseisconstantwithpowerσ2.Thiscanbearestrictiveassumptionformany
realapplications,asarguedinChapter1.
2.3 Approximateinferencemethods
InthestandardGPRmodeldescribedintheprevioussectionalthecalculations
areanalyticalytractable. Unfortunately,formanymodelsthecalculationsofthe
posterior,theevidence,andthepredictivedistributionarenotanalyticalytractable.
Oneofthepossiblesolutionstosidestepthisproblemistoapproximatetheposterior
withaGaussiandistribution.Then,thisposteriorapproximationisusedtocalculate
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theapproximateevidence(neededtoestimatethehyperparameterswiththeML-II
implementation)andtheapproximatepredictivedistribution.
Althoughseveralapproacheshavebeenproposedintheliterature,wewilfocus
ontwoofthemostusedapproximateinferencetechniques:TheLaplacemethodand
EP,whichhavebeenusedtomakeinferenceontheGPmodelsproposedinChapters
3-5.
2.3.1 Laplaceapproximation
TheLaplacemethodcanbeusedtofindaGaussianapproximation4q(f|y)tothe
realposteriorp(f|y)doingasecondorderTaylorexpansionoflogp(f|y)aroundthe
modeoftheposterior,sothat
q(f|y)=N(f|ˆf,A−1)∝exp −12(f−fˆ)
TA(f−fˆ) (2.16)
where
fˆ=argmaxf p(f|y) (2.17)
isthemaximumaposteriori(MAP)estimateoffand
A=−∇∇logp(f|y) (2.18)
isthenegativeHessianofthelog-posterior.
Assumingthattheposteriorisunimodal,theLaplacemethodaimstomaximize
thelog-posteriorgivenby
logp(f|y)=logp(y|f)+logp(f)
=logp(y|f)−12f
TK−1f−12log|K|−
N
2log2π
(2.19)
4ForthesakeofclaritywewilomittheconditioningontheinputdataX andthesetof
hyperparametersθ.
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Differentiating(2.19)withrespecttofwehave
∇logp(f|y)=∇logp(y|f)−K−1f (2.20)
∇∇logp(f|y)=∇∇logp(y|f)−K−1=−W−K−1 (2.21)
whereW =−∇∇logp(y|f)isthenegativeHessianofthelog-likelihood.
Then,tofindthemodeoftheposteriorwehavetosolve∇logp(f|y)=0,which
isaself-consistentequationthatcanbesolved,forexample,applyingtheNewton
method.Inthiscase,theupdateequationforfwilbegivenby
fnew=f−(∇∇logp(f|y))−1∇logp(f|y)
=f+(K−1+W)−1(∇logp(y|f)−K−1f)
=(K−1+W)−1(Wf+∇logp(y|f))
(2.22)
Themodeofthetrueposteriorwilbeuniqueifthelikelihoodofthemodelis
log-concavewithrespecttothelatentfunctionf.Inthiscase,theLaplacemethod
convergestothisuniquemaximum.Inothercase,theposteriorwilbemultimodal,
sothattheunimodalapproximationprovidedbytheLaplacemethodcanbeinap-
propriate.AnotherlimitationisthelocalityoftheLaplacemethod,sincethewhole
approximationisdeterminedbylocalpropertiesaroundthemaximumofthetrue
posterior. Moreover,thequalityoftheposteriorapproximationcanbealsolimited
ifthemeanandthemodeofthetrueposteriorarenotclose5.However,incaseswere
thelikelihoodislog-concaveandthetrueposteriorisquiteGaussian,theLaplace
approximationbecomesasimpleandefficientalgorithmtoprovideaccurateposterior
approximations.
5ThisisthecaseoftheLaplaceapproximationappliedtoGPclassification.
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2.3.2 EP
EP[Minka,2001]isageneralapproximationalgorithmthatisnotonlyusedfor
GPs,butalsotoawiderangeofapplicationsinBayesianmodeling. EPfindsa
Gaussianposteriorapproximationq(f|y)tothetrueposteriorp(f|y)byminimizing
theKulback-Leibler(KL)divergencebetweentwoapproximatemarginaldistribu-
tions,aswewilexplainnext.
Wecanwritetheposteriordistributionin(2.8)factorizingthelikelihoodoverthe
trainingcases
p(f|y)=p(f)
N
n=1p(yn|fn)
p(y) (2.23)
butinthiscase,thelocallikelihoodsp(yn|fn)arenotGaussian,aswasthecasefor
(2.8),leadingtoanintractableposterior.
UndertheEPalgorithm,wedefineunnormalizedGaussianapproximationsto
thelocallikelihoodterms.Theseapproximationsareknownassitefunctions.They
canbedescribedas
p(yn|fn) t(fn|˜Zn,˜µn,˜σ2n)=Z˜nN(fn|˜µn,˜σn) (2.24)
whereZ˜n,µ˜n,andσ˜2naredefinedasthesiteparameters. Then,theproductof
thesitefunctionsonthetrainingcasescanbealsoexpressedasanunnormalized
multivariatedistributiongivenby
N
n=1
t(fn|˜Zn,˜µn,˜σ2n)=N(f|˜µ,˜Σ)
N
n=1
Z˜n (2.25)
whereµ˜isthevectorofµ˜nandΣ˜isadiagonalmatrixwith[˜Σ]nn=σ˜2n.Then,we
canwritetheexpressionoftheapproximateposterioras
q(f|y)= 1ZEP p(f)
N
n=1
t(fn|˜Zn,˜µn,˜σ2n)=N(f|µ,Σ) (2.26)
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with
µ=ΣΣ˜−1˜µ
Σ=(K−1+Σ˜−1)−1
(2.27)
andZEPisthenormalizingconstantwhichcorrespondstotheapproximatemarginal
likelihoodq(y).
ToselectthesitefunctionsparameterstheminimizationofKL[p(f|y)|q(f|y)],
theKLdivergencebetweenthetrueandtheapproximateposterior,wouldbeappeal-
ing.However,thedirectminimizationofthisKLdivergenceisintractable.Instead,
EPsequentialyupdatesindividualsitefunctions,minimizingthefolowingKLdi-
vergence
KL q\n(fn)p(yn|fn)|q\n(fn)t(fn|˜Zn,˜µn,˜σ2n) (2.28)
whereq\n(fn)isknownasthecavitydistribution[Opperand Winther,2000],which
isaGaussiandistributiongivenbytheintegraloftheproductoftheGPpriorand
althesitefunctions,exceptthesitet(fn)whosemomentsaregoingtobeestimated:
q\n(fn)=N(f\n|µ\n,σ2\n)∝ p(f)
j=n
t(fj|˜Zj,˜µj,˜σ2j)dfj (2.29)
with
σ2\n=(σ−2n +˜σ−2n )−1
µ\n=σ−2\n(σ−2n µn+˜σ−2n µ˜n)
(2.30)
whereµnisthen-thelementofthevectorµandσ2n=[Σ]nn.
AsthecavityfunctionisGaussian,therightsideoftheKLdivergencein(2.28)
isanunnormalizedGaussian.Then,itiswelknownthat,providedadistribution
q(x)isGaussian,thedistributionq(x)thatminimizesKL(p(x)|q(x))(whereno
restrictionsareimposedtodistributionp(x))istheonewhosefirstandsecondorder
momentsmatch.Inthiscase,wealsoneedthezerothmomentmatchingtoinclude
thenormalizationfactorontherighttermof(2.28).Defining
qˆ(fn)=q\n(fn)t(fn|˜Zn,˜µn,˜σ2n)=ZˆnN(fn|ˆµn,ˆσ2n) (2.31)
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thezeroth,firstandsecondordermomentsofˆq(fn)thatminimizetheKLdivergence
in(2.28)canbecalculatedas
Zˆn= q\n(fn)p(yn|fn)dfn (2.32)
µˆn= fnq\n(fn)p(yn|fn)dfn (2.33)
σˆ2n= (fn−µˆn)2q\n(fn)p(yn|fn)dfn (2.34)
Finaly,usingequations(A.5)and(A.6),thesiteparametersarecalculatedas
σ˜2n=(ˆσ2n−σ2\n)−1 (2.35)
µ˜n=˜σ2n(ˆσ2nµˆn−σ2\nµ\n) (2.36)
Z˜n=Zˆn 2π(σ2\n+˜σ2n)exp
(µ\n−µ˜n)2
2(σ2\n+˜σ2n)
(2.37)
ToobtaintheEPapproximationtothemarginallikelihood,ZEP in(2.26)we
needtocompute
ZEP=q(y)= p(f)
N
n=1
t(fn|˜Zn,˜µn,˜σ2n)df (2.38)
2.4 MCMCmethods
AnotherwaytoperforminferenceonintractableGPmodelsistheuseofMCMC
techniquestosamplefromtheexactposterior. Thesemethodsareknowntobe
asymptoticalyexact,incontrasttotheapproximateinferencemethods,however,
thecomputationalcosttoobtaintheseasymptoticalyunbiasedestimatesofthe
posteriorisextremelyhigh.
InthenextsubsectionswewilbrieflyreviewtwomethodstoperformMCMC
inferenceonGPs: Metropolis-Hastings[Hastings,1970]andElipticalSliceSampling
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(ESS)[Murrayetal.,2010].Thelattertechniqueisusedtoperforminferenceonthe
divisiveGPmodelinChapters3and4.
2.4.1 Metropolis-Hastings
Theobjectiveof MCMCtechniquesappliedtoGPsistosamplefromaposterior
distributionatthetrainingpointswhichisproportionaltotheproductoftheGP
priorandthelikelihood.IntheMetropolis-HastingsmethodforGPsintroducedby
[Neal,1999],givenaninitialstateft,whichcorrespondstoasampledrawnfromthe
posterioroff,andastep-sizeparameterη∈[−1,1],anewstateft+1 isproposed
accordingto
ft+1= 1−η2ft+ην (2.39)
whereνisasamplefromtheGPprior,sothat
p(ν)=N(ν|0,K) (2.40)
Theproposednewstateisacceptedwithprobability
p(accept)=min1,p(y|ft+1)p(y|ft) (2.41)
ThismethodissimpletoimplementandcanimmediatelybeappliedtomanyGP
models.However,asreportedby[Neal,1999],ηneedstobechosenappropriatelyfor
theMarkovchaintoreachthestationarystateinareasonableamountofiterations,
i.e.,tomixefficiently.Thisusualyrequirestorunseveralchainswithdifferentηto
choseapropervalueforthestep-sizeparameter.
2.4.2 ESS
Toautomaticalysearchoverthestep-sizeparameterη,ESSproposesareparame-
terizationoftheupdateequation(2.39).Givenftandνin(2.39),andηvaryingin
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theinterval[−1,1],wehavetheexpressionofhalfofanelipse,withlociftandν.
Instead,ESSproposesamorenaturalparameterization
ft+1=νsinα+ftcosα (2.42)
whichdefinesafulelipse.Then,foragivenαthereisanequivalentηthatgives
thesameproposal.However,thefulelipsegivesaricherchoicetosearchoverthe
step-size. TheESSalgorithmisshowninTable2.1.ItusesSliceSampling(SS)
[Neal,2003]tosamplealongthepossiblevaluesofα,reducingthesearchintervalfor
thisparameterwhenthenewproposalsft+1arerejected.
Table2.1:PseudocodeoftheESSalgorithm
Input:currentstateft
Output:newstateft+1
1-Drawν∼N(ν,0,K)
2-Setthelikelihoodthresholdp∗:
u∼Uniform[0,1]
logp∗←logp(y|ft)+logu
3-Drawaninitialproposal(alsodefiningabracketforα):
α∼Uniform[0,2π]
[αmin,αmax]←[α−2π,α]
4-ft+1←ftcosα+νsinα
5-ifp(y|ft+1)>logp∗then:
Acceptproposalandreturnft+1
6-else:
Shrinkthebracketandtryanewpoint:
ifα<0then:
αmin←α
else:
αmax←α
α∼Uniform[αmin,αmax]
Goto4
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2.5 NonstationaryandheteroscedasticGPRmethods
ThestandardGPmodelassumesstationarity,i.e.,thenoisepowerremainsconstant
throughoutinputspace(homoscedasticity)andthecovariancebetweentwoobserva-
tionsistypicalymodeledasdependentonlyonthedifferencebetweencorrespond-
inginputs.Thoughthisstationarityassumptiondoesyieldusefulandanalyticaly
tractablemodels,itisoftennothonoredbyreal-worlddatasets.
Tryingtoovercomethislimitation,non-parametricheteroscedasticmodelswith
input-dependentnoisepowerhavebeendeveloped.Notbeinganalyticalytractable
asstandardGPsare,differentapproximateinferencetechniqueshavebeenemployed
tomodelthemeanandthelog-noiselatentfunctions,sothatthelikelihoodfora
givenpointis:
p(yn|fn,gn)=N(yn|fn,egn) (2.43)
Tomakeinferenceonthismodel,Gibbssamplingisusedin[Goldbergetal.,1998]
tosamplefromtheexactposterioronbothlatentfunctions.However,themethod
lacksasearchproceduretomaximizetheevidencewithrespecttothehyperpa-
rameters.In[Kerstingetal.,2007],apointestimationofthelog-noiseisperformed
usinganiterativealgorithm.Nevertheless,themethodisnotguaranteedtoconverge
andmayoscilate. Thisissueisaddressedin[Quadriantoetal.,2009]bychoosing
thelog-noisesoastomaximizeapenalizedlikelihood,equivalentuptoaconstant
totheprioronthelog-noise. Anon-standardvariationalapproximationandEP
posteriorapproximationsareproposedin[L´azaro-GredilaandTitsias,2011]and
[Mu˜noz-Gonz´alezetal.,2011]respectively. However,thelikelihoodin(2.43)used
byalthesemethodsisnotlog-concave,sothattheposteriorisnotlog-concave,
thus,notensuringaunimodalposterior.
Incontrast,[Leetal.,2005]proposesaGPmodelusingnaturalparametersto
ensureposteriorlog-concavity,althoughinferenceisalsonotanalyticalytractable.
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TheyapplytheNewtonmethodtosolveaconvexoptimizationproblemthatprovides
MAPestimatesofthemeanandtheinput-dependentnoise.
Amoreflexibleapproachispresentedin[AdamsandStegle,2008],whereobser-
vationsarepurportedastheproductofrealizationsoftwoindependentGPs,and
EPisusedforapproximateinference.Thisalowstomodellow-variationamplitude
nonstationarities,althoughtheproposedmodeldoesnotincludetheheteroscedastic
noisecaseexplicitly,aswewildescribenext.
Inthefolowingsubsectionswedescribethetwomostprominentalgorithmsinthe
literatureforGPheteroscedasticandnonstationaryregression:theVariationalHete-
roscedasticGPR(VHGPR)[L´azaro-GredilaandTitsias,2011]andtheGPProduct
Model(GPPM)[AdamsandStegle,2008].
2.5.1 VHGPR
Thismethodusesanon-standardvariationalapproximationtoperforminference
intheheteroscedasticformgivenin(2.43). Althoughtheevidenceofthismodel
cannotbecomputedanalyticaly,itispossibletolowerbounditvariationalywith
thefolowinganalyticalytractableexpression
F(q(f),q(g))=logp(y)−KL(q(f)q(g)|p(f,g|y)) (2.44)
whereq(f)andq(g)arevariationalprobabilitydensitiesandp(f,g|y)isthetrue
posterior.ItisclearthatF(q(f),q(g))isalowerboundoftheevidence,asp(y)is
independentofthevariationaldensitiesandtheKLdivergenceisapositivevalue.
Thelowerbound(2.44)dependsontwoN-dimensionalvariationaldistributions,
butitispossibletoobtainasimplerandtighterbound,caledthe Marginalized
Variational(MV)bound,byremovingthedependenceononeofthevariational
distributions.Then,inthiscase,tooptimalyremovethedependenceof(2.44)on
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q(f),weneedtocomputethedistributionq∗(f)thatmaximizes(2.44)andinserting
itbackintothebound.
Then,theMVboundreducesthenumberofvariationalparametersandprovidesa
tighterlowerboundtotheevidence,asshownin[L´azaro-GredilaandTitsias,2011].
Moreover,theproposedformulationmakesthevariationalalgorithmconvergedespite
thelikelihood(2.43)isnotlog-concave.
TheexperimentalresultsshowthattheposteriorapproximationsofVHGPRare
accuratewhencomparedtoanMCMCimplementationwithESSforthesamemodel.
2.5.2 GPPM
GPPMproposesanonstationaryregressionmodelwhichconsistsonthepointwise
productoftwolatentfunctions,plusindependentGaussiannoise.Thecorresponding
likelihoodis:
p(yn|fn,gn)=N(yn|fnegn,σ2) (2.45)
whereσ2isthe(homoscedastic)noisehyperparameter.Theobjectiveoftheproduct
ofthetwolatentfunctionsisthatfcaptureslocalnear-stationaryvariationsandg
modelsslowly-varyingamplitudenonstationarities.
SincethelikelihoodisnotjointlyGaussianonbothlatentfunctions,itisnot
possibletomakeinferenceinthemodelanalyticaly. Then,theauthorspropose
touseEPtoapproximatetheposteriordistribution. Oneofthedrawbacksofthe
modelisthatthelikelihoodisnotlog-concave,sothattheposteriorisnotunimodal,
whichhinderstheconvergenceofEP.Toaleviatethisproblem,theauthorsusetwo
techniques:Skippinganddamping[Minka,2001].Thefirstoneconsistsonavoiding
sitefunctionsupdateswhentheupdateequationofthevariance(2.35)leadsto
negative(andinvalid)valuesofvariance. Ontheotherhand,dampingthesite
functionsupdateequations(2.35)-(2.37)favorstheEPapproximationtoconverge
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smoothly. Forexample,toupdatethemeanofagivensitefunctiont(fn)using
dampingwehave:
µ˜n=(1−λ)µ˜oldn +λµ˜newn (2.46)
whereµ˜newn =˜σ2n(ˆσ2nµˆn−σ2\nµ\n)and0<λ<1isthedampingfactor.
Anotherlimitationof GPPMisthatthecalculationsofthe momentsin
(2.32)-(2.34),neededtoupdatetheparametersofthesitefunctions,are
notanalyticalytractable. Then,theauthorsproposetousetheapproachin
[ZoeterandHeskes,2005],wheretheGauss-Hermiteapproximationisappliedtocal-
culatetheintegralsforthesemoments.Theauthorsarguethatthisapproximation
causesthattheapproximateevidenceanditsderivativeswithrespecttothehyper-
parametersarenumericalynotstabletoprovideprecisegradients.Then,itisnot
possibletoapplyanML-IIimplementationtosearchthehyperparameters.
Finaly,aswehavementionedbefore,GPPMonlymodelsamplitudenonstation-
aritiesanddoesnotassumenoiseheteroscedascity,limitingthecapabilitiesofthe
model.
2.6 Summary
InthischapterwehavereviewedGPs,apowerfulnonparametricframeworkfornon-
linearregression.GPsplaceapriorprobabilitydensityovertheunknownfunction.
Then,proceedinginapurelyBayesianfashion,theprioroverfunctionsandthelike-
lihoodimpliedbytheassumedobservationmodelcanbeusedtoinfertheposterior
distributionoverthesoughtunknownfunctiongivendata. GPsofferanumberof
advantageswithrespecttotraditionalregressionmachines,suchastonaturalyand
easilyproduceprobabilisticpredictions,i.e.,averageanddispersionvalues,andre-
sistancetooverfittingduetotheiruseofareducednumberofhyperparameters,that
canbetunedwithasimplecontinuousoptimizationoftheevidence. However,the
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maindrawbackofGPsistheO(N3)costofperforminginferencewiththestandard
model.
ThestandardGPRregardsobservationsasthesumofsomeunknownfunction
oftheinputsplusGaussiannoise,asitiscommoninmostregressionapproaches.In
thiscase,theposteriordistributionovertheunknownlatentfunction,theevidence,
andthepredictivedistributionfortestsamples,areGaussian. Fornon-Gaussian
likelihoods,thesecalculationsarenotanalyticalytractable.Tomakeinferenceon
thosemodelswehavetwofamiliesofapproaches.Thefirstoneconsistsonmaking
aGaussianapproximationoftheposterior,asitisthecaseoftheLaplacemethod
andEP.Thesecondfamilyincludes MCMCtechniquestosamplefromtheexact
posterior,astheMetropolis-HastingsortheESSalgorithmsdescribedinthischapter.
ThestationarityoftheunknownlatentfunctionandtheGaussiannoiseassumed
bythestandardGPmodelcanbetoorestrictiveformanyreal-worldapplications.
Toovercometheselimitations,thereareGPtechniquesthatalowtomodelthelog-
powerofinputdependentnoisealongwiththeunderlyingmeanfunction,asitisthe
caseofVHGPR.Ontheotherhand,theGPPMmodelalowstomodelamplitude
nonstationarities,althoughitdoesnotincludeheteroscedascityinthemodel.
GiventhelimitationsoftherevisedGPmethodstomodelnonstationarity,we
proposeaDivisiveGPmodelthatalowstomodelbothamplitudenonstationarities
andheteroscedasticnoise,aswewildescribeinthenextchapter.
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DivisiveGaussianProcessesfor
nonstationaryregressionusing
ExpectationPropagation
InordertoovercomethelimitationsofthestandardGPRtomodelnonstationary
scenarios,weproposeaDivisiveGP(DGP)modelwherethepointwisedivisionof
twostationarylatentfunctionsalowsdealingwithamplitudenonstationaritiesand
heteroscedasticnoiseforregressiontasks.
Thelog-concavity ofthelikelihoodfavorsthe convergence of approx-
imateinference methods, such as EP orthe Laplace approximation,in
contrastto other proposed approachesthat we describedin Chapter 2,
such as GPPM [AdamsandStegle,2008] or the heteroscedastic model
used by [Goldbergetal.,1998, Kerstingetal.,2007, Quadriantoetal.,2009,
Mu˜noz-Gonz´alezetal.,2011, L´azaro-GredilaandTitsias,2011], wherethepro-
posedlikelihoodsarenotlog-concave,leadingtoconvergenceproblemsinsome
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cases. Moreover,theaforementionedmodelsarenotcapabletomodelamplitude
nonstationaritiesandheteroscedasticnoiseatthesametime,asitisthecaseofthe
proposedDGPmodel.
Thischapterisorganizedasfolows:InSection3.1wepresenttheDGPmodel
underaBayesianframework.InferenceproceduresontheDGPmodelwithESSand
EParedescribedinSection3.2.Experimentalresultsonsyntheticandrealdatasets
areshowninSection3.3.Finaly,wesummarizethechapterinSection3.4.
3.1 TheDGPmodel
TheDGPmodelweproposeinthischaptercanbeviewedasapossiblynoisysta-
tionarylatentfunctionfmodulatedbyanotherstationarylatentfunctiongwhich
describesamplitudenonstationaritiesaffectingtoboththelatentfunctionfandthe
noiseassociatedtof.Thus,theobservationsundertheDGPmodelaredescribedas
y(xn)=f(xn)g+(xn)+εn (3.1)
wheref(x)isthenoisystationarylatentfunction,g+(x)isthemodulatingfunc-
tiondefinedasthepositivepartofsomenoise-freelatentfunctiong(x),i.e.,
g+(x)=max(g(x),0),andεnisaninput-dependentGaussiannoisetermthatcan
bemodeledasε∼N(0,c/(g+(x))2),wherecisanoisepowerconstantscalefactor.
Thelikelihoodoftheproposedmodelforf(x)andg(x)givenanobservationy(x)
canbewrittenas
p(yn|fn,gn)=N(yn|fn/g+n,c/(g+n)2) (3.2)
wherefn=f(xn),g+n=g+(xn),andyn=y(xn).
NotethattheDGPmodelincludesthestandardGPRmodelasaparticularcase
ifthelatentfunctiongisconstant.
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FolowingaBayesiantreatment,weplaceGPpriorsonfandg,sothat
f(x)∼GP(0,kf(x,x;θf)+σ2fδxx)
g(x)∼GP(µ0,kg(x,x;θg))
(3.3)
wherekf(x,x;θf),kg(x,x;θg),areanyvalidcovariancefunctionsparameterizedby
θfandθg;σ2fisahomoscedasticnoisehyperparameter,δxx istheKroneckerdelta,
andcisaconstantthat,togetherwiththemeanµ0,modulatesthemeanpowerof
theheteroscedasticnoise.Thus,themodelisfulyspecifiedanddependsonlyonthe
covariancefunctionshyperparametersθf,σ2f,θg,µ0,andthenoisetermc.
ItcanbeappreciatedthatthenoiseintheDGPmodelisdescribedbytwoterms.
First,thehyperparameterσ2frepresentsastationarynoisetermassociatedtothe
latentfunctionf. Ontheotherhand,c/(g+(x))2modelsnoisenonstationarities.
Havingthisinmind,itcanbeobservedthatthemeanofthenoisepowercanbe
specifiedinbothσ2fandc/µ20.Notethatthisisequivalenttoamodelthatneglects
σ2f,i.e.,consideringfanoise-freelatentfunction,assumingthatalthemeannoise
powerisinthetermc/µ20.However,thisredundancyintheDPGmodelcanfavour
hyperparameterlearning.
Theproposed modelhassomerelevantdifferences withrespectto GPPM
[AdamsandStegle,2008].AsdescribedinChapter2,thismodelconsistsonanoise-
freestationarylatentfunctionfmultipliedbyanotherstationary(modulating)latent
functiongthatdescribesslow-variationamplitudenonstationarities.Thelikelihood
ofGPPMgivenin(2.45)contraststheDGPlikelihoodin(3.2),wherethefunctiong
modulatesanoisyfunction,sothemodelincludesheteroscedasticnoisecases.Con-
sequently,itcanbeappliedtononstationaryheteroscedasticproblems.GPPMalso
hasanimportantdrawbackforachievingvariationalinferenceasthelikelihoodisnot
log-concave,whichleadstoamultimodalposterior. Thiscausedconvergencepro-
blemsfortheproposedEPapproximationin[AdamsandStegle,2008].Contrarily,
thelikelihoodofDGPmodel(3.2)islog-concaveonbothfandg.Thus,theposterior
islog-concaveandunimodal,whichsuitsEPGaussianposteriorapproximationand
33
3.2.INFERENCE
favorsconvergence,althoughitisnotguaranteed.Anotherremarkablelimitationof
GPPMisthattheML-IIhyperparameterssearchcannotbeperformed.Instead,a
gridsearchisproposedtosetthehyperparameters. Astheauthorspointout,the
gradientstheyusedfortheML-IIimplementationareapproximate.Thismaybedue
tothelossofaccuracyinthedoubleGauss-Hermiteapproximationneededtocalcu-
latethesitefunctionsmomentsintheEPalgorithm.InthecaseoftheDGPmodel,
thevaluesofthesitefunctionsmomentscanbeanalyticalyobtained.Therefore,it
ispossibletouseaML-IIimplementationtosearchthehyperparameters.
3.2 Inference
GiventheDGPmodelin(3.1)andthelikelihoodandGPpriorsdefinedin(3.2)and
(3.3),respectively,wecanwritetheposterioroverthelatentfunctionsfandgat
thetrainingpointsas
p(f,g|y)=p(y|f,g)p(f)p(g)p(y) (3.4)
wherep(y)isthemarginallikelihoodorevidence,whichcanbeexpressedas
p(y)= p(y|f,g)p(f)p(g)dfdg (3.5)
ForthesakeofsimplicityweomittheconditioningonthetraininginputsXandthe
setofhyperparametersθ=[θf,θg,µ0,c]T.
ThelikelihoodoftheDGPmodelgivenin(3.2)isnotGaussianonbothlatent
functions(althoughitisGaussianonf),whichmakesanalyticalinferenceofthe
evidenceintractable.Toovercomethislimitation,weproposetoapplytheEPalgo-
rithmtoapproximatetheposteriordistributionoverfandg.Toassessthequality
oftheEPapproximationwealsoprovideaMCMCimplementationwithESStodraw
samplesfromtheexactposterior.
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3.2.1 ExactinferencewithESS
AsexplainedinChapter2,MCMCtechniquesalowtosamplefromposteriordistri-
butions,specialyforcasesinwhichananalyticalytractablesolutionisnotpossible.
ThemaindrawbackofMCMCmethodsisthehighcomputationalburdenthatscales
intimewithO(N3),whichimpliesaveryhighcostevenformoderate-sizedatasets.
WeuseESStodrawsamplesfromtheposteriorin(3.4).Thismethodisspecialy
suitabletosamplefromposteriorswithtightlycorrelatedGaussianpriors,asinthis
case.TosamplefromtheDGPposterior,ESSalowstomakejointupdatesonfand
g.AsdescribedinChapter2,thealgorithmdoesnothaveastep-sizeparameteras
inthecaseofMetropolis-Hastings.Instead,anelipticalparametrizationisproposed
totoupdatethestateofthesampler,usingtheslicesamplingmethodpresentedin
[Neal,2003]withanadaptivestep-size.
Then,asin(2.42),givenaninitialstateφt=[ft,gt]Tanewstateφt+1isproposed
accordingto
φt+1=νsinα+φtcosα (3.6)
whereν=[νf,νg]TisdrawnfromtheGPpriordistribution
ν∼p(νf)p(νg)=N(νf|0,Kf)N(νg|µ01,Kg) (3.7)
KfandKgarepositivedefinitecovariancematricesfromtheGPpriorsonfandg
definedin(3.3).Thevalueofαisinitialysampledfromauniformdistributionin
theinterval[0,2π].Iftheproposal(3.7)isrejected,then,newvaluesofαaredrawn,
restrictingtheintervaloftheuniformdistributioninthewayshowedinTable2.1to
generatenewproposals.
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3.2.2 ApproximateinferencewithEP
WithEP,wecanapproximatetherealposteriorp(f,g|y)in(3.4)withamultivariate
Gaussiandistribution,q(f,g|y),whichalowsforanalyticaltractability.Asexplained
inChapter2,thedirectminimizationoftheKLdivergencebetweentherealand
theapproximateposteriorKL[p(f,g|y)|q(f,g|y)]isnottractable.Instead,wecan
sequentialyupdateindividualapproximationstothelikelihoodforeachtraining
sample.
EPusesanunnormalizedGaussiandistribution,caledthesitefunction,toap-
proximatethelocallikelihood.Inthiscase,toapproximatethelocallikelihoodin
(3.2)weuseanunnormalizedbivariateGaussiandistributionthatcanbeexpressed
as
p(yn|fn,gn) tn(φn|˜Zn,˜µn,˜Σn)≡Z˜nN(fn|˜µfn,˜σfn)N(gn|˜µgn,˜σgn) (3.8)
whereφn=[fn,gn]T,˜µn=[˜µfn,˜µgn]T,and˜Σnisacovariancematrixwithσ˜fn and
σ˜gninitsmaindiagonal.
Thelikelihoodp(y|f,g)isapproximatedbytheproductoftheNsitefunctions,
thatcanbearrangedas
p(y|f,g)
N
n=1
tn=N(f|˜µf,˜Σf)N(g|˜µg,˜Σg)
N
n=1
Z˜n (3.9)
whereµ˜fandµ˜gareN-lengthvectorswithµ˜fn andµ˜gn atthen-thposition,re-
spectively.Thecovariances˜ΣfandΣ˜garediagonalmatricesofsizeNwithσ˜2fnand
σ˜2gn atthen-thpositionofthediagonal,respectively. Then,theexpressionofthe
approximateposteriorisgivenby
q(f,g|y)= 1q(y)p(f)p(g)
N
n=1
tn= 1q(y)N(f|0,Kf)N(g|µ01,Kg)
N
n=1
tn (3.10)
whereKfandKgarepositivedefinitecovariancematricesfromtheGPpriorsonf
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andgdefinedin(3.3).Thisapproximateposteriorcanalsobeexpressedas
q(f,g|y)=N(f|µf,Σf)N(g|µg,Σg) (3.11)
with
Σf=(K−1f +Σ˜−1f)−1
µf=ΣfΣ˜−1f µ˜f
Σg=(K−1g +Σ˜−1g)−1
µg=Σg(˜Σ−1g µ˜g+K−1g µ01)
(3.12)
Theapproximateevidenceq(y)givenbyEPcanbewrittenas
q(y)= N(f|0,Kf)N(g|µ01,Kg)
N
n=1
tndfdg (3.13)
Thecavitydistribution,neededtocomputethemomentsofthesitefunctions,
correspondstoabivariateGaussiandistributionthatcanbefactorizedasfolows:
q\n(φn)=qf\n(fn)qg\n(gn)=N(fn|µf\n,σ2f\n)N(gn|µg\n,σ2g\n) (3.14)
wheretheexpressionstocalculatethemeanandthevarianceofthetwoGaussians
aregivenin(2.30).
AsexplainedinChapter2,EPupdatesthemomentsoftniterativelybymin-
imizingtheKLdivergencebetweentheproductofthecavitydistributionandthe
real(non-Gaussian)locallikelihood(3.2),andtheproductofthecavitydistribution
andthelocalsitefunctiontn,asshownin(2.28).Firstandsecondordermoment
matchingisneededtominimizethisKLdivergence.However,astnisanunnormal-
izedGaussian,thenormalizationparameterofthesitefunctionZ˜nisnecessaryto
computetheapproximateevidence(3.13).Therefore,wealsoneedtoincludezeroth
ordermomentmatchingofbothdistributionsintheKLdivergence.
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Momentcalculation
Thenextstepinvolvesthecalculationofthezeroth,firstandsecondordermoments
oftheleftdistributionintheKLdivergence(2.28).Thedetailsofthecalculations
arepresentedinAppendixC.1.
Thezerothordermomentresults
Zˆn= q\n(φn)p(yn|fn,gn)dfndgn=Z˘µ˘gtΦ −µ˘gσ˘g (3.15)
where
Z˘=N µf\nµg\nyn,c+σ2f\n+σ2g\ny2n (3.16)
µ˘gtisthemeanoftheGaussianN(gn|˘µg,˘σ2g)truncatedtothepositivevaluesofgn
with
σ˘2g= σ−2g\n+
y2n
c+σ2f\n
−1
µ˘g=˘σ2g
µg\n
σ2g\n
+ ynµf\nc+σ2f\n
(3.17)
andΦ(x)isthenormalcumulativedistributionfunction.
Thefirstordermomentµˆn=[ˆµfn,ˆµgn]Tcanbeseparatelyfoundforeachcom-
ponent.Theexpressionforµˆgncanbewrittenas
µˆgn= 1Zˆn gnq\n(φn)p(yn|fn,gn)dfndgn=
Z˘
ZˆnΦ −
µ˘g
σ˘g m2t (3.18)
wherem2tisthe(non-centered)secondordermomentoftheGaussiantruncatedto
thepositivevaluesofgnwiththemeanandvariancegivenin(3.17).
Theexpressionforµˆfisgivenby
µˆfn= 1Zˆn fnq\n(φn)p(yn|fn,gn)dfndgn=˘σ
2f
µf\n
σ2f\n
+ynˆµgnc (3.19)
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withσ˘2f=(c−1+σ−2f\n)−1.
TocalculatethecovariancematrixˆΣn,weonlytakeintoaccountthetermsofthe
maindiagonalˆσ2fnandˆσ2gn,neglectingthecross-covariancetermsoutofthediagonal.
Toobtainˆσ2fnandˆσ2gn,wefirstcalculatethenon-centeredsecondordermomentsmˆ2fn
andmˆ2gn.Formˆ2gn wehave
mˆ2gn = 1Zˆn g
2nq\n(φn)p(yn|fn,gn)dfndgn= Z˘Zˆnm3tΦ −
µ˘g
σ˘g (3.20)
wherem3tisthenon-centeredthirdordermomentoftheGaussiandistributionwith
theparametersgivenin(3.17)truncatedtothepositivevaluesofgn.
Thesecondordermomentoffncanbeexpressedas
mˆ2fn=
1
Zˆn f
2nq\n(φn)p(yn|fn,gn)dfndgn
=˘σ2f+
mˆ2gnσ˘4fy2n
c2 +
(˘σ2fµf\n)2
σ4f\n
+2σ˘
4fynµf\nµˆgn
c+σ2f\n
(3.21)
Then,theexpressionsforσˆ2fn andσˆ2gn aregivenby
σˆ2fn=(ˆm2fn−µˆ2fn)
σˆ2gn=(ˆm2gn−µˆ2gn)
(3.22)
Finaly,withthesecalculatedmomentswere-estimatetheparametersofthelocal
likelihoodapproximation.For˜σ2fnand˜σ2gnweusetheexpression(2.35),whereasµ˜fn
andµ˜gncanbecalculatedwith(2.36).ForZ˜nwehave:
Z˜n=Zˆn 2π(σ2f\n +˜σ2fn)exp
(µf\n−µ˜fn)2
2(σ2f\n +˜σ2fn)
×
2π(σ2g\n +˜σ2gn)exp
(µg\n−µ˜gn)2
2(σ2g\n +˜σ2gn)
(3.23)
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Marginallikelihood
ML-IIschemeisacommonandcomputationalyatractiveproceduretofindmaxi-
mumlikelihoodestimatesforhyperparametersbymaximizingthelogarithmofthe
marginallikelihood.InthecaseofEP,theevidenceisapproximatedusingthesite
functionsinsteadofthereallikelihood,asshownin(3.13).Theexpressionforthe
log-evidence,neededtooptimizehyperparameters,isgivenby
logq(y)=−12log|Kg+Σ˜g|−
1
2log|Kf+Σ˜f|
−12(µ0−µ˜g)
T(Kg+Σ˜g)−1(µ0−µ˜g)
−12y
T(Kf+Σ˜f)−1y+
N
n=1
log(ˆZn)
+12
N
n=1
log(σ2g\n +˜σ2gn)+
N
n=1
(µg\n−µ˜gn)2
2(σ2g\n +˜σ2gn)
+12
N
n=1
log(σ2f\n +˜σ2fn)+
N
n=1
(µf\n−µ˜fn)2
2(σ2f\n +˜σ2fn)
(3.24)
Tocalculatethederivativesof(3.24)withrespecttothehyperparametersθwe
folowatreatmentsimilarto[Rasmussenand Wiliams,2006]forthecaseofEPfor
GPclassification.ThedetailsofthesecalculationsappearinAppendixC.2.
Predictivedistribution
Thepredictivedistributionfortheoutputy∗givenanewinputx∗canbeexpressed
asp(y∗|x∗)(omittingtheconditioningonthetrainingdata).Asitisnotpossibleto
calculatetheexactexpression,sincewedonothavetheexactposterior,anapprox-
imationofthispredictivedistributionq(y|x∗)iscalculatedusingtheapproximate
posteriorq(f,g|y)givenbyEP.
Thefirststepinvolvesthecalculationofthepredictivedistributionsforf∗and
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g∗.Theapproximatepredictivedistributionq(f∗)canbewrittenas
q(f∗)= p(f∗|x∗,f)q(f,g|y)dfdg=N(f∗|µf∗,σ2f∗) (3.25)
where
µf∗=kT∗f(Kf+Σ˜f)−1˜µf
σ2f∗=kf∗∗−k∗fTΣ˜−1fk∗f
(3.26)
with[k∗f]j=kf(x∗,xj)andkf∗∗=kf(x∗,x∗).
Inasimilarway,theapproximatedpredictivedistributionq(g∗)isgivenby
q(g∗)= p(g∗|x∗,g)q(f,g|y)dfdg=N(g∗|µg∗,σ2g∗) (3.27)
where
µg∗=kT∗g(Kg+Σ˜g)−1˜µg
σ2g∗=kg∗∗−k∗gTΣ˜−1gk∗g
(3.28)
Then,theapproximatepredictivedistributionfory∗canbecalculatedanalyticaly
as
q(y∗)= p(y∗|f∗,g∗)q(f∗)q(g∗)df∗dg∗=Z∗(y∗)µ˘g∗tΦ −
µ˘g∗
σ˘g∗ (3.29)
where
Z∗(y∗)=N(µf∗|µg∗y∗,c+σ2f∗+σ2g∗y2∗) (3.30)
andµ˘g∗tisthemeanoftheGaussianN(g∗|˘µg∗,˘σ2g∗)truncatedtothepositivevalues
ofg∗with
σ˘2g∗= σ−2g∗ +
y2∗
c+σ2f∗
−1
µ˘g∗ =˘σ2g∗
µg∗
σ2g∗
+ y∗µf∗c+σ2f∗
(3.31)
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ThedetailsofthecalculationofthispredictivedistributionareincludedinAppendix
C.3.
Thereisnoanalyticalsolutionforthemeanofq(y∗).Ingeneral,themeanmay
notexist,asinthecaseofCauchydistribution.Tosidestepthisproblemweusethe
medianasanestimatorforthetargets,whichminimizesthemeanabsoluteerror.
Todothat,weusetheexpressionofthecumulativedistributionfunctionfory∗
Fy∗(α)=
α
−∞
q(y∗)dy∗ (3.32)
calculatingthevalueαthatmakesthecumulativedistributionequalsto0.5.For
thegivenq(y∗),thesolutionfolowsasimilartreatmentthaninthecaseofthe
cumulativedistributionfortheratiooftwocorrelatednormalrandomvariables,as
describedin[Hinkley,1969],takingintoaccountthatwedonotassumecorrelation
betweenfandgandthatweonlytakethepositivepartofg.Folowingthisway,
thecumulativedistributionfunctionisgivenby
Fy∗(α)=L µg∗α−µf∗a(α) ,
µg∗
σg∗;
σg∗α
a(α) +Φ
µg∗
σg∗ (3.33)
with
a(α)= σ2g∗α2+c+σ2f∗ (3.34)
whereL(h,k,γ)isthestandardbivariatenormalintegral
L(h,k,γ)= 12π 1−γ2
∞
h
∞
k
exp −x
2−2γxy+y2
2(1−γ2) dxdy (3.35)
Ifµg∗/σg∗→∞,thecumulativedistributionFy∗(α)canbeapproximatedby
Fy∗(α)→Φ µg∗α−µf∗a(α) (3.36)
Toobtainthepredictivemedianmy∗,weneedtheinversecumulativedistribution,
i.e.,my∗=F−1y∗(1/2).AlthoughcalculationofF−1y∗(α)isnotanalyticalytractable,
wecanapproximatethesolutionusingnumericalroot-findingmethodsasbisection
orsecantalgorithms,forexample.
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Notethatitisalsopossibletoperformquantileestimationfolowingthesame
treatment.
3.3 Experiments
3.3.1 Asyntheticexperiment
ToassessthequalityoftheEPapproximationcomparedtothegoldenstandard
MCMC,wehavecreatedasyntheticunidimensionaldatasetwith150samplesac-
cordingtotheDGPmodel,selectingGPpriorscovariancefunctionsforfandgto
besquaredexponentials(SE),definedas
kSE(x,x)=σ20exp − x−x
2
22 (3.37)
withparameters f=0.7andσ20f =9fortheGPprioronf,andg=1.1and
σ20g=5forg.Thepriormeanofgissettoµ0=3,andc=4.
TomakeinferencewithEP-DGPandMCMC-DGP,wesetthehyperparameters
totheknowntruevalues,avoidingtheeffectofhyperparameterlearning,sothatwe
canevaluatethequalityofEP-DGPpredictionswithrespecttotheasymptoticaly
unbiased MCMCestimates. TocomparewithastandardGPwecannotusethe
trueDGPhyperparametersbecausethemodelisdifferent.Instead,wesearcha
propersetofhyperparametersusinganML-IIimplementation.FortheMCMC-DGP
implementation,wesetaburn-inperiodof5000samples,i.e.,thefirst5000drawn
samplesarenotconsideredtoestimatetheposterior.Afterthisburn-inperiod,the
meanandvarianceoftheposteriorareapproximatedwith25000samplesdrawnfrom
theexactposterior.
ToemphasizethehighcomputationalcostofMCMC-DGPwithrespecttothe
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Figure3.1: Posteriordistributionsovery(x)forEP-DGP, MCMC-DGP,andthe
standardGPforasyntheticproblem.
EP-DGPimplementation1,withthese150samples, MCMC-DGPtakes90seconds
whereasEP-DGPtakesonly2seconds2.
Figure3.1showstheposteriordistributionsovery(x)forEP-DGP(dashedline),
MCMC-DGP(continuousline),andstandardGP(dash-dottedline). Themedian
estimationisprovidedforEP-DGPandMCMC-DGPalongwiththe90%ofmass
probabilityboundedbyquantiles0.05and0.95.Theestimatedmeanandtwicethe
standarddeviationaregivenforthestandardGPprediction.
ItcanbeappreciatedthattheEP-DGPposteriorony(x)isveryclosetothe
exactsolutionprovidedbyMCMC-DGP.ThoughnotshowninFigure3.1,thepos-
teriorsoverlatentfunctionsfandgareverysimilarforthetwocomparedmethods,
1TheMatlabimplementationofEP-DGPand MCMC-DGPusedintheexperimentscanbe
foundathttp://www.tsc.uc3m.es/%7Elmunoz/DGP.zip
2Altheexperimentshavebeenconductedina4GBcomputerwithanIntelcorei5processor
at3.33GHzusingaMatlabimplementation.
44
CHAPTER3. DIVISIVEGAUSSIANPROCESSESFORNONSTATIONARY
REGRESSIONUSINGEXPECTATIONPROPAGATION
althoughdifferencescanappearfarfromtheregistereddata. Despitetheeffectof
hyperparameterslearninginthestandardGP,itcanbeappreciatedthatthemean
predictionisalsosimilartotheothermethods. However,theperformanceofthe
uncertaintypredictionisclearlyworsethanDGPalgorithmspredictions,evidencing
thelimitationsofthestandardGPtodealwithheteroscedasticnoise.
3.3.2 Regressionperformance
Inthissubsectionwepresentexperimentalresultstoevaluatetheperformanceof
DGPmethodsonseveralsyntheticandrealdatasets. Wecomparetheresultswith
thestandardGP,thestate-of-the-artVHGPR[L´azaro-GredilaandTitsias,2011],
the MAPHeteroscedasticGP(MAPHGP)describedin[Quadriantoetal.,2009],
thestandardSVR[Druckeretal.,1997],andtheHeteroscedasticNNmodel(H-NN)
proposedin[Nixand Weigend,1995].
AsperformancemeasuresweusetheNormalizedMSE(NMSE)
NMSE=
n∗
j=1(y∗j−yˆ∗j)2
n∗
j=1(y∗j−y¯)2 (3.38)
theNormalizedMeanAbsoluteError(NMAE)
NMAE=
n∗
j=1|y∗j−yˆ∗j|
n∗
j=1|y∗j−y¯| (3.39)
andtheNegativeLog-PredictiveDensity(NLPD)
NLPD=−1n∗
n∗
j=1
logp(y∗j|D) (3.40)
wheren∗isthenumberoftestsamples,y∗jisthej-thtestobservation,yˆ∗jisthe
predictedmeanforthatobservation,andy¯isthemeanofthetrainingobservations.
NotethatNLPDcantakepositiveandnegativevaluesandthatsmalervaluesindi-
catebetterperformance.
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ForVHGPR,weuseanSEcovariancefunctionforthemeanlatentfunctionand
anSEcovariancefunctionplusnoiseforlog-noiselatentfunction.Toinitializehy-
perparameterswepreviouslytrainastandardGPfolowingtheproceduredescribed
in[L´azaro-GredilaandTitsias,2011].
ThesamecovariancefunctionsareappliedinthecaseofMAPHGP,initializing
thecorrespondinghyperparametersintheformdetailedin[Quadriantoetal.,2009].
ForDGPmethods,weuseanSEcovariancefunctionforg(x)andaSEplus
noisecovariancefunctionforf(x). Assumingthatf(x)isanoisyfunctionalows
toestablishatradeoffbetweentheheteroscedasticnoisecomponentmodeledby
c/(g+(x))2andthehomoscedasticnoiseinf(x).
ToinitializetheEP-DGPhyperparameters,wefirsttrainastandardGPwith
anSEplusnoisecovariancefunction. Then,thelengthscalehyperparametersoff
andgaresettothelengthscalefoundbythestandardGP,i.e., EPDGPf = GPand
EPDGPg = GP.Fortheamplitudeandnoisehyperparameterswefirstsetc=4as
aconstant. Asdescribedpreviously,thereisadegreeofredundancyintheDGP
model,sowedonotneedtolearnc. Withthisconsideration,wesetµ0=2/ σGPn ,
sothatc/µ20=σGPn .Forthepowerhyperparameterofg’scovariancefunctionwe
takeσEPDGP0g =µ0/
√10. Thus,westartfromaquasi-homoscedasticinitialization,
sothatnonstationaritieshavetobelearnedduringtheML-IIsearch.Finaly,the
powerhyperparameteroff’scovariancefunctionissettoσEPDGP0f =µ0σGP0 /c,and
thehomoscedasticnoisepowerhyperparametertoσEPDGPnf =σEPDGP0f /2.
WehavenotimplementedanysearchprocedureforMCMC-DGPhyperparam-
eters.ToevaluatethequalityofEP-DGPapproximation,wesetMCMC-DGPhy-
perparametersequaltothoseobtainedfromthetrainedEP-DGP.
ForSVR,weuseaRadialBasisFunction(RBF)kernel.Thekernelwidthσand
themarginparameterCaresettothevaluesthatminimizetheaveragedtestNMSE
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overalthetraining/testsplitscreatedforeachdataset(aswildescribednext).
NoticethatthisinducesaclearadvantageforSVRdesigns.Forafaircomparison,
acrossvalidationforeachsplitineachdatasetcouldbeperformed,forexample.
However,duetothehighnumberofsplitsandthenumberofdatasetsusedinthe
experiments,thecomputationalburdenofthismethodologywouldbeveryhigh.
ThevaluesofCareexploredintherange[2·10−5,2·1010]withvaluesoftheform
2·10pwith−5≤p≤10.Forσweexplorealsovaluesofthatformintherange
[2·10−5,2·105].TocalculatetheNLPDforSVRpredictions,weassumeaGaussian
distributionforthepredictionswithanoisepowercalculatedastheMSEofthetrain
predictions.
FortheH-NN,weusetwo MLPstoestimatethemeanofthetargetsandthe
log-noise,respectively,usingthesamenumberofneuronsinthehiddenlayer(M)
forbothMLPs,asproposedin[Nixand Weigend,1995]. Wetrainthetwo MLPs
usingtheBack-Propagation(BP)algorithmwiththesame methodologyapplied
in[Nixand Weigend,1995].Intheexperiments,wehaveselectedthevalueofM,
exploredintherange[2,40]forevenvaluesofM,thatminimizestheaveragedtest
NLPDoveralthesplitscreatedforeachdataset(with20repetitionsforeachsplit).
AsinthecaseoftheSVR,thisinducesanexperimentaladvantageforH-NNdesigns
withrespecttotheGPmethods.
Unidimensionaldatasets
We wil firstconsider five unidimensional datasetsthat have been much
usedinheteroscedasticregressionliterature,seee.g. [Kerstingetal.,2007],
[L´azaro-GredilaandTitsias,2011],[Mu˜noz-Gonz´alezetal.,2011]:
•Nix[Nixand Weigend,1995]isasyntheticdatasetthatconsistsoninputs
uniformlyspacedinthe[0,π]rangeandoutputsgivenbysin(2.5x)sin(1.5x)
plusanheteroscedasticGaussiannoisewithpowervaryingas0.01+0.25(1−
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sin(2.5x))2.
•Gol[Goldbergetal.,1998]isasyntheticdatasetwhichconsidersinputsuni-
formlyspacedinthe[0,1]intervalandoutputsgeneratedas2sin(2x)plusa
Gaussiannoisewithlinearlyincreasingstandarddeviationfrom0.5atx=0
to1.5atx=1.
•Wah [Yuanand Wahba,2004]isasyntheticdatasetthatconsistsoninputs
uniformlyspacedinthe[0,1]rangeandoutputsgivenby2[exp(−30(x−
0.25)2)+sin(πx2)]plusGaussiannoisewithpowervaryingasexp(2sin(2πx)).
•Cawisthesyntheticdatasetproposedin[Cawleyetal.,2006],consistingon
inputsuniformlyspacedinthe[0,1]interval,theoutputsbeingthesignfunc-
tionoftheinputsplusaGaussiannoisewithstandarddeviation0.1.Although
theproblemishomoscedastic,thesteepchangeatx=0canbebettermodeled
withalocalyhighernoisepower.
•Motisarealdatasetfrom[Silverman,1985]with133sampleswhichdescribe
theaccelerationforceonamotorcyclehelmetduringanimpactasafunction
oftime.
Forthesyntheticproblems,wehavegenerated300independentrunswith100
samplesdrawnfromthedistributionsdescribedpreviously,i.e.,differentsamplesfor
eachrun.Then,arandomsplitisperformed,using80%ofthesamplesfortraining
dataand20%ofthesamplesfortest.FordatasetMotwehavecreated300runsby
randomlysplittingits133samplesinto80%fortrainingand20%fortesting.
Table3.1showstheaverageperformancesintermsofNMSE,NMAEandNLPD
forthestandardGP,VHGPR,EP-DGP,MCMC-DGP,SVR,andH-NN.Statistical
significantdifferences,measuredwitha WilcoxonRank-Sumtestatthe5%signifi-
cancelevel,arealsoshowninthetable(adescriptionofthisnonparametricstatistical
testcanbefoundinAppendixF).
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Table3.1:Experimentalresultsonunidimensionaldatasets.AverageNMSE,NMAE,and
NLPDplus/minusonestandarddeviationareshown.Statisticalysignificantdifferences
aremarkedas•w.r.t.standardGP,◦w.r.t.VHGPR, w.r.t. MCMC-DGP, w.r.t.EP-
DGP, w.r.t.SVR,and†w.r.t.H-NN.Significanceismeasuredaccordingtoa Wilcoxon
Rank-Sumtestatthe5%level.
AverageNMSE AverageNMAE AverageNLPD
Nix: Std. GP 0.650±0.216† 0.684±0.155† 0.979±0.316
VHGPR 0.573±0.184•† 0.608±0.131•† 0.468±0.295• †
MCMC-DGP 0.602±0.220•† 0.625±0.143•† 0.594±0.267•†
EP-DGP 0.603±0.221•† 0.625±0.143•† 0.568±0.285•†
SVR(C=20000;σ=0.2) 0.578±0.181•† 0.613±0.127•† 0.940±0.355•
H-NN(M=22) 0.701±0.169 0.715±0.110 0.853±0.313•
Gol: Std. GP 0.727±0.184† 0.826±0.118† 1.519±0.225
VHGPR 0.724±0.179† 0.825±0.118† 1.457±0.202•†
MCMC-DGP 0.727±0.188† 0.825±0.121† 1.444±0.198•†
EP-DGP 0.727±0.188† 0.825±0.121† 1.445±0.200•†
SVR(C=0.2;σ=2) 0.731±0.155† 0.830±0.105† 1.530±0.241
H-NN(M=26) 0.768±0.188 0.850±0.115 1.498±0.207
Wah: Std. GP 0.956±0.179 0.951±0.096 1.911±0.311
VHGPR 0.937±0.146 0.941±0.090 1.600±0.287•†
MCMC-DGP 0.939±0.205 0.938±0.113 1.542±0.274•◦ †
EP-DGP 0.940±0.208 0.938±0.114 1.542±0.274•◦ †
SVR(C=200;σ=0.2) 0.908±0.190•◦ † 0.915±0.109•◦ † 1.893±0.340
H-NN(M=18) 0.971±0.161 0.965±0.094 1.672±0.267•
Caw: Std. GP 0.037±0.030◦† 0.125±0.034◦† −0.135±0.670
VHGPR 0.063±0.051† 0.151±0.053† −0.383±0.509•†
MCMC-DGP 0.038±0.033◦† 0.120±0.034•◦ † −0.396±0.131•◦ †
EP-DGP 0.037±0.031◦† 0.120±0.034•◦ † −0.584±0.204•◦ †
SVR(C=20;σ=20) 0.037±0.033◦† 0.126±0.035◦† 0.183±1.589
H-NN(M=18) 0.078±0.042 0.179±0.045 −0.285±0.235
Mot: Std. GP 0.239±0.081† 0.454±0.078† 4.599±0.154
VHGPR 0.243±0.080† 0.454±0.076† 4.255±0.195• †
MCMC-DGP 0.249±0.087† 0.448±0.080† 4.359±0.160•†
EP-DGP 0.248±0.087† 0.448±0.079† 4.323±0.174• †
SVR(C=200;σ=2) 0.234±0.092◦ † 0.441±0.088•◦† 4.579±0.191•
H-NN(M=10) 0.266±0.082 0.483±0.077 4.469±0.164•
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AnalyzingtheresultsofTable3.1intermsofNMSEandNMAEwecanextract
thefolowingconclusions:
•TheperformanceintermsofNMSEandNMAEissimilarforal methods
excepttheH-NN,whichperformsworsethantherestofthealgorithmsinal
cases.
•WecanappreciateabetterperformanceofSVRinWahandMotdatasetswith
respecttotheGPmethods.InNix,thestandardGPclearlyperformsworse
thantheotheralgorithms(exceptH-NN).AlthoughinthisdatasetSVRalso
performsbetterthantheDGPmethods,theimprovementisnotstatisticaly
significant.
•FordatasetCaw,VHGPRandH-NNperformsensiblyworsethantherest
ofthemethodsintermsofNMSE.ItcanalsobeobservedthatEP-DGPand
MCMC-DGPachievesignificantbetterresultsthanVHGPRandSVRinterms
ofNMAE.
•FordatasetMot,itcanbeappreciatedthatthereissomeadvantageforthe
SVRandthestandardGPRfortheNMSEmeasure. However,intermsof
NMAE,DGPmethodsperformbetterthanVHGPRandthestandardGPR,
thoughtheSVRslightlyoutperformsEP-DGPandMCMC-DGP.
ComparingtheperformanceintermsofNLPDinTable3.1(weremindthat
negativevaluesarepossibleandsmalervaluesareindicativeofbetterperformance),
wecanobservethat:
•ThereisaverysignificantdifferencebetweentheproposedDGPmethodsand
thestandardGPRandSVRinaldatasets,eveninCaw,wheretheproblem
isnotrealyheteroscedastic,asdescribedbefore. Thisshowsthelimitations
ofthestandardGPRtoestimatethepredictivedensitywhenthenoiseis
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nonstationary,andthattheSVRcannotgivegoodestimatesofthenoisepower
directly.
•TheDGPmethodsoutperformVHGPRin3ofthe5datasets,withstatistical
significantdifferencesinWah,forbothMCMC-DGPandEP-DGP,andinCaw
forEP-DGP.However,inproblemGol,theimprovementsofDGPmethodsare
notstatisticalysignificant.Incontrast,VHGPRperformsbetterthanboth
DGPalgorithmsfordatasetsNixandMot.
•AlthoughtheH-NNmethodoutperformsGPRandSVRintermsofNLPD,the
performancewithrespecttotheotherheteroscedasticGPmethodsisclearly
worse.
Additionaly,itisalsoimportanttonotethattheresultsofEP-DGPandMCMC-
DGPareverysimilarformostthedatasets. Althoughtherearesomedifferences
intermsofNLPDforNix,CawandMot,thesearenotstatisticalysignificant,and
itcanbeobservedthattheresultsintermsofNMSEandNMAEareverysimilar.
TheseresultsvalidatethequalityoftheEPposteriorapproximationcomparedto
theexactposteriorobtainedwiththeMCMCimplementation,usingthesamesetof
hyperparametersthanEP-DGP.
WiththecodeimplementationofMAPHGPkindlyprovidedbytheauthorsof
[Quadriantoetal.,2009]wewerenotabletoobtaingoodexperimentalresultsfor
theunidimensionaldatasetsusedbefore,sincetheMAPHGPdidnotconvergeor
performedrealypoorforsomeofthesplitsinthe5unidimensionaldatasets.In
theseconditions,wehaveperformedasimilarexperimentbutselecting300splits
foreachdatasetwhereMAPHGPconvergedandhadacompetitiveperformance.
Then,wecomparedtheresultswithEP-DGPonthoseselectedsplits,observing
anexperimentaladvantageto MAPHGPwithrespecttoEP-DGP.Theresultsof
thisexperimentareshowninTable3.2,providingtheaverageNMSE,NMAE,and
NLPDalongwiththestandarddeviationforEP-DGPand MAPHGPforthe5
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unidimensionaldatasets.Statisticalysignificantdifferencesaremeasuredusingthe
WilcoxonRank-Sumtestatthe5%level.
Table3.2: Experimentaltestresultsonunidimensionaldatasetsfor MAPHGP
comparedtoEP-DGP.AverageNMSE,NMAE,andNLPDplus/minusonestan-
darddeviationareshown.Statisticalysignificantdifferencesaremarkedas•w.r.t.
MAPHGPand w.r.t.EP-DGP.Significanceismeasuredaccordingtoa Wilcoxon
Rank-Sumtestatthe5%level.
MAPHGP EP-DGP
Nix: NMSE 0.578±0.190 0.596±0.208
NMAE 0.621±0.135 0.621±0.127
NLPD 0.597±0.439 0.571±0.221
Gol: NMSE 0.739±0.187 0.737±0.187
NMAE 0.832±0.121 0.831±0.122
NLPD 1.531±0.252 1.430±0.188•
Wah: NMSE 0.953±0.124 0.958±0.213
NMAE 0.957±0.082 0.951±0.112
NLPD 1.718±0.293 1.530±0.248•
Caw: NMSE 0.099±0.101 0.041±0.038•
NMAE 0.185±0.095 0.122±0.039•
NLPD −0.266±0.436 −0.386±0.144•
Mot: NMSE 0.246±0.095 0.248±0.093
NMAE 0.463±0.082 0.452±0.080
NLPD 4.314±0.264 4.360±0.153
WecanappreciatethattheperformanceintermsofNMSEandNMAEissimilar
forbothmethods,althoughEP-DGPoutperformsMAPHGPinCawwithstatistical
significance.However,intermsofNLPD,EP-DGPperformsbetterthanMAPHGP
in4ofthe5datasets(in3ofthemwithstatisticalysignificantdifference),whereas
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MAPHGPonlyoutperformsEP-DGPinMot.
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Figure3.2:Experimenton Wahbaproblemwith200samplesvaryingthepercentageof
trainingdata.AverageNMSE(a)andNLPD(b)asafunctionofthepercentageoftraining
dataforEP-DGP(continouslineandwideerrorbars),standardGP(dashed-dottedline
andmedium-sizeerrorbars),andVHGPR(dashedlineandnarrowerrorbars),alongwith
the2σerrorbars.
53
3.3. EXPERIMENTS
Toanalyzethedegradationoftheperformanceandtheeffectofthehyperparam-
eterslearningofEP-DGPwhenreducingthenumberoftrainingsamples,wehave
conductedanexperimentwithdatasetWah. With200samples,wehavegenerated
randomsplitsvaryingthenumberoftrainingsamplesfrom20%to90%withsteps
of10%,with10independentrunsateachstep.Figure3.2showstheresultsofthis
experiment,comparingtheperformanceofthestandardGP,VHGPR,andEP-DGP
intermsofNMSEandNLPD.
ItcanbeappreciatedthanthedegradationoftheperformanceintermsofNMSE
isquitesimilarforthethreemethods,althoughEP-DGPandVHGPRhavemore
hyperparameterstolearnthanthestandardGP,becausetheyhavetwolatentfunc-
tionswiththeircorrespondingcovariancefunctionsforthetwoGPpriors.Interms
ofNLPD,thereisanoticeabledifferencebetweenthestandardGPandbothhete-
roscedasticmethods.However,itseemsthatstandardGPdegradationissmoother
thantherestofthealgorithms.ItcanalsobeobservedthatEP-DGPslightlyout-
performsVHGPRinalcases,corroboratingtheresultsshowninTable3.1for80
trainingsamples.
Multidimensionaldatasets
ThesecondpartoftheexperimentsshowstheperformanceofDGPmethodsonmul-
tivariatedatasets. Wehaveselectedthefolowing7realproblemswhosestationary
ornonstationarynatureisaprioriunknown:
•Theprostatecancer(Can)problemisadatasettoestimatethelevelofprostate
specificantigen(PSA)with8clinicalmeasuresin97menwhowereaboutto
receivearadicalprostatectomy[Stameyetal.,1989].
•Ozoisathreedimensionaldatasettoestimateozoneconcentrationswith
measuresoftemperature,radiation,andwindspeed[Hastieetal.,2009].
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•Diabetesdataset(Dia)consistson10baselinevariablesfrom442diabetes
patientstoestimateaquantitativemeasureofdiseaseprogressiononeyear
after[Efronetal.,2004].
•TheBostonhousing(Hou)isafrequentlyusedregressionproblemina13-
dimensionalfeaturespacetoestimatethemeanvalueofhousinginBoston
metropolitanarea[HarrisonandRubinfeld,1978].
•Theconcretecompressivestrengthdataset(Con)consitson10featuresused
tomodelthecompressivestrengthofhighperformanceconcrete[Yeh,1998].
•Abalone(Aba)consistson8phisical measurementstopredicttheageof
abalones[BacheandLichman,2014].
•ParkinsonTelemonitoringdataset(Par)contains21biomedicalvariablesto
estimatethemotorUnifiedParkinson’sDiseaseRatingScaleofpeoplewith
early-stageParkinson’sdisease[Tsanasetal.,2010].
Table3.3showsthenumberoffeaturesofthis7multivariatedatasetsalongwith
thenumberoftrainingandtestsamples.
Table3.3:Characteristicsofmultidimensionaldatasetsusedfortheexperiments.
Dataset Dimension #Trainingsamples #Testsamples
Can 8 78 19
Ozo 3 89 22
Dia 10 221 221
Hou 13 253 253
Con 8 515 515
Aba 8 1044 3133
Par 21 1000 4875
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Wehavemade300randomsplitswith80%trainingsamplesand20%testsamples
forCanandOzo.FordatasetsDia,Hou,andCon,wehavealsomade300random
splitswith50%trainingandtestsamples. Wehaveselectedabiggerpercentageof
trainingsamplesforCanandOzobecausethosedatasetsaresensiblysmalerand
hyperparameterlearningproblemsmayariseforaltheGPbasedmethodsusedin
theexperiments.Forthebiggestdatasets,AbaandPar,wehaveonlymadeone
split.
TheresultsoftheexperimentsforthedatasetsCan,Ozo,Dia,Hou,andCon,
arepresentedinTable3.4.ForMCMC-DGP,weonlyshowresultsforCanandOzo
asthecomputationalburdenfortherestofthedatasetsisveryhigh. Wehave
alsoperformedaWilcoxonRank-Sumtesttoassessstatisticalsignificanceatthe5%
level.
Withthecodeimplementationof MAPHGPprovidedbytheauthorsof
[Quadriantoetal.,2009]wehavenotbeenabletoproducesatisfactoryresultsfor
thesemultidimensionaldatasets.
ItcanbeappreciatedthatH-NNclearlysubperformstherestofthemethods
usedintheexperimentsinaldatasets.ThisshowsthattheH-NNmodelproposed
in[Nixand Weigend,1995]isnotsuitableformultidimensionaldatasets.
IntermsofNMSE,itcanbeobservedthat:
•TheSVRisworsethantherestofGPbasedmethodswithstatisticalsignifi-
cancein4ofthe5datasets.
•DGPmethodsoutperformVHGPRin3datasetsandthestandardGPin2
withstatisticalsignificance.
•InnoneofthedatasetsDGPalgorithmsperformworsethantheotherGP
basedmethods.
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Table3.4:Experimentaltestresultsonmultidimensionaldatasets.AverageNMSE,
NMAE,andNLPDplus/minusonestandarddeviationareshown.Statisticalysig-
nificantdifferencesaremarkedas•w.r.t.standardGP,◦w.r.t. VHGPR, w.r.t.
MCMC-DGP, w.r.t.EP-DGP, w.r.t.SVR,and†w.r.t. H-NN.Significanceis
measuredaccordingtoa WilcoxonRank-Sumtestatthe5%level.
AverageNMSE AverageNMAE AverageNLPD
Can: Std. GP 0.440±0.191† 0.634±0.129† 1.146±0.183†
VHGPR 0.440±0.191† 0.634±0.129† 1.146±0.183†
MCMC-DGP 0.438±0.181† 0.634±0.122† 1.117±0.185•◦†
EP-DGP 0.438±0.180† 0.633±0.121† 1.117±0.187•◦†
SVR(C=2;σ=0.02) 0.405±0.148•◦ † 0.618±0.111† 1.138±0.233†
H-NN(M=2) 1.267±0.887 0.938±0.109 1.509±0.160
Ozo: Std. GP 0.281±0.091 † 0.484±0.085† 4.323±0.271 †
VHGPR 0.282±0.083 † 0.477±0.079† 4.156±0.209•†
MCMC-DGP 0.258±0.079•◦ † 0.462±0.079•◦ † 4.074±0.143•◦ †
EP-DGP 0.258±0.079•◦ † 0.462±0.079•◦ † 4.071±0.151•◦ †
SVR(C=200;σ=0.2) 0.300±0.094† 0.486±0.085† 4.443±0.530†
H-NN(M=2) 0.571±0.094 0.686±0.068 4.552±0.184
Dia: Std. GP 0.505±0.034 † 0.672±0.025 † 5.429±0.034 †
VHGPR 0.505±0.034 † 0.672±0.025 † 5.424±0.034 †
EP-DGP 0.505±0.034 † 0.671±0.024 † 5.413±0.035•◦ †
SVR(C=200;σ=0.002) 0.518±0.029† 0.687±0.023† 5.442±0.029†
H-NN(M=8) 0.554±0.032 0.706±0.022 5.470±0.036
Hou: Std. GP 0.152±0.035◦† 0.352±0.022 † 2.624±0.122 †
VHGPR 0.164±0.034 † 0.352±0.022 † 2.575±0.146•†
EP-DGP 0.152±0.036◦† 0.336±0.022•◦ † 2.408±0.069•◦ †
SVR(C=200;σ=0.02) 0.177±0.042† 0.356±0.024† 3.126±0.500†
H-NN(M=4) 0.832±0.354 0.809±0.039 3.458±0.311
Con: Std. GP 0.132±0.014◦† 0.326±0.014 † 3.162±0.041 †
VHGPR 0.134±0.013 † 0.327±0.014 † 3.088±0.042•†
EP-DGP 0.123±0.015•◦ † 0.310±0.014•◦ † 3.049±0.041•◦ †
SVR(C=2000;σ=0.02) 0.158±0.017† 0.353±0.016† 3.391±0.106†
H-NN(M=8) 0.364±0.030 0.568±0.017 3.714±0.054
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Inasimilarway,intermsofNMAEitcanbeappreciatedthat:
•DGP algorithmsperformsignificantlybetterthanthestandard GPand
VHGPRinOzo,Hou,andCon. ForCanandDia,theresultsarealmost
equivalentforthethreemethods.
•Again,SVRisworsethantherestofthecomparedmethodsin4ofthe5data
sets.
IntermsofNLPD,wenoticethat:
•DGPmethodsperformbetterthanVHGPR,SVR,andthestandardGPwith
statisticalsignificanceinaldatasetsexceptforSVRinCan,where,although
EP-DGPandMCMC-DGPhavebetterresults,therearenotstatisticalysig-
nificantdifferences.
•VHGPRonlyimprovesthestandardGPresultsinOzo,HouandCon.
•GPbasedmethodsoutperformSVRin4ofthe5datasetswithstatistical
significance.InCan,thoughSVRperformsslightlybetterthanthestandard
GPandVHGPR,DGPmethodshavebetterresultsthanSVR.
ItcanbealsoappreciatedthatEP-DGPandMCMC-DGPresultsforCanand
OzoareverysimilarwithrespecttoNMSE,NMAE,andNLPDmeasures. Asin
thecaseoftheexperimentswithunidimensionaldatasets,theseresultssupportthe
qualityoftheEPapproximationcomparedtotheexactposteriorgivenbyMCMC-
DGP.
FromtheresultspresentedinTable3.4,wecanconcludethatalthoughthehete-
roscedasticnatureoftheselectedproblemsisaprioriunknown,VHGPRandDGP
methodsneverperformworsethanthestandardGP,evenforproblemsthatseem
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tobemorehomoscedastic,asdatasetsCanandDia. Theseresultssupportthe
advantagesoftheevaluatedheteroscedasticmethodsandshowthelimitationsofthe
standardGPRwhentheproblemisnotstationary.
Table3.5:ExperimentaltestresultsonmultidimensionaldatasetsAbaandPar.
NMSE,NMAE,andNLPDareprovidedforthestandardGP,VHGPR,EP-DGP,
andSVR.
NMSE NMAE NLPD
Aba: Std.GP 0.428 0.634 2.167
VHGPR 0.429 0.634 2.068
EP-DGP 0.459 0.639 2.039
SVR(C=2·106;σ=2·10−5) 0.446 0.640 2.202
Par: Std.GP 0.184 0.384 −1.968
VHGPR 0.178 0.381 −2.014
EP-DGP 0.192 0.389 −2.023
SVR(C=200;σ=2·10−4) 0.227 0.492 −1.719
TheexperimentalresultsforthedatasetsAbaandParareshowninTable3.5.
Inthesedatasets,wehaveusedasquaredexponentialcovariancefunctionwith
AutomaticRelevanceDetermination(ARD),definedas
kARD(x,x)=σ20exp

−
D
i=1
x(i)−x(i) 2
22i

 (3.41)
wherex(i)isthei-thcomponentoftheinputsamplex.Thiscovariancefunctionis
moresuitablefordatasetswithasignificantnumberoftrainingsamplescompared
tothenumberoffeatures.ItcanbeobservedthatEP-DGPoutperformstherest
ofthecomparedmethodsintermsofNLPD.AlthoughVHGPRandthestandard
GPachieveabetterNMSEthanEP-DGP,theNMAEisquitesimilarforthethree
methods.TheSVRdoesnotpresentcompetitiveadvantagesinanycase.
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3.3.3 Timescalabilityexperiment
WehaveperformedanadditionalexperimentwithdatasetWah tomeasurethe
trainingtimeforthestandardGP,VHGPR,EP-DGP,andMCMC-DGPfordifferent
sizesofthetrainingset.
First,welearnthesetofhyperparametersforalthemethodsusing300training
samples.Then,wemeasurethetrainingtime(avoidingthehyperparameterslearn-
ing)varyingthenumberoftrainingsamplesfrom50to300withstepsof50samples.
Foragivennumberoftrainingsamples,wegenerate20randomtrainingsets.The
averagetrainingtimewiththecorrespondingerrorbarsforthedifferentsizesofthe
trainingsetareshowninFig.3.3forthestandardGP(continuouslineandwider
errorbars),VHGPR(dashedline),EP-DGP(dashed-dottedline),andMCMC-DGP
(dottedline).
ItcanbeobservedaveryhighcomputationalcostofMCMC-DGP,comparedwith
theothermethods.AlthoughEP-DGPisslowerthanVHGPRandthestandardGP,
itscomputationalburdenisaffordable.Itcanalsobenoticedthattheslopeofthe
logarithmofthetrainingtimeasafunctionofthelogarithmofthetrainingsetsize
issimilar.Thissupportsthatthecomplexityofalthesemethodsscalesinthesame
form,concretelyO(N3).
AltheGPmodelsdiscussedinthischapterfal withinthesamecomplexity
category:TheyalrequireO(N3)computationtime(whicharisesfromtheinversion
ofN×N matrices,or,alternatively,fromthenumericalymorestableCholesky
decompositionofsuchmatrices)andO(N2)space(whichisrequiredtostoresuch
matrices). However,theirspeedsdifferbytheconstantfactorthatvanisheswhen
usingtheO(·)notation.ThedifferenceinthisconstantfactoriswhatmakesMCMC
unsuitableforapplicationonmedium-sizeddatasets,whilemakingthealternative
approximationssuitablefordatasetswithafewthousandsofdatapoints. The
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Figure3.3:ResultsofthetrainingtimeexperimentusingWah datasetwithdifferent
sizesforthetrainingset.
empiricalresultsshowninFigure3.3provideaquantitativemeasurementofthis
speed-upfactorforthedifferentGPbasedalgorithms.
3.4 Conclusions
Inthischapter wehaveintroducedadivisive GP(DGP) modeltocarry
out nonstationaryregressionincluding heteroscedastic noise cases. The
likelihoodlog-concavity ofthe proposed modelleadsto a unimodal pos-
teriorthatfavors EP Gaussian approximation,in contrasttothe hete-
roscedastic model used in [Kerstingetal.,2007, Quadriantoetal.,2009,
L´azaro-GredilaandTitsias,2011,Mu˜noz-Gonz´alezetal.,2011]ortheGPproduct
modelproposedin[AdamsandStegle,2008].
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TheMCMCwithESSimplementationprovidesanaccurateexactposteriorfor
theDGP,althoughthecomputationalburdenisveryhigh. YettheEPposterior
approximationreducesthecomputationalcostofferingasimilarperformancefor
regressiontasks.
Theexperimentalresultsshowedthatthehomoscedascityassumptionofthestan-
dardGPortheSVRcanbetoorestrictiveformanyrealproblems.Therefore,DGP
methodsimprovestandardGPandSVRpredictions(mainlyintermsofNLPD)
whentheproblemisheteroscedastic,whereastheperformanceissimilarifthedata
isstationary. Moreover,EP-DGPresultsareverycompetitivewhencomparingwith
otherheteroscedasticmethodssuchasVHGPR[L´azaro-GredilaandTitsias,2011]
andMAPHGP[Quadriantoetal.,2009],outperformingbothalgorithmsinseveral
problems.
Themaindrawbackoftheproposedapproachisthehighercomputationalburden
oftheproposedEPapproximationcomparedtothestandardGPorVHGPR,despite
althesemethodsscaleintimeasO(N3). However,asshownintheexperiments,
EP-DGPcanbeusedinpracticefordatasetswithafewthousandssamples.
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Chapter4
DivisiveGaussianprocessesfor
nonstationaryregressionwiththe
Laplaceapproximation
AlthoughtheEPapproximationtomakeinferenceontheDGPmodelpresentedin
Chapter3performsreasonablywelonnonstationaryandheteroscedasticproblems,
thecomputationalcomplexityofEPlimitstheuseoftheproposedmethodforbig
datasets. Ontheotherhand,althoughEPisconjecturedtoconvergeforlog-
concavelikelihoods,asitisthecaseoftheDGPmodel,thereisnoformalproof
ofconvergence. Tosolvethislimitations,inthischapterweproposetoapplythe
LaplaceapproximationforDGP(L-DGP).Thelog-concavelikelihoodofDGPmodel
combinedwiththeGPpriorsprovidesalog-concave(andunimodal)posterior,which
ensurestheconvergenceofL-DGPtoauniquemaximum.
ThesimplicityoftheLaplaceapproximationcomparedtoEPleadsinsomecases
topoorposteriorapproximationsas,forexample,inGPforclassification.However,
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thecharacteristicsoftheDGPmodel,wheretheposteriorisexpectedtohavequite
aGaussianshape,makestheLaplacemethodasuitablealternativetoprovideac-
curateposteriorapproximations,similartothoseprovidedbyEP-DGP.Moreover,
theLaplacemethodreducesthecomputationalburdenwithrespecttosimilarap-
proacheslikeEPorvariationalBayes. However,themaindrawbackistheO(N3)
timescalability,asitisthecaseformanyGPbasedmethods.
Therestofthechapterisorganizedasfolows.InSection4.1wedescribeL-DGP
inferenceprocedure. Then,inSection4.2weshowtheexperimentalresultsthat
validatetheutilityoftheproposedLaplaceapproximationcomparedtoEP-DGP
andothercompetingmethodssuchasthestandardGPandVHGPR.Finaly,a
summaryandthemainconclusionsarepresentedinSection4.3.
4.1 InferencewiththeLaplaceapproximation
AsexplainedinChapter2,theLaplacemethodaimstoapproximatetheposterior
p(f,g|y)withaGaussiandistributionq(f,g|y)doingasecondorderTaylorexpansion
aroundthemaximumofthelog-posterior
q(φ|y)=N(φ|ˆφ,A−1)∝exp −12(φ−φˆ)
TA(φ−φˆ) (4.1)
whereφ=[f,g],ˆφ=argmaxφp(φ,y),andA=−∇∇logp(φ,y)|φ=φˆistheHessian
ofthelog-posterioratφ=φˆ=[ˆf,ˆg].
TosimplifythecalculationswiththeLaplaceapproximation,wehaveconsidered
anequivalentmodeltothedivisivemodeldescribedpreviously,placingµ0,theoffset
oftheGPprioroflatentfunctiong,inthelikelihood,i.e.,
p(yn|fn,gn)=N(yn|fn/g+n,c/(g+n)2) (4.2)
withgn=gn+µ0.Therefore,theGPpriorofthelatentfunctiongforthisequivalent
modelhaszeromean,i.e.,g(x)∼GP(0,kg(x,x;θg)).
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Tomaximizethelog-posteriorwithrespecttothelatentfunctionsatthetraining
pointsonlytheGPpriorsandthelikelihoodareneeded,sincetheevidencep(y)is
independentonfandg.Hence,theexpressiontobemaximizedreducesto
Ψ(φ)=logp(y|φ)+logp(φ)=logp(y|φ)−12φ
TK−1φ−Nlog2π (4.3)
whereKisthe2N-squareblockdiagonalmatrix
K=

Kf 0N
0N Kg

 (4.4)
whereKfandKgarethecovariancematricesoftheGPpriorsonfandg,respec-
tively,and0N isaN-squarematrixwithalitselementsequaltozero.
Making∇Ψ(φ)=0,weobtainthefolowingself-consistentequationatthemax-
imumof∇Ψ(φ)
φˆ=K(∇logp(y|ˆφ)) (4.5)
Tosearchthemaximum,theNewtonmethodcanbeappliedasin(2.22).Then,the
updateequationcanbeexpressedas
φnew=(K−1+W)−1(Wφ+∇logp(y|φ)) (4.6)
whereW =−∇∇logp(y|φ)isthenegativeHessianofthelikelihood,whichyields
theblockdiagonalmatrix
W =

Wf Wfg
Wfg Wg

 (4.7)
Then-thdiagonalelementsofeachofthethreediagonalmatricesWf,Wg,andWfg
aregivenby
[Wf]nn=−∂
2logp(yn|fn,gn)
∂f2n =
1
c (4.8)
[Wg]nn=−∂
2logp(yn|fn,gn)
∂g2n =


1
g2n+
y2n
c, gn>0
0, gn≤0
(4.9)
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[Wfg]nn=−∂
2logp(yn|fn,gn)
∂fn∂gn =


−ync, gn>0
0, gn≤0
(4.10)
Thegradientofthelikelihood,∇logp(y|φ),isthevectoroflength2N
[∇logp(y|φ)]n=∂logp(yn|fn,gn)∂fn =
g+nyn−fn
c (4.11)
for1≤n≤N,and
[∇logp(y|φ)]n=∂logp(yn|fn,gn)∂gn =


1
gn −
y2ngn−ynfn
c , gn >0
0, gn ≤0
(4.12)
forN<n≤2N,withn=n−N.
Asthelikelihoodis(jointly)log-concaveonfandg,theHessianresultsina
negativedefinitematrix.Thus,Ψ(φ)isconcaveandtheLaplacemethodconverges
toauniquemaximum.
4.1.1 Approximate MarginalLikelihood
AsexplainedinChapter2,ML-IIisthemostcommon(andcomputationalyatrac-
tive)proceduretofindthesetofhyperparameters,consistingonmaximizingthe
logarithmofthemarginallikelihoodwithrespecttothosehyperparameters. Asin
thecaseoftheEPapproximationdescribedinChapter3,sinceitisnotpossibleto
obtainananalyticalexpressionfortheexactlog-evidenceundertheDGPmodel,we
havetoprovideanapproximateexpressionusingtheposteriorapproximationgiven
bytheLaplacemethod.Theapproximatelog-evidencecanbewrittenas
logq(y)=−12ˆφ
TK−1ˆφ+logp(y|ˆφ)−12log|B| (4.13)
with
|B|=|K|·|K−1+W| (4.14)
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ThedeterminantofBcanbecomputedmoreefficientlyapplyingtheCholeskyfac-
torizationtoW,sothatW =LLT(seeAppendixB.4),andthematrixdeterminant
lemma(seeAppendixB.2)resultingin
|B|=|I+LTKL| (4.15)
Thederivativesoftheapproximatelog-evidencein(4.13)withrespecttothe
hyperparametersareshowninAppendixD.
4.1.2 Predictivedistribution
Givenatestsamplex∗,thepredictivedistributionforthecorrespondingoutput
y∗canbeexpressedasp(y∗|x∗)(omittingtheconditioningonthetrainingdata).
Sincewedonothaveanexactexpressionfortheposterioronthetrainingdata,we
havetocalculateanapproximatepredictivedistributionq(y∗|x∗)usingtheposterior
approximationq(f,g|y).
Tocalculateq(y∗|x∗)wefirstneedtocalculatethepredictivedistributionsfor
latentfunctionsfandgforatestsamplex∗,i.e.,f∗andg∗.Thus,theapproximate
predictivedistributionq(f∗)canbewrittenas
q(f∗)= p(f∗|x∗,f)q(f,g|y)dfdg=N(f∗|µf∗,σ2f∗) (4.16)
where
µf∗=kT∗f(∇logp(y|φ)|f)
σ2f∗=kf∗∗−kT∗f(Kf+W−1f )−1k∗f
(4.17)
with[k∗f]j=kf(x∗,xj),kf∗∗=kf(x∗,x∗),and∇logp(y|φ)|farethefirstNelements
ofvector∇logp(y|φ)(thosecorrespondingtothepartialderivativeswithrespectto
f).
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Inasimilarway,theapproximatepredictivedistributionq(g∗)isgivenby
q(g∗)= p(g∗|x∗,g)q(f,g|y)dfdg=N(g∗|µg∗,σ2g∗) (4.18)
where
µg∗=kT∗g(∇logp(y|φ)|g)
σ2g∗=kg∗∗−kT∗g(Kg+W−1g )−1k∗g
(4.19)
and∇logp(y|φ)|gisavectorcontainingthelastNelementsof∇logp(y|φ).
Wehaveneglectedthecovariancetermσf∗g∗tosimplifythepredictivedistribution
fory∗,asthecorrelationbetweenlatentfunctionsisexpectedtobeanartifact.Then,
theapproximatepredictivedistributionfory∗canbecalculatedas
q(y∗)= p(y∗|f∗,g∗)q(f∗)q(g∗)df∗dg∗=Z∗(y∗)µ˜g∗tΦ −
µ˜g∗
σ˜g∗ (4.20)
where
Z∗(y∗)=N(µf∗|µg∗y∗,c+σ2f∗+σ2g∗y2∗) (4.21)
andµ˜g∗tisthemeanoftheGaussianN(g∗|˜µg∗,˜σ2g∗)truncatedtothepositivevalues
ofg∗with
σ˜2g∗= σ−2g∗ +
y2∗
c+σ2f∗
−1
µ˜g∗ =˜σ2g∗
µg∗
σ2g∗
+ y∗µf∗c+σ2f∗
(4.22)
Theexpressionforq(y∗)in(4.20)isanalogoustotheexpressionoftheapproxi-
matepredictivedistributionofEP-DGPin(3.29).Thedetailsofthiscalculationare
showninAppendixC.3.
AsdescribedinSection3.2.2,thereisnoanalyticalsolutionforthemeanofq(y∗),
despiteq(y∗)canbecalculatedanalyticaly.Thus,insteadofprovidingthemean,we
proposetousethemedianasanestimatorforthetargets,asinthecaseofEP-DGP.
Then,thecalculationofthepredictivemedian(orotherdesiredquantile)folowsthe
sameprocedureshownin3.2.2forthecaseofEP-DGP.
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4.2 Experiments
WepresentheretheexperimentalresultstoevaluatetheperformanceofL-DGP
comparedwiththeEP-DGPalgorithmandMCMC-DGP. Wealsoincludestandard
GPR,VHGPR,andSVRascomparisonbenchmarks.First,weassessthequalityof
theLaplaceapproximationcomparedwiththeotherDGPmethodsonasynthetic
dataset.Secondly,wepresentexperimentalresultsonseveralsmalandmedium
sizedatasets,includingacomputationalcostexperimentforoneoftheproposed
problems.Finaly,weshowexperimentalresultsonlargerdatasets.
4.2.1 Syntheticexperiment
Forthesyntheticexperimentwehaveworkedwiththesyntheticheteroscedasticpro-
blemproposedin[Yuanand Wahba,2004]thatwaspreviouslydescribedinChapter
3.
Accordingtotheproposedmeanandnoisepowerdistributions,wehavegenerated
200samplestotrainthethreeDGPmethodsandthestandardGPR.Forthestandard
GP,wehaveusedanSEcovariancefunction(seeequation(3.37)).ForDGPmethods,
wehaveusedanSEcovariancefunctionforg(x)andaSEplusnoisecovariance
functionforf(x).AsinthecaseofEP-DGP,assumingthatf(x)isanoisyfunction,
itispossibletoestablishatradeoffbetweentheheteroscedasticnoisecomponent
modeledbyc/(g+(x))2andthehomoscedasticnoiseinf(x).
ToinitializeEP-DGPandL-DGPhyperparameterswehaveappliedtheproce-
duredescribedinSection3.3.2forbothmethods.Assaidinthatsection,wehave
notimplementedanysearchprocedureforMCMC-DGPhyperparameters.Instead,
toevaluatethequalityoftheL-DGPapproximation,wehavesetMCMC-DGPhy-
perparametersequaltothoseobtainedfromthetrainedL-DGP.
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TheresultsforthissyntheticexperimentareshowninFigure4.1.FortheDGP
methods,weshowtheestimationofquantiles0.023and0.977,thatareequivalentto
twicethestandarddeviationinthecaseofthestandardGPR. Wecanobservethat
thesolutionsprovidedbyal DGPmethodsareverysimilar,bothinthemedian
andthequantilesestimation. Moreover,itisinterestingtonotethattheresults
ofL-DGPandtheexactsolutionprovidedby MCMC-DGP(usingthesameset
ofhyperparametersthanL-DGP)almostmatch,showingthegoodqualityofthe
proposedLaplaceapproximation.
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Figure4.1:SyntheticexperimentusingdatasetWah with200trainingsamples.
Theestimatedmeanandtwicethestandarddeviationaregivenforthestandard
GPprediction(dottedline). MedianestimationisprovidedforEP-DGP(dashed-
dottedline),L-DGP(dashedline),andMCMC-DGP(continuousline),alongwith
thequantiles0.023and0.977.
Withthesamedataset,wehaveperformedanothersyntheticexperimentto
analysetheperformancedegradationwhenreducingthenumberofsamplesandto
comparetheresultsofL-DGPandthestandardGPwithrespecttoanoptimal
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estimatorthatusesthepreviouslydescribedunderlyingknowndistribution. We
haveexploredvaluesofthenumberoftrainingsamplesfrom50to450withstepsof
50samples.Then,foreachsizeofthetrainingset,wehavegenerated20independent
datasetsfromtheknowndistribution.Fortesting,wehaveusedauniquesetof1000
samplesforalthetrainingsetsgeneratedforthisexperiment.
WehaveusedtheMSEandtheNLPD(seeequation(3.40))asperformancemea-
sures.TheresultsintermsofMSEareshowninFigure4.2.(a).Theperformances
ofthestandardGPandL-DGParesimilar,althoughtheL-DGPerrorisslightly
lowerinsomecases.ItcanbeappreciatedthattheMSEsofbothGPmethodsare
closetotheoptimalestimatorMSEfor300ormoretrainingsamples. Concretely,
theaveragedifferencebetweenL-DGPandtheoptimalestimatorisabout1.6%for
300trainingsamples.
TheresultsoftheexperimentintermsofNLPDareshowninFigure4.2.(b). We
haveomittedtheNLPDofthestandardGPfor50trainingsamplesfornotclutter
upthegraphic,asameanvalueof4.575isobtained.Nevertheless,itcanbeobserved
asignificantdifferencebetweenthestandardGPandL-DGPperformancesforthe
restofthepoints.ThisisconsistentwiththeresultsplottedinFigure4.1,wherethe
limitationsofthestandardGPtomodelheteroscedasticnoiseareclearlyevidenced.
Itcanalsobenoticedthat,asinthecaseofMSEperformance,theNLPDofL-DGP
isveryclosetotheNLPDoftheoptimalestimatorfor300andmoretrainingsamples.
Moreover,theaveragedifferencebetweenL-DGPandtheoptimalestimatorisabout
1.0%for300trainingsamples.
4.2.2 Regressionperformance
Now,wepresentexperimentstoevaluatetheperformanceofL-DGPonseveralsyn-
theticandrealdatasets,comparingtheresultswithEP-DGP, MCMC-DGP,the
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Figure4.2: MSE(a)andNLPD(b)performanceonthesyntheticdatasetfordif-
ferentnumbersoftrainingsamples. Errorbarsshowingtheaverage MSE,along
withthestandarddeviations,areprovidedforL-DGP(continuouslineandwide
errorbars)andthestandardGP(dashedlineandnarrowerrorbars).Theresults
arecomparedwiththeoptimalestimatorbuiltusingtheknowndistribution(dotted
line).
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standardGP,VHGPR,andSVR.
AsperformancemeasureswehaveusedtheNMSE(3.38),NMAE(3.39),and
NLPD(3.40).TotrainEP-DGPandL-DGPwehaveinitializedthehyperparame-
tersusingthesameproceduredescribedinSection3.3.2.Assaidbefore,wehavenot
includedanyhyperparametersearchprocedureforMCMC-DGP.Instead,inorder
toassessthequalityoftheLaplaceapproximation,wehaveusedthesetofhyperpa-
rametersfoundbyL-DGPtotraintheMCMC-DGPmethod.
ForVHGPR,wehaveusedanSEcovariancefunctionforthemeanlatentfunction
andanSEcovariancefunctionplusnoiseforlog-noiselatentfunction.Toinitialize
thehyperparameters,wepreviouslytrainastandardGPfolowingtheprocedure
describedin[L´azaro-GredilaandTitsias,2011].
ForSVR,wehaveuseanRBFkernel.AsintheexperimentsofChapter3,the
kernelwidthσandthecostparameterChavebeensettothevaluesthatminimizethe
averagedtestNMSEoveralthesplitscreatedforeachdataset.Notice,again,that
thisinducesaclearadvantageforSVRdesignswithrespecttotheothermethods,as
discussedinSection3.3.2.ThevaluesofCareexploredintherange[2·10−5,2·1010]
withvaluesoftheform2·10pwith−5≤p≤10.Forσ,wehavealsoexploredvalues
ofthatformintherange[2·10−5,2·105].AsinSection3.3.2,tocalculatetheNLPD
forSVRpredictionswehaveassumedaGaussiandistributionforthepredictions
withaconstantnoisepowerestimategivenbytheMSEofthetrainpredictions.
Fortheexperimentswehaveused9datasets:5ofthem(Wah,Ozo,Hou,Con,
andPar)werepreviouslyusedfortheexperimentsinChapter3. Therestofthe
datasetsarethefolowing:
•Bod isadatasetthattriestoestimatethebodyfatpercentageof252
menusingunderwaterweighingandvariousbodycircumferencemeasurements
[Penroseetal.,1985].
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•InSerdatasettherisetimeofaservomechanismisestimatedfromgainsettings
parametersandchoicesofmechanicallinkages[Quinlan,1992].
•Autdatasetconsistson7carattributestopredictthefuelconsumptionin
milespergalon[Quinlan,1993].
•WindatasettriestoestimatethequalityofdifferentvariantsofthePortuguese
’VinhoVerde’redwinefrom11physicochemicalmeasures[Cortezetal.,2009].
ThecharacteristicsofthedatasetsthatwerepreviouslyusedinChapter3are
showninTable3.3,whereasthecharacteristicsoftherestofthedatasetsareshown
inTable4.1.
SimilarlytotheexperimentalproceduredescribedinChapter3,forthesmalest
problems(Wah,Ozo,Bod,Ser,Aut,Hou,andCon)wehavemade300randomsplits
toobtainamorecompleteevaluationoftheperformanceofthecomparedalgorithms.
ForWin andPar,wehavemadeasinglesplitduetothehighcomputationalcosts
oftheGPmethodsusedintheexperiments.
Table4.1:Characteristicsofthedatasetsusedfortheexperiments.
Dataset Dim #Trsamples #Testsamples
Bod 13 202 50
Ser 4 134 33
Aut 7 314 78
Win 11 1700 3198
Tosplitthedataintrainingandtestsetswehaveappliedthesameprocedure
proposedfortheexperimentsinChapter3.Then,forWah,wehavegenerated300
independentsplitswith80trainingsamplesand20testsamplesdrawnfromthemean
andnoisedistributiongivenin[Yuanand Wahba,2004],i.e.,withdifferenttraining
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andtestsamplesforeachsplit.FortherealdatasetsOzo,Bod,Ser,andAutwe
havemade300randomsplitswith80%trainingsamplesand20%testsamples.For
datasetsHouandConwehavealsomade300randomsplitswith50%trainingand
testsamples.
Theresultsoftheexperimentsforthesmalandmedium-sizedatasetsarepre-
sentedinTable4.2. WedonotpresentresultsforMCMC-DGPondatasetCon
becausethecomputationalburdenisveryhigh. Wehaveperformeda Wilcoxon
Rank-Sumtesttoassessstatisticalsignificanceofthedifferencesatthe5%level.
FromtheresultsinTable4.2,itcanbeseenthatSVRperformsworsethantheGP
basedmethodswithstatisticalsignificantdifferencesin5ofthe7problemsintermsof
NMSE,NMAE,andNLPD.SVRonlyperformsbetterthanGPmethodsindataset
Wah withrespecttoNMSEandNMAEmeasures,withsignificantdifferencesonly
withrespecttothestandardGP.ItcanalsobenoticedthatthethreeDGPmethods
neverperformworsethanthestandardGPinanyofthethreeperformancemeasures.
Evenwhentheproblemishomoscedastic,asitseemstobethecasefordatasetBod,
theperformancesoftheDGPmethodsarethesamethantheperformanceofthe
standardGP.
IntermsofNMSE,wecansaythefolowing:
•L-DGP,MCMC-DGP,andEP-DGPperformancesaresimilar.Howeverthere
arestatisticalsignificantimprovementsofL-DGPwithrespecttoEP-DGPin
ConandwithrespecttoMCMC-DGPandEP-DGPinHou.
•DGPmethodsalsooutperformVHGPRwithsignificantdifferencesin4ofthe
7datasets.
•L-DGPimprovesthestandardGPresultsinOzo,Ser,andCon,whereas
MCMC-DGPandEP-DGPoutperformthestandardGPinOzoandCon.
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Table4.2:Experimentaltestresultsonsmalandmediumsizedatasets.Average
NMSE,NMAE,andNLPDplus/minusonestandarddeviation. Statisticalysig-
nificantimprovementsaremarkedas•w.r.t.standardGP,◦w.r.t. VHGPR,
w.r.t.EPDGP, w.r.t.LDGP, w.r.t. MCMC-DGP,and†w.r.t.SVR.Statistical
significanceismeasuredaccordingtoa WilcoxonRank-Sumtestatthe5%level.
Average NMSE Average NMAE Average NLPD
Wah: Std. GP 0.956±0.179 0.951±0.096 1.911±0.311
VHGPR 0.937±0.146 0.941±0.090 1.600±0.287•†
EP-DGP 0.940±0.208 0.938±0.114 1.542±0.274•◦†
L-DGP 0.943±0.207 0.941±0.113 1.542±0.269•◦†
MCMC-DGP 0.943±0.207 0.941±0.113 1.544±0.272•◦†
SVR(C =200;σ=0.2) 0.908±0.190• 0.915±0.109• 1.893±0.340
Ozo: Std. GP 0.281±0.091† 0.484±0.085 4.323±0.271†
VHGPR 0.282±0.083† 0.477±0.079 4.156±0.209•†
EP-DGP 0.258±0.079•◦† 0.462±0.079•◦† 4.071±0.151•◦†
L-DGP 0.256±0.079•◦† 0.460±0.079•◦† 4.072±0.137•◦†
MCMC-DGP 0.257±0.080•◦† 0.461±0.079•◦† 4.073±0.143•◦†
SVR(C =200;σ=0.2) 0.300±0.094 0.486±0.085 4.443±0.530
Bod: Std. GP 0.290±0.061 0.525±0.058 −0.989±0.096†
VHGPR 0.290±0.061 0.525±0.058 −0.989±0.097†
EP-DGP 0.291±0.061 0.526±0.058 −0.988±0.098
L-DGP 0.290±0.061 0.525±0.058 −0.989±0.096†
MCMC-DGP 0.291±0.061 0.526±0.058 −0.988±0.098
SVR(C =20;σ=0.002) 0.294±0.055 0.533±0.057 −0.970±0.116
Ser: Std. GP 0.166±0.090† 0.302±0.062† −0.871±0.676†
VHGPR 0.182±0.124† 0.267±0.076•† −1.972±0.412• †
EP-DGP 0.151±0.109◦† 0.245±0.065•◦† −1.892±0.173•†
L-DGP 0.143±0.104•◦† 0.227±0.062•◦ † −1.940±0.138• †
MCMC-DGP 0.151±0.109◦† 0.245±0.065•◦† −1.892±0.173•†
SVR(C =200;σ=0.02) 0.224±0.094 0.443±0.070 −0.688±0.650
Aut: Std. GP 0.116±0.030† 0.289±0.031† −1.234±0.137†
VHGPR 0.117±0.029† 0.288±0.031† −1.361±0.117•†
EP-DGP 0.119±0.031† 0.287±0.033† −1.354±0.103•†
L-DGP 0.116±0.030† 0.284±0.032† −1.359±0.093•†
MCMC-DGP 0.119±0.031† 0.287±0.033† −1.354±0.103•†
SVR(C =2;σ=0.02) 0.134±0.028 0.321±0.035 −1.143±0.137
Hou: Std. GP 0.152±0.035◦ † 0.352±0.022† 2.624±0.122†
VHGPR 0.166±0.034† 0.352±0.022† 2.564±0.150•†
EP-DGP 0.159±0.037◦† 0.345±0.023•◦† 2.445±0.075•◦†
L-DGP 0.152±0.036◦ † 0.336±0.023•◦ † 2.413±0.057•◦ †
MCMC-DGP 0.159±0.037◦† 0.345±0.023•◦† 2.445±0.075•◦†
SVR(C =200;σ=0.02) 0.177±0.042 0.356±0.024 3.126±0.500
Con: Std. GP 0.132±0.014† 0.326±0.014† 3.162±0.041†
VHGPR 0.134±0.013† 0.327±0.014† 3.088±0.042•†
EP-DGP 0.123±0.015•◦† 0.310±0.014•◦† 3.049±0.041•◦ †
L-DGP 0.120±0.014•◦ † 0.304±0.014•◦ † 3.060±0.036•◦†
SVR(C =2000;σ=0.02) 0.158±0.017 0.353±0.016 3.391±0.106
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TheresultsintermsofNMAEshowthat:
•L-DGP,MCMC-DGP,andEP-DGPperformsimilarlyexceptforHou,where
L-DGPoutperformsMCMC-DGPandEP-DGP,andCon,whereL-DGPim-
provesEP-DGPperformance.
•DGPmethodsimprovewithstatisticalsignificanceGPandVHGPRinOzo,
Ser,Hou,andCon.
•InnoneofthedatasetsDGPalgorithmsperformworsethantheotherGP
methods.
Finaly,intermsofNLPDitcanbeobservedthat:
•VHGPRandtheDGPalgorithmsoutperformthestandardGPin6ofthe7
proposeddatasetswithstatisticalsignificance,andarenotworseforBod.
•ComparingthedifferencesbetweentheDGPmethodsandVHGPR,itcanbe
appreciatedthatDGPmethodsoutperformVHGPRin4datasets,whereas
VHGPRonlyoutperformsDGPmethodsinSer.
•TheperformanceofL-DGP,MCMC-DGP,andEP-DGPissimilar,although
L-DGPimprovesNLPDperofmanceinSerandHou,whereasEP-DGPout-
performsEP-DGPinCon.
Theexperimentalresultsforthebiggestdatasets(Win andPar)areshownin
Table4.3.FordatasetWin weobservethat:
•TheperformanceintermsofNMSEandNMAEissimilarforaltheGPmeth-
ods.
•EP-DGPandL-DGPhavebetterresultsintermsofNLPDwithrespecttothe
standardGPandVHGPR.
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Table4.3:ExperimentaltestresultsondatasetsWin andPar.NMSE,NMAE,and
NLPDareprovidedforthestandardGP,VHGPR,EP-DGP,L-DGP,andSVR.
NMSE NMAE NLPD
Win: Std.GP 0.653 0.838 1.059
VHGPR 0.657 0.842 1.057
EP-DGP 0.652 0.839 1.014
L-DGP 0.649 0.837 1.018
SVR(C=2;σ=0.2) 0.667 0.818 1.267
Par: Std.GP 0.216 0.396 −1.983
VHGPR 0.222 0.395 −2.060
EP-DGP 0.170 0.370 −2.063
L-DGP 0.219 0.394 −2.049
SVR(C=200;σ=2·10−4) 0.231 0.487 −1.700
•SVRoutperformGPmethodsintermsofNMAE.However,NMSEandNLPD
performanceisworse.
FordatasetParwenotethat:
•EP-DGPoutperformstheotherGPmethodsandSVRintermsofNMSEand
NMAE.
•NLPDperformanceissimilarforEP-DGPandVHGPR,withaslightadvan-
tagewithrespecttoL-DGP.
•SVRalsoperformsclearlyworsethantheotherGPmethodsintermsofNLPD.
Theresultsoftheseexperiments,asinthecaseofthesyntheticexperiment,
supportthegoodqualityoftheLaplaceapproximationwhencomparingitwiththe
78
CHAPTER4. DIVISIVEGAUSSIANPROCESSESFORNONSTATIONARY
REGRESSION WITHTHELAPLACEAPPROXIMATION
exactposteriorprovidedby MCMC-DGPusingthesamesetofhyperparameters.
Moreover,theperformanceofL-DGPissimilartotheperformanceofEP-DGP.
However,thecomputationalcostoftheproposedLaplaceapproximationislower
andtheconvergenceisassured,whereasEP-DGPisconjecturedbutnotprovento
converge,evenwhenthelikelihoodislog-concave.
4.2.3 Timescalabilityexperiment
ThecomplexityofaltheGPmethodsusedintheexperimentsscalesintheform
O(N3). However,thetrainingtimeofthesemethodscanbequitedifferent. To
ilustratethispoint,wehaveperformedanexperimentwithdatasetHoutomeasure
thetrainingtimeforthestandardGP,VHGPR,EP-DGP,andL-DGPwithdifferent
numberoftrainingsamples.Hence,wehavemeasuredthetrainingtimeavoidingthe
hyperparameterslearningvaryingthenumberoftrainingsamplesfrom50to500.
Foragivennumberoftrainingsamples,wehavegenerated20randomtrainingsets.
TosetthehyperparameterswehavefirsttrainedaltheGPmethodsusingalthe
availablesamplesastrainingsamples.
Theexperimentshavebeenconductedina4GBcomputerwithanIntelcorei5
processorat3.33GHzusingMatlabimplementationsforaltheGPalgorithms.The
averagetrainingtimealongwiththecorrespondingerrorbarsareshowninFigure
4.3.Firstofal,itcanbeappreciatedthataltheGPmethodsscalesimilarlywith
thenumberofsamples,withisconsistentwiththetheoreticO(N3)timescalability
mentionedbefore.DespitethestandardGPisthefastestmethod,itcanbenoticed
thatthetimerequiredtotrainL-DGPislowerthantheVHGPRandEP-DGP
trainingtimes.ThetrainingtimereductionofL-DGPwithrespecttoEP-DGPis
remarkable.Forexample,for500trainingpoints,EP-DGPapproximatelytakes2000
secondstotrainthemodel,whereasL-DGPtakesonly200seconds(10timesfaster).
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Figure4.3:ResultsofthetimeexperimentusingdatasetHouwithdifferenttraining
sizes. ErrorbarsareshowntorepresentthetrainingtimeforthestandardGP
(continuouslineandnarrowererrorbars),L-DGP(dashedlineandwidererrorbars),
VHGPR(dashed-dottedline),andEP-DGP(dottedline).
4.3 Conclusions
ThehighcomputationalburdenoftheEP-DGPmethoddescribedinChapter3to
performinferenceontheDGPandthelackofaformalproofofEPconvergence(even
whenthelikelihoodislog-concave)motivatetheuseoftheLaplaceapproximation
toperforminferenceintheDGPmodel. Thelikelihoodlog-concavityensuresa
unimodalposteriorwhichalowstheLaplaceapproximationtoconvergetoaunique
maximum.
SincethelikelihoodoftheDGPmodelhasaquiteGaussianshape,agoodpos-
teriorapproximationofL-DGPisexpected.Theexperimentalcomparisonswiththe
exactposteriorsampledwithMCMC-DGPcorroboratethisstatement,showingthat
L-DGPalsoperformssimilarlytoEP-DGP.
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AsinChapter3,theexperimentalresultsconfirmtheadvantagesofDGPmeth-
odstoperformnonstationaryregressioncomparedtothestandardGP,SVR,andthe
state-of-the-artinheteroscedasticregressionVHGPR.Thecomputationalcostex-
perimentevidencesthatthetimerequiredtotrainL-DGPisconsiderablylowerthan
theEP-DGPtrainingtime. Moreover,theresultsshowalsoalowercomputational
burdenofL-DGPwithrespecttoVHGPRintheconsideredproblem.
Consequently,thesimilarregressionperformancecomparedtoEP-DGP,there-
ducedcomputationalburden(despitetheO(N3)scalability),andtheconvergence
guaranteeofthealgorithmmakeL-DGPagoodalternativetomakeinferencefor
theDGPmodeltoachievenonstationaryandheteroscedasticregression.
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Chapter5
LaplaceapproximationwithGaussian
processesforvolatilityforecasting
InthischapterwepresentanheteroscedasticGPmethodusingtheLaplaceapprox-
imationforvolatilityforecastinginfinancialtimeseries. Volatilitypredictionisa
criticaltaskforassetvaluationandriskmanagementinfinancialmarketsforin-
vestorsandfinancialintermediaries[Brownleesetal.,2011].Agoodforecastofthe
volatilityofassetpricesovertheinvestmentholdingperiodcanbeusefulforinvest-
mentpurposes[PoonandGranger,2003]. Theimportanceofvolatilityforecasting
washighlightedin2003whenRobertEnglereceivedtheNobelprizeinEconomics
forhisoutstandingresearchinmodelingvolatilitydynamics.
Volatilityisdefinedasthestandarddeviationofareturnseriesattimeinstant1
xgiventheinformationavailableattimeinstantx−1.Denotingthepriceorassets
1Wewilusextodenotetimetobeconsistentwithtraditionalnotationinmachinelearningfor
theinputsofalearningalgorithm.
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seriesasP(x),thecorrespondingreturnseriesiscalculatedas
y(x)=log(P(x))−log(P(x−1)) (5.1)
Then,thevolatilitycorrespondstothestandarddeviationofthenoiseinthedata
setconstitutedbythepairs{x,y(x)}.Thereturnseriescanbeconsideredasazero-
meanprocess. Anotherusualassumptionisthattimeinstantsarediscreteequaly
spacedvalues,suchashoursordays. Anextensivesurveyonvolatilityforecasting
methodscanbefoundin[BrotoandRuiz,2004].
AutoRegressiveConditionalHeteroscedastic(ARCH)[Engle,1983]andGenera-
lizedARCH(GARCH)models[Bolerslev,1986]arecommonlyusedforvolatility
preditction.Concretely,asreportedin[HansenandLunde,2005],theperformance
ofGARCH(1,1),equivalenttoanAutoRegressive MovingAverage(ARMA)(1,1)
model,hasbeenshowntobeverycompetitiveforthistask. However,thepa-
rametersofthesemethodsareestimatedby MaximumLikelihood(ML)giventhe
trainingdata,whichmakesthempronetooverfitting,specialyifthenumberof
trainingsamplesissmal. Then,GPmethodscanbeusefultoovercomethislim-
itation,astheyhavebeenproventoberesilienttooverfittingproblems. Thisis
thecaseoftheGPvolatilityforecastingmethodsproposedintheliterature:In
[GirolamiandCalderhead,2011],anefficientMCMCmethodisproposedtomakein-
ferenceinaBayesianvolatilitymodelinwhichinferenceisnotanalyticalytractable.
Avariationalapproximationisproposedin[L´azaro-GredilaandTitsias,2011],
wheretheVHGPR method,describedinChapter2,canbeeasilyadaptedto
performapproximateinferenceinthesamevolatilitymodel. Ontheotherhand,
[WilsonandGhahramani,2010]proposesaCopulaGP(CGP) modeltopredict
volatility,wherethecopulaprocessisamodeldescribingthedependenciesbetween
arbitrarilymanyrandomvariablesindependentlyoftheirmarginaldistributions.
Weproposetousethe Laplace methodto makeapproximateinference
inthe GP volatility model used bythe Riemann Manifold Hamiltonian
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MonteCarlo(RMHMC)methodin[GirolamiandCalderhead,2011]andVHGPR
[L´azaro-GredilaandTitsias,2011].Althoughhighqualityposteriorapproximations
areobtainedwithVHGPRatareducedcost(comparedwithRMHMC),theLaplace
approximationcanproducesimilarposteriorapproximationscomparedwithVHGPR
andRMHMCreducingthecomputationalburdenwithrespecttobothmethods.
Therestofthechapterisorganizedasfolows:InSection5.1webrieflydescribe
theGARCHmodels,whichhavebeenwidelyusedforvolatilityforecastingduring
thelastyears.InSection5.2wepresenttheheteroscedasticGPmodelforvolatility
forecasting.Then,inSection5.3wepresenttheLaplacemethodforGPVolatility
Forecasting(LGPVF).Experimentalresultsonsyntheticandrealfinancialdatasets
areshowninSection5.4.Finaly,wesummarizethechapterinSection5.5.
5.1 GARCHmodels
GARCHmodelsarecommonlyusedtopredictvolatilityastheyarerelativelyeasy
totrainandprovideaverycompetitiveperformance.TheywereproposedbyTim
Bolerslevin[Bolerslev,1986]asanextensionofARCHmodels.
GARCHmodelsassumethatthereturnseriesin(5.1)isazeromeanprocess
whichiscorruptedwithinput-dependent(heteroscedastic)Gaussiannoise,i.e.,
y(x)∼N(y|0,r(x)) (5.2)
wherer(x)isthefunctionthatmodelsthevarianceoftheheteroscedasticnoise.If
anARMAmodelisassumedforr(x),then,thatARMAmodelisnamedGARCH
model.
ThenotationGARCH(p,q)referstotheGARCHmodelwithpautoregressive
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termsandqmovingaverageterms,sothat
r(x)=a0+
p
i=1
aiy2(x−i)+
q
i=1
bir(x−i) (5.3)
wherea0>0,ai≥0,andbi≥0toensurethattheestimationofthevolatilityr(x)
ispositive.
Asmentionedbefore,theparametersoftheGARCHmodelsareestimatedby
constrained MLgiventhetrainingdata. Althoughthisisaneasywaytoadjust
theparameters, MLestimationispronetooverfitting,limitingthegeneralization
capabilitiesofGARCHtopredictfuturevaluesofthevolatility.
FortheexperimentsinSection5.4wewiluseGARCH(1,1),asithasbeenre-
portedtohaveverygoodperformancetopredictvolatility[HansenandLunde,2005].
5.2 GPvolatilitymodel
Inthissection we describethe GP modelfor volatilityforecastingthat
waspreviouslyproposedin[GirolamiandCalderhead,2011]andusedlaterin
[L´azaro-GredilaandTitsias,2011].
FromtheregressionmodelusedbythestandardGPR,wheretheobservations
y(x)aremodeledasalatentfunctiondependentontheinputscorruptedbyGaussian
noise,i.e.,
y(x)=f(x)+εn (5.4)
ifweassumethatthelatentfunctionfisazero-meanprocessandthattheGaussian
noiseisheteroscedastic,weobtainthesamemodelthanGARCH.Then,wecan
modelεasaninput-dependentGaussiannoiseprocessthatcanbemodeledasε∼
N(ε|0,eg(x)). Weadopttheexponentialofthelatentfunctiongtoensurethat
thenoisepowerestimatesarepositive. Therefore,thelatentfunctiongdescribes
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thelogarithmoftheinput-dependentnoisepowerofthereturnseries. Then,the
likelihoodofg(xn)givenanobservationy(xn)canbewrittenas
p(yn|gn)=N(yn|0,egn) (5.5)
whereyn=y(xn)andgn=g(xn). ThislikelihoodcorrespondswiththeGaussian
noisemodelassumedbyGARCH,describedinSection5.1,andthelikelihoodof
theheteroscedasticmodelin(2.43)usedbyVHGPR,ifweassumethatthelatent
functionfiszero.
FolowingaBayesiantreatment,weplaceaGPprioronthelatentfunctiong,so
that
g(x)∼GP(µ0,kg(x,x)) (5.6)
whereµ0isameanlog-noisehyperparameter.Forkg(x,x)weuseareparameteri-
zationofthestandardOrnstein-Uhlenbeckcovariancefunction,givenby
kg(x,x)= σ
20
1−φ2φ
|x−x| (5.7)
whereσ0andφarethecovariancefunctionhyperparameters.
ThiscovariancefunctionisaspecialcaseoftheMat´ernclassofcovariancefunc-
tions[Rasmussenand Wiliams,2006]thatcorrespondstotheOrnstein-Uhlenbeck
process[UhlenbeckandOrnstein,1930],whichwasintroducedasamathematical
modelofthevelocityofaparticleundergoingBrownianmotion,sothatitisalso
appropriatetomodelthebehaviorofthenoiseinthereturnseries.Inthiscase,it
reducesg(x)toanAR(1)processwhentheinputsx,x,arerestrictedtobeinteger
values.Thiscorrespondstothevolatilitymodelproposedin[Liu,2001]. Moreover,
iftheinputsareorderedandequalyspaced,asinthevolatilityscenariodescribed
inSection5.2,g(x)isafirst-orderMarkovprocess.
Underthisassumption,althoughtheresultingcovariancematrixKgisaful
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matrix,itsinverseK−1g resultstridiagonal:
K−1g =


1/σ20 −φ/σ20 0
−φ/σ20 1+φ2σ20
...
... ... ...
... 1+φ2σ20 −φ/σ20
0 −φ/σ20 1/σ20


(5.8)
Asthelikelihoodin(5.5)isnotGaussianongn,analyticalinferenceofthe
posterior,theevidence,andthepredictivedistributionareintractable. Hence,as
explainedinChapter2,tomakeinferenceinthemodelweneedtoapplyMCMC
proceduresorapproximateinferencetechniques.In[GirolamiandCalderhead,2011]
RMHMCisproposedtoefficientlydrawnsamplesfromtheposteriordistribution
integratingoverthehyperparametersoftheGPprior.Althoughthecomputational
costishigh,comparedtoapproximateinferencemethods,RMHMCexploitsthe
tridiagonalcharacterofK−1g toincreasetheefficiencyofthealgorithm,sothat
itcanbeappliedtomodelvolatilityforrelativelylargedatasets. Ontheother
hand,assaidbefore,VHGPRcanbeeasilyadaptedtoperforminferenceonthis
volatilitymodel.TakingadvantageofthetridiagonalpropertyofK−1g itispossible
tomaketheimplementationofthealgorithmscalinginlineartime,insteadofthe
O(N3)computationtimerequiredforotherGPmethods.ForthecaseoftheLGPVF
algorithm,thatwedescribenext,itisalsopossibletoobtainaO(N)implementation
usingthisparticularityoftheinversecovariancematrix.
5.3 InferencewithLGPVF
ThelikelihoodoftheGPvolatilitymodel(5.5)islog-concave.Asexplainedinthe
previouschapters,thisleadstoaunimodalposterior,whichfavorstheconvergence
ofEPapproximations(itisconjecturedtoconvergebutnotproven,aswasdiscussed
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inChapter2)andmakesthattheLaplacemethodconvergestoauniqueglobal
maximum. Moreover,asthelikelihoodhasaclose-to-Gaussiandensityongn,the
trueposteriorshouldbenearlyGaussian.Then,theLaplacemethodisappealingand
accurateposteriorapproximationscanbeexpected,similarlytootherapproximate
inferencealgorithms,suchasEPorVariationalBayes,butatareducedcost.
TosimplifythecalculationswithLGPVF,wehaveusedanequivalentvolatility
modeltothatpresentedinSection5.4,movingtheGPprioroffsetµ0in(5.6)tothe
likelihood,sothatthemodifiedGPpriorcanbewrittenas
g(x)∼GP(0,kg(x,x)) (5.9)
andthemodifiedlikelihoodbecomes
p(yn|gn)=N yn|0,e(gn+µ0) (5.10)
AsexplainedinChapter2,theLaplacemethodapproximatestherealposterior2
p(g|y)withaGaussiandistributionq(g|y)doingasecondorderTaylorexpansionof
logp(g|y)aroundthemaximumoftheposterior
q(g|y)=N(g|ˆg,A−1)∝exp −12(g−gˆ)
TA(g−gˆ) (5.11)
wheregˆ=argmaxgp(g|y)andA=−∇∇logp(g|y)|g=gˆistheHessianofthenega-
tivelog-posterioratg=gˆ.
Maximizingthelog-posteriorisequivalenttomaximizingthefunctional:
Ψ(g)=logp(y|g)+logp(g)=logp(y|g)−12g
TK−1g g−12log|Kg|−
N
2log2π(5.12)
Then,making∇Ψ(g)=0weobtainthefolowingself-consistentequationatthe
maximumofΨ(g)thatcanbesolvedapplyingtheNewtonmethod,whoseupdate
equationisgivenby
gˆ=Kg(∇logp(y|ˆg)) (5.13)
2ForthesakeofclarityweomitconditioningontheinputsXandthesetofhyperparametersθ.
89
5.3.INFERENCE WITHLGPVF
wherethemaximum,asdescribedinChapter2,canbesearchedusingtheNewton
method.TheupdateequationoftheNewtonmethodis:
gnew=(K−1g +W)−1(Wg+∇logp(y|g)) (5.14)
where∇logp(y|g)isavectoroflengthNwith
[∇logp(y|g)]n= y
2n
2e(gn+µ0)−1/2 (5.15)
andW =−∇∇logp(y|g)isthenegativeHessianofthelog-likelihood. Asthis
likelihoodislog-concave,theHessianresultsinadiagonalnegativedefinitematrix,
sothatthediagonalelementsofW havetobepositive,with[W]n,n=y2n/2e(gn+µ0).
ThisleadsΨ(g)tobeconcave,sothatitisguaranteedtohaveauniquemaximum.
ThetridiagonalcharacterofK−1g makespossibletocompute(5.14)inO(N).
Then,theGaussianposteriorapproximationprovidedbytheLaplacemethodcan
bewrittenas
q(g|y)=N(ˆg,(K−1g +W)−1) (5.16)
Theapproximateevidenceneededtosearchthehyperparameterswithan ML-II
implementationisgivenby
logq(y)=−12ˆg
TK−1g gˆ+logp(y|ˆg)−12log(|B|) (5.17)
with
|B|=|Kg|·|K−1g +W|=
|K−1g +W|
|K−1g | (5.18)
wherebothdeterminantscanbecomputedinO(N)timeasthematricesaretridi-
agonal.
Thederivativesofthelog-evidencewithrespecttothehyperparameterscanbe
foundinAppendixE.
90
CHAPTER5. LAPLACEAPPROXIMATION WITHGAUSSIANPROCESSES
FORVOLATILITYFORECASTING
Theapproximatepredictivedistributionfornewsamplescanbeobtainedas
q(g∗|y)= p(g∗|g,y)q(g|y)dg=N(g∗|µ∗σ2∗) (5.19)
with
µ∗=kTg∗N(∇logp(y|ˆg)) (5.20)
σ2∗=kg∗∗−kTg∗N(Kg+W−1)−1kg∗N (5.21)
Toalowtheimplementationof(5.21)scalinglinearlywiththenumberofsamples
wehavetoapplythematrixinversionlemma(seeAppendixB.1fordetails)tothe
term(Kg+W−1)−1,sothat
(Kg+W−1)−1=K−1g −K−1g (K−1g +W)−1K−1g (5.22)
5.4 Experiments
5.4.1 Asyntheticexperiment
ToassessthequalityofLGPVF,wehavereproducedthesyntheticvolatilityexample
presentedin[GirolamiandCalderhead,2011]toassessthequalityofRMHMC.In
thismethod,thehyperparametersσ0,φ,andβ=exp(µ0/2)areintegratedover,
sotheydonotneedtobelearned. Toreducethehighcomputationalburdenof
traditional MCMCtechniques,RMHMCalsoexploitsthetridiagonalpropertyof
K−1g tomakethealgorithmmoreefficient,sothatitcanbeusedforrelativelylarge
datasets.
Intheexperimentproposedin[GirolamiandCalderhead,2011],2000datapoints
aregeneratedfromthevolatility modelin(5.5),usingparametersσ0 =0.15,
φ=0.98,andβ=0.65. Withthisdataset, wecomputetheapproximate
posteriorusingLGPVFandVHGPR,learningthehyperparameterswithastan-
dard ML-IIimplementation. Thehyperparametersareinitializedasproposedin
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[L´azaro-GredilaandTitsias,2011]and[GirolamiandCalderhead,2011]:σ0=0.50,
φ=0.50,andβ=0.50.
Underthesesettings,theresultsofthemeanoftheposterioroverthehyper-
parametersobtainedbyRMHMCandthevaluesofthehyperparameterslearned
byLGPVFandVHGPRareshowninTable5.1.Itcanbeappreciatedthatthe
hyperparametersobtainedbyVHGPRandLGPVFareveryclosetotheresultsof
RMHMCandtothegroundtruthvalues.Theseresultssupporttheaccuracyofthe
proposedLaplaceapproximation.
Table5.1: ValuesofthehyperparametersobtainedbyVHGPRandLGPVF,and
meanoftheposteriorhyperparametersobtainedbyRMHMConthesyntheticdata
set. Groundtruthvaluesarealsoshowntohighlighttheaccuracyofthethree
comparedmethods.
Method σ0 φ β
RMHMC 0.171 0.977 0.665
VHGPR 0.148 0.981 0.666
LGPVF 0.152 0.980 0.665
Groundtruth 0.150 0.980 0.650
Moreover,theposterioroverg(x)producedbyRMHMCandLGPVFisplotted
inFigure5.1.Itcanbeobservedthatthemeansofbothposteriorsareverysimilar,
althoughthepredictivevarianceofRMHMCisslightlyhigher. Thisisduetothe
effectofintegratingoverthehyperparametersintheRMHMCmethod,asitisalso
shownin[L´azaro-GredilaandTitsias,2011].Forthesakeofclarity,wehaveomitted
thecomparisonwiththeposteriorofVHGPRinFigure5.1,asitalmostmatchesthe
solutionofLGPVF.
Theresultsofthissyntheticexperimentshowthattheapproximateposterior
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Figure5.1: PosteriorovergforthesyntheticvolatilitydatasetusingRMHMC
(dashedline)andLGPVF(continuousline). Themeanandtwicethestandard
deviationerrorbarsareshownforbothmethods. Forclarity,onlythefirst500
pointsareshown.
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ofLGPVFisveryclosetothe(asymptoticalyexact)posteriorgivenbyRMHMC.
However,thecomputationalcostoftheLaplacemethodismuchlowerthanthebur-
denoftheMCMCmethod,despiteRMHMCalsoexploitsthetridiagonalcharacter
oftheinversecovariancematrixtospeed-upinference.
5.4.2 Experimentswithfinancialtimeseries
Forthesecondpartoftheexperiments,wehaveusedrealworldfinancialdatasetsto
compareLGPVFwithVHGPRandthecommonlyusedGARCH(1,1)forvolatility
predictiontasks,whichprovidessatisfactoryresultsinmanycases.
Wehaveconsidered5returnseriesofthedailyexchangeratebetweendifferent
currencies:Euro-AmericanDolar,Euro-Yuan,GreatBritainPound(GBP)-
AmericanDolar,Euro-Rupee,andYuan-Rupee3. Wehavealsoincludedanother
standardfinancialdatasetinvolatilityforecasting[WilsonandGhahramani,2010,
McCuloughandRenfro,1998,Brooksetal.,2001]consistingonthereturnseries
ofthedailyexchangeratebetweentheDeutsch Mark(DEM)andtheGBP.The
characteristicsofthesedatasetsappearinTable5.2.
WehaveusedtheimplementationprovidedbyMatlab4forGARCH(1,1).Toset
thehyperparametersoftheGPmodels,wehaveusedthefirst90daysfortraining,
givingasinitialvaluesforthehyperparameters:σ0=1,φ=0.9,andβ=10−3.
Afterthisfirststage,wehavemade1,7,30,and60daysaheadvolatilityforecasts
eachtradingday,retrainingthemodelsevery7daysusingarolingwindowwiththe
previous30days. Predictionshavebeenmadeforalthetradingdaysexceptthe
first90days.
Asaperformancemeasure,wehaveusedtheMSEbetweenthepredictedvolatility
3Thedatahasbeencolectedfromhttp://www.oanda.com.
4WehaveusedMatlabversion7.10.0R2010a.
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Table5.2: Characteristicsofthecurrenciesexchangeratedatasetsusedinthe
experiments.
Currencies Period Totaltradingdays
DEM-GBP January1984-January1992 1974
Euro-Dolar January31st2009-January31st2014 1826
Euro-Yuan January31st2009-January31st2014 1826
GBP-Dolar January31st2009-January31st2014 1826
Euro-Rupee January31st2009-January31st2014 1826
Yuan-Rupee January31st2009-January31st2014 1826
andthesquaredreturns,assuggestedin[Brownleesetal.,2011]. Then,wehave
averagedtheMSEforalthetradingdaysforwhichforecastsarecalculated.
Wealsohavemeasuredtheaveragedtrainingtimeforthethreemethods,not
consideringtheinitialtrainingtimefortheGPmethods,astheGARCHmodeldoes
notneedtobepreviouslytrainedtoinitializeitsparameters,sothatweonlytake
intoaccountthetimeto(re)trainthemodelseach7tradingdays5.
TheresultsoftheexperimentsshowninTable5.3showabetterperformance
ofbothGPmethodswhencomparedtoGARCH(1,1)inaldatasets,mainlyfor
30and60dayforecasts.Itisalsointerestingtoobservethatthepredictionsof
theGPalgorithmsslightlydegradewhenincreasingtheforecasthorizon,whereas
thisdegradationisimportantinthecaseofGARCH(1,1). Ontheotherhand,the
performanceofVHGPRandLGPVFisverysimilarinmostcases,withveryslight
MSEimprovementsofLGPVFwithrespecttoVHGPRinsomecases,thoughthey
cannotbeconsideredsignificant. However,thetimerequiredtoretrainLGPVF
5Theexperimentshavebeenconductedona8GBcomputerwithanIntelcorei7-3610Qat2.30
GHzusingaMatlabimplementation.
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Table5.3:AveragedMSEfordifferentforecasthorizonsandaveraged(re)training
timesusingGARCH(1,1),VHGPR,andLGPVF.
Dataset Method MSE(×10−9)-Daysahead Avg.tr.time
1 7 30 60 (s)
DEM-GBP GARCH(1,1) 2.946 3.431 9.855 28.634 0.437±0.186
VHGPR 2.902 2.984 3.145 3.121 0.120±0.060
LGPVF 2.902 2.984 3.145 3.122 0.065±0.022
Euro-Dolar GARCH(1,1) 1.160 1.272 2.298 5.092 0.444±0.191
VHGPR 1.112 1.117 1.125 1.140 0.108±0.065
LGPVF 1.111 1.116 1.119 1.137 0.069±0.026
Euro-Yuan GARCH(1,1) 1.222 1.297 2.154 4.411 0.432±0.189
VHGPR 1.079 1.084 1.103 1.122 0.107±0.068
LGPVF 1.078 1.084 1.097 1.121 0.066±0.029
GBP-Dolar GARCH(1,1) 0.681 0.688 1.094 2.373 0.452±0.188
VHGPR 0.663 0.635 0.622 0.618 0.119±0.078
LGPVF 0.668 0.636 0.620 0.618 0.064±0.022
Euro-Rupee GARCH(1,1) 3.776 4.116 6.385 12.679 0.438±0.193
VHGPR 3.636 3.711 3.771 3.733 0.112±0.068
LGPVF 3.636 3.711 3.771 3.733 0.059±0.017
Yuan-Rupee GARCH(1,1) 3.654 3.949 4.194 4.747 0.446±0.179
VHGPR 3.927 4.005 4.042 4.091 0.115±0.072
LGPVF 3.927 4.005 4.042 4.091 0.064±0.019
issensiblylowerthantheretrainingtimeofVHGPR,reducingthecomputational
burdeninaround40%.ThismakestheLaplaceapproximationmoreappealing,since
asimilarerrorperformanceisobtainedatareducedcost.Itisalsoverysignificant
thatLGPVFistrainedapproximately7timesfasterthanGARCH(1,1)inaldata
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sets.
InthecaseoftheDEM-GBPdataset,theresultsareconsistentwiththosepre-
sentedin[L´azaro-GredilaandTitsias,2011]and[WilsonandGhahramani,2010].
Althoughinthesetwopaperstherolingwindowtoretrainthemodelsissetto120
days,whereasweareusingonlya30daywindow,the MSEperformanceissimi-
lar. Thissuggeststhatincreasingthenumberoftrainingsamplesdoesnotimply
asignificantlybetterperformanceofthetwoGPmethodswehaveappliedinthe
experiments.
5.5 Conclusions
InthischapterwehavepresentedaLaplaceapproximationtomakeinferenceinaGP
volatilitymodel,wheretheuseoftheOrnstein-Uhlenbeckcovariancefunctionleads
toaplausiblemodelfortheprocessand,atthesametime,toasimple(tridiagonal)
formfortheinversecovariancematrix,whichmakestheLaplaceapproximationcom-
putationalyefficient,requiringO(N)operationsinsteadtheO(N3)operationsthat
areneededtocomputestandardGPmodels. Moreover,thelog-concavelikelihood
ofthevolatilitymodelcombinedwiththeGPpriorleadstoaunimodalposterior
whichguaranteestheconvergenceoftheLaplaceapproximation.
Afterformalizingthisapproach,wehavecheckedthattheexperimentalresult
onasyntheticexampleshowsthattheposteriorapproximationgivenbyLGPVFis
accuratewhencomparedtotheposteriorgivenbyRMHMC.Theresultsobtained
fordifferentcurrencyexchangedatasetsevidencethatLGPVFoutperformsthe
commonlyusedGARCH(1,1)forvolatilityforecastingtasks. Althoughtheerror
performanceissimilartoVHGPR,thecomputationalburdenofLGPVFislower
thanVHGPR.
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Chapter6
Generalconclusionsandopen
researchlines
InthisThesis,wehavedevelopedGPmodelstoperformnonstationaryandhete-
roscedasticregression,usingapproximateinferencetechniques,suchasEPandthe
Laplaceapproximation,andMCMC(withESS)tomakeinferenceonthereferred
models.Ontheotherhand,wehavealsoproposedaGPmethodtopredictvolatility
infinancialtimeseries,usingtheLaplaceapproximationtomakeinferenceonthe
volatilityGPmodelintroducedin[GirolamiandCalderhead,2011].
6.1 Contributionsandresults
•InChapter2wehaveintroducedaDGPmodeltocarryoutnonstationary
regressionincludingheteroscedasticnoisecases. Themodelisbasedonthe
pointwisedivisionoftwolatentfunctions,sothatanoisystationarylatent
functionismodulatedbyanother(noise-free)stationarylatentfunctionwhich
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describesamplitudenonstationaritiesaffectingboththepreviouslatentfunc-
tionandthenoiseassociatedwithit.AsthelikelihoodoftheDGPmodelis
notGaussianonbothlatentfunctions,theposterior,theevidence,andthepre-
dictivedistributioncannotbecomputedanalyticaly.Then,weproposetouse
EPtoperformapproximateinferenceonthemodel,andESStosamplefrom
theexactposterior.Oneoftheadvantagesofthemodelisthatthelikelihood
islog-concave,whichcombinedwithaGPpriorleadstoaunimodalposterior.
ThisfavorsEPconvergence(althoughitisnotguaranteed),notneedingtouse
anyadditionaltricks,suchasdampingorskipping,tomakethealgorithmcon-
verge.ThiscontrastwithGPPMandtheheteroscedasticGPmodelproposed
in[Goldbergetal.,1998],andusedlaterin[L´azaro-GredilaandTitsias,2011,
Mu˜noz-Gonz´alezetal.,2011, Quadriantoetal.,2009],amongothers,where
thelikelihoodsarenotlog-concave(andthen,theposteriordistributionsare
notunimodal).
TheMCMCimplementationwithESSprovidesanaccurateexactposteriorfor
theDGP,althoughthecomputationalburdenisveryhigh.YettheEPposterior
approximationreducesthecomputationalcostofferingasimilarperformance
forregressiontasks.Theexperimentalresultswithunidimensionalandmulti-
dimensionaldatasetsshowtheimprovementsofEP-DGPandMCMC-DGP
methodscomparedwiththestandardGP,VHGPR,andSVR.Themaindraw-
backofEP-DGPisthatthecomputationalburdenishigherthanVHGPRand
thestandardGP,whichlimitstheapplicationofEP-DGPforbigdatasets.
•ToovercomethelimitationsofEP-DGP,inChapter4wehaveproposedtouse
theLaplaceapproximationtomakeinferenceontheDGPmodel.Sincethe
posterioroftheDGPmodelisunimodal,theLaplacemethodconvergestoa
uniquemaximum.Ontheotherhand,thesimplicityofthisalgorithmreduces
thecomputationalburden. Althoughforsomemodels,suchasthestandard
GPclassification,theLaplacemethodprovidespoorposteriorapproximations,
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thecharacteristicsofthelikelihoodintheDGPmodelalowstheproposedL-
DGPtoobtainedsimilarperformancecomparedtotheapproximateposterior
providedbyEP-DGPandtheposteriorsampledwithMCMC-DGP.
TheexperimentalresultscorroboratethequalityofL-DGP,whichperforms
similarlytoEP-DGPinmostcases,andoutperformsVHGPRandthestandard
GP.
AlthoughEPandtheLaplaceapproximationscaleintimeasO(N3),asit
isalsothecaseofthestandardGPandVHGPR,theresultsobtainedinthe
experimentsshowthatthecomputationalburdenofL-DGPislowerthanEP-
DGPandVHGPR.
•InChapter5,wehaveintroducedLGPVF,amethodtoperforminference
ontheGPvolatilitymodeldescribedin[GirolamiandCalderhead,2011]and
[L´azaro-GredilaandTitsias,2011]usingtheLaplaceapproximation.Volatil-
ityforecastingisanimportanttaskforassetvaluationandriskmanagement
infinancialmarkets.ThecommonlyusedGARCHmodelstopredictvolatility
arepronetooverfitting,astheyestimatetheparametersofthemodelbyML.
Incontrast,GPsareresilienttooverfitting.
TheuseoftheOrnstein-Uhlenbeckcovariancefunctionleadstoatridiagonal
formfortheinversecovariancematrix.Thismakestheimplementationofthe
Laplacemethodcomputationalyefficient,requiringO(N)operations,instead
theO(N3)achievedbytraditionalGPs.
Theexperimentalresultonasyntheticexampleshowthattheposte-
riorapproximationgivenbyLGPVFisaccurate whencomparedtothe
asymptoticalyexactposteriorgivenbythe MCMCtechniqueproposedin
[GirolamiandCalderhead,2011]. Theresultsobtainedfordifferentcurrency
exchangedatasetsshowthatLGPVFoutperformsGARCH(1,1)forvolatil-
ityforecastingtasks.AlthoughtheerrorperformanceofLGPVFissimilarto
VHGPR,thecomputationalburdenofLGPVFismuchlower.
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6.2 Openresearchlines
SomeextensionscanbeproposedfromtheDGPmodeldescribedinChapters3-4:
•Anonstandardvariationalapproximationcanbeproposedtomakeinference
ontheDGPmodel.Asin[L´azaro-GredilaandTitsias,2011]itispossibleto
obtainamarginalizedlowerboundtotheevidenceintegratingoutoneofthe
latentfunctionsoftheDPGmodel. Thisreducesthenumberofvariational
parametersand,consequently,lowersthecomputationalburdenwithrespect
tothestandardvariationalapproach.Althoughsimilarperformancewithre-
specttoEP-DGPandL-DGPisexpected,itcouldbeinterestingtotestifthe
variationalapproximationcanreducethecomputationalcostwithrespectto
L-DGP.
•AltheproposedalgorithmstomakeinferenceontheDGPmodelscaleintime
asO(N3).AsinthecaseofthestandardGP,thislimitsthescopeofapplica-
tionoftheDGPmethodstodatasetswithafewthousandtrainingsamples.
Then,itcouldbeusefultoapplysparseapproximations,astheSparsePseudo-
inputGPs(SPGP)proposedby[SnelsonandGhahramani,2006],wherethe
covarianceisparameterizedbythelocationofM (<N)pseudo-inputpoints
thatcanbelearnedusingagradientbasedoptimization,requiringO(M2N)
operationstotrainthemodelandO(M2)operationstomakepredictions.
•Folowingthelineofsparse Bayesianapproximations, Relevance Vec-
tor Machines(RVMs)[Tipping,2001]sufferfromimpractical,overconfi-
dentpredictions wheretheuncertaintytendstobe maximalaroundthe
trainingpoints. Toovercomethisproblem,thealgorithmdescribedin
[Qui˜nonero-Candelaetal.,2007]aimstodecorrelatetheprior,whichleadsto
adivisiveformulationforthecovariancematrix.Sincetheproposedsolution
partialysolvestheaforementionedproblem,itcouldbeinterestingtodevelop
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anRVMformulationwiththeDGPmodelandcompareitwiththesolution
proposedin[Qui˜nonero-Candelaetal.,2007].
•Pursuing othertypes of nonstationarities,itcould beinterestingto
develop a GP model to achievelengthscale nonstationarities. In
[MichalisandL´azaro-Gredila,2013]avariationalmethodisproposedtoin-
tegrateoutkernellengthscalehyperaparametersforGPR,placingapriorden-
sityoverthishyperparametersandusingthevariationallearningwithinduced
variablesdescribedin[Titsias,2009]. However,itispossibletoextendthis
modelandmakingitmoreflexiblerepresentingthelengthscalesasGPrandom
functions,sothattheselengthscalesareinputdependent.Then,thismodelis
suitableforproblemsinwhichthesmoothnessoftheunderlyinglatentfunction
variesthroughouttheinputspace.
FurtherresearchworkwhichwecanobtainfromtheLGPVFmethod,described
inChapter5,include:
•ThedevelopmentofotherGPmodelstopredictvolatility. Asdescribedin
[BrotoandRuiz,2004],therearedifferentapproachestomodelvolatilityapart
fromassumingthatthenoiseofthereturnseriesisGaussian.Forexample,
somemodelsdescribeadifferentbehaviorinthereturnseriesifthepriceofthe
assetsrisesorfals. Then,giventhebetterpredictionsofLGPVFcompared
toGARCHmodels,itcouldalsobeexpectedabetterperformanceofGPs
formulationswithrespecttothecorresponding MLmethodsusedforthose
othervolatilitymodels.
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Finalnote:
TheEP-DGPandMCMC-DGPmethodsthataredescribedinChapter3appear
in[Mu˜noz-Gonz´alezetal.,2014a]. TheL-DGPmethodpresentedinChapter4is
basedin[Mu˜noz-Gonz´alezetal.,2014b].Finaly,thecontentsofChapter5arebased
in[Mu˜noz-Gonz´alezetal.,2014c],whereL-GPVFisintroduced.
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Gaussianidentities
A.1 MultivariateGaussiandistribution
Thejointprobabilitydensityofamultivariate(D-dimensional)Gaussiandistribution
isgivenby
p(x)=N(x|µ,Σ)=(2π)−D/2|Σ|−1/2exp −12(x−µ)
TΣ−1(x−µ) (A.1)
whereµisthe meanvectoroflengthD andΣisasymmetricpositive-definite
covariancematrixofsizeD×D.
A.2 Marginalandconditionaldistributions
Letx1,x2bejointlyGaussianrandomvectors,sothat
p(x1,x2)=N



x1
x2



µ1
µ2

,

A C
CT B



 (A.2)
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Themarginaldistributionforx1isgivenby
p(x1)=N(x1|µ1,A) (A.3)
andtheconditionaldistributionofx1givenx2is
p(x1|x2)=N(x1|µ1+CB−1(x2−µ2),A−CB−1CT) (A.4)
A.3 ProductoftwoGaussiandistributions
TheproductoftwoGaussiandistributions,N(x|µ1,Σ1)andN(x|µ2,Σ2)resultsin
anun-normalizedGaussiandistributiongivenby
N(x|µ1,Σ1)N(x|µ2,Σ2)=Z−1N(x|µ,Σ) (A.5)
whereΣ=(Σ−11 +Σ−12)−1,µ=Σ(Σ−11µ1+Σ−12µ2),andthenormalizingconstantis
likeaGaussian(onµ1orµ2)
Z−1=(2π)−D/2|Σ1+Σ2|−1/2exp −12(µ1−µ2)
T(Σ1+Σ2)−1(µ1−µ2) (A.6)
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Matrixalgebra
B.1 Matrixinversionlemma
TheWoodbury,ShermanandMorrisonformula,betterknownasthematrixinversion
lemma,statesthat
(A+BCDT)−1=A−1−A−1B(C−1+DTA−1B)−1DTA−1 (B.1)
providedthattherelevantinversesalexist,whereAisn×n,Cism×m,andB
andDarebothn×m.
IfA−1isknownandm<n,aconsiderablespeedupcanbeachievedapplying
therighthandsideof(B.1).Forexample,ifAisdiagonalandB,C,andDareful
matrices,directevaluationofthelefthandsideof(B.1)isO(n3),whereastheright
handsidecanbeevaluatedonlyinO(m2n).
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B.2 Matrixdeterminantlemma
Accordingtotheabove,thematrixdeterminantlemmaprovidesthefolowingequa-
tion
|A+BCDT|=|A|·|C|·|C−1+DTA−1B| (B.2)
B.3 Matrixderivatives
ThederivativeoftheelementsoftheinversematrixB−1withrespecttoascalar
parameterαisgivenby
∂B−1
∂α =−B
−1∂B
∂αB
−1 (B.3)
where∂B/∂αisamatrixofelementwisederivatives.
IfBisapositivedefinitesymmetricmatrix,thederivativeofthelog-determinant
iscalculatedas
∂log|B|
∂α =tr B
−1∂B
∂α (B.4)
Formoredetailsonmatrixdifferentialcalculussee[L¨utkepohl,1996,Harvile,1997].
B.4 Choleskyfactorization
TheCholeskyfactorizationorCholeskydecompositionofasymmetric,positivedef-
initematrixBconsistsonthefactorizationofthegivenmatrixintoaproductofa
lowertriangularmatrixLanditstranspose
B=LLT (B.5)
whereListheCholeskyfactorofB.ThecomputationofLscalesasO(N3/6),and
itisnumericalyverystable.ItisaspecialcaseofLUmatrixfactorizationwhenthe
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matrixtobefactorizedissymmetricandpositivedefinite.
TheCholeskyfactorizationisveryusefulforsolvinglinearsystems,Bx=c,
whenthecoefficientmatrixBissymmetricandpositivedefinite.Inthatcasethe
solutioncanbewrittenas
x=LT\(L\c) (B.6)
whereD\disthesolutionofthelinearsystemDx=d. The,thesolutionofthe
twolinearsystemscanbecomputedefficientlyinO(N2/2)timeusingforwardand
backwardsubstitution,performingfasterthandirectlysolvingBx=c.
TheCholeskydecompositionisalsousefultocalculatethedeterminantofasym-
metricpositivedefinitematrix,whichcanbeexpressedas
|B|=
N
n=1
L2nn (B.7)
orequivalently
log|B|=2
N
n=1
logLnn (B.8)
which,inmanycases,isamoreprecisewaytocompute|B|thancomputing(B.7).
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EP-DGPcalculations
C.1 DetailsofEP-DGPmomentscalculations
TosimplifythecalculationsoftheEP-DGPmoments,wecanexpressthelikelihood
givenin(3.2)as:
p(yn|fn,gn)=g+nN(fn|yng+n,c) (C.1)
C.1.1 Zerothordermoment
Thezerothordermomentin(3.15)canbecalculatedas
Zˆn= N(fn|µf\n,σ2f\n)N(gn|µg\n,σ2g\n)g+nN(fn|yng+n,c)dfndgn
=
∞
0
gn
|yn|N(gn|µg\n,σ
2g\n)N gn|
µf\n
yn,
c+σ2f\n
y2n dgn
=Z˘
∞
0
gnN(gn|˘µg,˘σ2g)dgn=Z˘µ˘gtΦ −µ˘gσ˘g
(C.2)
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ThemeanoftheGaussianN(gn|˘µg,˘σ2g)truncatedtothepositivevaluesofgncanbe
expressedas
µ˘gt=˘µg+˘σgλ µ˘gσ˘g (C.3)
where
λ(x)=ϕ(x)Φ(−x) (C.4)
ϕ(x)=12πe
−
x2
2 (C.5)
C.1.2 Firstordermoments
Thecalculationofthefirstordermomentofgncanbewrittenas
µˆgn= 1Zˆn gnN(fn|µf\n,σ
2f\n)N(gn|µg\n,σ2g\n)g+nN(fn|yng+n,c)dfndgn
= 1Zˆn
∞
0
g2n
|yn|N(gn|µg\n,σ
2g\n)N gn|
µf\n
yn,
c+σ2f\n
y2n dgn
= Z˘Zˆn
∞
0
g2nN(gn|˘µg,˘σ2g)dgn= Z˘Zˆnm2tΦ −
µ˘g
σ˘g
(C.6)
wherethenon-centeredsecondordermomentoftheGaussianN(gn|˘µg,˘σ2g)truncated
tothepositivevaluesofgniscalculatedas
m2t=µ˘2g+2˘µg˘σgλ µ˘gσ˘g +˘σ
2g 1−µ˘gσ˘gλ
µ˘g
σ˘g (C.7)
Forthefirstordermomentoffnwehave
µˆfn= 1Zˆn fnN(fn|µf\n,σ
2f\n)N(gn|µg\n,σ2g\n)g+nN(fn|yng+n,c)dfndgn
= 1Zˆn
∞
0
gn
|yn|N(gn|µg\n,σ
2g\n)˘µfN gn|
µf\n
yn,
c+σ2f\n
y2n dgn
(C.8)
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where
µ˘f=˘σ2f |yn|g
+n
c +
µf\n
σ2f\n
σ˘2f=(c−1+σ−2f\n)−1
(C.9)
Notethatµ˘fdependsongn.Then,thesolutionofintegral(C.8)involvesthecalcu-
lationofthefirstandsecondordermomentsofthetruncatedGaussianN(gn|˘µg,˘σ2g),
whichresultsinthesolutiongivenin(3.19).
C.1.3 Secondordermoments
Thenon-centeredsecondordermomentofgncanbecalculatedas
mˆ2gn= 1Zˆn g
2nN(fn|µf\n,σ2f\n)N(gn|µg\n,σ2g\n)g+nN(fn|yng+n,c)dfndgn
= 1Zˆn
∞
0
g3n
|yn|N(gn|µg\n,σ
2g\n)N gn|
µf\n
yn,
c+σ2f\n
y2n dgn
= Z˘Zˆn
∞
0
g3nN(gn|˘µg,˘σ2g)dgn= Z˘Zˆnm3tΦ −
µ˘g
σ˘g
(C.10)
wherethenon-centeredthirdordermomentoftheGaussianN(gn|˘µg,˘σ2g)truncated
tothepositivevaluesofgnisexpressedas
m3t=˘µ3g+3˘µ2g˘σgλ µ˘gσ˘g +3˘µg˘σ
2g 1−µ˘gσ˘gλ
µ˘g
σ˘g +˘σ
3gλ µ˘gσ˘g 2+
µ˘2g
σ˘2g (C.11)
Finaly,theexpressionofthesecondordermomentoffnisgivenby
mˆ2fn=
1
Zˆn f
2nN(fn|µf\n,σ2f\n)N(gn|µg\n,σ2g\n)g+nN(fn|yng+n,c)dfndgn
= 1Zˆn
∞
0
gn
|yn|N(gn|µg\n,σ
2g\n)(˘µ2f+˘σ2f)N gn|
µf\n
yn,
c+σ2f\n
y2n dgn
= 1Zˆn
∞
0
N(gn|µg\n,σ2g\n)N gn|
µf\n
yn,
c+σ2f\n
y2n ×
gn˘σ2f
|yn|+
g3nyn˘σ4f
c2 +
gnµ2f\nσ˘4f
|yn|σ4f\n
+2g
2n˘σ4fµf\n
cσ2f\n
dgn
(C.12)
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C.2. DERIVATIVESOFTHELOG-EVIDENCE WITHRESPECTTOTHE
HYPERPARAMETERS
Asinthecaseofthecalculationofµˆfn,thetermµ˘fdependsongn,sothatsomecal-
culationswithmomentsofthetruncatedGaussiantothepositivevaluesareneeded
tosolvetheintegral,leadingtothesolutionin(3.21)afterstraightforwardsimplifi-
cations.
C.2 Derivativesofthelog-evidencewithrespectto
thehyperparameters
Now wedetailthecalculationsofthepartialderivativesofthelog-evidence
withrespecttothehyperparameters θf,θg,andµ0. Thesederivativesare
necessarytosearchthevaluesofthehyperparametersthat maximizethelog-
evidenceusing ML-II.Theexpressionsobtainedaresimiliartothosedescribedin
[Rasmussenand Wiliams,2006]forGPclassificationusingEP.Thederivativesof
θf,θg,includeexplicitderivativescorrespondingtothetermsofthelog-evidence
whichdependonKfandKg,respectively,andimplicitderivativesintherestofthe
terms,duetothesiteEPestimationforthesitefunctions. Fortunately,implicit
derivativesareexactlyzero,asprovenin[Seeger,2005],soweonlyneedtocalculate
theexplicitterms.
Thepartialderivativeswithrespecttoeachofthehyperparametersinθfare
givenby:
∂
∂θfjlogq(y)=
1
2y
T(Kf+Σ˜f)−1∂Kf∂θfj(Kf+Σ˜f)
−1y−12tr(Kf+Σ˜f)
−1∂Kf
∂θfj
=12tr(αα
T−(Kf+Σ˜f)−1)∂Kf∂θfj
(C.13)
whereα =(Kf+Σ˜f)−1y. ThecalculationofthesederivativesrequiresO(N3)
operationstoinvertthesymmetric matrix(Kg+Σ˜g),andO(N2)operationsto
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computeeachpartialderivativewithrespecttoθf[Rasmussenand Wiliams,2006].
Forthesetofhyperparametersθg,wehaveasimilarexpression:
∂logq(y)
∂θgj =
∂
∂θgj−
1
2log|Kg+Σ˜g|−
1
2(µ0−µ˜g)
T(Kg+Σ˜g)−1(µ0−µ˜g)
=12(µ0−µ˜g)
T(Kg+Σ˜g)−1∂Kg∂θgj(Kg+Σ˜g)
−1(µ0−µ˜g)−
1
2tr(Kg+Σ˜g)
−1∂Kg
∂θgj
=12tr(ββ
T−(Kg+Σ˜g)−1)∂Kg∂θgj
(C.14)
whereβ=(Kg+Σ˜g)−1(µ0−µ˜g).Thecomputationalcomplexityofthesecalculations
isalsoO(N3)toinvert(Kg+Σ˜g)andO(N2)foreachpartialderivative.Finaly,the
derivativewithrespecttothehyperparameterµ0canbewrittenas:
∂
∂µ0logq(y)=
∂
∂µ0 −
1
2(µ0−µ˜g)
T(Kg+Σ˜g)−1(µ0−µ˜g)
=−(µ0−µ˜g)T(Kg+Σ˜g)−11N=−βT1N
(C.15)
Thisderivativedoesnotimplyadditionalrelevantcomputationalcost,asβisalso
neededforthederivativesonθg.
C.3 DGPpredictivedistributioncalculation
Thepredictivedistributionforanewtestsampley∗,givenin(3.29),canbecalculated
asfolows
q(y∗)= N(f∗|µf∗,σ2f∗)N(g∗|µg∗,σ2g∗)g+∗N(f∗|y∗g+∗,c)df∗dg∗
=
∞
0
g∗
|y∗|N(g∗|µg∗,σ
2g∗)N g∗|
µf∗
y∗,
c+σ2f∗
y2∗ dg∗
=Z∗(y∗)
∞
0
g∗N(g∗|˘µg∗,˘σ2g∗)dg∗
=Z∗(y∗)˘µg∗tΦ −
µ˘g∗
σ˘g∗
(C.16)
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where˘µg∗tisthemeanoftheGaussianN(g∗|˘µg∗,˘σ2g∗)truncatedtothepositivevalues
ofg∗,givenby
µ˘g∗t=˘µg∗+˘σg∗λ
µ˘g∗
σ˘g∗ (C.17)
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AppendixD
Derivativesofthelog-evidencefor
L-DGP
Inthisappendix,wedetailthecalculationsofthepartialderivativesoftheapproxi-
matelog-evidenceforL-DGP,givenin(4.13),withrespecttothehyperparameters
ofthecovariancefunctions,θfandθg,andthenoiseoffsetµ0usedinthelikeli-
hood. ThesederivativesarenecessaryfortheML-IIimplementationtosearchthe
hyperparametersthatmaximizetheapproximatelog-evidence.
Tocalculatethederivativeswehavetotakeintoaccountnotonlytheexplicit
terms,i.e.thosereferredtoKinthecaseofθfandθgortothelikelihoodinthe
caseofµ0,butalsotheimplicitderivatives,sincewhenthehyperparameterschange,
theoptimumoftheposteriorφˆalsochanges.
Thederivativeoftheapproximatelog-evidencewithrespecttoeachhyperparam-
eterinθfcanbeexpressedas:
∂logq(y)
∂θfj =
∂logq(y)
∂θfj explicit
+
N
n=0
∂logq(y)
∂ˆfn
∂ˆfn
θfj +
N
n=0
∂logq(y)
∂ˆgn
∂ˆgn
θfj (D.1)
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Theexplicitderivativeisgivenby
∂logq(y)
∂θfj explicit
=12ˆφ
TK−1∂K∂θfjK
−1ˆφ−12tr(W
−1+K)−1∂K∂θfj (D.2)
Tocalculatetheimplicitderivativeswehave:
∂logq(y)
∂ˆfn
=−12(K
−1+W)−1nn
∂3logp(yn|ˆφn)
∂f3n (D.3)
whichisequaltozeroasthethirdderivativeofthelocallikelihoodwithrespectto
fniszero.Forgn,theexpressionisanalogousto(D.3),butinthiscase,thethird
derivativeofthelocallikelihoodwithrespecttognisgivenby
∂3logp(yn|ˆφn)
∂g3n =


2
g3n,ifgn>0
0, ifgn≤0
(D.4)
withgn=gn+µ0.Hence,incontrasttothecaseoffn,theimplicitderivativeswith
respecttogndonotvanishforpositivegn.
Tocompute∂ˆfn/θfjwefirstcalculate∂ˆφ/∂θfjandthenselectthecorresponding
termsforeachgn,sothat
∂ˆφ
∂θfj=(I+KW)
−1∂K
∂θfj∇logp(y|ˆφ) (D.5)
Thecalculationsofthederivativeswithrespecttoeachhyperparameterinθgare
analogoustothoseforθf.
Thederivativewithrespecttothemeanoffsetµ0forlatentfunctiongcanbe
expressed
∂logq(y)
∂µ0 =
∂logq(y)
∂µ0 explicit+
N
n=0
∂logq(y)
∂ˆgn
∂ˆgn
∂µ0 (D.6)
wheretheexplicitderivativecanbecalculatedas
∂logq(y)
∂µ0 explicit=
N
n=0
∂logp(yn|ˆφn)
∂µ0 −
1
2
∂log|B|
∂µ0 (D.7)
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with
∂logp(yn|ˆφn)
∂µ0 =


1
gn−
y2ngn−ynfn
c , gn>0
0, gn≤0
(D.8)
and
−12
∂log|B|
∂µ0 =−
1
2trB
−1K∂W∂µ0 (D.9)
where∂W/∂µ0isa2Ndiagonalmatrixwith0inthefirstNelementsofthediagonal,
and
∂W
∂µ0 nn=


2
g3n,ifgn >0
0, ifgn ≤0
(D.10)
forN<n≤2Nwithn=n−N.
Finaly,tocalculatetheimplicitderivative,along withtheexpressionfor
∂logq(y)/∂ˆgncalculatedin(D.3)and(D.4),wehave
∂ˆgn
∂µ0=(I+KW)
−1K∂∇logp(y|ˆφ)∂µ0 (D.11)
where
∂∇logp(y|ˆφ)
∂µ0 =−diag(W) (D.12)
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AppendixE
Derivativesofthelog-evidencefor
LGPVF
ToselectthehyperparametersofLGPVF,weapplyaMaximumLikelihoodoflevel
II(ML-II)procedure,wherea(possiblylocal)maximumofthelog-evidencewith
respecttothehyperparametersissought.
Theapproximatelog-evidenceforLGPVF,asalsoshowninSection5.5,isgiven
by
logq(y)=−12ˆg
TK−1g gˆ+logp(y|ˆg)−12log(|B|) (E.1)
whereB=I+WKgW,ˆgisthemaximumoftheposteriorfoundbytheNewton
methodusedtosolvetheself-consistentequationgivenin(5.13),andW isthe
negativeHessianofthelog-likelihood,i.e.,W =−∇∇logp(y|g).
Tocalculatethepartialderivativesofthelog-evidence(E.1)withrespecttothe
hyperparametersofthecolvariancefunction,θ,itisimportanttonotethatnot
onlycovariancematrixKgdependsonthesehyperparametersbutgˆandW arealso
implicitlyfunctionsofθ,sinceifθchanges,thenˆgalsochanges.Thus,thepartial
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derivativewithrespecttoeachhyperparameterinthecovariancefunctioncanbe
writtenas
∂logq(y)
∂θj =
∂logq(y)
∂θj explicit
+
N
n=0
∂logq(y)
∂ˆgn
∂ˆgn
θj (E.2)
Then,theexplicitderivativecanbecalculatedusingthechainrule,leadingto
∂logq(y)
∂θj explicit
=12ˆg
TK−1g ∂Kg∂θjK
−1g gˆ−12tr(W
−1+Kg)−1∂Kg∂θj (E.3)
Toevaluatetheimplicitderivativesfrom(E.2),weusethefactthat∇Ψ(g)=0
atg=gˆ,whereΨ(g)isdefinedinequation(5.12). Thismakesthattheimplicit
derivativesofthefirsttwotermsin(E.1)vanish.Sothat,
∂logq(y)
∂ˆgn =−
1
2
∂log|B|
∂ˆgn =−
1
2trB
−1Kg∂W∂ˆgn
=−12(K
−1g +W)−1nn
∂3logp(y|ˆg)
∂g3n
(E.4)
where
∂3logp(y|ˆg)
∂g3n =
y2n
2e(ˆgn+µ0) (E.5)
Wecancalculatetheremainingterm ∂ˆg/∂θjdifferentiatingtheself-consistent
equation(5.13)ˆg=Kg(∇logp(y|ˆg))withrespecttoθj:
∂ˆg
θj=
∂Kg
∂θj ∇logp(y|ˆg)+Kg
∂∇logp(y|ˆg)
∂ˆg
∂ˆg
∂θj
=(I+KgW)−1∂Kg∂θj ∇logp(y|ˆg)
(E.6)
Finaly,thederivativeofthelog-evidencewithrespecttoµ0(whichisahyper-
parameterofthelikelihood)is
∂logq(y)
∂µ0 =
∂logq(y)
∂µ0 explicit+
N
n=0
∂logq(y)
∂ˆgn
∂ˆgn
∂µ0 (E.7)
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wheretheexplicittermcanbecalculatedas
∂logq(y)
∂µ0 explicit=
N
n=0
∂logp(yn|ˆgn)
∂µ0 −
1
2
∂log|B|
∂µ0 (E.8)
with
∂logp(yn|ˆgn)
∂µ0 =
y2n
2e(ˆgn+µ0) (E.9)
and
−12
∂log|B|
∂µ0 =−
1
2trB
−1Kg∂W∂µ0 (E.10)
where∂W/∂µ0isanNdiagonalmatrixwith
∂W
∂µ0 nn=−
y2n
2e(ˆgn+µ0) (E.11)
Tocalculatetheimplicitderivative,weusetheexpressionfor∂logq(y)/∂ˆgncal-
culatedin(E.4),andfor∂ˆgn/∂µ0,weusethesameprocedurethaninequation(E.6),
obtaining
∂ˆgn
∂µ0=(I+KgW)
−1∂Kg
∂θj ∇logp(y|ˆg) (E.12)
where
∂∇logp(y|ˆg)
∂µ0 =−diag(W) (E.13)
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Wilcoxonrank-sumtest
GivenNA andNB samplesfrompopulationsAandB,respectively,the Wilcoxon
rank-sumtestisbasedontherankingoftheNA+NBsamples.Eachobservationhas
arank:Thesmalestsamplehasrank1andthelargestsamplehasrankNA+NB.
Then,the Wilcoxonrank-sumteststatisticisthesumoftheranksofthesamples
fromoneofthepopulations.
Assumingthatthenulhypotheses,H0,correspondstothecasewherethethe
twopopulationsareequal,thep-valueisdefinedastheprobabilityofH0tobetrue.
DefiningwAastheobservedrank-sumforthesamplesinAandWAastherandom
variablethatmodelstherank-sumforthesamplesinA,thep-valueisgivenby
p=2Pr(WA≥wA) (F.1)
ifthemeanofthesamplesinAisgreatertothemeanofsamplesinB,or
p=2Pr(WA≤wA) (F.2)
inothercase.
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Forsamplessizesbiggerthan10onbothpopulations,wecanapproximatethe
distributionofWAasaGaussian,N(µA,σ2A),where
µA=NA(NA+NB+1)2 (F.3)
σA= NANB(NA+NB+1)12 (F.4)
Sothat,thep-valuein(F.1)or(F.2)canbecomputedbymeansofthecumulative
Gaussiandistribution.
Thep-valueisinterpretedasameasureofthestatisticalevidencethatthetwo
populationssupportthenulhypotheses:Thereisnostatisticaldifferencebetween
thetwopopulations.Thenulhypothesesisrejectedwhenthep-valueturnsoutto
belessthatapredeterminedsignificancelevel,typicaly0.05.
For a more complete description of these statistical tests see
[Holanderetal.,1999].
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