In the contat of Independent Components Analysis (ICA), the mutual information (Mr) of the extracted components is one of the most desirable measures of independence, due to its special properties. This paper presents a method for performing linear and nonlinear ICA based on MI, with fau approximations.
Introduction
Linear Independent Components Analysis (ICA) and Blind Source Separation (BSS) have been topics of great research interest for several years. Many algorithms for solving linear ICA/BSS problems exist, although research on this topic still continues. Nonlinear ICA and nonlinear BSS, on the other hand, form a much less explored territory [1,2,3,4,5,8]. Although being much harder to deal with analytically, and to solve, than the corresponding linear problems, nonlinear ICA and nonlinear BSS hold the promise of being able to yield very powerful analysis and data mining tools, and thus deserve at least the same interest as their linear counterparts.
Let us consider a random source vectors with statistically independent components si (called sources or source components). Assume that we observe a random vector U which is a nonlinear transformation of s, i.e. o = F(s). In nonlinear ICA, we wish to find a transformation G such that y, , the components of the output vector y = G(o), are statistically independent from one another. In nonlinear BSS we wish to find G such that the components yi are estimates of the sources si (possibly subject to permutation, scaling and/or invertible per-component transformations). We shall restrict ourselves to the case where the numbers of sources, observations and components to be extracted are all equal, i.e. the vectors s, U andy are all of the same size.
Contrary to what happens in the linear case, nonlinear ICA is an ill-posed problem, in the sense that there exists an infinite number of nontrivially related solutions [9,8,4]. As a consequence, and also contrary to what happens in the linear case, nonlinear BSS is an underspecified problem: finding independent outputs y i does not guarantee that these outputs will correspond to the original sources. Therefore, to be able to recover the original sources one has to have additional information. This information may often take the form of a smoothness assumption on the nonlinear transformations F and/or G [4], but may also consist of a restriction on the form of F,
When performing linear or nonlinear ICA, the mutual information (MI) of the extracted components is one of the most desirable measures of independence, due to its special properties. The mutual information is a nonnegative quantity that is zero if and only if the components are mutually independent in the statistical sense. This paper proposes a new method for performing linear or nonlinear ICA, using the mutual information of the output components as a measure of their independence. The paper is not especially concerned with the issue of uniquely recovering the original sources, i.e. with the 0-7803-5800-7/00$10.00 02000 IEEE blind source separation problem. However, the experimental results shall show that the smoothness constraints that are implicit in the ICA systems allow a relatively accurate recovery of the sources in several of the cases that are presented.
The nonlinear ICA method
The method that we propose for performing linear or nonlinear ICA is an extension of the linear ICA method proposed in [6] (which is, itself, a generalization of the method of Bell and Sejnowski [7] ). It uses a system with the structure depicted in Fig. 1 (the figure illustrates the case of two sources only, for simplicity). The observation vector U is input to a nonlinear block G which yields the estimated independent components y, . Each of these components is input into a further nonlinear block y,, yielding an output z, . The purpose of the y blocks is to allow the minimization of the mutual information I@), as we shall see. In our case all nonlinear blocks (G and cyt )
are implemented by means of multilayer perceptrons (MLPS).
Assume for now that each of the y blocks implements a monotonically increasing (and thus invertible) function. Then, due to the properties of Shannon's mutual information, I@)= I(z). Assume, M e r , that we can train each of the y, functions to become the cumulative probability function (CPF) of the corresponding random variable y, (and to follow the changes in that CPF if the distribution of y, changes). Then each of the zi variables will be uniformly distributed in the interval [0,1], although their joint distribution may be non-uniform. Therefore,
= -H(z)
and training the G block by maximizing H(z) will correspond to minimizing I@), as desired.
How do we train the yi functions to become (and to follow) the cumulative CPFs of the corresponding yi variables? Fortunately this can be achieved also by simply maximizing H(z). In fact, the maximum of H(z) corresponds to a uniform joint distribution of the zi variables, and therefore also to uniform marginal distributions of these variables. Therefore, by also training the yi blocks through maximization of H(z), these blocks will tend to follow the CPFs of the corresponding variables, y , , and therefore the C block will be trained through minimization of the mutual information Z@). The absolute maximum of H(z) will correspond to a uniform joint output distribution, which will correspond to the minimal mutual information, I@) = 0, yielding independent components y, .
The weights of the G and y networks are adapted through gradient maximization of H(z). We proceed as in [7] ,
where the angle brackets denote statistical expectation and J is the Jacobian dddu. The entropy H(u) doesn't depend on the networks' weights, and thus can be omitted fiom the optimization. We approximate the expected value in the equation above as
where J K denotes the value of the Jacobian when the input observation is U' (the k-th observed pattern') and K is the number of pattems in the training set.
To obtain the gradient of log det J k we have to perform network is now a little more complex than in [6] , since the C network is now nonlinear. together as a single network C multiplies y by the weight matrix of the hidden layer of this network, 4j applies the sigmoidal nonlinearities and D multiplies by the weight matrix of the output layer.
The lower part of the figure computes the Jacobian itself, and is formed only by linear blocks. It propagates matrices, instead of vectors (this is depicted in the figure by means of the 3-D arrows). Its input is the identity matrix of size n x n , where n is the number of sources. The first block multiplies this matrix by the weight matrix of the hidden layer of G, yielding as output this weight matrix itself (this seems trivial but is useful for the backpropagation phase). Block @' (leftmost) multiplies this matrix by the diagonal matrix formed by the derivatives of the sigmoids of the upper-left 0 block (the shaded arrow carries the output of the upper A block, to enable these derivatives to be computed in block 0 ' ) . Block B multiplies the output of @' by the weight matrix of the output layer of the G network. Blocks C, @' (rightmost) and D perform a similar function for the set of cy networks. The output of the lower part is the Jacobian J.
The gradient computation consists essentially of a backpropagation performed on this network, in a form similar to that of [6] . For a detailed description see that paper. 
]).
All tests were performed on synthetic nonlinear mixtures of sources generated by means of random number generators. Both supergaussian and subgaussian sources were used, to test the method's ability to handle different kinds of source distributions. The following conditions were used in all tests: The training set size was 400 patterns. The G network was formed by two separate networks, one for producing y1 and the other for producing y 2 (it was found that this structure worked better than using a single network for producing both outputs). Each of these networks had a hidden layer with 10 sigmoidal units, and had linear output units. Furthermore each also had direct connections fiom the inputs to the output units, in order to be able to easily deal with the linear parts of mixtures. We can see that the system succeeded in extracting independent components rather well. These components cor-,responded quite well to the original sources, even though no explicit regularization was used. In this and in the next two examples, the regularization that was implicitly performed by the MLPs was sufficient to yield a relatively good blind source separation. Figure 4 shows an example with a supergaussian and a subgaussian, bimodal source. The system again succeeded in separating the original sources quite well. Figure 5 shows an example with two subgaussian, bimodal sources. Again, the system succeeded in separating the original sources relatively well.
Naturally, the system did not succeed, in all situations, to obtain independent components or to correctly separate the sources. For the kinds of distributions and nonlinear mixtures that were used, Figs. 3 , 4 and 5 show the maximum "amount of nonlinearity", that could consistently be handled. With stronger nonlinearities the system would often fail to recover the original sources or, even worse, fail to extract independent components. For example, when both sources have bimodal distributions, such as in . Local minima of the same kind were also observed with nonlinear mixtures (Fig. 6 ).
Conclusions
We have presented a method for performing nonlinear ICA based on the minimization of the mutual information of the extracted components. Minimization of the mutual information implies estimating the distributions of the extracted components. In our method, both the minimization of the mutual information itself and the estimation of those distributions are performed by a single network with a special structure. This network is trained by maximization of a single objective function (specifically, its output entropy).
The distributions of the estimated components are estimated through their cumulative probability functions, which are modeled as sums of sigmoids. This corresponds to modeling the densities as sums of unimodal distributions (the derivatives of the sigmoids). In this respect it might be interesting to use erf functions for these sigmoids. This would correspond to modeling the densities as mixtures of Gaussians.
The proposed method showed to be able to handle various kinds of source distributions, both supergaussian and subgaussian, including bimodal ones. It also showed to be able to handle relatively strong nonlinearities. The same system can also handle linear mixtures, simply by using a 
