The increasing popularity of jumbo frames means growing variance in the size of packets transmitted in modern networks. Consequently, network monitoring tools must maintain explicit traffic volume statistics rather than settle for packet counting as before. We present constant time algorithms for volume estimations in streams and sliding windows, which are faster than previous work. Our solutions are formally analyzed and are extensively evaluated over multiple real-world packet traces as well as synthetic ones. For streams, we demonstrate a run-time improvement of up to 2.4X compared to the state of the art. On sliding windows, we exhibit a memory reduction of over 100X on all traces and an asymptotic runtime improvement to a constant. Finally, we apply our approach to hierarchical heavy hitters and achieve an empirical 2.4-7X speedup.
INTRODUCTION
Traffic measurement is vital for many network algorithms such as routing, load balancing, quality of service, caching and anomaly/intrusion detection [21, 24, 32, 41] . Typically, networking devices handle millions of flows [22, 43, 46] . Often, monitoring applications track the most frequently appearing flows, known as heavy hitters, as their impact is most significant.
Most works on heavy hitters identification have focused on packet counting [5, 20, 47, 48] . However, in recent years jumbo frames and large TCP packets are becoming increasingly popular and so the variability in packet sizes grows. Consequently, plain packet counting may no longer serve as a good approximation for bandwidth utilization. For example, in data collected by [27] in 2014, less than 1% of the packets account for over 25% of the total traffic. Here, packet count based heavy hitters algorithms might fail to identify some heavy hitter flows in terms of bandwidth consumption.
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Finally, per flow measurements are not enough for certain functionalities like anomaly detection and Distributed Denial of Service (DDoS) attack detection [45, 49] . In such attacks, each attacking device only generates a small portion of the traffic and is not a heavy hitter. Yet, their combined traffic volume is overwhelming. Hierarchical heavy hitters (HHH) aggregates traffic from IP addresses that share some common prefix [8] . In a DDoS, when attacking devices share common IP prefixes, HHH can discover the attack. To that end, we consider volume based HHH detection as well.
Before explaining our contribution, let us first motivate why packet counting solutions are not easily adaptable to volume estimation. Counter algorithms typically maintain a fixed set of counters [5, 6, 19, 33, 38, 39, 44] that is considerably smaller than the number of flows. Ideally, counters are allocated to the heavy hitters. When a packet from an unmonitored flow arrives, the corresponding flow is allocated the minimal counter [39] or a counter whose value has dropped below a dynamically increased threshold [38] .
We refer to a stream in which each packet is associated with aweight is as a weighted stream. Similarly, we refer to streams without weights, or when all packets receive the same weight as unweighted. For unweighted streams, ordered data structures allow constant time updates and queries [5, 39] , since when a counter is incremented, its relative order among all counters changes by at most one. Unfortunately, maintaining the counters sorted after a counter increment in a weighted stream either requires to search for its new location, which incurs a logarithmic cost, or resorting to logarithmic time data structures like heaps. The reason is that if the counter is incremented by some value w, its relative position might change by up to w positions. This difficulty motivates our work 1 .
Contributions
We contribute to the following network measurement problems: (i) stream heavy hitters, (ii) sliding window heavy hitters, (iii) stream hierarchical heavy hitters. Specifically, our first contribution is Frequent items Algorithm with a Semi-structured Table ( FAST), a novel algorithm for monitoring flow volumes and finding heavy hitters. FAST processes elements in worst case O(1) time using asymptotically optimal space. We formally prove and analyze the performance of FAST. We then evaluate FAST on 5 real Internet packet traces from a data center and backbone networks, demonstrating a 2.4X performance gain compared to previous works.
Our second contribution is Windowed Frequent items Algorithm with a Semi-structured Table ( WFAST), a novel algorithm for monitoring flow volumes and finding heavy hitters in sliding windows. We evaluate WFAST on five Internet traces and show that its runtime is reasonably fast, and that it requires as little as 1% of the memory of previous work [31] . We analyze WFAST and show that it operates in constant time and is space optimal, which asymptotically improves both the runtime and the space consumption of previous work. We believe that such a dramatic improvement makes volume estimation over a sliding window practical! Our third contribution is Hierarchical Frequent items Algorithm with a Semi-structured Table ( HFAST), which finds hierarchical heavy hitters. HFAST is created by replacing the underlying HH algorithm in [40] (Space Saving) with FAST. We evaluate HFAST and demonstrate an asymptotic update time improvement as well as an empirical 2.4-7X speedup on real Internet traces.
RELATED WORK 2.1 Streams
Sketches such as Count Sketch (CS) [10] and Count Min Sketch (CMS) [18] are attractive as they enable counter sharing and need not maintain a flow to counter mapping for all flows. Sketches typically only provide a probabilistic estimation, and often do not store flow identifiers. Thus, they cannot find the heavy hitters, but only focus on the volume estimation problem. Advanced sketches, such as Counter Braids [36] , Randomized Counter Sharing [35] and Counter Tree [11] , improve accuracy, but their queries require complex decoding.
In counter based algorithms, a flow table is maintained, but only a small number of flows are monitored. These algorithms differ from each other in the size and maintenance policy of the flow table, e.g., Lossy Counting [38] and its extensions [19, 44] , Frequent [33] and Space Saving [39] . Given ideal conditions, counter algorithms are considered superior to sketch based techniques. Particularly, Space Saving was empirically shown to be the most accurate [14, 15, 37] . Many counter based algorithms were developed by the databases community and are mostly suitable for software implementation. The work of [5] suggests a compact static memory implementation of Space Saving that may be more accessible for hardware design. Yet, software implementations are becoming increasingly relevant in networking as emerging technologies such as NFVs become popular.
Alas, most previous works rely on sorted data structures such as Stream Summary [39] or SAIL [5] that only operate in constant time for unweighted updates. Thus, a logarithmic time heap based implementation of Space Saving was suggested [15] for the more general volume counting problem. IM-SUM, DIM-SUM [7] and BUS-SS [23] are very recent algorithms developed for the volume heavyhitters problem (only for streams, with no sliding windows support). BUS offers a randomized algorithm that operates in constant time. IM-SUM operates in amortized O(1) time and DIM-SUM in worst case constant time. Empirically, DIM-SUM it is slower than FAST. Additionally, DIM-SUM requires 2+ϕ ϵ counters, for some ϕ > 0, for guaranteeing N ·M ·ϵ error and operating in O(ϕ −1 ) time. FAST only needs half as many counters for the same time and error guarantees. The very recent work of [1] , introduces a mergeable algorithm that operates in amortized constant time.
Sliding Windows
Heavy hitters on sliding windows were first studied by [2] . Given an accuracy parameter (ε), a window size (W ) and a maximal increment size (M), such algorithms estimate flows' volume on the sliding window with an additive error that is at most W · M · ε.
Their algorithm requires O 1 ϵ log 2 1 ϵ counters and performs queries and updates in O 1 ϵ log 1 ϵ time. The work of [34] reduces the space requirements and update time to O 1 ϵ . An improved algorithm with a constant update time is given in [30] . Further, [5] provided an algorithm that requires O 1 ϵ for queries and supports constant time updates and item frequency queries.
The weighted variant of the problem was only studied by [31] , whose algorithm operates in O A ϵ time and requires O A ϵ space for a W · M · ε approximation; here, A ∈ [1, M] is the average packet size in the window. In this work, we suggest an algorithm for the weighted problem that (i) uses optimal O 1 ϵ space, (ii) performs heavy hitters queries in optimal O 1 ϵ time, and (iii) performs volume queries and updates in constant time.
Hierarchical Heavy Hitters
Hierarchical Heavy Hitters (HHH) were addressed, e.g., in [16, 17, 25, 40, 42, 49] . HHH algorithms monitor aggregates of flows that share a common prefix. To do so, HHH algorithms treat flows identifiers as a hierarchical domain. We denote by H the size of this domain.
The full and partial ancestry algorithms [17] [13] , suggests a novel HHH algorithm that takes linear space but optimizes the update time.
PRELIMINARIES
Given a set U and a positive integer M ∈ N + , we say that S is a (U, M)-weighted stream if it contains a sequence of ⟨id, weiдht⟩ pairs. Specifically:
Given a packet p i = (d i , w i ), we say that d i is p i 's id while w i is its weight; N is the stream length, and M is the maximal packet size. Notice that the same packet id may possibly appear multiple times in the stream, and each such occurrence may potentially be associated with a different weight. Given a (U, M)weighted stream S, we denote v x , the volume of id x, as the total 
For a window size W ∈ N + , we denote the window volume of id x as its total weight of packets with id x within the last W packets, that
We seek algorithms that support the operations: ADD(⟨x, w⟩): append a packet with identifier x and weight w to S.
We now formally define the main problems in this work:
Our heavy hitter definitions are asymmetric. That is, they require that flows whose frequency is above the threshold of N · M · θ (or W · M · θ ) are included in the list, but flows whose volume is slightly less than the threshold can be either included or excluded from the list. This relaxation is necessary as it enables reducing the required amount of space to sub linear. Let us emphasize that the identities of the heavy hitter flows are not known in advance. Hence, it is impossible to a-priori allocate counters only to these flows. The basic notations used in this work are listed in Table 1 .
FREQUENT ITEMS ALGORITHM WITH A SEMI-STRUCTURED TABLE (FAST)
In this section, we present Frequent items Algorithm with a Semistructured Table ( FAST), a novel algorithm that achieves constant time weighted updates. FAST uses a data structure called Semi Ordered Summary (SOS), which maintains flow entries in a semi ordered manner. That is, similarly to previous works, SOS groups flows according to their volume, each of which is called a volume Here, flows are partially ordered according to the third digit (100's), and each flow maintains its own remainder; e.g., the estimated volume of D is v D = 583.
group. The volume groups are maintained in an ordered list. Each volume group is associated with a value C that determines the volume of its nodes. Unlike existing data structures, counters within each volume group are kept unordered. Unlike previous works, the grouping is done at coarse granularity. Each node (inside a group) includes a variable called Remainder (denoted R). The volume estimate of a flow is C + R where R is the remainder of its volume node and C is the value of its volume group.
This semi-ordered structure is unique to SOS and enables it to serve weighted updates in O(1). Volume queries are satisfied in constant time using a separate aggregate hash table which maps between each flow identifier and its SOS node. FAST then uses SOS to find a near-minimum flow when needed. Figure 1 provides an intuitive example for the case M = 1, 000. Here, the volume of an item is calculated by both its group counter (C) and the item's remainder (R), e.g., the volume of A is 400 + 32 = 432. Flows are partially ordered according to their third digit, i.e., in multiples of 100, or M/10. Within a specific group, however, items are unordered, e.g., A, B and J are unordered but all appear before items with volume of at least 500. As the number of lists to skip prior to an addition is O(1), the update complexity is also O(1).
Intuitively, flows are only ordered according to volume groups and if we make sure that the maximal weight can only advance a flow a constant number of flow groups then SOS operates in constant time. Alas, keeping the flows only partially ordered increases the error. We compensate for such an increase by requiring a larger number of SOS entries compared to previously suggested fully ordered structures. The main challenge in realizing this idea is to analyze the accuracy impact and provide strong estimation guarantees. counters, for some non-negative constant ϕ ≥ 0. ϕ determines how ordered SOS is: for ϕ = 0, we get full order, while for ϕ > 0, it is only ordered up to M · ϕ/2 (all flows that fall into the same volume group are unordered, and each group holds a range of M · ϕ/2 values). The runtime is, however, O(1/ϕ) and is therefore constant for any fixed ϕ. We note that an Ω 1 ϵ counters lower bound is known [39] . Thus, FAST is asymptotically optimal for constant ϕ. The pseudo code of FAST appears in Algorithm 1.
FAST -Accurate Description
Algorithm 1 FAST (M, ϵ, ϕ) Initialization: C ← ∅, ∀x : cx ← 0, rx ← 0, s ← M · ϕ 2 + 1 , C ← 1 + ϕ ϵ 1: function Add(Item x , Weight w ) 2: if x ∈ C or |C | < C then 3: cx ← cx + rx +w
FAST Analysis
We start by a simple useful observation
For the analysis, we use the following notations: for every item x ∈ U and stream length t, we denote by q t (x) the value of Query(x) after seeing t elements. We slightly abuse the notation and refer to t also as the time at which the t th element arrived, where time here is discrete. We denote by C t the set of elements with an allocated counter at time t, by r x,t the value of r x and by c x,t the value of c x . Also, we denote the volume at time t as v x,t i ∈ {1, ...,t }:
d i =x w i . All missing proofs appear in the full version of this paper [4] We now show that FAST has a one-sided error.
Lemma 2. For any t ∈ N, after seeing any (U, M)-weighted stream S of length t, for any x ∈ U : v x ≤ v x .
We continue by showing that FAST is accurate if there are only a few distinct items. Lemma 3. If the stream contains at most 1+ϕ ϵ distinct elements then FAST provides an exact estimation of an items volume upon query.
We now analyze the sum of counters in C. x ∈C t Query(x) ≤ t · M · (1 + ϕ/2).
Next, we show a bound on FAST's estimation error. 
WINDOWED FAST (WFAST)
We now present Windowed Frequent items Algorithm with a Semistructured Table ( WFAST), an efficient algorithm for the (W , ϵ, M)-Volume Estimation and (W , θ, ϵ, M)-Weighted Heavy Hitters problems. We partition the stream into consecutive sequences of size W called frames. Each frame is further divided into k 4 ϵ blocks, each of size W k , which we assume is an integer for simplicity. Figure 2 illustrates the setting.
WFAST uses a FAST instance y to estimate the volume of each flow within the current frame. Once a frame ends (the stream length is divisible by W ), we "flush" the instance, i.e., reset all counters and remainders to 0. Yet, we do not "forget" all information in a flush, as high volume flows are stored in a dedicated data structure. Specifically, we say that an element x overflowed at time t
MW /k . We use a queue of queues structure b to keep track of which elements have overflowed in each block. That is, each node of the main queue represents a block and contains a queue of all elements that overflowed in its block. Particularly, the secondary queues maintain the ids of overflowing elements. Once a block ends, we remove the oldest block's node (queue) from the main queue, and initialize a new queue for the starting block.
Finally, we answer queries about the window volume of an item x by multiplying its overflows count by MW /k, adding the residual count from y (i.e., the part that is not recorded in b), plus 2MW /k to ensure an overestimation.
For O(1) time queries, we also maintain a hash table B that tracks the overflow count for each item. That is, for each element x, B[x] contains the number of times x is recorded in b. Since multiple items may overflow in the same block, we cannot update B once a
A queue of k + 1 queues.
An efficient implementation appears in [5] .
B
The histogram of b, implemented using a hash table. o
The offset within the current frame. block ends in constant time. We address this issue by deamortizing B's update, and on each arrival we remove a single item from the queue of the oldest block (if such exists). The pseudo code of WFAST appears in Algorithm 2 and a list containing its variables description appears in Table 2 . An efficient implementation of the queue of queues b is described in [5] .
WFAST Analysis
We start by introducing several notations to be used in this section. We mark the queried element by x, the current time by W + o, and assume that item W is the first element of the current frame. For convenience, denote v x (t 1 , t 2 )
i ∈ {t 1 , ...,t 2 }: Due to lack of space, the proof of the Theorem appears in the full version of the paper [4] . As a corollary, Algorithm 2 can find heavy hitters. of p 0 , respectively. Such prefixes generalize an IP address. In this example, p 0 ≺ p 1 ≺ p 2 , indicating that p 0 satisfies the pattern of p 1 , and any IP address that satisfies p 1 also satisfies p 2 . The above example refers to a single dimension (e.g., the source IP), and can be generalized to multiple dimensions (e.g., pairs of source IP and destination IP). HHH algorithms need to find the heavy hitter prefixes at each level of the induced hierarchy. For example, this enables identifying heavy hitters subnets, which may be suspected of generating a DDoS attack. The problem is formally defined in [17, 40] .
Hierarchical Fast (HFAST)
Hierarchical FAST (HFAST) is derived from the algorithm of [40] . Specifically, the work of [40] suggests Hierarchical Space Saving with a Heap(HSSH). In their work, the HHH prefixes are distilled from multiple solutions of plain heavy hitter problems. That is, each prefix pattern has its own separate heavy hitters algorithm that is updated on each packet arrival. For example, consider a packet whose source IP address is 101. [40] is indifferent to the internal implementation of the heavy hitters algorithm, no analysis is required for HFAST.
Finally, we note that a hierarchical heavy hitters algorithm on sliding windows can be constructed using the work of [40] 
EVALUATION
Our evaluation is performed on an Intel i7-5500U CPU with a clock speed of 2.4GHz, 16 GB RAM and a Windows 8.1 operating system. We compare our C++ prototypes to the following alternatives: Count Min Sketch (CMS) [18] -a sketch based solution that can only solve the volume estimation problem.
Space Saving Heap (SSH) -a heap based implementation [15] of Space Saving [39] that has a logarithmic runtime complexity.
Hierarchical Space Saving Heap (HSSH) -a hierarchical heavy hitters algorithm [40] that uses SSH as a building block and operates in O(H log( 1 ε )) complexity. Full Ancestry -a trie based HHH algorithm suggested by [17] , which operates in O (H log ϵN ) complexity.
Partial Ancestry -a trie based HHH algorithm suggested by [17] , which operates in O (H log ϵN ) complexity and is considered faster than Full Ancestry.
Related work implementations were taken from open source libraries released by [14] for streams and by [40] for hierarchical heavy hitters. As we have no access to a concrete implementation of a competing sliding window protocol, we compare WFAST to Hung and Ting's algorithm [31] by conservatively estimating the space needed by their approach. Each data point we report here is the average of 10 runs.
Datasets
Our evaluation includes the following datasets. The packet traces characteristics are summarized in Table 3 .
The CAIDA backbone Internet traces that monitor links in Chicago [28, 29] and San Jose [26, 27] . A datacenter trace from a large university [9] and a trace of 436K YouTube video accesses [12] . The weight of a video is its length in seconds.
As shown in Table 3 , the impact of jumbo frames varies between backbone links. Yet, the weight of large packets increases over time in both. In the San Jose link, the number and volume of large packets have increased by 50% within a period of 6 months. In the Chicago link, large packets are still insignificant, but their number and volume have increased by 50% in two months.
Effect of ϕ on Runtime
Recall that smaller ϕ yields space efficiency while the runtime is proportional to 1 ϕ , i.e, smaller ϕ is expected to cause a slower runtime. Figure 4 shows runtime performance evaluation of FAST as a function of ϕ for three different ε values (2 −8 , 2 −10 , 2 −12 ). While we indeed obtained a speedup with larger ϕ values, increasing ϕ beyond a certain small threshold has little impact on performance. For the rest of our evaluation, we focus on ϕ = 0.25 that offers attractive space/time trade off, as well as on ϕ = 4 that yields higher performance at the expense of more space.
Speed vs. Space Tradeoff
To explain the tradeoff proposed by FAST, we measured the runtime of the various algorithms for a fixed error guarantee. Here, SSH and CMS are fully determined by the error guarantees (set to be ϵ = 2 −8 ) and thus have a single measurement point. CMS requires more counters as it uses 10 rows of ⌈e/ϵ⌉ counters each, while SSH only requires 1/ϵ. FAST can provide the same error guarantee for different ϕ values, which affects both runtime and the number of counters. Hence, FAST is represented by a curve. As Figure 3 shows, in all traces, allocating a few additional counters to the 1/ϵ required by SSH allows FAST to achieve higher throughput. Additionally, on all traces, FAST provides faster throughput than CMS with far fewer counters. While FAST has larger per counter overheads than CMS, its ID to counter mapping allows it to solve the Weighted Heavy Hitters problem that CMS cannot. Figure 5 presents a comparative analysis of the operation speed of previous approaches. Recall that CMS is a probabilistic scheme; we configured it with a failure probability of 0.1%. For FAST, we used two configurations: ϕ = 4 (4FAST) and ϕ = 0.25 (0.25FAST).
Operation Speed Comparison
As can be observed, 4FAST and 0.25FAST are considerably faster than the alternatives in Chicago16 and YouTube. In SanJose14 and SanJose13, SSH is as fast as 4FAST for a large ϵ (small number of counters). Yet, as ϵ decreases and the number of counters increases, SSH becomes slower due to its logarithmic complexity. In contrast, CMS is almost workload independent. When considering only previous work, in some workloads CMS is faster than SSH, mainly because SSH's performance is workload dependent.
Sliding Window
We evaluate WFAST compared to Hung and Ting's algorithm [31] , which is the only one that supports weighted updates on sliding windows. Figure 6 shows the memory consumption of WFAST with parameters ϕ = 4 and ϕ = 0.25 (4WFAST, 0.25FAST) compared to Hung and Ting's algorithm. All algorithms are configured to provide the same worst case error guarantee. As shown, WFAST is up to 100 times more space efficient than Hung and Ting's algorithm. Sadly, we could not obtain an implementation of Hung and Ting's algorithm and thus do not compare its runtime to WFAST. However, WFAST improves their update complexity from O( A ϵ ), where A is the average packet size, to O(1). Figure 7 shows the operation speed of WFAST for different window sizes and different ε values. There is little dependence in window size and ε with the exception of the DC1 dataset. In this dataset, since the average and maximal packet sizes are similar, the inner working of WFAST causes overflows to be more frequent when ε is close to the window size. Thus, to achieve similar performance as the other traces one needs a sufficiently large window sized.
Hierarchical Heavy Hitters
In Figure 8 , we evaluate the speed of our HFAST compared to the algorithm of [40] , which is denoted by HSSH, as well as the Partial Ancestry and Full Ancestry algorithms by [17] . We used the library of [40] for their own HSSH implementation as well as for the Partial Ancestry and Full Ancestry implementations. Since the library was released for Linux, we used a different machine for our HFAST evaluation. Specifically, we used a Dell 730 server running Ubuntu 16.04.01 release. The server has 128GB of RAM and an Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz processor. We used two dimensional source/destination hierarchies in byte granularity, where networks IDs are assumed to be 8, 16 or 24 bits long. The weight of each packet is its byte volume, including both the payload size and the header size. As depicted, HFAST is up to 7 times faster than the best alternative and at least 2.4 times faster in every data point. It appears that for large ϵ values, HSSH is faster than the Partial and Full Ancestry algorithms. Yet, for small ϵ values, all previous algorithms operate in similar speed.
DISCUSSION
In this paper, we presented algorithms for estimating per flow traffic volume in streams, sliding windows and hierarchical domains. We achieved asymptotic and empirical improvements.
For streams, FAST processes packets in constant time while being asymptotically space optimal. This is enabled by our novel approach of maintaining only a partial order between counters. An evaluation over real-world traffic traces has yielded a speed improvement of up to 2.4X compared to previous work.
In the sliding window case, we showed that WFAST works reasonably fast and offers 100x reduction in required space, bringing sliding windows to the realm of possibility. For a given error of W · M · ϵ, WFAST requires O Additionally, we demonstrated a speedup of 2.4X-7X on real Internet traces. To our knowledge, there is no prior work on that problem and we plan to examine its possible applications in the future. The code of FAST is available as open source [3] .
