The method of constructing minimal cubature rules with high algebraic degrees of exactness is developed by adapting a powerful algorithm for solving the system of nonlinear equations. As a result, new cubature formulae of degrees 15, 17, 19, 21, and 23 are derived for the square. They lead to lower numbers of knots and/or to better quality with respect to those known previously. The formulae obtained should be considered as the most efficient for the calculation of two-dimensional integrals with a high precision.
Introduction
The necessity of performing two-dimensional integration appears in many mathematical and physical applications. Only in rare cases this integration allows an analytical representation. The approximation of integrals is one of the corner stones of numerical analysis. It is also an important step in methods on solutions of integral equations. Despite intensive previous studies [2] [3] [4] 10, 11, [17] [18] [19] , the construction of high-quality integration rules still remains a current problem.
Functions are usually approximated by weighted sums of simpler functions, such as monomials or splines. Similarly, an integral is typically approximated by a weighted sum of integrand evaluations. In the case of one dimension this approximation is called a quadrature formula. The most notorious example is the famous Gaussian quadratures [1, 20] . The Gaussian approach is the basic tool to carry out onevariable integration with a high precision and minimal computational costs. In two or more dimensions we come to so-called cubature formulae.
There exists no unique best criterion for the choice of weights and points in the integral approximation. The generally accepted rule is that this choice should provide the exact integration for a class of integrands in the form of polynomials of a certain algebraic degree. In particular, the N G -point Gaussian quadrature is exact for all one-dimensional polynomials of degree at most P = 2N G − 1. Analogously, in the case of two variables it is necessary to construct an N-point cubature scheme which would be perfect for all two-dimensional polynomials with the maximal total degree P . In order that cubature rule is efficient, the number N of points should be as small as possible for each given value P .
Up to now, the lowest possible number N min of points (knots) is unknown, in general. For example, for orders P > 11, there is a gap between the highest known lower theoretical bound N min and the lowest number N of knots in known cubature formulae [4, 12] . Moreover, only for low orders P < 11, the positions of knots at N ∼ N min can be presented analytically or expressed in terms of common zeros for sets of orthogonal polynomials in two dimensions [17, 19] . This is in a sharp contrast to the one-dimensional case, where the nodes of the Gaussian quadrature can be associated for any P with zeros of orthogonal Legendre polynomials [1, 20] . In two dimensions, the nonlinear equations, which appear when constructing the cubature rule of a high degree, become too complicated to be analyzed theoretically, and the only way is to solve them numerically using one or the other algorithm.
Note that the straightforward scheme, based on the product of two Gaussian quadratures to yield a cubature formula, is very inefficient for large P as the resulting number N 2 G = (P + 1) 2 /4 of knots will significantly exceed the minimal value N min . Among other theoretical approaches it is necessary to mention the method of reproducing kernel [24] . This method gives a relatively simple presentation of knots in terms of zeros of polynomials for, in principle, arbitrary values of P . However, only for small degrees P 9 the number of nodes will be close to the lower bound. With increasing P this number quickly tends to the Gaussian product limit N 2 G . It should be emphasized that the knots of a cubature formula must lie inside the domain (which always can be reduced to a square) of the integration in order to be useful in practical applications. Unfortunately, beginning from relatively small degree P = 15, all the known cubature rules over the square with the lowest number N of knots do not meet this requirement [5, 6] . Moreover, for P 15 there is a considerable gap between N and N min .
The main aim of the present investigation is to remedy such a situation. Developing a powerful algorithm for solving the nonlinear equations allows us to obtain new efficient cubature formulae of high algebraic degrees of exactness. These formulae contain smaller numbers of knots and lead to a better precision in comparison with those known earlier.
Theory
According to the cubature formalism, the integral of a function is approximated by the sum of its functional values at a set of points, multiplied by weighting coefficients. In the case of two dimensions, the region of integration can always be reduced by an appropriate replacement of variables to the square with boundaries −1 and 1. Then the N-point cubature formula reads
where w i and (x i , y i ) are the weights and positions of knots, respectively. In general, the truncation errors R N cannot be reduced to zero at any finite numbers N. Because of this, it is quite natural to choose the knots and weights in such a way to make the cubature formula (1) exact (R N = 0) for a class of integrands composed of all algebraic monomials x k y l with degrees k + l P . This is justified by the fact that an arbitrary differentiable function of two variables can be expanded in these monomials as
where 0, 0) are the constants, and the remainder R P decreases with increasing the order P of the polynomial. Therefore, we are concerned with cubature formulae that are exact for a vector space of all twodimensional algebraic polynomials with the total degree at most P . This leads to the necessity of numerically solving the following system of nonlinear equations:
where
, for even k and l, 0, otherwise.
For each given order P , there exists some minimal value N min beginning from which (N N min ) the system (3) can have (real) solutions. Despite intensive studies, the lowest possible number N min of knots is still unknown, in general. For example, for orders P > 11, there is a gap between the highest known [4, 12] lower theoretical bound N min =(P +1)(P +3)/8+[(P +1)/4] (where [ ] denotes the integer part) and the lowest number N of knots in known cubature formulae (see below, Table 1 ). Another difficulty is that the total number L = P (P + 3)/2 + 1 of equations in (3) increases too rapidly with raising P and the system can be actually solved only at relatively small orders P 11. Note that the solution of the system of nonlinear equations presents a very complicated task. When the number of equations becomes too large we come to unresolvable numerical problems. A way to reduce the number of equations consists in imposing a symmetry on the knot positions (x i , y i ). This should reflect the symmetry of basic equations (3) following from the properties g kl =g lk and g kl =0 if k or l or both are odd. Although, the fully symmetric schemes (with eight knots (±x i , ±y i ) and (±y i , ±x i ) for each i) will correspond to the smallest system of equations, they cannot be recommended (at least for orders P 23) because the total number N of knots appears to be considerably larger than N min . It is worth emphasizing that we are interested in constructing the most efficient formulae of high degrees P with the lowest possible value of N. In this respect, the rotational symmetry approach [9] seems to be 
where (0 x i 1, 0 y i 1) are the generators, and N = 4M. The knots of the rotationally invariant cubature formula (4) lie, in fact, in N vertices of M different squares rotated with respect to the basic square region of integration. As a result, a significant part of equations in (3) will be satisfied automatically. In particular, the symmetrized expression (4) tends to zero when f (x, y) is an arbitrary monomial x k y l of odd order p = k + l. For this reason, the degree of rotationally invariant cubature formulae can accept only odd numbers. It is necessary to point out that no cubature formulae of even degree have been found for P > 9 within any symmetry. Moreover, the minimal number of knots N min = 12, 17 and 24 for orders P = 7, 9 and 11, respectively, can be reproduced [8, 17, 19, 23] within the rotationally invariant scheme. In view of the rotational symmetry, system (3) of nonlinear equations transforms to the form
where P should be odd, k + l should be even and k l (excluding the case k = l for odd k). These restrictions reduce the number of equations significantly, namely, more than 4 times (for P > 1), from L to L * L/4 (see Table 1 ). Theoretical studies of system (5) at N ∼ N min is possible only for low orders P 9. In particular, for P = 1, 3, and 5, the solutions can be presented analytically. For P 9 the nodes (x i , y i ) can be expressed in terms of common zeros for sets of orthogonal polynomials in two dimensions [17, 19] . No analytical results are known at N ∼ N min for P > 9. Here, the nonlinear equations become too complicated and the only way is to solve them with the help of a numerical algorithm.
Our investigations have shown that the minimal number N * of knots related to system (5) can be achieved if the number of unknowns Q * is equal to the number of equations L * . The number of unknowns is equal to Q * = 3M if, in general, x i = y i = 0 for all square generators i = 1, 2, . . . , M. Then L * = 3M and such solutions will be referred to as type III. For L * = 3M − 1, we should decrease the number of unknowns on one. This can be done by letting either x M = y M = 0 (type IIA), or x M = y M = 0 (type IIB). The number of knots corresponding to types IIA, IIB, and III is equal to N * = 4M ≡ 4M * . Finally, when L * = 3M − 2, we should put x M = y M = 0 (type I). Here, all the four rotational symmetry knots collapse in the central point (0,0), and the corresponding four terms in the right-hand side of Eq. (4) Table 1 up to order P max = 23. The best results for the lowest number N of knots in previously known cubature formulae and the corresponding references are also shown in the table. The quality of these formulae is presented too using an abbreviated notation with two letters. The first letter indicates that either all the weight coefficients are positive (P) or at least one of them is negative (N). The second letter points out that either all the knots are located inside (I) the integration region or at least one knot is outside (O) of that region. In this context, it should be emphasized that cubature formulae with outside knots are, rigorously speaking, unacceptable, because the function f (x, y) can be undetermined outside the region of integration. Another disadvantage is that such formulae lead to a very poor precision in actual applications. Indeed, in view of Eqs. (1)- (3), the error of integral approximations within the cubature approach is
When |x i | > 1 or |y i | > 1, this error may be very large (or even the sum in Eq. (6) over k and l be divergent at all) because then lim k→∞ |x i | k = lim l→∞ |y i | l = ∞, whereas lim k,l→∞ g kl = 0. The outside schemes can thus be used only for sufficiently "flat" integrands for which the partial derivatives
tend to zero rapidly with increasing p = k + l. On the other hand, the inside (|x i | < 1 and |y i | < 1) cubature formulae are free of this restriction since then lim k→∞ x k i = lim l→∞ y l i = 0 like lim k,l→∞ g kl = 0. They lead to a much more precise integration with a negligible small remainder E P . Further, the cubature rules with all positive coefficients are more accurate with respect to those where some weights are negative. The negativeness usually indicates that the cubature formula is overloaded, i.e., its number of knots exceeds the possible minimum. From the aforesaid, the NO and PO schemes should be treated as the worst, the NI as acceptable, and the PI formulae as the best.
As can be seen from Table 1 , beginning from a relatively small order P = 15, all the known cubature rules with the lowest number N of knots do not meet the high (PI) quality standard. Most of them (P = 15, 17, 19, 21) are of the worst (NO) quality. The NI scheme with P = 23 is unsatisfactory as well in view of the too high value N = 112 which exceeds considerably the lowest possible number N * = 96 of knots corresponding to the rotational symmetry approach. For orders P = 17 and P = 21 there is also a gap between N and N * . Therefore, significant improvements in the two-dimensional integration may be achieved by finding actual (inside) solutions to Eq. (5).
Algorithm
As has been demonstrated above, up to now there are no satisfactory cubature formulae for degrees P > 13. Moreover, in spite of the fact that the speed of computers has increased in several orders, no new achievements on the cubature rules for the square have been reported during the last 10 years. Our previous intensive attack on the system of polynomial equations using standard methods (see below) also resulted in no improvements. We then came to a conclusion that the development of more efficient algorithms plays a much more important role in solving the problem considered than the growing speed of modern computers.
Many algorithms and computational strategies have been used over the years to handle nonlinear equations. Almost all of them are reduced to the application of conjugate-gradient type schemes and the well-known Newton method. The latter method exhibits a fast convergence of the iterations, but requires a very good initial approximation to the solution. With increasing the number of equations and their nonlinearity, the region of convergence decreases dramatically. The conjugate-gradient schemes are more stable, but the convergence of the iterations becomes very slow when the number of equations increases. Moreover, both approaches require the knowledge of derivatives of the equations with respect to unknowns.
Quite recently, a method of modified direct inversion in the iterative subspace (MDIIS) has been proposed [14] to solve complicated systems of nonlinear constraints appearing in the integral equation theory of liquids. It has been shown that the convergence of the iterations can be accelerated drastically with respect to other known algorithms. This convergence was observed almost for arbitrary initial guesses and was not so sensitive to increasing the number of equations. For this reason, it is very enticing to try to develop the MDIIS method in the context of the cubature theory.
The first step consists in reducing the system (5) of L * polynomial equations to an equivalent system with the smallest possible numberL * of nonlinear constraints. This indeed can be realized, because the weights w i (i = 1, 2, . . . , M * + O * ) enter into the polynomial equations (5) linearly. Then the first M * + O * equations can be treated as a linear system with the knots
..,2M * +O * being at the moment as parameters of that system. Whenever it is necessary, this system can readily be solved with respect to w i using a linear solver, for instance, the well-recognized Gaussian elimination (that gives exact solutions in of order (M * + O * ) 3 elementary steps without applying any iterations). The obtained values of w i are further substituted into the rest polynomial equations. As a result, we come to the system 
provides a (local) minimum for the vector norm
and are subject to the additional constraint m =1 c = 1. This leads to the system of m + 1 linear equations for the expansion coefficients, ⎛
is a scalar product of the residual vectors, and 2 is a Lagrangian multiplier yielding the squared norm of the minimized residual components (9) . The next idea is based on the fact that the extrapolated residual vectorR is perpendicular to the (m − 1)-dimensional plane passing through the points specifying the basic residuals R . Thus this vector can be a reasonable approximation of the direction to the global (zero) minimum ( L * =1 R 2 = 0), i.e., to theL * -dimensional point (s 1 , . . . , sL * ) of solution to system (7). Then the next MDIIS iteration will read
where = 0 is the relaxation parameter to be adjusted for the best convergence. The iterative procedure starts with one set of the residuals, sequentially incrementing the MDIIS matrix size up to m × m, and thereafter discarding the earlier predictions. The quantity m should be of order of the numberL * of equations to properly generate the direction to the global minimum. For instance, in the case ofL * pure linear equations, the MDIIS procedure exactly converges to the solution inL * + 1 iterations independently of = 0, provided m =L * + 1. For smaller m <L * + 1, the number of iterations will increase. In the case of a large numberL * ?1 of nonlinear equations, the situation is different. On the initial stage of the iteration process, where the current approximations are far from the solution, we should decrease m to ∼L * /2 to extend the region of convergence. Here the precision of determining the current direction to a minimum is not so important, but the computational time per iteration will decrease significantly (note that this time is proportional to m 3 due to the inversion of matrix S needed to evaluate the expansion coefficients c ). On approaching the solution (where the nonlinear equations allow more and more linearization), the value m can be consecutively increased first to 2/3L * , say, and further up toL * in order to minimize the number of iterations.
From the mathematical point of view, the relaxation parameter should be chosen in a way to minimize the one-variable function
. . ,ŝ L * + R ( ) ). This requires, however, significant extra computational costs at each iteration. Moreover, the location of a minimum of ( +1) ( ) may have nothing to do with the point of solution if the current approximation is far from it. A similar situation arises in conjugate-gradient-type schemes. In this respect, the MDIIS method is close to them but should be considered as more preferable because of the acceleration of iterations by the additional minimization of the linearized construction of the residuals. Moreover, unlike the gradient and Newton approaches, the MDIIS method does not require the calculation of derivatives. This reduces the computational efforts.
In practice, the optimal value of is determined for a given system by a particular ratio between the scales of the residual functions R and their arguments s i . To better linearize the residuals in the region of the next ( + 1)th iteration, it is desirable to provide the updating term R ( ) in Eq. (13) such that the corresponding change R ( +1) −R ( ) is close in magnitude to the minimized residualR ( ) . In the region of quadratic convergence (when the iterated predictions are close to the solution and the nonlinearity allows a linearization) the effect of varying vanishes like in the pure linear case. In the case of nonlinear system (7) it has been established that the above criterion is reached when ∼ 1 for anyL * . We used the value = 1 in all our calculations. It should be stressed that outside a quadratic region of the convergence, the root mean square value of the current residual
does not necessarily decrease monotonically with iterations. The residual at the new prediction, which is even somewhat larger than the previous one, updates and improves the representation of the residual functions by the MDIIS vectors. Such a rise is usually followed by a substantial drop of the residual magnitude at the next steps. However, if the root mean square residual calculated at the next point appears to be essentially larger (three orders of magnitude, say) than the smallest value of those for the last m MDIIS vectors, i.e.,
) with K R ∼ 10 3 , it is worthwhile to restart the MDIIS procedure from the point of the smallest residual because the old MDIIS vectors no longer model the behavior of the residual function properly. The procedure should also be restarted if the MDIIS predictions do converge to the solution to within a given precision after a significantly large number of iterations. This usually means that initial guesses where chosen outside the region of convergence and they should be regenerated. In our case, the initial guesses for s i were generated at random within the interval [−1, 1] in each of theL * dimensions. In such a way, after several days of continuous attacking the system of nonlinear equations (7) (for each given degree P ) on a Silicon Graphics Origin 3800 workstation, the desired solutions have been found. We have used a high-speed Intel Fortran compiler within the double precision (sixteen significant digits) and limited the initial accuracy of the calculations to R 10 −12 . A few additional Newton's iterations have been performed in each case to reduce the residual to a negligible small level of R 10 −200 . For this we have employed the Maple 9 package with up to 200 digits for internal computations, taking the solutions obtained already in Fortran as initial guesses. All the numerical results will be shown with 32 significant digits.
Results
We have successfully reproduced the known rotation invariant cubature rules for degrees P = 1, 3, 5, 7, 9, 11, and 13. Such rules can be found in Refs. [6, 8, 17, 19, 23 ] (see also Table 1 ) and they will not be shown in this paper to save space. Only new cubature formulae of higher degrees P = 15, 17, 19, 21, and 23 will be presented and compared with previous schemes. For some values of P , the system (5) of nonlinear equations can have two or more solutions. In particular, the cubature rule related to type II (see Table 1 ) can provide us with solutions of subtypes IIA and IIB (they will be marked below simply as A and B). We will try to mention about all possible ones (PI, NI, PO, and NO). In such a situation, the preference will be given to an optimal (PI) cubature formula which leads to the smallest norm
of the main term of uncertainty (6) (the quantity E P presents in fact the norm of residuals corresponding to the next degree P + 1). The total number of PI solutions found will be indicated as well. Due to the rotational symmetry (4) of cubature formulae derived, we will present only basic coordinates 0 x i 1 and 0 y i 1 of each knot square i in the order of increasing its weight w i . The rest three coordinate pairs can readily be generated as (−y i , x i ), (−x i , −y i ), and (y i , −x i ). So that writing the solution in the form (w i ; x i , y i ) we will have in mind all the four coordinate pairs for each i with the same weight w i . From the symmetrical properties it follows that if (w i ; x i , y i ) is a solution to the nonlinear system (5), then (w i ; y i , x i ) (where x i and y i are interchanged for all i) is also a solution to that system. In other words, each rotationally symmetric cubature formula may have its symmetrical counterpart. The number of counterparts can increase from one to three for solutions of type A, where x i * = 0 and y i * = 0 for some number i * . This follows from the fact that replacing (w i * ; x i * , 0) by (w i * ; 0, x i * ) and do not changing all the rest (i = i * ) knot square generators (w i ; x i , y i ) also lead to a solution, because the system of nonlinear equations (5) is invariant to the above transformation. All the counterparts are completely equivalent and thus indistinguishable within the cubature formalism.
A. Order P = 15
For P = 15 the best cubature rule known before our investigations was the PI formula with 48 points [19] (the NO formulae with 44 points [19] should be ignored because of outside solutions). Instead, we have found 5 PI solutions of type A and 11 PI solutions of type B with 44 points each (it seems that no other PI solutions exist). Some NI, PO, and NO have also been identified. The optimal PI solution, that minimizes the error norm E P , appears to be of type B. It has the form as shown in Table 2 .
The CPU time spent per solution was t = 40 s.
The new formula reduces the number of knots within the inside solutions from 48 to 44 and improves the quality from the worst NO to the best PI within 44 knots.
B. Order P = 17
For P = 17 the best cubature rules known earlier were the PI formula with 60 points [13] and the NO formula with 57 points [7] (the latter should be ignored because of outside solutions).
Instead, we have found 4 PI solutions of type A and 5 PI solutions of type B (some NI, PO, and NO have also been identified). The optimal PI cubature that minimizes the error norm E P appears to be of type A. It is presented in Table 3 .
The CPU time spent per solution was t = 15 min.
The new formula reduces the number of knots within the inside solutions from 60 to 56, improves the quality from the worst NO at 57 points to the best PI with 56 knots, and updates the lower boundary limit to N = 56.
Note that beginning from this order, one cannot guarantee that all possible solutions have been recognized. This is because of the rapid increase in the CPU time, t, (up to t = 15 min for P = 17) spent to figure out at least one solution. However, on attacking the system on a computer during significantly long time (T = 7 days in our case), one can say with a great probability (because T ?t) that we have found almost all solutions and chosen among them the nearly optimal set.
C. Order P = 19
For P = 19 the best cubature rules known previously were the NO and PO formulae with 68 [21, 22] and 72 [13] points, respectively. However, they both contain outside knots and should be considered as unapplicable.
Instead, we have found the PI solution with 68 points (Table 4) . This solution has been obtained in t = 5 hours (and no others were found during the whole run of T = 7 days).
The new formula improves the quality from the worst NO to the best PI within 68 points.
D. Order P = 21
For P = 21 the best previous cubature rules were the NO [16] and PO [13] formulae with 85 and 88 points, respectively. Again, they contain outside knots and should be considered as useless.
Instead, we have found the PI solution with 81 points (Table 5 ). This solution has been obtained in t = 5 days. The new formula improves the quality from the NO/PO to PI, and shifts the lower boundary limit from 85 to N = 81 points.
E. Order P = 23
For P = 23 the best cubature rule known previously was the NI formula with 112 points [21] . Instead, we have found the NI solution with 100 points (see Table 6 below). The new formula shifts significantly the lower boundary limit up to 12 points, namely, from 112 to N = 100.
Note that according to Table 1 , we should obtain a solution at P = 23 with even less number N * = 96 of knots. However, hard attacking the corresponding system of nonlinear equations during T = 10 days did not lead to any result. In such a case we were enforced to increase the number of points from N * = 96 to 100 by adding one extra knot square of type A. This results in two extra unknowns, so that two additional nonlinear equations have been appended to the system to make the solution to be unique (otherwise we obtain the infinite number of solutions continuously covering a plane in the multidimensional space). We have attached the two equations corresponding to taking into account the higher order (P =24) monomials x 15 y 9 and x 22 y 2 .
Another trick consists in changing the strategy of generating initial guesses during the MDIIS iterative process. This is caused by the fact that within the usual strategy the CPU time t spent to find at least one solution increases approximately in a factor of 20 with rising P to P + 2. This follows from the previous values of t corresponding to the lower degrees P = 21, 19, 17 and 15 (see above). Extrapolating these values to degree P = 23 yields t = 3 months, i.e., the calculations become exclusively expensive. The change of the strategy at extremely high degrees P 23 is possible since then with rising P to P + 2 the incrementation P = 2>P . Therefore, we should expect a slight modification in the positions of existing Table 6 New formula of degree 23 with 100 points knots during the transform from P to P + 2, whereas the extra knots should appear at smaller and smaller (with further increasing P ) weights. In our case, the 81 knots of the cubature formula of degree P = 21 were chosen as initial approximations to the solution of the cubature formula of degree P = 23 with 100 points. The coordinates of the rest 19 knots were generated at random within the [−1, 1] interval. In such a way, our cubature formula of degree 23 with 100 points has been obtained in t = 10 days.
Conclusion
During the last decade, a stagnation of progress has been observed in the area of building cubature formulas exact for polynomials. In particular, for the case of two-dimensional integration over the square, almost no new theoretical results were obtained, and no new cubature formulas were constructed. This is despite the fact that beginning already from relatively small degree P = 15, all the earlier known cubature rules with the lowest number of knots are useless in practical applications. The reason is that they either produce nodes lying outside the region of integration or/and have the number of knots N exceeding considerably the minimal theoretical limit N min . Even for integrands determined outside of the integration domain, using the outside cubature rules leads to a very poor precision of the calculations.
In the present study we have developed the method of construction of minimal cubature rules with high degrees of exactness and adapted a powerful algorithm for solving the corresponding system of nonlinear polynomial equations. This has allowed us to reach the obvious achievements in two-dimensional integration. Namely, the whole set of new inside cubature formulae of degrees P = 15, 17, 19, 21, and 23 
