Abstract-A new structural approach to shape recognition using attributed string matching with merging is proposed. After illustrating the disadvantages of conventional symbolic string matching using changes, deletions, and insertions, attributed strings are suggested for matching. Each attributed string is an ordered sequence of shape boundary primitives, each representing a basic boundary structural unit, line segment, with two types of numerical attributes, length and direction. A new type of primitive edit operation, called merge, is then introduced, which can be used to combine and then match any number of consecutive boundary primitives in one shape with those in another. The resulting attributed string matching with merging approach is shown useful for recognizing distorted shapes. Experimental results prove the feasibility of the proposed approach for general shape recognition. Some possible extensions of the approach are also included.
crete symbols. No numerical data or attributes are included. For pattern recognition, it has been shown that injection of attributes into symbols for pattern representation makes it easier to handle noise or distortion and so increases recognition rates [17] . It also reduces the resulting number of symbols needed for the representation of each shape boundary and thus increases the speed of string matching [ 11] . Depending on how a shape boundary is segmented, various primitives and attributes have been proposed [9] , [11] , [18] . In this paper, we propose the use of line segments as primitives, and their lengths and directions as attributes. They are simple to extract but are found adequate for shape description and recognition by string matching in this study.
In conventional string matching applications [14] , [16] , [19] , three types of edit operations, namely, changes, insertions, and deletions of symbols, are defined for transforming one string into another. Noise and distortion can be handled to some limit by the use of insertions and deletions of symbols. But they are found inadequate in this study for attributed string matching, as will be shown by examples later in this paper. Therefore, a new edit operation, called merge, is introduced to further reduce the influence of noise and distortion and improve matching accuracy. Besides, it is well known that learning is necessary before recognition can proceed. In other approaches using string matching, the segmentation of reference shape boundaries into primitives in the learning stage should be carefully inspected by human operators to avoid erroneous segmentation results caused by noise or distortion. However, due to the use of simple primitives and attributes and the introduction of merging into matching, learning in the proposed approach is very simple and can be made automatic without human interruption. Actually, learning here is just to segment the shape boundary into primitives, as is performed in the recognition stage.
In the remainder of this paper, after reviewing conventional string matching and pointing out its weakness in Section II, we discuss how to extract useful primitives and attributes for shape boundary representation in Section III. The use of line segments as primitives and their lengths and directions as attributes is also proposed. In Section IV, we discuss attributed string matching without merging. Merge operations and their costs are defined in Section V, and matching with merging is presented in Section VI, followed by discussions on shape recognition using the proposed approach in Section VII and on a solution to the shape orientation problem in Section VIII.
Experimental results and concluding remarks are included in Sections IX and X, respectively.
II. CONVENTIONAL STRING MATCHING Generally speaking, to match a finite string A of symbols with another B means to transform or edit the symbols in A into those in B with a minimum-cost sequence of allowable edit operations. Conventionally, as defined in [12] , [13] , the following three types of edit operations are available for symbol transformations:
1) Change-to replace a symbol a with another b, denoted as a-b.
2) Insert-to insert a symbol a into a string, denoted as X a, where X is a symbol used to denote nothing (called null symbol).
3) Delete-to delete a symbol a from a string, denoted as a --X. An edit sequence is defined to be a sequence of ordered edit operations sl, s2, * * *, sm, where si (i= 1, 2, * * *, m) is any of the above three types of edit operations. Next, let R be an arbitrary nonnegative real cost function which defines a cost R(a --b) for each edit operation a --b. Also, define the cost of an edit sequence S = sl, s2, , sm to be m R(S)= R(si).
Finally, define the edit distance d(A, B) from A to B to be the minimum of the costs of all the edit sequences taking A to B, i.e., d(A, B) = min {R(S) S is an edit sequence taking A to B}. Before the matching algorithm can be described precisely, we need more definitions of notations. Given two strings A and B which include #A and #B symbols (i.e., with string lengths #A and #B), respectively, define A(i) to be the ith symbol in A and A(i:j) to be the substring containing the ith to the jth symbols of A. Also, define A(i), B(j) to be A(i) = AO1: i), B(j) = B(l:j), respectively, and D(i, j) to be D(i, j) = d(A(i), B(j)). Accordingly, D(i, j) means the edit distance or the minimum cost taking the substring A(i) to the substring B(j). The following algorithm is proposed in [12] for computing all the edit distances D(i, j) where 1 < i < #A and 1 S <I#B.
Algorithm 1-StringMatching. The results of matching z with x and matching z withy using Algorithm 1 are shown in Table I and Table 11 Again, the second a and the second c iny are deleted, and the third a and the third c in y are changed to b and d, respectively. Since the edit distance d(x, z) is smaller, the input shape z is recognized as x, which intuitively is correct as can be seen from Fig. 1 . This completes Example 1. Around the boundary of a given shape, the most critical points are those with locally maximum curvatures and so they may be extracted to characterize the shape structure [27] . They often appear on the turning points of corners. Therefore, it is appropriate to connect these points by line segments and accept the resulting polygon as the line approximation of the given shape. However, if the given shape contains at least one curve segment on its boundary with no locally maximum cur- vature (for example, a portion of a circle), then this curve segment will simply be approximated by a line segment connecting its two end points. Therefore, the curvature information existing on the curve segment will be ignored, resulting possibly in less recognition accuracy if this information is important for shape discrimination. In such cases, finer approximation should be made on the curve segments, using more line segments. We will call such refinement curve splitting. Based on the above ideas, a procedure for boundary segmentation and attribute extraction is proposed in Fig. 3 .
The first step is to threshold a shape image into a binary picture. The shape image is taken against a clean background, and so the result of thresholding is a clear black shape with a white background. Next, boundary following [6] is performed to thread the shape boundary points into a sequence of ordered points. The start point of the sequence is found by a raster scan of the picture from top to bottom. The direction of boundary following is counterclockwise. To reduce processing time, only the first of every three points found by boundary following is recorded.
The method we use to compute the curvature at each recorded boundary point is the one proposed in Rosenfeld and Johnston [29] which computes angle cosine values as the equivalents for curvatures. All the points with locally maximum curvatures on the boundary are then found out as segmentation points. When curve segments with no locally maximum curvatures exist on the boundary, no segmentation point can be tound on them and curve splitting should be applied, which is described in the following.
Let P1 and P2 be any two neighboring segmentation points found so far with coordinates (x 1, y 1) and (x2, y2), respectively, and Pm be the middle point on the boundary between P1 and P2, with coordinates (xm, ym). First, compute the distance d from Pm to the cord connecting P1 and P2. When d is large enough (larger than a threshold), Pm is considered to be on a curve segment with fairly large curvature and is accepted as a segmentation point. This refinement is repeated between P1 and Pm and between Pm and P2 again, and so on,
until no further refinement can be made between all point pairs. The final set of ordered segmentation points with an imaginary line segment connecting every two consecutive points is then accepted as the polygon approximation of the given shape. Recall that each imaginary line segment here is regarded as a boundary primitive, as is defined previously.
Finally, we come to the step of attribute extraction. Let P1 and P2 be the two end points of a primitive a; then the length attribute 1 of a is defined as the distance between P1 and P2, and the direction attribute 0 as the angle formed between a and a reference line segment. The reference line segment is selected to be the first primitive in the primitive sequence, connecting the first and the second segimentation points. The angle 0 is measured counterclockwise from the reference primitive.
As an illustration of the previous procedure, let the plier shown in Fig. 4 
IV. ATTRIBUTED STRING MATCHING
The first step before attributed string matching can be performed is to define the cost function for various edit operations. This should be done for attribute transformations instead of for symbol transformations, because all primitives as proposed are of only one type, line segment, and can be represented by a single symbol. Let A and B be two strings of extracted boundary primitives, A(i) and B(j) be two primitives in A and B with attributes (li, 0i) and (1j, Oj), respectively.
Also let IA and lB be the total lengths of all the primitives (i.e., the sum of all primitive length attributes) in A and B, respectively. We define the cost function for a change operation A i) -* B'j) to be R(A(i)-BKj)) = H(0i, j)/l1800 + li/lA -I//lB (#A X #B)112 (1) where the first term in the right-hand side defines the partial cost due to the angle difference H(Oi, Oj) between the two primitives, with 1800 in the denominator as a normalization factor which makes this partial cost to lie between 0 and 1. It is not difficult to figure out that H(0i, Oj) should be defined to length difference. Again, lA and lB are used as normalization factors. The reason to include (#A X #B)"l2 in the second term is explained subsequently. Suppose #A = #B =n now and only change operations are used in matching A with B. Then, each primitive A(i) in A will be transformed, using a change operation, to a primitive B(/) in B, and totally n change operations will be needed. Since the partial cost due to angle difference for each change operation is within 0 and 1, the total partial cost due to angle difference for all n changes will accumulate to be within 0 and n. However, if only |li/lAlIj/lB is employed for calculating the partial cost due to length difference, the total of such cost for n changes will be within 0 and 1, instead of within 0 and n, resulting in an undesirable cost bias for angle difference. Therefore, n should be included in the second term as a magnification factor to make both types of partial costs comparable in magnitude. For the more general case where #A # #B, we can simply replace n with (#A X #B)112. An advantage of the above cost normalization is the independency of shape scaling in the resulting matching. For the costs for insert and delete operations, we can regard a null primitive X as a vector with zero length but with indefinite angle. Therefore, it is reasonable to define the partial cost due to angle difference as a constant which should be determined by specific application requirements. This leads to the following definitions R(A(i) -X) = Kd + (li/lA) X (#A X #B)1"2 (2) for the delete cost and R(X -* B(j)) = Ki + (Ij/iB) X (#A X #B)1/2 (3) for the insert cost, where Kd and Ki are two constants whose values should be assigned between 0 and 1. Using the above cost functions for the three types of edit operations, the conventional string matching algorithm (Algorithm 1) now can be used for shape recognition without any modification. The following is an illustrative example to be compared with Example 1. Example 2-Shape Recognition by Attributed String Matching Without Merging: The reference and the input shapes, as shown in Fig. 5 , are identical to those of Example 1 (Fig. 1 ), but with their boundaries segmented in a different way-in the way as proposed in the last section. We use a single symbol a to represent all primitives, but add numbers to a as postfixes to differentiate them. Accordingly, we have the following string representations for the shapes x = al a2 a3 a4,y = a5 a6 a7a8,z =a9alOall a12.
As an illustration of change cost computation, the value R(al --all) is calculated as follows. First, we have attributes 11 = 2 and 01 = 0°for al, and 111 = 1 and 011 = 1800 for all where we use al, a5, and a9 as the start primitives for angle reference. Next, the total lengths of the strings are lx = 8, ly = 8, and Iz = 6. The number of primitives in each string is four.
Also, we define both Kd and Ki in (2) and (3) After Algorithm 1 is executed for matching z with x, we get the optimal matching as follows which includes neither insertions nor deletions.
x: al a2 a3 a4
z: a9 alO all a12.
The cost of matching or edit distance is 4. Similarly, the optimal matching of z withy is y: a5 a6 a7 a8
z: a9 a all a12.
The edit distance is i1, which is computed as follows. 3. Since 10 is larger than 4, the input z is recognized as x, which is the same result as that of Example 1. This completes Example 2.
As can been seen above, the number of primitives for each shape is reduced to four only. This speeds up matching. Although this improvement is due to the use of longer primitives which result from the introduction of attributes, a certain problem caused by the effect of noise and distortion has yet to be solved before attributed string matching can be really useful for shape recognition. This problem arises when a primitive, supposed to be single, is broken into several shorter ones due to the interference of noise or distortion. The following example illustrates this problem.
Example 3-Problem Encountered in Attributed String Matching Without Merging: Shown in Fig. 6 are three shapes with the first two, x and y, as the references and the third, z, as the input. z actually is identical to x, but because of noise which causes some local curvature maxima to occur on the boundary, the left-hand side of z is segmented into three smaller primitives, a12, a13, and a14, instead of just one. Using the costs defined by (1), (2) , and (3) +R(a4-*al6) V. MERGE OPERATION AND MERGE COST First, we have to define the new attributes of a primitive c which is the result of merging two other primitives a and b.
We will call primitive c the combined primitive from a and b. Let the attributes of a, b, and c be (la, Oa), (lb, Ob), and (Ic, Gc), respectively. We define Ic as lc=la+lb, ') above is, for the case where Qa < Ob and 'Oa -Obh < (4) and (5) above, will be exactly c itself which is the desired result.
The next step is to define the cost for a merge operation. LetA(i -k + l:i) =a(i -k + l)a(i -k + 2) *ai beasequence of primitives on a boundary to be merged, with primitive a as the combined primitive from all the primitives inA(i-k + 1:i0. Let (1j, 0j) and (1, 0) be the attributes associated with any aj (j = i -k + 1, i -k + 2,-, i) and a, respectively. For the merge cost to be defined reasonably, it seems necessary to obey the following criteria.
1) The larger the angle difference between Oj and 0 is, the larger the partial cost due to aj should be.
2) The larger the length lj is, the larger the partial cost due to aj should be.
3) The larger the number of all aj is, the larger the total merge cost should be.
Additionally, to simplify the notations to be used in the merge cost definition and the subsequent matching with merging algorithm, we use Ak0i) to denote the combined primitive a, and further denote the merge operation as A(i -k + 1:i)--Akqi). Note that the k primitives merged are indexed from i -k + 1 to i, instead of from i to i + k -1. For k = 1,Ak(i) = A1Ki) =AKi: =A(i), which is just a single primitive, Ai), itself. Now, by considering Ak(i) as a single primitive, we can accept Ak(i) -BmKi) as a single change operation which is X (Ii/1). (6) Recall that (1, 0) is the attributes of Aki). The term H(G, Gj)/ 180°in (6) above is included to satisfy criterion 1) above, the term I//l to satisfy criterion 2), and the number k at the beginning of the right-hand side of (6) to satisfy criterion 3) above. For k = 1, (6) reduces to R(A(i) -* A(i)) = 0 as it should be because H(0, Oj) = H(Oi, Oi) = 0 now.
VI. ATTRIBUTED STRING MATCHING WITH MERGING
In this section, we discuss how to incorporate merging into conventional string matching, and then propose an algorithm for matching with merging.
Consider a primitive a on a shape boundary in which one picture, due to noise or distortion, is divided into a sequence of shorterprimitivesA(i-k + 1:i) = a(i -k + l)a(i-k + 2) . . with B(1 :j -m). Line 9.4 is used to select the minimum of the values, m3(k, m), which replaces the old m3 value of line 9 of Algorithm 1. In short, the difference between the conventional matching and matching with merging lies in the use of different types of change operations-the conventional one-to-one type or the many-to-many type. The resulting algorithm will be called Algorithm 2. The following is an example continued from Example 3 to illustrate the improvement of recognition after merging is included in attributed string matching. Example 4-Shape Recognition by Attributed StringMatching with Merging: With merge operations allowed, the cost of matching a2 of x in Fig. 6(a) with the combined primitive from a12, a13, and a14 of z in Fig. 6 (c) is R(a2 -+ al2al3a14) = R(a2 --a2) + R(al2al3a14 -e a143) + R(a2 -e a143 ) (7) where a143 with attributes (1143, 0143) is used to represent the combined primitives from a12, a13, and a14. Now, since 012 = 013 = 014 = 270°, repetitive applications of (5) results in 0143 = 2700 as can be easily predicted. So, all H(0, Oj) terms in (6) are zero, and so is R(al2al3a14-*a143). This means that a12, a13, and a14 are merged with no cost. This result is reasonable because they are originally consecutively aligned on a single line segment. Also, 1143 = 112 + 113 + 114 = 2. Thus, (7) reduces to R(a2 --al2al3al4) = R(a2 -al43) = 0. Also,R(al-+all)=R(a3-*al5)=R(a4-.al6)=0. Therefore, it is easy to see that d(x, z) = R(al -al 1) + R(a2 -al2al3al4) + R(a3 -al 5) + R(a4 -al 6) = 0, which is the minimum error. Consequently, the decision now can be reversed, i.e., we decide that z is just a noisy version of x but not y. This completes Example 4.
Example 4 illustrates the merge of several primitives to match with a single primitive. Actually, using points with locally maximum curvatures in boundary segmentation, followed by merging and matching any numbers of consecutive primitives, can be expected to be quite powerful for handling the problems caused by noise and distortion. For example, the shapes shown in Fig. 7(a) and (b) are two distorted versions of a square shape. They still look quite similar on the whole but their detailed boundary primitives are all different both in numbers and in positions. Matching without merging will result in at least two primitives being deleted from the shape of Fig. 7(b) [or equivalently, being inserted into that of Fig. 7(a)] and nine pairs of primitives being matched (by change operations). The total matching cost will be high because of the high length dissimilarity between the primitives in each pair. However, with merging incorporated into matching, the final matching will include just four many-to-many change operations: ala2 alOal lal 2, a3a4a5 al3al4, a6a7 -* ala16 al7,a8a9 -eal8a19a20. Since the primitives on either side of each many-to-many change operation above are quite similar in their directions, merging them into a longer primitive will cost very little. Furthermore, the two longer combined primitives, resulting from merging the primitives on both sides of each change operation above, also look quite similar in their lengths and directions. Therefore, the change costs will also be low. This means that the overall cost for matching Fig. 7 (1)- (3), the term (#Ai X #B)112 is included, and because in (6) , the term k is included, which is the number of merged primitives in a merge operation, also related to the magnitude #Ai or #B. To eliminate this undesired effect, we normalize the value D(#Ai, #B) by the quantity (#Ai X #B)1I2 and define a new between-string similarity measure as follows: S(Ai, B) = 1 -D(#Ai, #B)/(#Ai X #B)1"2. (8) The value of S is between 0 and 1. The larger S is, the more similar the two strings Ai and B are. The reference shape An, to which B should be assigned, VIII. SHAPE ORIENTATION PROBLEM AND A SOLUTION Often encountered in the applications of syntactic or structural pattern recognition is the problem of shape orientation which causes a single shape in different orientations to be represented by different strings. These strings actually are all identical in the noise-free case if each of them is viewed as a loop by tying the last symbol of the string to the first. String matching proposed so far in this paper only compares two strings right from their respective start symbols or primitives. Therefore. the strings of a single shape in two different orientations will not match perfectly even in the noise-free case. The way we solve this problem is to make use of sharp corners on the shape boundary. Sharp corners, with their large curvatures, usually are less affected by noise or distortion than dull ones, i.e., they are more likely to be kept in the given shape. Therefore, in forming a string representation, it is reasonable for us to select as the start primitive the one right at one side of the sharpest corner (with the maximum curvature). In this way, the chance for us to get two identical strings of a single shape in two distinct orientations will be largely increased. Of course, the shape might be severely distorted right at the sharpest corner, resulting in a lower curvature at that corner. In such a case, we may still try the next sharpest corner as the start point, and the chance to get two identical strings may still be high. To be safer, the third sharpest corner of course may still be tried and so on. If two strings are found to match quite well with a very small match cost, then we can simply stop there and use the match cost to compute the final measure of similarity.
IX. EXPERIMENTAL RESULTS
To study the feasibility of the proposed approach to shape recognition, sample shapes from various objects are collected and tested. The procedures for training and for recognition are almost identical except that at the end of recognition, one more step, matching with merging, is performed. Actually, we can say that no particular operation is needed for the learning stage.
For those simple shapes such as squares, triangles, or more generally, polygons, the proposed approach works very well with a nearly 100 percent recognition rate. So, we selected some more complicated shapes with curve boundaries for testing which are three different pliers as shown in Fig. 8 . They are quite similar in shape. The images taken by a video camera for testing are of the size 128 X 128. To improve recognition speed so that more experimental data can be obtained, the number of segmentation points (i.e., the number of primitives) for each shape is limited to be less than or equal to ten. That is, points with smaller curvatures are ignored if segmentation points obtained during the procedure of boundary segmentation are more than ten in number. Three reference shapes of the pliers are first taken and processed to obtain their string representations. Unknown shapes are then input one by one to match with all the three reference shapes. Three similarity measures are computed for each input and a decision is made. According to experimental experience, if a similarity measure is computed to be higher than 95 percent then it is not neces- 1) The limitation of the number of boundary primitives for each shape (ten only) which we impose for the purpose of increasing processing speed.
2) The low image resolution (128 X 128 only) for rather high shape complexity.
3) The rather high shape similarity between the three pliers selected for testing.
4) The use of integers only for numerical computation (to avoid low-speed real-number computation on the microcomputer) which results in poor computation accuracy. 
