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Abstract
Metaheuristics resulting from the hybridization of multi-agent systems with evolutionary com-
puting are eﬃcient in many optimization problems. Evolutionary multi-agent systems (EMAS)
are more similar to biological evolution than classical evolutionary algorithms. However, techno-
logical limitations prevented the use of fully asynchronous agents in previous EMAS implemen-
tations. In this paper we present a new algorithm for agent-based evolutionary computations.
The individuals are represented as fully autonomous and asynchronous agents. Evolutionary
operations are performed continuously and no artiﬁcial generations need to be distinguished.
Our results show that such asynchronous evolutionary operators and the resulting absence of
explicit generations lead to signiﬁcantly better results. An eﬃcient implementation of this al-
gorithm was possible through the use of Erlang technology, which natively supports lightweight
processes and asynchronous communication.
Keywords:
1 Introduction
Diﬀerent evolutionary algorithms use speciﬁc representations, variation operators, and selection
schemes. However, they all employ a similar model of evolution: they work on a number of
data structures (populations) and repeat in cycles (generations) the same process of selecting
parents and producing oﬀspring using variation operators. This simpliﬁed model of evolution
lacks several properties observed in organic evolution, such as: a) dynamically changing envi-
ronmental conditions, b) a dependency on multiple criteria, c) the co-evolution of species, d) the
evolution of the genotype-fenotype mapping, e) the assumption of neither global knowledge nor
generational synchronisation.
Evolutionary Multi-Agent Systems (EMAS). Over the last decade, our group has worked
to overcome these shortcomings by developing the idea of decentralised evolutionary computa-
tions [2] in the form of evolutionary multi-agent systems [5]. EMAS are a hybrid meta-heuristic
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which combines multi-agent systems with evolutionary algorithms. The idea consists in evolving
a population of agents to improve their ability to solve a particular problem.
In a multi-agent system no global knowledge is available to individual agents [9]. Agents
should remain autonomous and no central authority should be needed. Therefore, in evolutionary-
computing system, selective pressure needs to be decentralized, in contrast with traditional evo-
lutionary algorithms. Using agent terminology, we can say that selective pressure is required
to emerge from peer to peer interactions between agents instead of being globally-driven.
Selection in an EMAS is designed so that agents with good behaviour become more likely
to reproduce. What exactly good behaviour means and how it aﬀects the likelihood of repro-
duction depends on the problem being solved and on implementation details. So far, many
variants have been proposed, combining the general idea described above with concepts such
as immunological, elitist or co-evolutionary EMAS (for details refer to [2]).
These systems were applied to diﬀerent problems (global, multi-criteria and multi-modal
optimization in continuous and discrete spaces), and the results clearly showed superior perfor-
mance in comparison to classical approaches (see e.g., [3, 12, 4, 2]).
Agent-oriented systems are asynchronous by nature. During the last years, we made several
approaches to construct eﬃcient software targeted at variants of EMAS and at agent-based
computing in general. There is a number of popular agent-oriented frameworks which oﬀer
asynchronously communicating agents (such as Jadex [13], Jade [1] or MadKit[7]). However,
they all share similar properties, such as heavyweight agents, at least partial FIPA-compliancy
(JADE) or a BDI model (Jadex). It is also common for each agent to be executed as a separate
thread (e.g. in JADE). These traits are indeed appropriate to model ﬂexible, coarse-grained,
open systems. However, evidence suggest they are not best suited for closed systems with rela-
tively homogeneous agents nor for ﬁne-grained concurrency with large numbers of lightweight
agents, which are both common in evolutionary computations [14].
Therefore, we had to construct dedicated tools. We ﬁrst focused on the simulation of
decentralized agent behaviour and prepared several fully synchronous versions which resulted
in the implementation of the AgE platform1. We applied a phase-model of simulation in this
platform, eﬃciently implementing such EMAS aspects as decentralized selection, supporting
the user with diﬀerent component-oriented utilities, increasing reuse possibilities and allowing
ﬂexible conﬁguration of the computing system.
Generation-free EMAS. In this paper, we present a promising new approach to these
kinds of algorithms. We used Erlang lightweight processes to implement a ﬁned grained multi-
agent system. Agents are fully asynchronous and autonomous in fulﬁlling their goals, such as
exchanging resources with others, reproducing or being removed from the system. Agents are
able to coordinate their behaviour with the use of mediating entities called meeting arenas.
This approach brings us closer to the biological origins of evolutionary algorithms by re-
moving artiﬁcial generations imposed by step-based implementations. We show the concept of
generation-oriented and generation-free computing in Fig. 1.
The ﬁrst case (a) shows the classical approach, which consists of transforming a population
of individuals with a stochastic function. This function is usually the composition of some
predeﬁned operators, such as selection, crossover or mutation. The second case (b) illustrates
the EMAS approach (as in AgE), where diﬀerent transformation functions may be applied as
the results of agent actions. This model still assumes the existence of generations, as a result
of a step-based simulation. In fact, both above cases use discrete-time based simulation.
1http://age.agh.edu.pl

















Figure 1: Concept of generation-oriented and generation-free evolutionary computing.
In contrast, the third case (c) is a nearly continuous-time simulation (if we disregard the
nature of the computing machine). In this model, all the agents may initiate actions in any
possible time. The Erlang scheduler makes sure they are given computing resources when they
need them.
Functional Agent Systems. Until now, there was little number of multi-agent systems cre-
ated according to the functional paradigm. The most mature one is eXAT (erlang eXperimental
Agent Tool) [6]. It was presented in 2003 and implemented in Erlang. The goal of this platform,
as stated by its authors, was to test the feasibility of using functional programming languages
as a development tool for FIPA-compliant agents.
An agent in eXAT is an actor-based and independent entity composed of ERES engines
and behaviours. The former are rule processing systems based on the ERES library2. These
engines have rules and knowledge bases and represent the ‘mental state’ of the agent.
Behaviours describe the functionality of the agent as a ﬁnite-state machine. Transitions are
triggered by changes to the facts or by external events in the form of messages. Each transition
represents an action of the agent. The original version of eXAT does not support agent migra-
tions, however there are forks that introduced such functionality [11].
The rest of the paper is structured as follows: In section 2 we describe the design of our
multi-agent system. The main contribution of this paper lies in the fully asynchronous nature
of the simulation, which is achieved through the use of Erlang technology and the concept
of meeting arenas. The eﬃciency of the algorithm is presented and discussed along with the
experimental results in section 3. We conclude the paper by showing possible opportunities for
future work.
2 System Design
The multi-agent system described in this work has been implemented in Erlang, as the lightweight
concurrency provided by Erlang processes is well suited to model both individual agents as whole
populations. As our multi-agent system has a speciﬁc purpose and do not need to communicate
with the outside world, compliance with FIPA standards is not required. Instead, we focus on
the computational model, available parallelism and eﬃciency.
The following part of this section describes the algorithm used in our evolutionary multi-
agent system, the model of agents interactions and three alternative implementations. In con-
trast with eXAT, agents in our system are simpler and tailored for an evolutionary algorithm.
However, our design could also be extended to more complex use cases.
2Seresye is used in newer versions, available at: https://github.com/tenio/seresye.
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Basic algorithm. Every agent is assigned with a real-valued vector representing a potential
solution to the optimisation problem, along with the corresponding ﬁtness.
Emergent selective pressure is achieved by giving agents a single non-renewable resource
called energy [2]. Agents start with an initial amount of energy and meet randomly. If their
energy is below a threshold, they ﬁght by comparing their ﬁtness - better agents take energy
from worse ones. Otherwise, the agents reproduce and yield a new one - the genotype of the
child is derived from its parents using variation operators, it also receives some energy from its
parents. The system is stable as the total energy remains constant, but the number of agents
may vary and adapt to the diﬃculty of the problem.
As in other evolutionary algorithms, agents can be split into separate populations. Such
islands help preserve diversity by introducing allopatric speciation and can also execute in
parallel. Information is exchanged between islands through agent migrations.
Meeting arenas. The remaining important issue is how to eﬃciently design and implement
meetings between agents. The decisions at that stage have an impact on the properties of the
algorithm, on its computational eﬃciency and on its potential for parallelism.
Agents can be put on a lattice so that only agents on the same node meet. However,
depending on the number of nodes and the number of agents, we can be back to the problem
of multiple meetings on a single node.
A general and simple way to perform meetings is to randomly shuﬄe the list of agents and
then process each pair sequentially or in parallel. This approach has several limitations:
• The whole population needs to be gathered in order to shuﬄe agents and group them in
pairs. This is unfortunate in an algorithm which should be decentralized by nature.
• Agents wanting to perform diﬀerent actions (e.g. ﬁght or reproduction) may be grouped
together nevertheless. Therefore, all combinations of possible desired behaviours need to
be handled in every meeting.
In a previous work [10], we proposed to group agents willing to perform similar actions in
separate entities called meeting arenas, following the Mediator design pattern. Agents choose
and join an arena depending on their state (e.g. their amount of energy). Arenas split incoming
agents into groups of some given cardinality and trigger the actual meetings (see Fig. 2). Every
kind of agent behaviour is represented by a separate arena.
Agents MeetingsArena
Figure 2: Meeting arenas allow to group similar agents and coordinate meetings between them.
The dynamics of the multi-agent system are fully deﬁned by two functions. The ﬁrst function
represents agent behaviour and chooses an arena for each agent (mapping step). The second
function represents meeting logic and is applied in every arena (reducing step). This approach
is similar to the MapReduce model and has the advantage of being very ﬂexible, as it can be
implemented in both a centralized and synchronous way or a decentralized and asynchronous
one, as we show further below.
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Sequential implementation. The sequential version of our multi-agent system is imple-
mented as a discrete event simulation. In every step, the behaviour function (see Listing 1)
divides the population into partitions corresponding to available arenas.
1 behaviour (Agent ) when Agent#agent . energy == 0 −> death
2 behaviour (Agent ) when Agent#agent . energy > 10 −> r eproduct ion
3 behaviour (Agent ) −> f i g h t
Listing 1: In every step, agents choose an arena based on their current state
Partitions are further subdivided into pairs and processed by applying a diﬀerent meeting
function, depending on the type of arena (see. Listing 2). Every meeting yields a resulting group
of agents, some of which might have had their state changed (e.g. by transferring energy) or
might have been created (e.g. as a result of reproduction). Finally, some agents may be removed
from the output, as in the death arena. All resulting groups are then merged in order to form
the new population, which is shuﬄed before the next step.
1 meeting ( death , Agents ) −> [ ]
2 meeting ( reproduct ion , Agents ) −>
3 l i s t s : f latmap (
4 fun doReproduce /1 ,
5 inGroupsOf (2 , Agents ) ) ;
6 meeting ( f i gh t , Agents ) −>
7 l i s t s : f latmap (
8 fun doFight /1 ,
9 inGroupsOf (2 , Agents ) ) ;
Listing 2: Arenas process partitions of the population and trigger agent meetings.
Multiple islands can be represented as separate lists of agents, each of which is processed in
turn. Migration is performed at the end of each step by moving some agents between lists.
Hybrid implementation. It is easy to introduce coarse-grained concurrency in the multi-
agent system. In our second implementation, every island is managed by a separate Erlang
process, responsible for executing in a loop the sequential algorithm described above. Islands
communicate through message-passing, no other synchronization is performed.
Agent migration is realized in a diﬀerent way than in the sequential implementation. The
behaviour function from Listing 1 is modiﬁed by adding a migration action which is chosen
with some low probability. A migration arena is also introduced on every island.
The migration arena removes any incoming agent from the population and sends it as a
message to a special migration process. Upon receipt, this process forwards the agent to an
island chosen according to some topology. In every step, the processes responsible for executing
islands empty their mailbox and incorporate the incoming agents into their population.
Concurrent implementation. Finer-grained concurrency can be achieved by modelling ev-
ery agent and every arena as a separate Erlang process which communicates with the outside
world only through message passing. The algorithm becomes fully asynchronous, meaning that
every agent acts at its own pace and there is no population-wide step. Meeting arenas become
especially useful in this implementation, as they greatly simplify communication protocols.
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Every agent joins an arena, chosen as before, by sending it a message containing some of
its state. As soon as enough agents gather in it, the arena triggers a meeting. As a result, new
agents may be created, existing agents may be killed or replied to with a message updating
their state. Upon receiving such an acknowledgement, agents choose an arena again and the
process is repeated.
Islands can be logically deﬁned simply as distinct sets of arenas (Fig. 3), as agents can
only meet with other agents which share the same set of arenas. Therefore, migrating an agent
simply means changing the arenas it meets on. Although we do not examine it in this work,
the model could be extended to have some areas shared by several islands or multiple arenas
of the same kind within a single island.
Fights and reproductions arenas behave just as before. Meeting arenas choose an island
according to some topology, lookup the corresponding arenas and send their addresses back to
the agent. The agent updates the set of arenas available to itself and resumes its behaviour.
As it will now be able to meet with a diﬀerent set of agents, it has indeed migrated.
Figure 3: The structure of the concurrent model - agents meet on arenas within islands, which
are simply distinct sets of arenas. Migrating an agent does not change its location - instead, it
changes the set of arenas the agent communicates with.
3 Methodology and Results
We used our multi-agent system to minimize the Rastrigin function, a common benchmarking
function used to compare evolutionary algorithms. This function is highly multimodal with
many local minima and one global minimum equal 0 at x¯ = 0. We used a problem size (the
dimension of the function) equal to 100, in a domain equal to the hypercube [−50, 50]100. One
particular property of the Rastrigin function is that values lower than 1 correspond to the basin
of attraction of the global optimum.
We ran our simulations on Intel Xeon X5650 nodes provided by the Pl-Grid3 infrastructure
at the ACC Cyfronet AGH4. We used up to 12 cores and 1 GB of memory.
We tested the 3 implementations described in the previous section. The hybrid and concur-
rent models were run on 1,2,4,8 and 12 cores. The sequential version was only run on 2 cores,
as initial experiments did not show signiﬁcant improvements beyond that number (the second
core allowed faster garbage collecting, logging, etc.). Every experiment was repeated 30 times
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The hybrid model does not beneﬁt from a number of cores higher than the number of
islands. As we had 12 cores at our disposal, we used 12 islands in every experiment. Migration
destinations were chosen at random in a fully connected topology.
















































































Figure 4: Best ﬁtness ever over time, depending on the model and the number of cores.
Results. We examined our models under two criteria: how well the algorithm works and how
fast the meeting mechanism is.
We assessed the quality of the algorithm by recording: the ﬁtness of the best solution found
so far at any given time (see Fig. 4) and the ﬁrst time to hit, that is the time needed to reach
the attraction basin of the global solution, i.e. ﬁtness values lower than 1 (see Fig. 5 left).
We estimated the speed of the models by counting the amount of agent meetings performed
in a unit of time. These numbers appeared to be proportionally related across diﬀerent arenas.
Therefore, we only considered the amount of reproductions per second (see Fig. 5 right), which
also gives an indication on the number of ﬁtness function evaluations.
Finally, we checked the scalability of the models by computing the absolute and relative
speedup of both the ﬁrst time to hit and the number of total reproductions (see Fig. 6).
Discussion Of course, the sequential algorithm does not improve when more cores are used.
The hybrid one can, however, be perceived as its simple generalization. In fact, both perform
similarly on a single core, the lack of communication overhead making the sequential version
slightly better. The hybrid version improves when cores are added (Fig. 4).
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Figure 5: First time to hit and number of reproductions per second, depending on the model
and the number of cores (with 95% conﬁdence intervals).































Figure 6: Absolute and relative speedup of each of the models, in terms of ﬁrst time to hit and
number of reproductions per second.










































Figure 7: Best ﬁtness ever over the total number of reproductions. The right image shows a
close-up on the average tails, along with 95% conﬁdence intervals, for 12 cores.
As the number of cores increase, the concurrent version catches up to the hybrid one (Fig.
4). Above 8 cores, there is no statistically signiﬁcant diﬀerence in the ﬁrst time to hit (Fig.
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5 left). Preliminary experiments showed that the concurrent version still improves when the
number of cores is bigger than the number of islands, in contrast to the hybrid one.
The major diﬀerence between the results for both models is the number of reproduction
happening every second (Fig. 5 right). These numbers increase nearly linearly with the increase
of nodes. However, they are smaller in the case of the concurrent version.
In fact, the concurrent version scales nearly linearly, as shown by its speedups in Fig. 6,
while the hybrid version start to saturate at a higher number of cores..
The interpretation of the smaller number of agent reproductions in the concurrent version
can be twofold: on one hand, they may indicate that the concurrent implementation is slow
at processing agent meetings. On the other hand, as the number of reproductions reﬂect the
number of ﬁtness evaluations, less of those are needed in order to reach a similar solution.
The latter becomes all the more evident when plotting the best ﬁtness over the number of
total reproductions instead of over time. Fig. 7 left conﬁrms that the characteristics of each
version is not dependent on the number of cores used. The concurrent version distinguishes itself
by a much lower number of reproductions and therefore less function evaluations, especially in
the later phase of the computation (Fig. 7 right). We conﬁrmed the statistical signiﬁcance of
this diﬀerence using a two-sample Kolmogorov–Smirnov test with p = 0.05.
This diﬀerence in dynamics could be explained in the following way: in the hybrid version,
agents in the population are eﬀectively synchronized, in the sense that all ﬁghts and all re-
productions in a step need to end for any agent to move on. In contrast, in the concurrent
version ﬁghts happen independently of reproduction and the population evolves in a much more
continuous way. Information spreads faster in the population and the solution can be found
with fewer generations.
Therefore, as the concurrent version needs less function evaluation, we conjecture that it
should perform even better compared to the hybrid one when faced with real-life problems,
where the computation of the ﬁtness function itself can take much time.
4 Conclusions
The generation-free evolutionary multi-agent system presented in this paper gives very promis-
ing results in terms of scalability and eﬃciency. Its asynchronous nature allows to express
behaviours more similar to the mechanisms observed in biological evolution, going beyond
the classical generation-based approach. We applied this algorithm to a typical optimization
problem. The results of our experiments indicate that when many agents are involved, this
concurrent model is equally fast but more eﬃcient in terms of function evaluations than the
classical island model. An eﬃcient implementation of this algorithm was possible because of
the features of the Erlang technology, like lightweight processes and fast message passing con-
currency. A further development of this method on modern multi-core supercomputers using
Erlang [8] seems a promising direction of research. In particular, we are currently working on
improving the concurrency of this algorithm even further and testing its scalability on more
cores. Future research could also determine how this algorithm behaves on optimization prob-
lems with computationally-intense ﬁtness functions. Finally, as the competitiveness of this
method is visible when many agents and thus many islands are used, an interesting question is
how the number and connectivity of the islands will aﬀect the eﬃciency of the algorithm.
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