Abstract: Declining inflation persistence has been documented in numerous studies. We show that when time series with changes in persistence are analyzed in a regression framework with other persistent time series like interest rates, spurious regressions are likely to occur. We propose the coefficient of determination R 2 as a simple test statistic to distinguish between spurious and genuine regressions in situations where time series possibly exhibit changes in persistence. We extend the analysis towards fractional (co-)integration as well. To this end, we establish the limit theory for the R 2 statistic and conduct a Monte Carlo study where we investigate its finite-sample properties. The test performs remarkably well in terms of size and power and is robust to level shifts and multiple changes in persistence. Finally, we apply the test to the Fisher equation for the United States. The newly proposed R 2 -based test offers robust evidence favourable to the Fisher hypothesis.
Introduction
Structural breaks in time series models have been studied widely, see Perron (2006) for a comprehensive survey on the recent developments in this field. One type of possible structural change relates to the persistence. A change in persistence in a time series is typically characterized by a change in its order of integration. For instance, a first-order autoregressive (AR) model exhibits a change in persistence if the AR parameter equals unity during the pre-break sample and less than unity (in absolute value) after the breakpoint. In this example, persistence declines as the process switches from I(1) to I(0). 1 The case of so-called stable shifts (i.e. changes in the autoregressive parameters without altering the order of integration) and its consequences for tests against changes in persistence are discussed in Leybourne and Taylor (2004) . Kruse and Sibbertsen (2012) discuss the implications of stable shifts for semi-parametric estimation of the long memory parameter. Another important strand of literature deals with structural breaks in the long memory parameter (as an alternative measure for persistence) in inflation series, see for instance Sibbertsen and Kruse (2009) , Hassler and Meller (2014) and Martins and Rodrigues (2014) . As Perron (2006) points out, changing persistence has been an important feature of economic time series. In particular, inflation rates are typically found to display declines in persistence, see e.g. O'Reilly and Whelan (2005) , Kumar and Okimoto (2007) (for early evidence on fractional integration), Halunga, Osborn, and Sensier (2008) , Noriega and Ramos-Francia (2009) , Kang, Kim, and Morley (2009) , Kejriwal (2009) , Kouretas and Wohar (2012) and Wolters and Tillmann (2015) .
It is a natural approach to investigate the consequences of changing persistence in a regression framework, which has not been conducted yet (at least to our best knowledge). Important regressions involving inflation series are the Fisher equation, Taylor rules and the Phillips curve amongst others. Asymptotic theory is well known and established for the case of stable persistence, but there is a lack of it when it comes to structural changes in the persistence of time series. This paper studies the asymptotic properties of standard regression techniques under changes in persistence. It turns out that the problem of spurious regressions becomes important. Spurious regressions have been considered, since its reappraisal in Granger and Newbold (1974) , as a pervasive problem in time series econometrics. It occurs when "[...] a pair of independent series, but with strong temporal properties, is found apparently related according to standard inference [...] .
2 " The theoretical framework provided by Phillips (1986) explained the phenomenon using non-standard asymptotics. Spurious regression may indeed occur under a wide array of data generating processes, whether these are stationary or not: driftless unit roots Phillips (1986) , higher-order integrated processes Marmol (1995 Marmol ( , 1996 , unit root with drifts Entorf (1997) , stationary processes Granger, Hyung, and Jeon (2001) , long memory processes, stationary or not Marmol (1998) , Tsay and Chung (2000) , trend stationary processes, with and without breaks and combinations thereof. 3 The case of logarithmic spurious regression is treated in de Jong (2003) . Ferson, Sarkissian, and Simin (2003) discuss the importance of spurious regressions in the financial literature on stock return prediction.
Our large-sample results show that the estimation of regression models can lead to spurious inference when at least one of the variables possesses a change in persistence. Indeed, the t-ratios associated to the estimates diverge, whether the variables are truly linearly related or not; such a result is quite intuitive. Nevertheless, our results also provide a clear suggestion for testing whether the relationship is spurious or meaningful. This paper proposes the coefficient of determination R 2 as a test statistic. It is shown that the R 2 exhibits a non-standard limit distribution depending on the location of breakpoints when no relation between the variables exists. Under the alternative hypothesis of a meaningful linear relationship, the R 2 converges to unity. Critical values of the R 2 statistic are obtained via simulations and estimated response curves (in dependence of the unknown break location) are provided. Empirical size and power properties of the test are investigated in a Monte Carlo study. It appears that the test performs well under a relatively vast array of alternative DGPs and situations. Under fractional integration, the original test behaves adversely, so that we propose a solution based on fractional differencing to recover the case of integer integration in the spirit of Maynard, Smallwood, and Wohar (2013) . As simulations suggest, the approach works satisfactorily in finite samples.
As an empirical application, we study the Fisher equation for the United States. When applying the R 2 test we find robust evidence for the empirical validity of the Fisher effect. Our approach is related to many previous studies in this field. Most of them consider unit root tests [see Haldrup et al. (2013) for a recent overview], cointegration techniques and structural breaks. Our study complements the literature by considering the consequences of changing inflation persistence for testing the Fisher effect as a novelty. Importantly, we propose a simple OLS regression-based test for the Fisher hypothesis which is a long standing issue in monetary economics. In direct connection, the persistence properties of inflation and nominal (and real) interest rates are analyzed. An important early contribution is Barsky (1987) , who studies the effect of changing inflation persistence in relation to the Fisher hypothesis and forecastability of inflation. 4 Koustas and Serletis (1999) apply unit root and stationarity tests to inflation and interest rates and test for cointegration amongst these variables in order to test for the Fisherian link. Rapach and Weber (2004) re-examine and extend a study by Rose (1988) by using advanced unit root and cointegration techniques. Lanne (2006) suggests a nonlinear bivariate mixture autoregressive model for interest rates and inflation. A nonlinear cointegration approach is taken by Christopoulos and León-Ledesma (2007) . Panel cointegration methods for testing the Fisher hypothesis are proposed in Westerlund (2008) . Recently, Tsong and Lee (2013) apply quantile cointegration methods. Jensen (2009) investigates the consequences of fractionally integrated processes for tests of the Fisher hypothesis. Structural breaks in deterministic terms (i.e. intercept and trend) in relation to the Fisher effect are studied in Malliaropulos (2000) , Rapach and Wohar (2005) , Lai (2008) and Haug, Beyer, and Dewald (2011) . A Markov switching analysis of the US real interest rate has been put forward by Garcia and Perron (1996) . These studies underline the general importance of integration orders and structural breaks when testing the Fisher hypothesis.
The remaining body of the paper is organized as follows. Section 2 presents the setup and the asymptotic results. In Section 3, the Monte Carlo simulation study is described and results are presented. An empirical application to US inflation and interest rates is given in Section 4. Finally, conclusions are drawn in Section 5. Proofs and estimated response curves for critical values are provided in the Appendix.
Setup and asymptotic results
First, we consider processes with integer integration in subsection 2.1, while the following subsection 2.2 covers the fractionally integrated cases.
Integer order of integration
We reconsider the problem of spurious regressions in a bivariate setup in which variables (y t and x t ) are allowed to exhibit a single structural break in their order of integration. The focus lies on the estimation of the bivariate regression y t+1 = α + βx t + u t+1 to illustrate the problem and the suggested testing procedure. Clearly, the methodology can be extended to multiple regressors without further complications. We study the asymptotic behaviour of OLS estimation and inference under a variety of possible situations. We analyze several relevant data-generating processes (DGPs), see Table 1 . By I(1/0, λ), we denote a variable that exhibits a decline in persistence at some breakpoint λ with λ ∈(0, 1). A precise formalization is given in equations (1) and (2) below. In the following, we introduce several DGPs. DGPs M1-M4′ deal with unrelated series having either constant or changing persistence and which fall into the classic dichotomy of I(1) and I(0) processes. DGPs M9 and M10 cover the cases of cointegration with and without breaks in persistence.
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For M1, both y t and x t are independent I(1) processes. These DGPs are corresponding to Phillip's (1986) theoretical setting and the asymptotics are well known (they lead to non-sense inference); this case is used as a benchmark. In M2, y t exhibits a reduction in persistence from I(1) to I(0) at [λ y T] ([c] denotes the nearest integer of c), while x t is I(1) throughout the sample; y t and x t are independent of each other. M3 is similar to Turning to the DGPs where spurious regressions do not occur, we first consider M9: Both y t and x t are constant I(1) processes and they are cointegrated throughout the sample. This is a standard case studied intensively in the related literature. M10 generalizes M9 in the sense that y t and x t exhibit declines in persistence at the same point in time, but not necessarily to the same level of persistence, i.e. autoregressive parameters are allowed to differ after the breakpoint. They are cointegrated in the first sub-sample and linearly related in the second part.
In particular, we consider the following specification in case M4′: 
where, , avoid creating an artificial level break in the series, see Kejriwal and Perron (2012) and also Kejriwal, Perron, and Zhou (2013) . In the pre-break sample (t = 1, 2, …, [λT]), the series are I(1) and changing to I(0) thereafter. When the variables are related (cases M9 and M10), the considered DGP of y t+1 is given by 
The variable x t has either constant persistence or it has a change in persistence as explained above. As with the properties of ε y,t and ε x,t , we assume that these processes are weakly stationary, independent of each other and satisfy Phillips' (1986, 313 ) Assumption 1, which we reproduce here for convenience: Let
be a sequence of random 2-vectors defined in a probability space {Ω, ℬ, P}. Let also
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. Case M9 is a special case of M10 with λ x = 1. 7. Case M10: 
) in cases M9 and M10.
Proof: Case M1 is readily available in Phillips (1986) . For cases M2-M4′ and M9, and M10, see the Appendix.
From Theorem 1, it is clear that the R 2 can be used to differentiate non-sense regressions from meaningful regressions. When there is a true linear relationship between the variables, the R 2 tends to 1 whilst, in any other case, it has a limit distribution according to Theorem 1.
9 Moreover, the case-specific asymptotic distribution of the R 2 has no nuisance parameter except for the relative breakpoint λ. The limit distribution also depends on whether both series (or just a single one) exhibits a change in persistence. Note that λ does not explicitly appear in the expressions of Theorem 1, but rather as the upper limit in the stochastic integrals that compose S x , S y , S xx , S yy , and S xy whenever there is a change in persistence. This suggests that we can build a 8 Items 7 and 9 are presented in Lemma 2. 9 In an unreported result, it is shown that the t-statistics for both independent and cointegrated cases diverge, as could be expected from previous results in the literature. We also studied the case in which y t+1 ~ I(1/0, λ) and x t ~ I(1/0, λ) cointegrate in the first part of the sample but are independent in the second part. In that case, the estimates of α and β do not converge to their true value (when the variables cointegrate) and the t-ratios also diverge. test statistic and obtain critical values that depend on the location of the change in persistence. It shall be noted that the computation of the test statistic R 2 does not depend on the location of the breakpoint. Asymptotic critical values for the R 2 statistic (at usual nominal significance levels) are simulated with 20,000 replications and T = 1000 for different cases. For case M1 without breaks, the critical values are 0.601, 0.694 and 0.827 for the nominal significance levels of 10, 5 and 1%, respectively. For the cases M2 (M3 is similar to M2) and M4, we provide estimated polynomial response curves of the type c 1−α,λ = a 0 + a 1 λ + a 2 λ 2 + … + u. Details are reported in Table 11 in the Appendix.
10 It can be seen that for a given case, critical values for a fixed significance level have a non-monotonic relationship with the breakpoint. In addition, critical values for M2 and M3 are nearly identical as to be expected from Theorem 1. Lastly, critical values are larger when both series exhibit a structural break, i.e. critical values for M4 are larger than those for M2 and M3. The situation of an unknown breakpoint is investigated in Section 3.
We now turn to the situation where the variables y t+1 and x t are linearly correlated (and therefore nor independent neither cointegrated). 
These cases mimic and extend the framework of Hassler (1998) , where a relevant I(1) variable is omitted in the specification. This omission provokes the series x t and y t to be correlated, but not cointegrated. The properties of the omitted I(1) series are thus transferred to the innovations (using Hassler' framework allow us to hold Assumption 1). The situation we consider is similar to the one in Hassler (1998) with the major difference that we also consider breaks in persistence. His results show that the R 2 does not converge to unity any longer. This implies non-consistency of the R 2 as a test statistic. Moreover, he shows that the limiting distribution contains nuisance parameters. We prove that this remains true when there are changes in persistence. As a consequence, the power of the test against this alternative will depend on the value of such nuisance parameters. In general, the stronger the correlation, the higher will the power be. Under zero correlation, the test is expected to control size. It should therefore be clearly stated that the consistency of the test hinges on the correct specification of the relationship (irrespective of the correlation between the innovations). Lemma 1 is extended in Lemma 2 for the cases M9 and M10 by allowing for correlation between the x t and y t+1 (denoted cases M9′ -when there is no change in persistence and the variables are I(1) -and M10′ -when there is a change in persistence). We present the extended results based on Lemma 2 together with the asymptotic behaviour of the R 2 statistic in the following Corollary 2. (2), and (4), respectively, with λ x ∈(0, 1).
Lemma 2 Let Assumption 1 hold, x t and y t+1 be generated as in equations

Then, as T→ ∞ , we have the following results:
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Fractional order of integration
When the series exhibit long memory behavior, the usefulness of the R 2 test to discriminate between a real linear relationship and a spurious one is not entirely straightforward: it depends on whether the series are stationary or not, and on the values of their long memory indexes. We provide such asymptotic results. It turns out that the test cannot be used directly without any modification for long memory series. We thus propose a modification which recovers the existing asymptotic results in Theorem 1. As an implication, we overcome the dependency on the long memory indexes and can use the same critical values as for the case of integer integration. Before we present the modified version of the test, we illustrate the problems when using the test directly by providing further asymptotic results. We closely follow Tsay and Chung's (2000) notation (TC2000 hereinafter). Table 2 is an extension of Table 1 and provides the new DGPs.
Regarding M5, y t and x t are independent fractionally integrated I(d) processes. The order of fractional integration is the same, while the opposite is true in M5′. In addition, we consider analogous situations in M6-M8 where the series exhibit a change from non-stationary long memory to short memory.
12 DGPs M6-M8 deal with unrelated series having either constant or changing persistence and which are fractionally integrated. The notation I(d/0, λ) refers to a time series generated by a fractionally integrated process with long memory index d until the breakpoint, and short memory I(0) thereafter. In M11 and M12, versions of M9 and M10 with fractional cointegration are considered.
Let us first define precisely the DGPs. To keep the notation simple, we maintain ε y,t and ε x,t as the innovations of y t and x t , respectively. Note however that these two variables are now fractionally integrated and are built upon e y,t and e x,t , which must satisfy TC2000 (159)' Assumption 1. The latter states that the noises are iid with zero mean, independent of each other, and satisfy the moment conditions, 
, ,
, .
Since y (a) When the variables y t+1 and x t are stationary, fractionally integrated and linearly related to each other: x t is fractionally integrated of order d x and is generated as in equation (6); y t+1 is generated as in equation (3), so its order of integration is also d x . Nonetheless, the innovations in (3), ε y,t+1 , are now fractionally integrated d y . We set d x > d y so the variables can be fractionally cointegrated. (b) When the variables y t+1 and x t are non-stationary, fractionally integrated and linearly related to each other: ε x,t ~ I(d x ), so, if x t is generated as in equation (8), its order of integration is 1 + d x where −1/2 < d x < 0. For y t+1 to be fractionally cointegrated to x t , its order of integration must also be y t+1 ~ I(1 + d x ). y t+1 is generated as in equation (3) and we set its innovations to be fractionally integrated of order d y . For the series to be fractionally cointegrated, we set 0 < d y < 1/2.
The asymptotics for cases M5 (and M5′) can be readily found in TC2000. For convenience, we reproduce their results in the next Theorem.
Theorem 2 Suppose that Assumption 1 in TC2000 (158) holds and x t and y t+1 are generated as: (i) equations (6) and (5) 
B s B s ds B s ds B s ds B s ds B s ds
fractional Brownian Motions, as defined in TC2000 (160).
14 Note that there are no deterministic components included in the DGPs, for simplicity, and as we follow TC2000 closely.
Proof: These results appear in Theorems 1 and 2 in TC2000 (162-163 and 165-166).
The asymptotics for case M11 are also different depending on whether the variables are stationary or not.
The following Theorem provides the asymptotics for the R 2 when the variables are fractionally cointegrated, whether they are stationary or not:
15 Theorem 3 Suppose that x t is generated as in equation (6) 
( 1 2 ) 2 1 ( ) 0 1/2 1/2 0, . It should now be clear that the R 2 test does not always work properly under long memory: on the one hand, when the fractionally integrated variables are stationary, the R 2 testing procedure collapses under the null, and has no power under the alternative; it actually measures the proportion of explained variance of the regression, as the R 2 is originally conceived. On the other hand, when the variables are non-stationary and fractionally integrated, our R 2 testing procedure still works, but the limit distribution under the null depends on the long memory indexes d x and d y . Moreover, under the alternative the R 2 still converges to 1, but the convergence rate depends on d x , and it could be indeed really slow: it can be close to
Despite the above mentioned problems, there is an alternative approach that would allow the practitioner to use our testing procedure when the variables are fractionally integrated. Our approach is to recover existing asymptotics in Theorem 1 by fractional differencing and fractional integration. A similar approach is taken in Maynard, Smallwood, and Wohar (2013) . These authors also deal with a predictive regression similar to our equation (3). The main difference between their approach and ours is that we recover asymptotic results based on I(1) processes (as suggested by our Theorem 1), while Maynard, Smallwood, and Wohar (2013) use fractional differencing to achieve the I(0) property asymptotically. Maynard, Smallwood and Wohar show that their test statistics follow standard distributions (e.g. standard Normal). One main advantage is that the asymptotic distribution remains the same. 16 As can be seen from Theorem 2, the distribution is different and additionally depends on d x and d y when no such fractional differencing and fractional integration would be applied. In contrast, the following data transformations allows to make use of the existing asymptotic results and critical values.
The case in which d y and d x are known is very simple as for instance x t ~ I(d x ) and thus (1 ) (0)
Let us consider the case of unknown fractional integration orders in the following. To this end, let z t = y t or z t = x t be fractionally integrated with innovations υ t (assuming initialization at t = 0), see Shimotsu (2006) :
15 In Theorem 3, we implicitly assume that, when x t and y t+1 are fractionally cointegrated, the linear combination is stationary and fractionally integrated (the exact persistence is 0 < d y < d x with −0.5 < d x < 0, in the stationary case, and 0 < d y < 0.5 in the non-stationary one). In other words, the linear combination has an order of integration that ensures stationarity, but remains a long memory process. The case d y = 0 has not been considered so far. By extending TC2000's setting, it is possible to consider it: whether y t+1 and x t are stationary or not, the linear combination becomes I(0). This special case is covered by Theorem 3; we just need to know that 16 In Section 2.1, we studied the cases where the variables are correlated but not cointegrated. We do not present an analogous extension for the fractional integration cases because our fractional integration strategy would also apply in the correlated-variables scenario.
where υ t is a covariance-stationary process with bounded spectral density. At frequency zero, the spectral density is bounded away from zero. [ ] 1
(1 )
.
(1 ) ( 1) ( ).
This term can be decomposed as
( ) , For the cases M6-M8, we modify the foregoing procedure slightly. The series under consideration are fractionally integrated using observations from the first sub-sample in order to generate a series with a switch from I(1) to I(0). In particular, we split the sample in two parts consisting of observations at time t = 1, …, [λT] (for the first sub-sample) and t =[λT] + 1, …, T (for the second sub-sample). The suggested procedure (for the full sample) is then applied for each sub-sample so that the observations in the first part are transformed to I(1), while an I(0) series is generated from the observations included in the second sub-sample. Analogous to the DGPs for the integer case, the post-break sample is initialized at the last observation from the pre-break sample, i.e. t = [λT] . In case of an unknown breakpoint, the LTK estimator can be used as demonstrated in Sibbertsen and Kruse (2009) , see also Section 3.
Monte Carlo study
Our Monte Carlo study investigates the empirical size and power properties of the R 2 statistic under a variety of conditions.
Empirical size
We consider the following DGPs under the null of a spurious relationship between y t and x t , c.f. Table 1 . The following simple model is used for the data-generation in case M1: y t = y t−1 + e t and x t = x t−1 + ν t . The innovations e t and ν t are drawn from a bivariate standard Normal distribution with a diagonal covariance matrix. In case M2 we have: y t = y t−1 + e t for t = 1, 2, …, [λT], and y t = y [λT] + ρ y (y t−1 − y [λT] ) + e t and ρ ∈ {0.3, 0.5, 0.7}; x t as before. The choice of ρ corresponds to a strong, medium and mild reduction in persistence. The case M3 is analogous. In case M4, both series have a change in persistence at [λT] . For simplicity, the autoregressive parameters of y t and x t are the same. case M5 is specified as follows: (1 ) ,
.6,0.75, 0.9}. The same values of d y and d x are used when there is a change from non-stationary long memory to short memory (M6-M8) . 17 The number of replications equals 5000 for each single experiment. We consider three different sample sizes: T ∈ {100, 300, 500} which resemble situations where either quarterly or monthly recorded macroeconomic or financial data is analyzed.
The R 2 statistic is directly computed from the OLS regression y t+1 = α + βx t + u t+1 . The breakpoints are located either in the beginning, in the middle or at the end of the sample, i.e. λ y , λ x ∈ {0.3, 0.5, 0.7}. The location of the breakpoints is treated as unknown and thus estimated from the data. For this purpose, we compare the experimental performance of three different breakpoint estimators which have been suggested in the related literature on changes in persistence, see Busetti and Taylor (2004) and Leybourne, Kim, and Taylor (2007a) . In particular, these estimators are given by, defined for a reversed time series r t = y T−t+1 or r t = x T−t+1 , see Hassler and Scheithauer (2011) . The criterion functions are maximized (or minimized) over the interval τ ∈[0.2, 0.8] which is a common choice in practice.
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In Table 3 , the empirical size is reported for the data-generating processes M1-M4 for the sample size of T = 300.
19 It appears that the R 2 test statistic performs satisfactorily in finite samples. We observe that the empirical significance level is in most cases close to the desired one of 5%. Some size distortions occur when the KBA estimator for the breakpoint is used for M2 and M3. Using the LTK estimator leads to a more accurate size performance of the test and is therefore recommended for M2 and M3. For M4, both breakpoint estimators lead to some downward size distortions in similar magnitude for early breaks. Otherwise, the KBA estimator leads to a better size performance. Therefore, the KBA estimator is recommended for M4. Testing under M1 does not require breakpoint estimation. The test performs also well in this case. Using the true breakpoint instead of an estimated one leads to a better size performance of the test, however, such a setup does not represent typical empirical situations.
17 The case of spurious regressions with fractionally integrated time series has been investigated, amongst others, by Marmol (1995) , Marmol (1998) , and Tsay and Chung (2000) . These studies, however, do not consider structural changes in the long memory parameter. 18 Results for the BT estimator are omitted but available upon request. The reason for omission is its relatively poor performance. 19 Results for other sample sizes are not reported to save space. Full results are available from the authors upon request. There is a general tendency that the performance of the test improves as the sample size increases (as to be expected). But even for T = 100, the test performs satisfactorily.
Inspired by the related empirical literature on the Fisher effect, we investigate the role of level shifts for the R 2 test. We study the case of level shifts as an alternative to changes in persistence. Thereby, we are able to analyze the robustness of the test. Two possibilities are considered: (1) one of the series exhibits a structural change in the intercept or (2) the intercept α in the relation between y t+1 and x t is subject to a shift from α to : α α + where DU t denotes the shift dummy, i.e. DU t = 1(t ≥[λT]). The size of the level shift in the first case is set equal to one standard deviation of the series. In the second case, we consider shifts from α = 1 (as before) to 5. α α + = The first case is considered under the null hypothesis, while the second case is relevant under the alternative hypothesis as it builds on a genuine relation between the variables. Size results for the first case are reported in Table 4 . Power results for the second case are located in the next subsection, see the lower panel of Table 7 . The size results indicate that the R 2 test statistic is robust against intercept shifts in the series. This simulation result is in line with our Theorem 1 as a structural change in the deterministic term does not alter the integration order of the series. Apparently, the KBA estimator leads to a slightly better size performance than the LTK estimator.
Another issue of practical importance is the possibility of multiple changes in persistence. Even though a single break is found in most empirical studies (our own empirical application demonstrates the relevance of a single break), one shall not rule out that two or more breaks exist a priori. It is therefore interesting to study the empirical properties of the R 2 test when either y t or x t (or even both of them) exhibits two structural changes in persistence. To this end, we consider changes from I(1) to I(0) at [0.3T] and a second change back to I(1) at [0.7T]. The persistence in the middle regime is measured by the autoregressive coefficient ρ which takes the values 0.3, 0.5 and 0.7 as before. When both series are subject to two breaks we assume for simplicity The nominal significance level equals five percent. DGP M1 has constant I(1) processes, DGPs M2 and M3 are characterized by structural changes from I(1) to I(0) in y t or x t , respectively, while in DGP M4 both series are subject to such a structural change. that the breaks take place at the same points in time. 20 The simulation results are reported in Table 5 . When there are two breaks in the dependent variable y t , the test remains correctly sized when using the KBA estimator. 21 Slight upward distortions occur when the LTK estimator is applied instead. The test is conservative when both series exhibit two changes in persistence. There are actually no visible differences between the estimators. As a summary, the test has no tendency to over-reject the null hypothesis of a spurious regression in favor of the alternative when the number of breaks is actually higher than assumed (two instead of one). The effect of the partly conservative behaviour on the power is investigated in the next subsection.
We now turn to the results for fractionally integrated processes. The reported results are based on the fractional integration procedure described in Section 2. The unknown long memory parameter d is estimated via standard semi-parametric local Whittle with a bandwidth choice of [T 0.7 ]. Size results are reported in the left panel of Table 8 (DGPs M5-M8). The size results show that the test is performing well overall with a tendency to be somewhat conservative, see for instance M5. As expected, cases M6 and M7 yield very similar results. Moreover, as seen already before in Table 3 , the tests reject less often when both series are subject to a structural change (M8). The KBA estimator leads a somewhat better performance in terms of size.
Empirical power
The next step of our analysis deals with the empirical power of the R 2 test statistic. Under the alternative, y t and x t are linearly related to each other and we consider DGP M9 (constant persistence and cointegration) and M10 (reduction in persistence at the same point in time; cointegrated in the first part of the sample and Table 6 : Power results for sample sizes T = {100, 300, 500}.
DGP M10
T = 100 T = 300 T = 500 The nominal significance level equals five percent. [λT] ) + ν t . Again, ρ ∈ {0.3, 0.5, 0.7} and λ ∈ {0.3, 0.5, 0.7}. We set α = β = 1. Results are reported in Table 6 . The results reveal that the power in finite samples is satisfying in most situations. As expected, the power increases as the sample gets larger. The breakpoint influences the empirical power, which is not surprising as the critical values depend on the breakpoint (DGP M10). The later the break is located in the sample, the easier the detection of a meaningful relationship amongst the variables is. It turns out that it is difficult for the test to detect the alternative when the sample size is rather small, i.e. T = 100, and when the break occurs early in the sample. For larger sample sizes, this tendency persists although the test has much better power. The persistence parameter ρ only plays a minor role in general, while higher power is found for early breaks when ρ is relatively large. There are only minor differences between the breakpoint estimators. In case of constant persistence (DGP M9), we find that power is generally higher than for changing persistence.
Simulation results for the case of (i) multiple changes in persistence and (ii) level shifts in the relation of y t and x t are reported in Table 7 . Regarding (i), the series y t and x t are first cointegrated (up to observation [0.3T]), then stationary and related (between [0.3T] + 1 and [0.7T]) and then cointegrated again. The The nominal significance level equals five percent. DGP M5 has constant I(d) processes, DGPs M6 and M7 are characterized by structural changes from I(d) to I(0) in y t or x t , respectively, while in DGP M8 both series are subject to such a structural change. Power is studied for M11 (fractional cointegration without breaks) and M12 (fractional coin tegration with breaks). simulation results suggest that the power of the test is relatively high and nearly unaffected by the persistence in the middle regime. When it comes to level shifts, it can be seen that the test is still powerful albeit the power is higher in the case without shifts. In contrast to our main power results, the location of the level shifts does not play a role as to be expected. As a conclusion, the R 2 statistic is able to detect genuine regressions also when multiple changes in persistence occur and when the type of structural change is not related to persistence but to the intercept.
Next, we discuss the power results for the fractional case. Results are reported in the right panel of Table 8 . Clearly, the power is lower than for the integer integration case (c.f. Table 6 ) which is due to a lower break size. Moreover, we can observe that (for a fixed breakpoint) power increases with d as expected. Similar to the previous results, we see again the tendency that power increases as the break occurs later in the sample. In case M11, 22 we see that there is almost no power loss in comparison to the integer integration case, c.f. lower panel of Table 6 .
Finally, we study the case of correlated but not cointegrated variables according to our previous analysis in Lemma 2 and Corollary 2. The underlying DGP is y t+1 = α + β 1 x t + β 2 ξ t + ε y,t+1 with α = 1, β 1 = {0, 0.25, 1, 2} and β 2 = 1. Simulation results are reported in Table 9 . The implied approximate correlation varies with β 1 and is reported in the last column of Table 9 . We cover the range from zero correlation to relatively high correlation. For β 1 = 0, we re-consider size experiments, while for β 1 > 0 we study the power. The results suggest the test is undersized under fractional integration, while it has better properties for the case of integer integration. With increasing sample size, results improve. Low correlation is difficult to detect as the low rejection frequencies indicate. For increasing strength of correlation (and also partly with the sample size), the test gains noticeable power. However, the test is not consistent in the sense that the rejection probability does not approach unity as the sample size diverges to infinity. But, the test is still capable of detecting correlated, but not cointegrated variables to a certain extent.
US inflation and interest rates
"The long-run Fisherian theory of interest states that a permanent shock to inflation will cause an equal change in the nominal interest rate so that the real interest rate is not affected by monetary shocks in the long Table 9 : Size and power results with correlated series via an omitted variable for sample sizes T = {100, 300, 500}. The nominal significance level equals five percent.
run,..., If the nominal interest rate and the inflation rate are each integrated of order one, denoted I(1), then the two variables should cointegrate with a slope coefficient of unity so that the real interest rate is covariance stationary" (Haug, Beyer, and Dewald 2011, 1) . As can be deduced from this paragraph, cointegration seems to be a natural testing strategy to verify empirically the validity of the Fisher hypothesis, or the Fisher effect. Following the same lines, Phillips (2005) argues that this effect corresponds to the hypothesis that the real rate of interest is stationary. Furthermore, when the econometric analysis is carried out using expected inflation (as opposed to observed inflation), this effect implies that "the ex ante real rate of interest is stationary, so that, under rational expectations and stationary forecast errors for inflation, the Fisher effect implies a stationary ex post real rate of interest" (Phillips 2005, 132) .
We collect data on short-term interest rates i t and inflation π t for the US to verify the Fisher hypothesis. Inflation is calculated from the Consumer Price Index of All Urban Consumers (CPI) using the formula 400 ×(CPI t − CPI t−1 )/CPI t−1 .
23 The 3-months Treasury Bill rate is obtained from the Federal Reserve Bank of St. Louis. 24 The sample period is from 1978:Q1 to 2012:Q4 yielding T = 140 observations. We infer whether there have been any changes in persistence in the individual series using the approach of Leybourne, Kim, and Taylor (2007a) (LKT in what follows), which allows for multiples changes in persistence, and is robust to changes in the level of the variables. As a brief summary of the following results, we find that a significant reduction in persistence for inflation, but not for the US interest rate. We apply the so-called M statistic, proposed by LKT, which allows to test for multiple changes in the order of integration of a time series. As discussed in Noriega and Ramos-Francia (2009) , tests for a unit root, as the augmented Dickey-Fuller (ADF) test, will not be consistent against processes which display changes in persistence, when applied to persistence change series, since the I(1) part will dominate asymptotically. This argument also applies to tests for a single change in persistence, as those of Kim (2000) and Harvey, Leybourne, and Taylor (2006) when there are multiple changes in persistence. Additionally, the LKT test allows consistent estimation of the break dates. We start by briefly presenting the basics of the LKT procedure, and after that we report the corresponding empirical results. 25 The M statistic is based on doubly-recursive sequences of DF-GLS type unit root statistics:
with corresponding estimators
for τ ∈(λ, 1), and λ ∈(0, 1), where DF G (λ, τ) is the DF-GLS statistic using the sample observations between [λT] and [τT] . As in LKT, we use τ = 0.20. For determining the value of k, we use the BIC for choosing the appropriate lag length for values of k between 0 and 12, for every sample or sub-sample regression computed.
Following Noriega, Capistrán, and Ramos-Francia (2012) , we test the null, H 0 : the series is I(1) throughout, against the alternative, H 1 : the series undergoes one or more regime shifts between I(1) and I(0) behavior. That is, under the alternative, the variable under study (inflation or the interest rate) is subject to m ≥ 1 unknown persistence changes, giving rise to m + 1 segments with change point fractions given by τ 1 < τ 2 < …τ m−1 < τ m . Application of the M test yields the start and end points of the first I(0) regime over the whole sample. The presence of any further I(0) regimes can be detected sequentially by applying the M statistic to each of the resulting subintervals [ 0, ] λ and [ , 1]. τ Hence, the procedure partitions the data into separate I(0) and I(1) regimes.
The M test statistic for the interest rate and the inflation rate equals −3.18 and −7.97, respectively. The former is not significant at conventional levels (the critical value at the nominal ten percent level of significance equals −3.67), while the latter one is significant even at the one percent level (critical value equals −4.61). We find that the interest rate can be characterized by an I(1) process over the whole sample period. Inflation undergoes a structural change from non-stationarity to stationarity in 1982:Q1 (similar break dates have been found in the related literature).
Next, we apply the R 2 test which is based on the OLS regression , 1,
The coefficient of determination equals 0.3902. As there is strong evidence that inflation exhibits a change in persistence, while the short-term interest rate is constantly I(1), the relevant hypothesis to be tested is case M3. Regarding breakpoint estimation for the inflation series, we can either rely on the result of the M test Table 10 .
We observe that the R 2 statistic is significant at the 5% level irrespective of the particular breakpoint estimator in use. For the LKT and LTK estimators, the statistic is also significant at the one percent level, while the test decision is borderline, but reversed when the KBA estimator is used for determining the critical values. Our simulation results suggest that in case of an early break, the LTK estimator has some advantages over the KBA estimator. The empirical results provide evidence against case M3, and are supportive for the Fisher hypothesis as they suggest the existence of a genuine relationship between interest rates and inflation. 26 We proceed by using the extension towards fractional integration. To this end, we split the sample for the inflation series according to the LTK breakpoint estimator (due to its consistency) and estimate the long memory parameter d for the resulting sub-samples. Estimation is carried out via the standard local Whittle approach with a bandwidth parameter of 0.7 satisfying the logT-rate of convergence as required. We also estimate the d parameter for the interest rate series for the whole sample. After estimating the d parameters, we apply fractional integration/differencing to recover the I(1) and I(0) properties. A spurious jump in the level of the series at the break date is avoided by initializing the series at the last observed value of the series in its pre-break sample period. For the interest rate series, we find a point estimate of 1.084 and difference the series towards I(1). For inflation, we find point estimates of d equal to 0.561 before and 0.159 after the breakpoint, respectively. The inflation series is fractionally integrated (differenced) in the first (second) sub-sample towards I(1) (I(0)). The resulting adjusted interest and inflation series are then used in the OLS regression framework to compute the R 2 statistic. As a result, we find that R 2 = 0.385 which shall be compared to the critical values for the LTK estimator. As a consequence, the statistic is highly significant and the null hypothesis of no relation between interest rates and inflation is clearly rejected. 26 The exact nature of such a relationship deserves further analysis. Nevertheless, our goal with this empirical exercise is just to illustrate the functioning of our test, and we therefore not pursue the analysis, although we plan to do it in future research.
Concluding remarks
This work deals with regressions where variables are subject to changes in persistence. We develop some asymptotic results and show that spurious regressions are likely to occur. To this end, we propose a very simple test which builds directly on the coefficient of determination. The limiting distribution is derived for several cases including fractional integration (and breaks therein) amongst the variables. The empirical properties of the newly suggested test statistic for a spurious regression is analyzed via Monte Carlo simulations. As an empirical application we consider the Fisher effect in the US and find robust confirmative evidence for a meaningful relationship between inflation (subject to a decline in persistence) and interest rates. Contrary to the typical rejection of the hypothesis (using cointegration techniques), our test offers evidence for the validity of the Fisher hypothesis.
A Proofs
Proof of Lemmas 1 and 2. Results 2(a), 2(c), 3(b), and 3(d), can be found in Phillips' (1986, Lemma 1, 314-315) . As for result 2(b), note that, for 0 < λ y < 1:
(1 ) , and 9(c) are the same. As for result 2(e), note that, for 0 < λ y < 1: 
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The asymptotics of all the O p (T 2 ) terms were proved previously. Result 4(e) ensues. As for result 5(e), note that, for 0 < λ y = λ x < 1:
The asymptotics of all the O p (T 2 ) terms were proved previously. The first part of Result 5(e) ensues. When 0 < λ x < λ y < 1 (the second part of Result 5(e)), the result is analogous. 
Proof of Theorem 1 and Corollary 2.
To obtain the asymptotic expression of the R 2 using OLS in cases, M2-M4′ and M10, we employ the classical formulae, ( , ) . Θ α β = ′ All sums run from t = 1 to T unless stated otherwise:
where, 
The estimated parameters ˆ, α ˆ, β 
S S S S S S S
as in Theorem 1 (ii). The reader may also verify that all long-term variances cancel out in the limit expression of R 2 .
Cases M9 and M10. Case M9 is a special case of M10 with λ x = 1, so we focus on the second one. Let x t and y t+1 be generated by eqs. (2) and (3). The formulae (10), (11) and (12) Cases M9′ and M10′. Case M9′ is a special case of M10′ with λ x = 1, so we focus on the second one. Let x t and y t+1 be generated by eqs. (2) and (4). The formulae (10), (11) and (12) With this result, it is straightforward to see that Theorem 3 is not affected when we replace ε y,t+1 ~ I(d y ) with e y,t+1 ~ I(0).
B Estimated response curves for critical values
Critical values are simulated with T = 1000 and 20,000 replications on a fine grid of values for λ, i.e. λ = {0.10, 0.11, …, 0.89, 0.90}. Estimated response curves are reported: c 1−α (λ) = a 0 + a 1 λ + a 1 λ 2 + … + u; R 2 is the coefficient of determination from these polynomial regressions. The nominal significance level is set equal to 10%, 5% and 1%.
