ABSTRACT The local structure feature of the target in synthetic aperture radar (SAR) image and the inner correlation among multiple SAR images of the same target can effectively improve the recognition performance. In order to utilize these two kinds of information, we propose the multi-view tensor sparse representation (MTSR) model for SAR target recognition. In the proposed model, the SAR image is treated as tensor and represented by the dictionaries on each dimension of the image and corresponding sparse representation coefficient tensor (SRCT). For multi-view SAR images of one target, we design the proposed model by letting the SRCTs of those images have the same structure, which means that the non-zero elements of those SRCTs have the same coordinates. In order to solve the proposed model, we propose the joint tensor orthogonal matching pursuit (JT-OMP) algorithm to calculate the SRCTs of multiple views. JT-OMP ensures that all the SRCTs have the same structure by looking for the atoms of dictionaries that can contribute the total maximum energy for all multi-view tensors in every iteration. To achieve recognition, we construct two dictionaries for each class and compare the total sparse representation error of multi-view SAR images in each class. The experiments conducted on the moving and stationary target acquisition recognition database (MSTAR) verify the performance of the proposed algorithm.
I. INTRODUCTION
Synthetic aperture radar (SAR) is widely used in various civilian [1] and military fields such as resource exploration, marine monitoring, and target detection. As an important field of SAR applications, automatic target recognition (ATR) of SAR is always a hot issue [2] , [3] . The traditional recognition methods include template-based recognition and model-based recognition [4] , [5] . With the development of computer technology and pattern recognition, machine learning methods such as support vector machine (SVM) [6] , [7] , sparse representation (SR) [8] , [9] , deep learning (DL) [10] - [13] achieve remarkable performance in the field of SAR target recognition. SVM and SR have the advantages of simple structure and clear principle, and the number of training samples required is small, but their recognition performance is slightly lower than DL in the standard operating condition (SOC). Although DL has the best recognition performance, it requires a large number of
The associate editor coordinating the review of this manuscript and approving it for publication was Nianqiang Li. training samples to train complex network. The network is high specific, which means that different networks need to be trained for different applications. Therefore, it is not easy to say whether these methods are good or bad, and we need to choose the appropriate method according to the application scenario and the amount of data.
In addition to the recognition methods, feature extraction is also an important field of SAR target recognition. The features for SAR target recognition can be divided into geometric shape features, transform domain features, and electromagnetic scattering features. The geometric shape features primarily describe the geometry and physical structure of the target. The common geometric shape features include target binary region [14] , target contour [15] , and target shadow [16] . The transform domain features refer to the characteristics of the SAR image acquired by mathematical statistics, mathematical transformation, and signal analysis. Commonly used feature extraction methods of transform domain include principal component analysis, linear discriminant analysis, and non-negative matrix factorization [17] . With the development and maturity of manifold learning theory, a large number of feature extraction methods based on manifold learning theory have been applied in SAR target recognition [18] - [21] . The scattering features describe the local electromagnetic scattering phenomenon of the target. The extraction methods of scattering features include ideal point scattering center model, geometric diffraction model [22] , and attribute scattering center model [23] . By combining different feature extraction methods with different recognition methods, SAR target recognition in different scenarios can be realized.
The signal in our world can be divided into the vector signal (one-dimensional signal) and the tensor signal (multidimensional signal) according to the dimension of the signal. A common processing method for the tensor signal is to vectorize it into the vector signal and then process it with the vector signal processing method. But the vectorization of the tensor signal destroys its local structure, and results in the loss of information [24] . The tensor model directly operates on the multi-dimensional signal. There is no vectorization process, thus preserving the local structure and achieving better performance. There have been many researches which demonstrated the advantage of the tensor model. Zhang et al. proved that the tensor model for spectral computed tomography reconstruction can produce superior image quality and more accurate material decomposition [25] . Peng et al. proposed a tensor dictionary learning method for multispectral image denoising, and proved that it outperforms the state-of-theart multispectral denoising methods under comprehensive quantitative performance measures [26] . Fu et al. proposed joint multiple dictionary learning for tensor sparse model and proved its outstanding performance in image denoising [27] . From the above researches, we can get the conclusion that the tensor model can preserve the local structural information of multi-dimensional signal while greatly reduce the time complexity and memory cost [28] , [29] . The local structural information in SAR image can usually reflect the differences between different classes, so the tensor mode has unique advantage in processing SAR image.
As combination of compressive sensing and machine learning, the traditional SR [8] , [9] , [30] , and [31] has received extensive attention, and the traditional SR model can be extended to the tensor sparse representation model [32] . Just like the traditional SR, the tensor sparse representation model assumes that the tensor can be represented by separable given dictionaries. But different from the traditional SR, the dictionaries in the tensor sparse representation model cannot be obtained by directly stacking the training samples. Thus, some dictionary learning methods are proposed to obtain the dictionaries [26] , [33] . With the learned dictionaries, the sparse representation coefficient tensor (SRCT) of the tensor can be solved by some tensor sparse coding methods [34] such as tensor orthogonal matching pursuit algorithm (TOMP), which includes Kroneker orthogonal matching pursuit (OMP) and N-way Block OMP [35] .
In practical applications, the SAR platform usually performs multiple observations on the same target, so multiple SAR images (multi-view) of the target can be obtained. Although the changes in parameters such as the depression angle and the azimuth angle can result in differences between these SAR images, there are also some non-negligible inner correlations among these images. The traditional idea of multi-view SAR target recognition is to classify each view separately and then fuse all classification results [36] , [37] . It makes full use of the advantages of multiple observations and improves the target recognition performance to some extent. However, this idea does not make full use of the inner correlation information among these views, so the processing results are not optimal. Many studies have demonstrated that the use of inner correlation information among multiple views can effectively improve recognition performance. Zhang et al. proposed the joint sparse representation model for multi-view automatic target recognition, and proved that the proposed method has higher recognition rate than linear SVM, kernel SVM and traditional SR [38] . Pei et al. [39] designed a multi-view deep learning framework for multi-view SAR images, and the proposed framework achieved better recognition performance than SVM, adaptive boosting (AdaBoost) [40] , iterative graph thickening (IGT) [40] , and conditional Gaussian model (CGM) [41] . Ding and Wen improved the joint sparse representation model by increasing the reliability level among views, which further improved the recognition rate under multi-view condition [42] . These above studies prove that the recognition performance of the multi-view case is better than that of the single view case. And joint multi-view recognition is an effective mean to improve the recognition ability.
In order to preserve the local structural information of SAR image while utilizing the inner correlation information among multiple views, we propose the multi-view tensor sparse representation model for SAR target recognition. The SAR image is represented by the dictionaries on every dimension and the corresponding sparse representation coefficient tensor. By limiting the sparse representation coefficient tensors of multiple views to the same structure, we propose the multi-view tensor sparse representation model. The tensors with the same structure means that all non-zero elements in the tensors have the same coordinates. In order to calculate the sparse representation coefficient tensors in the multi-view tensor sparse representation model, we propose the joint tensor OMP method based on the idea of the greedy algorithm. The joint tensor OMP algorithm is an iterative algorithm, which ensures that all the sparse representation coefficient tensors of the tensors have the same structure by looking for the atoms of dictionaries that can contribute the total maximum energy for the tensors. In SAR target recognition, we use the tensor dictionary learning method to learn two dictionaries for each class, and classify the target by comparing the total sparse representation error of the multi-view test samples on each class.
The rest of this paper is organized as follows. In Section II, we describe some notations used in this paper. In Section III, we present the tensor sparse representation VOLUME 7, 2019 model. In Section IV, we propose the multi-view tensor sparse representation model and the joint tensor OMP algorithm. In Section V, we propose the SAR target recognition method using multi-view tensor sparse representation model. In Section VI, we evaluate the proposed method with the state-of-the-art multi-view recognition methods. Finally, we conclude this paper in Section VII.
II. NOTATION
For easy understanding, it is necessary to introduce some notations used in this paper. Underlined boldface capital letters denote tensors, boldface capital letters denote matrices, and boldface lower-case letters denote vectors, for example,
is the element number of each dimension, and N is the dimension of the tensor. The corresponding elements of X, X, x are represented by
are the column vectors of A and B, respectively. The n-mode product of X and U ∈ R J 1 ×I n is defined as X × n U, whose size is
III. TENSOR SPARSE REPRESENTATION MODEL
Sparse representation means that the test sample can be represented by the linear combination of some atoms of the dictionary. For the test sample y ∈ R I 1 and the dictionary D ∈ R I 1 ×I 2 , where I 1 is the dimension of the sample and I 2 is the number of the atoms, the traditional SR model is denoted as
where x is the sparse coefficient vector. It is usually assumed that the dictionary is over-complete (I 1 < I 2 ), then the number of solutions which satisfy (1) is infinite. The meaningful way for obtaining the solution is to find x with the limited number of non-zero elements, that meanŝ
where K is the sparsity. The traditional SR model is shown in Fig. 1 
(a).
For a tensor Y ∈ R I 1 ×I 2 ×···×I N , we can convert it into vector and then use the traditional SR model. But this conversion destroys the local structure of the tensor. So we use the tensor SR model to represent the tensor signal. The tensor SR model constructs dictionaries D n ∈ R I n ×M n (n = 1, 2, · · · , N ) on every dimension of the tensor and represents the tensor by combining these dictionaries, where M n is the atom number of the dictionary D n . The tensor SR model represented by the Tucker structure can be denoted as [32] , [43] 
where X ∈ R M 1 ×M 2 ×···×M N is the SRCT of Y. The tensor SR model is shown in Fig. 1 (b) . Similar to the traditional SR model, there are many SRCTs satisfying (3). By adding sparsity constraint to the tensor SR model, the problem becomeŝ
The optimal SRCTX can be calculated by the TOMP method [44] when the dictionaries are obtained. The dictionary of the traditional SR model can be constructed directly by the training samples. But there is no obvious correspondence between the dictionaries of the tensor SR model and the training samples, so it is necessary to use some tensor dictionary learning methods [32] to obtain the dictionaries.
Compared with the traditional SR model, the tensor SR model has the following advantages. Firstly, it does not destroy the local structure of the tensor which is destroyed in the vectorization process of the traditional SR model. Secondly, the amount of dictionary data of the tensor SR model is smaller than that of the traditional SR model, although multiple dictionaries need to be construct in the tensor SR model. If we use the traditional SR model to process the tensor Y, we need to first vectorize it to the vector y and then construct the dictionary D ∈ R I ×M . The dimension of y is I = N n=1 I n . Assuming that the number of atoms
, where τ is the ratio of the number of atoms to the dimension of the atom, and τ > 1 indicates that the dictionary is over-complete. But the total amount of dictionary data is τ N n=1 I 2 n in the tensor SR model.
IV. MULTI-VIEW TENSOR SPARSE REPRESENTATION MODEL
Usually we can get multiple tensor signals which represent the same target from multiple views. These tensors can be regarded as independent of each other, thus the tensor SR model can be applied to each tensor separately, i.e.,
where L is the tensor number of the specific target. The model in (5) does not consider the inner correlation among these tensors. Reference [38] studied the multiple observations of one signal in traditional SR model and pointed out that all observations have similar sparse structure. That is to say, all observations can be represented by the same dictionary atoms. To take the inner correlation into account, we apply this idea to the tensor SR model and propose the multi-view tensor sparse representation (MTSR) model. In the proposed model, all observation tensors are represented by the same atoms of the dictionaries. This means that the nonzero values of all SRCTs have the same coordinate position. Assuming that
are the array of the selected atomic indices in nth dictionary of MTSR, and correspond to the coordinates of the nonzero values on the nth dimension of the SRCT, then the objective function of MTSR is
where Y i is the ith tensor, X i is the SRCT of the ith tensor, and x i v 1 v 2 ···v N is the element of the ith SRCT at the coordinate (v 1 , v 2 , · · · , v N ). The MTSR model is shown in Fig. 2 .
Next, we propose an improved greedy pursuit algorithm called joint tensor OMP (JT-OMP) method to solve the MTSR model. The pseudo code of the algorithm is shown in TABLE 1.
JT-OMP algorithm is an iterative algorithm, and the number of iteration is determined by the sparsity and the total sparse representation error of the tensors. The key steps of the algorithm are step 3 and step 5. The purpose of step 3 is to find out the atoms that can contribute the maximum energy to the sparse representation error tensors. This step is referred to as the greedy selection, which is the main difference from the TOMP algorithm. It looks for the atoms that can contribute the total maximum energy for L sparse representation error tensors, rather than the atoms that contribute the maximum 
is the coordinate selected from step 3 in the kth iteration and is the coordinate of the nonzero entries inX i .
Step 5 is a least squares (LS) problem, which is an expensive task in our problem. In order to improve the computational efficiency, we can calculate it by the method in [35] .
Here we analyze the computational complexity of the JT-OMP algorithm. For the sake of simplicity, we assume
We consider the arithmetic operations required by step 3, step 5, and step 6 in the algorithm at iteration number k, as these steps are the main computational burden of the algorithm.
Step 3 includes L times computing
and taking its absolute value maximum (2M N operations). By using the method in [35] , the computational complexity of step 5 is
1 )X i and subtracting it from vec(Y i ), and the computational complexity is LN (N − 1)I N + LI N . The computational complexity of the JT-OMP algorithm is summarized in TABLE 2. It can be seen from TABLE 2 that the computational complexity of this algorithm is high, so it is not suitable for the application scenario of online recognition. This paper mainly aims at multi-view target recognition. In practice, it is impossible to acquire multiple images of the target at the same time, and it is necessary to collect multiple images of the target at different time and then recognize them. Therefore, the recognition process in this condition is not an online recognition process. And the algorithm can be used for the scenario of multi-view target recognition.
V. SAR TARGET RECOGNITION METHOD
Since the SAR image is two-dimensional signal, the MTSR model can be simplified into the following multi-view twodimensional tensor sparse representation model.
where L is the number of SAR images in SAR target recognition problem. 
To further calculate the total sparse representation errors of the test samples in all classes, the above process is repeated. Finally, the test samples are identified as the class corresponding to the minimum total sparse representation error, i.e.
Label( Y
In this paper, we construct the multi-view two-dimensional tensor sparse representation model to solve the problem of multi-view SAR target recognition. For multi-view SAR target recognition, an intuitive method is to construct a threedimensional tensor sparse representation model.
In this model, the multi-view SAR images are represented as Y ∈ R I 1 ×I 2 ×L , and both the test sample and the training sample are obtained by stacking L SAR images, where L is the number of multiple views. The first two dimensions of the three-dimensional tensor represent the two dimensions of the image, and the third dimension represents the number of images. Three dictionaries D 1 , D 2 , D 3 need to be constructed, where dictionaries D 1 ∈ R I 1 ×M 1 and D 2 ∈ R I 2 ×M 2 correspond to the two dimensions of the SAR image, respectively, and D 3 ∈ R L×M 3 corresponds to the view dimension (the number of SAR images). These three dictionaries are obtained through the dictionary learning method. In the process of dictionary learning, the updates of the three dictionaries are carried out alternately [32] , so the three dictionaries are interrelated rather than independent. When the number of SAR images L changes, the dictionary D 3 needs to be re-learned, then D 1 , D 2 are also re-learned due to the intrinsic relationship between the three dictionaries. So the disadvantage of the three-dimensional tensor sparse model is that all three dictionaries have to be re-learned when the view number changes. But the proposed MTSR model overcomes this shortcoming. As shown in Equation (7), when the number of SAR images L changes, only the number of elements of summation operation is changed. Since the dictionaries D 1 and D 2 are independent of L, there is no need to re-learn the dictionaries D 1 and D 2 . Therefore, the proposed model is more able to adapt to the situation where the view number is unknown, and this situation is more in line with the actual SAR target recognition problem.
VI. EXPERIMENTS A. DATA PREPARATION
In this section, we use the moving and stationary target acquisition recognition database (MSTAR) [45] 
}, and so on. In MSTAR database, the images are obtained under different operating conditions. Those conditions can be divided into standard operating condition (SOC) and extended operating condition (EOC), where the EOC includes depression angle variance, configuration variance and version variance. In order to quantitatively evaluate the proposed method, some state-of-the-art methods are used for comparison. The detailed information of these methods are presented in TABLE 3. 
B. RECOGNITION UNDER SOC
In SOC experiment, we evaluate the performance of the proposed method with 10 classes of targets. The training samples and the test samples have the same serial number in this experiment. Here we use the samples captured at 17 • depression angle as the training samples and the samples captured at 15 • depression angle as the test samples. The statistical information of these targets is summarized in TABLE 4. In SAR ATR, the confusion matrix is widely used to evaluate the recognition performance, and the elements of the confusion matrix represent the probabilities that the target are recognized as a certain class. The rows correspond to the actual class of the target, and the columns show the predicted classes of the classifier. The confusion matrix of the proposed method under 3-views is shown in TABLE 5. It is easy to observe that the percentage of correct classification (PCC) of each target is higher than 95%, the PCCs of BTR70, D7 and ZSU23/4 are 100%, and the total PCC is 98.73%. This shows that the proposed method has high recognition performance. TABLE 6 shows the performance of various recognition methods under various view numbers. In this table, the PCCs of the proposed method is more than 99% except the case of 2-views, 3-views and 7-views, and the worst PCC of the proposed method is 98.16%. This means that the proposed method has excellent recognition performance under various views. When the view number increases from 2 to 8, the PCCs of the proposed method are higher than that of the other methods. And the fewer the view number, the more obvious the advantage of the proposed method. This proves that the proposed method is superior to the other methods under various views SOC.
In the actual application scenario, the difference of azimuth angles between two views may be large, and it is not limited to 1-3 • as in the MSTAR database. Thus we simulate this situation by extracting the images with changed sample intervals from the MSTAR database. We take 3 views as an example. If the sample interval is 0, the images [Y i , Y i+1 , Y i+2 ] in the database is selected as the ith test sample of these recognition methods. If the sample interval is 2, then the ith test sample becomes [Y i , Y i+3 , Y i+6 ], and so on. We set the view number to 3, and do 10 experiments. The value of sampling interval in each experiment is randomly selected. The average confusion matrix of the proposed method with random selected interval is shown in TABLE 7. Each element of the average confusion matrix represents the average probability of the target being recognized as one of the classes. TABLE 8 shows the average PCCs of those methods. It can be seen from the average confusion matrix that the proposed method has excellent recognition performance for each class, especially for BTR70, D7, ZSU23/4, which have the PCCs of 100%, and even the worst PCC (2S1) is over 95%. Besides, the average PCC of the proposed method is 98.51%, which is better than the other methods. This experiment shows that the proposed method has better robustness under different azimuth angle interval.
C. RECOGNITION UNDER EOCS
In the following experiments, we evaluate the performance of the proposed method under some EOCs, i.e., depression angle variance, configuration variance and version variance. Unless otherwise stated, we consider 3-views in those experiments.
1) RECOGNITION UNDER DEPRESSION ANGLE VARIANCE
The SAR images are extremely sensitive to the depression angles, and the robustness of the recognition method to the depression angle variance is crucial. In this experiment, be seen in TABLE 11, which shows that the proposed method has higher robustness under depression angle variance.
2) RECOGNITION UNDER VERSION VARIANCE AND CONFIGURATION VARIANCE
In real scenarios, the target may have several versions and several configurations, thus it is necessary to evaluate the performance of the proposed method under the condition that the versions and configurations between the training samples and the test samples are different. In this part, we evaluate the robustness of the proposed method with respect to target version variance and configuration variance. The version variance includes different smoke grenade launchers, different side skirts and so on, and the configuration variance means whether there are cable, fuel barrels, etc. A62, the PCCs under multi-view condition exceed 97%. The result means that the proposed method can achieve high recognition performance under the multi-view condition. From TABLE 14, we can see that the PCC of the proposed method is 3.73%, 4.50%, 3.76%, 0.69%, and 1.34% higher than that of the FSRC, SRCF, JSRC, IJSRC, and VDCNN. This shows that compared to the state-of-the-art methods, the proposed method has better robustness under version variance. TABLE 15 that the PCCs for most targets are higher than 96% except BMP2 (sn-9566) and T72 (A04), and the PCC of T72 (A05) is even 100%. The total PCC is 95.88%, which indicates that the proposed method has high recognition performance under configuration variance. As can be seen from TABLE 16, the performance of the proposed method (95.88%) is slightly lower than that of the FSRC (96.11%) and IJSRC (96.78%), but higher than that of the SRCF (91.16%), JSRC (93.86%), and VDCNN (95.25%). It shows that the proposed method has similar recognition ability to the state-of-the-art methods under configuration variance.
VII. CONCLUSION
This paper proposes a multi-view tensor sparse representation model for SAR target recognition. The proposed model combines the tensor sparse model with the multi-view model and can comprehensively utilize the local structural information of the SAR image and the inner correlation information among the multi-view SAR images. In order to solve the sparse representation coefficient tensors of the proposed model, we propose the joint tensor orthogonal matching pursuit algorithm. The experiments are conducted on the MSTAR database under SOC and various EOCs, and the comparison is made with some state-of-the-art multi-view recognition methods such as the FSRC, SRCF, JSRC, IJSRC, and VDCNN. The experimental results show that the recognition performance of the proposed method is better than that of the comparison methods under SOC and some EOCs such as depression angle variance and version variance, and the proposed method has similar recognition performance to the comparison methods under configuration variance. ZHUANGZHUANG TIAN was born in Henan, China, in 1993. He is currently pursuing the Ph.D. degree with the Automatic Target Recognition Laboratory, National University of Defense Technology (NUDT), Changsha, China. His research interests include image processing, computer vision, and machine learning in remote sensing images. VOLUME 7, 2019 
