Image-matched nonseparable wavelets can find potential use in many applications including image classification, segmentation, compressive sensing, etc. This paper proposes a novel design methodology that utilizes convolutional neural network (CNN) to design two-channel non-separable wavelet matched to a given image. The design is proposed on quincunx lattice. The loss function of the convolutional neural network is setup with total squared error between the given input image to CNN and the reconstructed image at the output of CNN, leading to perfect reconstruction at the end of training. Simulation results have been shown on some standard images.
INTRODUCTION
Over the past three decades, wavelets have been found utility in a number of applications spanning different disciplines including geoscience engineering, image processing applications, signal processing, etc. [1] [2] [3] [4] [5] [6] [7] [8] [9] . In particular, choosing an appropriate wavelet in image segmentation, classification, compressive sensing, and similar applications, is generally a great challenge. There exist more number of standard wavelets for one-dimensional signals than the nonseparable wavelets for images because the latter are difficult to design. Hence, often one-dimensional wavelets are used as separable wavelets in image processing applications. However, there may be inter-dependence of information along different directions. Hence, a non-separable image-matched wavelet may provide better results in applications compared to a standard separable wavelet.
Although a number of methods have been proposed for the design of multidimensional wavelets [8, [10] [11] [12] [13] [14] [15] [16] [17] , these have, largely, been designed irrespective of signal of interest. In [18] , statistically matched non-separable wavelets have been designed for a class of images belonging to fractional Brownian field. The method first designs highpass filter using the signal statistics followed by the conditions of perfect * Thanks to CSIR, Govt. of India for funding. reconstruction to design three other filters required for a 2-channel nonseparable wavelet system. Thus, [18] designs only one filter matched to the class of images. Also, the designed wavelets are matched to images, while this paper focuses on designing a wavelet that is matched to a given image.
This paper proposes a novel methodology that designs two-channel nonseparable wavelet from a given image using the convolutional neural network (CNN). The design methodology is simple and easy to use for the design of image-matched nonseparable wavelet. Since a two-channel wavelet is designed, CNN has an architecture similar to a 2 channel filterbank. The squared error between the input image and the CNN output image is used as the loss function and is propagated back until the loss function falls considerably low or the PSNR of the reconstructed image increases beyond 70dB. This paper is organized in four sections. Section 2 briefly reviews the basic concepts of nonseparable wavelets. Section 3 presents the proposed convolutional neural network based approach for the design of image-matched two channel nonseparable wavelet. This section also presents simulation results on some images. In the end, conclusions are presented in section 4.
Notations: We use lowercase bold letters and uppercase bold letters to represent 2-dimensional (2-D) vectors and 2×2 matrices, respectively. Thus, a discrete 2-D signal is denoted by a[n] where n = (n 1 , n 2 ). The scalar variables are represented by lowercase italicized letters.
BRIEF BACKGROUND ON NONSEPARABLE WAVELETS
Consider a 2-band nonseparable wavelet system shown in Figure-1 . A two channel nonseparable wavelet system consists of four 2-dimensional filters, labeled as, h 0 , h 1 , f 0 , and f 1 , where h 0 and h 1 are analysis lowpass and highpass filters and, f 0 and f 1 are synthesis lowpass and highpass filters, respectively. In the multiresolution approximation corresponding to wavelet system, the scaling subspace is spanned by 2-D integer translates of the associated 2-D scaling function, Φ(x), defined at that subspace [19] . Similar to the 1-D case, the 2-D scaling function satisfies the recursive, two-scale re-
Figure-1: 2-Channel nonseparable wavelet system lationship of (1). If it exists, then the wavelet function, Ψ(x), satisfies (2).
where M is the decimation matrix characterizing the sampling process. Likewise, the dual scaling functionΦ(x) and the dual wavelet functionΨ(x) are related to the analysis filters h 0 (n) and h 1 (n) via similar equations. If |det(M)| = 2, then we obtain a 2-channel nonseparable wavelet system. The theory of nonseparable wavelets requires the use of lattices, where a lattice is the set of all vectors generated by Mn, n ∈ Z 2 . For the 2-channel case, only quincunx lattice generates MRA and the corresponding decimation matrix generates a rotated rectangular grid. For example, matrix M = [1 1; 1 − 1] corresponds to the decimation matrix for the quincunx lattice.
PROPOSED WORK ON NONSEPARABLE WAVELET DESIGN USING CNN ARCHITECTURE
In this section, we present the proposed design on imagematched nonseparable wavelet. We use the convolutional neural network architecture for quincunx wavelet design.
Proposed Design
Consider Figure-2 that shows the CNN architecture based proposed wavelet design. The CNN network has two layers of two filters each. Each layer is trained with the gradient of loss function received from the output via back propagation. The loss function is setup as the squared error between the input applied image and the output reconstructed image as shown in Figure-2 . After layer-1 output, an operation similar to pooling is applied wherein alternate image samples are replaced with zeros ( Figure-2) , implementing downsampling and upsampling by M of the corresponding wavelet structure. Layer-1 filters correspond to analysis filters and layer-2 filters correspond to synthesis filter.
The steps for the design are as below:
1. The given image is applied as the input to the CNN architecture.
2. All the filters are initialized as shown in Table- 1. A 2-channel wavelet system is implemented with lowpass and highpass filters. Hence, instead of a random initialization, filters have been initialized to small-sized lowpass and highpass filters.
3. Loss function at the output is computed as
where a[n] denotes the input image,ã[n] denotes the reconstructed image, and the summation is done for the entire size of the input image. In this work, we have considered two 512 × 512 sized raw BMP images.
4. Once initialized, the CNN training is started wherein the gradient of loss function is propagated back to all the four filters and the network is trained using backpropagation (BP) algorithms leading to perfect reconstruction at the output at the end of training.
Simulation Results
Results are presented over two images: Lena and Barbara shown in Figure- The CNN network is trained using the learning rate=2 × 10 −7 , using Stochastic Gradient Descent (SGD) with Nesterov momentum with momentum value equal to 0.9. The network got trained for each image in approx. 15000 iterations. Perfect reconstruction is obtained at the end of training, i.e., when the loss function dropped to a very low insignificant value. The designed filters are tabulated in Table-2 and the corresponding filters are shown in Figure-3 .
CONCLUSION
This paper proposes a novel methodology for designing a two-channel nonseparable wavelet over quincunx lattice from a given image. Since this wavelet is designed from the given Table- image itself, it may be able to capture image characteristics/features better than the existing wavelets. Hence, this design methodology can find potential use in image processing applications. In the future, this design will be extended to 3-dimensional wavelet design and will be explored in applications of classification and segmentation.
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