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ABSTRACT 
 
As content based video indexing and retrieval has its 
foundations in the prime video structures, such as a shot 
or a scene, the algorithms for video partitioning have 
become crucial in contemporary development of digital 
video technology. Conventional algorithms for video 
partitioning mainly focus on the analysis of compressed 
video features, since the information relevant to the 
partitioning process can be extracted directly from the 
MPEG compressed stream and used for the detection of 
shot boundaries. However, most of the proposed 
algorithms do not show real time capabilities that are 
essential for video applications. This paper introduces a 
real time algorithm for cut detection. It analyses the 
statistics of the features extracted from the MPEG 
compressed stream, such as the macroblock type, and 
extends the same metrics to algorithms for gradual change 
detection. Our analysis led to a fast and robust algorithm 
for cut detection. Future research will be directed towards 
the use of the same concept for improving the real-time 
gradual change detection algorithms. Results of computer 
simulations are reported. 
 
1. INTRODUCTION 
 
The contemporary development of various multimedia 
compression standards combined with a significant 
increase in desktop computer performance, and a decrease 
in the cost of storage media, has led to the widespread 
exchange of multimedia information. The availability of 
cost effective means for obtaining digital video has led to 
the easy storage of digital video data which can be widely 
distributed over networks or storage media as CDROM or 
DVD. Unfortunately, these collections are often not  
 
 
catalogued and are accessible only by sequential scanning 
of the sequences. To make the use of large video 
databases feasible, we need to be able to automatically 
index, search and retrieve relevant material. 
It is important to stress that even with leading edge 
hardware accelerators, factors such as algorithm speed 
and storage costs are concerns that must still be 
addressed. For example, although compression provides 
tremendous space savings, it can often introduce 
processing inefficiencies when decompression is required 
to perform indexing and retrieval. With this in mind, one 
of the main considerations in our development of a system 
for video retrieval is initially an attempt to enhance access 
capabilities within existing compression representations. 
Since the identification of the temporal structures of video 
is an essential task of video indexing and retrieval [1], 
shot detection has been generally accepted to be an 
essential and first step in indexing algorithm 
implementation. We define a shot as a sequence of frames 
that were (or appear to be) “continuously captured from 
the same camera” [1]. A scene is defined as a “collection 
of one or more adjoining shots that focus on an object or 
objects of interest” [3].  
Shot change detection algorithms can be classified 
according to the features used for processing into 
uncompressed and compressed domain algorithms. 
Algorithms in the uncompressed domain utilise 
information directly from the spatial video domain: pixel-
wise difference [4], histograms [5], edge tracking [6], etc. 
These techniques are computationally demanding and 
time consuming, and thus inferior to the compressed 
features based approach. 
 Since compressed-domain methods have become 
dominant in this field [1] we will concentrate more on 
features extracted directly from compressed video. We 
will specifically focus on the use of MPEG compressed 
streams.  
In this context, Yeo and Liu [7] proposed an initial 
method for compressed domain shot detection using a 
sequence of reduced images extracted from DC 
coefficients in the transformation domain called the DC 
sequence. An interesting approach was proposed by Lee 
et al. [8], where they exploit information from the first 
few AC coefficients in the transformation domain, and 
track binary edge maps to segment the video. Two 
approaches similar to our method are proposed by Kobla 
et al. [9] and Pei et al. [10], where the authors have 
analysed information extracted from MPEG motion 
estimation variables in various ways. 
In this paper, the main goal is to develop a new approach 
to the fundamental problems found in a system for real-
time video retrieval, searching and browsing. The initial 
research objectives are directed towards the performance 
of the main video processing algorithms in the 
compressed domain, using the established international 
video standards: MPEG1-2, H.263 and in future MPEG4. 
Further steps will be concerned with a novel approach to 
the specification of low level image features based on the 
scale space paradigm that will be used for the definition 
of image descriptors, colour clustering and shape based 
image retrieval. This approach should introduce 
improvements in video retrieval with low access latency, 
as well as advances in processing speed and algorithm 
complexity.  
The proposed algorithm shows the highest accuracy in 
detection of abrupt changes, while the few attempts to 
implement fast detection of gradual changes show some 
very interesting results: motion features extracted from 
the MPEG stream showed high instability, while the 
referencing measure introduced in Section 2 is vague for 
the detection of longer transitions. 
This paper is organized as follows. In Section 2 we 
present the algorithm for detection of abrupt shot changes. 
Section 3 describes the gradual transition detection 
algorithms continuing with the same approach, as well as 
adding some interesting conclusions. Overall results are 
presented in Sections 6, while finally, in Section 7, we 
give conclusions and a summary of the paper. 
 
2. SCENE CHANGE DETECTION 
 
MPEG-2 encoders compress video by dividing each frame 
into blocks of size 16x16 called MacroBlocks (MB) [11]. 
A MB contains information about the type of temporal 
prediction and corresponding vectors used for motion 
compensation. The character of the MB prediction is 
defined in a MPEG variable called MBType. It can be: 
Intra coded, Forward referenced, Backward referenced or 
Interpolated. Clearly, a MPEG stream has a high temporal 
redundancy within a shot. Thus, a continuously strong 
inter-frame reference will be present in the stream as long 
as no significant changes occur in the scene. The 
“amount” of inter-frame reference in each frame and its 
temporal changes can be used to define a metric, which 
measures the probability of scene change in a given 
frame. We propose to extract MBType information from 
the MPEG stream and to use it to measure the “amount” 
of inter-frame reference. Scene changes are then detected 
by thresholding the resulting function. 
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Figure 1  Possible positions of the cut in a frame triple 
 
A cut is defined as an abrupt scene change between two 
consecutive frames. Without loss of generality we assume 
that a MPEG Group Of Pictures (GOP) will have the 
structure [IBBPBBPBBPBBPBB]. Observe that this 
structure can be split into groups of three frames having 
the form IBB or PBB (a triplet).  
In the sequel I or P reference frames are denoted as jiR , 
where j=0,1,…N, i=0,1,…,N/3, and N is number of 
frames in the sequence. The first B referenced frame in 
the triplet is denoted as jiB  while the second one is 
denoted jib . Thus, any GOP can be expressed by frame-
triplets of the form: 13313 +==−= iji
ij
i
ij
i bBR . This convention 
can be easily generalized to any other GOP structure. 
The location of a possible cut in a triplet is depicted in 
Fig. 1. If the referenced frame jiB  is the first frame in the 
next shot (shaded frames), there will be a significant 
 percentage of inter-frame referenced MBs from both jiB  
and 1+jib  in the next reference frame 
2
1
+
+
j
iR . If the scene 
change occurs at jiR 1+ , then the previous frames 
2−j
iB  
and 1−jib  will be mainly referenced to 
3−j
iR . Finally, if 
the scene change occurs at jib , then 
1−j
iB  will be 
referenced to jiR 1+  while 
j
ib  will be referenced to 
1
1
+
+
j
iR . 
If two frames are strongly referenced then most of the 
MBs in each frame will have the corresponding type, 
forward, backward or interpolated, depending on the type 
of reference. Thus, we can define a metric for the visual 
frame difference by analyzing the percentage (or simply 
the number) of MBs in a frame that are forward 
referenced and/or backward referenced. 
Let )( jTΦ  be the set containing all forward referenced 
MBs and )( jTΒ  the set containing all backward 
referenced MBs in a given frame with index j and type T. 
Then we denote the cardinality of )( jTΦ  as 
)( jTF and the cardinality of )( jTΒ  as )( jTB . The 
metric )( j∆  used to determine a cut is defined as: 
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Cut positions are determined by thresholding using either 
predefined constant threshold or an adaptive one. 
 
3. GRADUAL CHANGES DETECTION 
 
The next step in the implementation of a shot changes 
detection algorithm is the detection of gradual changes. 
Gradual transitions do not show such significant changes 
in any of the features, and thus are more difficult to 
detect. Due to advances in digital video editing, there are 
various types of gradual changes: dissolves, where the 
first shot frames become dimmer, while the second ones 
become brighter and are superimposed on the first shot 
frames; wipes, where the image of the second shot 
replaces the first one in a regular pattern, such as vertical 
line, etc. Since there is inevitably additional processing in 
feature analysis for gradual changes extraction, real time 
implementation is even farther from reality than it is for 
basic cut detection. Because of this, the main efforts are 
directed towards an improvement of the solutions for 
gradual changes detection. 
Given that the initial approach was to use information 
incorporated in the process of motion estimation and 
temporal prediction, the first feature to be analysed was 
the set of Motion Vectors (MV) from the MPEG stream. 
The extracted set of vectors is a three-dimensional vector 
field, and within it there are numerous features that could 
be analysed for changes detection, such as statistical 
distribution of vector intensities and angles, gradients, 
divergences, etc. Unfortunately, the results show 
something else. Theoretically, the set of MV should show 
very typical behaviour during gradual transitions. In 
reality there is a decrease in the amount of defined MV 
per frame in transition regions due to an increase in the 
number of Intra coded MBs, so that the process of MV 
analysis becomes highly unstable. This problem becomes 
less important in MPEG streams with higher bit rates, but 
is never avoided entirely. Fortunately, there is some 
important information that can be extracted using MV like 
camera movement, panning, zooming, object appearance 
and disappearance, etc. However, these video features 
belong to processes on a higher level, such as video 
abstraction, scene analyses, etc. We want to remain at the 
lowest level of video partitioning. 
If one wonders if it is possible to use the significant 
instability of MV information as a sign of the shot 
changes, we must draw attention to the fact that the 
information about MV definition is actually information 
about MBType. Moreover, since the approach of the 
abrupt shot change detection algorithm was based on 
Figure 2  Structure of two frame triples 
Ri bi Ri+1 Bi+1 bi+1 Ri+2
Fb Bb Fb
FB BB FB BB
Bb
FR FR
Bi
 analyses of the inter-frame references, it would be natural 
to apply the same paradigm to an algorithm for the 
detection of gradual transitions. 
Obviously, the metrics and the analyses have to be 
different from the ones used in cut detection. The process 
of gradual changes “calculate a frame-to-frame distance 
and then perform some kind of tracking over it” [12], so 
that we need difference metrics between two frames 
within random distance. The inter-frame reference from 
Section 2 can be used as inverted difference metrics, but 
must be generalised to random distance and random frame 
type for this purpose. 
Let us analyse Figure 2, which shows the general frame 
structure in two frame-triples i and i+1. 
Since it is important to define an inter-frame reference for 
each frame and for each frame distance, there will be five 
different types of local inter-frame references )(
1
i
ii XX +
δ  
within a frame triple that will form overall inter-frame 
reference 1/∆D(i) at random distance D. The definition of 
local inter-frame reference is given as follows: 
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To calculate the overall inter-frame reference, the local 
values are simply multiplied, with the frame types and 
positions in mind: 
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Detection of changes is implemented by applying the twin 
comparison algorithm proposed by Zhang et al. [13] to 
the inter-frame difference ∆D(i) as the algorithm metrics. 
 
4. RESULTS 
 
The collection of C++ classes called Mpeg Development 
Classes, implemented by Dongge et al. [14], was used as 
the main tool for manipulating the MPEG streams, while 
Berkeley mpeg2codec was used as the reference MPEG 
codec. Test sequences were produced by Multimedia & 
Vision Research Lab, Queen Mary, University of London. 
To evaluate the behaviour of first algorithm, we generated 
sample MPEG2 video sequence shot.m2v with three 
abrupt shot changes at 6th, 16th and 23rd frame. As 
depicted in Figure 3, the first cut is positioned at rear b 
frame, and as proposed, it is clear that the level of forward 
reference is high at previous B frame )5(F , and that at 
the present frame there is strong backward referencing 
)6(B . In the same way, for the 16th I type frame there 
are significant )13(F and )14(F , and the 23rd B type 
frame has strong )23(B  and )24(B . This procedure 
showed excellent results for abrupt changes with almost 
100% accuracy. 
Evaluation of gradual changes detection is always a 
delicate issue due to the variety of potential transition 
types and digital editing tricks. The dataset used for 
evaluation cannot be considered as a high reference 
dataset, but it has shown some significant results in this 
case.  
 
Figure 3  Detection of the cuts on the 6th, 16th and 23rd frame 
in a sequence Janko.m2v 
The evaluation of the algorithm that analyses motion 
vector fields turned out to be very poor, since we obtained 
less than 5% of MB with defined motion vectors in frame 
areas neighbouring the abrupt shot change. 
Considering the method that uses inter-frame reference 
metrics, let us analyse Figure 4, which shows ∆D(i) 
defined in Section 3. 
There are three shot changes: cut on the 48th frame, wipe 
from the 82nd to the 121st frame and dissolve from the 
160th to the 183rd frame. The graph shows clear detection 
of all three changes replaced by 20 frames because of the 
 comparison window. However, this method showed 
weaknesses on sequences with high motion during the 
shot changes. 
  
Figure 4  Difference metrics ∆ for three types of gradual 
changes: cut, wipe and dissolve 
 
5. CONCLUSIONS 
 
In this paper, we propos a new shot change detection 
algorithm based on the motion information extracted from 
the MPEG video stream. First, we introduced a method 
for abrupt changes detection that uses inter-frame 
reference derived only from the statistics of the 
MacroBlock types. Second, we applied the similar inter-
frame reference metrics in the algorithm for gradual shot 
detection, where we compared the frame difference within 
a random distance using the twin comparison algorithm. 
Finally, we introduced experimental results in Section 4. 
The results show high accuracy in abrupt shot detection. 
However, the method for gradual changes detection 
shows sensitivity to high motion during the shot changes, 
and thus needs refinement 
We are investigating the possibilities of improving the 
real time gradual shot changes detection using 
multidimensional clustering of the MPEG compressed 
features. Additional MPEG features should make the 
proposed algorithm less sensitive to strong motion during 
the shot changes without losing the real time capabilities. 
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