Abstract-In this correspondence, we develop adaptive algorithms for multichannel (single-input-multiple-output, or SIMO) blind identification with both statistic and deterministic models. In these algorithms, the estimates are continuously improved while receiving new signals. Therefore, the algorithms can track the channel continuously and thus are amenable to real applications such as wireless communications. At each step, only a small amount of computation is involved. The algorithms are based on stochastic approximation methods. Convergence properties of these algorithms are proved. Simulation examples are presented to show the performance of the algorithms. As characterized in [13], there are two major approaches in blind channel estimation: statistical methods and deterministic methods. In the formal approach, statistic assumptions are made for the input signals; and in the latter, input signals are assumed to be deterministic sequences. Most algorithms developed so far have been "block" algorithms in nature, i.e., a block of data sample is collected first and then processed together to get the estimation of the channel parameters; in the statistic methods, statistic quantities such as moments, etc., are estimated based on the data sample, and in the deterministic methods a set of linear equations usually with large dimensions are established.
I. INTRODUCTION
Because of its potential applications in wireless communication and other areas, blind channel identification and equalization have become very active areas of research in recent years (see, e.g., [4] , [8] - [12] , [14] - [17] ). The recent surveys [13] , [7] , and [6] contain comprehensive overviews in the area.
As characterized in [13] , there are two major approaches in blind channel estimation: statistical methods and deterministic methods. In the formal approach, statistic assumptions are made for the input signals; and in the latter, input signals are assumed to be deterministic sequences. Most algorithms developed so far have been "block" algorithms in nature, i.e., a block of data sample is collected first and then processed together to get the estimation of the channel parameters; in the statistic methods, statistic quantities such as moments, etc., are estimated based on the data sample, and in the deterministic methods a set of linear equations usually with large dimensions are established.
In this correspondence, we develop adaptive algorithms for multichannel (single-input-multiple-output, or SIMO) blind identification with both statistic and deterministic models. Compared with the "block" algorithms, adaptive algorithms have their own advantages. Instead of estimating the channel parameters after the entire block of data have been received, the parameter estimates are updated when each single signal is received. The estimates are continuously improved while receiving new signals. Thus, these algorithms are more amenable to real applications such as wireless communications because channels can be tracked continuously (even for time-varying systems). Moreover, instead of a large amount of computation when all data are received, the computation is distributed at every step, and each step involves only a small amount of computation.
One distinguishable feature of our algorithms is that at each step of the recursion, the received data are directly used to update the estimation of the channel parameters; statistic quantities, such as moments, are not required. The algorithms are based on the deterministic model developed in [15] , and the development of these algorithms was motivated by stochastic approximation methods [1] - [3] , [5] . Therefore, our algorithms differ from the previous ones. Algorithms with stochastic models require accurate estimations for stochastic quantities such as moments, which usually need a large data sample, while the deterministic algorithms developed in [15] are "block" in nature and they rely on least squares techniques for noisy channels. However, as it is well known, with fixed size of noisy data least squares estimations may not converge to the true values.
The problem considered in this correspondence is stated in Section II. In Section III, we describe the fundamentals of our two algorithms, one for the noise-free case and the other for noisy channels. The convergence properties of the algorithms are stated in Section IV for different settings. In Section IV-A, we assume that the observed data do not contain noise. Two subcases are considered. In the first subcase, only a finite noise-free data sequence is received; the set of data has to be used repeatedly, i.e., after the recursion finishes at the end of the data sequence, it starts again from the beginning of the sequence, and so on. In the second case, the algorithm is applied to an infinite data sequence obtained from independent input signals. The proofs of the convergence of the algorithms are given in the Appendix. In Section IV-B, the convergence of the algorithm is given for independent input signals with additive channel noise. The proof is presented in the Appendix. A few simulation examples are given in Section V to illustrate the performance of the algorithms. The results indicate that in addition to the desirable recursive nature, the algorithms perform reasonably well compared with the "block" algorithms. One example shows how the algorithms can be used to track a time-varying system. In Section VI, we discuss the pros and cons of the proposed approach.
II. THE PROBLEM
Consider a system consisting of p finite impulse response (FIR) channels with L being the maximum order of the channels. Let s k , k = 0; 1; 2; . . . ; N, be the one-dimensional (1-D) input signal, and x k = (x (1) k
, k = L; L + 1; . . . ; N, be the p-dimensional output signal, where N is the number of samples and may not be fixed; the superscript denotes transpose, the superscript (i) denotes the ith component, and the subscript k is the time index.
where
Equation (1) can be written as
with z being the shift operator zs k = s k01 :
The observations y k may be corrupted by noise n k y k = x k + n k where n k is a p-dimensional noise vector. 
III. THE ALGORITHM
A comparison between our results and the approach presented in [15] will help to explain the significance of our approach. Thus, our algorithms are stated in parallel to the approach of [15] . Denote
where y (i) k and x (i) k are the ith component of y k and x k , respectively.
From (2), we have
8 i; j = 1; . . . ; p; k = 2L; 2L + 1; . . . : (5) Using the observed data (y k or x k in the noise-free case), the above set of equations can be written in a matrix form
and N is the number of samples (see [15] for the specific form of X L ). Xu et al. [15] proposed to solve (6) for h 3 in the deterministic case (noise-free), or to solve the following constrained least squares problem when the observations are corrupted by noise h 3 = arg min h kXLhk 2 ; khk = 1 :
This approach describes the essential feature of the problem very well.
The only drawback of the approach is that the matrix X L is usually very large since N is normally a large number, thus, solving (7) is time-consuming. In addition, N is fixed; when new data are available, one has to solve (6) again to obtain new estimates. Besides, as mentioned in the Introduction, applying least squares methods requires a large data sample, which makes the computation in the algorithm very complicated.
In this correspondence, we propose adaptive algorithms in which estimates for h 3 are obtained at every step k = 2L; 2L + 1; . . . ; N by updating the estimates obtained at the previous step. The estimates converge to h 3 when N goes to infinity or the data is repeatedly used.
In the noise-free case, this can be viewed as a recursive method for solving (6) . For systems with noise, it is a stochastic approximation approach. : (8) Note that X L in (6) is (N 0 2L + 1) times as large as 9 (i) k . We define 8 k as the matrix that has the same structure as (8) Let fa k g be a sequence of step sizes to be specified later. In the noise-free case, we take an initial value h(2L 01) 6 = 0, and define the adaptive algorithm for h(k) as follows:
h(k + 1) = h(k) 0 a k 8 y k+1 8 k+1 h(k); k= 2L; 2L + 1; . . . : (9) In the noisy observation case, let kh(2L 0 1)k < and define
k = 2L; 2L + 1; . . . (10) where I [] is an indicator function, the superscript y denotes transpose with complex conjugate, and N k = 9 k 0 8 k , k = 2L; 2L + 1; . . ..
Without loss of generality, we can choose = 1. In both cases, we will prove that
where is a scalar multiple.
In fact, (10) is a truncated algorithm, which does not allow kh(k)k to be greater than or equal to = 1. Once kh(k)k reaches the truncation bound 1, the estimate is pulled back to the initial h(2L 01). This does not mean that it repeats over the estimate from the beginning, because the step size has been reduced. This truncation is needed only when the initial step size is not small enough to avoid the "blow-up" of the estimate. Theoretically, we will prove that the number of such truncations is finite; in practice, truncation does not happen in our simulation presented in Section VI. The necessity for truncation also depends on the noise. When N k = 0 for all k, truncation will not occur and (10) becomes (9) for the deterministic case. In the following two sections, we will study the convergence properties of the above two algorithms. 
This lemma can be deduced from [15, Theorem 1] . For completeness, we provide a direct proof in the Appendix.
IV. MAIN RESULTS

A. Noise-Free Observations
We first consider the case where a finite noise-free data sequence fx L ; x L+1 ; . . . ; x N g is observed. In this case, ' (i) k , i = 1; . . . ; p; 2LkN, are available. Thus, we can construct 8 k , k =2L; . . . ; N:
Since the algorithm will not converge to the true value in a finite number of steps, we need to use these data repeatedly to form a sequence of infinitely many samples. To this end, we denote 8 k(N02L+1)+i = 8 i ; i= 2L; . . . ; N; k = 0; 1; . . . : (13) The sequence can be divided into periods each with a length of N 0 2L + 1 and consisting of the same data as the first one. given by (9) and (13) with initial value h(2L 0 1)
The proof of this theorem is given in the Appendix. As shown in the proof, we have
However, because h 3 is unknown, this equation does not help us in determining the absolute value of h 3 . It is worth noting that (h 3 ) y h(2L 0 1) = 0 is a noninteresting case, because the fact that h(k) tends to zero gives no information about h 3 . So, the initial value h(2L 0 1) should have a nonzero projection on h 3 .
Theorem 1 shows that our algorithm converges to the true value (with a scaling factor ) if we repeatedly apply the sequence of finite samples. Starting with any initial value h(2L01), after applying the adaptive algorithm to the sequence of samples, we obtain an estimate h(N).
When N is small, h(N) may not be very accurate; in this case, we can use h(N) as the initial value and apply the algorithm again on the same set of data (see (13) ). When N is large, h(N) is accurate enough even after applying the adaptive algorithm to the sequence only once; repeatedly using the data is not needed. In a sense, the algorithm discussed in this section can be viewed as a recursive approach to solving (6) . The recursive nature makes the implementation more flexible: channel estimates can be updated when new samples are received. One nice feature of the recursive algorithm is that N is not required to be fixed. That is, the algorithm can be applied to an infinitely long sequence. As the length of the sequence increases, the estimate improves and eventually may converge to the true value under some very mild assumptions. Next, we will prove that this is indeed true if the samples are chosen from a system with independent random input signals.
We assume that the input signal fs i g is a sequence of infinitely many mutually independent random variables and that the observations do not involve noise; i.e., n k 0. Similarly to Lemma 1 for deterministic sequences, we have the following.
Lemma 2: Assume A1 holds, L is known, and s i is a sequence of mutually independent random variables with Ejsij 2 6 = 0. Then h 3 1 = h 3 =kh 3 k is the unique unit eigenvector corresponding to zero eigenvalue for the matrices
E8 y i 8 i ; 8 j 0; 8 k 0 (14) and the rank of B j; k is p(L + 1) 0 1.
The proof is given in the Appendix.
Since we have an infinitely long sequence of 8 y k 8 k , we need some assumptions on the minimal nonzero eigenvalues of B j; k . Let min (k) denote the minimal nonzero eigenvalue of B 0;k . On fsig we need the following condition.
A2 0 fs k g is a sequence of mutually independent random variables with Ejs k j 2 6 = 0, sup k Ejs 2+ k j < 1 for some > 0, and
A3 will be strengthened to the following.
where is given in A2 0 .
It is obvious that if fs i g is an independent and identically distributed (i.i.d.) sequence, then min (j) is a positive constant, and hence (15) is automatically satisfied because of A3.
Theorem 3: Assume L is known, A1, A2 0 , and A3 0 hold, and h(k)
is given by (9) with initial value h(2L 0 1). Then h(k) ! h 3 a.s.
Again, the proof is given in the Appendix.
B. Noisy Observations
We now consider the general case where the observations are corrupted by noise: y k = x k + n k , and fs k g is a sequence of mutually independent random variables. We will use the following conditions.
A3 00 A3 0 holds and a a < c, 8 k, where c is a constant. A4 fs k g and fn k g are mutually independent and each of them is a sequence of mutually independent random variables such that Ejs k j 2 6 = 0, and sup k fjs k j + jn k jg < 1; E 2+ < 1:
the minimal nonzero eigenvalue of B j; k defined in (14) . Theorem 3: Assume L is known, A1, A3 00 , A4, and A5 hold, and h(k) is given by (10) with initial value h(2L 0 1). Then after a finite number of steps there is no truncation in (10) and
where is a random variable specified later by (55).
V. SIMULATION EXAMPLES
In this section, we present three computer simulation examples. In the first example, we illustrate the convergence of the algorithm in a noisy time-invariant wireless environment. In particular, we investigate the impact of the noise covariance matrix on the channel estimation. In the second one, we compare the performance of the recursive algorithm with that of the "block" algorithms proposed in [15] . In the third one, we illustrate the capability of the algorithm in tracing a time-variant channel. In all the examples, the modulation of the input signal is quaternary phase shift keying (QPSK) and the channel order is assumed to be known a priori. We repeat the simulation for N different random environments and compute the root-mean-square error (RMSE) as the measure of the accuracy of the channel estimates; the RMSE is defined as Example 1: In this example, we select a transmitter with raisedcosine pulse p(t) whose rolloff factor is 0:1. The raised-cosine pulse p(t) is truncated to 4T where T is the baud period. A two-ray wireless radio channel with a long delay multipath is used as the channel model. The overall channel impulse response is h(t) = p(t) 0 0:7(1 + j)p(t 0 1:3T):
The channel is corrupted by a Gaussian noise of 25 dB. The received signal is oversampled by a factor of 3 (p = 3) and thus each input symbol corresponds to a three-dimensional (3-D) output signal (a multichannel system with one input and three outputs). The number of input symbols is fixed to 100 thus the received signal consists of 3 2 100 samples. All components of the initial value h(2L 0 1) are set to one. In each Monte Carlo run, the set of samples is repeatedly used 100 times in the same manner as Theorem 1. Thus, the channel estimates are updated 9700 times. The step size is initially chosen to be 0:1 and is reduced by 2% each time the received sequence of signals is repeatedly used. To study how sensitive the channel estimate is to the knowledge of RN , we implemented two sets of simulations. In the first set, we use the true value for RN , i.e., 25 dB; and in the second set, we simply set RN = 0 in the algorithm (in (10)). Each set contains 100 Monte Carlo runs. The RMSEs are computed after each update. Fig. 1 presents the results after 100 Monte Carlo runs. It is apparent that for both cases (i.e., when R N is known and R N is simply set to zero) the adaptive procedure is convergent. When the number of updates increases, the effect of ignoring R N also increases. However, the difference of the RMSEs for both cases always remains reasonably small. This shows that the algorithm is relatively insensitive to errors in estimating the variance matrix R N .
Example 2:
In the second example, we compare our algorithm with Xu's least squares algorithm in [15] . To this end, we use the same channel responses as presented in [15, Table II ]. In addition, as in [15] , we choose SNR to be 20 dB and let the number of symbols vary from 50 to 300. The step size for our algorithm is chosen as 0:04 initially and is reduced by 0.08% after each channel estimate update. For each case, 500 Monte Carlo runs are conducted. In each Monte Carlo run the channel estimate is updated for 6000 times. Again, two cases using a true R N and R N = 0 are simulated. Fig. 2 shows the RMSEs of the channel estimate from Xu's paper [15] and our simulation results. It is not surprising that the adaptive algorithm (10) performs a channel estimate quite close to Xu's. We repeated the comparison under the above conditions. This time the number of symbols is kept at 100 but the signal-to-noise ratio (SNR) changes from 10 to 40 dB. Fig. 3 shows the results after 500 Monte Carlo runs. Again, the results are quite similar. The channel estimate with a known R N is even better than Xu's result when SNR is poorer than 20 dB.
Example 3:
The channel in the above examples is assumed to be time-invariant, which is a common requirement by most blind channel identification methods. As the algorithm developed is inherently adaptive, in this example we apply it to a time-varying three-ray wireless radio channel to evaluate its adaptability. It is worthwhile to mention that the convergence of the algorithm is still an open problem in such time-varying environment.
The time-varying simulation channel used in this example is defined as h(t) = E 1 (t)p(t) + E 2 (t)p(t 0 0:4T ) + E 3 (t)p(t 0 1:3T ): (19) where E 1 (t), E 2 (t), and E 3 (t) are the envelopes of three radio rays at time t, generated by Jakes model with Doppler frequency 10 Hz. shows the change of these envelopes where E1(t), E2(t), and E3 (t) are indicated by "No Delay," "Delay 0.4 T," and "Delay 1.3 T," respectively. When the carrier frequency is 900 MHz in the group special mobile (GSM) context, 10-Hz Doppler frequency is equivalent to the receiver moving toward the transmitter with velocity 12 km/h. Again, the shaping filter p(t) is chosen with raised-cosine pulse truncated to 4T . The rolloff factor is 0:5. p = 3 and SNR = 35 dB. The channel order used is fixed to 4. Consequently, there are 15 channel coefficients to be identified. As an example, the channel coefficients of subchannels h (2) are drawn in Fig. 5 . The symbols are unit-variant white QPSK with symbol rate 300 kHz. The noise effect on the update is neglected, i.e.,
RN = 0.
To study the tracking capability of our adaptive algorithm, we choose the initial channel parameters be their true values. The estimated channel parameters are updated once at the arrival of each symbol signal with previous estimated parameters as their current initial values. The step size is chosen to be 0:0015. The estimated RMSE is presented by the curve in Fig. 6 . From the figure, the algorithm has a good tracing capability for the 35 000 symbols where the RMSE is always less than 0:06. This example shows that even for the time-varying system shown in Fig. 5 , the algorithm can trace the channel reasonably well with one update each symbol. The initial parameters in this simulation are chosen to be the true value. Thus, a possible application is to combine this algorithm together with some existing identification techniques such as the training signal approach. That is, to use training signals to identify the channel at the beginning of each interval, and then apply our adaptive algorithm to follow the channel in the internal. Only recursive algorithms can achieve such a goal. Further research is certainly needed.
VI. CONCLUSION
In this correspondence, we proposed some adaptive algorithms for blind channel identification by exploiting channel diversity. In these algorithms, the channel estimates are updated every time a new sample is received. The convergence of the algorithms is proved. Recursive algorithms are easyly implemented in real systems such as wireless channels. The algorithms converge to the true channel parameters even when the number of samples is finite if the samples are repeatedly used. In this case, the algorithm becomes a recursive version of the approach proposed in [15] for deterministic inputs.
The algorithm for noisy observations requires knowledge of the covariance R N of the noise. In principle, R N can be estimated based on the sequence of the observed data; the implementation details remain a future research topic. However, from the simulation results, we may expect that the estimate does not depend so much on RN . As shown in is independent of i, and it does not equal zero for k = 0; 1; 2; . . . ; L and is 0 for k = L + 1. Using this property and replacing R y (k) by its sampling approximation, we can obtain consistent estimates for L as the data size increases to infinity. In practice, one may not estimate L in advance, but simply take it sufficiently large. This kind of overparametrization technique works quite well in modeling for systems like (1) .
The adaptive nature of the algorithms allow them to be applied to time-varying systems. We did one simulation example to explore this property. The example shows that the tracking ability is reasonably good with 35 000 symbols. Further research is needed to study the applicability to time-varying systems.
APPENDIX
Proof of Lemma 1:
From (5), it is readily seen that h 3 satisfies (12).
It remains to prove the uniqueness.
is also a solution to (12) but h 6 = h 3 , where
Since h is a solution to (12), we have For a fixed j, (20) is valid for all i = 1; . . . ; p, i 6 = j. Therefore, all roots of h (j) (z) should be roots of h (j) (z)h (i) (z) for all i 6 = j. By A1, it follows that all roots of h (j) (z) coincide with roots of h (j) (z).
This means that there is a constant j such that h (j) (z) = j h (j) (z); 8 j = 1; . . . ; p: If h 3 serves as the initial value for (9), then by (12) 
Again, by (12) h 3y I 0 a k 8 y From (29) and (31), it follows that h(i; j) = 0. 
Denote by k ; k = 1; 2; . . ., the truncation times, i.e., h( k ) = h(2L 0 1).
From (10) 
Denote h 3 = h 3 =kh 3 k. Let
be a Hermite matrix. Denoting
we have
Noticing 8 We complete the proof in five steps.
Step 1: First, we show that 
by the convergence theorem for martingale difference sequences. Incorporating the above inequality with (40) yields (39).
Step 2: Next, we show that for any j k and T > 0 with m(j; T ) k+1 0 k 0 1, there is a c0 > 0, which possibly depends on the sample path but is independent of k, j, and T , such that Step 3: Third, we show that for any h 0 1 Step 4: We now show that the number of truncations in (10) is finite.
To this end, let us first assume that the converse is true: k 0000! k0!1 1. Then, by (39) since the left-hand side of (53) should be greater than or equal to 1 16 by (52). The obtained contradiction shows that k 0! < 1 (i.e., there are only a finite number of truncations) a.s.
Step 5: Now we are ready to complete the proof of the theorem.
We have shown that starting from a random , the algorithm (10) suffers from no more truncation. Now, let us first show that kh 0 (k)k 2 
