ABSTRACT This paper investigates finite-time stabilization of a class of non-affine nonlinear systems with time-varying output constraints, input saturation, and unknown disturbance. Without loss of accuracy, an approximation method is employed to convert the non-affine nonlinear system to an affine-like expression. A novel adaptive terminal sliding mode disturbance observer is proposed to enhance system robustness by estimating unknown compound disturbances in finite time, including external disturbances and system uncertainties. A time-varying barrier Lyapunov function is applied to ensure that constraints are not violated. Backstepping-based controllers are designed to drive tracking errors to zero in finite time. Simulation results demonstrated the effectiveness of the proposed control technique.
I. INTRODUCTION
Controlling uncertain nonlinear systems has raised considerable interests recently, and many effective schemes have been proposed, e.g. adaptive control [1] , sliding mode control [2] , [3] , backstepping control, etc. Most proposed control methods are designed for affine systems, but non-affine systems are common in practice, e.g. hypersonic flight vehicles [4] , [5] , autonomous underwater vehicle [6] , etc. Various methods have been applied to convert non-affine systems into affine-like expressions, such as the mean value theorem, Hadamard lemma, Taylor series expansion, etc., and the unknown uncertainties have been approximated in the system transformation using fuzzy logic, neural networks, or disturbance observers. Mean value theory was applied to non-affine system to obtain the corresponding affine-like expression, and neural networks to approximate unknown terms [7] , [8] . However, the transformation methods via Taylor series expansion and mean value theory expansion in published literatures often contain unknown terms about expansion point, which lead to additional uncertainties for system. Considering the above discussions, an approximation method combining with Taylor series expansion and robust sliding mode filter is employed to transform non-affine nonlinear system into affine-like expression, which solve the uncertainties caused in the system transformation. Also, physical limitations of input, state and output are inevitable problems in nonlinear systems, which is significant for system to guarantee safe performance and avoid system damage. Lee and Yoo [9] considered transformed output constraints for the non-affine system, into a new variable without constraint. Bu et al. [10] applied prescribed performance on a non-affine air-breathing hypersonic vehicle, with the mean value theory employed to obtain the affinelike expression, and a neural network to estimate unknown parameters. Yoo [11] investigated a decentralized adaptive tracking control for a class of switched non-affine nonlinear system with prescribed performance, and mean value theorem was applied to obtain an affine-like expression to design controllers. Input saturation was considered for the non-affine system, and, similar to the previous discussed approaches, transformed it to the affine expression using mean value theory, approximating the unknown terms using a neural network or fuzzy logic [12] , [13] . However, the literatures [9] - [13] only considered input saturation or output constraint, and there are few studies considering non-affine systems with output constraints and input saturation, which is not an uncommon practical situation, and should be further studied.
Compared with asymptotic stabilization and exponential stabilization, finite-time stabilization provides faster convergence rates and superior robustness, because the error can converge to zero in finite time [14] , [15] . Its main characteristic is to drive the errors to zero in finite time and subsequently keep them in equilibrium [16] . Finite-time Lyapunov function theorem was used to design controller to guarantee finitetime stabilization [17] , [18] . It was also argued that physical constraints should be taken into consideration in finite-time stabilization for its generality. However, to realize finite-time stabilization, the control input will be large initially, so it is impossible for actuator in presence of input saturation to perform the desired commands. In this case, how to balance the finite-time stabilization and input saturation is a problem that should be further studied. For example, Sun et al. [19] proposed a fast adaptive terminal sliding mode control scheme for hypersonic vehicles with input saturation that realized finite-time convergence of the sliding mode manifold. Wu et al. [20] proposed a finite-time method for the post-tall pitching maneuver using a finite-time observer, and a finitetime auxiliary variable was proposed to compensate for input saturation. Shen et al. [21] studied finite-time fault-tolerant stabilization for spacecraft with input amplitude saturation, with adaptive laws approximated the control input. Also, various techniques have been proposed for finite-time stabilization for systems with output constraints. Ma et al. [15] considered the output constraint in finite-time stabilization for a class of nonlinear systems. Finite-time stabilizer and a barrier Lyapunov function were employed to overcome the output constraint and guarantee finite-time stability. Jin [22] proposed the problem of adaptive finite-time tracking control for a class of multiple input multiple output (MIMO) nonlinear systems with output constraints and actuator faults. A tan type barrier Lyapunov function was applied to solve the output constraints, and a new stabilizing function was designed to guarantee finite-time stabilization. However, to the best of our knowledge, finite-time stabilization for nonlinear systems with input saturation and output constraints has been rarely, if ever studied.
Backstepping is widely used due to its advantages to design control laws [23] , [24] , and is based on a Lyapunov function designed for each step [25] . This overcomes unmatched system disturbance, and provides excellent tracking performance and superior robustness from the combination of disturbance estimation, e.g. sliding mode disturbance observer [23] , [26] , nonlinear disturbance observer (NDO) [27] , adaptive laws [28] , neural networks [29] , etc. In [30] , a dynamic surface control method based on backstepping was proposed for nonlinear system in presence of input saturation. Meanwhile, radial basis function neural network (RBFNN) was used to approximate system uncertainties and NDO was applied to estimating external disturbance. Li et al. [31] employed a radial basis function neural network and backstepping to control the system, and designed a NDO to estimate external disturbance. The RBFNN handled system uncertainties and the backstepping scheme was applied to design the controller. However, RBFNN accuracy can be influenced by basis function selection as well as fuzzy control. Therefore, this paper proposes an adaptive terminal sliding mode disturbance observer (ATSMDO), with superior robustness to disturbance. The ''explosion of complexity'' is an inherent property of backstepping, and a dynamic surface control (DSC) [32] - [34] and second order sliding mode based integral filter [35] were designed to avoid it. Chen et al. [36] developed a backstepping control based on a sliding mode disturbance observer for a MIMO system with input saturation. A first order sliding mode differentiator was designed to solve the derivatives of virtual control laws and effectively avoid the explosion of complexity. However, the descriptions above only consider affine nonlinear systems, and studies of constrained non-affine nonlinear systems based on backstepping are rare. Therefore, this approach should be further developed for constrained non-affine nonlinear systems.
The paper studies finite-time tracking performance of single input single output (SISO) non-affine nonlinear systems with input saturation, time varying out constraints, and unknown disturbances. The advantages of the proposed approach are as follows.
1) The saturated control input u(v) is expressed as an equivalent equation, with no error in the transformation of u(v), in contrast to Chen [29] , where the saturation function was represented by the dead-zone function and Yin and Shi [24] and Molavi et al. [13] , where hyperbolic tangent function was used to replace u(v). 2) An adaptive terminal sliding mode disturbance observer is proposed to estimate the unknown compound disturbance in finite time with less unknown terms, enhancing system robustness, and providing better convergence performance compared with preview studies. 3) This paper considers finite-time stabilization of nonaffine nonlinear systems with input saturation and time-varying output constraints. Based on ATSMDO, the controllers not only guarantee finite-time convergence of tracking error, but also compensated the influence of disturbance estimation error. Compared with the published literatures, the control scheme realize finite-time stabilization in presence of input and output constraints based on finite-time uncertainties compensation. To the best of our knowledge, this has been rarely, if ever, reported previously. In this paper, we define sig λ (x) = |x| λ sign(x), where λ is a positive constant.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a class of SISO non-affine nonlinear systems,
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T are measurable system states;, F i (·) and F n (·) are known nonlinear smooth functions; D i (t) and D n (t) are time-varying and continuous external system disturbances; u (v) and y are system input and output constraints, respectively; and there exists time varying output constraints, such that
where u max is the maximum (saturated) input u (v).
To transform the non-affine nonlinear system, and design the disturbance observer and controller, the following assumptions and lemmas are required.
Assumption 1: F i (·) and F n (·) are continuous and
are bounded and positive. Assumption 2 [37] : For constants K c1j and K c2j , there exists k
Assumption 3 [37] : There exist functions Y 0 (t) and [17] : Consider the systeṁ
If there exists a continuous positive function
where c > 0, 0 < λ < 1 are positive real constants, then the origin in system (3) is a finite-time equilibrium. Lemma 2 [19] : Consider a continuous positive function
, where α 1 > 0, α 2 > 0, 0 < γ < 1 are real constants to be designed. Then the system converges to equilibrium in finite time
Lemma 3 [38] : For all |ξ | < 1,
Lemma 4 [36] : Consider the first order sliding mode differentiator,
where ϑ 1 , γ 0 and ϑ 2 are states of the first order sliding mode differentiator, 1 and are parameters to be designed, and f (t) is an unknown function. If the initial errors, ϑ 1 − f (t 0 ) and ϑ 2 −ḟ (t 0 ), are bounded, then γ 0 can approximateḟ (t) with any accuracy.
Before transforming eq. (1) into an affine-like expression, a robust sliding mode filter is introduced to approximate states and input [39] ,
where ρ fi and ρ fn are filter time constants, ξ f i1 > 0 and ξ f n1 > 0 represent switching gain, ξ f i2 > 0 and ξ f n2 > 0 represent switching rate, and x (i+1)ζ and u ζ (v ζ ) are filtered values of x i+1 and u(v), respectively. To simplify the design of controller, the saturation function (2) is redefined as
where
From Assumption 1, applying Taylor series expansion technique to system (1),
| u ζ (vζ ) , therein, x (i+1)ζ , and u ζ v ζ are obtained from eq. (6); and
, and n (·) are higher order terms.
Remark 1: By selecting appropriate parameters ρ fi and ρ fn in eq. (6), x (i+1)ζ and u ζ v ζ can approximate x i+1 and u (v) with any small error, and higher order terms i (·) and n (·) can tend to zero. (8) are unknown, but their magnitudes and derivatives are bounded, such that |d i | < β i , ḋ i < β di , where β i is unknown and β di is known.
Remark 2: In eq. (7), the saturation input function is transformed into an equivalent expression, and there are no unknown parameters compared to the expression in [36] , which not only simplifies controller design, but also does retain the saturation function accuracy compared with [40] .
Remark 3: From eq. (8), d n includes the unknown control input term. However, to realize finite-time convergence, the initial control input value is large, hence d n andḋ n will be large initially. Thus, the initial value ofḋ n is not considered in the design of disturbance observer. Similarly, the initial value of d n is not considered in the design of robust term in controller. This work studies a finite-time control scheme for a class of non-affine nonlinear system with time-varying output constraints, input saturation and unknown disturbance. Eq. (8) is an approximation to transform the non-affine nonlinear system into an affine nonlinear system. We propose an adaptive terminal sliding mode disturbance observer to estimate the unknown compound disturbance, and design controllers based on the barrier Lyapunov function to overcome time-varying output constraints and realize output tracking. Figure 1 shows the control diagram of the proposed scheme.
III. DISTURBANCE OBSERVER DESIGN
In this section, to improve the robustness of the system, we proposed an ATSMDO estimate the unknown disturbance in finite time.
T is the estimation disturbance; 
T is the terminal sliding mode vari- When the disturbance estimation error converges to zero, such that, e d = 0 andė d = 0, there exists an equivalent estimation disturbance that satisfies
To obtain u d eq , let u d pass through the first order filter,
whereū d eq is the first order filter output, τ d = diag {τ d1 , τ d2 , · · · , τ dn } is a positive matrix, and τ di , i = 1, 2, · · · , n is time constant. If τ di is set small enough, u di −ū d eqi will be small.Suppose that there exist constants 0 < ε 1i < 1 and ε 0i > 0, such that u eqi − u d eqi < ε 1i u d eqi + ε 0i ,when t > t eq . To guarantee the stability of ATSMDO, we introduce a definition ''safety boundary'' for upper bound of d i . And the adaptive variable k i denotes supremum of the ''safety boundary'', and it satisfies
where 0 < α i < 1 and i are constants to be designed and depend on ε 1i and ε 0i ,
T . From eqs. (10) and (12),
Considering eqs. (9) and (13),
Define the error variable as
The adaptive lawK is designed aṡ
where q 0 = diag {q 01 , q 02 , · · · , q 0n } is a positive matrix;
n is an adaptive variable that decides the rate of the change of estimation dis-
The estimation error ofḋ is defined as
T . To assist with later calculations, we definē
Considering eqs. (15) and (17),
we define the adaptive lawq aṡ
where µ = diag {µ 1 , µ 2 , · · · , µ n } is a positive matrix to be designed;
Considering eqs. (17) and (19),
Theorem 1: Consider the ATSMDO eq. (9) in the presence of disturbance d that satisfies |d i | < β i and ḋ i < β di , where β i is unknown and β di is known. Then designing the adaptive laws as eqs. (16) and (19) forces error variables υ and e, sliding mode σ , and estimation error e d to zero in finite time.
Proof: Select the Lyapunov function as
Differentiating V d and substituting eqs. (14), (18) and (20),
where min (η d ), min (q 0 ) and min ( q 0 √ µ ) are the minimum eigenvalues of η d , q 0 and q 0 √ µ respectively; and =
From lemma 1, σ , υ, and e will converge to zero in finite time t 1 , where t 1 satisfies
From eq. (9), when t > t 1 , σ = 0, hence convergence time t 2i of estimation error e di , i = 1, 2, · · · , n for the ith ATSMDO satisfies
Consequently, estimation error e d of ATSMDO will converge to zero in t 2 .
Remark 4: Compared with the existing second order sliding mode disturbance observer in [41] , there is no unknown derivatives of estimation error e d in the proposed ATSMDO. Consequently, the structure of the sliding mode variable σ in ATSMDO not only saves the time of estimating unknown derivativesė d , but also it can be applied to in practical engineering more easily.
IV. CONTROLLER DESIGN
Step 1: Define tracking errors
, · · · , n, and the dynamic equation of z 1 such thaṫ
Select the time varying asymmetric barrier Lyapunov function as
where k b1 (t) and k b2 (t) are time-varying boundaries of z 1 , such that z 1 ∈ (−k b1 (t), k b2 (t)). k b1 (t) and k b2 (t) are VOLUME 6, 2018 defined as (27) and there exist positive constants k b1 , k b1 , k b2 , and k b2 that satisfy
Lemma 5: [42] The Lyapunov function V 1 in eq. (26) is positive definite and C 1 in the domain z 1 ∈ (−k b1 , k b2 ) .
Define new variables
Lemma 6: [37] The condition |ξ (t)| < 1 holds iff
Without ambiguity, q(z 1 ), k b1 (t) and k b2 are abbreviated as q, k b1 and k b2 , respectively.
Then eq. (26) can be transformed into
It is obvious that eq. (30) is positive definite and continuously differentiable when |ξ | < 1.
Differentiating eq. (30) and substituting eq. (5),
Design virtual controller x d 2 as 
2 + ε; ε and r 1 are positive constants to be designed. ε is designed to guarantee the boundedness oḟ x d 2 whenk b1 andk b2 are zero, and r 1 is selected as r 1 > d 1 to compensate for the effects of estimation error of compound disturbance d 1 
Considering eq. (32) and lemma 2,
Step 2: Differentiating z 2 and substituting eq. (8),
Select the Lyapunov function as V 2 = V 1 + 1 2 z 2 2 , and differentiate it along eq. (34),
Design virtual controller x d 3 as 
Considering eq. (36),
Step i(3 ≤ i ≤ n − 1): Differentiating z i and substituting eq. (8),ż
Select the Lyapunov function as
, and differentiate it along eq. (38),
Design virtual controller x d i+1 as
whered i is estimation disturbance,k i1 , k i2 , and r i are positive constants to be designed. Select r i as r i > d i to compensate for the effects of estimation error of compound disturbance
can be estimated by the output of the first order sliding mode differentiator eq. (5).
Considering eq. (40),
≤ −k 11 ln
Step n: Differentiating z n and substituting eq. (8),
Select the Lyapunov function as V = V n−1 + 1 2 z 2 n , and differentiate it along eq. (42),
Design control input v as
whered n is estimation disturbance,k n1 , k n2 , and r n are positive constants to be designed. Select r n as r n > d n to compensate for the effects of estimation error of compound disturbance
n can be estimated by the output of first order sliding mode differentiator eq. (5).
Considering eq. (44),
where C 1 = min {k 11 , 2k i1 }, and
Theorem 2: Consider a class of SISO non-affine nonlinear systems of eq. (1) in the presence of time varying output constraints, input saturation, and unknown disturbance. For approximation method (8) , under assumptions 1-4, the ATSMDO is proposed as (9) , and the controllers are given by eqs. (32) , (36) , (40) , and (44) . If k c1 (0) < y(0) < k c2 (0), then the following conclusions hold.
1) The tracking errors are bounded.
2) The time varying output constraint is never violated.
3) All signals in closed-loop system are bounded. 4) The closed loop system eq. (1) is finite-time stable with time varying output constraints. Proof: Before the proof of 1)-4), validation of the existence of global solutions for the system is proceeded. VOLUME 6, 2018 For non-affine nonlinear system eq. (1), we reformulated it as 
where L i and L n are positive constants.
Consequently, according to [43, Th. 3.3] , there is a unique solution for all t ≥ t 0 , where t 0 is initial time.
1) From eq. (45),V ≤ −C 1 V . Integrating both sides of the inequality, V ≤ V (0)e −C 1 t . Since
Similarly,
According to eq. (27) and
So The time varying output constraint is never violated. 3) From 1) and 2), the tracking errors z i and output y are bounded. According to Assumptions. 1 and 2, we have
Then from eq. (32), (36) , (40) and (44), we conclude that x d i , i = 2, 3, · · · , n and v are bounded. Furthermore, the states x i , i = 2, 3, · · · , n are bounded. Consequently, all signals in closed-loop system are bounded. 4) From lemma 2, we conclude that tracking errors z i converge to zero in finite time
without violating output constraints.
V. SIMULATION RESULTS
To validate the proposed control scheme effectiveness, a simulation is performed on the non-affine nonlinear system [44] ,
T is a system state; u(v) and y are system inputs and outputs, respectively; and D 1 and D 2 are unknown external disturbances.
Applying the approximation method to eq. (47) and substituting eq. (7),     ẋ
where f 1 = sin x 1 + 5 cos x 1 + 0.5 cos x 2ζ + 0.5x 2ζ sin x 2ζ ; and u ζ (v ζ ) approximate the actual values with high accuracy, implying that higher order terms i (·), i = 1, 2, · · · , n in eq. (8) are small enough that they can be neglected. Figure 3 shows the performance curves of x 1 and x 2 before and after the system transformation, which demonstrates the effectiveness of the approximation method eq. (8) . And Figs. 4-7 show that finite-time tracking performance is satisfied in the presence of unknown disturbances, time varying output constraints, and input saturation. that tracking error z 1 converges to zero in finite time and stays in boundaries at all times. Figure 6 shows that virtual control law α 1 quickly converges to x 2 , and Fig. 7 shows that although there is input saturation, satisfactory tracking performance is obtained. Figures 8-11 show the estimation of ATSMDO, and Figs. 8 and 10 show the estimation of d 1 and d 2 . ATSMDO has faster convergence and stronger robustness compared with adaptive sliding mode control (ASMC) [45] . Figures 9 and 11 show the states, sliding mode variability, and estimation error of ATSMDO and ASMC, from which it can be concluded that the ATSMDO states z d can approximate system states x better than ASMC as well as disturbance estimation error e d .
VI. CONCLUSIONS
This paper applied a global approximation method to a class of non-affine nonlinear systems to transform them to affinelike expression, adopting a proposed adaptive terminal sliding mode disturbance observer to ensure the estimation error converges to zero in finite time. A finite-time control scheme is proposed to realize finite-time convergence for non-affine nonlinear system with input saturation and time varying output constraints. This study shows the potential of the proposed approach to address many difficult problems in control theory, and finite-time stabilization for constrained systems should be studied further.
