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Abstract: Globular Clusters (GCs) are among the most studied objects in astronomy. They his-
torically were regarded as a single-burst stellar population, as opposed to galaxies, which show
evidence of a more complex star formation history. Such apparent simplicity led astronomers
to regard them as the ideal stellar evolutionary laboratory, while in the eld of dynamics, the
truncated-Maxwellian King (1966) models were generally accepted as good ts to the surface
brightness proles of most Galactic GCs. In the last decade, much of this long-standing con-
dence in GC simplicity was challenged by improved observations. The Hubble Space Telescope
produced accurate HR diagrams, which for some GCs can be explained only by multiple stellar
populations (Gratton et al. 2004; Bedin et al. 2004; Piotto et al. 2005, 2007). Exotic objects
such as blue stragglers, X-ray sources, and pulsars proved ubiquitous, likely the result of an
interplay between cluster dynamics and stellar evolution (e.g. Belczynski et al. 2006; Shara &
Hurley 2006; Hut 2006). High-resolution imaging of GC cores revealed central density cusps
at odds with King-model expectations of a at core (Noyola & Gebhardt 2006, 2007). On the
other hand, direct N-body numerical simulations allowed to simulate the dynamics of GCs with
an almost realistic number of stars and dynamical ingredients such as binaries, tidal mass-loss
and a spectrum of stellar masses.
In this context, this Thesis is focused on a particular new ingredient in GC dynamics: In-
termediate Mass Black Holes (IMBHs). IMBHs are elusive objects the existence of which is an
intriguing issue in its own right, for the consequences it would have on the seeding of super-
massive black holes, on explaining Ultra Luminous X-ray Sources (ULXs), and on modeling
potential astrophysical sources of gravitational radiation.
An approach stressing model-independence, non-parametric statistical tools and extensive
data visualization is followed throughout, and is a distinctive feature of this Thesis. A catalogue
of GC structural parameters (luminosity, fraction-of-light radius and average surface brightness)
is obtained from a model-independent spline-smoothing algorithm applied to GC surface bright-
ness proles. The parameters thus obtained, together with other properties from the literature, are
extensively explored using data-visualization techniques appropriate for multi-variate data-sets
(Pasquato & Bertin 2008, 2010). Tools such as cluster analysis, quantile-quantile plots, kernel
density estimation, and conditioning plots can lead to the discovery of a number of interesting
features, usually hidden to previous research. A relation between deviations from the GC funda-
mental plane and the slope of central cusps in the surface brightness prole is found (Pasquato &
Bertin 2008). If such cusps originate from IMBHs, this would point to a global effect of IMBHs
on the GC fundamental plane. On the other hand, cuspy proles appear naturally in simulated
GCs evolved beyond core-collapse even without an IMBH (Trenti et al. 2010).
In this Thesis we contribute to the development of a new method to look for IMBHs in GCs,
based on the effects on mass segregation predicted from N-body simulations with a realistic
(≈ 3.2 × 104) number of stars. An IMBH is expected to reduce the amount of mass segregation
observed in relaxed GCs. The method is applied to two GCs using HST archival data. NGC
2298 is shown to be an unlikely host to an IMBH (Pasquato et al. 2009), while M10 is more
promising but requires a quantitative determination of the stellar binary fraction to allow a con-
clusion (Beccari et al. 2010). The model-independent calculation of GC structural parameters
presented in this Thesis is an integral part of the framework I devised to compare simulations
and observations on an equal footing.
N-body simulations of GCs with binaries and a realistic mass spectrum are run to core-
collapse and beyond and analyzed as if they were observed GC data-sets (Trenti et al. 2010). The
surface brightness prole of main-sequence stars does not undergo deep core collapse, because
the collapse of dark remnants and/or binaries provide energy to the system. King model ts
to simulated post-core collapse GCs are shown to produce unstable results with respect to GC
structural parameters, lending further support to the non-parametric approach introduced here.
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Chapter 1
Introduction
1.1 Intermediate Mass Black Holes
Intermediate Mass Black Holes (IMBHs) are black holes in the 102 – 105 M# mass range. Cur-
rently, there is rm evidence that stellar-mass black holes exist1, with masses up to more than 10
solar masses (see Creighton & Price 2008). The current record exceeds 15 M# (Bulik 2007). On
the high-mass side, the so-called supermassive black holes reach up to billions of solar masses
and have been found to be associated with the centers of galaxies and galaxy bulges (see Kor-
mendy & Richstone 1995; Ferrarese & Ford 2005, for reviews).
Stellar mass black holes are the only class of black holes for which the mechanism of forma-
tion is reasonably understood. They are left behind as remnants when high-mass stars end their
lives. Most evidence about their existence comes from X-ray binaries, where an accretion disk is
formed and is heated sufficiently to emit in the X-ray band (see a discussion and a list of current
candidates in McClintock & Remillard 2003).
Supermassive black holes are thought to power quasars (Ferrarese & Ford 2005) and have
recently been observed in the local universe as well. An extremely convincing case is that of the
center of the Milky Way where the orbits of individually resolved stars are used to estimate the
black hole mass with high precision (Ghez et al. 2003).
IMBHs are expected to ll the gap between these two mass regimes, but as of yet, no rm
detection of an IMBH has been obtained.
IMBHs are good candidate astrophysical sources of gravitational radiation. Fregeau et al.
(2006) estimates that space-borne interferometric detectors such as LISA should reveal tens to
hundreds of binary IMBH in-spiral events per year, while the merging and ring-down phase of
such events would be revealed in somewhat lower numbers (≈ 10/yr) by ground based interfer-
ometers such a LIGO and VIRGO (see also Miller 2002). IMBHs would naturally explain the
ultra-luminous X-ray sources without requiring beaming or super-Eddington accretion (Mak-
ishima et al. 2000). IMBHs could form the seeds of super-massive black holes, the origin of
which is not yet understood (Ebisuzaki et al. 2001; Volonteri et al. 2003; Tanaka & Haiman
2009). In particular, if IMBHs are hosted by star clusters orbiting a galaxy, they may be dragged
to the bulge by the orbital decay of the host due to dynamical friction (see e.g. Vicari & Capuzzo-
Dolcetta 2003, for a study of such orbital decay).
IMBHs would heavily affect the dynamics of star clusters, in particular GCs. In the follow-
ing, the dynamical evolution of GCs in the presence of IMBHs will be explored in depth, but it
is worth mentioning here that IMBHs can play a key role during core collapse (basically halt-
ing it) and in determining the amount of mass segregation attained by a relaxed GC (Gill et al.
1To be sure, dark objects whose mass would exceed that for which a neutron star is stable have been
indirectly observed, but in principle the current observational constraints do not allow us to exclude more
exotic alternatives to black holes.
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2008). Also density and velocity dispersion cusps (Bahcall & Wolf 1976; Noyola & Gebhardt
2006, 2007) have been suggested as telltale signs of the presence of IMBHs in GCs, and deserve
a thorough investigation, given that they are observed in a large fraction of galactic and extra-
galactic GCs. The presence of high velocity stars (e.g. Mapelli et al. 2005) and even abnormal
horizontal-branch morphology (Miocchi 2007) have also been indicated as possible ways to spot
an IMBH hosted by a GC, even though such phenomena are likely to be inuenced by many
other factors that are difficult to control.
1.2 IMBH formation theories
Several theoretical scenarios predict that black holes in the 102 – 106 M# mass range are present
in the local universe. The so-called population III stars, the rst hypothetical stellar objects
formed from primordial-composition intergalactic gas after the Big Bang, are expected to be
very massive, thus capable of leaving behind black-hole remnants of hundreds of solar masses
(Madau & Rees 2001; Schneider et al. 2002). While higher metallicity stars are not born with
such high masses, simulations of dense young clusters show that they may repeatedly merge fast
enough to produce a very massive star yielding a large black hole remnant (Portegies Zwart et al.
2004). Lower-mass black holes are also expected to merge into heavier objects in sufficiently
high density environments, such as star clusters, provided that the initial mass of the seed black
hole is high enough not to be expelled from the cluster by recoil during merging events (Miller &
Hamilton 2002). More exotic origins have been proposed for IMBHs, as primordial black holes
in the intermediate-mass range would form in the very early evolution of the universe, according
to certain variants of inationary cosmology (Kawaguchi et al. 2008). Of course, more than one
formation route can be active, leading to a composite population of IMBHs.
1.2.1 IMBH formation as population III star remnants
Primordial gas cooling and fragmentation
Population III stars are the hypothetical rst stellar objects formed after the Big Bang. As
such, they are extremely metal poor, being formed from gas with primordial chemical com-
position. Studies on collapse, cooling and fragmentation of the over-densities in interstellar gas
from which stars are born date back at least to the fties (Hoyle 1953; Mestel 1965a,b; Low &
Lynden-Bell 1976) and show that gas cooling mechanisms are decisive in setting the mass of the
fragments which ultimately turn into stars (for an introduction to star formation see Stahler &
Palla 2005). Metals are efficient coolants, and their lack forces primordial gas to cool through
far less efficient channels. In the following we explain how this circumstance results in an IMF
for population III stars that is supposed to extend towards much higher masses than that of stars
forming today. The typical masses may have been as high as several hundred solar masses,
with fairly massive black holes possibly resulting from the evolution of such large objects. The
following discussion mainly addresses a determination of the order of magnitude of the typical
mass produced by fragmentation of primordial gas clouds, but the issue of precisely which IMF
arises was partly addressed in the literature (e.g. Elmegreen & Mathieu 1983).
Given a density distribution of gas, a chunk of mass M collapses under its own gravity if the
typical thermal energy kT of a gas particle is smaller than its gravitational binding energy to the
collapsing mass:
kT ! GMmR , (1.1)
where R is the size of the chunk and m the particle mass. By introducing the gas density ρ ≈
M/R3 we obtain
M > MJ ≈ (kT/Gm)3/2ρ−1/2, (1.2)
where MJ is dened as the Jeans mass of the gas for a given density ρ and temperature T . In
other words, a gas cloud of mass M % MJ is bound to split into smaller fragments of mass ≈ MJ ,
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which undergo gravitational collapse. Of course, while each fragment contracts, its density
and temperature change, and so does MJ , which is a function of T and ρ. If the contraction
process increases MJ , no further fragmentation occurs, while a decreasing MJ makes possible
the collapse of smaller chunks within the collapsing cloud. The way density and temperature
change during gravitational collapse thus determines the size of the smallest fragments produced,
which later turn into stars as nuclear reactions are ignited.
If a collapsing cloud of gas is unable to cool efficiently, the thermal energy released in the
collapse is trapped within the gas, leading to a temperature increase. The extreme case of no
cooling is adiabatic collapse, where pressure and density are related as
T ∝ ργ−1, (1.3)
where γ = cp/cv = 5/3 in the case of a purely monoatomic gas, where each particle is character-
ized by three translational degrees of freedom only. If the average number of degrees of freedom
per particle is higher, as e.g. in the case of bi-, tri- or poli-atomic gases, γ > 5/3. By substituting
Eq. 1.3 into Eq. 1.2, we obtain the scaling of MJ with ρ
MJ ∝ ρ(3γ−4)/2 ∝ ρ1/2, (1.4)
where the last proportionality relation holds for γ = 5/3. So, as density increases during collapse,
MJ increases with its square root, or even faster if the gas is not purely monoatomic. Therefore,
assuming that, initially, the collapsing cloud had M ≈ MJ(ρ0), no further fragmentation takes
place, because any sub-clump has M′ < M ≈ MJ(ρ0) < MJ(ρ) so its mass is insufficient to
trigger collapse.
The opposite case is that of a cloud collapsing isothermally, i.e. very efficiently dissipating
any heat produced during the collapse. Equation 1.2 then yields
MJ ∝ ρ−1/2, (1.5)
so the Jeans mass is decreasing as collapse proceeds, and the formation of sub-clumps is always
possible.
In summary, the more efficient the cooling mechanisms, the smaller the mass of the clumps
of gas produced at the end of the fragmentation process. Quantitatively, any polytropic transfor-
mation
T ∝ ρα−1 (1.6)
with α > 4/3 corresponds to a collapse where cooling is not efficient enough to allow further
fragmentation.
Gas cooling mechanisms
As shown above, understanding the cooling mechanisms of collapsing gas is crucial to determine
the typical mass of the stars being produced. Spitzer (1978) gives a thorough description of
the physics of diffuse interstellar gas, but for the present introduction we limit ourselves to a
qualitative discussion.
A collapsing cloud of gas embedded in a much lower density medium must rely on radiative
cooling to eliminate the heat produced by the collapse, as conduction is impossible at low density.
Radiative cooling depends on the radiative de-excitation of atoms and molecules excited by
collisions.
In an extremely simplied model, let us consider a gas containing only atoms of one species.
We shall assume that one such atom has a ground state A and an excited state A∗. The respective
number densities are nA and n∗A.
If collisional excitation has a cross section σex, the specic number of transitions to the
excited state per unit time is
nex = 〈uσex(u)〉n2A, (1.7)
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where u is the relative velocity between atoms, σex(u) in general depends on relative velocity,
and the average 〈uσex(u)〉 is taken on the assumed velocity distribution of the gas which in turn
depends on its temperature T .
The excited state may decay on its own (spontaneous de-excitation), emitting radiation, with
nsp = AspnA∗ (1.8)
or decay due to a subsequent collision (collisional de-excitation) with
nco = 〈uσco(u)〉nAnA∗ . (1.9)
Now, nsp % nco if Asp % 〈uσco(u)〉nA, which is bound to be satised for a small enough
value of the gas number density nA. This is precisely the condition in the intergalactic medium,
where collisional de-excitation can usually be neglected (Spitzer 1978).
Collisions thus excite atoms, which decay by spontaneous emission. The net result of this
process is the conversion of the kinetic energy of the thermal motion of gas atoms into radiation,
thus cooling the gas. The cooling actually occurs only if the radiation emitted is not re-absorbed
by the gas: in the following we assume that the gas is optically thin, i.e. all radiation escapes
freely. As in this situation a steady energy ux is leaving the gas, the gas is out of thermal
equilibrium, even though we may describe the gas using a temperature parameter T . This is
acceptable if the timescale for the distribution function of the gas particles to reach a Boltzmann
distribution is much shorter than the radiative cooling time.
The amount of energy radiated per unit volume per unit time is proportional to the number
of spontaneous de-excitations nsp and to the energy gap ∆E between the ground state A and the
excited state A∗:
W = nsp∆E. (1.10)
If we assume a steady state, nsp = nex , because the number of excited atoms nA∗ is constant
in time. So
W = nex∆E = 〈uσex(u)〉n2A∆E. (1.11)
In general σex(u) will be 0 unless the available energy in the center-of-mass system of the
colliding particles exceeds ∆E, so only a fraction of the collisions will be energetic enough to
contribute to 〈uσex(u)〉. Typically, 〈uσex(u)〉 will decrease roughly exponentially as ∆E increases
with respect to the energy scale set by the gas temperature kT , so Eq. 1.11 will yield a decreasing
cooling rate as ∆E/kT → ∞. Thus, to be a good coolant at a given temperature, an atom must
have at least an excitable transition with ∆E ≈ kT .
Solar composition gas collapsing in the local universe contains metals, which behave as
efficient coolants. To name a few2, C II, Ne II, S i II, N II, O II, O III, have transitions
spanning the energy range 2.5 × 10−3 eV - 5.35 eV corresponding to temperatures kT ranging
from ≈ 30 to ≈ 6.2 × 104 K. Solar composition gas, thanks to metals, is capable of cooling
effectively over a wide range of temperatures, thus giving rise to a decreasing Jeans mass until
about 1M# clumps form (e.g. Bromm & Larson 2004).
Primordial composition gas, on the other hand, lacks metals, and thus is forced to cool
through less efficient channels. Neutral atomic hydrogen (H I) has a gap between the ground
state and the rst excited level of 10.2 eV , corresponding to T ≈ 1.2 × 105 K. This value is
too large with respect to the typical temperature of collapsing clumps, which have generally
T ! 104K (e.g. Bromm et al. 2002).
The current understanding is that molecular hydrogen H2 is the main coolant in primordial
gas (Bromm et al. 2002). The hydrogen molecule has a moment of inertia which can be estimated
as
I ≈ ma20, (1.12)
2In the following we make use of the spectroscopic notation, where A I indicates the neutral atom of
element A, A II the singly ionized atom, A III the doubly ionized, and so on.
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where m = 1.67× 10−27 kg is the mass of the hydrogen atom and a0 = 5.29× 10−11 m is the Bohr
radius. For a given amount of angular momentum
L = !
√
J(J + 1) (1.13)
the rotational energy is thus
E = L
2
2I , (1.14)
so the lowest allowed transition 2 → 0 (as the hydrogen molecule has no permanent electric
dipole) has an energy gap of
∆E = 6!
2
2ma20
= 4.45 × 10−2eV, (1.15)
which in turn corresponds to T ≈ 520 K, so hydrogen molecules work as coolants around this
temperature. Hydrogen deuteride, HD, is also a promising molecule for cooling at these temper-
atures and below, to about ≈ 100K, its lower abundance being partially compensated for by the
larger radiative transition probability, given its non-zero dipole moment.
These mechanisms are anyway much less efficient coolants than metals in solar-composition
gas. The amount of cooling due to a given atom or molecule can be expressed in terms of the
cooling function, i.e. the amount Λ of power radiated away per unit volume by that atom or
molecule. In a gas of H2 molecules containing metal coolants such as CO and H2O,Neufeld
& Kaufman (1993) calculate the cooling rate coefficient for the species M in the optically thin
approximation as (see also Neufeld et al. 1995)
L0M =
Λ
nMnH2
, (1.16)
i.e. the amount of power per unit volume radiated per unit volume density of H2 and of the
species M. Because nH2 % nM for every M, so excitation of M essentially depends on collisions
with H2 molecules. The results of their detailed calculation show that
L0CO - L0CO , L0H2O (1.17)
by ≈ 4 orders of magnitude over the 102 K - 103.5 K temperature range (see their Fig. 3).
The comparatively inefficient cooling allowed by H2 and HD in primordial gas leads to
protostar masses of ≈ 100 M# when fragmentation stops (Bromm et al. 2002; Bromm & Lar-
son 2004; Glover 2005; Norman 2008), as opposed to the ≈ 1 M# masses typical of solar-
composition gas.
Evolution of primordial-composition stars
As found by our analysis of their birth from primordial gas, population III stars are expected to
be very massive. Understanding the detailed evolution of a massive, metal-free star is a difficult
problem, mainly because no such stars can be observed in the universe today. Stellar evolution
codes usually are written to take into account the phenomena occurring in approximately solar-
mass, solar-composition stars, which survive for ≈ 108 − 1010 yr. On the other hand, population
III stars are expected to be extremely short-lived, lasting at most several 106 yr, so none is left to
observe in the local, present-day universe.
However, for IMBHs production from Population III stars, we need only make sure that they
do not lose too much mass during their lifetime, so to be able to leave a sizeable remnant. In
the local universe, the hot and massive O- and B-type stars are observed to lose mass to the
interstellar environment through radiatively driven winds (e.g. Lucy & Solomon 1970; Castor
et al. 1975; Cassinelli 1979; Abbott 1980). Radiation pressure exerts a force per unit mass f on
the gas in the envelope of such a star which depends on the opacity of the gas as
f = κΦc , (1.18)
10 CHAPTER 1. INTRODUCTION
whereΦ is the radiation ux from the core of the star and the opacity κ is dened as the scattering
cross section per unit mass. The ratio f /g of radiation pressure acceleration to gravitational
acceleration sets the amount of mass loss expected from the star. The opacity κ is a function
of metal content, as metals give rise to most absorption lines in the gas constituting the stellar
envelope. In a low-metallicity star opacity and thus mass-loss are expected to be much lower
than in a solar-metallicity star. This expectation is partially counterbalanced by the scaling of
luminosity with mass for a main-sequence star
L ∝ Mα, (1.19)
with a typical value of α > 3. The ux at the surface for a stellar radius r is thus
Φ =
L
4pir2 ∝
Mα
r2 , (1.20)
so, given a scaling of the radius
r ∝ Mβ, (1.21)
the ux increases with mass to the power of α − 2β. Even if we take β = 1, the surface ux of
a 100 M# star would exceed that of the Sun by a factor 100. A detailed simulation is needed
to determine which effect is prevalent in affecting the mass-loss rate between low opacity or
increased ux.
Vink et al. (2001) compute the mass-loss rate of stars for various metallicities, showing that
a 60M# star with Z = 10−2Z# loses about 10−7M#/yr via radiatively driven winds. A Population
III star has an even lower metallicity, so it is going to lose less than 1M# over its whole lifetime.
Thereby it dies with the same ≈ 102 M# mass with which it was born.
The way Population III stars die depends on their mass and on their rotation, if any is present.
Non-rotating population III stars with masses up to 50 M# are expected to end their lives as
supernovae (Umeda & Nomoto 2002; Glover et al. 2008). In the range from 50 to 140 M#, direct
collapse to a black hole occurs, while between 140 and 260 M#, explosion as a Pair-Instability
SuperNova (PISN) is expected (Heger & Woosley 2002; Glover et al. 2008) and from 260 M#
up again direct black-hole formation would take place. A PISN explosion leaves no remnant.
All the numbers given above are expected to change if rotation is included in the picture, as
it enhances mass-loss and may induce mixing between different layers of the star. However,
formation of IMBHs from population III stars predicts the existence of a zone of avoidance in
mass, where no black holes are expected to be observed, unless other formation channels are
also active. This feature of the population III model for the origin of IMBHs makes the theory in
principle testable, if a statistically relevant number of IMBHs is observed in the near future and
their masses are measured with a sufficient degree of accuracy.
1.2.2 IMBH formation from very massive stars obtained by stellar
merging
Collision runaway, that is rapid repeated merging of young, massive main sequence stars in a
collapsing cluster, is a promising candidate for IMBH formation. A pioneering study of stellar
merging in dense environments was carried out analytically by Colgate (1967). In the last decade,
extensive numerical simulations of young clusters have been performed, showing that a Very
Massive Star (VMS) is formed when the lifetime of a massive main-sequence star (≈ 3 Myr) is
longer than the typical time it takes for a runaway stellar merging to occur. That is, if repeated
stellar coalescence is fast enough to occur before the explosion of the rst supernovae, which
blow out of the cluster a signicant amount of matter resulting in an expansion and consequent
drastic reduction of the number of physical collisions between stars. If this is the case, a VMS
is produced in the center of the stellar cluster, which can take an evolutionary path possibly
leading to an IMBH remnant. The Pistol star (e.g., see Figer et al. 1998) itself could be the
product of such a stellar merging (Freitag et al. 2006). Before moving to the results of the most
recent simulations, it is worth to have a look at the simple argument of Colgate (1967). In its
explanation we will follow Fregeau et al. (2006).
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Collisional merging of stars: a simple picture
The cross section for a physical impact3 between two stars of radii R1, R2 and of masses M1, M2
with typical relative velocity at innity V∞ is:
σ = pi(R1 + R2)2
(
1 + 2G(M1 + M2)(R1 + R2)V2∞
)
, (1.22)
where the velocity-dependent expression enclosed in the rightmost bracket takes into account
gravitational focusing, i.e. the increase in cross-section with respect to the hard-sphere approx-
imation due to the fact that stars bend each other’s orbit via gravitational attraction, increasing
the likelihood of a collision. The velocity scale
VE =
√
2G(M1 + M2)
(R1 + R2) (1.23)
is actually the relative escape velocity of the stars when they are touching each other, so Eq. 1.22
can be rewritten as
σ = pi(R1 + R2)2
(
1 + V
2
E
V2∞
)
, (1.24)
which means that the geometric cross-section dominates over the gravitational focusing one if
VE - V∞, while the contrary holds if VE % V∞.
Under the assumption that stars coalesce after colliding and that the mass lost in collisions
is negligible, it is easy to calculate the mass growth rate of a star. If n is the number density of
stars in the cluster and the velocity dispersion 〈v〉 of cluster stars is used to estimate V∞, a given
star encounters
dN
dt = nσ〈v〉 (1.25)
other stars per unit time. Being m their average mass, under the hypothesis of full accretion, the
star’s mass evolves as:
dM
dt = mnσ〈v〉, (1.26)
where M is the mass of the accreting star.
Let us assume that the radius of a star scales as R ∝ Mβ. Escape velocity at the star’s surface
scales as V2E = M/R ∝ M1−β, so it increases with mass provided β < 1. If β < 1 then the higher
the mass of a star, the higher the escape velocity from its surface, resulting in an increase of
the gravitational focusing cross section as per Eq. 1.24. For a massive star, the geometric cross
section can be neglected and mass accretion becomes a positive feedback process: a single star
rapidly increases in mass, becoming a VMS.
Under these assumptions, we can approximate the cross section for a massive star as
σ ≈ piR2 2GMRV2∞
≈ 2piGM
1+β
V2∞
, (1.27)
where the mass (and radius) of smaller stars has been neglected. By substituting into Eq. 1.26,
we obtain:
dM
dt = mn
2piGM1+β
V∞
. (1.28)
By assuming that at time t = 0 the star had a mass M0 and a radius R0, we obtain:
dM
dt =
M0
τ
( M
M0
)1+β
, (1.29)
3In the following chapters we will often discuss collisional dynamics implying that a collision is any
signicant exchange of momentum and energy between stars. It is only in this section that we consider
physical impacts.
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where
τ =
〈v〉
2piGnmR0 . (1.30)
Equation 1.29 is solved by:
M(t) = M0
(
1 − βt
τ
)−1/β
, (1.31)
so at time
tDIV =
τ
β
, (1.32)
the mass of the accreting star formally diverges in this simple model. For a divergence to take
place in a nite time tDIV the condition β > 0 must be satised, while for β approaching 0 the
growth becomes exponential. The condition for a VMS to be formed can thus be summarized as
tDIV < tMS ≈ 3Myr, (1.33)
where tMS is the time it takes for a massive main-sequence seed star to evolve into a supernova.
The explosion of the rst supernovae blows out a signicant amount of gas from the cluster.
If it is initially virialized
2T + U = 0 (1.34)
and the gas expulsion is instantaneous, given the scaling T ∝ M and U ∝ M2, where M is the
initial GC mass, we obtain
T ′ = (1 − η)T (1.35)
and
U′ = (1 − η)2U, (1.36)
where η is the fraction of mass expelled as gas, and the primed quantities are the new values of
kinetic and potential energy. The total energy of the cluster after the expulsion of the gas is
T ′ + U′ = [T + (1 − η)U] (1 − η) = ( 12 − η)(1 − η)U; (1.37)
we can then assume that the cluster regains virialization
2T ′′ + U′′ = 0, (1.38)
and that energy is conserved (the doubly primed quantities are the values after virialization):
T ′′ + U′′ = T ′ + U′, (1.39)
so, substituting Eq. 1.39 and Eq. 1.38 into Eq. 1.37 we obtain
1
2U
′′ = ( 12 − η)(1 − η)U, (1.40)
so
U′′
U = (1 − 2η)(1 − η) (1.41)
and, given the scaling R ∝ M2/U of the GC radius,
R′′
R =
M′′2U
M2U′′ =
1 − η
1 − 2η > 1, (1.42)
which results in an expansion of the cluster for any 0 < η < 1/2. Notice that η = 1/2 results in
an unbinding of the cluster as predicted by Eq. 1.37 in which the total energy becomes 0 if half
of the mass is lost. For a value of η = 0.3 the radius almost doubles, which means the cluster’s
volume increases by a factor ≈ 8 giving rise to a sharp decrease in the density and consequently,
in the encounter rate. Thus supernova explosions stop the runaway merging process.
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The simple picture outlined here allows to obtain runaway growth of the accreting star, and
shows that if the appropriate dependence of stellar radius on stellar mass is met (here simply
1 > β > 0) it occurs on a nite timescale of order
τ =
RC
R0
τcr , (1.43)
where RC is the radius of the cluster of stars, τcr is its crossing time and R0 can be taken as the
radius of the seed stars starting the runaway growth, i.e. the typical radius of a star in the cluster.
Provided τ is shorter than the time it takes for the rst supernovae to explode, runaway merging
is a plausible mechanism for forming a VMS.
Demonstrating the occurrence of runaway stellar merging is of no use if the mass of the
VMS that is produced cannot be predicted. In the preceding picture, no criteria for stopping
the accretion process were introduced, so no scale mass could emerge. Indeed, the typical mass
produced by runaway merging depends essentially on how the merging process is stopped. Col-
gate (1967) obtains a nal mass of M ≈ 50M# because the growth is stopped by the so-called
transparency problem.
A eld star impacting on the accreting star encounters a projected matter density that scales
as
Σ ≈ MR2 ≈ M
1−2β; (1.44)
if Σ is too low, the massive star becomes effectively transparent to the impactor and no merging
occurs. We dene transparency as the situation in which the colliding star has enough energy
to unbind the matter it encounters on its path from the accreting massive star. In a very rough
approximation
1
2mV
2
∞ >
GM∆m
R , (1.45)
where
∆m = pir2Σ (1.46)
and r is the impactor star radius. So given that V2E = 2GM/R, the condition for transparency not
to occur essentially turns into
m
r2 <
V2E
V2∞
Σ ∝ M2−3β, (1.47)
so if we start from a condition in which merging can happen, the mass increase of the accreting
star will bring about the transparency problem only if M2−3β decreases with mass, i.e. if β > 2/3.
If we introduce
v2E =
2Gm
r , (1.48)
equation 1.47 becomes
V2∞
v2E
<
(M/m)2
(R/r)3 =
(M
m
)2−3β
, (1.49)
and if β > 2/3, transparency arises when M reaches the value
M = m
(V2∞
v2E
)1/(2−3β)
, (1.50)
stopping any further increase in the mass of the VMS. Colgate (1967) used β = 1, so he run into
the transparency problem. The asymptotic VMS mass he obtains is not satisfactory for forming
an IMBH of mass M > 100M#, but a realistic value of β for stars more massive than 30 - 40 M#
is rather ≈ 0.5 (Fregeau et al. 2006), so transparency is not reached. It is therefore likely that
mechanisms other than the transparency problem determine the end of accretion onto the VMS
and consequently determine its nal mass.
Moreover, if we use Eq. 1.43 to estimate τ for a massive cluster such as M31’s G1 we obtain
(using 10 times the solar radius as R0, taking RC as the core radius from Meylan et al. (2001), and
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estimating the crossing time using the velocity dispersion measured by Djorgovski et al. (1997)):
τ =
RC
R0
τcr ≈ 0.53pc7 × 106km × 2.1 × 10
4yr ≈ 4 × 1010yr, (1.51)
which is an extremely long timescale (% 3Myr) for runaway merging. Even allowing for a much
greater density in a star-forming cluster, a gap of four orders of magnitude is difficult to bridge.
The runaway merging picture outlined above is clearly inadequate if blindly applied to sys-
tems with the typical densities of GCs. The missing ingredient is dynamical friction which, in
young clusters, rapidly brings about mass segregation of the highest mass main-sequence stars.
Their infall towards the center of the cluster generates a small, segregated core replete with large
stars, which rapidly undergoes core collapse, reducing τ by several orders of magnitude.
The timescale for the infall of a star of mass M in a background of stars with average mass
〈m〉 is
τDF =
〈m〉
M τr , (1.52)
where τr is the relaxation time of the background stars, which scales as
τr =
N
log N τcr, (1.53)
where N is the number of such stars. Assuming a centrally harmonic potential and thermalization
with the background stars, we can take the scale radius of the stars of mass M to be
RM =
√ 〈m〉
M RC; (1.54)
the crossing time of the cluster of heavy stars in turn is
τcrM =
RM
σM
=
√〈m〉/MRC√〈m〉/Mσ = τcr, (1.55)
as the period of a harmonic oscillator is independent of the amplitude of oscillations. So Eq. 1.51
allows us to calculate
τM =
RM
R0
τcrM =
√ 〈m〉
M τ (1.56)
and for e.g. 〈m〉 = 0.5, M = 50
τM
τ
=
1
10 , (1.57)
so mass segregation alone is not capable of reducing the timescale for runaway merging enough
to make it viable. Core collapse of the subcluster of heavy stars is required, which brings about
a further increase in their number density. Core collapse happens over the course of some (k)
relaxation times:
τCC = kτrM , (1.58)
where typically k ≈ 5. The relaxation time for heavy stars is
τrM ≈ NMlog NM τcrM =
NM
log NM τcr, (1.59)
so if we now take the formation of the VMS in the core-collapsed cluster of heavier stars as
instantaneous, we can write
τDF + τCC < 3Myr (1.60)
as a new condition for runaway merging to occur. Using Eqs. 1.52, 1.53, 1.58, 1.59 we can then
write [ 〈m〉
M + k
NM
N
log N
log NM
] N
log N τcr < 3Myr; (1.61)
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for the purposes of this preliminary discussion we can take
log N
logNM ≈ 1 (1.62)
and a power-law stellar mass function
N(M) ∝ M−µ, (1.63)
so Eq. 1.61 becomes [ 〈m〉
M + k
( 〈m〉
M
)µ] N
log N τcr < 3Myr, (1.64)
so for µ > 1 it is the dynamical friction time that dominates the time budget for runaway merging.
We will see in the following subsections that Portegies Zwart et al. (2004) actually compare
estimates of dynamical friction times for two similar clusters, nding that the one suspected to
host an IMBH actually has a signicantly shorter τDF .
To study the infall process and the subsequent runaway merging, thus going beyond the
simple model described above, numerical approaches ranging from semi-analytic calculations to
full scale direct N-body simulations are necessary.
Two similar clusters as a case study in runaway merging
Portegies Zwart et al. (2004) compare two young star clusters, MGG-11 and MGG-9, located
near the center of the galaxy M82. MGG-11 hosts an X-ray source which could be linked to a
black hole of 350 M# or more (see Sect. 1.3.2 for more on such sources), while MGG-9 shows
no relevant X-ray activity.
The ages of MGG-9 and MGG-11 are similar, within the 7 - 12 Myr range (for this and
the following data, see Portegies Zwart et al. 2004). The mass of MGG-11 is (3.5 ± 0.7) × 105
M#, while MGG-9 is approximately four times as massive. The velocity dispersion of MGG-11,
estimated from its line-of-sight component is 11.4 ± 0.8 km/s and that of MGG-9 is 15.9 ± 0.8
km/s. The projected half-light radii are respectively 1.2 pc for MGG-11 and 2.6 pc for MGG-9.
The crossing times are then, approximately
τcrMGG−9 ≈ 1.6 × 105yr, (1.65)
and
τcrMGG−11 ≈ 105yr. (1.66)
If we take the mass functions to be the same (assuming a similar IMF and given the similar age),
then, the mean stellar mass 〈m〉 and the mass of the heavy stars M can be taken the same in the
two clusters. Moreover, the number N of stars in each cluster can be assumed proportional to the
total cluster mass MGC , as N = M/〈m〉. So the ratio between the dynamical friction timescales
of the two clusters becomes
τDFMGG−9
τDFMGG−11
=
τrMGG−9
τrMGG−11
=
MMGG−9τcrMGG−9
MMGG−11τcrMGG−11
, (1.67)
where again we set the ratio of logarithms to 1. Substituting the numbers, we obtain
τDFMGG−9
τDFMGG−11
= 1.6 × 4 ≈ 6.4, (1.68)
so the dynamical friction timescale of MGG-9 is approximately six times that of MGG-11.
Portegies Zwart et al. (2004) obtain the dynamical friction times for a star of 100 M# in the
two clusters, nding τDFMGG−11 = 3Myr and τDFMGG−9 = 15Myr which is roughly consistent
with the above calculations. In particular MGG-11 likely had enough time to generate a VMS via
runaway merging, while MGG-9 did not. This picture is supported by direct N-body simulations
run by Portegies Zwart et al. (2004) which included stellar evolution and collisional merging as
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ingredients. The initial conditions were set so to reproduce the measured values of MGG-9 and
MGG-11 structural parameters at an age of about 7 − 12 Myr.
Portegies Zwart et al. (2004) nd that a subset of the simulations which model MGG-11
give rise to runaway stellar merging (namely those with high initial concentration, c > 2, see
Appendix A for an explanation of this parameter in the context of King (1966) models) while
all the models of MGG-9 fail to trigger runaway merging before the explosion of the rst super-
novae. The mass of the object produced by the merging runaway is in the range 800 - 3000 M#,
but its precise value is yet not well constrained by these simulations, as it varies by about a factor
of 3 depending on the software used to run the simulations (either Starlab or NBODY 4), mainly
due to different prescriptions for calculating the radii of high-mass stars (compare with the R0
and β parameters introduced in the previous subsections).
Anyway, the runaway merging picture draws support from the case of the two clusters MGG-
9 and MGG-11, as long as the X-ray source in MGG-11 is interpreted as evidence of an IMBH.
1.2.3 IMBH formation from merging and accretion of lower mass
black holes
Miller & Hamilton (2002) suggest that in a dense environment, dynamical interactions between
black hole binaries may lead to repeated merging, which may result in the formation of a ≈ 103
M# black hole if the process continues undisturbed for billions of years, as may be the case in
the densest GCs. However, before coalescence, three-body interactions are crucial for tightening
the binary, while at the same time they risk to push the system out of the dense cluster where the
repeated merging process is taking place. Therefore the seed black hole must be massive enough
(at least ≈ 50 M# according to Miller & Hamilton (2002)) to avoid dynamical expulsion.
In a GC, the scale of binding energy per unit mass is set by
Ub = α
GMGC
RGC
, (1.69)
where α is a factor that takes into account the shape of the density distribution of the GC stars.
By writing
v∞ =
√
2Ub (1.70)
and assuming MGC = 106 M#, RGC = 1 pc, we obtain
v∞ =
√2αGMGC
RGC
=
√
α × 92km/s, (1.71)
whereas, for a looser cluster MGC = 105 M#, RGC = 4 pc, we obtain
v∞ =
√
α × 21km/s. (1.72)
Hence, we can take the typical escape velocity of a GC to be ≈ 50 km/s. If, during a three-
body interaction, a black-hole binary obtains enough energy from the recoil to exceed the escape
velocity, it is expelled from the GC.
Let us consider a BH binary, where the more massive BH has mass M and the least massive
has mass m - M. In a three-body interaction with a third object of mass ≈ m the binary may
harden (i.e. increase its binding energy) by
∆U = η mMU, (1.73)
where η is typically ≈ 0.2 (Quinlan 1996). Conservation of momentum dictates that about a
fraction m/M of the energy ∆U is transferred to the center-of-mass motion of the binary, so its
kinetic energy increases by
∆T = η m
2
M2U. (1.74)
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The initial kinetic energy is 0 to the very least, so to unbind the binary from the cluster, an
increase of order the escape energy Eesc is necessary
∆T = Eesc =
1
2Mv
2
esc, (1.75)
so
η
m2
M2U =
1
2Mv
2
esc, (1.76)
and solving for U we obtain the minimum (in modulus) binding energy for which the binary is
liable to be ejected due to a three-body interaction
Uej =
M3v2esc
2m2η . (1.77)
We now compare Uej with the minimum energy Uco for which coalescence of the binary
occurs due to emission of gravitational radiation. The time it takes the binary to coalesce due to
energy loss by gravitational waves is (Miller & Hamilton 2002)
tc =
5c5
128G3
a4
µM2
(
1 − e2)7/2 (1.78)
for a binary orbit with semi-axis a, eccentricity e and reduced mass µ = mM/(m + M) ≈ m.
Equation 1.78 depends on the given value of e of the binary orbit at a given time, but we can
take an average value 〈e〉 which depends on the details of the inspiral that we do not want to
cover here. The typical value of 〈e〉 found in GCs is an important parameter to which further
study in terms of numerical simulations of three-body encounters of massive black holes must
be devoted. So, using Eq. 1.78, we obtain
U = GMma =
[5Gc5
128 (1 − 〈e〉
2)7/2
]1/4 M1/2m3/4
t1/4c
; (1.79)
now tc must be shorter than the time te between two subsequent three-body encounters, otherwise
the binary gets a new kick before being able to merge. The condition tc = te corresponds to the
minimum binding energy that allows the merging to occur before ejection, so
Uco =
[5Gc5
128 (1 − 〈e〉
2)7/2
]1/4 M1/2m3/4
t1/4e
. (1.80)
Now, if Uco < Uej, merging can take place before ejection so the seed black hole, i.e. the
larger black hole in the binary, is able to grow by accretion of stellar mass black holes. This
condition translates to [5Gc5
128 (1 − 〈e〉
2)7/2
]1/4 M1/2m3/4
t1/4e
<
M3v2esc
2m2η , (1.81)
and if we set
k = 2η
[ 5
128
(
1 − 〈e〉2)7/2]1/4, (1.82)
we obtain
M > k2/5
[Gc5m11
tev8esc
]1/10
, (1.83)
that is the condition on the mass of the accreting black hole such that the binary does not get
ejected from the cluster before merging occurs. An alternative way to write this condition is
M > k2/5
[ rS /λe
(vesc/c)7
]1/10
m, (1.84)
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where the Schwarzschild radius rS of the star of mass m was introduced, and the product vescte
was indicated with λe, approximately twice the mean free path of the binary in the core of the
GC.
Miller & Hamilton (2002) take η ≈ 0.2 (see above) and 〈e〉 ≈ 0.7, so k ≈ 0.1. Substituting
m = 10M# for the mass of the stellar mass black holes, vesc = 50 km/s for the escape velocity
and te = 106 yr for the time between collisions, Eq. 1.83 becomes
M > 70M#, (1.85)
where Miller & Hamilton (2002) give a somewhat more roughly approximated value of ≈ 50M#
as the threshold mass for IMBH growth through stellar mass black hole merging.
If the IMBH acquires ≈ 10 M# through merging events every ≈ 106 yr, over the lifetime of
a GC (≈ 1010 yr) it can grow up to ≈ 105 M# in mass. Still, this is limited by the number of
stellar-mass BH available for accretion, which in turn depends on the IMF of the cluster and on
the retention fraction of BHs. This mechanism allows to produce IMBHs, provided a seed BH is
present. The required seed is quite massive with respect to stellar-mass standars.
1.3 Current evidence for IMBHs
Current evidence pointing to the existence of IMBHs (in GCs or elsewhere) is still controversial.
In the following we review two main classes of phenomena that have been considered indirect
proof of IMBH presence: observable effects on the dynamics of stars in a cluster and X-ray
emission. A broader set of phenomena is speculated to be related to IMBHs, but is unlikely to
yield an unambiguous detection in the near future.
1.3.1 Detection methods based on stellar dynamics
A direct detection of an IMBH based on the orbits of bound stars is in principle feasible. Such
a detection would automatically allow a precise determination of the black hole mass, as in the
case of the super-massive black hole in the center of the Milky Way (see Gillessen et al. 2009b;
Ghez et al. 2008; Gillessen et al. 2009a; Ghez et al. 2005, 1998) which has a currently estimated
mass of 4.5 ± 0.4 × 106M# (Ghez et al. 2008) with ≈ 10% uncertainty.
So far, no study of this kind has been completed with a positive result on the center of a GC.
This is understandable if we recall that the data for the Galactic center black hole were acquired
over the course of more than 10 years, using the 10 m KECK telescopes equipped with adaptive
optics. A systematic study of this kind on GCs, which are approximately 200, would literally
require millennia.
The methods used to claim detection of an IMBH are therefore necessarily based on a more
indirect, statistical evidence that involves the modeling of the collective kinematic behavior of
several stars, which are unbound from the IMBH but are dynamically affected by it. Strictly
speaking, any such claim should be regarded as preliminary evidence, prompting a follow-up
based on orbit-study.
In general, the detection methods based on stellar dynamics can be divided in two classes,
i.e. those that require probing the zone of the cluster directly affected by the presence of the
IMBH, known as the IMBH inuence sphere, and those that do not. In principle, the methods of
the rst class are more affected by crowding in the central region of the GC and by small number
statistics, given the size of the inuence sphere and the limited amount of stars contained in it.
The method that will be presented in Chap. 5 is of the second class. In the following, we will
clarify this distinction and the inuence sphere concept.
The IMBH influence sphere
An IMBH of mass MBH in a GC of mass MGC will directly affect the dynamics of stars in a
relatively small region surrounding it. The size of such a region may be calculated by equating
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the escape velocity ve at a distance RINF from the IMBH to the velocity dispersion σ in the center
of the cluster:
ve =
√2GMBH
RINF
= σ, (1.86)
where, if the cluster is virialized
σ ≈
√
GMGC
RGC
. (1.87)
RGC is an estimate of the radius of the GC. So, if we neglect the factor 2, we nd
RINF
RGC
=
MBH
MGC
. (1.88)
For a typical globular, RGC = 1 pc and we can take MBH/MGC = 10−2, so RINF = 10−2 pc. At
a distance of ≈ 1 kpc this translates to an angular size of ≈ 2 arcsec. For nearby globulars it is
feasible to probe the inuence sphere of an IMBH with the resolution of present-day telescopes,
but the main problem is the number of stars included in this region. The volume of the inuence
sphere is, approximately
R3INF =
(MBH
MGC
)3
R3GC . (1.89)
Now the number density of stars in the center is a factor of η larger than the average density, so
the fraction of stars included in the inuence sphere is
NINF
NGC
= η
(MBH
MGC
)3
, (1.90)
and given the typical value of NGC ≈ 105 - 106 and taking η = 102 we obtain
NINF = 10 − 102. (1.91)
We note that this number is quite small for a reliable determination of a smooth density or
velocity dispersion prole.
Dynamical evidence within the IMBH influence sphere
Notwithstanding the small-number issue we dealt with in the previous section, the innermost
arcseconds of many GCs reveal interesting features that may be linked to the presence of an
IMBH. Peebles (1972) and Bahcall & Wolf (1976) predicted the formation of density cusps
in stellar systems containing a central massive object. Both argue for a spherically symmetric
distribution function of stars in phase space near the central mass
f (r, v) = K(−E)p, (1.92)
where E is the energy per unit mass (assuming equal-mass stars)
E = v
2
2 −
GMBH
r , (1.93)
and r is the distance from the central object. The number density prole can be calculated as
n(r) =
∫
f d3v = 4piK23/2Ip
(GMBH
r
)p+3/2
, (1.94)
where
Ip =
∫ ∞
0
(
1 − x2)px2dx. (1.95)
Therefore, a power-law cusp in the three-dimensional density prole is predicted, with exponent
p + 3/2. Bahcall & Wolf (1976) nd analytically a value of p = 1/4, which is conrmed by
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simulations based on different numerical approaches, from Monte Carlo (Shapiro 1985; Freitag
& Benz 2002), to direct N-body (Baumgardt et al. 2004a; Preto et al. 2004), to gasdynamical
methods (Amaro-Seoane et al. 2004). On the other hand, GCs without an IMBH are expected to
have a at central density prole based on King (1966) models, unless they have undergone core
collapse, after which King (1966) models are no longer a good description of the GC distribution
function. Central cusps form in simulations of GCs with a realistic mass spectrum even in the
absence of an IMBH, after core collapse (Trenti et al. 2010). Observing a cuspy behavior in
the center of a GC that is not yet core collapsed may therefore be an indication of the presence
of an IMBH, but it is not compelling evidence for it, given the observational uncertainties and
the difficulty in telling whether the cusp is rather the product of an otherwise unnoticed core-
collapse. Moreover, centering is an issue when dealing with any cusp (as we will see in detail
in the following) as an incorrect determination of the GC center will typically result in the cusp
becoming much shallower or disappearing at all. Notwithstanding these limitations Noyola &
Gebhardt (2006) and Noyola & Gebhardt (2007) use high-resolution HST imaging to reveal
central luminosity density cusps in a fraction of the sample of galactic GCs they analyze. We
(Pasquato & Bertin 2008) have found a relationship between the slope of such a cusp and the
residuals to the Fundamental Plane of GCs (see Chap. 4). This nding links the slope measured
in the central region of the GC (inside the IMBH inuence sphere if the cusp is due to an IMBH)
whith a global scaling property of GCs.
A better understanding of the central region of GCs is possible if not only photometry, but
also spectroscopic data are exploited. Noyola et al. (2008a) and Noyola et al. (2008b) combine
HST luminosity proles and Gemini kinematic information for the inner 5 arcsec of ω Centauri
to claim the detection of a 4 × 104 M# black hole in its center. A central rise in the velocity
dispersion argues for the presence of an unseen mass which, by deepening the potential well,
makes the motions of the stars faster. Since the kinematic information form spectroscopy is
limited to line-of-sight velocities, a strong anisotropy in the central velocity dispersion tensor
could in principle account for the observed rise, as line-of-sight velocities could be much higher
than velocities on the plane of the sky. This is an especially important caveat for ω Centauri,
which is not yet relaxed, and thus might exhibit signicant anisotropy. In general, all massive
clusters (of which ω Centauri is a prime example) tend to be less dynamically evolved (see
Appendix B), so that assuming they have isotropic velocity dispersions may be misleading.
The rst method used by Noyola et al. (2008b) is based on the classic non-parametric de-
projection by Abel integrals under the assumption of isotropy (see Gebhardt & Fischer 1995). If
I(R) is the surface brightness prole as a function of the projected distance R from the center of
the cluster, the mass density prole ρ(r) can be calculated as a function of the three-dimensional
distance r from the center of the cluster, using
ρ(r) = −M/L
pi
∫ Rmax
r
dI/dR√
R2 − r2
dR, (1.96)
where Rmax is the limiting radius of the cluster and a constant (over r) mass-to-light ratio M/L is
assumed. A central point mass MBH is then added and the gravitational potential Φ is obtained
by solving
1
r2
d
dr
(
r2 dΦdr
)
= 4piρ + MBHδ(-r), (1.97)
and a velocity dispersion prole can be obtained in turn. The comparison of this projected
velocity dispersion prole with the velocity dispersion obtained by spectroscopy then yields a
best-t (M/L, MBH) couple. While simple, this method has several drawbacks: the derivative
dI/dR, which must be derived numerically from the observed I(R), brings an intrinsically noisy
contribution to the integral in Eq. 1.96, anisotropy is explicitly neglected, and a constant mass-
to-light ratio must be assumed.
Obviously, the authors obtain a much stringent case in favor of the IMBH hypothesis when
they assume an isotropic model than when they allow for anisotropy. The χ2 difference they
obtain between the no-IMBH and the best-t IMBH model is ≈ 25 for the isotropic method, and
only ≈ 4 for the anisotropic one. In other words, if anisotropy is taken into account, the IMBH
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has only a 5% signicance, that is the observed data could arise at random in a cluster without an
IMBH one time out of 20. This proves the importance of using the most comprehensive models
available when looking for IMBHs, as an IMBHmay be spuriously required to explain the effects
of features which are omitted in a simple model.
The more recent analysis of van der Marel & Anderson (2010) puts an upper limit of 1.2×104
M# to the mass of an IMBH in ω Centauri, so a denitve solution to the puzzle is still to come.
Dynamical evidence outside the IMBH influence sphere
As we have seen in the previous section, evidence depending on resolving the inuence sphere is
often controversial, given the low number of stars contained in it and the associated observational
challenges. Methods that rely on the global cluster structure to test for the presence of IMBHs
are in principle immune to these shortcomings. This Thesis focuses on the description of a
framework for implementing a new method of this class, based on stellar mass-segregation. As
we will deal with this method at length in Chap. 6, it will be omitted from this introductory
overview.
Baumgardt et al. (2005) use direct N-body simulations of clusters evolved with an IMBH
to show that while in the central region, i.e. inside the IMBH inuence sphere, a density cusp
forms, the global projected density prole outside the inuence sphere is similar to that of a
conventional King model cluster, with relatively low concentration, i.e. with a large at core.
The Baumgardt et al. (2005) simulations mainly start from King (1966) models with W0 = 7
(see Appendix A for an explanation of this parameter), but these results are conrmed for widely
different initial conditions by Trenti et al. (2007a) who nd that model clusters with an IMBH of
about 1% the total cluster mass and a realistic binary fraction of about 10%, settle to a ratio of
the (three-dimensional) core radius to the (three-dimensional) half-light radius of about
Rc
Rh
≈ 0.3 (1.98)
after several (≈ 5) relaxation times. In Chap. 5 a detailed discussion of these simulations and the
corresponding initial conditions will take place. This is ≈ 3 times as large as the ratio obtained
for simulated clusters without an IMBH.
From the physical point of view, a justication of the above result can be given for an isolated
cluster. As we will see in more detail in Sect. 5, a GC loses mass and energy as stars evaporate
from it. Evaporation is a consequence of two-body relaxation, i.e. of stars exchanging momen-
tum and energy in gravitational encounters. The evolution in time of the half-mass radius due to
two-body relaxation can be predicted using the following analytical argument, which follows to
some extent Vesperini & Chernoff (1994) and He´non (1965).
Let us write the potential energy of the cluster as
U = −12
∑
i! j
Gmimj
ri j
, (1.99)
where mi is the mass of the i-th star, and ri j is the distance between the i-th and the j-th star. Let
us assume that the evolution of the cluster is such that the virial theorem is always satised:
2T + U = 0; (1.100)
the total energy is then
E = T + U = U2 . (1.101)
Now we dene an effective radius of the cluster such that
U = −GM
2
Ref f
, (1.102)
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where M = ∑i mi. So
Ref f =
2M2∑
i! j
mim j
ri j
=
2N2∑
i! j
1
ri j
, (1.103)
where N is the total number of particles and the last equality holds approximately for the equal-
mass case. The radius Ref f can in principle be very different from the size of the cluster, because
if any ri j tends to 0, the denominator diverges and Ref f = 0. In other words, if stars generate
subclusters (e.g. binary or triple systems), their binding energy becomes extremely high, giving
a signicant contribution to the total binding energy of the cluster. If we introduce the half-mass
radius Rh, the ratio
η =
Ref f
Rh
(1.104)
is a measure of the amount of subclustering present in the system: the smaller η, the more
subclustering is present. Now, using Eq. 1.102 and Eq. 1.101 we obtain
E
E =
U
U = 2
M
M −
Ref f
Re f f
, (1.105)
where the dotted quantities are derivatives with respect to time. But Eq. 1.104 implies
Ref f
Re f f
=
η
η
+
Rh
Rh
, (1.106)
so we obtain, from Eq. 1.105,
Rh
Rh
= 2
M
M −
E
E −
η
η
. (1.107)
Now a GC loses mass via evaporation, so M/M < 0. It loses also energy, but its binding
energy is negative, so E/E > 0. The term 2 M/M − E/E is then negative. It would therefore
force the cluster to shrink, as it gives a negative contribution to Rh/Rh. If no substructure forms,
the only way the cluster has to satisfy the virial theorem and keep energy balance is to shrink,
that is to reduce the distance between the stars: such a shrinkage increases the binding energy,
compensating for the energy lost to evaporation and for the reduction in the number of stars in
the cluster. For the cluster not to shrink the only alternative is to generate substructure: η/η must
be negative, i.e. η must decrease in time. As lower values of η correspond to the formation of
hierachical subclusters, binary stars form (or harden, if they were already present) in order to
increase the cluster binding energy while allowing for a constant or even expanding Rh.
During the simulated evolution of a cluster which starts without primordial binaries typically
an initial shrinkage phase occurs, which lasts some half-mass relaxation times and culminates
in core collapse. The central region shrinks faster, so Rc/Rh decreases, and the central density
increases noticeably. This allows the dynamical formation of hierarchical systems, typically
binaries, via three-body encounters. A binary cannot form in an energy-conserving two-body
interaction, as a sink for the extra energy is needed if two stars have to become bound to each
other, but three-body encounters need a much higher density to become reasonably frequent than
two-body encounters. As binaries are formed the substructure term η/η kicks in and the global
shrinkage as well as core-collapse are stopped. Simulations show a steady expansion of Rh after
core collapse.
If primordial binaries or an IMBH, which is usually bound to a stellar-mass black-hole and
thus acts as a source of energy in a similar way as binaries do, are present the core collapse is
shallower. Sources of energy in the form of substructure (several binaries or a high-mass binary
with the IMBH as principal) can then halt core-collapse and sustain an expansion in Rh as well
as a large core with high Rc/Rh. This explains the result expressed by Eq. 1.98.
From the observational point of view it is quite complicated to use Rc/Rh to spot GCs that
probably host an IMBH. First of all, only projected quantities are measurable in an observed GC.
Second, the half-mass radius is not a directly observable quantity, as only luminous matter (stars
above the detection threshold for the telescope used) can be observed. Dark objects (stellar-mass
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black holes and neutron stars) are typically more massive than visible stars and tend to segregate
to the center of GCs, so assuming that the light prole traces the mass prole of the cluster is
only a zeroth-order approximation. This is complicated by the fact that the relative amount of
stellar-mass black holes and neutron stars with respect to the visible stellar component depends
on the inital mass function, which in principle is not necessarily the same in all GCs, on the
retention fraction of these dark remnants (which are typically created in supernova explosions
and thus have a natal kick velocity) and on the evaporation rate of visible stars. Moreover, the
presence of a signicant amount of hard binaries could produce, as explained above, a dynamical
effect equivalent ot that of an IMBH. It will be shown in Chap. 6 that this difficulty is shared also
by the mass-segregation method covered in this thesis. Finally, the half-light radius is typically
obtained (see Harris 1996) by tting King (1966) models to the luminosity prole of a GC, which
is in principle dangerous if the cluster hosts an IMBH or in case it is core collapsed. All these
difficulties are discussed in detail in Chap. 5 where we t King (1966) models to the projected
surface brightness proles of simulated clusters, both in the pre- and in the post-core-collapse
phase. We have developed a model-independent procedure for obtaining fraction-of-light radii,
see Chap. 2 with the idea of overcoming this difficulty, but still we consider a large value of
Rc/Rh only as a preliminary indication that an IMBH in be present.
1.3.2 Ultra Luminous X-ray sources (ULXs)
Eddington luminosity limit
An astrophysical source of radiation of mass M, as long as it is held together by gravity, cannot
have an indenitely high luminosity. A particle of mass m and charge q at distance r from the
source moves under the action of two forces: gravitational attraction to the source
Fg =
GMm
r2 (1.108)
and repulsion from it due to radiation pressure
Fr =
σL
4picr2 , (1.109)
where σ = σ(q) is the cross section of the particle to the impinging radiation, and L is the source
luminosity.
Eq. 1.109 holds only if the emission is spherical. Highly asymmetric congurations may
have very different values of Fr in different directions. The present argument thus holds only for
at least approximately isotropic emission.
When Fr < Fg, the particle is globally attracted to the source. Such condition does not
depend on r since both radiation pressure force and gravitational attraction drop proportionally
to r−2. It translates to
L < GMm4pic
σ
= LEDD, (1.110)
so for any mass M of the source there exists a critical luminosity LEDD which, given m and σ
must not be exceeded for the condition Fr < Fg to be met. For an electron we can take σ to be
the Thompson cross section
σTe =
8pi
3 r
2
e =
8piq4e
3m2ec4
, (1.111)
where re is the classical electron radius, qe and me the electron’s charge and mass. Similarly, for
a proton
σT p =
8piq4e
3m2pc4
. (1.112)
Given the mass scaling, we obtain σT p - σTe, because me - mp. As an estimate for hydrogen,
we can then substitute into Eq. 1.110 mp = 1.67 × 10−24 g for m and σTe = 6.65 × 10−25 cm2 for
σ, thus obtaining
LEDD =
M
M#
× 1.26 × 1038erg/s. (1.113)
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Condition 1.110 holds also for the particles in the source itself, so a source emitting above
its Eddington luminosity is bound to be destroyed by its own radiation pressure.
Notice that the hypothesis that the source is held together by gravity is crucial, as Eq. 1.113
shows that a typical light bulb is radiating at way above its Eddington luminosity.
Observational characterization of ULXs
A point-like X-ray source4 is conventionally dened as ultra-luminous if
LX > 1039erg/s, (1.114)
i.e. essentially if its luminosity in the X-ray band exceeds the Eddington luminosity of a ≈ 10M#
mass. While the centers of galaxies may display prominent X-ray activity, they are usually
excluded from this class of objects, leaving among the ULXs only those sources that are off-
center with respect to the parent galaxy.
High-ux point-like X-ray sources began to be discovered in external galaxies after the
launch of the Einstein Observatory in 1978 (Fabbiano 1989). ROSAT, ASCA, Chandra and
XMM-Newton missions followed, leading to the collection of a wealth of data on these objects,
the presence of which is widespread in nearby galaxies. Nonetheless, a satisfactory understand-
ing of the underlying physical mechanisms has not been attained yet (Fabbiano 2006).
In order to emit in the X-ray band, energetic phenomena are required. Stellar coronae emit
in the X-ray band, but at considerably lower luminosities, of the order 1028 - 1033 erg/s. To
achieve luminosities of 1039 erg/s and above, the preferred mechanism is accretion of matter
onto a compact object. However, by denition, ULXs are impossible to explain by isotropic,
sub-Eddington emission powered by accretion onto a stellar mass black hole (or a neutron star,
for that matter) of M ! 10M#.
Proposed explanations for ULXs
Historically, several classes of models have been proposed to explain these peculiar sources (e.g.
Mushotzky 2004):
• young supernovae in dense environments
• unresolved clusters of stellar-mass black-hole binaries, each emitting in the sub-Eddington
regime
• accretion-powered extremely sub-Eddington emission from off-center super-massive black-
holes
• accretion-powered beamed or super-Eddington emission from stellar-mass black-hole bi-
naries
• accretion-powered sub-Eddington emission from IMBH binaries
While young supernovae may display large X-ray uxes (Patnaude & Fesen 2003), their
ux either fades away on a short timescale or remains approximately constant. A large set of
independently variable sources, such as a cluster of N > 10 stellar-mass black-hole binaries,
displays a variation δL in the overall ux L which scales as
δL
L =
1√
N
δLi
Li
, (1.115)
where δLi is the variation of the ux Li of the individual member of the cluster. So as N increases,
variability of the overall ux should be depressed.
X-ray ux random variability in time has been observed in a large (≈ 50%) fraction of ULX
by a factor of at least ≈ 50% (Colbert & Ptak 2002). Thus the rst two explanations are generally
considered ruled out.
4Usually the 0.3 keV - 10 keV band is considered.
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While extremely sub-Eddington emission from off-center super-massive black-holes is in
principle a viable explanation of at least some ULXs, a super-massive black hole in an off-center
position with respect to the host galaxy encounters dynamical friction which tends to drag it to
the galactic center on a timescale roughly
τd f ≈ 〈m〉M τrel, (1.116)
where τrel is the relaxation time of the galaxy, 〈m〉 the average mass of its stars and M the mass of
the super-massive black hole. For τrel ≈ 1013 yr, 〈m〉 ≈ M# and M ≈ 106M# we obtain τd f = 107
yr, a quite short timescale from the cosmological point of view. Hence, the in-spiral phase during
which an off-center super-massive black hole gradually falls towards the center of the galaxy via
dynamical friction should last only for a very small fraction of the universe lifetime tH ≈ 1010yr,
thus making it almost impossible to observe such a displaced black hole. This argument may be
misleading, though, as the geometry of the problem may be important, e.g. in a spiral galaxy,
and numerical factors in Eq. 1.116 may lead to longer timescales for super-massive black-hole
infall. The large number of observed sources, anyway, argues against the possibility that they all
are sub-eddington super-massive black-holes.
The only remaining viable explanations are the last two. If ULXs are explained by beaming
or super-Eddington emission, a mechanism for such a beaming or violation of the Eddington
limit to occur should be present. Otherwise, a new class of accreting objects, that is IMBHs, is
the solution to this observational riddle. In the following we briey review the most important
piece of evidence, that is spectroscopic data.
The Multi Color Disk (MCD) model
The MCD model was introduced to t the X-ray spectra of Galactic sources emitting at lumi-
nosities lower than 1039 erg/s, i.e. of non ultra-luminous sources. These spectra can be modeled
as the superposition of a blackbody spectrum and the so-called multi color disk spectrum (Mit-
suda et al. 1984; Takano et al. 1994). Galactic X-ray sources are neutron stars or stellar-mass
black holes accreting mass from a companion star. The accreting matter forms an accretion disk
orbiting the neutron star or black hole and is heated up as it nears its surface. From the physical
point of view, the blackbody component of the spectrum thus corresponds to the surface of the
accreting object, while the multi color disk component is a sum of blackbody sources at different
temperatures intended to model an optically-thick accretion disk.
A particle of mass m in a Keplerian orbit of semi-axis r around the accretor of mass M has
an energy
E = −GMm2r , (1.117)
so, if external friction changes its semi-axis by an amount dr, the energy changes as
dE = GMm2r2 dr. (1.118)
We may then assume that in the accretion disk, the energy Ed deposited per unit time by the
accreting matter in the region between r and r + dr scales as Ed ∝ dr/r2. The thermal energy ET
radiated away per unit time, on the other hand, scales with the surface of the emitting region, i.e.
is proportional to rdrT 4, so
dr
r2 ∝ rdrT
4, (1.119)
and
T ∝ r−3/4; (1.120)
given this dependence, for a face-on disk at distance D from the observer we obtain a spectrum
1
D2
∫ rO
rI
I(E, T )2pirdr = 8pir
2
I
3D2TI
∫ TI
TO
( T
TI
)−11/3
I(E,T )dT, (1.121)
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where
I(E, T )dE = A E
3dE
(eE/kT − 1) (1.122)
is the Planck distribution, rI is the innermost radius of the accretion disk, nearest to the accreting
object, rO the outermost radius and TI and TO the corresponding temperatures at these radii.
Notice that rO % rI and TI > TO.
The parameter TI , which is thus obtained by tting the spectrum, is tied to the mass of the
accreting object (Makishima et al. 2000):
TI ∝ M−1/4, (1.123)
so lower temperatures of the inner disk edge, obtained from the spectral t, correspond to higher
masses of the accreting object.
So high-luminosity ULXs with spectra that are well t by a MCD model with low TI are
good IMBH candidates. Typical temperatures obtained from Galactic X-ray sources associated
with stellar-mass accreting objects are in the 0.4 - 1.0 keV range, so the expected temperature
for an object ≈ 100 times more massive will range from 0.1 to 0.3 keV . Several ULXs have TI
in this range and a luminosity in excess of 1040 erg/s, so they are potential IMBH candidates.
Time variability
If a periodic signal with period T originates from a region of size R, we may require that
T > Rc , (1.124)
where c is the speed with which causal interaction takes place within the region. A minimum
requirement is that c is smaller than the speed of light in vacuum. The ratio behind this reasoning
is that to keep the emission synchronous, information needs to be exchanged through the system,
which cannot travel faster than c. Eq. 1.124 can be used to obtain a limit to the size of an
unresolved region from which a periodic signal originates. In particular, if X-ray emission from
a ULX is periodic, the size of the emitting system can be constrained. For a given mass, this
translates to a lower limit in density, which, if high enough, rules out any alternative to a black
hole. Time variability in ULXs is observed to timescales as short as some hours (Matsumoto
et al. 2001), which implies a maximum size for the source of order of that of the Solar System.
Other characteristics of ULXs
ULXs appear to be associated to active star-forming regions (Humphrey et al. 2003; Swartz et al.
2004; Liu &Bregman 2005). Individual studies have focused on interacting galaxy pairs: the An-
tennae (NGC 4038/4039) (Fabbiano et al. 2001) and the interacting galaxy pair NGC 4485/4490
(Roberts et al. 2002), nding that starburst galaxies host ULXs in higher-than-average numbers.
This feature may be interpreted as pointing to a stellar origin of ULXs, either invalidating the
IMBH model or pointing to an IMBH formation mechanism which relies on young stellar pop-
ulations, such as runaway merging.
1.3.3 Other proposed detection methods and phenomena suppos-
edly related to IMBHs
Other phenomena have also been suggested as possible telltale signs of the presence of an IMBH
in a GC. We review some of them in the following, but we warn the reader that the listing may
be incomplete due to the huge amount of work published on the subject.
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Millisecond pulsar timing
D’Amico et al. (2002) use the timing of three Milli-Second Pulsars (MSPs) in the globular cluster
NGC 6752 to derive precise lower limits to their line-of-sight acceleration due to the cluster
potential. This translates to a lower limit of about 10 M#/L# for the central mass-to-light ratio, or,
equivalently, 1.3×104 M# in dark objects within the innermost 0.15 pc around the cluster center.
While an IMBH of this mass would be a solution, such a central increase in the mass-to-light
ratio can be explained away by dark remnants (stellar-mass black holes and neutron stars) which
undergo mass-segregation and accumulate in the center of the cluster potential well. Devecchi
et al. (2007) hope that IMBH-MSP binaries can form in GCs, being possibily detectable in the
near future. Such a circumstance would result in an accurate direct determinarion of the IMBH
mass, but the estimated probability of a successful detection of an IMBH-MSP system is quite
low, as about one such system is expected to be revealed by the next-generation radio telescopes
(e.g. Square Kilometer Array).
High-velocity stars (hypervelocity or suprathermal stars)
Trenti et al. (2007a) show, among other results, that a population of hard binaries interacting
with an IMBH can produce a number of stars which escape the cluster with a very high velocity,
of several hundred km/s, much higher than typical cluster escape velocities. This population of
escaping stars is distinct from those that evaporate because of the thermalization of the cluster
distribution to a Maxwellian, which has a fraction of stars with arbitrarily high energy. Hills
(1988) was the rst to propose the existence of high-velocity stars ejected from the galactic
center as a test for the presence of a super-massive black hole there. Yu & Tremaine (2003)
estimate the number and the velocity of high-velocity stars produced by various mechanisms
(gravitational encounters of single stars, tidal breakup of a binary star, ejection by a binary black
hole) analytically in quantitative detail. We focus here on the tidal breakup of a binary. Let a be
the major semi-axis of the binary orbit, m be the mass of the primary (i.e. the highest mass star
in the binary) and q the mass ratio. Breakup happens when the binary approaches the black hole
more than
Rr = a
( M
m(1 + q)
)1/3
, (1.125)
where M is the black hole mass. Typically the interaction is fully Newtonian, as the Schwarzschild
radius is
Rs =
2GM
c2 ≈ 3 × 10
6km; (1.126)
for a 106 M# black hole, while, if m ≈ 1 M#
Rr ≈ 102a ≈ 1.5 × 1010km (1.127)
for a ≈ 1 AU. If the most massive star enters a bound orbit around the IMBH and the least
massive is ejected, its velocity change (Yu & Tremaine 2003) is
δv =
√
Gm
a(1 + q) , (1.128)
typically of order ≈ 100 km/s, and the larger the harder the disrupted binary.
As the mean free path of a star in a GC is signicantly larger than the cluster size, the high
velocity star thus generated will travel unimpeded out of the cluster potential well and can be
in principle observed (if it is a visible star and not a dark remnant) in the cluster outskirts as it
is leaving. In a steady-state conguration the ux of high-velocity stars ejected by an IMBH is
equal to the number of binaries with a pericenter inside the sphere of radius Rr around it per unit
time. This is regulated by the collisional relaxation processes which replenish the phase space
region corresponding to this condition, usually named loss cone. The relevant physics is quite
subtle, but Yu & Tremaine (2003) obtain for the black hole in the Galactic center that the number
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of hypervelocity stars observable at any time inside a radius ≈ 8 kpc from the black hole is about
10 - 102. For a GC, to which a high-velocity star can be reasonably associated only within a
much smaller distance from the cluster, say several tens of parsec, the number of observable
stars is arguably much lower.
Even if a high-velocity star is detected, its original membership in the cluster suspected of
hosting an IMBH must be proven and, still, this would not denitively prove the presence of an
IMBH, as other mechanisms could exist capable of generating high-velocity stars.
Extended Horizontal Branch stars
The Horizontal Branch (HB) is the zone in the color-magnitude diagram populated by stars which
burn helium in their core. Stars evolve off the red-giant branch, where they burn hydrogen in the
envelope, into the HB as soon as they ignite their helium core. There typically is a large spread
in color in the HB, which instead spans only a quite narrow interval in magnitude, appearing
roughly horizontal in the color-magnitude diagram, hence the name. The currently accepted
picture is that heavy mass loss is experienced by the envelope of the star in its red-giant branch
phase, which in turn results in different HB colors because it determines a different hydrogen
envelope size and thus a different surface temperature of the star. It is well known that the
morphology of the HB is largely set by the metallicity, with less metallic GCs exhibiting a bluer
HB, while metal-rich clusters typically have it redder. Still, metallicity is far from a one-to-one
relationship with HB morphology, and an extended blue tail is present in some metal poor GCs,
such as NGC 6388 and NGC 6441 (Rich et al. 1997). The stars contained in the extended blue
tail are named Extended Horizontal Branch (EHB) stars. The origin of EHB stars is not yet
understood, even though a possible explanation of their origin is enhanced mass loss during the
red-giant branch phase, due to tidal interaction with other stars or compact objects (see Chap. 3
of Alexander 2005). If this scenario holds, EHB stars, much like blue stragglers, represent a
valuable link between cluster dynamics and stellar evolution.
Miocchi (2007) suggests that the presence of an IMBH correlates with that of EHB stars. His
result is based on a dynamical model obtained by joining a King (1966) model (see Appendix A)
with a Bahcall & Wolf (1976) cusp at a given radius, which is regarded as the inuence sphere
radius even though with a slightly different denition with respect to the one given in the present
thesis. The model is self consistent, and has the form
f (E) =

c(−E)1/4 E < WBH,
(2pi)−3/2(e−E − 1) WBH ≤ E < 0,
0 E ≥ 0
(1.129)
where c = (2pi)−3/2(eWBH−1)W−1/4BH andWBH is the potential on the surface of the inuence sphere.
This model, once solved, allows Miocchi (2007) to nd a way to estimate the mass of the IMBH
responsible for the Bahcall & Wolf (1976) cusp, as
11.6s − 4.85 ≤ log
(MBH
M
)
≤ −1.14c − 0.694, (1.130)
where s is the logarithmic slope of the central projected surface brightness prole and c is the
cluster concentration coefficient. Using the s values obtained by Noyola & Gebhardt (2006) a
list of GCs for which the range of allowed values of MBH is not trivially zero is computed and it
is found that the clusters where the presence of an IMBH is allowed by Eq. 1.130 preferentially
host EHB stars, hence the supposed IMBH-EHB connection.
Actually, a proposed physical explanation of this connection exists, given that tidal inter-
actions of Red Giant Branch (RGB) stars with the IMBH likely enhance the stripping of their
external envelope, resulting in a star with a smaller envelope mass, which becomes an EHB star
after ignition of the helium core. The enhanced mass loss makes it bluer than the typical HB
star, thus causing it to lie in the EHB tail. The RGB stars are most likely to suffer mass loss from
interaction with an IMBH because their envelope is already extremely weakly bound.
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1.4 Aims
The aims of this thesis are better stated as a series of questions we attempt to answer:
• How do IMBHs affect mass segregation, core collapse and stellar evaporation in GCs?
– Can we use any of these dynamical effects to ngerprint the presence of IMBHs in
GCs?
– How can we proceed observationally to use such a ngerprinting method?
• Do IMBHs affect GC scaling laws?
• Can we improve on the usual, model-dependent way to obtain GC structural parameters
from surface-brightness proles?
– Can we devise a model-independent method to obtain GC structural parameters?
– What can we infer about the GC dataset with our model-independent, non-parametric
approach?
– Does the visualization of GC data suggest any pattern which can be linked to
IMBHs?
– Does the model-based approach bias the correlations between GC structural param-
eters, here included also GC scaling laws?
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Chapter 2
GC data: beyond parametric
approaches
As shown in the Introduction, there are several pieces of evidence suggesting that IMBHs could
be present in at least some GCs, while no conclusive proof has been drawn yet. In this chapter we
will focus on an innovative way to deal with GC data, in particular surface-brightness proles,
based on model-independent techniques and exploratory data analysis tools. While inspired by
the need to probe for IMBHs, most of the results obtained with this novel approach have farther
reaching consequences for our understanding of the physics and formation history of GCs in
general, even if the issue of IMBHs were to be dropped.
2.1 Cluster surface-brightness profiles
GC surface brightness proles are amongst the most important kinds of photometric data which
can be obtained to constrain the dynamics of GCs. They are typically available as a set of
different radii associated with a measure of surface brightness1 dened as SB = −2.5 log I, where
I is the luminosity per unit area. The surface-brightness prole of NGC 104 (47 Tuc) from Trager
et al. (1995) is shown in Fig. 2.1 for reference. NGC 104 is visible with the naked eye in the
southern emisphere and is an extremely well studied GC, so the quality of its surface-brightness
prole is above average.
1we will consistently use SB to denote surface brightness, even though usually in the literature the symbol
µ is used.
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As paired measurements of two quantitative variables, surface-brightness proles are a basic
example of bivariate data. In statistical jargon, the radius is the factor and the surface brightness
is the response. To obtain a smooth curve describing the response as a function of the factor an
interpolation procedure must be used. Two different kinds of procedures exist: parametric (i.e.
model-based) or non-parametric (see Cleveland 1993). In this thesis and in my previous work
(Pasquato & Bertin 2008; Pasquato et al. 2009), we have introduced the use of non-parametric
interpolation in the analysis of GC surface brightness proles, obtaining model-independent GC
structural parameters. The reasons supporting the use of the model based and model-independent
approach and their advantages and shortcomings are discussed and compared in the following,
and our method is presented in detail.
2.1.1 Low quality of GC surface-brightness profiles and the use of
parametric modeling
Surface-brightness proles are available for galactic and extragalactic GCs. Out of about ≈ 150
GCs in the Galaxy we were able to consider 125 GCs with a surface-brightness prole tabulated
in Trager et al. (1995). Extragalactic GC structural parameters such as radius and ellipticity have
been obtained by e.g. Barmby et al. (2002) in M31, by Larsen et al. (2002) in M33, by Martini &
Ho (2004) in NGC 5128, but for the present study we restricted our attention to an extragalactic
sample of 68 surface brightness proles of clusters in the LMC, SMC, and Fornax based on the
catalog by McLaughlin & van der Marel (2005) which includes not only GCs but also younger
clusters. Surface-brightness proles are relatively easy to acquire, as long as the GC size can be
resolved. While a vital tool in understanding the physics of GCs, the use of surface-brightness
proles suffers several limitations:
• The three-dimensional structure of the cluster cannot be observed directly, as surface-
brightness proles are by denition sky-projected. While methods to reconstruct the three
dimensional density prole exist (e.g. the Abel inversion, Eddington 1916), they rely
on strong assumptions such as spherical symmetry and can produce extemely noisy and
possibly unphysical deprojected proles (e.g., see Bertin 2000),
• Surface brightness proles also obviously contain no kinematic information, which is
typically much harder to obtain as either spectroscopy (for stellar line-of-sight velocities)
or multi-epoch observations (for proper motions) are required,
• Surface-brightness proles trace only the density of visible stars, so brown dwarfs and
dark remnants (white dwarfs, neutron stars, and stellar-mass black holes), which may have
a signicant dynamical role, do not contribute to them. Thus a projected mass density
prole can be obtained from the surface brightness prole only if a mass-to-light ratio is
assumed. The mass-to-light ratio is a property of the overall stellar population (including
dark remnants) and can in principle vary within the cluster (e.g. with the distance from
the center) and from one cluster to another.
As disturbing as they may be these limitations of surface brightness proles cannot be eliminated,
so it is little use to focus on them. However, the quality and usefulness of surface-brightness
proles is limited also by several other factors:
• Surface brightness proles, especially for Galactic GCs which span a large angle on the
sky, typically do not reach to the very edge of clusters. For tidally limited clusters this
means that the tidal radius is not covered in the surface-brightness prole, so some ex-
trapolation is needed in the outskirts of the cluster. Moreover, to cover the external parts
of Galactic clusters, Trager et al. (1995) often is forced to use quite old star counts from
different observers, instead of the more recent and homogeneous CCD observations used
for GC centers,
• There may be resolution problems at the center of the cluster, resulting in a smoothing
of any central surface-brightness feature, such as a cusp. Especially ground-based ob-
servations are affected, as the seeing may be of order ≈ 1 arcsec. As an example the
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surface brightness prole of NGC 6652 from Trager et al. (1995) is plotted in Fig. 2.2:
this cluster was listed as a normal, at-core cluster in Harris (1996), but subsequent HST
observations found a surface-brightness cusp with a logarithmic slope of −0.57 ± 0.12 in
its center (Noyola & Gebhardt 2006),
• Miscentering gives rise to similar problems with central features. Dening the center
is a difficult task (e.g., see Noyola & Gebhardt 2006) and a wrong center2 can result in
un-physical artifacts, such as a central decrease in surface brightness,
• As the most luminous stars, which contribute a signicant fraction of the light to the
surface-brightness prole are red giants and horizontal-branch stars, which are a factor
≈ 100 less than main-sequence stars, Poisson counting noise is added to the proles
because of their low numbers,
• Especially sparse clusters can suffer a great deal from background and foreground con-
tamination, resulting in some areas of the surface-brightness prole signicantly affected
by sources which are not physically bound to the cluster. The amount of contamination
varies depending on the position of the cluster with respect to the Galactic plane. A re-
lated issue is the presence of foreground reddening, which in some cases may be patchy,
resulting in different absorptions in different regions of the GC image,
• Usually the proles are circularized (e.g. Trager et al. 1995; McLaughlin & van der Marel
2005) so the information on cluster shape is lost, while on the other hand improving on
the statistics by pooling together more data,
• Similarly, Trager et al. (1995) mixes different sources (e.g. CCD observations and star-
count data) from different observers and taken in different bandpasses, to cover the whole
GC surface-brightness prole
• In some ≈ 10 GCs in Trager et al. (1995), odd features are displayed by the surface-
brightness prole such as non-monotonic behavior. Figure 2.3 shows one such puzzling
prole for cluster NGC 6535, from Trager et al. (1995).
2The notion of a wrong denition is somewhat problematic, as a denition is intrinsically a matter of
arbitrary choice. Still, some ways of dening the cluster center from the observed photometry are presumably
better at reecting the physical center of the GC than others.
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All these issues with GC surface-brightness proles have paved the way to the use of parametric
models, such as King (1966) models. Model tting forces a reasonable behavior (e.g. monotonic)
on sparse and noisy data, allows to easily extrapolate the prole to the external regions of the
cluster, and predicts the cluster’s three-dimensional structure and kinematics. It surely is one of
the ways to go. On the other hand, models may force structure where there is none, and hide
structure where it is present. Combined with an extremely careful cropping of the outliers, non
parametric analisys is a viable alternative if these shortcomings of models are to be avoided.
2.1.2 Spline smoothing of surface brightness profiles
Instead of a parametric model, we have used spline smooting to extract a smooth surface-
brightness prole form Trager et al. (1995) data. We will briey explain the logic behind spline
smoothing in the following and give a detailed account of our implementation.
A spline S : [x1, xk+1] ⊆ R→ R of order n + 1 is a piecewise function dened as follows
S (x) =

P1(x) x ∈ [x1, x2[,
...,
Pk(x) x ∈ [xk, xk+1]
(2.1)
where P1, ..., Pk are k polynomials of degree at most n. The points x1, ..., xk+1 are called knots.
It is usually required that the spline is S (x) ∈ Cj with j > 0 (i.e. that its j-th derivative is
continous at the knots, as each polynomial considered individually is C∞) for it to be of any
use in interpolation. The most commonly used spline is the so-called cubic spline, with n = 3
and required to be C2. When used for interpolation, the knots can be taken as the xi values
(with i = 1, ..., k + 1) for which a measurement yi is available. Then for each knot the condition
S (xi) = yi is required, giving rise to k+1 constraints. TheC2 requirement dictates that Pi−1(xi) =
Pi(xi), P′i−1(xi) = P′i(xi) and P′′i−1(xi) = P′′i (xi) with 1 < i < k + 1, which amounts to 3(k − 1)
constraints. Two more constraints are obtained by requiring the spline to have 0 second derivative
at the endpoints: splines that satisfy this condition are named natural splines. The polynomials
that make up the spline are k and each has 4 parameters (being of degree 3), so 4k constraints
are needed for the spline to be determined. The total number of constraints given above is
(k + 1)+ 3(k − 1)+ 2 = 4k, so the problem of constructing a natural cubic spline passing through
k + 1 knots has a unique solution. Moreover, the algorithm for calculating such a solution has
a low computational complexity, which has made splines a popular solution for interpolation in
scientic as well as engineering applications.
Of course a simple question could be asked at this point: why using a piecewise function such
as a spline to interpolate k+1 points instead of simply using a degree k ploynomial? The so called
Runge phenomenon occurs (Runge 1901), which gives rise to unnatural ripples and oscillations
when a high degree polynomial is used, hence the need to use a piecewise polynomial of lower
degree, such as a cubic spline.
There are various approaches in which not every datapoint is a knot, so the spline is t to the
data instead of going through each of them. This achieves a smoothing of the data, which allows
to eliminate part of the noise while keeping most of the features a model-based t would sup-
press. In our approach we have used the routine smooth.spline of the statistics package R, which
is based on Chambers & Hastie (1992) and allows the degree of smoothing achieved be con-
trolled via an input smoothing parameter. Different values of the smoothing parameter achieve
a different tradeoff between the reduction of noise and the suppression of potentially interest-
ing features inherent in the data. We have adopted an iterative approach to set the smoothing
parameter, where we have run the spline smoothing routine on the surface brightness prole of
each cluster, obtaining a smoothed prole which was visualized as a curve superimposed on the
observational points (see Fig. 2.4, where the visualization is exemplied for different smooth-
ing parameters on the surface brightness prole of NGC 6352). The smoothing parameter was
changed and the visualization iterated until an optimal match between the data and the smoothing
spline was achieved. This insures we do not miss any interesting feature in the surface brightness
prole while keeping roughness to a minimum.
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2.1.3 Results: a catalogue of structural parameters from spline
smoothed surface-brightness profiles
We present here a catalogue of photometric parameters for the set of GCs which we have con-
sidered, obtained with our spline-smoothing method. Table 2.1 contains our adopted average
surface brightness, half-light radius and integrated absolute magnitude for 76 Milky Way GCs.
Table 2.2 contains the same quantities for 53 clusters in the Fornax dwarf spheroidal, the LMC
and the SMC. In both tables we list also the uncertainies on each quantity, determined as de-
scribed in Sect. 2.1.2.
In Sect. 2.1.4 we compare these results with those obtained by Harris (1996) andMcLaughlin
& van der Marel (2005) using model-dependent approaches. For now we content ourselves with
noticing that the median absolute magnitude of Galactic GCs is −7.6 mag, with a typical error
bar of 0.2 mag, and that the median half-light radius is 3.2 pc, with a typical error bar of 0.1
pc. For the extragalactic clusters in our sample these gures become −7.9 mag and 6.5 pc with
typical error bars of 0.35 mag and 0.9 pc.
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2.1.4 Comparison with model dependent results
A comparison with the model dependent parameters obtained by McLaughlin & van der Marel
(2005) will illustrate the differences between the results obtained by our approach and the model
based approach. Fig. 2.5 shows a plot of the difference between our adopted log half-light radii
and the log half-light radii obtained by McLaughlin & van der Marel (2005) using King (1966)
models (in black), Wilson (1975) models (in green), and cored power-law models (in blue).
Fig 2.6 shows the same comparison plot for averaged surface-brightness within the half light
radius.
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δ logRe (K) δ logRe (PL) δ logRe (W) δSBe (K) δSBe (PL) δSBe (W)
mean -0.05 0.46 -3 × 10−4 -0.13 2.06 0.01
median -0.05 0.02 -0.04 -0.13 0.10 -0.11
sd 0.09 1.42 0.18 0.31 6.56 0.66
mad 0.07 0.12 0.07 0.24 0.40 0.25
Table 2.3: Summary of the differences in log half-light radius and in average surface-
brightness between the model based (McLaughlin & van der Marel 2005) and the
model independent results. All differences are model dependent value minus model
independent value.
In general there seems to be a decent agreement between our results and those ofMcLaughlin
& van derMarel (2005), as far as the average values are concerned. Table 2.3 shows the mean, the
median, the standard deviation and the median absolute deviation of the differences between our
results and the model dependent ones, divided by model used. The half-light radii we obtain are
in the average larger than the King (1966) andWilson (1975) ones but smaller than those obtained
by cored power-laws. Our surface-brightness is dimmer in the average than that obtained by
King (1966) models and brighter than the cored power-law value, while the median and mean
difference have opposite signs with Wilson (1975) models. Differences with cored power-laws
have the highest scatter (either standard deviaton or median absolute deviation) amongst other
models.
If the distribution of the differences in logRe between our results and those of McLaughlin
& van der Marel (2005) are considered for any model, a Shapiro normality test shows that the
probability of such data originating from a gaussian distribution is extremely low, about 10−6
in the best case. This is an indication that there are systematic differences betweeen the model-
based and the model independent approach, which is expected. Our radius and surface-brightness
measurements differ from the model-based ones in a nontrivial way, not just due to random
scatter, so it is quite possible that new features emerge when using our data that were hidden by
the model dependent approach.
The LMC clusters NGC 1847, 1850, 1856, 2011, 2231 have half-light radii that are ex-
tremely discrepant from our values if Wilson (1975) model or cored power-law model values
from McLaughlin & van der Marel (2005) are used, even though the surface brightness prole
of these cluster shows no anomay when visually inspected.
2.2 Model-independent measures of cluster concentra-
tion
We have shown that fraction-of-light radii as well as integrated absolute magnitudes can be ob-
tained from GC surface-brightness proles without resorting to parametric model-tting. Still,
a surface brightness prole is not described by these two quantities only: even if all the pro-
les were rescaled to the same size and magnitude, their shape would differ from one cluster
to another. King (1962) and King (1966) models contain a shape parameter, the concentration
coefficient c, which sets the ratio between the truncation radius Rt and the core radius Rc. A
similar role is played by the power-law index in cored power-law models. The model indepen-
dent approach needs a similar device to quantify the shape of surface-brightness proles. It is
not obvious that just one parameter suffices to describe the shape of a surface-brightness prole.
King (1962) models, for example, assume that. For King (1966) models, instead, the only shape
parameter characterizing the surface-brightness prole corresponds to the non-zero boundary
condition on the differential equation dening the gravitational potential. One of the advantages
of the model-independent approach is that we can test this hypothesis. In order to do this, we
have to introduce a powerful statistical tool, principal component analysis.
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2.2.1 Principal component analysis
Let us consider m n-ples of measurements of n variables. Each n-ple can be thought of as a
point in Rn, representing an element of the multivariate dataset, a GC in our case. We consider
9 fraction of light radii for each GC, so m is the number of GCs in our sample and n is 9.
Unfortunately it is impossible to directly visualize a scatter plot in R9 as we are limited in our
visualization to three-dimensional space. We want to somehow extract k - n variables which
condense most of the information contained by our dataset, i.e. that contain the most interesting
features of our dataset. This is the essence of the dimensionality reduction approach in dealing
with multivariate datasets.
Principal component analysis is the main technique used for dimensionality reduction. Let
V1, ..., Vn be the n variables. First we dene n new variables with zero mean over our dataset:
v1 = V1 − 〈V1〉
...
vn = Vn − 〈Vn〉
(2.2)
where
〈Vi〉 = 1m
m∑
k=1
Vik (2.3)
We then consider a new set of variables
u1 = λ11v1 + ... + λ1nvn
...
un = λn1v1 + ... + λnnvn
(2.4)
such that the matrix λi j is orthonormal. This is essentially a distance-preserving coordinate
change in Rn. The coefficients λ11, ..., λ1n are chosen such that the variance
σ2u1 =
1
m
m∑
k=1
u12k (2.5)
is maximum, with the constraint, given by the orthonormality condition, that
λ211 + ... + λ
2
1n = 1. (2.6)
The coefficients λ21, ..., λ2n are chosen exactly in the same way, with the additional constraint,
still given by the orthonormality condition, that
λ11λ21 + ... + λ1nλ2n = 0, (2.7)
and so on until all coefficients λi j are determined. It can be demonstrated that the new variables ui
are pairwise uncorrelated, and, by construction, they are sorted in order of decreasing variance.
For each variable ui we can calculate the variance σ2i as in Eq. 2.5. Each variable ui explains a
proportion of variance
pi =
σ2i∑n
j=1 σ
2
j
(2.8)
that is a measure of howmuch of the variability in the dataset is accounted for by that variable, i.e.
by that linear combination of the original variables vi. If the dataset is plotted in the coordinates
corresponding to the rst two or three variables u1, u2, and u3, most of its variability is captured
in the visualization.
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2.2.2 Application of principal component analysis to GC fraction
of light radii
We run a principal component analysis on the log fraction of light radii logR10, ..., logR90 enclos-
ing 10%, ..., 90% of the total cluster light in projection. The fraction-of-light radii are obtained
from 145 GC surface-brightness proles with our model-independent interpolation method. If
enough fraction of light radii are known, the cumulative distribution of the cluster’s light can
be traced, so that fraction of light radii potentially encode all the information contained by the
surface-brightness prole, except for the total integrated luminosity3. Here we use 9 fraction of
light radii, but the results are similar if only the three fraction of light radii that contain 25%,
50% and 75% of the cluster light are used (see Sect. 2.2.3). We want to use principal component
analysis to quantify the number of variables (i.e. of linear combinations of fraction of light radii)
needed to characterize the shape of the surface brightness prole of a GC.
Table 2.4 shows the results of the principal component analysis. The variables C1, ..., C9 are
obtained as linear combinations of the log radii logR10, ..., logR90. The coefficients of each linear
combination are indicated in the table columns corresponding to C1, ..., C9. The rst variable,
C1, is the one that explains most of the variance of the dataset (p1 ≈ 94%), and can be rewritten
by a slight adjustment of the coefficients as
C1 = −13
9∑
i=1
logR10i, (2.9)
that is, if we dene the geometric mean radius
/
R=
 9∏
i=1
logR10i
1/9; (2.10)
then C1 becomes the minus logarithm of a volume4
C1 = −3 log
/
R, (2.11)
so it is a measure of the overall size of a GC. The most important factor that makes GC surface
brightness proles look different in the sky (we are dealing here with surface brightness proles
as a function of angular radius) is their apparent size. The second variable, C2, which explains
most (5% out of 6%) of the remaining variance of the sample, instead is a dimensionless shape
parameter. This is clear by looking at the second column of Tab. 2.4: the coefficients in the
column sum almost to zero. The same is true also for the third variable C3. We can approximate
C2 as
C2 =
1
3
[2 logR90 + logR80 − logR30 − logR20 − logR10] , (2.12)
so if we dene an outer
/
Rout = (R290R80)
1/3 (2.13)
and an inner geometric mean radius
/
Rin = (R10R20R30)1/3, (2.14)
the second variable becomes
C2 = log
/
Rout
/
Rin
, (2.15)
which recalls the King (1966) denition of the concentration parameter as
c = log RtRc (2.16)
3Fraction-of-light radii are actually the quantiles of the distribution of cluster light.
4The minus sign is arbitrary, and the fact that a three-dimensional volume appears, happens just because
we use nine variables. The essential result here is only that C1 is a measurement of overall GC size.
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Input coordinates C1 C2 C3 C4 C5 C6 C7 C8 C9
logR10 -0.343 -0.381 0.544 0.422 0.450 0.213
logR20 -0.346 -0.306 0.236 -0.419 -0.544 -0.218 0.385 0.250
logR30 -0.346 -0.237 -0.236 -0.410 -0.469 -0.612
logR40 -0.344 -0.165 -0.156 -0.333 -0.106 0.302 0.420 -0.208 0.630
logRh -0.340 -0.274 -0.291 0.232 0.305 0.688 -0.314
logR60 -0.335 -0.360 0.407 -0.148 -0.660 -0.313 0.181
logR70 -0.327 0.184 -0.355 0.303 0.176 -0.525 0.551 -0.165
logR80 -0.314 0.394 -0.137 0.582 -0.426 0.407 -0.170
logR90 -0.301 0.694 0.524 -0.370 0.101
Table 2.4: Eigenvectors resulting from the principal component analysis of our set of
GC fraction-of-light radii. The columns labeled C 1, ..., C9 are the components of each
eigenvector along the elements of the basis logR10, ..., logR90. Empty cells stand for
values which are approximately 0. The leftmost column,C 1, corresponds to the eigen-
vector explainingmost of the sample variance, the rightmost one,C 9, to the eigenvector
explaining the least of it.
so C2 is a good candidate for a non-parametric equivalent of cluster concentration and, inciden-
tally, is the most important shape parameter obtained from principal component analysis of the
GC fraction of light radii, as C1 is only a measure of the overall size. The amount of variance
explained by C3 is 0.4%, an order of magnitude less than C2, so it is safe to conclude that con-
centration, i.e. the ratio between suitably dened outer and inner radii, is the main ingredient in
accounting for the shape of GC surface-brightness proles. Anyway, C3 can be approximated as
C3 =
1
2 (logR10 + logR90) −
1
3 (logRh + logR60 + logR70), (2.17)
so it is essentially the log ratio of the geometric mean of the innermost and outermost radius
/
Rio =
√
R10R90, (2.18)
to a middle radius
/
Rmid = (RhR60R70)1/3, (2.19)
i.e.
C3 = log
/
Rio
/
Rmid
, (2.20)
so this is the next most important shape parameter after concentration, but it is of way lower
importance. We withold interpretation for C4 and the remaining parameters, as it is unjustied
given the error bars on our data.
2.2.3 Defining a non-parametric concentration indicator
We have shown in the previous subsection that one parameter is enough to describe the principal
characteristics of a surface-brightness prole. This is true as long as we restrict to the large-scale
structure of the prole, as the smallest radius we considered in the principal component analysis
is logR10, which contains 10% of the integrated projected cluster light. Central features of the
surface-brightness prole (such as a cusp) are not taken into account in this approach.
It would be tempting to use directly C1, as previously dened, as the “more generally ap-
plicable concentration index able to represent the spatial extent or potential depth of any cluster
in a more model-independent way” invoked by McLaughlin & van der Marel (2005). However,
it is possible to dene an almost equivalent non-parametric concentration index using only two
fraction of light radii, i.e.
C31 =
R75
R25
. (2.21)
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The variable dened by Eq. 2.21 was introduced by Fraser (1972) in order to quantify the con-
centration of the surface-brightness proles of galaxies, so it has the advantage of allowing an
easy comparison of GCs and galaxies, besides relying only on two fraction of light radii instead
of ve.
In the paper Pasquato et al. (2009) we have calculated this non-parametric concentration
indicator to GCs for the rst time. Another model-independent concentration index, the Third
Galaxy Coefficient (TGC) was applied to GCs and compared to C31 giving similar results. Gra-
ham et al. (2001) dene TGC as
TGC = L(αRe)L(Re) , (2.22)
where L(R) is the light contained within the projected radius R and α is a number between 0 and
1. In the following we use α = 1/3.
Figure 2.7 shows a plot of TGC against C31 a sample of 145 galactic and extragalactic clus-
ters, where each point is substituted by the smoothed outline of the surface-brightness prole of
each cluster, so one can visualize the shape differences. The outlines have been rescaled so that
their range in logR and in SB is the same for all.
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Chapter 3
Visualizing GC data
Visualization is a critical step in data analysis (Cleveland 1993; Tufte 1983, 1990). Visual explo-
ration of the data should always complement probabilistic inference (Cleveland 1993): exploring
the opportunities afforded by extensive visualization of GC data is one of the aims of the present
thesis. In the following we introduce some basic visualization tools, showing their application
to GC data by directly applying them to structural, chemical and environmental (i.e. position
and kinematics with respect to the host galaxy) parameters. As expected, their use makes the
discovery of trends and patterns in the data quite natural and straightforward, paving the way
for a subsequent quantication of the statistical signicance of these features. Until now, data
visualization was not deployed in its full potential in GC literature, so we wish to start a trend in
this direction with the present thesis.
3.1 Univariate distributions: summarizing the data
We will start with three simple plots summarizing the features of the univariate distributions
of absolute V-band magnitude MV , log half-light radius logRe, and effective surface brightness
within the half-light radius SBe for Milky Way GCs and LMC GCs, obtained from our model-
independent routine. Figures 3.1, 3.2, 3.3 show a histogram with a superimposed Kernel Density
Estimate (KDE) of probability density (solid line), for a sample of 76 Milky Way GCs, and a
sample of 40 LMC GCs. Kernel density estimates are described in detail in the next section:
for now let us just say that they produce a smooth curve whose integral is 1, which estimates
the probability distribution from which the data are drawn. In many respects they are an im-
provement over histograms. Above each histogram a boxplot is drawn which shows in a glimpse
a summary of the dataset: the box estends from the rst to the third quartile, so its width cor-
responds to the Inter-Quartile Range (IQR). The central tick corresponds to the median. The
wedges extend to the lowest datum still within 1.5 IQR of the lower quartile, and to the high-
est datum still within 1.5 IQR of the upper quartile. The data outside the wedges are outliers
and are labeled with the respective names. Finally all data-points are shown on the x-axis at
the top of the plot as ticks: this extremely simple visualization device is called a rug plot and
allows a ne-grained value lookup when needed, while giving still another way to look at the
data distribution.
What do we understand from this visualization? Each plot is actually a comparison of the
distribution of a given quantity from Milky Way and LMC globulars, as the plots of the MW and
of the LMC sample share the x-axis and can thus be directly compared.
The magnitude distributions of MW and LMC GCs look quite similar, as they are both bell-
shaped and have a similar spread. They also look quite symmetric, as in both cases the median
is located in the middle of the box dened by the lower and upper quartiles. A quantitative test,
the Shapiro-Wilk normality test, shows that the magnitudes of MW GCs are compatible with a
51
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Figure 3.1: Plots summarizing the distribution of GC absolute magnitudes forMW (up-
per panel) and LMC (lower panel) GCs. The horizontal axis is in common between the
upper and the lower panel. Each panel contains a histogram with superimposed KDE
estimation of the probability density distribution. Above each histogram a boxplot is
used to display the median (central tick in the box), the lower and upper quartile (lower
and upper bounds of the box) and the outliers (labeled points outside the wedges, i.e.
points which are further from the box more than 1.5 times the interquartile range: see
text). On the upper side of each plot, a set of ticks is diplayed corresponding to each
datapoints (rug plot). A glance either at the boxplot or at the histogram shows that the
magnitude distributions are roughly symmetric, extend over a range of about 4-6 mag,
and LMC GCs are brighter by about half a magnitude. Arp 2 is abnormally dim as a
MW GC, so it is labeled as an outlier.
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Figure 3.2: Plots summarizing the distribution of GC log half-light radii forMW (upper
panel) and LMC (lower panel) GCs. See the text and the caption of Fig. 3.1 for an
explanation of the visualization devices used. MW GCs appear to have a larger spread
in radius than LMC clusters, and a number of outliers. This may be due to physical
differences in the environment and formation history of the two populations (e.g. if
a fraction of the MW GCs are accreted from tidally stripped galaxies). However, the
MW sample contains a larger number of GCs and the data used to construct it are more
heterogeneous than those used for the LMC clusters, which could justify the larger
spread. In the average the LMC GCs considered in this sample are larger than MW
GCs by a factor ≈ 2. As in the case of magnitudes, log half-light radius distributions
look rather symmetric.
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Figure 3.3: Plots summarizing the distribution of GC average surface brightnesses
within the half-light radius (effective surface brightnesseses) for MW (upper panel) and
LMC (lower panel) GCs. See the text and the caption of Fig. 3.1 for an explanation of
the visualization devices used. In the average,MWGCs are brighter than LMC clusters
by about ≈ 1 mag/arcsec2. The distributions of the LMC and MW sample look quite
different also in shape, so a quantitative test to check if the two samples are extracted
from the same parent distribution is in order (see text). The MW GCs have several
outliers in surface brightness, most of which have also an abnormally large half-light
radius: this is expected, as for a given value of magnitude a large half-light radius
reduces the computed cluster brightness.
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gaussian parent distribution (which is of course symmetric) with a p-value of 0.90. LMC clus-
ters have a 0.76 p-value for the same test. Both p-values are very high, and we can assume the
magnitudes to be distributed according to a gaussian. This is a well known result in GC liter-
ature, which is conrmed by our model-independent data. Actually, using King (1966) model
magnitudes obtained by McLaughlin & van der Marel (2005) for MW globulars, we obtain a
0.02 Shapiro test p-value, so our model-independent magnitudes have a distribution closer to the
normal than model-dependent ones.
LMC and MW magnitude distributions appear to differ by approximately half a magnitude
in the median, the LMC GCs being brighter. This suggests to check if this difference is signi-
cant, using a statistical test. We will do this shortly. Arp 2 is an outlier in the distribution of MW
GC magnitudes, as it is abnormally underluminous with respect to the average. Half-light radii
also have bell-shaped distributions, with the LMC clusters being in the average larger than the
MW GCs. This result could be due to a physical difference in the GC formation and evolution
process in the LMC and in the MW, but also an erroneous estimate of the LMC distance could
result in a systematic overestimate of the physical size and intrinsic luminosity of LMC GCs.
In this latter case, though, we would expect the surface brightness distributions to show no sys-
tematic difference, as surface brightness does not depend on distance. Instead, effective surface
brightness appears to differ by more than a magnitude in the median between the MW and LMC
samples. We will come back on this later ,when directly comparing the MW and LMC sample.
In general, the MW GCs appear to have more outliers with respect to the LMC ones, prob-
ably because the data are somewhat lower quality and more heterogeneous, as the Trager et al.
(1995) data are compiled from different sources. Surface brightness and half-light radius show a
larger incidence of outliers with respect to magnitude.
3.2 Kernel density estimation
Kernel density estimation is a non-parametric method for estimating the probability density dis-
tribution of a random variable. If N measurements xi with i ∈ {1, ...,N} of the random variable
are given, the probability density is estimated as
fλ(x) = 1NλΣ
N
i=1K
( x − xi
λ
)
, (3.1)
where λ is a positive constant and K(x) is a function (named the kernel) such that∫ ∞
−∞
K(x)dx = 1 (3.2)
and usually taken to be symmetric (so it has mean 0). In the present thesis we consistently used
a gaussian kernel with mean 0 and variance 1, i.e.
K(x) = 1√2pie
−x2/2. (3.3)
The estimated distribution f is automatically normalized. The constant λ is often named the
bandwidth and is partly arbitrary. The resulting f will depend on the chosen λ as well as on the
kernel K(x).
Essentially, kernel density estimation is simply the practice of placing a ‘bump’ (the kernel
rescaled by a factor λ) over each measurement xi. As the bumps overlap, they sum to the esti-
mated distribution f . This is similar to what is done when contructing a histogram, as each bar
is proportional to the number of xi lying in the corresponding bin. From this point of view, λ
corresponds to the bin width: the larger λ we choose, the smoother f gets, but we potentially
loose detail on the scales smaller than λ.
Let us discuss the problem of the choice of λ in quantitative detail. We shall indicate the ex-
pectation value of a random variable X as E(X), and the original distribution (which is unknown)
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as φ(x). We are attempting to estimate φ with the f dened in Eq. 3.1. For each point xwe dene
the bias of the kernel density estimate as:
B(x) = E( fλ(x)) − φ(x), (3.4)
that is the difference between the expectation value of our estimate f and the original distribution
φ, as a function of x. We can think the bias as a measure of the systematic lack of accuracy of
our estimate, as opposed to noise, which we will quantify later. It can be shown that
B(x) = λ
2
2 φ
′′(x)
∫ ∞
−∞
K(x)x2dx + o(λ2), (3.5)
so, to the rst order in λ2 the bias depends on the second derivative of the original distribution
φ in the point x, which is unknown, and on the variance of the kernel. This is reasonable, as a
greater kernel variance has the same effects as a larger λ. It is therefore the same to take a kernel
with variance 1 and discuss only the behavior of the bias with λ. The bias is also proportional to
φ′′(x), so the sign of the bias is set by the sign of the second derivative of the original distribution,
so when its curvature is positive, kernel density overestimates the probability density and when
it is negative it underestimates it. This is a distinctive sign of oversmoothing, as f is leveled out
with respect to φ, missing its peaks and troughs. Of course, the larger λ, the larger the bias, as
the oversmoothing effect gets more severe.
Equation 3.5 seems to suggest that the smaller the λ we use, the better an estimate of φ we
get. But another effect must be taken into account: random error, which is quantied by the
variance of our estimate:
Var( fλ(x)) = E([ fλ(x) − E( fλ(x))]2); (3.6)
again, it can be shown that
Var( fλ(x)) = 1Nλφ(x)
∫ ∞
−∞
K2(x)dx + o
( 1
Nλ
)
, (3.7)
so we see that, for a given total number of available observations N, a smaller λ increases the
variance. The smaller the λ we choose, the more we trust the individual observations, but they
are affected by random noise, which makes f less reliable as it uctuates away from the original
distribution φ. The variance is also proportional to the L2 norm of the kernel. Of course a higher
number of measurements makes the estimate more reliable, as the variance drops with 1/N.
By comparing Eq. 3.7 and Eq. 3.5 we see that there is a tradeoff between bias and variance
as λ varies. Increasing λ will lower the variance while increasing the bias, and vice versa: we
can choose between a smooth and stable f , which is probably systematically off, and a bumpy
f which closely follows the measured data but is inuenced by their random uctuations. An
optimal value of λ can be found by minimizing the integral of the squared bias plus the variance
(which is named Mean Integrated Squared Error or MISE):
MIS E ≈
∫ ∞
−∞
λ44 φ′′(x)2
(∫ ∞
−∞
K(z)z2dz
)2
+
1
Nλφ(x)
(∫ ∞
−∞
K2(z)dz
) dx, (3.8)
which, thanks to the fact that φ is normalized to one, can be manipulated into
MIS E ≈ λ
4
4
∫ ∞
−∞
φ′′(x)2dx
(∫ ∞
−∞
K(x)x2dx
)2
+
1
Nλ
(∫ ∞
−∞
K2(x)dx
)
, (3.9)
and the optimal λ can be easily found as the minimum of this expression,
λo =

∫ ∞
−∞ K2(x)dx
N
∫ ∞
−∞ φ
′′(x)2dx
(∫ ∞
−∞ K(x)x2dx
)2

1/5
, (3.10)
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but it is still a function of the second derivative of the original distribution (actually of the integral
of it squared), which is unknown. Anyway, the dependence is quite weak, given the exponent of
1/5, so if we are able to obtain a reasonable estimate of
∫ ∞
−∞ φ
′′(x)2dx from the data, we will get
really close to the optimal λ: an error of 100% in the estimate will result in just a 20% deviation
from the optimal λ. This is the philosophy behind the so-called Silverman’s rule (Silverman
1986; Scott 1992), which was used to select the value of λ in all cases in which KDE is used in
this thesis. If the original distribution φ were normal1 with variance σ2, we would obtain∫ ∞
−∞
φ′′(x)2dx = 38√piσ
−5, (3.11)
and σ could be estimated e.g. using the standard deviation estimator from the sample, σˆ. The
optimal λ would then be
λo =
( 4
3N
)1/5
σˆ ≈ 1.06N−1/5σˆ, (3.12)
where the kernel has been taken gaussian (with unitary variance) for simplicity. To estimate σ
from the data it is actually a good idea to use something more robust than the sample standard
deviation, because the presence even of one outlier can have a huge impact on it, making it much
larger than necessary. For a normal distribution, the interquartile range IQR, i.e. the difference
between the third quartile and the rst quartile, is related to σˆ by
IQR ≈ 1.34σˆ, (3.13)
and so, if σˆ < IQR/1.34 it is surely not inated by the presence of outliers and can be safely
used as an estimate of σ, otherwise IQR/1.34 should be used. The nal result is:
λo ≈ 1.06min (σˆ, IQR/1.34)N−1/5, (3.14)
and we made use of it each time we estimated a probability density with KDE, as we used the
density() and bw.nrd() (or bw.nrd0()) routines in R, unless explicitely stated otherwise.
3.3 Comparing Galactic and LMC clusters
The LMC sample is large enough to allow a meaningful comparison with that of Galactic GCs.
Some differences between the two samples were noted in Sect. 3.1 by simply comparing the
histograms and boxplots. Figures 3.5 and 3.4 introduce a visualization tool, the quantile quantile
plot, which allows a non-parametric visual comparison of the distributions of two samples by
simply plotting the quantiles of one sample against the corresponding quantiles of the other
sample.
Quantile-quantile plots are simply a plot of the quantiles of one sample against the cor-
responding quantiles of the other. Here we chose to use the 5%, ..., 95% quantiles. Quantile-
quantile plots allow a non-parametric visual comparison of sample distributions. If the two distri-
butions were the same, they would have the same quantiles, so the points in the quantile-quantile
plot would lie on the identity line y = x. Any deviation from this behavior entails a difference
between the distributions: for example if the quantiles lie on a line of equation y = x + q the
two distributions have the same shape and spread, but different means. Quantile-quantile plots
are much more accurate than coupled histograms or boxplots in comparing distributions, as they
simultaneously compare several quantiles instead of only the median, and the identity line can
be used as a reference for the comparison. This way they allow to discriminate between a simple
offset in the means, which preserves the shape of the distribution and a real difference in the
distribution shape (a non-linear dependence of the quantiles).
1It may seem in contrast with the whole non-parametric philosophy to assume normality here, but what
we are looking for is just a reasonable guess, given the weakness of the dependence of λo on the second
derivative of φ.
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From the quantitative point-of view, a non-parametric Kolmogorov-Smirnov test can be used
to compare the distributions of MW and LMC cluster magnitudes. It is found that, for the
magnitudes obtained with our model-free procedure, the p-value is 0.2, while it is 0.3 with the
magnitudes obtained by McLaughlin & van der Marel (2005) using King models. A p-value of
0.2 means that in one case out of ve, given the size of the samples considered, the differences
between the two samples could arise by chance. This is a case in which it is appropriate to use
a more powerful parametric test, namely the t-test, instead of the non-parametric Kolmogorov-
Smirnov test. It is possible to use the t-test to check if the difference between the means of the
LMC and MW magnitudes is signicant, given that we found in Sect. 3.1 that we can regard the
parent distributions as gaussian for both samples. The p-values obtained are 0.3 for the model-
independent data, and 0.03 for the King-model data. The rst one is still not signicant, while
the second one can be understood as marginally signicant: the model dependent magnitudes
of LMC and MW clusters differ by an offset in their means. The difference we pointed out
in the quantile-quantile plot between model-dependent and model-independent magnitudes is
responsible for this different behavior: in Fig. 3.4 the crosses (quantiles of the King model
magnitudes) lie on a straight line which is offset from the identity line by a constant. The circles
(quantiles of the model-independent magnitudes) follow a more complex pattern, deviating from
such a line for high-luminosity clusters.
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3.4 Bivariate scatterplots: looking for correlations
Djorgovski & Meylan (1994) have looked for trends and correlations in Galactic GC data using
13 variables on a sample of 143 objects. The number of quantitative variables measured on GCs,
especially the Milky Way ones, is extremely large, even higher than 13. GCs are a strongly
multivariate data-set. It is impossible to visualize more than three variables simultaneously
in a single scatter plot, due to the intrinsic limitations of space. A popular approach in this
case is to reduce the dimensionality of the dataset with PCA, as Djorgovski & Meylan (1994)
choose to do. For useful results to be obtained from this line of attack, the linear combinations
obtained from PCA should have a reasonable interpretation, as it happened in Sect. 2.2.2. Yet
the 13 variables considered by Djorgovski & Meylan (1994) are extremely heterogeneous and
it would be quite difficult to give a meaningful interpretation to a linear combination of e.g.
metallicity and absolute magnitude. We will therefore take a different approach in the following,
by attempting visualization without reducing dimensionality, but working on a smaller number
of variables, namely the cluster magnitude and its half light radius as obtained from our model-
independent procedure, the King (1966) concentration coefficient from McLaughlin & van der
Marel (2005) King-model ts, the metallicity (measured as [Fe/H], taken from the Harris (1996)
catalog), the log distance from the Galactic center (from McLaughlin & van der Marel 2005),
and the log half-light relaxation time (from McLaughlin & van der Marel 2005). The average
surface brightness within the half-light radius was not included as it is completely determined
given the magnitude and the half-light radius.
One of the most basic tools that can be used to probe our multivariate dataset is a scatter-
plot matrix: each variable is plotted against each other in a bivariate scatterplot, and all these
scatterplots are arranged in a matrix so that they can be easily compared. Figure 3.6 shows the
application of this visualization tool to a sample of 61 Galactic GCs with the six variables listed
above. The variable names are specied on the diagonal panels. The upper, off-diagonal panels
contain bivariate scatterplots of the paired variables, with a superimposed smooth curve obtained
by local polinomial tting using the R lowess() function. The lower off-diagonal panels contain
the same scatterplots but with ordinate and abscissae exchanged and superimposed dashed lines
corresponding to the two linear ts obtained by either tting y as a function of x or viceversa.
These two lines are very different when the linear trend in the data is very weak: if the correlation
coefficient is exactly 0, they should be perpendicular. The scatterplot matrix of Fig. 3.6 should
be compared with Tab. 3.1, which lists the pairwise correlation coefficients of the six quantities
we chose to study, in the same way as Djorgovski & Meylan (1994) did for their 13 quantities.
We also run a signicance test using the R routine cor.test() for the Spearman coefficients.
The Spearman coefficient is based only on data ranks and not on actual data values, so it is more
robust than the Pearson coefficient and does not assume that the data are normally distributed.
We nd 8 correlations that are signicant at least to 5%, i.e. that could happen by chance less
than 5 times in 100. We summarize those correlations in Tab. 3.2.
Metallicity anticorrelates with distance from the galactic center. This is a well-known result,
as metal-poor GCs reside mainly in the Galactic halo, while metal-rich GCs are usually found
near the Galactic disk. The cluster half-light radius correlates positively with Galactocentric
distance, which was found also by (Djorgovski & Meylan 1994). Metallicity apparently anticor-
relates with log half-light radius, but this is just a consequence of the latter two correlations. This
is suggested by the fact that the [Fe/H]-log Re correlation is weaker than those of [Fe/H] and
logRe with logD, but visualization will make this point more clear. Fig. 3.7 shows a condition-
ing plot of [Fe/H] versus logRe, with logD as the conditioning variable. The panel in the upper
part of the plot is named the given panel and shows the intervals in which the range of logD
has been divided, using horizontal bars. The panels in the lower part of the gure are to be read
from left to right and from bottom to top, and correspond to the intervals in which the range of
logD has been divided, in increasing order. Each of them shows a scatterplot of [Fe/H] versus
logRe, for the GCs which lie in the corresponding logD interval. Notice how the logD intervals
overlap, so that a large number of panels does not imply a small number of points in each plot,
and the logD range is neatly covered. The plot clearly shows that, except for the most distant
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[Fe/H] logRe Mag logD c logTe
[Fe/H] 1 −0.48 −0.21 −0.54 0.12 −0.44
logRe −0.39 1 0.34 0.53 −0.45 0.84
Mag −0.18 0.22 1 0.20 −0.54 −0.10
logD −0.50 0.46 0.20 1 0.04 0.58
c 0.06 −0.32 −0.52 0.08 1 −0.16
logTe −0.38 0.84 −0.13 0.53 −0.11 1
Table 3.1: Correlation coefficients between the six quantities we visualized in the scat-
terplot matrix of Fig. 3.6. In the upper right part of the table we report the usual Pearson
correlation coefficient, in the lower left part the non-parametric rank-based Spearman
coefficient. For both coefficients, a positive value indicates positive correlation, the
stronger the more the coefficient approaches 1, and a negative value indicates negative
correlation, the stronger the more the coefficient approaches −1. The Pearson coeffi-
cient can be inuenced by the presence of outliers, showing a correlation when it is not
present. The Spearman coefficient instead is robust, so it mitigates this problem. In any
case, a cross check with the scatterplot matrix is the best way to exclude pathologies in
the data, such as few outliers dominating the correlation.
clusters, the [Fe/H]-log Re correlation disappears when considered in distance bins, allowing us
to conclude that it is a byproduct of the correlations of [Fe/H] and logRe with logD.
The half-light radius and the half-light relaxation time are dependent quantities, so it is no
surprise that logRe and log Te correlate extremely well, causing also [Fe/H] to correlate also
with log Te as a consequence of its correlation with logRe, which we discussed above, and log Te
to correlate with logD as well. Actually the log Te correlation with logD is stronger than that of
logRe with logD. Again we can use a conditioning plot to inquire into this: we will be plotting
logRe versus logD for given intervals of log Te. Fig. 3.7 shows that the correlation disappears.
There is no correlation between logRe and logD if the data are binned in log half-light relaxation
time: we can think of the log Te-logD correlation as more fundamental than the logRe-logD
one. This result, which to the best of our knowledge is a new one, supports the view that the
increasing trend of cluster size with Galactocentric distance is a dynamical effect, as opposed to
a characteristic set at cluster formation. The remaining two correlations, i.e. those of MV and
logRe with the cluster concentration coefficient c, will be discussed in the next chapters, where
we will focus on the size-luminosity relation of GCs. The cluster velocity dispersion will also be
considered as a variable and the Fundamental Plane of GCs will be studied, alongside with the
inuences IMBHs may have on it.
We do not nd an anticorrelation of c with distance from the Galactic center, in contrast to
what is found by Djorgovski & Meylan (1994). This is explained by the fact that (in this chapter)
we did not include in the sample the GCs that Harris (1996) lists as core-collapsed. These clusters
cannot be t with a King (1966) model, so they have been assigned an arbitrary value of c = 2.5,
which is much higher than the average concentration of MW GCs, and as Djorgovski & Meylan
(1994) point out, they are more frequent near the MW center than in the outskirts. So they will
articially induce an anticorrelation between c and logD, which is otherwise not supported by
the data. Moreover, our sample is smaller than the sample used by Djorgovski & Meylan (1994),
as we failed to include other clusters which had either a poor-quality surface brightness prole,
or did not have a reliable measurement of one of the six variables we considered. By including
all clusters in the Harris (1996) catalog that have a measurement of galactocentric distance and
of concentration, whether they are core-collapsed or not, we obtain a sample of 139 GCs, over
which the Spearman rank correlation coefficient is −0.42 between c and logD, close to the value
of −0.45 obtained by Djorgovski & Meylan (1994).
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Variable pair Spearman rank correlation coefficient Spearman p-value
[Fe/H], logRe −0.39 1.6 × 10−3
[Fe/H], logD −0.50 4.3 × 10−5
[Fe/H], logTe −0.38 2.7 × 10−3
logRe, logD 0.46 1.9 × 10−4
logRe, c −0.32 0.01
logRe, logTe 0.84 2.0 × 10−16
MV , c −0.52 1.7 × 10−5
logD, logTe 0.53 9.0 × 10−6
Table 3.2: Spearman rank correlation coefficients and associated p-values for the cou-
ples of variables that correlate with a signicance of at least 5%. Notice the strong
correlation between logRe and logTe: it is due to the fact that the two variables are not
independently measured, as Te is derived from Re among other variables.
64 CHAPTER 3. VISUALIZING GC DATA
log
Re
−1
0
−9
−8
−7
−6
−5
−2
.0
−1
.5
−1
.0
−0
.5
0.
0
8.
0
8.
5
9.
0
9.
5
0.00.40.81.2
−10−8−6
M
ag
c
0.81.21.62.0
−2.0−1.00.0
[F
e/
H]
log
D
0.00.51.01.5
0.
0
0.
4
0.
8
1.
2
8.08.59.09.5
0.
8
1.
2
1.
6
2.
0
0.
0
0.
5
1.
0
1.
5
log
Te
Fig
ure
3.6
:S
ca
tte
rpl
ot
ma
tri
xf
or
as
am
ple
of
61
Ga
lac
tic
GC
s.
Th
ev
ari
ab
les
plo
tte
da
re
sp
ec
ie
do
nt
he
dia
go
na
l.
Th
eu
pp
er
off
-di
ag
on
al
pa
ne
ls
co
nta
in
biv
ari
ate
sca
tte
rpl
ots
of
the
pa
ire
dv
ari
ab
les
.A
sm
oo
th
cu
rve
ob
tai
ne
df
rom
loc
al
po
lin
om
ial
tt
ing
is
su
pe
rim
po
sed
,to
giv
ea
vis
ua
lin
dic
ati
on
of
the
tre
nd
.T
he
low
er
off
-di
ag
on
al
pa
ne
ls
co
nta
in
the
sam
es
ca
tte
rpl
ots
bu
tw
ith
ord
ina
te
an
da
bs
cis
sae
ex
ch
an
ge
d.
In
the
low
er
pa
ne
ls
the
po
int
s
we
re
plo
tte
di
nr
ed
wh
ere
the
re
is
ac
orr
ela
tio
nw
hic
hi
ss
ign
ic
an
tt
oa
tl
ea
st
5%
(se
et
ex
t).
Th
es
up
eri
mp
os
ed
da
sh
ed
lin
es
are
the
tw
ol
ine
ar
ts
ob
tai
ne
db
ye
ith
er
tt
ing
ya
sa
fun
cti
on
of
xo
rv
ice
ve
rsa
.T
he
yu
su
all
ya
re
ve
ry
diff
ere
nt
wh
en
no
lin
ea
rt
ren
di
sp
res
en
t,b
ec
om
ing
pe
rpe
nd
icu
lar
if
the
co
rre
lat
ion
is
ex
ac
tly
ze
ro.
3.4. BIVARIATE SCATTERPLOTS: LOOKING FOR CORRELATIONS 65
−2.0−1.5−1.0−0.50.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
−2.0−1.5−1.0−0.50.0
log
R e
[Fe/H]
0.
0
0.
5
1.
0
1.
5
Gi
ve
n 
: lo
gD
Fig
ure
3.7
:C
on
dit
ion
ing
plo
to
f[
Fe
/H
]v
ers
us
log
R e
,w
ith
log
D
as
the
co
nd
iti
on
ing
va
ria
ble
.T
he
pa
ne
lin
the
up
pe
rp
art
of
the
plo
tis
na
me
dt
he
giv
en
pa
ne
la
nd
sh
ow
st
he
int
erv
als
in
wh
ich
the
ran
ge
of
log
D
ha
sb
ee
nd
ivi
de
d,
us
ing
ho
riz
on
tal
ba
rs.
Th
ep
an
els
in
the
low
er
pa
rt
of
the
g
ure
are
to
be
rea
df
rom
lef
tto
rig
ht
an
df
rom
bo
tto
m
to
top
,a
nd
co
rre
sp
on
dt
ot
he
int
erv
als
in
wh
ich
the
ran
ge
of
log
D
ha
sb
ee
nd
ivi
de
d,
in
inc
rea
sin
go
rde
r.
Ea
ch
of
the
m
sh
ow
sa
sca
tte
rpl
ot
of
[F
e/
H]
ve
rsu
sl
og
R e
,f
or
the
GC
sw
hic
hl
ie
in
the
co
rre
sp
on
din
gl
og
D
int
erv
al.
Tw
od
iff
ere
nt
lin
ea
r
ts
ha
ve
be
en
su
pe
rim
po
sed
in
ea
ch
pa
ne
lto
hig
hli
gh
ta
ny
tre
nd
of
the
da
tap
oin
ts,
as
in
Fig
.3
.6,
an
dt
he
pa
ne
ls
in
wh
ich
the
po
int
sa
re
plo
tte
di
nr
ed
ha
ve
a
Sp
ea
rm
an
ran
kc
orr
ela
tio
nc
oe
ffi
cie
nt
sig
ni
ca
tto
at
lea
st
5%
.T
his
is
the
ca
se
on
ly
for
the
las
ttw
op
an
els
,m
ea
nin
gt
ha
tth
e[
Fe
/H
]-l
og
R
e
co
rre
lat
ion
ma
inl
yd
isa
pp
ea
rs
if
bin
si
nl
og
D
are
co
ns
ide
red
,b
ec
au
se
iti
sa
by
pro
du
ct
of
the
co
rre
lat
ion
of
the
se
tw
ov
ari
ab
les
wi
th
log
D.
66 CHAPTER 3. VISUALIZING GC DATA
0.00.20.40.60.81.01.2
0.
0
0.
5
1.
0
1.
5
0.
0
0.
5
1.
0
1.
5
0.
0
0.
5
1.
0
1.
5
0.00.20.40.60.81.01.2
log
D
logRe
8.
0
8.
5
9.
0
9.
5
Gi
ve
n 
: lo
gT
h
Fig
ure
3.8
:P
lot
of
log
R e
ve
rsu
sl
og
D
co
nd
itio
ne
do
nl
og
T e
.T
he
plo
tis
org
an
ize
di
nt
he
sam
ew
ay
as
tha
tin
Fig
.3
.7,
bu
tn
on
eo
fth
ep
an
els
is
plo
tte
d
in
red
be
ca
us
ei
nn
on
eo
ft
he
m
the
co
rre
lat
ion
is
sig
ni
ca
nt
at
lea
st
to
5%
.T
he
lac
ko
fc
orr
ela
tio
no
fl
og
R
e
wi
th
log
D
wh
en
the
da
ta
are
bin
ne
di
n
log
T e
is
an
int
ere
sti
ng
res
ult
,a
si
ts
ug
ge
sts
tha
tth
el
og
R e
-lo
gD
co
rre
lat
ion
is
ar
esu
lto
fd
yn
am
ica
le
vo
lut
ion
,n
ot
of
co
nd
itio
ns
set
at
clu
ste
rc
rea
tio
n.
Chapter 4
IMBHs and GC scaling laws
In the previous chapter we have studied the correlations between several parameters that can
be easily measured on a large sample of GCs. This chapter goes beyond the purely statistical
approach we took there, as we turn to physical interpretation. In particular we aim to use scaling
laws as a tool to investigate the presence of IMBHs, among other issues. In order to do so, we
include a spectroscopically measured parameter, the velocity dispersion of cluster stars, which
has dynamical signicance but is measured only on a relatively small subsample of GCs. The
following chapter is based on Pasquato & Bertin (2008) and Pasquato & Bertin (2010).
4.1 A handle on dynamics: the stellar velocity disper-
sion
GCs evolve over extremely long timescales with respect to the lifetimes of observers. The cross-
ing time is of the order of several Myr in a typical GC (see Sect. 1.2.2). The relaxation time is
even orders of magnitude longer. Imaging and photometric information amount to frozen snap-
shots of the physics of these systems, which are supported by the very motion of the constituent
stars and would collapse in its absence. Thus, obtaining kinematic information is essential to
understand the underlying dynamics, on which photometry has poor, if any, direct constrain-
ing power. Unfortunately, to observe the motions of stars is much more difficult than to obtain
positional and photometric information.
A full description of how each star in a GC is moving, in terms of its full, three dimensional
instantaneous velocity vector is impossible to obtain at present, but has recently become feasible
for relatively large samples of stars in few nearby systems. Measuring the two components of
the velocity vector that lie on the plane of the sky requires a different approach than measuring
the third, i.e. the line-of-sight velocity.
4.1.1 Sky-projected velocity: proper motions
Currently, the sky-projected velocity component can be measured by observing the cluster at
at least two different times, t0 and t1, and by comparing the before-and-after angular positions
of stars. For a given distance D of the cluster, a sky-projected velocity v will correspond to an
angular displacement
δφ =
v(t1 − t0)
D , (4.1)
so for a given v/D ratio:
δφ
t1 − t0 =
v
D , (4.2)
67
68 CHAPTER 4. IMBHS AND GC SCALING LAWS
NGC number Number of stars Reference Year Cluster name
6838 350 Cudworth (1985) 1985 M71
6656 672 Cudworth (1986) 1986 M22
6341 365 Rees (1992) 1992 M92
6171 400 Cudworth et al. (1992) 1992 M107
5904 515 Rees (1993) 1993 M5
6341 642 Tucholke et al. (1996) 1996 M92
5139 9256 van Leeuwen et al. (2000) 2000 ω Cen
104 14366 McLaughlin et al. (2006) 2006 47 Tuc
Table 4.1: Proper motion studies on Galactic GCs. See the introduction of the article
by van Leeuwen et al. (2000) for a list and discussion. The measurements listed in this
table have sufficient precision and accuracy to allow a study of the internal dynamics
of a cluster.
and either we use a very sensitive instrument, capable of revealing small angular motions, or we
have to use a long temporal baseline. For deniteness let us take v = 10 km/s and D = 1 kpc.
We obtain
δφ
t1 − t0 ≈ 2 mas/yr; (4.3)
so if our telescope allows us to measure angular displacements of tens of milli-arcseconds, a few
years between rst epoch and second epoch observation may suffice. With instruments that are
less precise, longer temporal baselines are needed.
In their study, van Leeuwen et al. (2000) use a temporal baseline of 52 years, based on
photograc plates obtained with the Yale-Columbia 66 cm refractor telescope to study the proper
motions of about ten thousand stars in ω Centauri. As the plates range in epoch from 1931 to
1983, the instrument is a ground-based telescope, with modest angular resolution by present-
day standards. Still, the long baseline allows to obtain useful measurements, which have been
employed for dynamical studies (e.g. van de Ven et al. 2006). On the other hand, by use of the
WFPC2 and ACS cameras on Hubble Space Telescope, McLaughlin et al. (2006) obtain proper
motions for about 15 thousand stars in 47 Tucanae (NGC 104), with a temporal baseline of only
7 years (from 1995 to 2002).
Regardless of the approach used, proper-motion studies are only feasible on nearby globular
clusters, as a large distance implies that even high velocities result in small angular displacements
(see Eq. 4.1). For instance, ω Centauri and 47 Tucanae are both at about 5 kpc from the Earth.
Only about 20 objects in the Harris (1996) catalog are as near or nearer. Table 4.1 summarizes
a set of proper-motion catalogues which reach to a level of precision suitable for studies of the
internal cluster dynamics. By glancing at the table, it is clear that the number of clusters that have
this kind of kinematic information is quite low for obtaining a statistically satisfactory sample.
Proper-motion studies aimed at measuring only the bulk motion of the cluster, i.e. the proper-
motion of its center of mass, are more numerous (see, e.g. Dinescu et al. 1999) but are not useful
for our purposes.
4.1.2 Line-of-sight velocities
Line-of-sight velocities are relatively easier to obtain than sky-projected velocities. No astro-
metric precision, multi-epoch observations are needed, but still obtaining this kind of kinematic
information is more burdensome than photometric observations. The line-of-sight velocity of
a star can be measured by using the line shift due to the Doppler effect, which requires to ob-
tain a spectrum of the star rst. Spectroscopy requires a bright source (or an extremely long
observation time), so usually only bright stars have their velocity measured.
Ideally, if we set aside the fact that obtaining sky-projected kinematics is at present pro-
hibitive, we could at least hope to fully characterize the distribution of line-of-sight velocities by
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measuring a large number of them over a statistically representative subsample of stars. It turns
out that this is also impossible, as only bright stars can be observed spectroscopically, and only
those within the eld of view of our instrument. A simpler alternative to trying to estimate the
full distribution of line-of-sight velocities from a limited sample would be to just obtain some
moments of it. The moment of order k of a probability distribution is dened as
µk =
∫ ∞
−∞ (x − µ)k f dx∫ ∞
−∞ f dx
, (4.4)
where µ is the distribution mean. The knowledge of all moments is equivalent to that of the
distribution itself. Moments are useful as they express a single characteristic of the distribution
in a compact way. The second moment of a distribution (obtained for k = 2) is a measure of
dispersion, i.e. of how far the data lie, in the average, from the mean. We dene the line-of-sight
velocity dispersion σ as the square-root of the second moment of the distribution of line-of-sight
velocities, i.e. as its standard deviation. It turns out that the velocity dispersion has also a natural
physical interpretation: it is a measure of the average kinetic energy (per unit mass) of the cluster
stars.
Pryor & Meylan (1993) published a compilation of stellar velocity dispersion measurements
for a set of 56 Galactic GCs. Different techniques are used to measure velocity dispersions,
yielding different results and associated uncertainties, so that it is worth discussing each of them
separately. Before dealing with that, we should have a look at Fig. 4.1, which shows a summary
plot, combining a histogram with kernel density estimation, a boxplot and a rug plot for the
sample of 48 velocity dispersions adopted by Pasquato & Bertin (2008) based on the error-
weighted averages of Pryor & Meylan (1993). The subsample is selected so that photometry and
especially cluster distance measurements are of good quality, allowing a systematic study of GC
scaling laws.
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The conceptually simplest way to measure a velocity dispersion is to select a sample of
cluster stars, measure the line-of-sight velocity of each, and calculate the dispersion directly. As
we are dealing with a nite sample of stars, an estimator of the second moment of the distribution
is used, e.g. the sample standard deviation. This estimator will in general have a variance
which decreases with the number of stars in the sample, so the larger the number of stars from
which the velocity dispersion is estimated, the smaller the uncertainty. Pryor & Meylan (1993)
discuss also the issue of estimator bias and consider the case in which each line-of-sight velocity
measurement has an associated uncertainty.
Stars that are not members of the cluster as well as binary stars are excluded. Usually only
very luminous stars are used, e.g. red giant branch stars or horizontal branch stars. This method,
which involves the use of a discrete subsample of stars with individual velocity measurements, is
simple and effective, but has several drawbacks. The adopted sample of luminous stars typically
covers a relatively large angle in the sky (up to several arcmin) which is often comparable to
the cluster core radius. Small-number statistics is an issue in many cases, as the number of
bright stars available for a measurement is relatively low (10 - 100). The exclusion of binary
stars depends heavily on the possibility of taking multi-epoch velocity measurements. When
this is possible, it results in a preferential removal of short-period binaries, as it is difficult to
observe variations in the velocity if the period is much longer than the temporal baseline of the
multi-epoch observations.
A different way of measuring the velocity dispersion directly, without measuring the indi-
vidual velocities of stars, is to use the integrated spectrum of the cluster core, i.e. to perform
an integrated-light velocity dispersion measurement. A spectroscopic slit collects the light com-
ing from the innermost arcseconds of the cluster core and the resulting spectrum is compared
to a known template. The individual stars are not resolved, so their light mixes to produce the
observed spectrum. The collective effect of random motion of the stars results in a broadening
of the lines in the spectrum, which is matched by articially broadening the template (e.g. by
convolving a Gaussian to it). The broadening required is proportional to the velocity disper-
sion. Typically the template is obtained from a star of a spectral tipe similar to the stars which
dominate the cluster light (usually red giants).
The compilation of Pryor &Meylan (1993) contains integrated-light velocity dispersion data
from Peterson et al. (1989); Zaggia et al. (1992); Dubath et al. (1997); Meylan et al. (1991), and
Illingworth (1976). These measurements are all based on ground-based spectroscopy and share
a similar data-reduction procedure. The drawbacks of this method are somewhat complementary
to those of the resolved-star method. Foreground and background stars cannot be removed. Bi-
nary stars cannot be excluded. Small number statistics may be an issue also in this case, because
of the size of the slit, which includes only a limited number of stars. The problem becomes even
more severe as the sources that dominate the light are again red giants and horizontal branch
stars, which have a number-density a factor ≈ 100 lower than that of main sequence stars.
4.1.3 Central velocity dispersions?
Usually, the subsample of cluster stars (in the stellar-subsample method) is selected to be as near
to the cluster center as possible and the spectroscopic slit is placed as near to the adopted center
as possible (in the integrated-light method). In this sense, the velocity dispersions listed by Pryor
& Meylan (1993) are regarded as central velocity dispersions. There is some confusion in the
literature regarding this concept. No real measurement of velocity dispersion can be properly
central, because any sample of stars (and any spectroscopic slit) will cover a nite angular range
about the center. Sometimes this angular range can be as large as several arcmin for stellar
samples, while spectroscopic slits usually span only some arcsecs. In this sense, integrated-light
velocity dispersion measurements are more central than those based on a stellar subsample. In
any case, the concept of a truly central velocity dispersion exists only in theory, e.g. in the context
of King (1966) models. An expression for the central velocity dispersion in these models is found
in Eq. A.29 of Appendix A. In a model-based approach it can then make sense to obtain this
theoretical value by correcting the actual measurements of velocity dispersion. Without using a
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model, this is clearly impossible. In our model-free approach we then take velocity dispersion
measurements at face value, without attempting any correction to obtain a theoretical central
value or even to standardize them to the same angular range reference. In the following we will
refer to velocity dispersions without any adjective such as central or core.
4.2 The Fundamental Plane of Galactic GCs
The Fundamental Plane scaling law was rst discovered in the context of early-type galaxies and
later extended to GCs. The two pioneering papers of Dressler et al. (1987) and Djorgovski &
Davis (1987) show that elliptical and disk galaxies approximately lie on a plane in the form
logRe = α logσ + βSBe + γ, (4.5)
in the parameter space dened by the projected half-light radius Re, the mean surface brightness
SBe and the velocity dispersion σ (see discussion in the previous section). The study of the fun-
damental plane was extended to GCs by Djorgovski (1995), about a decade later. McLaughlin
(2000) builds on these results and expresses the fundamental-plane relation in terms of physical
quantities such as the cluster binding energy, suggesting that the mass-to-light ratio of globular
clusters is universal. Both studies rely on model-dependent photometric quantities (core radius
and central surface brightness) obtained by tting a King (1966) model to GC surface-brightness
proles, and the latter uses these models also to translate observational quantities into physical
variables. This approach is convenient, but may produce spurious results if a signicant fraction
of GCs is not well described by King (1966) models. This prompted us to re-derive the funda-
mental plane of galactic GCs using fully model-free quantities, in order to avoid the potential
shortcomings of the model-based approach. Moreover, we provide a discussion of the observa-
tional errors associated with the fundamental plane coefficients and an estimate of the expected
scatter.
4.2.1 The naive virial physical picture
The fundamental plane relation is often regarded as a trivial consequence of the virial theorem
(see appendix C), based on the following argument. However, this point of view is an oversim-
plication: virialization is not enough for a fundamental plane to exist.
Generally stated, the virial theorem for an isolated cluster requires that
2T + U = 0, (4.6)
where T is the total kinetic energy in the cluster, and U is the total potential energy (i.e. gravita-
tional binding energy). That is,
T = 12
∑
i
miv2i , (4.7)
where mi is the mass of the i-th star and vi its velocity. We can use the velocity dispersion to
write
T = 1/2
∑
i miv2i
1/2Mσ2
1
2Mσ
2, (4.8)
where M is an estimate of the overall mass∑i mi of the cluster. We obtain
U = −kT Mσ2, (4.9)
with
kT =
1/2∑i miv2i
1/2Mσ2 , (4.10)
and, conversely, the potential energy can be expressed as
U = −kU GM
2
R , (4.11)
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where R is an estimate of the cluster size and
kU =
∑
i< j
[
Gmimj/ri j
]
GM2/R . (4.12)
This is reminiscent of Eqs. 1.102 to 1.107 and could be re-written as
kU =
R
Ref f
=
1
η
, (4.13)
where the last equality holds if R = Re. Thus we obtain
GM2
R = kvMσ
2, (4.14)
where kv = kT /2kU . We can take R = Re, simplify M and introduce the mean mass-to-light ratio
Γ = M/L, obtaining
GL
Reσ2
=
kv
Γ
, (4.15)
so that, if the ratio kv/Γ is shared by all GCs, the naive-virial fundamental plane relation holds:
log L − logRe − 2 logσ = const., (4.16)
which can be re-written in terms of the average surface brightness within the half-light radius
SBe as
logRe = 2 logσ + 0.4SBe + const., (4.17)
which, compared to Eq. 4.5, implies α = 2 and β = 0.4.
4.2.2 Observational tilt
From the physical point of view, assuming that kv/Γ is a constant is not justied. Numerical
simulations of cluster dynamics would in principle allow to follow the evolution of kv over time,
and if stellar evolution is included, also the behavior of Γ as a function of time could be traced.
We are planning a study of this kind, which is already feasible using Gill et al. (2008) and Beccari
et al. (2010) simulations (see Chap. 5 and Chap. 6).
Observationally, we considered a set of 48 Galactic GCs with uniform horizontal-branch dis-
tances, our own model independent structural parameters and a measurement of velocity disper-
sion from Pryor & Meylan (1993). In the (SBe, logRe, logσ) space the corresponding datapoints
actually cluster around a plane1 but with values of α and β which differ from the prediction of
Eq. 4.17. Figure 4.2 shows an edge-on view of the fundamental plane obtained by Pasquato &
Bertin (2008). The best-t plane is
SBe = (3.28 ± 0.57) logRe − (3.59 ± 0.39) logσ + (27.95 ± 2.94), (4.18)
which can be recast in terms of logRe as:
logRe = (1.09 ± 0.31) logσ + (0.30 ± 0.05)SBe − (8.52 ± 2.35), (4.19)
where the error-bars on the coefficients derive from those of Eq. 4.18 through linear error prop-
agation. Djorgovski (1995) obtains on his sample (with our notation):
logRe = (1.45 ± 0.2) logσ + (0.34 ± 0.04)SBe + const., (4.20)
so within one standard deviation our results are compatible with each other.
1With evidence of a preference for a line lying in that plane, see the following sections and Pasquato &
Bertin (2008).
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The best-t coefficients we obtain thus are α = 1.09± 0.31 and β = 0.30± 0.05, which differ
from 2 and 0.4 respectively at the 3-σ level and at the 2-σ level. The observed fundamental
plane shows a tilt with respect to the prediction of Eq. 4.17. This situation arises also in the
context of elliptical galaxies, even though with different coefficients, so in general Eq. 4.17 fails
at precisely predicting the fundamental plane coefficients. Thus, we are led to conclude that
kv/Γ varies systematically with the variables dening the plane. This can be shown if we do not
assume its constancy and re-write Eq. 4.17 as
log kv/Γ = logRe − 2 logσ − 0.4SBe = −0.91 logσ − 0.1SBe + const., (4.21)
where in the last passage we have substituted the observational fundamental plane prediction to
logRe, using Eq. 4.19. We could have eliminated any other variable by simply substituting for it
instead of for logRe.
4.2.3 Origin of the tilt
Let us have a closer look at the physics of the dependence of kv/Γ on the fundamental-plane
parameters that we have just found. The numerator, kv = kT/2kU is a dimensionless parameter.
Let f (-x,-v) be the phase space distribution function of stars in a GC, and let us assume equal-
mass stars. If we consider velocity dispersions integrated over the whole cluster, it is clear that
kT depends only on
f-v =
∫
f d3x∫
f d3xd3v
, (4.22)
because the kinetic energy of each particle depends only on the square velocity of that particle.
We can assume as well that kU is a function of
f-x =
∫
f d3v∫
f d3xd3v
= ρ(-x), (4.23)
but this is a drastic approximation. It amounts to neglecting the presence of binaries (and hierar-
chical systems in general) as the average, smoothed-out distribution function f does not account
for these systems. The presence of binaries, and the amount of binding energy they contain, can
thus be a factor in introducing scatter in the fundamental plane. With these approximations, kv
depends on the distribution function f in phase space only. Since it is dimensionless, we can
assume it depends on it in its dimensionless form
fˆ (-ξ,-η) = R3σ3 f (-x/R,-v/σ), (4.24)
where -ξ = -x/R and -η = -v/σ. So kv will be the same in all GCs only if fˆ is the same. When two
GCs share the same fˆ , their phase space distribution functions are essentially the same, modulo
a rescaling. We call this condition strong homology. In Sect. 4.2.4 we will show that it does
not apply to GCs as a class of stellar systems, i.e. GCs are not pairwise homologous. This is
somewhat reminiscent of an argument against strong homology proposed by Bertin et al. (2002)
for elliptical galaxies. On the other hand, also the mass-to-light ratio Γ can in principle vary from
one cluster to another due to differences in the underlying stellar population, so it is in principle
not constant as well: the mechanisms underlying its variation will be explored in Sect. 4.2.5.
4.2.4 GCs are a family of non-homologous stellar systems
We have given statistical evidence in Chap. 2.2.2 that the shape of a GC surface brightness prole
is accounted for, essentially, by a single dimensionless parameter, which was named C2 in our
principal component analysis and is equivalent to the non-parametric concentration coefficient
C31 dened in Chap. 2.2.3. Fig. 4.3 shows how the shape of a GC surface brightness prole is
governed by a single parameter. For all fraction-of-light radii r10i%, with i = 1, ..., 9, the log ratio
log r10i%/re is plotted as a function of logC31. Each GC has exactly one value of logC31, so it
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is represented by nine solid dots which share the same value of logC31. Each dot represents the
logarithm of the ratio of a fraction-of-light radius to the half-light radius. The dots referring to
the same fraction-of-light radius are joined by a line. It is clear that there is a roughly monotonic
relation between each log ratio and logC31. All shape indicators that can be obtained by taking
the ratio of two fraction-of-light radii are in a one-to-one relationship with logC31 and with each
other.
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Thus, if two surface brightness proles share the same value of C31 or a suitable analogue,
one prole can be rescaled into the other by varing its overall luminosity and radius. This is not
true in general for GCs with different values of C31. The surface brightness proles of GCs are
not homologous, i.e. they don’t have all the same shape. This is similar to early-type galaxies,
that in general have proles following the Sersic law:
I(r) = I(0)e−( rh )1/n , (4.25)
where I(r) is the projected luminosity density, h is a scale lenght and n is a dimensionless pa-
rameter controlling the shape of the surface brightness prole. Actually, for bright ellipticals,
n = 4 most of the time. Thus the surface-brightness proles of bright elliptical galaxies are
approximately homologous, even if this does not mean that the underlying dynamics is (i.e. the
phase-space distribution function).
A systematic non-homology, i.e. a situation in which the phase space distribution functions
of a class of stellar systems depend on a single parameter which correlates with the overall lumi-
nosity (or half-light radius, or velocity dispersion) of the system, is capable of introducing a tilt in
the fundamental plane so that it does not coincide with the naive-virial expectation (Bertin et al.
2002). The fact that the surface-brightness proles of GCs show a systematic non-homology,
i.e. are a family of shapes characterized by one parameter that correlates with overall luminos-
ity, in general does not imply systematic non-homology of phase space distribution functions.
Still, it is an indication in that direction. Only if we take it for granted that King (1966) models
or a similar family of one-parameter models fully describe GC dynamics, than the systematic
non-homology of surface brightness proles implies a systematic non-homology of phase-space
distribution functions.
We have shown, in Sect. 3.4, that the model-dependent shape-parameter c correlates with
MV and with logRe. In the following we will instead take our usual model-independent point of
view and focus on the three scatter-plots of C31 as a function of MV , logRe and logσ.
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Variable Pearson r Pearson p-value Spearman ρ Spearman p-value
MV −0.42 1.5 × 10−4 −0.38 7.2 × 10−4
logRe −0.32 5.3 × 10−3 −0.20 8.0 × 10−2
logσ 0.57 3.5 × 10−5 0.51 3.0 × 10−4
Table 4.2: Summary of the correlations of logC 31 with the three dimensional variables
MV , logRe, and logσ. Each row corresponds to a different variable. The rst column
lists the Pearson correlation coefficient, the second column the associated condence
level (p-value). The third column lists the Spearman rank-correlation coefficient which
is more robust than the Pearson one, and the fourth column its corresponding con-
dence level. The strongest correlation, i.e. the one with the smallest p-values, is the
one with logσ.
The plots in Fig. 4.4, Fig. 4.5, and Fig. 4.6 show that logC31 has some correlation with all
of the three dimensional variables MV , logRe and logσ. Table 4.2 lists the Pearson correlation
coefficient of logC31 and the associated p-value, and the more robust Spearman rank-correlation
coefficient with the associated p-value.
The correlation with logσ is the strongest. Figures 4.7 and 4.8 show two conditioning
plots (see Chap. 3.4) of logC31 versus MV and versus logRe respectively, with logσ as the
conditioning variable. In each interval of logσ the correlations of logC31 with MV and logRe
disappear (they are not signicant to the 5% condence level), lending further support to the
point of view that logC31 depends principally on logσ. The best-t linear relation between the
two is
logC31 = 0.27 logσ + 0.47. (4.26)
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If we were to take for granted the implication between systematic non-homology of surface-
brightness proles and systematic non-homology of the phase space distribution functions, we
could assume that
kv = ACµ31. (4.27)
This is by no means justied in general, as there is no guarantee that surface-brightness pro-
les fully constrain the dynamics of a cluster. Actually, if no additional assumptions are made,
there is an innite number of different phase-space distribution functions corresponding to a
given projected surface-brightness prole. But let us see what the consequences are on the
fundamental-plane interpretation if Eq. 4.27 holds.
We can substitute the linear relationship between logC31 and logσ from Eq. 4.26 in Eq. 4.27,
obtaining
log kv = 0.27µ logσ + const., (4.28)
which can be susbstituted in Eq. 4.15 to yield a prediction for the GC fundamental plane, which
depends on µ. We obtain
logRe = (2 + 0.27µ) logσ + 0.4SBe − log Γ + const. (4.29)
The best-t fundamental plane found by Pasquato & Bertin (2008) on 48 GCs in the Milky
Way is
logRe = (1.09 ± 0.31) logσ + (0.30 ± 0.05)SBe + const., (4.30)
so to account for the observed tilt using only the variation of log kv, i.e. assuming a constant Γ,
it is required that
1.09 = 2.0 + 0.27µ, (4.31)
so µ = −3.4. In the following section we show that we may expect the mass-to-light ratio Γ to
have a weak systematic dependence on σ, so kv does not have to account for the full tilt of the
fundamental plane.
4.2.5 Plausible mechanisms introducing a systematic variation of
mass-to-light ratio
The following discussion is intended to show a plausible mechanism which could introduce
a systematic dependence of mass-to-light ratio on GC structural parameters (in this case on
the velocity dispersion). Simplied physics is used, such as a square well as a model of the
cluster potential. The point we want to make here is that, even though the mass-to-light ratio
is a property of the stellar population constituting a GC, it is possible that it depends also on
parameters that are dynamical in nature. That mass-to-light ratio plays a role in explaining part
of the fundamental plane tilt cannot thus be excluded a priori.
The mass-to-light ratio of GCs is set essentially by the following:
• stellar Initial Mass Function (IMF), which determines how many dark remnants (white
dwarfs, neutron stars and stellar-mass black holes) are born in the early evolution of the
cluster, and sets the initial number ratios between stars of different masses, which today
have different luminosities,
• age and metallicity, which determine how the IMF evolved into the Present-Day Mass
Function (PDMF),
• stellar evaporation, which shapes the PDMF by preferentially removing low-mass, low-
luminosity stars, and depends also on the amount of tidal disturbance suffered by the
cluster during its lifetime,
• ejection of neutron stars and stellar-mass black holes due to the kick velocities they ac-
quire when formed as a result of a supernova explosion (natal kicks)
• ejection of neutron stars and stellar-mass black holes due to three-body interactions
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In the following we show that plausible physical mechanisms exist, which could introduce
a dependence of GC mass-to-light ratio on the overall luminosity, half-light radius or velocity
dispersion of a GC. We sketch a simple-model of dark-remnant retention/ejection to give a con-
crete example of one such mechanism. In the following, when talking about dark remnants we
will refer to neutron stars and stellar-mass black holes, i.e. to remnants heavier than a typical
main-sequence star.
Let f (m) be the IMF of the cluster. The PDMF g(m) depends on the IMF as
g(m) = R(m)E(m)F(m) f (m), (4.32)
where:
• R(m) represents the dark-remnant retention fraction. A value of 0 for a given mass m
means that all the objects of that mass are ejected from the system, a value of 1 means
that they are all retained,
• E(m) models the effects of stellar evolution: the stars change their mass during their
evolution, so the PDMF without dynamical effects would be E(m) f (m). If the age and
metallicity of a cluster are xed, E(m) is fully determined2,
• F(m) takes the effect of the evaporation of low-mass stars into account. It is similar to
R(m) in that a value of 0 means that stars of that mass have fully evaporated, while a value
of 1 means that none of them evaporated.
The total mass of a GC is
M = N
∫ mu
ml
mg(m)dm, (4.33)
where N is the total number of stars. The total luminosity is
L = N
∫ mu
ml
m
γ(m)g(m)dm, (4.34)
where γ(m) is the mass-to-light ratio of a star of a given mass m, and ml and mu are the lower
and upper mass limits of the mass-function.
The average mass-to-light ratio is
Γ =
M
L =
∫ mu
ml
g(m)mdm∫ mu
ml g(m)m/γ(m)dm
, (4.35)
which, by use of Eq. 4.32 becomes
Γ =
M
L =
∫ mu
ml
R(m)E(m)F(m) f (m)mdm∫ mu
ml R(m)E(m)F(m) f (m)m/γ(m)dm
, (4.36)
and with this equation we are in principle able to calculate the present-day mass-to-light ratio.
Now making some assumptions on R(m), E(m), F(m), and f (m) can lead to a considerable
simplication in this calculation.
The IMF of globulars can be considered universal, so that all GCs share the same f (m). This
may not be the case if star formation processes are strongly inuenced by the environment, but
in the context of this simple model is a convenient approximation. The function E(m), which
takes into account stellar evolution, is also shared by all GCs of similar age and metallicity. We
can assume that it does not depend directly on the total luminosity, half-light radius and velocity
dispersion. The functions F(m) and R(m), on the other hand, will depend on the cluster escape
velocity ve, as they model the ejection of matter from the GC. In an extremely schematic view of
2Helium content and the abundances of other elements not related to [Fe/H] inuence stellar evolution,
as well as physical collisions between stars, but we will neglect this for the present discussion.
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a GC as a square potential well, ve does not depend on the position within the GC. We take it to
be proportional to the measured velocity dispersion
ve = kσ, (4.37)
where k > 1. We will treat k as a free parameter in the following, while assuming it the same
for all GCs. We will see that values of k much larger than 1 are required for our simple model to
be viable. A more realistic modeling of the cluster potential well is not likely to solve this issue
completely, as the mechanism of neutron-star and stellar-mass black-hole ejection due to natal
kicks is not yet fully understood. See below for a discussion.
For the purposes of the present argument, let
F(m) = θ(m − mev), (4.38)
where mev is the typical mass below which the mass function gets heavily depleted by stellar
evaporation, and θ(x) equals 1 for x > 0 and 0 otherwise. A rough estimate for mev is
mev = 〈m〉σ
2
v2e
=
〈m〉
k2 , (4.39)
where
〈m〉 =
∫ mu
ml
E(m) f (m)mdm (4.40)
is the average mass of the cluster stars when the evaporation and remnant expulsion contributions
have been neglected. With this approximation, mev depends only on metallicity and age, as k is a
shared constant and the evolutionary term E(m) depends on metallicity and age, while the IMF
is universal. Similarly
R(m) = 1 − ηθ(m − mR), (4.41)
where η = η(ve) depends on the distribution of the velocities of neutron stars or stellar-mass black
holes at formation (natal kicks) and on the cluster escape velocity. What we are stating here is
simply that below the mass mR all the stars are fully retained in the cluster, while a fraction η of
the objects more massive than mR will be ejected. We take this fraction to be the same for all
masses above mR. In general we will take mR greater than the main-sequence turn-off mass, so
we are assuming a retention fraction of 1 for white dwarfs lighter than that, even though they are
dark remnants. A retention fraction 1− η in instead shared by all heavier remnants, which is just
a zeroth-order approximation as black holes and neutron stars differ in their formation process
and thus receive different kick velocities at birth.
Equation 4.35 then becomes
Γ =
∫ mR
mev E(m) f (m)mdm + (1 − η)
∫ mu
mR E(m) f (m)mdm∫ mR
mev E(m) f (m)m/γ(m)dm
, (4.42)
where
∫ mu
mR
E(m) f (m)m/γ(m) vanished because dark remnants have an innite mass-to-light ratio.
Introducing
Γ∗ =
∫ mR
mev E(m) f (m)mdm∫ mR
mev E(m) f (m)m/γ(m)dm
(4.43)
we can re-write Eq. 4.36 as
Γ = Γ∗ + (1 − η)Γ∗
∫ mu
mR
E(m) f (m)mdm∫ mR
mev E(m) f (m)mdm
= Γ∗
[1 + (1 − η)µ] , (4.44)
where µ is the ratio between the mass of the cluster that would have been constituted by dark
remnants if they were fully retained, and the stellar mass. It depends only on cluster metallicity
and age. The dependence of η on σ is given by
η =
∫ ∞
ve
ψ(v)dv =
∫ ∞
kσ
ψ(v)dv, (4.45)
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where ψ(v) is the distribution of the modulus of the kick velocity that dark remnants acquire at
birth, as a result of a supernova explosion. Whatever this distribution is, limσ→0 η(σ) = 1 and
limσ→∞ η(σ) = 0 by virtue of its normalization to 1. Consequently, Γ will increase from Γ∗ for
σ = 0 to Γ∗[1 + µ] for σ→ ∞. For deniteness, we can assume
ψ(v) = 2
pivk
(
1 + v2/v2k
) , (4.46)
where vk is a scale kick velocity. Integrating, we obtain,
Γ =Γ ∗
[
1 + 2µ
pi
arctg
(kσ
vk
)]
, (4.47)
which is plotted (green, solid curve) for Γ∗ = 1.1 M#/L#, µ = 0.8, and vk/k = 10.0 km/s in
Fig. 4.9 alongside with the values of Γ obtained from King (1966) model tting by McLaughlin
& van der Marel (2005) as a function of the observed σ on a sample of GCs. The behavior of
the data appears in qualitative agreement with this simple prediction. The typical kick velocity
for neutron stars is of order several hundred km/s, requiring that k " 10 (but see the discussion
at the end of this section). The superimposed dashed line is the best t power-law through the
data, which is essentially Γ ∝ σ1/5. It is clear that in the σ range spanned by the data the two
curves are essentially undistinguishable. The mechanism we have modeled thus introduces an
approximate power-law dependence of the mass-to-light ratio on the velocity dispersion. The
fundamental plane we obtain by assuming a constant kv and Γ ∝ σ1/5 is
logRe = 95 logσ +
2
5SBe + const., (4.48)
which is different from the naive virial expectation (i.e. that obtained by assuming kv and Γ as
constants over all GCs) thus exhibiting a tilt. With respect to naive virial, for which the logσ
coefficient is 2.0, it is nearer to what we obtain by tting GC data (see Eq. 4.30) but still more than
two sigmas from it. This shows that the tilt of the GC fundamental plane can be explained only
in part by a systematic variation of the mass-to-light ratio with the cluster velocity dispersion.
The rest of the tilt must depend on the structural non-homology investigated in Sect. 4.2.4.
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A nal word on the shortcomings of this toy model is in order. We have noticed that k
must be several times higher than the value of about 2 that we would naively expect from virial
considerations. This holds if we assume the neutron-star natal kick velocity to be of order 100
km/s or more (see, e.g. Lyne & Lorimer 1994; Hansen & Phinney 1997; Fryer et al. 1998; Cordes
& Chernoff 1998; Arzoumanian et al. 2002). Actually, if the birth velocities of neutron stars were
so high, we would expect to see almost none in galactic GCs, which have escape velocities of
order of tens of km/s. This is not the case, as several pulsars are observed in GCs (e.g. D’Amico
et al. 2001). Recently, however, evidence has been accumulating supporting the view that low
velocity kicks can also occur in certain circumstances (Corongiu et al. 2007; Podsiadlowski et al.
2005). The issue is still not completely clear as of now.
4.3 Cuspy profiles deviate from the fundamental plane
The scatter around the best-t fundamental plane is most likely intrinsic, i.e. not due to obser-
vational uncertainties alone. The rst evidence in favor of this conclusion is the value of the
reduced χ2, which turns out to be signicantly greater than unity (9.56 when taking SBe as a
dependent variable). This might point to a systematic underestimation of observational errors,
but we actually tried to err on the side of being extremely conservative when evaluating them
(see following discussion).
A high value of χ2 might be due to a nonlinearity, i.e. a deviation from an ideal plane, or
might be driven by a fourth parameter. To check whether a non-linear deviation from a plane
was present, we have looked for residual trends with the coordinates dening the space of the
fundamental plane parameters, namely logRe, SBe, and logσ. Neither visual inspection nor
quantitative testing revealed any signicant trend. After excluding non-linearity, the fourth-
parameter hypothesis is reinforced.
Indeed, a statistically signicant correlation of the fundamental plane residuals with the cen-
tral slope of the surface brightness prole emerges, over the sample of 27 clusters used to t the
fundamental plane which also had a measurement of this quantity by Noyola & Gebhardt (2006).
Models such as King (1966) predict a at core, i.e. a constant surface brightness with radius in
the center of the cluster, as long as they are required to t also the outer part of the surface
brightness prole. Several GCs deviate from this prediction and show a power-law behavior of
the projected luminosity density as a function of radius. The power-law exponent coincides with
the slope of the surface brightness prole as a function of log radius. This slope can be measured
only if high-resolution imaging of the GC core is available, essentially in terms of HST quality
data. This is the case of Noyola & Gebhardt (2006), who observed the cores of 38 GCs using the
WFPC2 camera on HST. To exemplify, the inner surface-brightness proles of three clusters are
reproduced in Fig. 4.10. The three clusters illustrate three different values of the central surface-
brightness prole slope: 47 Tuc has a slope of 0, i.e. its core is at, as predicted by King (1966)
models, NGC 2808 and NGC 6293 have instead non-at cores (thus being impossible to t with
King (1966) models) with slopes of −0.06 and −0.67 respectively.
Figure 4.11 shows a plot of fundamental plane residuals against the central slopes taken
from Noyola & Gebhardt (2006). We see from the gure that the fundamental plane prediction
of the half-light radius is larger than the observational radius for GCs with non-zero slope. GCs
with a cusp are smaller in size than expected from the fundamental plane relation based on
surface brightness and velocity dispersion. The correlation is relatively tight, with a correlation
coefficient is 0.73. A 50% of the fundamental-plane scatter is driven by this correlation, with the
cusp slope playing the role of a fourth parameter. The origin of the fundamental plane scatter is
thus in part intrinsic.
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Figure 4.10: Comparison of the inner part of the surface-brightness proles of three
Galactic GCs, from left to right: 47 Tuc (NGC 104), NGC 2808, and NGC 6293. The
upper panels show the surface brightness prole in terms of magnitude per square arc-
second as a function of log radius. The superimposed dashed line corresponds to the
best-t King (1966) model prole, while the solid line is just a smoothing of the obser-
vational data. The residuals to these two lines are plotted in the respective lower panels
as empty circles (residuals to the King (1966) model t) and solid circles (residuals to
the smoothed prole). The rst GC, 47 Tuc, is a perfect example of a King-model clus-
ter, i.e. as far as photometry is concerned, it is perfectly t by a King (1966) model. In
the central region the slope of the surface-brightness prole is zero within the observa-
tional errors. The second and the third GC, NGC 2808 and NGC 6293 display a dif-
ferent behavior. In both cases the King (1966) model fails to t the surface-brightness
prole, which has a power-law cusp in the center (appearing as a linear behavior in log-
log scale). The slope of the cusp differs in the two GCs, but the behavior is similar. It is
this slope that is found to correlate with fundamental-plane residuals by us (Pasquato
& Bertin 2008). From Noyola & Gebhardt (2006).
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This trend is relevant to the IMBH issue if the cusps are interpreted as Bahcall &Wolf (1976)
cusps generated by an IMBH. It could then mean that GCs hosting IMBHs have smaller radii
than expected based on the fundamental plane. This is equivalent to stating that they have a
higher observed velocity dispersion with respect to the fundamental-plane prediction based on
the half-light radius and on the surface brightness. From the physical point of view this would
mean that using the fundamental-plane relation we can predict the velocity dispersion expected
due to the overall GC potential well as estimated using global, half-light quantities, but this does
not take into account the presence of the IMBH, which results in faster central motions, bringing
about a higher velocity dispersion than expected. Quantitatively, we can go back to Eqs. 4.8 to
4.15 and take kv as a function of the IMBH mass MBH : this is reasonable because the presence
of an IMBH changes the phase-space distribution function of stars in a GC with respect e.g. to
an IMBH-free King (1966) model. So we can write:
GL
Reσ2
=
kv(MBH)
Γ
; (4.49)
the new virial prediction for the fundamental plane scaling law then becomes
logRe = 2 logσ + 0.4SBe + log [kv(MBH)/Γ], (4.50)
as in Eq. 4.17. The quantity
log [kv(MBH)] = logRe − 2 logσ − 0.4SBe + log Γ (4.51)
then gives us an opportunity to indirectly measure the black-hole mass, as long as we have some
information on the behavior of Γ and we can invert kv(MBH). The latter step is impossible in a
model-free approach as we have no information on how exactly the IMBH inuences the cluster
phase-space distribution function.
The values of kv over the sample of GCs we analyzed can still give us valuable information
even if we cannot relate them directly to the mass of a hypothetic IMBH. We have reconstructed
the distribution of log kv using kernel density estimation in Fig. 4.12. The values of log kv have
been calculated as log kv = logRe − 2 logσ − 0.4SBe and normalized so that of NGC 104 is
0. In this particular case thus we are assuming that Γ is constant over all GCs. If we relax
this assumption, then Fig. 4.12 would be a plot of the distribution of log kv/Γ. The solid line
corresponds to the distribution of the log kv obtained using all the velocity dispersions listed by
Pryor & Meylan (1993), while the dashed line corresponds to the log kv calculated using only
measurements of velocity dispersion based on the integrated-light method. Of course the dashed
line corresponds to a smaller sample, as only the subsample of clusters which have at least an
integrated-light velocity dispersion measurement could be used.
The solid line corresponds to a unimodal distribution. The dashed line suggests instead the
presence of a bimodality. An interpretation could be that integrated-light velocity dispersions
probe the very center of the cluster (some arcseconds), where it is more likely that the inuence
of an IMBH is strong. So the bimodal distribution in log kv could correspond to clusters hosting
an IMBH and clusters not hosting it. The values of log kv based also on velocity dispersions from
a stellar subsample are instead unimodal because the IMBH sphere of inuence is too small with
respect to the size of the region in which the sample of stars resides.
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Indeed, a connection between fundamental-plane scatter and the presence of IMBHs has
been proposed in a different context by Faber et al. (1997) in their study of the cores of elliptical
galaxies and spiral bulges. Faber et al. (1997) state that “Cores follow a fundamental plane that
parallels the global fundamental plane for hot galaxies but is 30% thicker. Some of this extra
thickness may be due to the effect of massive black holes (BHs) on central velocity dispersions”.
On the other hand, central cusps in the surface-brightness prole could be completely unre-
lated with IMBHs. Cusps are generated by the collisional evolution of GCs during core-collapse,
even in the absence of an IMBH (core collapse can actually be stopped by an IMBH). The phe-
nomenon of cusp formation during core collapse has been observed in numerical simulations
with a realistic stellar mass spectrum by us (Trenti et al. 2010) and a discussion is deferred to
Chap. 5. Here it suffices to say that in the post-core collapse evolution the surface brightness
proles of simulated GCs tend to deviate from King (1966) expectations (even when starting
from a King (1966) model as initial condition) as a shallow power-law cusp is formed. If the
cusps observed by Noyola & Gebhardt (2006) are of this kind, the smaller size with respect to the
fundamental plane prediction could be qualitatively accounted for by noting that core collapse
is the moment in which the core of the cluster shrinks the most with respect to the initial condi-
tions. If this interpretation holds we would also expect that more dynamically evolved clusters
have more prominent cusps in their core, while dynamically young GCs should still be well de-
scribed by a at-core King (1966) model. In other words, we expect the clusters with the longer
relaxation time to have a at core, while the clusters with a short relaxation time should have a
cusp. Noyola & Gebhardt (2006) nd that this is indeed the case, which lends credence to this
interpretation of the cusps as opposed to the IMBH interpretation.
In an upcoming work, we plan to use realistic N-body simulations to study the evolution of
kv with time both with and without an IMBH, while following the cusp-formation process. This
effort should clarify the issue in a rather denitive way.
4.3.1 Sample selection and our conservative error estimate
The results which we discussed in this section are based on a careful sample selection and con-
sistent estimation of the observational uncertainties. This subsection claries the criteria we
used.
Galactic GCs are extremely well studied objects, but for a proper statistical investigation of
their structural properties the use of the entire set of data available from the literature suffers from
several limitations and is therefore problematic. In fact, since the GCs are basically distributed
over the entire sky, the relevant photometric and spectroscopic data that have been collected
come from different telescopes and different instruments. In addition, GCs are located at different
distances from the Sun and, in the sky, at very different ranges of galactic longitude and latitude,
thus suffering from different amounts of reddening. Thus different groups of GCs suffer from
different uncertainties in distance determination, which has a major impact on the determination
of the intrinsic properties that enter the fundamental plane. All this makes the entire set of data
highly inhomogeneous and thus not well suited for a proper statistical investigation.
As a preliminary step for a satisfactory statistical investigation, we have thus decided to
identify a sample of galactic GCs that, in our view, has optimal characteristics, being sufficiently
large while being associated with sufficiently homogeneous data in relation to their photometric
properties. Our study of the FP has thus been restricted to such selected sample.
The criteria for the identication of our sample, extracted from the data set available from
the literature, are largely dictated by the requirement of accurate distance determination.
We have taken our distances from two recent papers that contain an extensive set of galactic
GCs for which distance moduli have been determined with a uniform method, the Zero Age
Horizontal Branch (ZAHB) standard candle. In both papers, distance moduli and have been
assigned individual error bars. The two sets of GCs comprise 61 clusters (Ferraro et al. 1999)
and 72 clusters (Recio-Blanco et al. 2005) respectively, with considerable overlap. Different
procedures are used in the two papers to deal with data reduction, particularly with respect to
the determination of the ZAHB level, and the most recent dataset is based on HST photometry.
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Recio-Blanco et al. (2005) compare their distance moduli whith those of Ferraro et al. (1999) on
the intersection of the two samples, and nd them on average larger than those of Ferraro et al.
(1999) with a mean offset of 0.09 mag. Moreover, an rms scatter of 0.17 mag is found for the
differences, with some values being as discrepant as 0.4 mag. Therefore, we decided to consider
the properties of a combined sample, which contains 48 GCs.
In their Table 2, Ferraro et al. (1999) list ZAHBmagnitude levels, with the related photomet-
ric error bars, and two sets of true distance moduli (|m − M|0), based on two different assumptions
on the enhanced abundance of α-elements (the so-called [α/Fe] enhancement) of GC stars with
respect to solar abundances. Column 7 of that Table lists the distance moduli obtained by as-
suming solar abundances (i.e., with no [α/Fe] enhancement), while column 8 lists the distance
moduli obtained by adopting [α/Fe] values from the literature and by mimicking α-enhanced
isochrones by standard scaled solar models of suitable metallicity. The authors state that dis-
tance moduli “are affected by many uncertainties (namely, the evaluation of the ZAHB level,
the zero point and dependence on metallicity of the ZAHB level, reddening, etc.)” so that “the
global uncertainty affecting the distance moduli listed in Table 2 cannot be less than 0.2 mag”.
We linearly interpolate the distance moduli as a function of [α/Fe] on the interval between
0 and the value of [α/Fe] adopted for the construction of column 8, so we can take into account
the uncertainty on [α/Fe] by adding to the distance moduli error the product between the relative
error in [α/Fe] and the difference between the distance moduli listed in Table 8 and those in Table
7. In view of the sparseness and heterogeneity of [α/Fe] data, as noted also by Ferraro et al.
(1999), we estimate the relative error on this quantity to be approximately 50%. This way we
can take into account this factor in the uncertainty on distance moduli. Keeping in mind the level
of 0.2 mag suggested by Ferraro et al. (1999), we decided to proceed by linearly transforming
the error bars obtained above, so that the rst quartile of the error bar size distribution was
rescaled into 0.2 mag and the third quartile into 0.3 mag. This procedure is both reasonable and
statistically robust, because it is not affected by outliers in the error bar size distribution and turns
out to be compatible with the scatter and systematic differences that arise when comparing the
distance moduli of Ferraro et al. (1999) with those of Recio-Blanco et al. (2005).
The distance moduli of Recio-Blanco et al. (2005) are probably of higher quality with respect
to those of Ferraro et al. (1999), because they are based on uniform HST photometry, at least
as far as random error bars are concerned. For the intersection of the two samples our adopted
uncertainties are therefore obtained by summing in quadrature to the error estimates by Recio-
Blanco et al. (2005) the semi-difference between the distance moduli obtained by Recio-Blanco
et al. (2005) and those by Ferraro et al. (1999). For the remaining clusters with distance moduli
only in Recio-Blanco et al. (2005), we assume a constant difference equal to the mean difference
quoted above, and use it to do an analogous quadrature sum to get the adopted error bars.
Our procedure is quite conservative and may tend to overestimate the error bars on distance
moduli. This is a purposeful choice, as we want to show that the scatter in the fundamental plane
is intrinsic, i.e. that the observational errors cannot account for it even though their magnitude is
overestimated.
Another source of error may lie in a poor determination of the line-of-sight extinction.
Recio-Blanco et al. (2005) provide independent measurements of the reddening affecting the
GCs in their sample, which we averaged with those reported in Harris (1996). For the GCs
not considered by Recio-Blanco et al. (2005), we just adopted the values reported in the lat-
ter Catalogue. On the values of reddening, we assigned error bars as suggested by Harris:
“The typical uncertainty in the reddening for any cluster is on the order of 10 percent, i.e.
δ[E(B − V)] = 0.1E(B − V)”. Note that the apparent distance moduli determined by Recio-
Blanco et al. (2005) refer to the F555W HST band; to de-redden them, we thus applied the
relevant reddening/extinction relationship, obtained from Table 12 of Holtzman et al. (1995).
The integrated apparent magnitudes and half-light radii of the GCs in our sample were ob-
tained using the model-independent procedure described in Sect. 2, estimating the overall error-
bar based on the propagated uncertainties of the individual surface-brightness prole datapoints.
These uncertainties, in turn, have been calculated using the residuals to the smoothing-spline
tting the surface brightness prole. The velocity dispersions from Pryor & Meylan (1993) are
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listed with individual error bars, which were adopted, with averaging in the case of repeated
measurements.
When constructing the fundamental plane quantities, standar linear error propagation tech-
niques have been used to compute the adopted errorbars.
4.4 A fundamental line
In the previous section we found a GC fundamental plane with the coefficients reported in
Eq. 4.19. That is the fundamental plane we adopted to study the residuals and to discuss the
tilt, because it was obtained in a similar way as Djorgovski (1995) obtained his, i.e. by using
SBe as a dependent variable and then algebraically inverting the relation we found so that it
becomes an expression for logRe.
In fact, different tting procedures give signicantly different results. This is due to the
narrow distribution of the GCs on the FP viewed face on, and is actually an indication that the
data cluster around a line rather than a plane. For example, tting directly through logRe we get:
logRe = (0.13 ± 0.02)SBe + (0.30 ± 0.13) logσ − (4.94 ± 0.50), (4.52)
so this time the coefficients are quite different. If logσ is taken as the dependent variable, we
obtain
logσ = −(0.19 ± 0.01)SBe + (0.42 ± 0.12) logRe + (5.07 ± 0.46), (4.53)
which can be inverted to obtain
logRe = (0.45 ± 0.14)SBe + (2.38 ± 0.68) logσ − 12.07 ± 4.46, (4.54)
and again, the coefficients differ signicantly from those obtained previously.
The three planes of Eq. 4.19, 4.52, and 4.54 intersect each other, giving rise to three straight
lines which are quite near each other. This is a strong indication that the dataset actually exhibits
simmetry about a line. To test for this we calculated the eigenvalues and eigenvectors of the
tensor of inertia of the unweighted data-points in the (SBe − 〈SBe〉, logRe − 〈logRe〉, logσ −
〈logσ〉) coordinates (i.e. in the “center of mass” frame). The resulting eigenvalues I1, I2, and I3
are:
I1 = 1.99, (4.55)
I2 = 120.68, (4.56)
I3 = 121.33. (4.57)
and the respective eigenvectors (in the same coordinates):
v1 = (0.98, 0.09,−0.15), (4.58)
v2 = (0.05, 0.67, 0.74), (4.59)
v3 = (0.17,−0.73, 0.66). (4.60)
The rst eigenvector, which corresponds to the smallest eigenvalue, sets the direction of the
fundamental line. The other two eigenvalues I2 and I3 are very similar:
R ≡ 2|I2 − I3|(I2 + I3) = 0.005, (4.61)
but we refrain from interpreting this result from the physical point of view. Suffice it to say, here,
that there seems to be a high level of rotational simmetry about the fundamental line.
Before this thesis it was already noted (Burstein et al. 1997) that the galactic GCs lie close to
a straight line in the fundamental-plane parameter space. Bellazzini (1998) discussed the issue
in terms of principal component analysis of the Galactic GC sample. It is worth noting here that
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GCs appear to be the only class of stellar systems showing evidence of a fundamental line, as
opposed, e.g. to elliptical galaxies. This distinctive feature requires an explanation.
Bellazzini (1998) suggested that the fundamental line is an initial condition set at GC cre-
ation, with GCs which are subject to tidal disturbances from the Galaxy being progressively
driven away from it. His principal component analysis partly conrmed this point of view, as
he found that GCs situated near the galactic center (precisely those within 8 kpc of it) have a
higher dimensionality (2) than GCs far from the galactic center, whose dimensionality is unam-
bigously 1. In perspective, it would be interesting to compare this result with more sophisticated
ways to divide the Galactic GC system into subsamples, such as proposed by Mackey & van den
Bergh (2005). Given the limited size of the sample and the objective difficulty in distinguishing
the effects of Galactic tidal disturbance from other factors (e.g. GCs near the Galactic center
are prevalently high-metallicity disk clusters, while clusters far from the galactic center contain
mainly low-metallicity halo clusters) we chose to enlarge our sample by including extragalactic
clusters. A fraction of the extragalactic clusters we considered is younger than Galactic ones,
spanning several orders of magnitude in age. This allowed to check various different hypotheses
on the fundamental line origin, which we are going to discuss in the next section.
4.5 The extragalactic fundamental line on the photo-
metric plane
Our enlarged sample contains clusters from the Large Magellanic Cloud (LMC), the Small Mag-
ellanic Cloud (SMC) and the Fornax dwarf spheroidal, in addition to Milky Way ones. The
extragalactic sample we adopted is a subsample of the McLaughlin & van der Marel (2005)
catalogue of surface brightness proles. It includes all the LMC, SMC and Fornax clusters, as
well as the Galactic GCs having a horizontal-branch standard-candle distance. Our study of the
fundamental line on this sample took advantage of the fact that a line in three dimensional space
remains a line even if it is projected onto a plane. So when looking for a scaling law we con-
sidered only the two photometric quantities SBe and logRe, ignoring σ, and the fundamental
line will emerge as a sharp correlation between the two photometric quantities. As no velocity
dispersion measurement was needed, it was easy to extend the sample to extragalactic clusters,
including 129 clusters in total.
Figure 4.13 shows a plot of the sample in the (SBe, logRe) plane. A strong correlation
emerges, with a scatter of about one magnitude over more than eight magnitudes in SBe. The
plotting symbols encode the cluster parent galaxy and the superimposed solid line is a robust
linear t. The dashed line is added for comparison and has a slope of 5, which would result if
the cluster integrated magnitude MV were completely independent of its half-light radius Re. It
appears that this is not far from the truth, as the two lines almost overlap. Moreover, there is
no evident difference in behavior between Galactic and LMC, SMC, and Fornax clusters, except
for the fact that LMC and SMC clusters are bigger (have larger logRe) and consequently have a
higher value of SBe, i.e. they are less bright. Visually, the amount of scatter about the correlation
appears rather constant.
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Figure 4.14 provides a different way to look at the fundamental line correlation: the abso-
lute magnitude Mv instead of SBe is plotted against logRe. This allows for a direct check of
the independence of total integrated luminosity from size in GCs. The behavior of GCs is also
simultaneously compared to that of dwarf spheroidal galaxies, which show a strong trend of in-
creasing luminosity with radius. GCs reside in a clearly different region in this plane with respect
to dwarf spheroidals, and do not follow their trend. It is actually the absence of a luminosity-size
trend that translates to the existence of a fundamental line on the (SBe, logRe) plane.
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At variance with the fundamental-plane residuals we dealt with in Sect. 4.3, the residuals to
the SBe-logRe relation do not correlate with the slope of the central surface brightness prole
cusp. The scatter plot is shown for our sample in Fig. 4.15. This result may be interpreted as
a suggestion that cusps correlate with fundamental-plane residuals because of their (possibly
indirect) effect on the velocity dispersion, so when velocity dispersion information is omitted,
the correlation disappears.
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4.6 Scaling laws and GC dynamical age
The age spread of the extragalactic sample, which contains clusters as young as some tens of Myr
(while Galactic GCs are estimated to be at least 10 Gyr old) allows for a direct comparison of the
residuals to the SBe-logRe relation with cluster age. Figure 4.16 shows that young cluster (those
younger than about 4 Gyr) scatter around the SBe-logRe relation is largely driven by age. Older
clusters show instead a scatter that is independent on age. Moreover old GCs do not lie on the
extrapolation of the age-residuals correlation for the younger clusters. Figure 4.16 is interesting
because it depicts an age-related evolutionary effect that affects the fundamental line.
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Figure 4.17 plots the residuals to the SBe-logRe for clusters younger than 4 Gyr as a func-
tion of age measured in units of the cluster half-light relaxation time. This plot is even more
illuminating than Fig. 4.16: the correlation is tighter. The evolutionary effect that shapes the
fundamental-line relation for young clusters depends on the dynamical evolution powered by
two-body relaxation.
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Chapter 5
IMBHs and GC collisional
evolution
5.1 Previous studies
The size of the literature on GC collisional dynamics is large. Different approaches have been
used, from analytical methods to direct N-body simulations (see Aarseth 2003; Heggie & Hut
2003). In the following sections we will provide a qualitative introduction and then mainly
address our own work (Pasquato et al. 2009; Beccari et al. 2010) and the simulations by Gill
et al. (2008), on which it is based. Here, instead, we present a short review of selected studies.
In particular, we will be unable to fully address the details of how GC collisional dynamics
is inuenced by tidal interaction with the parent galaxy. GCs are denitely not isolated systems,
and the tidal effects of the host galaxy give rise to several remarkable effects, just to mention one
- tidal tails (see e.g. Capuzzo Dolcetta et al. 2005; Montuori et al. 2007). While the simulations
on which (Pasquato et al. 2009; Beccari et al. 2010) are based contain a realistic modeling of tidal
effects (see the following), a detailed discussion of their interplay with collisional relaxation is
outside the scope of this thesis.
A rst broad categorization of works on GC collisional dynamics is equal-mass vs mass-
spectrum studies. Assuming that all stars in a cluster have the same mass is a convenient ideal-
ization, but we will see that the energy exchange between stars with different masses plays an
important role in GC evolution. Most analytical studies focus on the equal-mass case, neverthe-
less obtaining valuable theoretical results which were later shown to extend also to the case in
which stars of different masses are present.
Early works on isolated clusters, such as Spitzer (1940), established that these systems
never settle into a stable equilibrium, because two-body encounters constantly produce stars
fast enough to escape the cluster, thus giving rise to a steady evaporation of stars. Later, He´non
(1960, 1961) showed that the evaporation phenomenon is not the dominant evolutionary process
as a core-halo structure is established in the cluster (called a red-giant structure by Lynden-Bell
& Wood 1968, in analogy to the stellar model) and it is the energy exchange between these two
subsystems that drives the dynamical evolution, as the core loses energy to the halo. Antonov
(1962) showed that even in the absence of evaporation, i.e. in the abstract problem where the
cluster is enclosed in a spherical reecting wall, no stable equilibrium is reached unless the radius
of the reecting surface is smaller than a critical value.
In multi-mass systems the driver of dynamical evolution is not only the energy exchange
between the shrinking core and the outer halo (eventually leading to the so-called gravothermal
catastrophe), but also the energy exchange between the stars of different masses. Spitzer (1969)
showed that energy equipartition in a two-mass systems, with stars of mass m1 and m2 > m1,
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cannot be reached if
N2
N1
> γ
(m1
m2
)5/2
, (5.1)
where N1 is the number of low-mass stars and N2 is the number of high-mass stars (see also
Spitzer 1987) and γ is a constant. That is, if their number is large enough, more massive stars
never reach equipartition with lower mass stars, but settle instead to the cluster center and un-
dergo core-collapse on their own. Considering a system with two stellar masses is still an ap-
proximation, but it shows the existence of a mass-stratication instability, which acts as an evo-
lutionary driving force in a similar way as the gravothermal instability does. The theoretical
prediction by Spitzer (1969) was conrmed by Montecarlo numerical simulations (e.g. Spitzer
& Hart 1971a,b) which were later extended to more than two masses (Spitzer & Shull 1975). The
thermal equilibrium of clusters with two mass components was later investigated also by direct
integration of the Fokker-Planck equation (Inagaki & Wiyanto 1984; Kim et al. 1998). Vesperini
& Heggie (1997) run a set of direct N-body simulations (N ≈ 4×103) to investigate the evolution
of clusters with a full mass spectrum, i.e. a realistic IMF, and interactions with the host galaxy
(e.g. disk-shocking). They obtained several interesting results, among which the evolution of
the mass function, which becomes progressively depleted of low-mass stars due to their prefer-
ential evaporation. Baumgardt & Makino (2003) run a large set of direct N-body simulations
(N ≈ 8 × 103 − 128 × 103) of multi-mass star clusters in a tidal eld, essentially conrming the
results of Vesperini & Heggie (1997). Baumgardt et al. (2004b) were the rst to notice, using
direct N-body simulations with a realistic mass spectrum and an IMBH, that the presence of
an IMBH quenches mass segregation. This nding is the basis of the mass segregation method
presented in the following.
5.2 Qualitative picture
Idealized models of cluster dynamics are solutions to the time-independent, non-collisional
Boltzmann equation
∂ f
∂xi
xi + ∂ f
∂ xi x¨i = 0, (5.2)
where f is the phase-space distribution function of stars and xi is the position of the i-th star. The
star accelerations are assumed to be the result of a smooth potential φ, i.e.
x¨i = − ∂φ
∂xi
. (5.3)
The potential is generated by the matter density corresponding to the distribution function f
itself, so
∇2φ = 4piG
∫
f d3 xi, (5.4)
and when this is the case the distribution function is said to be self-consistent. Models of this kind
capture distinctive features of the system (e.g. see the King (1966) models for GCs, which we
describe in Appendix A) but lack by construction the ability to describe its long-term dynamical
evolution. This is easily understood by noticing that Eq. 5.2 can be re-written as
{ f ,H} = 0, (5.5)
where the {·, ·} symbol denotes the Poisson brackets, and H is the hamiltonian of the system,
based on the smooth potential φ. Having a null Poisson bracket with the Hamiltonian, f is an
integral of motion, so it is conserved.
To describe the long-term evolution of f we need to go beyond this simple picture of Eq. 5.2.
If the stars in the system exchange energy in two-body gravitational encounters, the right-hand
side of Eq. 5.2 is no longer 0 and f changes over time. The timescale for such a change is set
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by the rate of gravitational two-body encounters, which is governed by the relaxation time (see
Spitzer 1987, and Appendix B):
trh =
8.9 × 105yr
log(0.11N)
1M#
〈m〉
(MGC
M#
)1/2 ( rh
1pc
)3/2
, (5.6)
which is evaluated here at the half-mass radius rh. In units that are more suitable to objects in
the GC mass range, Eq. 5.6 becomes:
trh =
2.8 × 108yr
5 + log(0.11N/105)
1M#
〈m〉
( MGC
105M#
)1/2 ( rh
1pc
)3/2
. (5.7)
In the classical local description by Chandrasekhar (1942), the relaxation time changes with
radius, because the rate of two-body encounters depends on local quantities such as the average
number density and velocity of the stars. The value of the relaxation time at the half-light radius
can be taken as a representative quantity for the whole cluster (see Appendix B).
The driving mechanism of the long-term dynamical evolution of stellar systems is colli-
sionality, and we estimated the associated timescale. But where does this collisionally-driven
dynamical evolution head to?
Self-gravitating stellar systems such as GCs have negative heat capacity, i.e. they increase
their average kinetic energy when they lose energy. For a virialized gravitational system the
following holds (see also Eq. 1.101):
T + E = 0, (5.8)
where T is the kinetic energy and E is the total energy of the system. Taking the derivative with
respect to time
T = − E, (5.9)
so the kinetic energy increases if energy is lost. This condition naturally leads to instability,
because if there is a heat ow between two self-gravitating systems, “the hotter one loses heat
and gets yet hotter, while the colder gains heat and gets yet colder” (Lynden-Bell & Wood 1968).
In GCs, a heat ow is established from the central regions to the outskirts, which eventually leads
to the so-called gravothermal catastrophe. Heat can only ow if energy is exchanged between
stars via gravitational encounters, so the heat ow is a collisional effect. It is natural to expect
that the timescale for the onset of the catastrophe is the two-body relaxation time.
Collisional evolution in GCs brings about three different effects which have observable con-
sequences:
• Stellar evaporation
• Core collapse (with enhanced binary/substructure formation)
• Stellar mass segregation
Stellar evaporation is a natural consequence of the combination of a nite escape velocity
with collisional relaxation processes. Two-body encounters between stars induce a thermaliza-
tion of the velocity distribution function of stars. The distribution that would be attained at
thermal equilibrium would admit stars with arbitrary high velocity, even in excess of the escape
velocity. These stars cannot be conned to the cluster, so full thermalization is never attained,
but a steady ux of stars leaving the cluster is established. This is a simple picture of stellar
evaporation which holds for an isolated system. The rate of evaporation can be enhanced by
tidal interactions with the host galaxy (see e.g. Baumgardt & Makino 2003).
The effects of stellar evaporation can be observed mainly because it does not affect all stars
in the same way. At energy equipartition, two stars of different masses M > m would have, in
the average, the same kinetic energy
1
2MV
2 =
1
2mv
2, (5.10)
but this means that the more massive stars move, in the average, with velocity V = √m/Mv < v,
so they are less likely to exceed the escape velocity. Stellar evaporation is differential in mass.
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The rate of stellar evaporation is inversely proportional to the relaxation time: in a collisionless
environment there is no evaporation.
If two clusters start with the same IMF and evolve in a similar way as long as stellar evo-
lution is concerned, but have different relaxation times, their present-day mass function will be
different. The more dynamically evolved cluster (i.e. the one with the shorter relaxation time)
will be depleted of low-mass stars at a higher rate, thus biasing the mass function towards higher
masses.
As mentioned earlier, the comparison of theoretical predictions of the evaporation rate with
actual observations is affected by the presence of tidal interactions with the host galaxy, which
can change the effective escape velocity of the cluster. These effects depend on the GC orbit in
the galaxy, which is difficult to reconstruct with accuracy. Direct N-body simulations we have
run and analyzed (Trenti et al. 2010) predict some features of the evaporation process that we
compared with observations of the global present-day mass function of GCs (see de Marchi &
Pulone 2007). In Sect. 5.3 we discuss the issue in detail.
Core collapse is driven by the heat transfer from the core to the outskirts, which in part
powers stellar evaporation. The core loses energy, thus becoming more bound and increasing the
average velocity of stellar motion. This is a positive feedback process, in that the faster these
motions become, the hotter the core is, and the stronger the heat transfer towards the outskirts.
The core progressively shrinks to compensate for the energy loss, and this would in principle
continue indenitely, leading to a cusp with innite density in a nite time in the center of the
cluster (Lynden-Bell & Wood 1968), but actually binary formation takes place and halts the
core collapse before this singularity is reached. The formation (or the hardening) of binary stars
reduces the mean separation of stars, making the core in the average more bound, without the
need for the core radius to shrink (see also Sect. 1.3.1). The progression towards core collapse, as
well as its blocking by binary formation, can be studied by N-body simulations, which predict the
temporal evolution of quantities such as the core radius and the half-light radius. Core collapse
was also thought to be observable in GCs because of the formation of a luminosity-density
cusp in the center, which has been actually detected in a fraction of GCs (Noyola & Gebhardt
2006), at variance with the at-core prediction of King (1966) models. More generally, the
surface brightness proles of core-collapsed1 clusters were regarded as difficult to t with King
(1966) models, and in any case their ts were expected to yield extremely high concentration
parameters, c ≥ 2.5. Our N-body simulations2 show that indeed shallow central cusps form
in the very advanced stage of post-core-collapse evolution, but the projected surface-brightness
prole can be easily t with moderate-concentration King (1966) models without too severe
a degradation of the t χ square (see Sect. 5.3). Thus the surface brightness prole alone is
not a good tracer of cluster collisional evolution, nor does it allow to pinpoint a core-collapsed
dynamical state in a GC.
Mass segregation is actually the best tracer of collisional evolution available at this time,
thanks to HST star counts. Mass segregation takes place because of the differences in the velocity
distribution of heavy and light stars induced by thermalization (see Eq. 5.10). Lighter (i.e. faster)
stars reach in the average larger distances from the center of the cluster potential well than heavier
(i.e. slower) stars. To sketch a semiquantitative justication of this statement we consider two
populations of stars of masses M and m < M at equipartition in a spherical, harmonic potential
well. The distribution functions are
fm(r, v) = Ame−
mv2/2+mKr2
kT , (5.11)
and
fM(r, v) = AMe−
Mv2/2+MKr2
kT , (5.12)
1The expression post-core-collapse was actually considered a synonim of cuspy surface-brightness pro-
le (e.g. Harris 1996), even though core-collapse is not the only phenomenon capable of producing a cusp,
and shallow cusps (generated by core collapse or otherwise) can easily go undetected, especially with low
angular-resolution imaging. Thus detection of a central cusp does not imply a core-collapsed dynamical
state, nor does such a state imply that a detectable cusp is present.
2But see also Baumgardt & Makino (2003) and Baumgardt et al. (2004b).
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where kT is shared by the two populations of stars because of equipartition, and K is also shared
as the potential well is the same. The average radial distance for stars of mass m is
〈r〉m =
∫
4piv2dv
∫
4pir2drAmre− mv
2/2+mKr2
kT∫
4piv2dv
∫
4pir2drAme− mv
2/2+mKr2
kT
, (5.13)
and for mass M it is the same, but with M substituted to m. The ratio, thus is
〈r〉m
〈r〉M =
∫
r3dre−mKr2/kT∫
r2dre−mKr2/kT
∫
r2dre−MKr2/kT∫
r3dre−MKr2/kT
, (5.14)
and by substituting
ρ =
√
mK
kT r, (5.15)
we obtain
〈r〉m
〈r〉M =
√
kT
mK I
√
MK
kT
1
I =
√
M
m , (5.16)
where
I =
∫
ρ3e−ρ2dρ∫
ρ2e−ρ2dρ
, (5.17)
so the radial scale of stars of mass m is larger by a factor √M/m with respect to that of stars of
mass M in this simple model.
A quantitative study of mass segregation in a realistic cluster potential is undertaken in
Sect. 5.3 using N-body simulations. This allows to follow the onset of mass segregation starting
from unsegregated initial conditions, as well as studying the interplay of core collapse, structure
formation, stellar evaporation, and mass segregation. In particular, the effects of a population of
hard binaries and of an IMBH on the observed mass segregation are explored.
5.3 Following evolution bymeans of N-body simulations
5.3.1 Evaporation and the evolution of the mass function
To give an example of a study of evaporation we report here some results by Trenti et al. (2007b),
who run a set of direct N-body simulations containing a relatively small number of equal-mass
stars (≈ 4 × 103) but explored the full range of possible primordial binary fractions, i.e. from
0% to 100%. Figure 5.1 shows the total mass of the simulated cluster as a function of time. The
mass decreases because of stellar evaporation. We see that the amount of mass lost is weakly
dependent on the binary fraction used. The decrease is almost linear with the age measured in
terms of the relaxation time, with one fth of the mass being lost over about 10 relaxation times.
Stellar evaporation is a rather steady process, compared to core collapse, which has a denite
onset in time.
Even though simulations can predict the evaporation rate of a GC due to two-body encoun-
ters (modulo a scaling to the realistic number of stars present in a GC, which may be nontrivial),
it is difficult to nd an observable quantity that allows to directly check this prediction. Indirectly,
the effects of evaporation are best observed through their shaping of the global cluster mass func-
tion. To do this, simulations with equal-mass stars such as those by Trenti et al. (2007b) cannot
be used, and a full mass spectrum must be included instead. We have done this (Trenti et al.
2010), obtaining several interesting results. The simulations analyzed in Trenti et al. (2010) con-
tain 3.2 × 104 to 6.4 × 104 particles, which is a more realistic range for the number of stars in a
small GC.
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Figure 5.1: Evolution of the total mass as a function of time (measured in units of the
relaxation time) for various primordial binary fractions. The simulations contain 4×10 3
equal-mass stars and start from a W0 = 7 King (1966) model with a primordial binary
fraction in the range 0%-100%. The mass decrease is similar in all simulations and is
a function of the age measured in units of the relaxation time. The plot is reproduced
from Trenti et al. (2007b).
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To analyze the evolution of the global mass function (i.e. of the mass function of the whole
cluster) of main-sequence stars we t it with a power-law of index α:
dN
dm ∝ m
α, (5.18)
where the initial conditions (i.e. the IMF) either have α = −2.35 (Salpeter 1955) or α = −1.25
(Miller & Scalo 1979). The latter IMF is in reality a broken power-law, which has a different
α in different mass ranges, but the value of −1.25 applies in the 0.2 − 1 M# range, which is
relevant for the main sequence. In the following we will say that a mass function is atter than
another when its exponent is greater, e.g. the (Miller & Scalo 1979) IMF is atter than the
Salpeter (1955) because −1.25 > −2.35. This terminology may be somewhat misleading, if e.g.
α = 1 is indicated as atter than α = 0, but is quite widespread, because the IMF exponents are
usually negative. This is no longer true when evaporation depletes the cluster of low-mass stars,
sometimes leading to a present-day mass function with α > 0 (as we will see in the following).
Figure 5.2 contains a plot of the evolution of the exponent of the best-t power law to the
mass function of the cluster as a function of the amount of mass lost by the system due to
evaporation. This cumulative mass-loss is of course monotonic with age. Figure 5.2 shows
that the evolution of the mass function depends only on the amount of mass lost by the system.
Different IMFs evolve so that the departure of the present-day mass function from the IMF is the
same when two clusters have lost the same amount of mass, irrespective of the IMF. This is one
of the most important results obtained in Trenti et al. (2010).
Changes in initial conditions other than the IMF do not modify much the dependence of
α(t)− α(0) on the total mass lost: the blue and the black curves in Fig. 5.2 refer to the same IMF
(Miller & Scalo 1979), but differ for other ingredients (see the caption of Fig. 5.2). The presence
of an IMBH does not change these results signicantly: Fig. 5.3 shows that a cluster with an
IMBH (blue line) does not depart from the α(t) − α(0) vs. mass-loss relationship. Therefore,
the functional dependence of the depletion of the mass function due to evaporation on the total
mass lost is a good tracer of the collisional evolution of a cluster, but is useless as a tool to check
if an IMBH is present. Moreover, the total mass lost by a cluster is not a directly observable
quantity, so our result is extremely valuable from the theoretical point of view but we need to
bridge the gap to the observational world. A simple idea would be to look for observables that
may measure the dynamical age (and the amount of mass-loss) of a cluster by looking at the
shape of the surface-brightness prole.
In a simple picture we would expect that GCs with a atter mass function, i.e. those that have
lost many low-mass stars due to evaporation, are more dynamically evolved. On the other hand,
a dynamically old cluster would naturally be expected to have a high concentration parameter
c, so that a positive correlation is expected between α and c. Surprisingly, De Marchi et al.
(2007) nd an anticorrelation on a sample of 20 galactic GCs with high-quality HST and VLT
photometry. We reproduce in Fig. 5.4 their plot of α versus c.
This situation can be partly explained by our nding (Trenti et al. 2010) that clusters in
an advanced dynamical state, i.e. post-core-collapse clusters do not actually yield a very high
concentration coefficient when the projected surface brightness prole is t using a King (1966)
model. Two effects contribute to this end: the sky-projection and the fact that only luminous
stars contribute to the surface brightness prole. We will discuss this issue in detail in the next
subsection.
5.3.2 Core collapse: onset and observability
The distinctive feature of core collapse is the shrinking of the core with respect to the scale
radius of the whole cluster (e.g. the half-mass radius). Gill et al. (2008) studies the evolution
of the three-dimensional core- and half-light radius using direct N-body simulations with up to
3.2 × 104 particles. The denition of core radius used Fig. 5.5 is that given by Casertano & Hut
(1985), i.e.
rc =
∑N
i=1 riρimi∑N
i=1 ρimi
, (5.19)
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Figure 5.2: Time evolution of the global mass function index α. The plot actually
reports the difference from its initial value, i.e. ∆α = α(t) − α(t = 0) as a func-
tion of the fraction of mass lost by the system which is of course monotonic with age
(core-collapse is reached at M/M(0) ≈ 0.65). This allows to compare runs with a
Miller & Scalo (1979) (black line and blue line) and a Salpeter (1955) (red lines) IMF,
which are plotted together. The simulations contain 3.2 × 104 particles. The simu-
lation represented by the black line differs from that represented by the blue line for
initial conditions: black has 100% retention fraction of dark remnants (neutron stars
and stellar-mass black holes) and no binaries. Its starting W0 is 7. The blue line starts
with W0 = 3 and the King (1966) tidal radius is smaller than (underlling) the size
of the Roche lobe corresponding to its radius. The solid red lines start from W 0 = 7,
no binaries and 100% retention fraction of dark remnants. The dashed lines share the
same initial conditions but have a 30% retention fraction. From Trenti et al. (2010).
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Figure 5.3: Evolution of the global mass function index α with cluster mass. Various
binary fractions are plotted: 0%-5% (black), 10% (red). A simulation without binaries
but with a 30% retention fraction of dark remnants (green) and one with an IMBH and
no binaries (blue) are also plotted. The IMBH does not affect evolution of α in any
visible way. From Trenti et al. (2010).
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Figure 5.4: Anticorrelation of the main-sequence mass function index α with the King
(1966) model concentration coefficient c. The NGC or Pal numbers of the cluster are
indicated in the plot. The two large crosses are averages of α and c for clusters above
and below c = 1.4. The size of the crosses represents the standard deviation of the
distribution of these quantities. The dashed line is a t by-eye to the correlation. The
plot is taken from De Marchi et al. (2007).
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where ri is the distance of the i-th particle from the center of the cluster, mi its mass, ρi the
density in its neighborhood (dened by averaging over a volume reaching to the fth nearest
neighbor). This is different from the core radius dened as the distance from the center at which
the projected density drops to half its central value, and also from the parameter r0 of King (1966)
models. However it is a convenient way to measure the core size in numerical simulations: for
a discussion see Casertano & Hut (1985). Figure 5.5 from Gill et al. (2008) shows the evolution
of the half-mass radius and of the ratio of the core radius to the half-mass radius ratio for two
simulated clusters. One contains an IMBH (red line), the other no IMBH (blue line). The
no-IMBH run shows strong core collapse at t ≈ 5trh, i.e. the core shrinks with respect to the half-
light radius by a factor of about 10. Later, a slow rebound with some uctuations takes place, but
rc/rh never returns to the initial value. The IMBH simulation, instead, shows almost no decrease
of rc/rh. The interpretation of this behavior is that when there is no IMBH, the core of the cluster
shrinks as it loses energy, which ows to the cluster envelope, fueling evaporation. The shrinking
is global, i.e. the whole core shrinks gradually and all stars get nearer to each other and thus the
system becomes more bound. This goes on until the density of the stars in the core becomes
high enough that binary formation is triggered. To form a binary star dynamically, a three-
body encounter is needed. Three body encounters are much rarer than two-body encounters as
their frequency depends on the cube of the number density. When the density in the core rises,
then, it becomes progressively easier to form binaries. The formation of binaries acts as an
energy source for the cluster, as the third body involved in forming the binary carries away the
residual energy, increasing its speed. Moreover, a population of binaries, once formed, acts as
an energy source if encounters with single stars make the binaries more bound. The new energy
source provided by the binaries heats the core, thus halting its contraction. Alternatively, we
may say that the contraction no longer takes place globally, but the mean distance between stars
in the core continues to be reduced: the binaries reduce their separation, while the other stars
approximately keep their average relative distances. In the IMBH case, instead, a binary forms
almost immediately, as the IMBH captures a heavy stellar mass black hole (heavy remnants
segregate to the core, so it is usually one of them that ends up in a binary with the IMBH.
If not, three body exchange interactions will eventually substitute any light companion of the
IMBH with a heavy stellar mass black hole). The binary acts immediately as an energy source
in the core, as dynamical friction with the cluster stars causes a reduction of the binary semiaxis,
making it more bound. This is why the core collapse is essentially halted by an IMBH.
Given the picture described above, it would seem rather simple to tell whether an IMBH is
present in a cluster by looking at the ratio of rc to rh (actually of the projected quantity Rc to
Rh), provided the cluster is dynamically old, i.e. it has lived over 5trh. Unfortunately, from the
observational point of view, it is not so simple. Figure 5.5 plots the three-dimensional rh and
rc/rh obtained from the mass prole of the cluster (including dark remnants). When observing a
GC, the quantities Rc and Rh correspond to the projected core and half-mass radii obtained only
from the visible stars. The projection effect reduces the range spanned by Rc/Rh with respect
to the one spanned by rc/rh. Moreover, dark remnants may undergo core collapse on their own,
clustering in the core and releasing energy which heats up the visible component, thus resulting
in an apparent large Rc/Rh for the visible matter.
This prompted us to investigate if core collapse can be revealed by looking at the projected
surface brightness prole of a simulated cluster. We have run a set of direct N-body simula-
tions (see below and Trenti et al. 2010, for details) with different initial conditions (King (1966)
models with W0 = 3, 5, 7) and dynamical ingredients (a full mass spectrum based on either the
Miller & Scalo (1979) of the Salpeter (1955) IMF, a binary fraction varying from 0 to 10%) and
t the resulting synthetic surface brightness prole with King (1966) models, thus effectively
simulating what is done observatively3 to obtain structural parameters from GC photometry.
Figure 5.6 shows the best-t King (1966) model superimposed to the synthetic surface-
brightness prole of a snapshot taken at t = trh, thus before core collapse, in an evolutionary state
still very similar to the initial conditions. The simulation started from a King (1966) model with
3Even though we did not produce synthetic images, we tried to model the observation process as close as
possible, with its limitations. More on this later.
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W0 = 7. Unsurprisingly, the t is quite good and the central dimensionless potential obtained
from the t is still W0 = 7 which corresponds to Rc/Rh ≈ 1/3 and c = 1.53. Figure 5.7 shows
instead the best-t King (1966) model superimposed to the synthetic surface-brightness prole
of a snapshot taken at t = 17.4trh, thus well after collapse, in an advanced evolutionary state.
Surprisingly, the t is still acceptable, except for the central shallow cusp in the innermost part
of the core. The χ2 is degraded by a factor ≈ 2 with respect to the previous t. The best-t central
dimensionless potential is W0 = 7.7, a value which corresponds to Rc/Rh ≈ 0.22 and c = 1.74.
Thus the projected surface brightness prole of a GC can still be t by a King (1966) model after
core collapse, yielding a relatively low concentration coefficient. The Rc/Rh value does not have
an order-of-magnitude variation, but changes by a mere 30%. The errors on the observational
value of Rc/Rh in McLaughlin & van der Marel (2005) are about 10%.
This result has several implications. The observability of core collapse in dynamically
evolved GCs is usually taken for granted, to the point that in the literature, the expression “post
core-collapse GC” often means “a GCwhose surface brightness prole is not t by a King (1966)
model”. GCs exhibiting a central cusp have usually been assigned by convention a high value of
c = 2.5 (see Harris 1996). In contrast, our simulations show that clusters in their advanced post
core-collapse evolutionary phase can be t using King (1966) models of moderate concentration
(c < 2). Moreover, we nd that surface brightness prole cusps can be generated even without
invoking an IMBH, as they are a natural product of core collapse. Therefore cusps are not a good
diagnostic for IMBH presence.
Going back to the issue of the behavior of clusters in the α-c plane, Fig. 5.8 from Trenti
et al. (2010) shows that by taking into account the projection effects and the fact that observa-
tional ts rely only on the visible stars we can partly reconcile theoretical expectations with the
anticorrelation found by De Marchi et al. (2007). It replots some of the De Marchi et al. (2007)
data-points (those corresponding to dynamically evolved clusters, i.e. those with trh < 1 Gyr)
with overplotted the trajectory in the c-α plane associated with three simulations with 6.4 × 104
stars and initial W0 = 3 (red), W0 = 5 (blue), W0 = 7 (black) and one with 3.2 × 104 stars
containinig an IMBH with mass ≈ 1% of the total cluster mass (cyan). The value of c has been
obtained consistently within our framework for observing simulation snapshots.
We see that the agreement of the prediction from simulations with the data is not yet perfect,
although there is considerable overlap. Very low values of c associated to high values of α (i.e.
the clusters in the upper left corner of the plot) are still unexplained. An IMBH (cyan curve)
produces a behavior in the c-α plane which seems promising in explaining those datapoints, but
one of them (NGC 2298) has been shown by Pasquato et al. (2009) (see below) not to contain an
IMBH based on its mass-segregation signature. A large binary fraction could be an alternative
explanation, or more exotic ingredients such as a core sustained by white dwarf kicks (Fregeau
et al. 2009) could be considered.
5.3.3 Mass segregation
Of the phenomena we have discussed so far, mass segregation is the only one that has a strong
potential for building an indicator of the presence of an IMBH.
Baumgardt et al. (2004b) noted that simulations with an IMBH show a smaller degree of
mass segregation than simulations without an IMBH. Gill et al. (2008) studied the effects of an
IMBH on mass segregation in a systematic fashion using direct N-body simulations. This work
is the basis of the topic addressed in this thesis, to compare simulations and observations of GCs
in order to nd indications for the presence of an IMBH, as described in Chap. 6.
Gill et al. (2008) dene a mass-segregation indicator as the mean mass of main sequence
stars in the center of the cluster minus the mean mass of main sequence stars at the half-light
radius. This is positive if the heavier main-sequence stars have moved preferentially to the center,
i.e. if mass segregation is present. It vanishes if there is no mass segregation. Figure 5.9 shows
a plot of this indicator as a function of dynamical age, i.e. of the age of the cluster measured
in units of the relaxation time. All the simulations start without initial mass segregation. The
red dots represent simulations containing an IMBH of about 1% of the total cluster mass, while
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Figure 5.5: Temporal evolution of the half-mass radius and of the core- to half-mass
radius for two simulated GCs with 3.2 × 104 stars, Miller & Scalo (1979) IMF and no
primordial binaries. The red curve corresponds to a simulation containing an IMBH
≈ 1% of the total cluster mass, while the blue curve represents a simulation without an
IMBH. From Gill et al. (2008).
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Figure 5.6: Surface brightness prole (arbitrary units for µ, N-body units for R) of a pre
core-collapse simulated cluster. The age in N-body units is 470, equivalent to ≈ 1t rh.
The best t King model is superimposed. The t is good, and the value ofW 0 obtained
is compatible with 7, the initial value from the simulation. From Trenti et al. (2010).
See next chapter for a denition of N-body units.
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Figure 5.7: Surface brightness prole (arbitrary units for µ, N-body units for R) of a
pre core-collapse simulated cluster. The age in N-body units is 8000, equivalent to
≈ 17.4trh. The cluster is in the advanced post core-collapse phase of its evolution. The
best t King model is superimposed. The t appears to be still acceptable, except for
the innermost region, where a cusp instead of a at core is present. The cusp is rather
shallow, and the χ2 of the t is degraded with respect to the pre core-collapse phase by
about a factor 2, which is not excessive. From Trenti et al. (2010). See next chapter for
a denition of N-body units.
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Figure 5.8: Trajectories in the α-c plane. Each colored line corresponds to a different
run. Three simulations contain 6.4 × 104 stars and start from King (1966) models with
initial W0 = 3 (red), W0 = 5 (blue), W0 = 7 (black). The cyan line corresponds to a
run with 3.2× 104 stars, containing an IMBH with mass ≈ 1% of the total cluster mass
(cyan). The green squares correspond to observations of galactic GCs with a relaxation
time shorter than 1 Gyr. While a considerable overlap between the predictions of the
simulations and the observations is present, it is still difficult to explain the points in
the upper left corner, which correspond to clusters with a low concentration and a mass
function depleted of low-mass stars. From Trenti et al. (2010).
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Figure 5.9: Evolution of the difference between the mean mass of main sequence stars
at the cluster center and at the half-light radius (y-axis) versus cluster age measured
in units of the half-mass relaxation time (x-axis). The blue dots represent snapshots
from simulations with an IMBH ≈ 1% of the total cluster mass, while the red dots are
simulation snapshots without an IMBH. Both kinds of simulations cover a range of
different ingredients but contain only single stars. See Tab. 6.2 for an explanation of
the simulation IDs in the legend. The amount of mass segregation varies with time in a
similar way in the presence and in the absence of an IMBH, as a plateau is established
after about 6 relaxation times. When an IMBH is present, the plateau is lower, because
mass segregation is dynamically quenched. From Gill et al. (2008).
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the blue dots contain no IMBH. Irrespective of the included ingredients, the general trend for
simulations containing no IMBH is to establish an increasing level of mass segregation over
time, reaching about 0.15 M# at the end of the run. In turn, the level of mass segregation reached
by simulations with an IMBH is instead about a factor of 2 smaller, as they settle to about 0.07
M#. In both cases the mass segregation reaches a plateau after about 5 trh, i.e. after either
binary formation or the IMBH halted core collapse. From that point onwards both the structural
parameters (rc, rh) and the amount of mass segregation are in a quasi steady-state. The spread of
the simulations increases at the end, as the systems lose mass with time, worsening the statistics,
which increases the counting noise. After about 6-7 relaxation times have elapsed, there is
a clear separation between the simulations with an IMBH and those without, suggesting that
clusters that are sufficiently dynamically evolved can be identied as plausible IMBH hosts if
their mass segregation is lower than a given threshold. Younger clusters could have a low degree
of mass-segregation just because they did not yet reach their steady-state value. The method
of mass segregation for ngerprinting IMBH presence can therefore be applied to dynamically
relaxed clusters, which have a relaxation time shorter than about 1Gyr. The method is further
developed in Chap. 6 where we make use of the full radial mass-segregation prole.
Chapter 6
IMBH fingerprinting through
mass-segregation
The presence of an IMBH strongly affects the dynamics of core collapse and mass segregation in
simulated GCs. In particular, reduced mass segregation appears to be useful as a ngerprint of an
IMBH in an observed GC. In several GCs it is also observable with available HST-quality data,
including HST archival imaging. In the following, the mass segregation of two GCs, namely
NGC 2298 and M10, is studied and the presence of an IMBH is excluded (NGC 2298) or con-
strained based on the binary fraction of cluster stars (M10).
6.1 Defining a mass-segregation indicator
We consider the mean mass of main-sequence stars as a function of radius to construct a quan-
titative indicator of the amount of mass-segregation present in a GC. Main-sequence stars span
a relatively large interval in mass, from about 0.2 - 0.3 M# (depending on crowding conditions
in the cluster core; see below) to the turnoff mass of ≈ 0.8 M#. They outnumber more luminous
stars by a factor ≈ 100 in a typical GC, so they provide good statistics. When mass segregation
is present in a cluster, high-mass stars are more abundant in the core than in the outskirts, so
the mean mass of stars is expected to be a decreasing function of radius. In contrast, if no mass
segregation is present, the mean mass of stars is constant with radius. Thus the amount of radial
decrease of the mean mass of stars, in particular of main-sequence stars in our case, can be used
to measure how much mass segregation is present in a GC.
We dene the mean mass of a set of N main sequence stars as follows:
〈m〉MS =
∑N
i=1 Mi/ f (Mi,Ri)∑N
i=1 1/ f (Mi,Ri)
, (6.1)
where Mi is the mass of the i-th star and the completeness f (M,R) is the probability of detecting
a star of mass M placed at projected distance R from the center of the cluster. Observationally,
the completeness for a star of given magnitude and radial distance from the cluster center is de-
termined using articial star tests, where articial stars of the given magnitude are added to the
cluster image, which is then reduced in the same way as the original image. The number of arti-
cial stars that are recovered over the number of added stars gives an estimate of the completeness
for the given magnitude. The completeness function f allows us to take into account that faint
stars are not always detected, in particular near the crowded cluster core. If f were equal to 1
over all radii and masses, Eq. 6.1 would become a simple arithmetic average, i.e.
〈m〉MS =
∑N
i=1 Mi
N . (6.2)
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As we have seen, the completeness actually does not directly depend on the mass of stars, but
on their magnitude. It is of course the luminosity of a star that determines our ability to detect
it. Thus, to apply the completeness correction, a one to one map from mass to luminosity (Mi
to mi) for main-sequence stars is assumed, based on stellar evolutionary models. We use the
models computed by (Baraffe et al. 1997), using the tracks corresponding to the relevant GC age
and metallicity. Color information is used to select main-sequence stars but not to determine
the stellar mass. The function f depends on the radial distance from the cluster center: faint
stars are more difficult to detect in the presence of other luminous stars. This phenomenon is
named crowding and is the factor that limits the completeness of observations in the GC core.
The amount of crowding depends on the distance from the cluster center, as the stellar density
is much higher in the core than in the periphery. It is therefore necessary to accurately measure
of the completeness as a function of radius, as any error in f (M,R) will propagate on 〈m〉MS (R),
potentially disrupting the measurement of the mass segregation prole.
The completeness f (M,R) is usually obtained by observers in radial and magnitude (mass)
bins. We convert it to a continous function to use in Eq. 6.1 by bilinear interpolation. This
allows us to compute 〈m〉MS (R) in arbitrary radial bins, independently of the bins in which f
is measured. The bins over which we compute 〈m〉MS (R) are chosen to contain ≈ 5% of the
observed main-sequence stars in number, so we obtain ≈ 20 radial bins. This choice turns
out to be an acceptable compromise between the limitation of noise and the need of a sizeable
number of bins to follow the radial prole of mass-segregation. The uncertainty on the observed
mass-segregation prole that comes from counting noise is discussed alongside with other error
sources in Sect. 6.3.
The radial behavior of the mean mass of main sequence stars dened in Eq. 6.1 will depend
not only on the amount of mass segregation, but in principle also on the global mass function
of the cluster. If, for instance, the stars in cluster B are on average more massive than stars in
cluster A by dm, the whole radial prole will be shifted upwards, i.e.
〈m〉B(R) = 〈m〉A(R) + dm, (6.3)
while the shape of the prole will still depend on the amount of mass segregation. The present-
day mass function of a cluster can be determined observationally; but having to rely on a precise
knowledge of it in order to apply the mass-segregation method for ngerprinting IMBH presence
in a cluster would be a major shorcoming. To compare simulations set up with different IMFs
and observed clusters with different present-day mass functions, we decided to normalize the
mass segregation prole to a reference radius (we opted for the half-mass radius), dening
∆m(ξ) = 〈m〉(ξRh) − 〈m〉(Rh), (6.4)
where Rh is the half-mass radius and ξ = R/Rh. This normalization produces a dimensionless
mass-segregation prole, allowing us to compare clusters of different sizes and with potentially
different mean main-sequence mass at the half-mass radius. Moreover, the simulations have no
intrinsic radial scale, because their output (and their internal representation of quantities) is in
units such that G = 1, M = 1, E = −0.25, where G is the gravitational constant, M is the total
cluster mass and E is its total energy. These units are known as N-body units (see the units and
timescales section of Gill et al. 2008). Thus the use of Eq. 6.4 is a natural way to compare the
dimensionless simulated proles with the observations.
6.2 The simulations
To compute the expected mass-segregation prole from the simulations we used all the runs from
Gill et al. (2008) that contain more than 1.6 × 104 particles. In all runs the simulated clusters
were evolved to more than 20 half-light relaxation times (with reference to the initial value of
this quantity), which approximately coincides with the dynamical age (age / relaxation time) at
which the disruption of the cluster occurs. The mass segregation reaches a plateau at about 5− 6
relaxation times, so the mass-segregation study was based only on the snapshots corresponding
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to times between 7 and 9 relaxation times. We did not include snapshots older than 9 relaxation
times because the number of stars decreases over time because of evaporation and the counting
noise would increase considerably. Given this choice, we have made use of 16 different runs
in studying NGC 2298, to which 3 further runs were added to study the effects of different
binary fractions in modeling M 10. We reproduce here Table 6.1 which summarizes the runs
by Pasquato et al. (2009), with an adapted caption. Table 6.2 contains an explanation of the ID
strings of each run.
Each run starts without primordial mass segregation, as the stars are extracted from a King
(1966) distribution with the same concentration for all masses. Actually, the masses are assigned
from the selected IMF after initializing the King distribution. The IMFs we used are either
Salpeter (1955) or Miller & Scalo (1979), with an upper mass cutoff of 100 M# and a lower
mass cutoff of either 0.1 M# or of 0.2 M#. In the former case, the stars lighter than 0.2 M#
have not been included in the analysis (they have been considered too faint to be seen with good
completeness) but are allowed to inuence the dynamics.
The IMF is evolved instantaneously into the mass function expected for a cluster of ≈ 13
Gyr of age as if stellar evolution alone were shaping the mass function. After this initial step, the
masses of stars no longer change due to stellar evolution. The simulations thus do not follow the
stellar evolution alongside with the dynamics, but this is not expected to be a problem because
most of the mass loss from stellar evolution, i.e. most of the dynamically relevant activity due to
stellar evolution, takes place in the rst hundred Myrs, i.e. on a timescale shorter by about one
order of magnitude with respect to the relaxation time.
The interaction with the galaxy is treated as an external tidal eld, which is linearized about
the cluster center. This modeling of the tidal interaction is more realistic than simple tidal cutoff
schemes where stars are removed from the cluster if they exceed a given radial distance. The
intensity of the tidal eld is computed by placing the cluster on a circular orbit around the galaxy,
which is modeled as a point mass. The radius of the orbit is chosen to produce a tidal radius
consistent with that of the King (1966) model used to initialize the simulations.
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The snapshots were analyzed consistently in a way as similar as possible to the observations.
This is crucial for the method to be reliable. We constructed the mass segregation prole of
simulation snapshots in the same way as we did for the observations. The intrinsic limitations of
observational data had to be mimicked when observing simulations. In particular:
• Projection on the sky plane: the snapshots of course contain the positions of stars in three
dimensions, as well as the velocities, while the observed catalogue contains only the co-
ordinates of the stars projected on the plane of the sky. To obtain a projected catalogue
from the snapshots we had essentially to throw away the information associated with one
coordinate. We took advantage of this fact and we projected on three different perpendic-
ular planes obtaining three independent projections1. These were then merged, obtaining
three times as many stars as we would have had in a given snapshot.
• Limited eld-of-view: the ACS observations of NGC 2298 cover a limited eld of view,
which spans to ≈ 2Rh. A similar eld of view is covered for M 10 by joining ACS
and WFPC2 images. On the other hand, the snapshots contain data on all the stars we
simulated. We had to crop the projected simulations so that only the stars within the
innermost 2Rh were analyzed. Of course, the value of Rh we obtain depends on how
many stars are included, so we adopted an iterative procedure. We calculated a cluster
center and Rh using all stars in the snapshot, then we removed all stars outside 2Rh, we
recalculated the center and Rh and then we iterated. We did not iterate until convergence
because that would imply the exclusion of too many stars.
• Unresolved binary stars: hard binaries are unresolved in observations. A binary with 1AU
semiaxis spans a milliarcsec at 1 kpc, way below HST resolving power. To account for
this, all binaries in the snapshots, and also all stars which were closer to one another, in
projection, than a given threshold. were considered into a single star. The luminosity of
the resulting star was set equal to the brightest member of the binary. This is an acceptable
approximation, as the luminosity of main-sequence stars scales with the third power of
the mass.
6.3 Potential sources of error
6.3.1 Counting noise
The main source of random error on the mean mass of main-sequence stars comes from Poisson
noise. We can estimate the scaling of the expected uctuations by representing the continuous
spectrum of stellar masses as k different classes of stars, each with mass mi with i = 1, ..., k, and
ignoring completeness corrections for the sake of simplicity. The mean main-sequence mass in
a bin containing ni stars of mass mi will then be
〈m〉 =
∑k
i=1 mini∑k
i=1 ni
. (6.5)
If we take bins containing a xed number of stars N, the number ni of stars for each mass class
that will fall inside the bin has to obey the constraint that
k∑
i=1
ni = N. (6.6)
In the absence of this constraint, each ni would have an approximately Poisson distribution, as
long as the stars behave as independent particles. If k is large, we can ignore the constraint of
Eq. 6.6 and assume a Poisson distribution anyway. We can then calculate the standard deviation
1Note that the simulated clusters are not spherically symmetric, due to the effects of the tidal interaction
with the galaxy. Merging three different projections is thus not necessarily the best solution to improve the
statistics, as it could introduce some slight biases in the cluster shape.
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of each ni as √ni. Each mass class will contribute to the weighted mean of Eq. 6.5 with mini
and the associated standard deviation would then be mi √ni. In the limit of large ni, when the
Poisson distribution can be approximated by a normal distribution, the standard deviation of the
mean main-sequence mass in the bin would be (summing the standard deviations of each mass
class in quadrature):
σ〈m〉 =
√∑k
i=1 m2i ni∑k
i=1 ni
, (6.7)
which we can rewrite as
σ〈m〉 =
m√∑k
i=1 ni
, (6.8)
with
m =
√∑k
i=1 m2i ni∑k
i=1 ni
≤ 〈m〉, (6.9)
a mass smaller than the mean main-sequence mass. In conclusion, the uncertainty scales as
1/√N, as expected from counting noise.
We have used a bootstrap method to quantify the random noise in a more precise way, taking
into account the completeness correction when the procedure is applied to observations. In a
given radial bin we consider {Mi}i={1,...,N} , the catalog of main-sequence star masses. We gen-
erate 100 synthetic catalogs using extractions with replacement from it. To do this we extract
N random numbers {qj} j={1,...,N} uniformly distributed over {1, ...,N}. The synthetic catalog of
masses is then {Mqj } j={1,...,N} . Eq. 6.1 is used to compute the mean main-sequence mass in the
radial bin for each synthetic catalog. The 1 σ error on the observed 〈m〉MS (R) is obtained from
the standard deviation of the sample of 100 synthetic catalogs. This procedure ensures that all
the effects that could not be modeled in the simple analytic argument given above are included.
Anyway, the results agree well with the expected 1/√N scaling. Also the size of the error bars
from counting noise in NGC 2298 is about 0.005 M#, smaller than 〈m〉/
√
N given that 〈m〉 ≈ 0.5
and the number of stars in a bin is N ≈ 500.
Given the scaling that we found for the random error with N, we used radial bins containing
a xed number of star so that the uncertainty would be roughly equal in all bins. We opted for
20 bins, which yielded very small error bars (an order of magnitude smaller than the expected
mass-segregation value) for the observational data, while systematic errors dominate the error
budget for simulations.
6.3.2 Noise propagated from the normalization
We have seen from the previous section that counting noise arises when the mean main-sequence
mass of stars 〈m〉MS (R) is obtained either from observational star counts or from snapshots from
the simulations. Our mass-segregation indicator is dened as the difference between 〈m〉MS (R)
and its value at Rh, so Poisson uctuations at Rh may affect the normalization constant and thus
the whole mass segregation prole by shifting the graph of ∆m(ξ) either upwards or downwards.
To avoid this, we actually dened the mass segregation indicator in a slightly different way with
respect to Eq. 6.4:
∆m(ξ) = 〈m〉(ξRh) − 12δRh
∫ (1+δ)Rh
(1−δ)Rh
〈m〉(R)dR, (6.10)
essentially forcing the mean of ∆m(ξ) to be 0 in the interval [1 − δ, 1 + δ], instead of requiring
the function to be pointwise 0 in 1. We have explored two choices of δ, i.e. δ = 0.1 and δ = 0.2
and opted for the latter, even though the results did not differ much.
6.3.3 The effects of miscentering
If a wrong center of the cluster image is selected on the sky plane with respect to the true one,
where a peak of 〈m〉MS is expected, and the procedure for calculating 〈m〉MS (R) outlined in the
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previous sections is applied, a systematic error is introduced2. Let us call -R the distance vector
from the wrong center, -R the distance vector from the true center, and -5 the displacement of the
wrong center with respect to the true one. By using a wrong center, we will be calculating the
function
〈m〉MS (R) = 12pi
∫ 2pi
0
〈m〉MS
(√
R2 + 52 − 2R5 cos θ) dθ, (6.11)
where θ is the azimuthal angle about the wrong center, measured from the direction of -5. The
integral is an average over θ, which is required because we calculate 〈m〉MS (R) in circular bins
about the wrong center, thus summing contributions from all directions. By expanding to rst
order in 5/R we obtain
〈m〉MS (R) ≈ 〈m〉MS (R) − 12pi
∫ 2pi
0
d〈m〉MS
dR
∣∣∣∣∣R 5R cos θdθ = 〈m〉MS (R), (6.12)
so, to rst order in 5/R, miscentering introduces no error because the cosine integral over a
2pi angle vanishes. At large distances with respect to the size of the miscentering, then, the
systematic error becomes rapidly negligible and other sources of error dominate. In the case of
NGC 2298, the innermost radial bin used for computing 〈m〉MS has an average radius of about
0.1Rh i.e. of ≈ 5 arcsec. We have calculated the random error associated with the center-of-mass
determination by means of a bootstrapping procedure to be fractions of an arcsec, so 5/R ≈ 1/10,
allowing us to conclude that even in the innermost bin the miscentering error is negligible (of
order 1%) unless a systematic error in center determination is present.
6.3.4 The need for a self-consistent half-mass radius
In Eq. 6.4, ∆m(ξ) was normalized to the half-mass radius in order to provide a differential mea-
surement of mass segregation, which has the advantage of being robust against differences in
the global mass function. This introduces a dependence on the half-mass radius. How much
accuracy do we need in determining the half-mass radius, to avoid introducing a systematic er-
ror in the mass-segregation measurement? Let us compare the function ∆m(ξ) we obtain by
normalizing to Rh with the function ∆′m(ξ) obtained by normalizing to Rh + 5.
∆′m(ξ)−∆m(ξ) = 〈m〉(ξ(Rh + 5))− 〈m〉(Rh + 5)− 〈m〉(ξRh)+ 〈m〉(Rh) ≈
[d〈m〉
dR
∣∣∣∣∣
ξRh
ξ − d〈m〉dR
∣∣∣∣∣Rh
]
5
(6.13)
where the last step is a rst-order expansion in 5. The term [d〈m〉/dR]ξRh ξ is negative because
ξ > 0 and 〈m〉 is generally a decreasing function in the presence of mass segregation, so its
derivative is negative at any radius. For the same reason, the term − [d〈m〉/dR]Rh is positive. We
see that an inaccurate estimate of Rh has two effects, which tend to balace each other. From the
physical point of view, the latter term derives from the fact that by determining the normalization
constant −〈m〉(Rh) by looking at a radius Rh+5 that is larger than the true Rh, we subtract a smaller
constant than we should, given that 〈m〉 is a decreasing function of R. The former term, instead,
is more subtle, and depends on the fact that we assign a smaller ξ to a given R if we adopt the
wrong half-mass radius Rh + 5 > Rh and this produces an expansion along the abscissae of the
graph of ∆′m(ξ) with respect to that of ∆m(ξ). Because 〈m〉 is a decreasing function of R this
amounts to an increase of the value of ∆′ with respect to ∆m for a given ξ.
If we take
〈m〉(R) = m0
( R
Rh
)−α
, (6.14)
where m0 is a scale mass, then
∆′m(ξ) − ∆m(ξ) = 5Rhαm0
(1 − ξ−α) , (6.15)
2Of course what matters here is whether there is any systematic (or random) difference between the way
we obtain the center of simulated clusters and the way we obtain that of the observed cluster.
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and the relative error becomes[
∆′m(ξ) − ∆m(ξ)] /∆m(ξ) = −α 5Rh , (6.16)
so, for instance, to have a relative error in ∆m of at most 10% we must know Rh with an accuracy
of at least 10%/α.
We have shown that it is quite important to have a good measurement of Rh in order to con-
struct an accurate mass segregation prole. This is relatively critical, as literature values of half-
mass or half-light radii differ signicantly, are typically model-dependent, and are based on the
assumption that the mass-to-light ratio is constant with radius (which is correct only when mass
segregation is absent). Thus we opted for a re-calculation of the half-mass radius based only
on the star-count data we used to construct the mass-segregation prole. We self-consistently
calculated the half-mass radius of main-sequence stars in the simulations as well as in the ob-
servations, allowing an unbiased comparison of the normalized mass segregation proles. To
measure Rh we binned the star counts in radius and summed over the completeness-corrected
stellar mass, obtaining a surface-density prole, to which we applied the non-parametric spline-
smoothing algorithm described in Chap. 2.
6.3.5 Completeness varies with radius
Errors in estimating completeness may be problematic for our method. It is in particular the
radial dependence of completeness that needs to be as accurate as possible.
Here we illustrate the issue in the approximation where there are only two different stellar
masses, m1 and m2. In a bin at distance R from the center the observed numbers of stars are N1
and N2 and the correctly estimated completenesses are f1 and f2. The mean main-sequence mass
will be
〈m〉MS =
N1
f1 M1 +
N2
f2 M2
N1
f1 +
N2
f2
=
N1 f2
N2 f1 M1 + M2
N1 f2
N2 f1 + 1
, (6.17)
and the radial dependence of 〈m〉MS is determined only by the product of the functions
α(r) = N1N2 , (6.18)
and
β(r) = f2f1 , (6.19)
so a change in the completeness estimate has the same effect of a change in the relative numbers
of observed stars. We obtain
〈m〉MS = αβM1 + M2
αβ + 1 . (6.20)
Now let us dene
β′(R) = β(R)(1 + 5(R)), (6.21)
which corresponds to the function β which we would obtain under the hypothesis that we were
using a systematically wrong completeness correction. We notice that, to rst order,
5 =
β′ − β
β
=
f ′1 − f1
f1
+
f ′2 − f2
f2
, (6.22)
i.e. that 5 is the relative error on completeness. We then dene 〈m〉′MS using β′ and calculate
〈m〉′MS − 〈m〉MS
M0
=
M2 − M1
(αβ + 1)2 α5 <
M2 − M1
(α + 1)2 α5 <
M2 − M1
4 5, (6.23)
where we have expanded to the rst order in 5, and the second to last step is justied if M1 < M2
because then f2 > f1 and β > 1, and the last step because the maximum of the function x/(x + 1)2
is 1/4 for positive x. So the impact of a wrong completeness estimate is proportional to the mass
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baseline M2 − M1. The function 5(R) tends to 0 as R → ∞ because in the outskirts of the
cluster even the faint stars have high (≈ 1) completeness and a systematically wrong estimate of
completeness is then unlikely. Similarly to miscentering, then, the completeness error inuences
the prole in the center of the cluster only. With a relative error on completeness of 5 ≈ 10%
we can then expect an error in the mass segregation prole of at most 0.6/40 ≈ 0.015M# with
M1 = 0.2 M# and M2 = 0.8 M#. This is of order of the random error bars on the datapoints of
NGC 2298, which is in part due to the two inequalities in Eq. 6.23, but still completeness must be
included in the study and especially its radial variation must be determined with high precision.
6.4 Mass segregation of NGC 2298
The study of mass segregation in NGC 2298 with the aim of preliminarily excluding or sug-
gesting the presence of an IMBH is one of the original contributions of this PhD thesis. In the
following, an explanation based on the Pasquato et al. (2009) paper is provided.
6.4.1 The data
The main sequence stars of NGC 2298 were observed using HST Advanced Camera for Surveys
(ACS) in the F606W band (roughly equivalent to the V-band in the UBVRI photometric system)
and F814W band (roughly equivalent to the I-band). The images were obtained under the HST
GO-10775 program entitled “An ACS Survey of Galactic Globular Clusters” (Principal Inves-
tigator: Ata Sarajedini) and reduced by de Marchi & Pulone (2007). The observational eld
covers an area of 3.4 · 3.4 arcmin2 around the cluster center, extending to more than twice the
cluster’s half-light radius, which is 46.8 arcsec according to Harris (1996). The negative image of
NGC 2298 through the F606W lter of ACS is reported in Fig. 6.1, reproduced from de Marchi
& Pulone (2007). The faintest stars included in the study are 0.2 M# and have a completeness
above 50% in the cluster core. Fainter stars, for which the completeness drops below 50%, are
excluded from the study. Approximately 11000 sources are identied as main-sequence stars
and used in our analysis.
It was shown by de Marchi & Pulone (2007) that the contamination of NGC 2298 stars by
background sources is negligible. We assume a distance modulus of 15.15 which corresponds to
a distance of about 12.6 kpc. We adopt the reddening value from the Harris (1996) compilation
of E(B−V) = 0.14. The mass-luminosity relation from Baraffe et al. (1997) was used to translate
the magnitude of main-sequence stars to mass, assuming a metallicity [Fe/H] = −1.85 (Harris
1996).
6.4.2 Results
Fig. 6.2 shows a plot of the mass-segregation indicator ∆m(R) obtained from the observations
of NGC 2298 compared to the prediction from the simulations. The observed mass segregation
prole ∆m(ξRh), is plotted against ξ = R/Rh (red points with errorbars joined by red lines).
The normalization is carried out as described in Sect. 6.1. The observational data show a clear
radial decrease of the mean main-sequence mass, which drops by ≈ 0.15 M# from the central
value to the periphery of the eld of view. Given that the global mean main-sequence mass is
about 0.5 M#, this corresponds to a variation of ≈ 30%. To the best of our knowledge, this
is the rst time that a mass segregation indicator dened as in Sect. 6.1 is measured from star
counts in a GC, quantifying mass-segregation in a standardized way in order to compare with
predictions from simulations. Fig. 6.2 reports also the predictions from our simulations with
an IMBH (blue shaded area) and without an IMBH (green shaded area). The shaded areas
are constructed as follows: for each snapshot corresponding to a simulation with an IMBH,
we have computed the mass segregation prole ∆m(ξRh) exactly in the same way as we did
for the observations. We obtained as many different curves as the number of snapshots we
considered. This ensemble of curves resulted, for any value of ξ, in a set of values of ∆m(ξRh).
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Figure 6.1: NGC 2298 ACS eld (negative image) from de Marchi & Pulone (2007).
The image is taken in the F606W band. The superimposed circles are the contours of
the areas in which de Marchi & Pulone (2007) subdivided the eld in order to study
the radial behavior of the mass function.
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We took the mean µ∆m(ξ) and the standard deviation σ∆m(ξ) of this set on a ne grid in ξ, thus
obtaining the four curves µ∆m(ξ)±σ∆m(ξ) and µ∆m(ξ)± 2σ∆m(ξ) which are reported in the plot as
dashed lines (1-σ contours) and solid lines (2-σ contours) which delimit the blue 1-σ and 2-σ
shaded areas. For the simulations without an IMBH we followed exactly the same procedure,
obtaining the green 1-σ and 2-σ shaded areas. It is clear from the plot that simulations with an
IMBH predict in the average a lower degree of mass-segregations than those without an IMBH,
deviating from them especially in the center of the cluster. Still, some overlap is present, due
to the fact some snapshots from simulations containing a fraction of primordial binaries but no
IMBH have a lower mass-segregation than some snapshots from simulations without binaries
but with an IMBH. This is due to random uctuations depending mainly on counting noise in
the simulations. This effect is less severe if only simulations with 3.2 × 104 stars are considered.
The data-points for NGC 2298 lie within one observational errorbar from the 1-σ contours
dened by snapshots without a black hole (green shaded area). The simulations are able to
correctly reproduce the observed mass-segregation prole. This result is by no means trivial, and
supports the view that N-body simulations are correctly modeling the collisional processes that
produce mass segregation. On the other hand the simulations that contain a black-hole of about
1% of the total mass of the cluster are unable to reproduce the mass-segregation behavior of NGC
2298. The two innermost datapoints lie well above the 2-σ contour dened by these simulations
(upper boundary of the blue shaded area). This rejection of the IMBH hypothesis is made even
stronger if we look at the inset in Fig. 6.2, where the upper envelope of all curves from snapshots
containing an IMBH is plotted, i.e. max [∆m(ξRh)]. Even in this case, the datapoints lie above
the curve, showing that even the snapshots with an IMBH with the highest mass segregation
cannot reproduce the observations.
From a conservative analysis of the errors on the observational data and on the simulations
we conclude that the IMBH hypothesis can be excluded to ≈ 3σ in NGC 2298. Given that
the mass of the IMBH in the simulations is ≈ 1% of the total cluster mass, and NGC 2298 is
estimated to be 3.09 ·104M# (McLaughlin & van der Marel 2005), we can infer a 3-σ upper limit
to the mass of a central IMBH in NGC 2298 of ≈ 300 M#.
Fig. 6.3 shows the 1-σ and 2-σ contours of simulations with 3.2×104 stars and no primordial
binaries only. The time at which these shaded areas were computed is t = 16trh instead of the
7 − 9 trh used in Fig. 6.2. At this advanced dynamical time the mass-segregation prole is still
similar to that obtained at those earlier times, showing that a steady-state in the amount of mass
segregation is reached. This is in agreement with the ndings of Gill et al. (2008). Moreover, at
t = 16trh the simulations are able to correctly reproduce also the global mass function of NGC
2298, as shown in Fig. 6.4.
6.5 Mass segregation of M10
6.5.1 The data
While in the case of NGC 2298 the ACS eld was large enough to cover the cluster to 2Rh, for M
10 the use of two datasets, from ACS and WFPC2 is necessary. The ACS dataset was obtained
as part of the HST GO-10775 program entitled “An ACS Survey of Galactic Globular Clusters”
(Principal Investigator: Ata Sarajedini) (Sarajedini et al. 2007) and extends from the cluster
center to its nominal half-light radius of ≈ 110 arcsec (Pasquato & Bertin 2010). The exposures
were obtained in the F606W and F814W lters, as in the case of NGC 2298. The WFPC2 dataset
consists of images in the F606W and F814W bands of the WFPC2 camera, taken during Cycle 5
(Proposal 6113, Principal Investigator: Francesco Paresce). The WFPC2 eld is located about 3
arcmin, from the cluster center, allowing to obtain star counts to ≈ 2Rh. Figure 6.5 shows a map
of the M10 dataset we adopted, from Beccari et al. (2010). The photometric data were reduced
by Beccari et al. (2010).
The adopted distance modulus to M10 is (m − M) = 14.21 and the adopted reddening is
E(B − V) = 0.26. These quantities were directly determined from the color-magnitude diagram
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Figure 6.2: Observational mass segregation prole of NGC 2298 compared to predictions from N-body simu-
lations. The red points are the values of ∆m = 〈m〉(ξRh) − 〈m〉(Rh) measured in each radial bin. The abscissae are
the values of ξ associated to each radial bin. The 1-σ errorbar is indicated. Each snapshot from the simulations has
been treated in the same way as the observational star-counts, producing a curve similar the red one. All the curves
deriving from simulations with an IMBH have been pooled together by taking their pointwise 1-σ (blue, dashed
line) and 2-σ envelopes (blue, solid line). Similarly for simulations without an IMBH, giving rise to the green 1-σ
(dashed line) and 2-σ envelopes (solid line). The simulations and the observations all show a decreasing behavior
with radius, i.e. some mass segregation is always present. The observations fully lie within one observational error-
bar from the green 1-σ envelope, which shows that simulations without an IMBH are remarkably good at predicting
the radial mass-segregregation of NGC 2298. The 2-σ envelope of the simulations with an IMBH, instead, is too
low at small radii to be able to accomodate the data. The two innermost datapoints lie at a distance larger than two
errorbars from it. The inset shows a stricter test against the IMBH hypothesis: the blue surface is the outer envelope
of the curves from all the snapshots with an IMBH: its upper boundary is the pointwise maximum of all such curves.
It is evident that it still falls short of the observations, providing a strong case against an IMBH in NGC 2298.
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Figure 6.3: Same plot as Fig. 6.2, but including only simulations with 3.2×10 4 stars and
no primordial binaries and obtained at time t = 16t rh instead of 7−9 trh. The separation
between the IMBH (blue shaded area) and the no-IMBH prediction (green shaded area)
is even more clear than in Fig. 6.2, but the overall shape of the curves obtained from the
simulations is roughly the same, proving that a quasi steady-state is achieved in mass
segregation after the initial relaxation. At this advanced dynamical time the simulations
without an IMBH not only reproduce the observed mass-segregation prole of NGC
2298, but also its global mass function (see Fig. 6.4)
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Figure 6.4: Comparison of the observed global mass function of NGC 2298 with the
expectations from simulations at t = 16trh. The red histogram is obtained from all
stars contained in the maximal circular sector that lies within the ACS eld, i.e. it is a
global mass function in that it does not depend on the radial distance from the cluster
center. In this case no completeness correction has been applied, but the simulations
have been treated consistently by randomly eliminating stars to simulate the effects of
incompleteness. Qualitatively it is clear that the green histogram (simulations without
an IMBH) correctly reproduces the observed mass function of NGC 2298, while the
blue histogram (simulations with an IMBH) fails at that. This result lends further
support to the rejection of an IMBH, but is also proof that, with a correct choice of
the dynamical time at which the comparison is made, the no-IMBH simulations can
reproduce the observed global mass function.
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Figure 6.5: Map of the M10 dataset from Beccari et al. (2010). The central eld is the
ACS eld. TheWFPC2 eld lies on the lower right. The regions marked with a number
correspond to different bins in which the completeness correction has been calculated
by Beccari et al. (2010).
of M10 obtained by our data. As in the case of NGC 2298, the masses of main sequence stars
were determined from the magnitudes using the evolutionary tracks of Baraffe et al. (1997).
The faintest stars we include in our study are 0.26 M# in mass, at the 50% completeness
limit in the cluster core. This results in a slightly shorter interval in mass than that considered in
the case of NGC 2298, reducing our ability to discriminate between the IMBH and the no-IMBH
case.
6.5.2 Results
The mass segregation indicator was calculated and plotted as a function of radius as in the case of
NGC 2298. Here a smaller interval in mass (from 0.26 M# to 0.8 M#) was available. This is due
to the higher degree of crowding in the central regions of M10, and results in a reduced ability
to distinguish between the IMBH and the no-IMBH case. Figure 6.6 shows a comparison of the
observational mass-segregation prole of M10 with the predictions from N-body simulations.
The observational error bars are smaller with respect to NGC 2298 because a factor ≈ 4 more
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stars was included. The simulations have larger 1-σ and 2-σ contours than in the NGC 2298 case
because the higher low cutoff in mass reduces the number of stars included in the analysis of the
simulations. Also the mass-segregation signal, i.e. the difference between the central value of the
mean main-sequence mass and the value at the half-mass radius is smaller (≈ 0.07 M# instead
of ≈ 0.09 M# for the observations).
Even better than in the case on NGC 2298, the green, 1-σ no-IMBH contour, fully encom-
passes the observational data. But the data lie also within the blue 2-σ contour, so it is impossible
to exclude the presence of an IMBH. Most of the variance of the simulations, i.e. the size of the
green and blue envelopes, is due to the fact that different simulations include systematically dif-
ferent ingredients, such as a different IMF and binary fraction. In particular, the lower part of
the green envelope is dened by the simulations with 10% primordial binaries. Binary stars, as
explained in Chap. 5, have two effects that reduce the observed mass-segregation. Dynamically,
they provide energy to the cluster, thus acting in a similar way as the IMBH does. Visually, they
are segregated in the cluster core because of their higher mass, but their least luminous compo-
nent gives virtually no contribution to the overall luminosity, so they appear as low-mass stars
which lie in the core, contrary to the expectations from mass-segregation. So it is reasonable that
the more binaries are present in a simulation, the less mass segregation is observed. Figures 6.7
and 6.8 show the comparison of the mass-segregation indicator predicted by a run with 3% and
5% primordial binaries, Miller & Scalo (1979) IMF and 3.2×104 stars with the run with the same
IMF and number of particles, but only single stars and an IMBH of 1% the total cluster mass. In
the study on NGC 2298 we included either simulations with a 10% primordial binary fraction,
or with single stars only. More simulations with intermediate values (1%, 3%, and 5%) of the
primordial binary fraction have been run to better understand the effects of a binary population
in M10. It is clear in this case that the data are better predicted by the simulations without an
IMBH, but it emerges that there is a degeneracy between the presence of a dynamically signi-
cant amount of hard binaries and that of an IMBH. This can be seen as a hindrance to the use of
the mass segregation method in clusters such as M10 where a sizeable population of binaries is
expected from photometric measurements such a main-sequence broadening (for a description
of the method see Sollima et al. 2007), but opens the way to a dynamical measurement of the
binary fraction in GCs which could lead to an independent technique of measurement of this
quantity.
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Figure 6.6: Observational mass segregation prole of M 10 compared to predictions
from N-body simulations. The red points are the values of ∆m = 〈m〉(ξR h) − 〈m〉(Rh)
measured in each radial bin. The abscissae are the values of ξ associated to each radial
bin. The 1-σ errorbar is indicated. The 1-σ (dashed line) and 2-σ envelopes (solid
line) have been obtained for the IMBH (blue) and no-IMBH (green) simulations in the
same way as in the case og NGC 2298, except for the different cutoff in mass. The
observations fully lie in the green 1-σ envelope, which shows that simulations without
an IMBH are remarkably good at predicting the radial mass-segregregation of M 10.
Contrary to what happens to NGC 2298, here the simulations with an IMBH are also
compatible (within 2-σ) with the observed datapoints, so the strong result (upper limit
to the IMBH mass) obtained for NGC 2298 cannot be obtained here.
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Figure 6.7: Observational mass segregation prole of M 10 compared to predictions
from N-body simulations with an IMBH and no primordial binaries, 3.2 × 10 4 stars,
Miller & Scalo (1979) IMF (blue), and with no IMBH and 3% primordial binaries,
3.2×104 stars, Miller & Scalo (1979) IMF (green). The simulations with 3% primordial
binaries appear in good agreement with the observations, while those with an IMBH
can be excluded to ≈ 2-σ.
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Figure 6.8: Observational mass segregation prole of M 10 compared to predictions
from N-body simulations with an IMBH and no primordial binaries, 3.2 × 10 4 stars,
Miller & Scalo (1979) IMF (blue), and with no IMBH and 5% primordial binaries,
3.2×104 stars, Miller & Scalo (1979) IMF (green). The simulations with 5% primordial
binaries appear in even better agreement with the observations than those with 3%
primordial binaries (see Fig. 6.7), while those with an IMBH can be excluded to ≈ 2-σ.
Chapter 7
Conclusions and future
prospects
7.1 Conclusions
We obtained model-independent structural parameters for galactic and extragalactic GC surface-
brightness proles using a novel method presented in Chap. 2. These parameters include inte-
grated apparent magnitude and absolute magnitude, fraction-of-light radii for the fractions 10%,
20%, ..., up to 90%, average surface brightness within the half-light radius, and a model-free
concentration measurement. The parameters were obtained by spline-smoothing the observa-
tional surface-brightness proles of GCs. This removes the need for tting a model (such as
King 1966) to the surface-brightness prole, so that we do not have to rely on the physical as-
sumptions associated with a specic model.
We analyzed the multivariate dataset of model-independent GC structural parameters using
direct visualization techniques and dimensionality reduction techniques. The systematic visual-
ization of the dataset by means of bivariate scatterplots suggests the existence of several correla-
tions between structural parameters, which are conrmed by quantitative testing (see Chap. 3).
We nd that fraction-of-light radii are essentially a two-dimensional dataset: one of the two
eigenvectors obtained by principal component analysis corresponds to the overall size of the
GC, while the second coordinate is a shape factor, which is a non-parametric measure of clus-
ter concentration. It is usually assumed that the shape of GC surface brightness proles can
be parametrized using a single variable, but we have shown it here without resorting to models
which make this assumption in the rst place.
The model-free parameters were used to study GC scaling laws, i.e. the GC fundamental
plane and the GC fundamental line. The use of model-independent parameters is important in
this setting, because the fundamental plane is often regarded as a consequence of virialization
(see Chap. 4 for a critical discussion). Using parameters obtained by tting virialized models
to GC surface-brightness proles for studying this law is then risky, because it can in principle
result in a logical loophole. We conrm the existence of a GC fundamental plane and derive the
numeric values of its coefficients with associated errorbars. The best-t fundamental plane has
signicant tilt with respect to the naive-virial expectation. While part of this tilt can be explained
by a dependence of mass-to-light ratio on cluster structural parameters, the data support the
interpretation in which most of the tilt is due to systematic non-homology of GC dynamical
structure. The fundamental plane of GCs has a relatively large scatter, which is explained in
part by a fourth-parameter correlation with the central slope of the surface-brightness prole.
This nding suggests that the phenomenon that is responsible for cuspy GC proles inuences
also the fundamental plane, and is relevant to the IMBH issue because IMBHs are one of the
possible causes of cuspy proles. We also nd that obtaining a stable t for a fundamental
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plane is difficult because the GC datapoints actually cluster around a line in the (SBe, logRe,
logσ) parameter space. This line appears, in projection, as a relation between SBe and logRe on
the photometric plane dened by these two variables. This allows us to study the fundamental
line on a large sample of GCs, including also extragalactic GCs which have no spectroscopic
measurements. We nd that the scatter about the fundamental line depends on cluster dynamical
age, i.e. on age measured in terms of the cluster relaxation time.
Our model-independent approach was also applied to simulated clusters to determine their
half-mass radii in a consistent way with respect to the observational procedure. This was useful
in the development of a framework for the comparison of simulations and observations of GCs,
which resulted in the mass-segregation method for IMBH ngerprinting explained in Chap. 6.
Direct N-body simulations of GCs containing 16 × 103 to 64 × 103 particles were run, following
the evolution of simulated clusters from the initial conditions to dissolution. The simulations
contained a full spectrum of stellar masses, various primordial binary fractions (spanning the
0%-10% range), and tidal force from the host galaxy. Based on these simulations, the IMBH
ngerprinting method was applied to NGC 2298 and to M10. We found an upper limit of 300
M# for the mass of an IMBH hosted by the former GC, and a degeneracy between the presence
of a 5% binary fraction and an IMBH of 1% of the cluster mass in the latter GC.
7.2 Future prospects
7.2.1 Further application of the mass-segregation method
The mass segregation method described in Sect. 6 is readily applicable to several dynamically
relaxed clusters. When tuned by taking into account the binary fraction of cluster stars, it has
the potential for becoming an extremely powerful tool for preliminary IMBH detection. The
framework for studying mass segregation which we contributed to develop in the present thesis
can also be useful to measure the dynamical effects of a binary population, serving as a comple-
ment to photometric, main-sequence broadening methods to estimate the binary fraction. The
number of GCs to which the method can be applied is limited by physical factors (applicability
of the simulations to describe cluster dynamics) and by the availability of HST data. Figure 7.1
shows a plot of Galactic GCs in the plane (log(Rt/Rh), log Th), where Rt is the cluster tidal radius
(from King (1966) model tting), Rh is the projected half-light radius, and Th is the half-light
relaxation time. The clusters with a value of Rt/Rh smaller than 10 were considered too tidally
disturbed by Gill et al. (2008) to be well described by the simulations, which are carried out
under the assumption that the tidal force is weak. This limit is very conservative and NGC 2298
(red square to the left of the vertical dotted line which represents the limit) slightly breaks it,
even though this was not considered an issue in Pasquato et al. (2009). The other red square
represents M10. For ensuring a good relaxation we require Th < 1 Gyr (horizontal dotted line in
the plot). The number of clusters which satises both conditions is ≈ 30 (full black squares in
the plot), which is about 20% of the Galactic GC population. Of course not all of these clusters
have suitable data, i.e. HST-quality imaging that covers the core with at least 50% completeness
on 0.2-0.3 M# stars and reaches to ≈ 2 Rh, but from a preliminary estimate about 10 do. In the
following year we plan to extend our mass-segregation analysis to as many clusters as possible,
in order to put upper limits to IMBH masses on as large a sample of GCs as possible.
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7.2.2 GCs as a multivariate dataset
Exploring the dataset of Galactic (and possibly extragalactic) GCs with the mindset and tools of
a statistician has the potential for revealing interesting patterns which are otherwise difficult to
discover. In this thesis, the number of GC parameters that we focused on is limited. In particular,
we concentrated on structural parameters obtained from our model-independent treatment of the
surface-brightness proles. A large number of other parameters is available, e.g. those obtained
from the color-magnitude diagram. Extending our direct-visualization approach to these param-
eters may lead to a deeper understanding of the relationships between the structure of GCs, i.e.
how stars are arranged in (phase-)space, and the properties of the stellar population.
7.2.3 A catalogue of model-independent GC structural parameters
The model-independent structural parameters obtained in Chap. 2 (see tables 2.1 and 2.2), along-
side with model-independent concentration indicators, will be published in the form of an elec-
tronic catalog. This will allow easy access to these data to anyone who wants to use GC struc-
tural parameters that are not dependent from tting King (1966) or other models to GC surface-
brightness proles. In particular, the use of model-independent concentration measurements will
allow to treat so-called post-core-collapse GCs in the same way of at-core GCs, without resort-
ing to arbitrary choices for the concentration parameter c. This parameter, which is obtained
from King (1966) model tting, is usually set equal to 2.5 for clusters which have a central
surface-brightness-prole cusp.
7.2.4 Using N-body simulations to study GC scaling laws
In Sect. 4, we have shown that the scatter about the fundamental-line relation is correlated with
dynamical age, i.e. age measured in terms of the relaxation time. This result suggests that GC
scaling laws are affected by collisional dynamical evolution. By using the simulations described
in Sect. 6, plus additional simulations that we are going to run in the near future, we plan to
attack the problem of how exactly dynamical evolution affects the fundamental plane and the
fundamental line of GCs, both in the presence and in the absence of a central IMBH.
Appendix A
King models
A.1 King (1966) models
King (1966) models are phase-space distribution functions that solve the collisionless Boltzmann
equation. The distribution f is a function of particle energy only. In the following we will
consider only the equal-mass King (1966) models, so we will work with the energy per unit
mass, which we will indicate with E. Since energy is an integral of motion, so is f . The models
are obtained by modifying the isothermal distribution
f (E) = Ae−aE , (A.1)
where A and a are constants, and E is the energy of a particle. Equation A.1 formally holds
also for perfect gases of temperature T , where E = mv2/2, and in that setting the parameter
a would equal 1/kT . For a cluster of self-gravitating stars, E has a different form and this
interpretation no longer holds, but by analogy we can expect a to be related to the amount of
thermal motion present in the cluster, which can be measured using the velocity dispersion of
stars. The parameter A is instead a normalization constant, which will be related to the scale
mass of the system.
It is clear from Eq. A.1 that f is nonzero for arbitrarily high E, i.e. in an isothermal sphere,
stars of arbitrarily high (positive) energy are allowed to exist. If a cluster has a nite mass M and
size R these particles are unbound, as they can reach innity with residual energy. King (1966)
modies the isothermal sphere to get rid of particles above an energy cutoff Et . This cutoff will
indirectly determine the size of the cluster by deciding which particles remain bound and are
therefore included in the description provided by f . The modied form of Eq. A.1 proposed by
King (1966) is
f (E) =
{ A (e−aE − e−aEt ) E < Et ,
0 E ≥ Et (A.2)
which is essentially an isothermal distribution truncated for energies above the cutoff energy Et .
For this reason King (1966) models are often called truncated or lowered maxwellians. King
(1966) models are spherically symmetric, because the distribution function depends only on
energy, which is a scalar, and no external potential is introduced that breaks the simmetry. Thus
both E and f depend only on the radial distance r of a particle from the center of the cluster and
on the modulus of particle velocity v. In order to express f in terms of positions and velocities,
we need to know E(r, v). We can write
E = 12 v
2 + φ(r), (A.3)
where φ(r) is a potential that must be determined self-consistently, i.e. it has to be produced by
the density distribution associated to f . It must then solve the Poisson equation
∇2φ = 4piGρ, (A.4)
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where
ρ =
∫
f d3v, (A.5)
Sperical simmetry allows to simplify both Eq. A.4 and Eq. A.5, which become
1
r2
d
dr
(
r2 dφdr
)
= 4piGρ, (A.6)
and
ρ = 4pi
∫ √2Ψ/a
0
f v2dv, (A.7)
where Ψ = a(Et − φ(r)) is named the dimensionless escape energy because Et − φ(r) is the
escape energy of a particle at distance r from the center of the cluster. The integral is extended
to √2Ψ/a because any particle with v greater than this quantity has kinetic energy greater than
Ψ/a and is therefore above the escape energy for its distance r. The distribution function f is
0 by construction for such particles. The locus over which the escape energy is 0 is a spherical
surface in three space, whose radius rt is obtained by solving the equation
Et − φ(rt) = 0, (A.8)
so Et = φ(rt). We wil see later that φ(r) is a (negative) increasing function of r, so the escape
energy at any r > rt is less than 0: the radius rt is the boundary of the cluster. At this point we
can introduce the following variable substitution in Eq. A.7
u = 12av
2, (A.9)
obtaining
ρ(r) = 4piA
√2
a3/2 e
−aφ(rt )
∫ Ψ
0
(
e−ueΨ − 1) u1/2du = 8piA3 e−aφ(rt )eΨγ
(5
2 ,Ψ
)
, (A.10)
where γ is the lower incomplete Euler gamma function
γ(p, x) =
∫ x
0
tp−1e−tdt. (A.11)
In Eq. A.10 we have written ρ(r) as a function of Ψ(r). We go back to Eq. A.6 and substitute
there, obtaining
1
r2
d
dr
(
r2 dΨdr
)
= −4piGaAˆeΨγ
(5
2 ,Ψ
)
, (A.12)
where
Aˆ = 8pi3 Ae
−aφ(rt), (A.13)
so at this point another substitution proves helpful:
ξ = r
√
4piGaAˆ, (A.14)
which we can write in a more compact way as ξ = r/λ by introducing
λ =
1√
4piGaAˆ
, (A.15)
thus obtaining the dimensionless form of the Poisson equation
1
ξ2
d
dξ
(
ξ2
d
dξΨ
)
= −eΨγ
(5
2 ,Ψ
)
, (A.16)
where
Ψ(ξ) = a (φ(rt) − φ(λξ)) . (A.17)
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Equation A.16 is a second-order ordinary differential equation, that can be solved for Ψ(ξ)
given two initial conditions on Ψ. The most common choice is to set{
Ψ(0) = Ψ0
dΨ
dr (0) = 0
(A.18)
Setting the derivative to 0 at ξ = 0, i.e. at the center of the cluster, has the following physical
interpretation. Equation A.17 can be derived with respect to ξ, yielding
dΨ
dξ = −aλ
dφ
dr = aλ-g · rˆ, (A.19)
where -g is the gravitational acceleration at the center of the cluster. So if we set dΨ/dr(0) = 0,
we are forcing the radial acceleration of particles in the center to be 0. This is a reasonable
approximation if there is no central concentration of mass, in the form e.g. of a density cusp or
of an IMBH. The standard King (1966) models do not take into account these ingredients, thus
sticking to the conditions set in Eq. A.18.
The parameterΨ0 governs the shape of the function resulting from the integration of Eq. A.16.
Using Eq. A.17 we see that it is essentially the depth of the potential well in the center of the
cluster with respect to the cutoff radius.
Given a solution of Eq. A.16 with conditions A.18, the mass density can be calculated as
a function of radius using Eq. A.10. We can solve Eq. A.16 using standard numerical methods
such as Runge-Kutta. Before plotting the resulting density distribution, though, we introduce a
more convenient scale length than λ, the King (1966) scale radius:
r0 =
3√
eΨ0γ
( 5
2 ,Ψ0
)λ. (A.20)
It can be shown that, for high Ψ0, the radius rc at which the projected density reaches to half
its central value tends to r0. This radial scale is widespread in the observational literature and is
sometimes confused with the model-dependent r0. The three-dimensional and two-dimensional,
sky-projected density distributions of King (1966) models are plotted in Fig. A.1 and Fig. A.2
as a function of either the three-dimensional r/r0 or the projected R/r0 for a selection of values
of Ψ0. Alongside with r0, which as a scale radius sets the overall size of the King (1966) model
GC, another useful dimensional quantity can be dened, the central density
ρ0 = AˆeΨ0γ
(5
2 ,Ψ0
)
, (A.21)
which is obtained by substituting Ψ0 in Eq. A.10.
A dimensionless parameter equivalent to Ψ0 that is used very frequently especially in the
observational literature is the concentration parameter c. It is dened as
c = log
( rt
r0
)
, (A.22)
and can be proven to be in a one-to-one relation withΨ0. An approximate formula for the relation
that is accurate to within 10% for Ψ0 in the 1-12 range is
c = 14Ψ0. (A.23)
When the radius r0, the density ρ0 and the central dimensionless potential Ψ0 (or the con-
centration parameter c) are specied, a King (1966) model is uniquely determined. If the light in
GCs is assumed to trace the mass, i.e. if a constant mass-to-light ratio as a function of radius is
assumed, then a King (1966) model density prole can be t to the observed surface brightness
by determining a best-t Ψ0, r0 and ρ0. Fig. A.3 shows an example of such a t taken from
McLaughlin & van der Marel (2005), where also the line-of-sight velocity dispersion prole
predicted from the model (see below) has been compared with the observations.
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We dene the squared velocity dispersion as
σ2(-r) =
∫
f (-r,-v)v2d3v∫
f (-r,-v)d3v =
∫
f (-r,-v)v2d3v
ρ(-r) , (A.24)
and, in the case of a spherical model (like the King (1966) ones) this simplies to
σ2(r) =
∫
f (r, v)v24piv2dv
ρ(r) . (A.25)
The velocity dispersion along the direction z (e.g. the line-of-sight direction) is instead
σ2z (r) =
∫
f (r, v)v2z4piv2dv
ρ(r) , (A.26)
but v2 = v2x + v2y + v2z and because of isotropy,∫
f (r, v)v2i 4piv2dv
ρ(r) =
∫
f (r, v)v2j4piv2dv
ρ(r) (A.27)
∀i, j so σ2z (r) = 1/3σ2(r). Now for a King (1966) model it can be shown (based on the previous
results) that
σ2(r) =
6γ
( 7
2 ,Ψ
)
5aγ
( 5
2 ,Ψ
) , (A.28)
so the central value (r = 0) of the line-of-sight velocity dispersion is
σz(0) =
√√ 2γ ( 72 ,Ψ0)
5aγ
( 5
2 ,Ψ0
) , (A.29)
which can be inverted to obtain
a =
2γ
( 7
2 ,Ψ0
)
5σ2z (0)γ
( 5
2 ,Ψ0
) , (A.30)
which reminds us of the analogy with perfect gases, where a = 1/kT . I.e., 1/a is proportional to
the “temperature” of the system, as measured by the (central) velocity dispersion.
A.2 King (1962) models
Simplied analytical expression which share the key properties of King (1966) projected density
proles exist, which are known as empirical King models. These models are just photometric
tting formulae, as opposed to dynamical models such as King (1966). They have an approxi-
mately constant-density core of projected radius Rc and a cut-off radius Rt. These models are still
used sometimes as a quick alternative to tting a full King (1966) model. They are obtained by
King (1962) and describe the projected luminosity density I(R) (or the number density of stars,
if applied to star counts) as
I(R) = k
 1√1 + (R/Rc)2 − 1√1 + (Rt/Rc)2
2, (A.31)
which drops to 0 at R = Rt and produces a core behavior for R < Rc as anticipated above.
Similarly to King (1966) models, these models are specied by the three parameters Rc, Rt/Rc
and k, with logRt/Rc conceptually similar to the King (1966) concentration coefficient.
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Figure A.3: Fit of the surface-brightness prole of ω Cen (upper panels) with a King
(1966) model (dotted line). The other lines correspond to alternative models, i.e. a
cored power-law (dashed line) and a Wilson (1975) model (solid line). The lower pan-
els show the t to the kinematics of the cluster (stellar line-of-sight velocity dispersion
at a given distance from the center) for the best-t mass-to-light ratio inferred for a
King (1966) model (dotted line) and for the other two models. The left panels are log-
arithmic plots, the right panels are linear plots. The use of the linear scale makes the
differences between the models and the data more evident, especially in the outer parts
of the prole. From McLaughlin & van der Marel (2005).
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Appendix B
Relaxation time
We follow the heuristic analysis of Bertin (2000), p. 72, in deriving the relaxation timescale
of a stellar system. A star moving with an initial velocity v∞, will acquire a deection velocity
∆v⊥ perpendicular to the direction of v∞ during each two-body encounter. The time it takes the
cumulative deections to reach a (∆v⊥)2 ≈ v2∞ is the relaxation time. Thus we calculate it as
tr =
v2∞∫ bmax
bmin ∆v
2⊥(b)2piv∞nbdb
, (B.1)
where b is the impact parameter for a deection and n is the average number density of eld
stars which are responsible for the deection. The number of encounters per unit time which
have b as an impact parameter is given by the volume swept per unit time by the circular crown
of inner radius b and outer radius b + db, times the number density of stars. The area of the
circular crown is 2pib and it moves with velocity v∞, so the swept volume is 2piv∞bdb and the
number of encounters is 2piv∞nbdb. Each encounter produces a deection velocity ∆v⊥(b) which
is a function of the impact parameter b. We are thus summing all these deection velocities in
quadrature, essentially treating them as independent perturbations. We note in passing that if n
is uniform, for simmetry reasons the sum
∆v⊥net =
∫ bmax
bmin
∆v⊥(b)2piv∞nbdb (B.2)
must vanish.
Now a reasonable form of ∆v⊥ is
∆v⊥ ≈ 2Gmbv∞ , (B.3)
which yields
tr =
v3∞
8pinG2m2 ln bmax/bmin . (B.4)
The extremes of the integrals are bmin, which we can think of as the minimum impact param-
eter for which it is reasonable to use Eq. B.4 and bmax which is the size of the cluster. We see
that if either bmin = 0 or bmax = ∞ a divergence would arise.
Let us now consider a virialized cluster, for which
v∞ =
√
GM
R , (B.5)
where M is the total mass of the cluster and R a scale radius. If we take n to be the average
number density of the cluster,
n = M4
3mpiR3
(B.6)
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then, and by substituting into Eq. B.4 and using the numeric values of the constants, we obtain
tr =
8.9 × 105yr
log(0.4N)
(1M#
m
) ( M
M#
)1/2 ( R
1pc
)1/2
, (B.7)
where N is the total number of stars in the system.
Appendix C
Virial theorem
The virial theorem is a relation between the mean value (over time) of kinetic and potential
energy in a mechanical system. It holds if the potential energy is a homogeneous function of
the generalized coordinates. In the following we dene what a homogeneous function is and we
prove the theorem.
A function f : Rn → R is homogeneous of degree k if
f (αx1, ...,αxn) = αk f (x1, ..., xn) (C.1)
for some k ∈ R and for every α, x1, ..., xn ∈ R. The Euler theorem holds for homogeneous
functions:
f = 1k
n∑
i=1
xi
∂ f
∂xi
. (C.2)
Kinetic energy T is a quadratic function of velocity, so it is homogeneous of degree 2, and the
Euler theorem implies that
T = 12
n∑
i=1
vi
∂T
∂vi
, (C.3)
and, using integration by parts, we obtain
T = 12
 ddt
n∑
i=1
xi
∂T
∂vi
−
n∑
i=1
xi
d
dt
∂T
∂vi
 . (C.4)
Now if T = 1/2∑ni=1 miv2i (as is the case in cartesian coordinates) we can rewrite the rst term in
the second-hand side as
d
dt
n∑
i=1
xi
∂T
∂vi
=
d
dt
n∑
i=1
ximivi =
1
2
d2
dt2
n∑
i=1
mix2i =
1
4
d2
dt2 trI, (C.5)
where I is the tensor of inertia of the system. The tensor of inertia summarizes the shape of the
mass distribution of the system. Its trace is the sum of its eigenvalues and thus is the sum of
the three principal moments of inertia of the system. If the system changes its shape without
acceleration, i.e. if the second derivative of trI vanishes, Eq. C.4 becomes
T = −12
n∑
i=1
xi
d
dt
∂T
∂vi
. (C.6)
The Euler-Lagrange equations of motion for the system state that
d
dt
∂T
∂vi
= −∂U
∂xi
, (C.7)
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which we can substitute into Eq. C.6, obtaining:
T = 12
n∑
i=1
xi
∂U
∂xi
, (C.8)
and, if the potential energy U is homogeneous of degree k in the coordinates xi, we can apply
again the Euler theorem, obtaining
2T − kU = 0. (C.9)
In an isolated star cluster, the potential energy is a homogeneous function of degree k = −1 if
non-gravitational interactions are neglected. So the virial theorem becomes
2T + U = 0. (C.10)
Acknowledgements
Supervisors
I wish to thank my supervisor, Giuseppe Bertin, and my internal supervisor, Scilla degl’Innocenti.
Office mates
I wish to acknowledge the help and support of my office mates, Emanuele Tognelli, Mario Gen-
naro, and Katia Genovali. Emiliano Gregori deserves a special mention for his free work as a
sysadmin and technical troubleshooter. My extendend office mates, Rosa Becucci, Matteo Brogi
and Federica Zacchei, should be acknowledged as well.
Housemates
I wish to thank my housemates, Lorenzo Iovino, Dario Anguilla, Gabriella Lucci, and Lavinia
Filardo for their support.
Parents
It goes without saying that my parents, Antonio Pasquato and Ester Marchetto, should be ac-
knowledged as well.
163
164 APPENDIX C. VIRIAL THEOREM
Bibliography
Aarseth, S. J. 2003, Gravitational N-Body Simulations (Cambridge University Press,
Cambridge (UK))
Abbott, D. C. 1980, ApJ, 242, 1183
Alexander, T. 2005, Phys. Rep., 419, 65
Amaro-Seoane, P., Freitag, M., & Spurzem, R. 2004, MNRAS, 352, 655
Antonov, V., A. 1962, Bulletin of the Leningrad State University, 7, 135
Arzoumanian, Z., Chernoff, D. F., & Cordes, J. M. 2002, ApJ, 568, 289
Bahcall, J. N. & Wolf, R. A. 1976, ApJ, 209, 214
Baraffe, I., Chabrier, G., Allard, F., & Hauschildt, P. H. 1997, A&A, 327, 1054
Barmby, P., Holland, S., & Huchra, J. P. 2002, AJ, 123, 1937
Baumgardt, H. & Makino, J. 2003, MNRAS, 340, 227
Baumgardt, H., Makino, J., & Ebisuzaki, T. 2004a, ApJ, 613, 1133
Baumgardt, H., Makino, J., & Ebisuzaki, T. 2004b, ApJ, 613, 1143
Baumgardt, H., Makino, J., & Hut, P. 2005, ApJ, 620, 238
Beccari, G., Pasquato, M., De Marchi, G., et al. 2010, ApJ, 713, 194
Bedin, L. R., Piotto, G., Anderson, J., et al. 2004, ApJ, 605, L125
Belczynski, K., Perna, R., Bulik, T., et al. 2006, ApJ, 648, 1110
Bellazzini, M. 1998, New A, 3, 219
Bertin, G. 2000, Dynamics of Galaxies (Cambridge University Press, Cambridge (UK))
Bertin, G., Ciotti, L., & Del Principe, M. 2002, A&A, 386, 149
Bromm, V., Coppi, P. S., & Larson, R. B. 2002, ApJ, 564, 23
Bromm, V. & Larson, R. B. 2004, ARA&A, 42, 79
Bulik, T. 2007, Nature, 449, 799
Burstein, D., Bender, R., Faber, S., & Nolthenius, R. 1997, AJ, 114, 1365
Capuzzo Dolcetta, R., Di Matteo, P., & Miocchi, P. 2005, AJ, 129, 1906
165
166 BIBLIOGRAPHY
Casertano, S. & Hut, P. 1985, ApJ, 298, 80
Cassinelli, J. P. 1979, ARA&A, 17, 275
Castor, J. I., Abbott, D. C., & Klein, R. I. 1975, ApJ, 195, 157
Chambers, J. M. & Hastie, T. J. 1992, Statistical models in S (Chapman & Hall/CRC, London)
Chandrasekhar, S. 1942, Principles of stellar dynamics (The University of Chicago Press)
Cleveland, W. S. 1993, Visualizing Data (Hobart Press, Lafayette, Indiana)
Colbert, E. J. M. & Ptak, A. F. 2002, ApJS, 143, 25
Colgate, S. A. 1967, ApJ, 150, 163
Cordes, J. M. & Chernoff, D. F. 1998, ApJ, 505, 315
Corongiu, A., Kramer, M., Stappers, B. W., et al. 2007, A&A, 462, 703
Creighton, T. & Price, R. H. 2008, Scholarpedia, 3, 4277
Cudworth, K. M. 1985, AJ, 90, 65
Cudworth, K. M. 1986, AJ, 92, 348
Cudworth, K. M., Smetanka, J. J., & Majewski, S. R. 1992, AJ, 103, 1252
Da Costa, G. S. 1982, AJ, 87, 990
D’Amico, N., Lyne, A. G., Manchester, R. N., Possenti, A., & Camilo, F. 2001, ApJ, 548, L171
D’Amico, N., Possenti, A., Fici, L., et al. 2002, ApJ, 570, L89
De Marchi, G., Paresce, F., & Pulone, L. 2007, ApJ, 656, L65
de Marchi, G. & Pulone, L. 2007, A&A, 467, 107
Devecchi, B., Colpi, M., Mapelli, M., & Possenti, A. 2007, MNRAS, 380, 691
Dinescu, D. I., Girard, T. M., & van Altena, W. F. 1999, AJ, 117, 1792
Djorgovski, S. 1995, ApJ, 438, L29
Djorgovski, S. & Davis, M. 1987, ApJ, 313, 59
Djorgovski, S. & Meylan, G. 1994, AJ, 108, 1292
Djorgovski, S. G., Gal, R. R., McCarthy, J. K., et al. 1997, ApJ, 474, L19
Dressler, A., Lynden-Bell, D., Burstein, D., et al. 1987, ApJ, 313, 42
Dubath, P., Meylan, G., & Mayor, M. 1997, A&A, 324, 505
Ebisuzaki, T., Makino, J., Tsuru, T. G., et al. 2001, ApJ, 562, L19
Eddington, A. S. 1916, MNRAS, 76, 572
Elmegreen, B. G. & Mathieu, R. D. 1983, MNRAS, 203, 305
Fabbiano, G. 1989, ARA&A, 27, 87
Fabbiano, G. 2006, ARA&A, 44, 323
BIBLIOGRAPHY 167
Fabbiano, G., Zezas, A., & Murray, S. S. 2001, ApJ, 554, 1035
Faber, S. M., Tremaine, S., Ajhar, E. A., et al. 1997, AJ, 114, 1771
Ferrarese, L. & Ford, H. 2005, Space Science Reviews, 116, 523
Ferraro, F. R., Messineo, M., Fusi Pecci, F., et al. 1999, AJ, 118, 1738
Figer, D. F., Najarro, F., Morris, M., et al. 1998, ApJ, 506, 384
Fraser, C. W. 1972, The Observatory, 92, 51
Fregeau, J. M., Larson, S. L., Miller, M. C., O’Shaughnessy, R., & Rasio, F. A. 2006, ApJ, 646,
L135
Fregeau, J. M., Richer, H. B., Rasio, F. A., & Hurley, J. R. 2009, ApJ, 695, L20
Freitag, M. & Benz, W. 2002, A&A, 394, 345
Freitag, M., Rasio, F. A., & Baumgardt, H. 2006, MNRAS, 368, 121
Fryer, C., Burrows, A., & Benz, W. 1998, ApJ, 496, 333
Gebhardt, K. & Fischer, P. 1995, AJ, 109, 209
Ghez, A. M., Ducheˆne, G., Matthews, K., et al. 2003, ApJ, 586, L127
Ghez, A. M., Klein, B. L., Morris, M., & Becklin, E. E. 1998, ApJ, 509, 678
Ghez, A. M., Salim, S., Hornstein, S. D., et al. 2005, ApJ, 620, 744
Ghez, A. M., Salim, S., Weinberg, N. N., et al. 2008, ApJ, 689, 1044
Gill, M., Trenti, M., Miller, M. C., et al. 2008, ApJ, 686, 303
Gillessen, S., Eisenhauer, F., Fritz, T. K., et al. 2009a, ApJ, 707, L114
Gillessen, S., Eisenhauer, F., Trippe, S., et al. 2009b, ApJ, 692, 1075
Glover, S. 2005, Space Science Reviews, 117, 445
Glover, S. C. O., Clark, P. C., Greif, T. H., et al. 2008, in IAU Symposium, Vol. 255, IAU
Symposium, ed. L. K. Hunt, S. Madden, & R. Schneider (Cambridge University Press,
Cambridge (UK)), 3–17
Graham, A. W., Trujillo, I., & Caon, N. 2001, AJ, 122, 1707
Gratton, R., Sneden, C., & Carretta, E. 2004, ARA&A, 42, 385
Hansen, B. M. S. & Phinney, E. S. 1997, MNRAS, 291, 569
Harris, W. E. 1996, AJ, 112, 1487
Heger, A. & Woosley, S. E. 2002, ApJ, 567, 532
Heggie, D. & Hut, P. 2003, The Gravitational Million-Body Problem: A Multidisciplinary Ap-
proach to Star Cluster Dynamics (Cambridge University Press, Cambridge (UK))
He´non, M. 1960, Annales d’Astrophysique, 23, 668
He´non, M. 1961, Annales d’Astrophysique, 24, 369
He´non, M. 1965, Annales d’Astrophysique, 28, 62
168 BIBLIOGRAPHY
Hills, J. G. 1988, Nature, 331, 687
Holtzman, J. A., Burrows, C. J., Casertano, S., et al. 1995, PASP, 107, 1065
Hoyle, F. 1953, ApJ, 118, 513
Humphrey, P. J., Fabbiano, G., Elvis, M., Church, M. J., & Ba!ucin´ska-Church, M. 2003, MN-
RAS, 344, 134
Hut, P. 2006, arXiv:astro-ph/0601232
Illingworth, G. 1976, ApJ, 204, 73
Inagaki, S. & Wiyanto, P. 1984, PASJ, 36, 391
Kawaguchi, T., Kawasaki, M., Takayama, T., Yamaguchi, M., & Yokoyama, J. 2008, MNRAS,
388, 1426
Kim, S. S., Lee, H. M., & Goodman, J. 1998, ApJ, 495, 786
King, I. 1962, AJ, 67, 471
King, I. R. 1966, AJ, 71, 64
Kormendy, J. & Richstone, D. 1995, ARA&A, 33, 581
Larsen, S. S., Brodie, J. P., Sarajedini, A., & Huchra, J. P. 2002, AJ, 124, 2615
Liu, J. & Bregman, J. N. 2005, ApJS, 157, 59
Low, C. & Lynden-Bell, D. 1976, MNRAS, 176, 367
Lucy, L. B. & Solomon, P. M. 1970, ApJ, 159, 879
Lynden-Bell, D. & Wood, R. 1968, MNRAS, 138, 495
Lyne, A. G. & Lorimer, D. R. 1994, Nature, 369, 127
Mackey, A. D. & van den Bergh, S. 2005, MNRAS, 360, 631
Madau, P. & Rees, M. J. 2001, ApJ, 551, L27
Makishima, K., Kubota, A., Mizuno, T., et al. 2000, ApJ, 535, 632
Mapelli, M., Colpi, M., Possenti, A., & Sigurdsson, S. 2005, MNRAS, 364, 1315
Martini, P. & Ho, L. C. 2004, ApJ, 610, 233
Matsumoto, H., Tsuru, T. G., Koyama, K., et al. 2001, ApJ, 547, L25
McClintock, J. E. & Remillard, R. A. 2003, arXiv:astro-ph/0306213
McLaughlin, D. E. 2000, ApJ, 539, 618
McLaughlin, D. E., Anderson, J., Meylan, G., et al. 2006, ApJS, 166, 249
McLaughlin, D. E. & van der Marel, R. P. 2005, ApJS, 161, 304
Mestel, L. 1965a, QJRAS, 6, 161
Mestel, L. 1965b, QJRAS, 6, 265
Meylan, G., Dubath, P., & Mayor, M. 1991, ApJ, 383, 587
BIBLIOGRAPHY 169
Meylan, G., Sarajedini, A., Jablonka, P., et al. 2001, AJ, 122, 830
Miller, G. E. & Scalo, J. M. 1979, ApJS, 41, 513
Miller, M. C. 2002, ApJ, 581, 438
Miller, M. C. & Hamilton, D. P. 2002, MNRAS, 330, 232
Miocchi, P. 2007, MNRAS, 381, 103
Mitsuda, K., Inoue, H., Koyama, K., et al. 1984, PASJ, 36, 741
Montuori, M., Capuzzo-Dolcetta, R., Di Matteo, P., Lepinette, A., & Miocchi, P. 2007, ApJ, 659,
1212
Mushotzky, R. 2004, Progress of Theoretical Physics Supplement, 155, 27
Neufeld, D. A. & Kaufman, M. J. 1993, ApJ, 418, 263
Neufeld, D. A., Lepp, S., & Melnick, G. J. 1995, ApJS, 100, 132
Norman, M. L. 2008, in American Institute of Physics Conference Series, Vol. 990, First Stars
III, ed. B. W. O’Shea & A. Heger, 3–15
Noyola, E. & Gebhardt, K. 2006, AJ, 132, 447
Noyola, E. & Gebhardt, K. 2007, AJ, 134, 912
Noyola, E., Gebhardt, K., & Bergmann, M. 2008a, in IAU Symposium, ed. E. Vesperini,
M. Giersz, & A. Sills, Vol. 246 (Cambridge University Press, Cambridge (UK)), 341–345
Noyola, E., Gebhardt, K., & Bergmann, M. 2008b, ApJ, 676, 1008
Pasquato, M. & Bertin, G. 2008, A&A, 489, 1079
Pasquato, M. & Bertin, G. 2010, A&A, 512, A35
Pasquato, M., Trenti, M., De Marchi, G., et al. 2009, ApJ, 699, 1511
Patnaude, D. J. & Fesen, R. A. 2003, ApJ, 587, 221
Peebles, P. J. E. 1972, ApJ, 178, 371
Peterson, R. C., Seitzer, P., & Cudworth, K. M. 1989, ApJ, 347, 251
Piotto, G., Bedin, L. R., Anderson, J., et al. 2007, ApJ, 661, L53
Piotto, G., Villanova, S., Bedin, L. R., et al. 2005, ApJ, 621, 777
Podsiadlowski, P., Pfahl, E., & Rappaport, S. 2005, in Astronomical Society of the Pacic Con-
ference Series, Vol. 328, Binary Radio Pulsars, ed. F. A. Rasio & I. H. Stairs (ASPC, San
Francisco), 327
Portegies Zwart, S. F., Baumgardt, H., Hut, P., Makino, J., & McMillan, S. L. W. 2004, Nature,
428, 724
Preto, M., Merritt, D., & Spurzem, R. 2004, ApJ, 613, L109
Pryor, C. & Meylan, G. 1993, in Astronomical Society of the Pacic Conference Series, Vol. 50,
Structure and Dynamics of Globular Clusters, ed. S. G. Djorgovski & G. Meylan (ASPC, San
Francisco), 357
170 BIBLIOGRAPHY
Quinlan, G. D. 1996, New Astronomy, 1, 35
Recio-Blanco, A., Piotto, G., de Angeli, F., et al. 2005, A&A, 432, 851
Rees, Jr., R. F. 1992, AJ, 103, 1573
Rees, Jr., R. F. 1993, AJ, 106, 1524
Rich, R. M., Sosin, C., Djorgovski, S. G., et al. 1997, ApJ, 484, L25
Roberts, T. P., Warwick, R. S., Ward, M. J., & Murray, S. S. 2002, MNRAS, 337, 677
Runge, C. 1901, Z. Math. Phys., 46, 224
Salpeter, E. E. 1955, ApJ, 121, 161
Sarajedini, A., Bedin, L. R., Chaboyer, B., et al. 2007, AJ, 133, 1658
Schneider, R., Ferrara, A., Natarajan, P., & Omukai, K. 2002, ApJ, 571, 30
Scott, D. W. 1992, Multivariate Density Estimation: Theory, Practice, and Visualization. (Wiley,
Hoboken, New Jersey)
Shapiro, S. L. 1985, in IAU Symposium, Vol. 113, Dynamics of Star Clusters, ed. J. Goodman
& P. Hut (D. Reidel Publishing Co., Dordrecht), 373–412
Shara, M. M. & Hurley, J. R. 2006, ApJ, 646, 464
Silverman, B. W. 1986, Density Estimation (Chapman and Hall, London)
Sollima, A., Beccari, G., Ferraro, F. R., Fusi Pecci, F., & Sarajedini, A. 2007, MNRAS, 380, 781
Spitzer, L. 1978, Physical processes in the interstellar medium (Wiley-Interscience, New York)
Spitzer, L. 1987, Dynamical evolution of globular clusters (Princeton University Press, Prince-
ton)
Spitzer, Jr., L. 1940, MNRAS, 100, 396
Spitzer, Jr., L. 1969, ApJ, 158, L139
Spitzer, Jr., L. & Hart, M. H. 1971a, ApJ, 164, 399
Spitzer, Jr., L. & Hart, M. H. 1971b, ApJ, 166, 483
Spitzer, Jr., L. & Shull, J. M. 1975, ApJ, 201, 773
Stahler, S. W. & Palla, F. 2005, The Formation of Stars (Wiley-VCH, Weinheim)
Swartz, D. A., Ghosh, K. K., Tennant, A. F., & Wu, K. 2004, ApJS, 154, 519
Takano, M., Mitsuda, K., Fukazawa, Y., & Nagase, F. 1994, ApJ, 436, L47
Tanaka, T. & Haiman, Z. 2009, ApJ, 696, 1798
Trager, S. C., King, I. R., & Djorgovski, S. 1995, AJ, 109, 218
Trenti, M., Ardi, E., Mineshige, S., & Hut, P. 2007a, MNRAS, 374, 857
Trenti, M., Heggie, D. C., & Hut, P. 2007b, MNRAS, 374, 344
Trenti, M., Vesperini, E., & Pasquato, M. 2010, ApJ, 708, 1598
BIBLIOGRAPHY 171
Tucholke, H., Scholz, R., & Brosche, P. 1996, A&A, 312, 74
Tufte, E. R. 1983, The visual display of quantitative information (Graphics Press, Cheshire,
Connecticut)
Tufte, E. R. 1990, Envisioning information (Graphics Press, Cheshire, Connecticut)
Umeda, H. & Nomoto, K. 2002, ApJ, 565, 385
van de Ven, G., van den Bosch, R. C. E., Verolme, E. K., & de Zeeuw, P. T. 2006, A&A, 445,
513
van den Bergh, S. 2008, MNRAS, 390, L51
van der Marel, R. P. & Anderson, J. 2010, ApJ, 710, 1063
van Leeuwen, F., Le Poole, R. S., Reijns, R. A., Freeman, K. C., & de Zeeuw, P. T. 2000, A&A,
360, 472
Vesperini, E. & Chernoff, D. F. 1994, ApJ, 431, 231
Vesperini, E. & Heggie, D. C. 1997, MNRAS, 289, 898
Vicari, A. & Capuzzo-Dolcetta, R. 2003, in Astronomical Society of the Pacic Conference
Series, Vol. 296, New Horizons in Globular Cluster Astronomy, ed. G. Piotto, G. Meylan,
S. G. Djorgovski, & M. Riello, 511
Vink, J. S., de Koter, A., & Lamers, H. J. G. L. M. 2001, A&A, 369, 574
Volonteri, M., Haardt, F., & Madau, P. 2003, ApJ, 582, 559
Wilson, C. P. 1975, AJ, 80, 175
Yu, Q. & Tremaine, S. 2003, ApJ, 599, 1129
Zaggia, S. R., Capaccioli, M., Piotto, G., & Stiavelli, M. 1992, A&A, 258, 302
