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1INTRODUCTION
In daily life people are very familiar with probabilities. Everyone uses
phrases like ‘the chance of rain is 20%’, ‘you have no chance to win the
lottery’ and ‘the chance of cure is 70%’. Although most people will not
recognize a probability without the percentage sign, in the mathematical
world it is usually written as a number between zero and one1. It is that
number that tries to give certainty to the uncertainty. Zero probability
is an impossibility, whereas one means absolute certainty. Anything in
between is uncertain, but we interpret these numbers such that we can be
more certain that an event happens if its probability is closer to one.
It is amazing to see that the complete mathematical theory of probabil-
ity is built on three axioms proposed by a Russian mathematician, Andrey
Kolmogorov. The first axiom says that probabilities cannot be negative.
Secondly, there is the axiom that probabilities should be normalized. If
we define a set of events that can happen in our domain, the probabili-
ties of all the elementary events should add up to one, or 100%. Finally,
probabilities of mutually exclusive events are additive. For example, the
probability that a die falls on any face is 1/6. Thus the probability that
one throws less than four is 1/6 + 1/6 + 1/6 = 1/2 or 50%. It were these
axioms that induced the whole probability theory and using that theory
scientists can assign measures of certainty to many events in daily life.
A simple interpretation of a probability is that it expresses how often
an event occurs out of say a hundred tries. For instance, throwing a six
will occur roughly 17 times out of a hundred tries and there is a change
of 3% we will eat pancakes this evening, because we do that about once
a month. There are, however, also situations in which we cannot use this
frequentist argument. For instance, if a physician tells you there is a change
of 70% you will recover from a disease, there is no way we could repeat
this experiment a hundred times to check whether this expectation was
1 Obviously, this is identical, since the percentage sign just means ‘divided by a hun-
dred’.
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a good estimate. Although we will either recover or not, we are happier
to hear the 70% than a statement by the physician that our chances were
only 20%. As is clear from this example, the number itself has already the
interpretation of how certain we can be that the event will occur, even if
the experiment can be done only once.
Probabilities are often presented as numbers that are related to an
event. It is, however, just as important to know the full space of events that
could have happened to give the correct interpretation to the probability.
For instance, if I tell you that the probability to survive a car accident is
only 10%, you would probably argue that that is too pessimistic. That is,
however, under the assumption that I was talking about the average driver
in an average situation. But maybe I was talking about drivers that are
not using their seat belts, driving twice as fast as is permitted, while the
weather is foggy. Given those circumstances, you might think that even
that 10% might have been too high an estimate.
The fact that I restricted the space of all drivers to the space of irre-
sponsible drivers, had a direct consequence for the probability of surviving.
Mathematically, we would denote the general probability of surviving a car
accident by ‘p (surviving)’. If there is additional evidence (e.g. the driver is
irresponsible), this is added to the expression as ‘p (surviving|irresponsible)’.
Such an expression reads as ‘the probability of surviving a car accident
given that the driver is irresponsible’. Such a probability is called a ‘condi-
tional probability’, since it is evaluated under the condition that the driver
was irresponsible.
1.1 Graphical Models
Almost all events directly depend on one ore more other events. Whether
the grass is wet directly depends on whether it is raining. But it also
depends on your child that is sometimes playing with the watering-can
and your neighbor that might wash his car and accidently waters your
garden. That last event itself depends on whether your neighbor is at
home or not, which may depend on the hour of the day, and so on. The
collection of all these events and their dependencies can be depicted2 as a
graphical model (Pearl, 1988b) as in figure 1.1.
Each arrow in such a graphical model represents a (probabilistic) de-
2 Here we assume a nice neighbor that has no effect on whether your child is playing
outside or not. And, as we all know, whether it rains or not has almost no effect on
children playing outside.
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Figure 1.1: An example of a graphical model. Each node is some event with two or more
outcomes. For instance, the grass is wet or not, the weather forecast is ‘dry’ or ‘rainy’,
etc. An arrow shows a direct relationship between two events.
pendency. In its most general form this can be a table holding all possi-
ble configurations and their probability. For instance, the probability of
‘neighbor washes car’ could be like3
p
(
neighbor washes car
∣∣∣ is raining, neighbor home)
0 no no
0.17 no yes
0 yes no
0.04 yes yes
Thus the probability that your neighbor is washing his car given that he
is at home and that it is not raining, is 0.17 or 17%.
3 The numbers in the table are good guesses, but I am not an expert on neighbors
washing cars.
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An example for the event ‘neighbor home’ is
p
(
neighbor home
∣∣∣ weather forecast, hour of the day)
0.96 dry 23–08
0.07 dry 08–18
0.22 dry 18–23
0.96 rainy 23–08
0 14 rainy 08–18
0.68 rainy 18–23
The power of these graphical models lies in the fact that, once defined,
there are mathematical rules to compute various kinds of probabilities. For
instance, one can compute the probability that the grass is wet given that
your neighbor is at home. Although their is no direct relationship between
these events, the fact that your neighbor is at home, makes it possible that
he washes his car, which increases the probability that your grass is wet.
But we can also find relationships between events that do not seem to be
related at all. For instance, one can compute the probability that it is
evening given that the grass is wet.
An important problem with such graphical models is to define the
proper relationships between events and to assign the correct probabili-
ties. In this thesis I assume that the graphical model is already defined
and I will not discuss how well it relates to the real world. This thesis is
entirely devoted to the mathematics involved in computing probabilistic
relations between events in such a network.
Let us compute, for instance, the probability that the neighbor is not
washing his car, given that it is evening, not raining and that the weather
forecast was dry. As you can see in the graphical model, the node ‘neighbor
washes car’ is not directly connected to the weather forecast and the time of
the day. We can, however, compute the probability that the neighbor is at
home and washing his car by simply multiplying the appropriate numbers
in both tables. That is, p (neighbor washes car|not raining,neighbor home)
and p (neighbor home|dry,18–23), which yields 0.17×0.22 = 0.0374. Given
the conditions about the weather and the time of the day, we can construct
the following table:
neighbor home neighbor away
washing car 0.17× 0.22 = 0.0374 0× (1− 0.22) = 0
not washing (1− 0.17)× 0.22 = 0.1826 (1− 0)× (1− 0.22) = 0.78
Note that the four numbers add up to one. That is because, obviously,
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one of these four events should happen (remember the second axiom). Once
this table is set up, we can compute the probability that our neighbor is
not washing his car without explicitly mentioning whether he is at home
or not. This probability is given by the addition of the numbers in the
second row (remember the third axiom): 0.1826+ 0.78 = 0.9626. Thus we
have computed
p (not washing|dry forecast,not raining,evening) = 0.9626 (1)
Even though there is no explicit relation between these events in the graph-
ical model, we can compute such probabilities.
1.1.1 The Boltzmann machine
At several places in this thesis I will use a special kind of a graphical model,
called the ‘Boltzmann machine’ (Ackley et al., 1985). It is not really a
machine4, but a graphical model with a particular architecture that is
a highly mathematical abstraction which has not a direct interpretation
in the real world. However, the problems that arise when one computes
probabilities in such a network, are quite comparable to those in the more
general graphical models. Therefore, the Boltzmann machine is a good
starting point to develop mathematical techniques.
A Boltzmann machine has a certain number of nodes that may or may
not relate to a quantity or an event in the real world. The first category
is called ‘visible’, the latter are ‘hidden nodes’. The state of a node is
denoted with the mathematical symbol si, where i is a number indicating
which node we refer to. The value of any node is either plus or minus one
(comparable to ‘yes’ and ‘no’). Nodes are connected to each other with a
‘weight’.
In figure 1.2 a small Boltzmann machine is shown consisting of five
nodes. We see the nodes s1 to s5, the lines that make the connections,
where some of the weights are explicitly shown. At this point we will do
a brief calculation to find the probability that the value of node s1 is plus
one, given the value of the others. This is shown at the right of figure 1.2.
First a node computes the total input it receives from the other nodes.
This is done by multiplying the value of its neighbor nodes by the value of
the connecting weight and add these numbers. Finally the node will add a
threshold value to the sum. This threshold, denoted with θ1, is a standard
4 The Boltzmann machine has a probability distribution that is known in physics as
the Boltzmann-Gibbs equilibrium, which explains its name.
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0.7 × −1 = −0.7
−1.2 × −1 = 1.2
2.1 × +1 = 2.1
1.4 × −1 = −1.4 +
1.2
−0.8 +
Input s1 0.4
Figure 1.2: A fully connected Boltzmann machine with five nodes. The weights connect-
ing s1 to the other nodes are explicitly shown as well as the threshold θ1. At the right
there is a brief calculation of the net input node s1 receives in this configuration.
input that is independent of the value of any node. Finally, a non-linear
sigmoidally shaped function is applied to the total input, which directly
gives the probability for node s1 to be in the state ‘plus one’. Its shape is
such that it guarantees that the probability is between zero and one.
Mathematically this calculation is given by
p (si = 1) = σ

θi +∑
j
wijsj

 (2)
where the terms inside the brackets represent the total input to the node.
σ is the non-linear function that can be written as
σ (x) =
1
1 + e−2x
(3)
Thus the value of each node directly depends on the value of all other
nodes it is connected to. The relationship, however, is not definite, but
probabilistic. A higher input to a node makes it only more probable that
its value is plus one, but it is not guaranteed. In the example in figure 1.2
the probability is p (s1 = +1) = σ (0.4) = 0.69 = 69%.
A Boltzmann machine easily maps to the network of neurons in the
brain, where the state of each neuron depends on the value of the other
neurons (Hertz et al., 1991). But there is also a link to magnetic materials,
where a lot of atomic units, called ‘spins’, act like little magnets each
influencing its neighbors (Landau et al., 1980). Their state is either ‘up’ or
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Figure 1.3: The mean activities of all 900 neurons in a Boltzmann machine trained with
a lot of examples of the digit ‘5’.
‘down’ depending on its neighborhood. Mathematically, this is completely
equivalent to the Boltzmann machine neural network.
The power of such a mathematical concept lies in its self learning abil-
ities. We can present a certain pattern to the nodes such that the Boltz-
mann machine learns the pattern when an appropriate learning algorithm
is applied. Imagine a black and white drawing of a digit, say the five, on a
grid (see figure 1.3 for some examples). A black dot in this grid represents
a one, a white dot a minus one. For a 30 by 30 grid we need 900 nodes in
our Boltzmann machine so that we can map each point in the grid to one
node. When we present the image to the network, we adapt weights ac-
cording to the following rule: a weight that connects two nodes of the same
color (i.e. both nodes are presented either black or white) will increase a
little, while the values of the other weights will decrease or become nega-
tive. The rule for the threshold is easier: they increase or decrease if the
node is black or white, respectively. After one image, another image is
presented of another symbol five, which may differ a bit from the previous
one. Again, the weights and thresholds are updated according to the same
rule5.
After a while, weights that connect nodes that usually have the same
color, are becoming largely positive, while the opposite is true for weights
that connect nodes that usually have an opposite color. Thresholds that
usually correspond to a black dot are large, while they are negative for
the usually white dots. This finally results in a Boltzmann machine that
has a high probability to be in a state that looks like a symbol five. See
for example figure 1.4 that shows the thresholds of all nodes after the
Boltzmann machine is trained. An image that is not a five, a two for
5 The images presented here are the result of the linear response learning procedure
outlined in chapter 3, since the exact algorithm is infeasible for such a huge Boltzmann
machine network. Nevertheless, they are good enough to illustrate the line of reasoning.
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Figure 1.4: The thresholds of all 900 neurons in a Boltzmann machine trained with a
lot of examples of the digit ‘5’.
Figure 1.5: The thresholds of the nodes in each of the ten specialized Boltzmann ma-
chines. It is clear from these images which Boltzmann machine is specialized to which
digit.
example, has not the same correlations between dots the network was used
to. Therefore, such a state of the Boltzmann machine has become less
likely.
We can build ten different Boltzmann machines each specialized to one
of the ten digits. One network represents the class of all ones, one the
class of all two’s, etc. At the time they are all trained well enough (see
figure 1.5 for their thresholds), we can present an image of a yet unknown
digit. The network that feels most comfortable with that digit, that is, the
network that has the highest probability to be in the state of the unknown
image, is the most likely one to represent the class to which the image
belongs. Thus the unknown image is recognized as being the digit for
which the corresponding Boltzmann machine had the highest probability.
In chapter 3 this application is discussed more thoroughly.
This is just one example of what Boltzmann machines can do. In
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principle, Boltzmann machines are capable of learning any probability dis-
tribution. With the use of hidden nodes (i.e. not representing any physi-
cal quantity) they can capture the wildest distributions one can think of.
There is, however, one large disadvantage: computer time. Learning a
Boltzmann machine requires exponential time with the number of nodes
in the network. This is a fundamental problem with Boltzmann machines,
but more in general with any graphical model. Everything written in this
thesis should be considered as a contribution to deal with this problem.
1.1.2 Computational problems
Thus far the theory is not very complicated. Probabilities and relations
between events are well defined and computing the properties of a network
seems to be nothing more than a painstaking and boring work. Although
this is true for small networks, problems arise as soon as the network is
larger than about twenty nodes. In these cases the straightforward algo-
rithms can lead to probability tables that are far too big to store in the
memory of any computer in the world. Since the number of entries in
these probability tables is at least doubled with each event that is put in
(an event has at least two outcomes), a table holding thirty events would
require more than one gigabyte of computer memory. Now realize that
a network of thirty nodes is still considered small! Adding memory is no
solution, since only one node extra would already double our needs. This
behavior is called an ‘exponentially scaling’.
Modern algorithms that compute probabilities in graphical models can
be divided into three categories:
1. Exact algorithms The computed probability is an exact answer,
but the algorithm uses a more sophisticated way of adding and mul-
tiplying the table entries, such that there is no need to have huge
amounts of memory. These algorithms depend on the specific struc-
ture6 of the network. For some structures one can add an endless
number of nodes while still using a reasonable amount of computer
resources. But for the fully connected Boltzmann machine, for in-
stance, the story ends as soon as the network contains about thirty
nodes.
2. Approximation techniques In case, when it is not feasible to per-
form exact computations in the graphical model, one can try to ap-
6 The structure of a network is which nodes are connected to each other.
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proximate the desired probabilities. Instead of finding an exact an-
swer, one hopes the approximation is good enough to be of practical
value. In general, these approximation techniques do not scale expo-
nentially, but polynomial. That is, if the network has only one node
extra, the required computer resources are not doubled. Therefore,
these approximation techniques can deal with much larger networks.
Examples are mean field algorithms (Peterson & Anderson, 1987;
Saul et al., 1996b), tap (Thouless et al., 1977; Plefka, 1981) and
higher order expansions, but also belief propagation (Yedidia et al.,
2000) and cluster variation (Kappen & Wiegerinck, 2002). Most of
these techniques is generally referred to as variational methods (Jor-
dan et al., 1999; Ghahramani & Beal, 2001). Moreover, there is
the large field of Gibbs sampling and Markov Chain Monte Carlo
(Andrieu et al., 2002).
3. Bounding techniques The major drawback of approximation tech-
niques is that one can never be certain about the answer. Although
it is known that for certain small networks the approximations are
good enough, in practical situations of large networks we can never
exclude that the approximated value is far beyond any reasonable
estimate. To circumvent this problem people started to look for
bounding techniques. The goal is not to find the exact probability,
but to prove that the exact value lies between two other values. For
instance, a bounding technique could find that the probability is be-
tween 0.2 and 0.4, whereas the exact (unknown) value is 0.337. The
benefit of this approach is that we have numbers we can rely on. If
the difference between the upper and lower bound is small enough,
the result can be nearly as good as exact.
This thesis will not address the exact algorithms; it focuses on the approx-
imation and bounding techniques. In the first part (chapter 2, 3 and 4)
it deals with approximation techniques for the Boltzmann machine. The
second part (chapter 5, 6, 7 and 8) exploits several bounding techniques for
the Boltzmann machine, an architecture called a ‘sigmoid belief network’
and graphical models in general.
1.2 Approximation Techniques
In this thesis the approximation techniques are mostly demonstrated on
a Boltzmann machine architecture. This does not imply, however, that
Introduction 11
0.7 × 0.3 = 0.21
−1.2 × 0.7 = −0.84
2.1 × 0.1 = 0.21
1.4 × 0.4 = 0.56 +
0.14
−0.8 +
Mean input s1 −0.66
Figure 1.6: A fully connected Boltzmann machine with five nodes. Each node makes an
estimation of its own mean activity shown by the quantities mi. The central node up-
dates its estimation using the average input it receives. That average input is estimated
with the brief calculation at the right side.
they cannot be used for other graphical models. Especially mean field
theory is available for many architectures and in many flavors (Saul et al.,
1996b; Barber & Wiegerinck, 1999; Jaakkola & Jordan, 1998). Other
approximation techniques as tap or linear response can be extended to
cover other graphical models as well.
1.2.1 Mean field theory
A well-known approximation technique from the field of statistical mechan-
ics is the so called mean field theory. There are several ways to derive the
formula’s belonging to this theory. In this introduction, I like to present it
in the most intuitive way, although that might not satisfy the real mathe-
matician.
Imagine that all nodes in the Boltzmann machine have a mean activity.
That is, the average value of the node over a long time, which is a number
somewhere between minus and plus one. This is shown in figure 1.6 with
the symbol mi inside the nodes. Now focus on the particular node that is
surrounded by all other nodes and think of the most logical way that node
could derive its own mean activity. In contrast to equation 2 it does not
sum the weighted value of all its neighbors, but it adds the mean activity
of its neighbors multiplied by the connecting weight. This calculation is
shown at the right of figure 1.6. In this way the node gets a rough idea of
the average input it gets from all the other nodes. This average input, or
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mean field, can be written as
hi = θi +
∑
j
wij 〈sj〉 = θi +
∑
j
wijmj (4)
where 〈si〉 denotes the average activity of node i, often written as mi.
Once a node has computed the mean field it receives from the others,
it can recompute its own mean activity by using the standard sigmoid
function in equation 3. This results in
mi = tanh

θi +∑
j
wijmj

 (5)
All nodes in the network can use this equation to update their own mean
activity and after a while of iterations one will see that the mi’s are not
changing anymore. At that moment all nodes agree about each others
mean activity. This is, however, not the exact mean activity. It is only an
approximation. That is due to the fact that we neglect possible correlations
between nodes that may infer a strongly bi-modal distribution to the input
of a node. In such a case using the mean field as an approximation of the
input is a very bad idea.
Although the mean field approximation is almost never good enough
to be of practical value, it is the foundation of many approximation tech-
nique for graphical models. For instance, the tap expansion and the linear
response technique discussed below can be seen as improvements of this
theory. For that reason and due to its simplicity, it is found in nearly all
text books available in this field.
1.2.2 TAP expansion
Apart from the derivation in the previous section, mean field theory can
be seen as a first order expansion of the exact equations. It is natural
to extend this expansion to higher orders to find more accurate results.
In statistical mechanics the second order correction term is known as the
Onsager reaction term (Onsager, 1936). The approach, however, is usually
referred to as the tap expansion after its inventors Thouless, Anderson,
and Palmer (1977). Mathematically, the equations for the mean activities
are almost the same as equation 5:
mi = tanh
(
θi +
∑
j
wijmj −mi
∑
j
w2ij
(
1−m2j
)
︸ ︷︷ ︸
Onsager reaction term
)
(6)
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Naively one is tempted to think that adding correction terms always
makes the approximation better. This is true, but only within an area
marked by the so called radius of convergence. Outside this area, the
approximation rapidly deteriorates and adding correction terms usually
has the opposite effect: an approximation is getting worse instead of better.
For practical applications it is of utmost importance to know whether the
network configuration is inside the convergence area or not. In the first
case we can safely add correction terms (also beyond tap) thus obtaining
better and better approximations. Outside that area, however, we should
not use the mean field based approximations anyway, because the result is
most likely to be worthless.
Unfortunately, it is as difficult to compute the exact quantities in the
network as it is to find out whether we are in the area of convergence or
not. We can, however, try to answer the latter question as good as possible
while still using a fair amount of computer time. It is indeed possible to
develop such an algorithm. This will be presented in chapter 4.
1.2.3 Linear response
The learning procedure for a Boltzmann machine can be a slow process,
even with the mean field or tap approximation. In each learning step the
weights are updated and it can take a lot of steps until the network has con-
verged to its final configuration. For special cases, however, there exists an
extremely fast algorithm that immediately returns the optimal setting of
the weights and thresholds provided that all nodes are representing a vari-
able in the data set. Obviously, it is still an approximation, but it can be
proven that it is of the same accuracy as the tap approach. This method,
called linear response, was first introduced in the field of statistical me-
chanics by Parisi (1988) and translated to the neural network community
by Ginzburg and Sompolinsky (1994) and Kappen and Rodr´ıquez (1998b).
In chapter 2 we will extend the linear response method further by de-
riving the algorithm for higher order Boltzmann machines (hobm). In con-
trast to the ordinary Boltzmann machine, these hobm’s do not only have
thresholds and pairwise interactions (ordinary weights), but also higher or-
der interactions connecting three of more nodes simultaneously (Sejnowski,
1986).
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1.3 Bounding Techniques
Approximation techniques can be a powerful tool to make large networks
tractable for real-world applications. As shown in chapter 3 it is indeed
possible to build fast classifiers based on relatively simple approximation
schemes. There is, however, always the flavor of uncertainty around such
theories. Although scientists certainly prove that their method provides
good estimates for small networks, they still have to guess whether it will
work out for the large, intractable ones. One can give arguments in which
regimes we may expect accurate results, but there will never be the possi-
bility to check whether our intractable network is approximated accurately
enough or not.
It is exactly this aspect of the approximation techniques that makes
people looking for something else. On the one hand that alternative should
be computable in a reasonable amount of time, but on the other hand it
should give definite results. Something like ‘the probability is higher than
0.2’ instead of ‘it is approximated to be 0.23’. Note that in the latter
case the exact probability could still be 0.1. Methods that restrict your
probabilities to certain intervals are referred to as ‘bounding techniques’.
1.3.1 Bounding the partition function
For the Boltzmann machine we can easily derive a function depending
on the state of the nodes that is proportional to the probability of that
state, but in general not equal. To compute the probabilities we have to
normalize this function. That is, divide it by the sum of the function output
for all possible states. That sum is known as the partition function. It is
an annoying function since it looks dreadfully simple, but reflects all the
computational problems we have spoken about before. For the Boltzmann
machine it reads as
Z =
∑
all ~s
exp

∑
i
θisi +
1
2
∑
ij
wijsisj

 (7)
A lot of researchers focus on this partition function, because all impor-
tant quantities can be derived from it with straightforward mathematics.
Therefore, an important problem is to find upper and lower bounds for the
value of this function given a particular network.
Let me illustrate the idea of bounding such a sum with a very simple
example. Suppose you go to a shop and the salesman just told you the
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total price of the long list of articles you are about to buy. You are rather
surprised about the total sum he asked, but it would take too much time
to do the large summation yourself at the spot. Then, you realize that
you could add up only the integer part of the prices forgetting about the
fraction. That can be done quickly and the result should be less than the
sum the salesman asked for.
That is, however, not the question you were most interested in. Obvi-
ously, you wanted to know whether he was not asking too much. But that
you can easily do by rounding off upwards all individual prices and add
up these numbers. In any case the so obtained sum should be more than
the (hopefully) exact answer the salesman was telling you. You did derive
a lower and an upper bound on the huge and difficult sum the salesman
made on his calculator.
In chapter 5 we derive a procedure to find polynomials of any degree
that lower bound the exponential function. That is, a function of the form
B (x) = a0 + a1x+ a2x
2 + a3x
3 + . . . =
∑
n
anx
n (8)
that is always less than exp(x) regardless the value of x. Examples of such
functions can be found in figure 5.2. Since the exponential function, exp(x),
plays a prominent role in equation 7, a lower bound as in equation 8 can
be used immediately to construct lower bounds for the partition function.
All that remains is to find the optimal coefficients (an in equation 8) that
makes the bound as tight as possible. It turns out that these bounds
can be applied to the Boltzmann machine neural network as well as to
sigmoid belief networks (Neal, 1992). In chapter 5 we derive bounds of
the third order (n = 3) for these two types of networks. In both cases
the computation time of the bound is small enough to handle networks of
hundreds of nodes, whereas exact computations would fail beyond thirty.
It is possible, however, to extend this line of reasoning beyond the
third order thus obtaining fifth, seventh or even higher order bounds7.
The problem with the high order bounds is that the equations needed to
compute and optimize them are not very easy to write down. It is only
reasonable to do that explicitly up to third order. It turns out, however,
that we can formulate the theory of bounds from chapter 5 in a recursive
way. That is, we explicitly write down the first order and give a set of
rules how to proceed to the next order, without the need to give explicit
expressions. The actual computation of the bounds can then be done by
a computer program that follows these recursive steps.
7 It can be proven that only odd orders lead to bounds.
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In chapter 7 we show these recursive relations and prove that we can
find the tightest bounds within this framework. We give a complete for-
malism how to write a computer program that can compute the actual
numbers for any Boltzmann machine. In the discussion of this chapter we
will show briefly that this method can be extended to general networks
including the graphical models in section 1.1. A ninth order lower bound
for a fully connected Boltzmann machine is perfectly doable and requires
a computer time that scales as the number of nodes raised to the fourth
power. A remarkable fact is that some parts of the algorithm outlined in
chapter 7 can be used to construct terms needed for a higher order tap
expansion from section 1.2.2. Finding these terms by hand is an elaborate
or maybe impossible job.
1.3.2 Bounding means and correlations
In the previous section I outlined the search for lower bounds for the parti-
tion function. Unfortunately these lower bounds are not directly the quan-
tities one is interested in, such as mean activities or correlations between
neurons. It is, however, possible to use a lower bound on the partition
function in combination with an upper bound to derive bounds for the
quantities of interest. Although this thesis does not include any research
for upper bounds, there already exist a few important articles that describe
how to compute these. See, for example, (Jaakkola & Jordan, 1996a) and
(Wainwright et al., 2002) or other citations made in the appropriate chap-
ters.
In chapter 6 it is shown how we can combine the lower bound from
chapter 5 with the upper bound in (Jaakkola & Jordan, 1996a) to obtain
upper and lower bounds on the mean neuron activities and their correla-
tions for a Boltzmann machine. Although this works quite well for small
networks, there is a caveat when scaling to larger networks. The accuracy
of the upper bound deteriorates when the number of nodes in the net-
work increases. Therefore, the method is not suitable for large and fully
connected Boltzmann machines. There is, however, a class of Boltzmann
machines (moderate size, not too large weights) for which this method is
a real help to find definite statements on the region in which means and
correlations lie. And remember, apart from wasted computer time, is never
harms to try a bounding method. If the results do not satisfy, you simply
ignore them. If, on the contrary, the bounds are close enough to each other
you have a good and reliable estimate of the real values.
So far the bounding techniques focus on the partition function and
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view the means and correlations as derived quantities. This is, however,
not the obvious way to go if you are just interested in the means or the
probabilities of certain events. As is shown in chapter 8 it is possible to
develop an algorithm that computes bounds for these quantities without
even knowing that there may exist a partition function. The method is
called ‘bound propagation’ and that is exactly the thing it does. It prop-
agates the bounds that we know for a certain set of nodes to neighboring
nodes. These neighbors can use the bounding information to tighten their
own bounds further. That information is again passed along and after a
while all bounds in the network have converged to their final value, which
is, hopefully, tight enough to be of any practical relevance.
In contrast to the bounding methods explained thus far, the bound
propagation algorithm does not work for a fully connected Boltzmann ma-
chine. As a matter of fact, it is using the sparsity in most of the real-world
networks such that it can perform only local computations. An extra ben-
efit from this locality is that it can find bounds in the sparse parts of the
network even if the total network is too large to be handled by any bound-
ing method. If the nodes you are interested in, are in these parts of the
network, the method is still of great value.
1.4 Summary and Conclusions
Probability theory was invented to capture the uncertain world in defi-
nite numbers. We can now place chances, expectations and correlations in
a scientific context. We can even speak about the belief we have that an
event will take place. With the invention of probability theory, uncertainty
became predictable in one or the other way. Graphical models have raised
statistics to a higher level and provide an intuitive way to model the causal-
ities of the outside world. We have seen that simple probabilistic rules can
lead to models that have enormous capabilities, but a computation time
that explodes.
Everything written in this thesis is meant to contribute to a solution for
that big problem called exponential scaling or np-completeness. Although
exact algorithms are doomed to fail for large networks, we can go a long
way with various approximation techniques. We have spoken about mean
field theory, tap, higher order expansions and linear response.
In chapter 2 the linear response algorithm has been extended to cover
higher order Boltzmann machines. It always runs in a polynomial time.
For a third order Boltzmann machine, we have seen that time scales as the
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number of nodes in the network raised to the fourth power. This enables
us to do learning for third order Boltzmann machines that have more than
a hundred nodes. The approximations of means and correlations in the
network are accurate as long as the couplings are relatively small.
Linear response enables us to use Boltzmann machines as a solution
for practical problems. In chapter 3 we have seen the problem of digit
recognition, which could be solved fairly well by the linear response learning
algorithm. Of course, there exist dedicated classifiers that do better, but
among the non-specialized networks linear response performs remarkably
well. In terms of computation time, linear reponse is superior to most of
the other methods.
We have seen that for all approximations there is an area in which
they behave well and, inevitably, an area in which the result is worthless.
Although one can give some rules of thumb in which cases approximations
are good, generally there is no clue when to trust the answer. In chapter 4
we have seen that there is an algorithm that can discriminate between good
and bad tap solutions. Although the discrimination is not always correct,
it is a valuable tool to deside whether to stop the tap learning or not. The
uncertainty about the answer, however, is still silently present.
Where probability theory gave us the possibility to assign certain num-
bers to uncertain events, the approximations needed for large scale graph-
ical models, brought back the uncertainty. Not about the model, but
about whether to trust our approximation or not. Therefore, in the second
part of this thesis, the search for solutions is heading to the more definite
statements about the probabilities in our graphical models. At least some
certainty in our approximated world would be welcome, while keeping, of
course, the benefits of a tractable computer time.
That is where bounds come in to contribute to this wish. These bounds
restrict the freedom the quantities in our network have and try to enclose
them from above and below such that the uncertainty is as small as possi-
ble. Means, correlations and probabilities get caught inside a narrow band,
incapable of passing the borders that mathematics set.
In chapters 5 and 7 we have seen that there exists a general method
to derive lower bounds on the partition function. In principle we could
reach an arbitrary accuracy, but again, computer time limits our wishes.
The third order lower bound is thoroughly discussed in chapter 5, where
we have seen that the method can be applied to Boltzmann machines and
sigmoid belief networks. In chapter 7 a general method has been presented
how to develop computer algorithms that can continue the expansion to
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higher orders. Moreover, it has been proven that increasing the order
always makes the bound tighter. In other words, spending more computer
time always helps.
In chapter 6 it has been shown that we can use these lower bounds in
combination with upper bounds known in literature. In that way we can
derive bounds for interesting quantities like means and correlations in a
Boltzmann machine and maybe for other graphical models as well. For
networks of moderate size and not too large weights, we find bounds that
strongly limit the possible values means and correlations can take.
Finally, in chapter 8, we have seen a completely different approach.
Instead of first bounding the partition function, the proposed algorithm
directly bounds the probabilities in the network. Knowledge about bounds
that is present in the neighborhood of a set of nodes, is used to improve the
bounds for that set. This is iterated until the tightest bounds are found.
The algorithm, called ‘bound propagation’, can be applied to any graphical
model that has an architecture that is sparse enough. This condition holds
true for many real-world networks.
Scientists tried to give certainty to the uncertain events. But when
models grew larger, there came the need for approximations. With that
the uncertainty came in. The final part of this thesis gave at least some
certainty to these uncertain approximations. And always the motto was:
“Put your efforts in things that matter, save your time by skipping senseless
work.”
Will this thesis be the final answer? Certainly not!
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Part I
APPROXIMATION TECHNIQUES
 
2LINEAR RESPONSE FOR
HIGHER ORDER BOLTZMANN MACHINES
We introduce an efficient method for learning and inference in higher order
Boltzmann machines. The method is based on mean field theory with the
linear response correction. We compute the correlations using the exact and
the approximated method for a fully connected third order network of ten
neurons. In addition, we compare the results of the exact and approximate
learning algorithm. Finally we use the presented method to solve the shifter
problem. We conclude that the linear response approximation gives good
results as long as the couplings are not too large.
This chapter is adapted from: Leisink, M. A. R., & Kappen, H. J. (2000).
Linear response for higher order Boltzmann machines. Neural Networks,
13 (3), 329–336.
2.1 Introduction
A Boltzmann machine is a network of stochastic binary variables (neurons).
All neurons si are linked to each other with symmetric couplings wij =
wji. Due to this symmetry the probability distribution is given by the
Boltzmann-Gibbs distribution which is a known function of the couplings
and thresholds of the network (Ackley et al., 1985).
Sejnowski (1986) introduced higher order Boltzmann machines (hobm),
which have also connections like wijk or wijkl. Those neural networks can
be used to decrease the number of hidden neurons needed in an ordinary
Boltzmann machine since the higher order connections can represent higher
order correlations in the data. In case the order of the network equals the
number of neurons, the system is capable to learn every distribution exactly
without hidden neurons (Amari et al., 1992).
Since learning of a Boltzmann machine requires an amount of time
proportional to 2N , where N is the number of neurons, an approximation
is necessary. One can use, for instance, Gibbs sampling (Neal, 1996) where
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the averages are approximated by taking some samples from the space of
all the 2N possible states of the neurons. This is, however, still a time
consuming procedure. Another approximation method, known as naive
mean field theory, where the correlations 〈sisj〉−〈si〉 〈sj〉 are assumed to be
zero, was applied to ordinary second order Boltzmann machines (Peterson
& Anderson, 1987), but gives in general poor results.
Several improvements to mean field theory were made. Thouless, An-
derson and Palmer (referred to with tap) presented a correction to the
mean field equations (Thouless et al., 1977) known as Onsager’s (1936)
reaction term. Other approaches are mixture models (Lawrence et al.,
1998) and tractable graphs (Barber & Wiegerinck, 1998). Kappen and
Rodr´ıquez (1998b) have shown an approximation method called ‘linear re-
sponse’ which is much more accurate than naive mean field and comparable
to the tap-approach. Moreover its calculation time is still polynomial. In
this chapter we extend this method to hobm.
We describe the theory of an exact hobm in the next section. In the
third section we derive the linear response approximation for hobm. We
introduce the Gibbs free energy G as the Legendre transform of the free
energy, F . The derivative of F with respect to the model parameters are
the moments of the hobm. We show that these are related to the deriva-
tives of G through the Legendre transform. The mean field approximation
results from a small coupling expansion of the Gibbs free energy (Plefka,
1981).
The linear response approximation can be used to approximate the
correlations given the couplings of the hobm (the forward problem). This
is useful for inference tasks, where one wants to compute the marginal
probability of some neurons given the value of some others.
It can also be used for learning, where the couplings must be estimated
from the correlations in the data (the backward problem). In this case a
gradient based method must be used to adapt the couplings in such a way
that the corresponding correlations are equal to the target correlations. In
the case of no hidden units we solve the backward problem for hobm in
the linear response approximation without iteration.
In section 2.4 we compare the quality of the linear response approx-
imation for the forward and backward problem and we solve the shifter
problem as was done by Hinton and Sejnowski (1986).
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2.2 Higher Order Boltzmann Machines
A higher order Boltzmann machine (hobm) has a energy depending on its
state given by
E (~s ) = −
∑
i
θisi − 1
2
∑
ij
wijsisj − 1
6
∑
ijk
wijksisjsk − . . . (1)
We use the notation θi instead of wi since it will turn out that the thresholds
are treated in another way than the other couplings.
The probability to find the system in equilibrium in some state ~s is the
Boltzmann-Gibbs distribution
p (~s ) =
1
Z
exp (−E (~s )) (2)
where Z is a normalization constant
Z =
∑
all ~s
exp (−E (~s )) (3)
The learning problem is to set the thresholds and all the couplings
such that some target distribution Q (~s ) is approximated as closely as
possible. Therefore one minimizes the distance between P and Q. A
suitable measure of this distance is the Kullback-Leibler divergence, given
by
K (Q,P ) =
∑
all ~s
Q (~s ) log
Q (~s )
P (~s )
(4)
since it stands for the average distance (in information theoretical sense)
between the model and the observed data. Since the model is considered
to be an approximation of the reality, the average is taken with respect to
the data. For details see (Kullback, 1959). An important property is that
K = 0 ⇔ P = Q and K > 0 otherwise. Therefore a learning algorithm
can be defined by minimizing this function (Ackley et al., 1985)
∆θi ∼ 〈si〉c − 〈si〉f
∆wij ∼ 〈sisj〉c − 〈sisj〉f (5)
∆wijk ∼ 〈sisjsk〉c − 〈sisjsk〉f
...
The subscript f denotes an average taken in the free phase which corre-
sponds to an average with respect to the distribution P . The subscript c
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denotes the clamped phase in which the visible neurons are set to values in
the training set. In case of no hidden units this corresponds to an average
with respect to the distribution Q.
2.3 Mean Field for HOBM
We define the free energy F of the network as
F (θ, w) = − logZ = − log
∑
all ~s
exp (−E (~s )) (6)
We use the α-expansion as introduced by Plefka (1981) to approximate the
free energy. The energy of some state of the network is given by
E (~s, α) = −
∑
i
θisi + αEint (~s ) (7)
where Eint stands for the interaction energy given by
Eint (~s ) = −1
2
∑
ij
wijsisj − 1
6
∑
ijk
wijksisjsk − . . . (8)
For α = 1 we have our original model; for α = 0 we have a factorized
model which is tractable.
We perform a Legendre transformation (Bronshtein & Semendyayev,
1979) where we replace the independent variable θi by mi
def
= − ∂F∂θi = 〈si〉α
and hence we obtain
G (m,w, α) = F (θ, w, α) +
∑
i
θimi (9)
where G is the Legendre transform of F known as the Gibbs free energy.
Instead of mi (θ, w, α) being a function of the thresholds and the couplings,
now mi is an independent variable and θi = θi (m,w, α).
We expand G around α = 0:
G (m,w, 1) = G (m,w, 0) + αG′ (m,w, 0) +O (α2) (10)
where a prime denotes a differentiation with respect to α. Since G and
G′ are evaluated at α = 0 (the factorized model), one can derive (Plefka,
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1981)
G (m,w, 0) =
∑
i
{
1 +mi
2
log
1 +mi
2
+
1−mi
2
log
1−mi
2
}
(11)
G′ (m,w, 0) = −1
2
∑
ij
wijmimj − 1
6
∑
ijk
wijkmimjmk − . . .
= 〈Eint〉0 (12)
where 〈. . .〉0 denotes an expectation value taken with respect to P (~s ) with
α = 0.
We approximate the Gibbs free energy by setting α = 1
G (m,w) =
∑
i
{
1 +mi
2
log
1 +mi
2
+
1−mi
2
log
1−mi
2
}
(13)
+ 〈Eint〉0 +O
(
w2
)
From the Legendre transformation we furthermore know
∂G
∂mi
= θi (14)
Using the approximation for G (13) we obtain the generalized mean field
equations:
mi = tanh
(
θi − ∂
∂mi
〈Eint〉0
)
(15)
In principle one can expand up to higher orders in α. For second order
Boltzmann machines this was done by Kappen and Rodr´ıguez (1999).
2.3.1 The forward problem
We will now show how to approximate the forward problem, i.e. to compute
the correlations given the couplings and thresholds of the network.
First we define
Fijk... =
∂...F
∂θi∂θj∂θk . . .
(16)
and
Gijk... =
∂...G
∂mi∂mj∂mk . . .
(17)
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F is the cumulant generating function of the distribution P and hence
Fijk... are the connected parts of the correlations. For instance
Fij = −〈sisj〉+ 〈si〉 〈sj〉 (18)
Fijk = −〈sisjsk〉+ 〈sisj〉 〈sk〉+ 〈sjsk〉 〈si〉
+ 〈sksi〉 〈sj〉 − 2 〈si〉 〈sj〉 〈sk〉 (19)
The expression
Fij = −G−1ij (20)
is a property of the Legendre transformation, as one can easily see by
differentiating
mi = −∂F
∂θi
and θi =
∂G
∂mi
(21)
with respect to θj and mj respectively.
When we differentiate both sides of equation (20) with respect to θk
we obtain
Fijk =
∑
αβ
G−1iαG−1jβ
dGαβ
dθk
=
∑
αβ
G−1iαG−1jβ

∂Gαβ∂θk︸ ︷︷ ︸
=0
+
∑
γ
∂mγ
∂θk
∂Gαβ
∂mγ

 (22)
=
∑
αβγ
G−1iαG−1jβG−1kγGαβγ
which expresses the third order derivatives of F in terms of derivatives of
G. Differentiating again with respect to θl gives us an expression for the
fourth order derivative and so on.
Thus given the couplings and thresholds of a hobm we can compute mi
from (15) and compute G and its derivatives with respect to mi from (13).
Using (22) we compute the correlations. In this way we approximately
solve the forward problem. Note that the linear response algorithm has a
computational complexity which is polynomial in the number of neurons,
whereas the exact learning method is exponential.
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2.3.2 The backward problem
When there are no hidden neurons, all the clamped correlations in the
learning rule (5) are known. Since the converged learning process requires
∆θi ∼ 〈si〉c − 〈si〉f = 0 (23)
∆wij ∼ 〈sisj〉c − 〈sisj〉f = 0 i 6= j (24)
∆wijk ∼ 〈sisjsk〉c − 〈sisjsk〉f = 0 i 6= j, i 6= k, j 6= k (25)
...
we know the free correlations have to be equal to the clamped ones. These
equations can only be obtained, when all indices are different, since a
Boltzmann distribution (2) does not depend on couplings with two or more
indices equal (hereafter referred to as ‘diagonal couplings’).
However, we can find a solution to equation (23), (24) and (25) by
imposing the stronger condition that (23), (24) and (25) must hold for any
set of indices and allowing non-zero diagonal couplings. This ‘trick’ was
successfully used for second order Boltzmann machines. In that case, these
diagonal contributions effectively estimate the second order self coupling
contributions (Kappen & Rodr´ıquez, 1998b). Here, such a motivation is
less evident.
Step 1
From (23) we can compute mi, since mi = −Fi = 〈si〉f . From (24) and
(25) we can compute the derivatives of F using (18) and (19).
Step 2
The derivatives of G expressed in terms of the derivatives of F can be
obtained as in 22. For instance
Gij = F
−1
ij (26)
Gijk =
∑
αβγ
F−1αi F
−1
βj F
−1
γk Fαβγ (27)
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Step 3
The derivatives of G are approximately given in terms of mi and w by
differentiating equation (13):
θi =
∂G
∂mi
= tanh−1mi +
∂
∂mi
〈Eint〉0
∂2G
∂mi∂mj
=
δij
1−m2i
+
∂2
∂mi∂mj
〈Eint〉0 (28)
∂3G
∂mi∂mj∂mk
=
δijk2mi(
1−m2i
)2 + ∂3∂mi∂mj∂mk 〈Eint〉0
...
Suppose the hobm contains all couplings up to order k. The k-th order
derivative of G only depends on mi and the k-th order couplings. Since
mi is known we can calculate these couplings. The k−1-th derivative of G
only depends on mi and the k-th and k−1-th order couplings. From this
we can compute the couplings of order k−1. We repeat this and finally we
find the thresholds (i.e. the first order couplings).
For instance, for a third order Boltzmann machine we used the following
equations, which follow directly from (28).
wijk =
δijk2mi(
1−m2i
)2 −Gijk
wij =
δij
1−m2i
−
∑
k
wijkmk −Gij (29)
θi = tanh
−1mi −
∑
j
wijmj − 1
2
∑
jk
wijkmjmk
Thus given the clamped correlations of the hobm without hidden neu-
rons we can approximate the couplings without iteration. We refer to
this method as ‘linear response with diagonal couplings’ or simply ‘linear
response’.
2.4 Results
In this section we apply the above theory to third order Boltzmann ma-
chines.
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2.4.1 The forward problem
We assess the quality of the approximation to compute the correlations of
a given Boltzmann distribution Q with second and third order couplings:
Q(~s ) =
1
Z
exp

1
2
∑
ij
wijsisj +
1
6
∑
ijk
wijksisjsk

 (30)
The couplings are randomly drawn from a Gaussian with zero mean and
standard deviation σ/
√
N for the second order interactions and σ/N for the
third order ones. We plot the exact correlations versus the approximated
ones for σ = 0.2, 0.3 and 0.4. Since it is known that for second order
models the mean field approximation breaks down at σ > 1/2 for large N
(Takayama & Nemoto, 1990), we took σ < 1/2. The network consists of
10 neurons, since in that case it is possible to compare the results with the
exact calculations.
Figure 2.1 shows the graphs for 〈sisj〉 and 〈sisjsk〉. One can see that
the approximated second and third order correlations are almost equal to
the exact ones for σ = 0.2. For σ = 0.4 the third order approximations are
less accurate.
2.4.2 The backward problem
A Boltzmann machine with distribution P (~s ) which has thresholds, second
and third order couplings, is trained using the method from section 2.3.2.
The target distribution Q (~s ) in equation (4) is a Boltzmann distribution
itself with only second and third order interactions as in equation (30).
The couplings are random from a Gaussian with zero mean and a stan-
dard deviation σ2/
√
N for the second order and σ3/N for the third order
couplings. N is the number of neurons, which is ten again. For σ3 = 0 this
model corresponds to Sherrington and Kirkpatrick’s (1975) (sk) model,
which was used to train second order Boltzmann machines by Kappen and
Rodr´ıquez (1998b).
Linear response is used to obtain the couplings and thresholds of P (~s ).
The difference between the target and P (~s ) is measured using the Kullback
divergence. If our approximation is perfect, the Kullback divergence is
zero, since the task is realizable. Indeed, using the exact learning rule, the
Boltzmann machine converges to a K = 0 solution.
In figure 2.2 the logarithm of the Kullback is shown versus σ2 and
σ3. It is clear that in the case of large σ2 and σ3 our approximation is
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Figure 2.1: The estimation error of the second order correlations (left) and third order
correlations (right) in a network of 10 neurons. The upper graphs have σ = 0.2, the
middle graphs σ = 0.3 and the lower graphs σ = 0.4.
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Figure 2.2: The logarithm of the Kullback divergence versus σ2 and σ3. Each point was
an average over 50 random problems.
no longer valid, since it was based on a Taylor expansion with respect
to the couplings. We conclude from the figure that the linear response
approximation is only allowed as long as σ2 < 0.6 and σ3 < 0.8 (since
in that region the Kullback is small enough). The fact that the method
does not break down at σ2 = 1/2 but gradually deteriorates between 1/2 <
σ2 < 1 can apparently be attributed to the fact that the diagonal couplings
effectively play the role of the Onsager reaction term (tap) (Kappen &
Rodr´ıguez, 1999).
2.4.3 The shifter problem
We applied the linear response method to the shifter problem as described
in (Hinton & Sejnowski, 1986). For this problem the neurons are divided
into three groups. Group P1 is a group of p neurons which are clamped to
one of the 2p binary patterns with equal probability. Group P2 is again a
group of p neurons and their states are determined by shifting the states
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of the neurons in P1. Wrap-around is used so that a bit that is shifted out
appears at the opposite side. The pattern can be shifted up to s positions
to the left, up to s positions to the right or no shift with equal probability
1
2s+1 . The third group, S, has 2s+1 neurons, which represent the possible
shifts. In the original problem p = 8 and s = 1 (only left, right or no
shift was allowed). The network had to recognize the shift, given the two
patterns on P1 and P2.
Hinton and Sejnowski (1986) used a second order Boltzmann machine
with 24 hidden neurons to solve the problem. More recently, Albizuri
(1995) used a third order machine without hidden neurons. We trained
a third order network without hidden neurons for the original problem
using the method from section 2.3.2 with one small change: Since there
is always exactly one neuron in S which is on, the matrix of second order
correlations, Fij , has a zero eigenvalue. Therefore, in equation (20), we
take the pseudo inverse instead of the true inverse. After training, the
network had to solve two tasks:
1. The neurons in P1 and P2 are clamped and the network has to rec-
ognize the shift.
2. The neurons in P1 and S are clamped and the neurons in P2 have to
output the shifted pattern.
The first task was perfectly done by the network. All shifts were recognized
except 10 ambiguous cases: Six cases in which all neurons in P1 are either
plus or minus one (where the shifts can not be distinguished) and four
cases where the neurons in P1 are alternately plus and minus one (where
a left and right shift can not be distinguished).
The second task was harder to solve. About 80% of the patterns were
shifted correctly, i.e. the sign of all mean firing rates in P2, computed using
equation (15), was equal to the shifted pattern in the data set. In figure 2.3
is shown how many bits were correctly shifted in which percentage of the
cases. In figure 2.4 there is an example of the output of the network: The
input pattern that should be shifted to the right is shown at the left, at
the right the mean firing rates of the neurons in P2.
Our results on task 1 are much better than those obtained by Hinton
and Sejnowski (1986), where an exact trained second order Boltzmann
machine with 24 hidden neurons was used. On the contrary, the exact
trained third order Boltzmann machine in (Albizuri, 1995) gave better
results on task 1 and 2. This is not surprising, since linear response is an
approximation.
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Figure 2.3: The percentage of the total data set versus the number of correct bits.
Figure 2.4: The input pattern (left) is shifted to the right by the network (right).
The complexity of the linear response algorithm is O (N4) instead of
exponential. Therefore we can train much larger networks than the exact
methods can. We have trained a large shifter problem where the size of
the pattern, p, is 53 and the maximum shift, s, is 13. Hence, the size of
the network is N = 2p + 2s + 1 = 133. There are 221,184 possible input
patterns. It took 30 minutes on a pentium computer to train the network
with 5000 training and 1000 validation patterns. The shift was recognized
correctly for 99% of the validation patterns.
2.5 Conclusions and Discussion
In this chapter we have extended the linear response approximation to
Boltzmann machines with higher order interactions. We have shown that
good approximations can be obtained as long as the couplings needed to
model the target distribution are not too large. Moreover we presented
a solution for the backward problem without iteration, when there are
only visible neurons. The calculation time of the algorithm is polynomial,
whereas the time needed for the exact learning rule is exponential. For the
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specific case of third order Boltzmann machines it is O (N4).
Although the theory presented is in principle valid for any order of the
Boltzmann machine, only third and maybe fourth order will be useful in
practice. The calculation time is polynomial but can take long anyway.
Furthermore the storage of all the correlations might be a problem for
networks of very high orders.
It is possible to expand the Gibbs free energy G up to the second
order of α in equation (10). For a second order Boltzmann machine this
brings in the tap-term as was shown by Plefka (1981) and Kappen and
Rodr´ıquez (1998b). The same can be done for hobm which will increase
the accuracy of the estimation. The inversion of equation (28), however,
will no longer be as easy as it is now since the derivatives of G will not
be linear in the couplings. In this case we propose to use the gradient
descent procedure to find a fixed point of the learning rule (5). It is,
however, not yet clear if such a fixed point exists nor if it is unique. This
gradient descent technique should also be used for learning with hidden
neurons, although the couplings between the visible neurons can still be
found without iteration.
3AN APPLICATION OF
LINEAR RESPONSE LEARNING
Linear response is an approximation method for Boltzmann machines based
on mean field theory. It is known that in the absence of hidden units this
method can learn the network quite accurately with the costs of only one
matrix inversion. We show that adding a flat distribution to the target can
decrease the classification error. We apply linear response learning to a real
world data set of digit recognition. We show that this method can compete
with other known methods. An advantage of linear response is that it is fast.
This chapter is adapted from: Leisink, M. A. R., and Kappen, H. J.
(2000a). An application of linear response learning. In den Bosch, A. V.,
and Weigand, H. (Eds.), Proceedings of the twelfth Belgium-Netherlands
Conference on Artificial Intelligence (BNAIC), pp. 117–124.
3.1 Introduction
Boltzmann machines are networks of stochastic binary variables (neurons).
All neurons si are linked to each other with symmetric weights wij =
wji. Due to this symmetry the probability distribution is given by the
Boltzmann-Gibbs distribution which is a known function of the weights
and thresholds of the network (Ackley et al., 1985).
Since the exact computation of the statistics is intractable, one has
to make an approximation. A well known approach to deal with this
intractability was given by Peterson and Anderson (1987) and is called
‘mean field’. This method can be seen as a first order expansion around
a tractable network, for which usually a decoupled network is used, but
other structures are possible (Barber & Wiegerinck, 1998). Kappen and
Rodr´ıquez (1998b) present a nice way to obtain a better approximation
for the correlations in the network which is still based on the mean field
approximation. Additionally, in the absence of hidden units, their so called
‘linear response method’ allows fast approximate learning.
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In this chapter we train ten Boltzmann machines with linear response
learning to solve an existing problem of digit recognition. Although a
probability distribution of binary variables would be a more suitable target,
we chose for the ocr problem, since it allows us to place the linear response
method between several other well-known methods, among which multi-
layer perceptrons and support vector machines. The reader should keep in
mind, however, that the Boltzmann machine –in contrast with some other
methods– is not specifically designed for classification or ocr.
3.2 Theory
Let us partition the neurons of a Boltzmann machine in a set of v visible
units and h hidden units (v + h = n). Let α and β label the 2v visible
and 2h hidden states of the network, respectively. Thus, every state ~s is
uniquely described by a tuple αβ. The probability for a state ~s given the
weights wij and thresholds θi of a Boltzmann machine is given by
log p (~s ) = −E (~s )− logZ (1)
where the energy is given by
−E (~s ) = 1
2
∑
ij
wijsisj +
∑
i
θisi (2)
and logZ is a normalization constant. Learning consists of adjusting the
weights and thresholds in such a way that the Boltzmann distribution on
the visible units pα =
∑
β pαβ approximates a target distribution qα as
closely as possible.
A suitable measure for the difference between the distributions pα and
qα is the Kullback divergence (Kullback, 1959)
K =
∑
α
qα log
qα
pα
(3)
It is easy to show that K ≥ 0 for all distributions pα and qα and K = 0 iff
pα = qα for all α.
Therefore, learning consists of minimizing K with respect to wij and
θi which can be done by gradient descent. The learning rule is given by
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(Ackley et al., 1985)
∆θi =− η∂K
∂θi
= η (〈si〉c − 〈si〉)
∆wij =− η ∂K
∂wij
= η
(〈sisj〉c − 〈sisj〉) i 6= j (4)
where the parameter η is the learning rate. The brackets 〈·〉 and 〈·〉c de-
note the ‘free’ and ‘clamped’ expectation values, respectively. The ‘free’
expectation values are averages over all patterns α and the probability dis-
tribution pα. The ‘clamped’ expectation values are obtained by clamping
the visible units in a state α and taking the expectation value with respect
to qα:
〈si〉c =
∑
αβ
sαβi qαpβ|α
〈sisj〉c =
∑
αβ
sαβi s
αβ
j qαpβ|α (5)
sαβi is the value of neuron i when the network is in state αβ. pβ|α is the
conditional probability to observe hidden state β given that the visible
state is α. Note that in equations 4 and 5, i and j run over both visible
and hidden units.
Thus, the learning rule contains clamped and free expectation values
of the Boltzmann distribution. The computation of these expectations
is intractable, because one has to sum over exponentially many terms to
compute the averages.
For the special case of a Boltzmann machine without hidden units,
there exist a powerful method to approximately learn the network in a
very short time. A detailed explanation of the method can be found in
(Kappen & Rodr´ıquez, 1998b). Here we only describe the method. Define
mi = 〈si〉c (6)
χij = 〈sisj〉c − 〈si〉c 〈sj〉c (7)
Due to the absence of the hidden units, the averages in the equations above
can be obtained directly from the data set. The linear response learning
rule approximates the weights and thresholds by
wij =
δij
1−m2i
− (χ−1)
ij
(8)
θi = tanh
−1mi −
∑
i
wijmj (9)
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Figure 3.1: A few samples of the mnist data set. Each digit is a gray scale image of
28x28 pixels.
A consequence of the linear response method is the introduction of so
called ‘diagonal weights’, wii. Although such weights are not present in
the definition of the exact Boltzmann machine, they turn out to play an
important role within linear response theory. This can be explained by
viewing the diagonal weights as the Onsager reaction term from statistical
physics (Onsager, 1936) or the tap correction (Thouless et al., 1977),
which is a well known correction to the approximated correlations. In fact,
one can show that these diagonal weights are equal to the tap correction
up to the approximation order.
3.3 Results
We demonstrate the quality of the above linear response method for Boltz-
mann Machine learning on a digit recognition problem. The data consists
of 70,000 examples of handwritten digits (zero to nine) known as the mnist
database1. The original black and white images from the nist data base
were rescaled to a 20x20 image preserving their aspect ratio. The images
were centered in a 28x28 image by computing the center of mass of the
pixels and translating the image to the center. The data set is divided
into a training set of 60,000 samples and a test set of 10,000 samples. In
figure 3.1 a few samples from the data set are shown.
Our approach is to model each of the digits with a separate Boltzmann
machine using the linear response method. We thus obtain ten different
1 The mnist database can be obtained from http://www.research.att.com/~yann/ocr/
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Boltzmann distributions over n = 28 · 28 = 784 neurons given by
logP (~s |W pi) = −E (~s |W pi)− logZ (W pi) , pi ∈ {0, . . . , 9} (10)
where W pi =
(
wpiij , θ
pi
i
)
are the weights and thresholds for digit pi. We
then test the performance of these models on a classification task using
the 10,000 test patterns. We classify each pattern to the model pi with
the highest probability for that pattern. The normalization logZ(W pi)
is intractable and since it depends on pi, it affects the classification. We
use its mean field approximation given by Kappen and Rodr´ıquez (1998b,
1998a)
− logZ =1
2
∑
ij
wijmimj +
∑
i
θimi
+
1 +mi
2
log
1 +mi
2
+
1−mi
2
log
1−mi
2
(11)
For our data, the correlation matrix χij in equation 7 is (close to) sin-
gular. Due to the inversion in equation 8, this results in very large weights
and we should question the validity of the mean field approximation, which
is based on a small weight expansion. We propose to solve this problem
by adding a flat distribution to the training data:
qpi → λqpi + (1− λ) 1
2n
(12)
and thus
〈si〉c → λ 〈si〉c (13)
〈sisj〉c → λ 〈sisj〉c + (1− λ)δij (14)
In figure 3.2 we show the result of the Boltzmann machine classifier as
a function of λ. For this case the classification task was reduced2 to the
recognition of two digits: ‘three’ and ‘five’. We see that the classification
error depends strongly on the value of λ. Based on the figure, we choose
λopt = 0.75.
A lot of work was done earlier on this data set. Table 3.1 summarizes
the obtained results by linear response learning and other methods. Al-
though linear response is certainly not the best of all methods, it fits well
2 The full classification task would be computationally costly and a rough idea of the
value of λ is generally good enough.
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Figure 3.2: Classification error of two learned Boltzmann machines for the digits three
and five for various values of λ. The training set contains 11,552 samples. Based on this
graph we choose λopt = 0.75. The error was obtained for a test set of 1902 samples.
between other (not specialized) methods like ordinary multi-layer neural
networks. The good performing network ‘LeNet’, for instance, is a neural
network which is designed specificly for digit recognition, whereas linear
response is a general method for learning probability distributions. Sup-
port vector machines have a good performance, since they are meant to
be used as a classifier. Distortion is a method to ‘enlarge’ the data set by
adding small variations (translation, scaling, etc) of existing data samples.
This could also be done for linear response, probably resulting in a better
classification. Table 3.2 shows the confusion matrix for the digit recogni-
tion problem. A lot of digits were wrongly classified as an ‘eight’. Digits
like zero, one, four and six were easy to classify.
An important advantage of linear response is the fast training proce-
dure. On a pentium computer the total learning phase took only slightly
more than half an hour. Since the statistics of the data set are the only need
for the algorithm, one sweep through the training set is enough. This is
in sharp contrast with, for instance, the ‘LeNet’ approach as in table 3.1,
where a training time of several days up to a month is reported, which
would still be hours up to a day nowadays. Moreover, once learned, the
classification of a digit is done in a few milliseconds.
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Method Error %
Linear response 3.52
Linear classifier (1-layer nn) 12.0
Linear classifier (1-layer nn) [deskewing] 8.4
Pairwise linear classifier 7.6
K-nearest-neighbors, Euclidean 5.0
K-nearest-neighbors, Euclidean, deskewed 2.4
40 pca + quadratic classifier 3.3
1000 rbf + linear classifier 3.6
svm deg 4 polynomial 1.1
Reduced Set svm deg 5 polynomial 1.0
Virtual svm deg 9 poly [distortions] 0.8
2-layer nn, 300 hidden units 4.7
2-layer nn, 300 hu, [distortions] 3.6
2-layer nn, 1000 hidden units 4.5
2-layer nn, 1000 hu, [distortions] 3.8
3-layer nn, 300+100 hidden units 3.05
3-layer nn, 300+100 hu [distortions] 2.5
3-layer nn, 500+150 hidden units 2.95
3-layer nn, 500+150 hu [distortions] 2.45
LeNet-1 [with 16x16 input] 1.7
LeNet-4 1.1
LeNet-4 with K-nn instead of last layer 1.1
LeNet-4 with local learning instead of ll 1.1
LeNet-5, [no distortions] 0.95
LeNet-5, [huge distortions] 0.85
LeNet-5, [distortions] 0.8
Boosted LeNet-4, [distortions] 0.7
Table 3.1: Results of linear response learning and various methods on this data set as
reported by LeCun et al. (1988).
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0 1 2 3 4 5 6 7 8 9
0 964 0 3 0 0 2 4 1 6 0
1 0 1117 9 2 1 0 2 0 4 0
2 1 0 990 5 3 0 1 5 27 0
3 0 0 3 971 0 4 0 6 21 5
4 0 0 5 0 967 0 2 0 3 5
5 1 0 2 14 0 849 4 1 20 1
6 5 1 1 0 3 11 933 0 4 0
7 0 6 17 0 5 1 0 971 5 23
8 6 0 6 15 0 4 0 4 935 4
9 1 3 6 12 13 2 0 8 13 951
Table 3.2: Confusion matrix for the digit recognition. The test set consists of 10,000
samples. Vertical: The presented digit. Horizontal: The prediction of the network. Note
that not all digits occur equally often in the test set.
3.4 Conclusions and Discussion
In this chapter we applied the linear response learning method to the real
world application of digit recognition. One might argue that a Boltzmann
machine is particularly useful for modeling probability distributions and
that therefore a classification task is not an appropriate problem to assess
the quality of linear response learning. We agree with that statement. We
chose, however, to solve this problem, since it shows that the method is al-
ready quite accurate compared to, for instance, multilayer neural networks,
although classification is the goal instead of the probability distribution
over digits.
We conclude that linear response is a quite accurate method compared
to other neural networks that are not designed specificly for the classifica-
tion of digits. In addition, the method is extremely fast: the total learning
phase was done in half an hour for ten networks of 784 neurons.
4THE VALIDITY OF THE TAP EQUATIONS
The statistics of a Boltzmann machine can be approximated using the TAP
equations combined with linear response theory. We discuss the validity of the
TAP equations, in particular for finite size networks. We present an algorithm
that determines if a particular solution of the TAP equations is valid.
This chapter is adapted from: Leisink, M. A. R., and Kappen, H. J. (1999).
Validity of TAP equations in neural networks.. In Proceedings of the 9th
International Conference on Artificial Neural Networks, Vol. 1, pp. 425–
430, isbn 0 85296 721 7. Institution of Electrical Engineers, London.
4.1 Introduction
Boltzmann machines are networks of stochastic binary variables (neurons).
All neurons si are linked to each other with symmetric weights wij =
wji. Due to this symmetry the probability distribution is given by the
Boltzmann-Gibbs distribution which is a known function of the weights
and thresholds of the network (Ackley et al., 1985).
Since the exact computation of the statistics is intractable, one has to
make an approximation. Plefka (1981) presented an elegant way to derive
an approximation (originally found by Thouless, Anderson, and Palmer
(1977)) called the tap equations. The method is based on a small weight
expansion around a tractable, decoupled network and is an extension of
the naive mean field method.
The small weight expansion only converges within the radius of con-
vergence. Outside that radius expansions up to any order give a poor
approximation. Therefore, the tap expansion is only valid if the weights
and the tap solution are within that radius. Plefka derived some condi-
tions for the convergence, but they can only be used in the limit of an
infinite size network. In section 3 we derive the conditions for a finite size
network, which is a more realistic case for neural networks.
In section 4 we illustrate the validity condition numerically by com-
puting correlations 〈sisj〉 both exactly and using the tap scheme. In
46 Graphical models and their (un)certainties
addition we show the results of Boltzmann machine learning, where the
tap approximation is used for the needed statistics (Kappen & Rodr´ıquez,
1998b, 1998a). The validity of the tap solution is computed after each
weight update.
4.2 Theory
We consider a network of N neurons, si = ±1, with thresholds θi and
symmetric weights wij = wji. The energy of such a network is given by
E (~s, α) = −
∑
i
θisi + αEint (1)
where Eint stands for the interaction energy defined by
Eint (~s ) = −1
2
∑
ij
wijsisj (2)
The probability to find the system in a state ~s is given by
P (~s, α) = exp (−E (~s, α)−Ψ(α)) (3)
where Ψ (α) is a normalization constant defined by
Ψ (α) = log
∑
all ~s
exp (−E (~s, α)) (4)
which is minus the well known free energy.
This free energy is a function of the independent variables θi and wij .
We perform a Legendre transformation to make
mi
def
=
∂Ψ
∂θi
(5)
the new independent variables instead of θi. Hence, we obtain the Legendre
transform of Ψ
Φ (mi, wij , α) =
∑
i
θimi −Ψ(θi, wij , α) (6)
where mi and wij are the independent variables and θi is a function of
them defined by
θi =
∂Φ
∂mi
(7)
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We expand Φ (mi, wij , α) in α
Φ(α) = Φ (0) + αΦ′ (0) +
1
2
α2Φ′′ (0) +O (α3) (8)
where a prime denotes differentiation with respect to α. We directly obtain
from (Plefka, 1981)
Φ′ (α) = 〈Eint〉α (9)
Φ′′ (α) = 〈Eint〉2α −
〈
E2int
〉
α
+
〈
Eint
∑
i
∂θi
∂α
(si −mi)
〉
α
(10)
Evaluating these expressions at α = 0 gives
Φ (0) =
∑
i
{
1 +mi
2
log
1 +mi
2
+
1−mi
2
log
1−mi
2
}
(11)
Φ′ (0) =− 1
2
∑
ij
wijmimj (12)
Φ′′ (0) =− 1
4
∑
ij
w2ij
(
1−m2i
) (
1−m2j
)
(13)
We find the tap approximation for Φ by substituting equations 11 to 13
in equation 8 and setting α to one.
To find the value for mi, we use the property of the Legendre transfor-
mation as in equation 7
θi =
∂Φ
∂mi
= tanh−1mi − α
∑
j
wijmj + α
2mi
∑
j
w2ij
(
1−m2j
)
(14)
which we recognize as the tap equations for α = 1. The correlations are
given by (see also Kappen & Rodr´ıquez, 1998b)
〈sisj〉 − 〈si〉 〈sj〉 = ∂Ψ
2
∂θi∂θj
def
= χij (15)
where the inverse of the matrix χ is given by
(
χ−1
)
ij
=
(
1
1−m2i
+ α2
∑
k
w2ik
(
1−m2k
))
δij
− αwij − 2α2w2ijmimj (16)
since
∂2Ψ
∂θi∂θj
=
∂mi
∂θj
=
(
∂θ
∂m
)−1
ij
=
(
∂2Φ
∂m2
)−1
ij
(17)
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Figure 4.1: The left figure shows the complex α-plane and the singularities of detχ (α)
for a network of five neurons. The weights were randomly chosen from a Gaussian with
σ = 0.45 and µ = 0. The mean field variables mi are zero, which is a solution of the
tap equations since the thresholds are chosen zero. The right figure shows the increase
in phase of detχ (α) for three different radii |α|. Since the circles |α| = 1.2 and |α| = 1.4
enclose poles, there is a net increase of the phase of detχ (α) and the solution mi = 0 is
invalid.
4.3 Validity of the TAP Expansion
Let the radius of convergence of the expansion in equation 8 be ρ. For
α < ρ the error of the tap approximation is O (α3). However, if α > ρ
the expansion does not converge and any truncation of the Taylor series
is meaningless. Moreover, the addition of an extra expansion term will in
general increase the error instead of giving a better approximation. Since
we set α = 1 to obtain the tap approximation, we require ρ > 1 (Plefka,
1981).
For an exact Boltzmann machine, we derive
∂Φ
∂α
=
1
2
∑
ij
wijmimj +
1
2
∑
ij
wijχij (18)
We use the fact that ρ is the same for Φ (α) and ∂Φ/∂α. Furthermore ρ
is equal to the distance between the origin and the nearest singular point
in the complex α-plane. Thus the singularities of the matrix χ (α) given
the thresholds, weights and mean field variables mi determine the radius
of convergence ρ.
To find these singularities we assume that the approximation for χ (α)−1,
given by equation 16 is good within the radius of convergence and hence
may be used to find the singularities. Plefka (1981) showed that this as-
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Figure 4.2: The learning of the Asia problem. The left graph shows the Kullback
divergence for the exact and the approximated learning. The right graph shows the
number of poles of detχ (α) with |α| < 1 for each learning step. As the number of poles
is greater than zero, the tap solution is wrong and learning should be stopped at that
point.
sumption is correct for the sk-model (Sherrington & Kirkpatrick, 1975) in
the limit of infinite networks.
One should keep in mind that a direct computation of the approxi-
mated ∂Φ/∂α to obtain χ (α) will never give any poles, since Φ is a Taylor
expansion (i.e. a polynomial function of α). A solution is to use χ−1 (α)
as in (16), which may be not of maximum rank, so that χ (α) does have
poles. This is certainly not a unique choice, but it appears to be quite
good according to our simulations.
Consider the circle C : |α| = 1 in the complex α-plane. This circle
is mapped to a closed curve by the map detχ (α) Since this is a analytic
function except for a finite number of poles, the integral
1
2pii
∮
C
detχ (α) dα (19)
is equal to the number of poles within C. Thus the increase in phase of
detχ (α), when α follows C, gives the number if poles bounded by |α| = 1.
This is shown in figure 4.1. Thus the validity condition ρ > 1 corresponds
to a zero integral in equation 19.
The calculation of the determinant is O (N3). The increase of phase
of detχ (α) is somewhere between zero and 2piN . Therefore, in the worst
case of a maximum increase, the step size with which we increment the
phase of α must be O (N−1) to be able to compute this phase change with
enough accuracy. Hence the computational complexity of the algorithm is
somewhere between O (N3) and O (N4).
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Figure 4.3: The left graph shows the error of the approximated correlations versus the
scaling of the weights. Beyond a scaling of 0.8 the tap solution mi = 0 is not valid since
the number of poles, as is shown in the right graph, is greater than zero.
4.4 Results
We initialize a network of N = 14 neurons with weights drawn from a
Gaussian with standard deviation 1/
√
N and zero mean (which is the so
called sk-model (Sherrington & Kirkpatrick, 1975)). The network has
its thresholds set to zero and therefore mi = 0 is always a solution of
equation 14. It is important to understand that although the solution
mi = 0 is stable and corresponds to the exact 〈si〉 = 0, the tap expansion
is meaningless when it does not converge. As a consequence one can expect
large errors in, for instance, the approximated correlations. Therefore we
still need to know the validity of the solution.
We multiply all weights with a scaling factor which we vary from zero
to two. For each value of the scaling factor we compute the correlations
using equation 15 with the solution mi = 0. In figure 4.3 we have plotted
the approximation error of the correlations defined by
η =
1
2
∑
ij
(〈sisj〉exact − 〈sisj〉tap)2 (20)
versus the scaling of the weights. One can see an enormous increase of
the error starting roughly at the point that the tap solution is invalid
according to our algorithm.
To understand the use of the validity condition in Boltzmann machine
learning, we train a network of eight neurons using the tap approximation
with linear response as in (Kappen & Rodr´ıquez, 1998b). The target distri-
bution is the Asia problem, where the correlations between some diseases
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and findings are modeled (Lauritzen & Spiegelhalter, 1988). This results
in a probability distribution of eight binary neurons, which we try to learn
without hidden units. Learning was done using the gradient descent rule
(Ackley et al., 1985)
∆θi = η (〈si〉asia − 〈si〉net) (21)
∆wij = η
(〈sisj〉asia − 〈sisj〉net) (22)
with a learning rate η = 0.05. 〈·〉net and 〈·〉asia are the averages in the
current network and those in the Asia problem, respectively.
The Kullback divergence between the target and the learned distribu-
tion is plotted at the left of figure 4.2 for both the exact and the tap
learning procedure. Note that the Kullback error is not available in large
problems due to the computational intractability. At the right the number
of poles is plotted for each learning step. As one can see the Kullback
divergence generally decreases if the number of poles is zero, but increases
dramatically if not. In the latter case the tap solution is wrong, since the
tap expansion does not converge.
4.5 Conclusions and Discussion
We have presented an algorithm to determine the validity of a tap solution.
The computational complexity of the algorithm is polynomial in the size of
the network. We have shown that the correlations are badly approximated
if the solution of the tap equations is invalid according to the algorithm.
Furthermore we have applied the algorithm to Boltzmann machine
learning. There are targets for which the tap solution reaches the invalid
region after some epochs. Therefore it is reasonable to believe that such
a target lies in the invalid region. We have shown that in this region the
learning procedure in general increases the Kullback divergence and thus
decreases the network performance. If the invalid region is entered, one
can decide either to stop learning and use the realization of the network so
far or to mark the problem as unsolvable within the tap approximation.
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Part II
BOUNDING TECHNIQUES
 
5LOWER BOUNDS FOR
THE PARTITION FUNCTION
We present a method to bound the partition function of a Boltzmann machine
neural network with any odd order polynomial. This is a direct extension of
the mean field bound, which is first order. We show that the third order bound
is strictly better than mean field. Additionally we derive a third order bound
for the likelihood of sigmoid belief networks. Numerical experiments indicate
that an error reduction of a factor two is easily reached in the region where
expansion based approximations are useful.
This chapter is adapted from: Leisink, M. A. R., & Kappen, H. J. (2001b).
A tighter bound for graphical models. Neural Computation, 13 (9), 2149–
2171.
5.1 Introduction
Graphical models have the capability to model a large class of probability
distributions. The neurons in these networks are the random variables,
whereas the connections between them represent conditional independen-
cies. Usually, some of the nodes have a direct relation with the random
variables in the problem and are called ‘visibles’. The other nodes, known
as ‘hiddens’, are used to model more complex probability distributions.
Learning in graphical models, defined as maximizing the likelihood, can
be done as long as the likelihood that the visibles correspond to a pattern
in the data set, is tractable to compute. For a lot of special structures
(like trees or other sparse networks) this can be done efficiently, but in
general the time it takes, scales exponentially with the number of hidden
neurons. For such architectures one has no other choice than using an
approximation of the likelihood.
A well known approximation technique from statistical mechanics, called
Gibbs sampling, was applied to graphical models in (Pearl, 1988b). More
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recently, the mean field approximation was derived for sigmoid belief net-
works (Saul et al., 1996b). For this type of graphical model the parental
dependency of a neuron is modeled by a non-linear (sigmoidal) function
of the weighted parent states (Neal, 1992). It turns out that the mean
field approximation has the nice feature that it bounds the likelihood from
below. This is useful for learning, since a maximization of the bound either
increases its accuracy or increases the likelihood for a pattern in the data
set. Other work on bounds for neural networks can be found in (Jaakkola
et al., 1996; Neal & Hinton, 1998).
In this chapter we show that it is possible to improve the mean field
approximation without losing the bounding properties. In section 5.2 we
show the general theory for creating a new bound using an existing one. If
we start with a polynomial bound of degree k (mean field corresponds to
k = 1), it turns out that the new bound is of degree k+ 2. The procedure
leads, however, to quite complicated formulae for belief networks. There-
fore we first focus on Boltzmann machines in section 5.3. These networks
are stochastic as well, but the connections are symmetric and not directed
(Ackley et al., 1985). A mean field approximation for this type of neural
networks was already described in (Peterson & Anderson, 1987). An im-
provement of this approximation was found by Thouless, Anderson, and
Palmer (1977), which was applied to Boltzmann machines in (Kappen &
Rodr´ıguez, 1999). Unfortunately, this so called tap approximation is not
a bound. We apply our method to the mean field approximation, which
results in a third order bound. We prove the latter is always tighter than
the standard mean field bound.
In section 5.4 the procedure is extended to sigmoid belief networks. In
contrast to Boltzmann machines, we need an additional bound for this type
of graphical model to make the final approximation tractable to compute.
This is analogous to the mean field case, which was described in (Saul
et al., 1996b).
For both, sigmoid belief networks and Boltzmann machines, the com-
bination of a lower and upper bound is important for inference, since con-
ditional probabilities (which are ratio’s of likelihoods) can be bounded as
well. This chapter focuses solely on lower bounds, but more information
about upper bounds can be found in (Jaakkola & Jordan, 1996b, 1996a).
In section 5.5 we present some numerical results and compare the third
order bound with several existing approximation techniques. Finally, in
section 5.6, we present our conclusions.
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Figure 5.1: The three stages in deriving a new bound. In this case f2(x) = − log coshx
and ν = 0
5.2 Higher Order Bounds
This section is divided in two subsections: The first shows the general
procedure to obtain a k + 2 order bound given a polynomial bound of
order k; the second subsection applies this method to the known straight
line bound of the exponential function which results in a third order bound.
5.2.1 Upgrading a bound
Suppose we have a function f0(x) and a bound b0(x) such that
∀x f0(x) ≥ b0(x) (1)
Let f1(x) and b1(x) be two primitive functions of f0(x) and b0(x)
f1(x) =
∫
dx f0(x) and b1(x) =
∫
dx b0(x) (2)
This defines the functions f1(x) and b1(x) up to a constant. We choose
this constant such that for some ν: f1(ν) = b1(ν).
Since the surface under f0(x) at the left as well as at the right of x = ν
is obviously greater than the surface under b0(x) (which follows from equa-
tion 1) and the primitive functions are equal at x = ν (by construction),
we know {
f1(x) ≤ b1(x) for x ≤ ν
f1(x) ≥ b1(x) for x ≥ ν (3)
or in shorthand notation f1(x) ≶ b1(x). It is important to understand that
even if f0(ν) > b0(ν) the above result holds. Therefore, we are completely
free to choose ν.
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If we repeat this and let f2(x) and b2(x) be two primitive functions of
f1(x) and b1(x), again such that f2(ν) = b2(ν), one can easily verify that
∀x f2(x) ≥ b2(x) (4)
Note that by construction ν is the point where f1(ν) = b1(ν), which is
necessary for the above result to hold. This procedure is illustrated in
figure 5.1.
Thus given a lower bound of f0(x) we can create another lower bound.
In case the given bound is a polynomial of degree k, the new bound is a
polynomial of degree k+2 with one additional free parameter. In the next
subsection we apply this procedure to the exponential function.
5.2.2 The exponential function
Starting with the trivial bound ex ≥ 0 and applying the procedure of
section 5.2.1, we derive
f0(x) = e
x ≥ 0 = b0(x) (5)
f1(x) = e
x ≶ eν = b1(x) (6)
∀ν f2(x) = ex ≥ eν (1 + x− ν) = b2(x) (7)
One can verify that the condition that f1(ν) = b1(ν) and f2(ν) = b2(ν)
indeed is met and therefore we can conclude that b2(x) is also a lower bound
on the exponential function. The function b2(x) here is the tangent of e
x
at the point x = ν and due to the convexity of the exponential function,
that is indeed a lower bound.
Nothing will stop us, however, from applying the procedure again, but
this time to the lower bound f2(x) ≥ b2(x), which yields
f2(x) = e
x ≥ eν (1 + x− ν) = b2(x) (8)
f3(x) = e
x ≶ eµ + eν
(
(1 + µ− ν) (x− µ) + 1
2
(x− µ)2
)
= b3(x) (9)
f4(x) = e
x ≥ eµ
{
1 + x− µ+ eν−µ
(1− (ν − µ)
2
(x− µ)2
+
1
6
(x− µ)3
)}
= b4(x) (10)
or (substituting λ = ν − µ)
∀x,µ,λ f4(x) = ex ≥ eµ
{
1 + x− µ+ eλ
(1− λ
2
(x− µ)2
+
1
6
(x− µ)3
)}
= b4(x) (11)
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Figure 5.2: Examples of the bound as in equation 11 for some values of µ and λ.
In figure 5.2 the derived bound is shown for some values of µ and λ.
The role of µ is clearly to determine at which point the bound equals the
exponential function. The role of λ can be seen as tightening the bound
at the left of x = µ for negative and at the right for positive λ. The price
we pay, however, is a less accurate approximation at the opposite side.
5.3 Boltzmann Machines
In this section we derive a third order lower bound on the partition function
of a Boltzmann machine neural network using the results from the previous
section. The probability to find a Boltzmann machine in a state ~s ∈
{−1,+1}N is given by
P (~s ) =
1
Z
exp (−E (~s )) (12)
where
−E (~s ) = 1
2
θijsisj + θ
isi (13)
There is an implicit summation over all repeated indices (Einstein’s con-
vention), unless stated otherwise. Z is the normalization constant known
as the partition function
Z =
∑
all ~s
exp (−E (~s )) (14)
which requires a sum over all, exponentially many states. Therefore this
sum is intractable to compute even for rather small networks.
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5.3.1 A third order approximation
To compute the partition function approximately, we use the third order
bound1 from equation 11. We obtain
Z =
∑
all ~s
exp (−E (~s )) (15)
≥
∑
all ~s
eµ(~s )
{
1−∆E + eλ(~s )
(
1− λ (~s )
2
∆E2 − 1
6
∆E3
)}
(16)
where ∆E = µ (~s ) + E. Note that the former constants µ and λ are now
functions of ~s , since we may take different values for µ and λ for each
term in the sum. In principle these functions can take any form. If we
take, for instance, µ (~s ) = −E (~s ) the approximation is exact. This would
lead, however, to the same intractability as before and therefore we must
restrict our choice to those that make equation 16 tractable to compute.
We choose µ (~s ) and λ (~s ) to be linear with respect to the neuron states
si.
µ (~s ) = µisi + µ
0 (17)
λ (~s ) = λisi + λ
0 (18)
One may view µ (~s ) and λ (~s ) as (the negative of) the energy functions for
the Boltzmann distribution P ∼ exp (µ (~s )) and P ∼ exp (λ (~s )). There-
fore we will sometimes speak of ‘the distribution µ (~s )’. Since these linear
energy functions correspond to factorized distributions2, we can compute
the right hand side of equation 16 in a reasonable time (i.e. polynomial
increasing with the network size). For instance
Zµ =
∑
all ~s
eµ(~s ) =
∑
all ~s
exp
(
µisi + µ
0
)
= eµ
0
∏
i
2 coshµi (19)
or averages with respect to the distribution µ (~s )
〈sisj〉 = 1
Zµ
∑
all ~s
eµ(~s )sisj = tanhµ
i tanhµj (20)
Since (16) is a lower bound, we may maximize it with respect to its varia-
tional parameters µ0, µi, λ0 and λi to obtain the tightest bound.
1 If we use the first order bound from equation 7, the result would be the well known
mean field bound.
2 This is the simplest choice. See however (Barber & Wiegerinck, 1998).
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5.3.2 A special case of the third order bound
Although λi = 0 does certainly not correspond to a maximum of (16), we
choose to set them to zero, because numerical experiments indicate (not
presented in this thesis) that for the real optimum of (16) the value of λi
is close to zero for Boltzmann machines (given a Gaussian distribution of
the weights) and, more importantly, this simplifies (16) enormously. This
enables us to compare the third order bound with the mean field bound.
The reader should keep in mind, however, that the calculations in the rest
of this chapter could be done for λi 6= 0, which would have tightened the
bound even further.
Given λi = 0 we can rewrite the bound as
Z ≥ Zµ
{
1− 〈∆E〉+ eλ0
(
1− λ0
2
〈
∆E2
〉− 1
6
〈
∆E3
〉)}
= B (E,µ, λ)
(21)
where Zµ is the partition function of the distribution µ (~s ) as defined in
equation 19 and 〈·〉 denotes an average over that (factorized) distribution
as defined in equation 20.
To find the tightest bound, we set all derivatives with respect to the
variational parameters to zero. In appendix 5.6 this is done explicitly for
µ0 and λ0, which yields{
µ0 = − 〈E + µisi〉
λ0 = −1
3
〈
∆E3
〉
/
〈
∆E2
〉 (22)
Using this solution the bound reduces to
logZ ≥ logZµ + log
{
1 +
1
2
eλ
0 〈
∆E2
〉}
(23)
where the term
〈
∆E2
〉
corresponds to the variance (or second order mo-
ment) of E + µisi with respect to the distribution µ (~s ), since µ
0 =
− 〈E + µisi〉. λ0 on the other hand is proportional to the third order
moment according to (22). Explicit expressions for these moments can be
found in appendix 5.6.
We still haven’t set the variational parameters µi to an appropriate
value. Taking the derivative with respect to these parameters yields
∂B
∂µi
= Zµ
{
− 〈∆Esi〉+ eλ0
( (
1− λ0) 〈∆Esi〉
− λ
0
2
〈
∆E2si
〉− 1
6
〈
∆E3si
〉 )}
= 0 (24)
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which is an implicit equation for µi, analogously to the standard mean field
equations. We can solve µi numerically by iteration. Wherever we speak
of ‘fully optimized’, we refer to the solution of µi given by equation 24.
Although the fully optimized µi give the tightest bound, we like to
focus for a moment on the suboptimal case where µi correspond to the
mean field solution, given by
∀i mi def= tanhµi = tanh
(
θi + θijmj
)
(25)
For this choice for µi the logZµ term in equation 23 is equal to the optimal
mean field bound on the partition function. Since the last term in equa-
tion 23 is always positive, we conclude that the third order bound is always
tighter than the mean field bound. Additionally, a real optimization of µi
using equation 24 would tighten the third order bound further.
The relation between tap and the third order bound is clear in the
region of small weights. If we assume that the terms of O
(
θij
3
)
are negli-
gible, a small weight expansion of equation 23 yields (see also appendix 5.6)
logZ ≥ logZµ + log
{
1 +
1
2
eλ
0 〈
∆E2
〉}
(26)
≈ logZµ + 1
4
θij
2 (
1−m2i
) (
1−m2j
)
(27)
where the last term is equal to the tap correction term (Kappen & Rodr´ıguez,
1999). Thus the third order bound tends to the tap approximation for
small weights. For larger weights, however, the tap approximation over-
estimates the partition function, whereas the third order approximation is
still a bound.
5.4 Sigmoid Belief Networks
In the previous section we saw how to derive a third order bound on the
partition function. For sigmoid belief networks we can use the same strat-
egy to obtain a third order bound on the likelihood of the visible neurons
of the network to be in some particular state. We start with a short de-
scription of sigmoid belief networks (see also Neal, 1992). After that we
derive analogously to the previous section a third order bound.
A sigmoid belief network has connections θij such that θij = 0 for i ≤ j.
For i > j it is zero if neuron j is not a parent of i. The probability to find
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a neuron in state +1 given all its parents can be written as
P (si = +1 |pa (si)) = σ
(
θijsj + θ
i
)
=
1
1 + exp (−2θijsj − 2θi) (28)
and hence
P (si |pa (si)) =
exp
(
θijsisj + θ
isi
)
2 cosh (θijsj + θi)
(29)
where there is no implicit summation over i. The joint probability is given
by
P (~s ) =
∏
i
P (si|pa (si)) = exp (−E (~s )) (30)
with
−E (~s ) = θijsisj + θisi −
∑
p
log 2 cosh
(
θpisi + θ
p
)
(31)
The last term, known as the local normalization, does not appear in the
Boltzmann machine energy function.
We have similar difficulties as in equation 14, if we want to compute
the log-likelihood given by
logL = log
∑
~s∈H
P (~s ) = log
∑
~s∈H
exp (−E (~s )) (32)
The sum is taken only over the hidden units; the visible units are clamped
to some given pattern. Using Greek indices for the visible units, the
clamped energy is given by
−E (~s ) = θijsisj +
(
θi +
(
θiα + θαi
)
sα
)
si +
(
θαβsαsβ + θ
αsα
)
−
∑
p
log 2 cosh
(
θpisi + (θ
pαsα + θ
p)
)
(33)
where the index p runs over both, hidden and visible units.
5.4.1 The problem of local normalization
As said this problem has certain similarities with the Boltzmann machine.
However, it is well known that due to the non-linear log 2 cosh term in the
sigmoid belief energy, the bound as in equation 16 is intractable for all
choices of µ (~s ) and λ (~s ). Therefore it is necessary to derive an additional
bound such that the approximated likelihood is tractable to compute.
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We make use of the concavity of the log function to find a straight line
upper bound3 given by
∀ξ log x ≤ eξx− ξ − 1 (34)
We use this inequality to bound the log 2 cosh term in equation 33 for each
p separately, where we choose ξp to be
ξp (~s ) = ξpisi + ξ
p (35)
We derive
−E (~s ) ≥ −E˜ (~s ) = θijsisj+ θ˜isi+ θ˜−
∑
p
{
exp ξp+(~s )+exp ξ
p
−(~s )
}
(36)
with
θ˜i = θi +
(
θiα + θαi
)
sα +
∑
p
ξpi (37)
θ˜ = θαβsαsβ + θ
αsα +
∑
p
ξp +N (38)
ξp+ (~s ) =
(
ξpi + θpi
)
si + (ξ
p + θpαsα + θ
p) (39)
ξp− (~s ) =
(
ξpi − θpi) si + (ξp − θpαsα − θp) (40)
By introducing this second bound, we have rewritten the likelihood in
an already solved form (see equation 16), since
L =
∑
~s∈H
exp
(− E (~s ) ) ≥ ∑
~s∈H
exp
(− E˜ (~s ) ) ≥ B (E˜, µ, λ) (41)
where the bound B
(
E˜, µ, λ
)
is tractable to compute. For instance
−
〈
E˜
〉
=
〈
θijsisj + θ˜
isi + θ˜
〉
−
∑
p
〈
exp ξp+ (~s )
〉−∑
p
〈
exp ξp− (~s )
〉
(42)
Since ξp+ (~s ) and ξ
p
− (~s ) correspond to factorized distributions, the last two
terms are easily computed. Unfortunately, due to the summation over p,
the complexity of the third order bound increases4 from O (N3) to O (N4).
3 Note that this bound is also derivable using the method from section 5.2 starting
with − 1
x2
≤ 0.
4 With the assumption of not too many neurons in each layer, we can reduce the
complexity to O (N3). In fact, for a layered network, the order of the computational
complexity is max
(
N3, N2P 2
)
where P is the number of neurons in the largest layer.
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In (Saul et al., 1996b) the bound on the log 2 cosh term was derived
in a different way. Their result is the special case that{
ξpi = αpθ
pi
ξp = αp (θ
pαsα + θ
p)
(43)
where the αp are N variational parameters. One might argue that the
number of variational parameters in our approach (proportional to N 2) is
too high for practical applications. Fortunately, we can reduce this number.
It turns out that the optimal choice for ξpi is zero if the corresponding
weight θpi is zero, as one can easily verify by investigating the derivative
of the bound with respect to those parameters. If the network has not
too many parents for each node (which is often the case), this corresponds
mathematically to a few non-zero weights for each node. Therefore the
number of variational parameters is rather linear in N than quadratic.
The attentive reader might have thought about taking the quadratic
bound5
∀ν log 2 coshx ≤ 1
2
(x− ν)2 + (x− ν) tanh ν + log 2 cosh ν (44)
instead of (34). Although this choice indeed leads to a tractable function
which obeys the bounding property, we have experimental evidence that it
gives a worse approximation generally, mainly for the larger weights and
thresholds.
5.5 Results
In this section we compare the third order bound with the mean field
bound. In section 5.5.1 this is done for Boltzmann machines, in sec-
tion 5.5.2 for sigmoid belief networks.
5.5.1 Boltzmann machines
In section 5.3 we derived the third order bound for Boltzmann machines.
We distinguish three bounds on the partition function: (1) the mean field
bound, Bmf , (2) the third order bound using the (easy to obtain) mean field
solution (equation 25) for µi, Btm, and (3) the fully optimized (equation 24)
third order bound, Bto. The reason that we consider Btm apart from Bto is
5 This can be derived using the method from section 5.2, starting with 1−tanh2 x ≤ 1
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Figure 5.3: The exact partition function and three approximations: (1) Mean field, (2)
tap and (3) Fully optimized third order. The standard deviation of the thresholds is 0.1.
Each point was averaged over a hundred randomly generated networks of 20 neurons.
The inner plot shows the behavior of the approximating functions for small weights.
that the first has a lower computational complexity, which is especially im-
portant for sigmoid belief networks. Note that Bmf ≤ Btm ≤ Bto ≤ Z. We
created networks of N = 20 neurons with thresholds drawn from a Gaus-
sian N (µ = 0, σ = σ1) and weights drawn from N
(
µ = 0, σ = σ2/
√
N
)
for various σ1 and σ2, which is a so called sk-model (Sherrington & Kirk-
patrick, 1975).
In figure 5.3 the exact partition function versus σ2 is shown with σ1 =
0.1. In the same figure the mean field and fully optimized third order
bound are shown together with the tap approximation. For large σ2 the
exact partition function is linear in σ2, whereas this is not necessarily the
case for small σ2 (see figure 5.3). In fact, in the absence of thresholds, the
partition function is quadratic for small σ2. Since tap is based on a Taylor
expansion in the weights up to second order, it is very accurate in the
small weight region. However, as soon as the size of the weights exceeds
the radius of convergence of this expansion (this occurs approximately at
σ2 = 1), the approximation rapidly diverges from the true value (Leisink &
Kappen, 1999; Plefka, 1981). Although the figure might suggest otherwise,
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Figure 5.4: Relative improvement of the bound. Left: Comparison between third order
and mean field both with the mean field solution for µi. Right: Comparison between
the third order bound with the mean field solution for µi and the optimal solution. Zero
is no improvement, one is maximal improvement. Each point was averaged over twenty
randomly generated networks.
the tap approximation is neither an upper nor a lower bound.
The mean field and third order approximation are both linear for large
σ2, which prevents them from crossing the true partition function and
violating the bound. For small weights (σ2 < 1) we see that the third order
bound is much closer to the exact curved form than mean field is. Thus if
one wants to preserve the bounding property, but finds mean field too poor
to work with, the third order approximation is worth to be considered.
We define the relative improvement from bound Bx to By by
ηx→y =
logBy − logBx
logZ − logBx (45)
This quantity takes on values from zero to one, for minimal to maximal
improvement, respectively. We consider ηmf→tm and ηtm→to. For several
values of σ1 and σ2 we computed the three bounds, Bmf , Btm and Bto,
and the exact partition function. In figure 5.4 the relative improvements
are shown. We conclude that a 30%-100% improvement is due to the
use of the third order bound. Using the fully optimized µi instead of the
(easier to obtain) mean field solution has only a minor effect (about 10%).
We should mention, however, that the full optimization becomes relatively
more important for large σ2. However, in this regime any expansion based
approximation is too inaccurate for practical purposes.
Although the partition function is approximated more accurate, this
is not necessarily the case for the mean firing rates and correlations in
the system. For a Boltzmann machine the mean firing rates are equal to
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Figure 5.5: The ratio between third order and mean field approximation. Left: The ratio
of the mean firing rates. Right: The ratio of the correlations. The solid line indicates a
mean field error of 0.1; the dashed line a third order error of 0.1.
∂ logZ/∂θi and, in the same way, the correlations are given by ∂ logZ/∂θij .
In figure 5.5 we plotted the ratio of these statistics obtained by the third
order bound and the mean field approximation. In that way, a number
smaller than one indicates that the third order approximation is better.
This is done for 25 networks of ten neurons for all values for σ1 and σ2. If
we define a sum squared error measure
Error2 =
1
n
∑
i
(
〈si〉exact − 〈si〉approx
)2
(46)
and similarly for the correlations, then the solid and dashed line in the
figures correspond to an error of 0.1 for mean field and third order, respec-
tively. We conclude that the third order method is better than mean field,
at least in this region of weights and thresholds.
5.5.2 Sigmoid belief networks
As we saw in the previous subsection, we have two types of third order
bounds. One for which we fully optimize all variational parameters and
one which we compute using the mean field solution for µi. We have seen in
figure 5.4 that the major improvement is due to the third order bound and
not to the choice of optimization. Therefore we propose to consider only
the mean field solution, since the computation of the mean field parameters
is considerably less complex than a full optimization. In the following we
explore the computational quality of this bound.
Given this choice the following options are left
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Hidden
Hidden
Visible
Figure 5.6: A toy problem.
• using the mean field bound or the third order bound;
• using all ξpi as variational parameters or restrict them to the choice
of Saul et al. as in equation 43.
To assess the error made by the various approaches, we use the same toy
problem as in (Saul et al., 1996b; Barber & Wiegerinck, 1998). The
network has a top layer of two neurons, a middle layer of four neurons
and a lower layer of six visibles (figure 5.6). All neurons of two successive
layers are connected with weights pointing downwards and drawn from
a uniform distribution over [−b, b]. Each neuron has a threshold drawn
from a uniform distribution over [−a, a]. Since Saul used a 0/1-coding
for the neuron activity, we transformed the randomly generated weights
and thresholds from their representation to −1/+ 1-coding, which is used
in this chapter. This makes our results comparable with those of Saul.
We want to compute the likelihood when all visibles are clamped to −1.
Since the network is rather small, we can compute the exact likelihood to
compare the lower bound with. In figure 5.7 we show a typical example of
the relative error, defined as logB/ logL− 1, for the four possible bounds
given a = b = 1. It is clear from the figure that the use of the third order
bound reduces the error enormously. In the regime of such a small error it
is even helpful to use a full optimization of the parameters ξpi.
We computed the relative improvement as defined in equation 45 (but
with the log-likelihood instead of logZ) between the first order bound with
partial optimization of ξp (~s ) (as in Saul et al., 1996b) and the third order
bound with a full optimization. The value of the improvement η for several
a and b is shown in table 5.1. The numbers are averaged over 981 networks
(in 19 cases the optimizer did not converge). It is clear from the table that
the gain by using the third order bound is almost independent of the size
of the thresholds. The size of the weights, however, plays an important
role and we see that the relative error decreases by more than a factor 20
(the relative improvement is about 95%) for small weights to a factor 4
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Figure 5.7: A typical example of the error made by the various bounds. The left two
bars are mean field, the right two bars third order bounds. The word ‘full’ refers to a full
optimization of all ξpi, whereas the word ‘partial’ stands for the special choice for ξp (~s )
as in equation 43. The grey surface is the error due to the bound on the exponential
function, whereas black refers to the bound on the log 2 cosh term.
aÂb 0.5 1.0 1.5 2.0
0.5 0.968 0.903 0.837 0.767
1.0 0.968 0.906 0.839 0.769
1.5 0.969 0.907 0.840 0.771
2.0 0.971 0.911 0.842 0.774
Table 5.1: The relative improvement as defined in equation 45 of the third order bound
with full optimization of ξp (~s ) compared to the mean field bound with partial optimiza-
tion. The bold font denotes the toy problem as in (Saul et al., 1996b).
for b = 2. Keep in mind that the third order bound is always better (i.e.
η > 0), also for large weights. In figure 5.8 we show the histograms of the
relative error for the case a = b = 1.
Besides this toy problem we address the quality of the approximation
and the computation time for larger networks. Let us first define the
cascade network as shown in figure 5.9. This is a layered network with L
layers. The l-th layer (l = 1 . . . L) has l neurons, which are fully connected
to the previous and the next layer. A cascade network with L layers has
N = L(L+ 1)/2 neurons. For each L up to 37 we initialized ten networks
with random weights and thresholds (σ1 = σ2 = 0.1) and computed the
mean field and third order bound on the log likelihood. Since no units were
clamped, the exact log likelihood is zero. From figure 5.10 we conclude
that the third order bound gives a significant error reduction, although
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Figure 5.8: Histograms of the relative error for a = b = 1. The error of the third order
bound is roughly ten times smaller than the error of the mean field bound.
Figure 5.9: The cascade network. The lth layer has l neurons. Thresholds are initialized
from a Gaussian with zero mean and standard deviation σ1; weights between layer l and
l+1 are from a Gaussian with zero mean and standard deviation σ2/
√
l. The
√
l makes
σ1 and σ2 comparable in magnitude.
72 Graphical models and their (un)certainties
101 102 103
10−2
100
102
104
Number of neurons = N
CP
U 
Ti
m
e 
(se
co
nd
s)
Mean field 
Third order
Exact      
0 200 400 600
−3
−2
−1
0
Number of neurons = N
lo
g 
lik
el
ih
oo
d
Mean field 
Third order
3 x SD     
Figure 5.10: Computation of the likelihood for the cascade network. Left: Computation
time on a double log scale for exact, mean field and third order. Right: Estimated log
likelihood per neuron for mean field and third order. Since no neurons are clamped, the
exact log likelihood is zero. Each point was averaged over ten networks. The dotted
lines are three standard deviations from the mean.
computation time may be a drawback for large networks.
Although a better bound on the likelihood is nice, a more important
aspect is whether this results in a better trained network. First of all we
have to define what we mean by ‘a better trained network’. Our goal can
be to maximize the likelihood of a given data set by setting all the weights
and thresholds to an appropriate value. In that case we view exact, mean
field and third order just as three different models, each learning the data
set as good as possible allowing a totally different set of weights for each
model. On the other hand our goal can be to approximate the exact
method as good as possible such that the weights, thresholds and mean
activities obtained with our approximation method closely resemble the
exact values. An accurate approximation in this sense makes it possible to
reveal the hidden structure of a particular data set.
We started with a cascade network (figure 5.9) with L = 5 layers
and initialized the network with zero thresholds and Gaussian distributed
weights with standard deviation σ2/
√
l. Then we computed the exact
probabilities, p (~s ), for all 25 = 32 states of the bottom layer. Finally we
learned this probability distribution by maximizing the total likelihood
logL total =
∑
~s
p (~s ) logL (~s ) (47)
with a standard gradient ascent procedure. The log likelihood is given by
equation 32 for exact and by equation 41 for mean field and the third order
method. The thresholds were initialized with zero and not adapted. This
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results in three sets of weights: (1) the exact weights, θex (used to generate
the probability distribution), (2) the mean field weights, θmf , and (3) the
third order weights, θth.
The initialization of the weights was random, but identical for the three
methods. In this way we force them to learn the same hidden representa-
tion, which enables us to compare the weights directly. This is necessary,
since any permutation of the hidden nodes would result in same maximum
likelihood. Additionally, we repeated the experiments, where we initial-
ized with the exact weights and did the maximization. The exact method
stopped immediately, but mean field and third order adapted the weights
slightly and came up with comparable results as for the random initializa-
tion.
When our goal is to maximize the likelihood regardless of the underlying
model, the three methods does not differ very much. For σ2 ≤ 1 the relative
error for the approximation versus the exact method is usually smaller than
0.1% When our goal is, however, to approximate the exact model and to
find the weights that explain the hidden structure of the data set, the third
order method turns out to be much better than mean field.
We ran twenty learning problems starting with random initialization.
In figure 5.11 we show the histograms of the difference between the exact
and approximated weights for mean field and for third order. It is striking
that mean field only manages to learn the weights between layer 4 and 5,
whereas the third order method is capable to learn all weights up to the
top quite accurately. If we define the error in the weights by
Error2 =
∑
ij
(
θijexact − θijapprox
)2
(48)
the average error for mean field was 0.566, for third order 0.073. In all
runs, the third order error was less than mean field.
We conclude that both the mean field and third order method are capa-
ble to find a good log likelihood, although third order is still slightly better.
Mean field, viewed as an approximation of the exact method, however, fails
to learn the hidden structure accurately.
5.6 Conclusions and Discussion
We showed a procedure to find any odd order polynomial bound for the
exponential function. A 2k− 1 order polynomial bound has k free param-
eters per binary variable. For the third order bound these are µ and λ.
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Figure 5.11: The difference between the exact and approximated weights after training
a cascade network with five layers, σ1 = 0 and σ2 = 0.5 The upper two histograms
correspond to mean field, the lower two to third order. Left is the histogram of weights
from a hidden node to another hidden (upper layers); right is from a hidden to a visible
(layer 4 to 5).
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We can apply this bound to the exponential function to derive a bound
on the partition function. In the simplest case, where the free parameters
define the energy function of a factorized distribution, we have (N + 1)k
free parameters. It is certainly possible to use other choices as was done
in (Barber & Wiegerinck, 1998). Since the approximating function is a
bound, we may maximize it with respect to all its free parameters.
In this chapter we restricted ourselves to the third order bound, al-
though an extension to any odd order bound is possible. Third order is
the next higher order bound to naive mean field. We showed that this
bound is strictly better than the mean field bound and tends to the tap
approximation for small weights. For larger weights, however, the tap
approximation crosses the partition function and violates the bounding
properties.
We saw that the third order bound gives an enormous improvement
of the quality of the bound which gradually becomes less in the region
of large weights and small thresholds, where almost all expansion based
approximations are bad. We conclude that third order bounds are helpful
in general, since they are always tighter than the mean field bound. In
practice, however, third order bounds are most useful for problems just
outside the scope of the mean field approximation.
Besides the partition function itself, we compared the approximated
mean firing rates and correlations. There we saw an improvement of the
approximation in the whole range, especially for small weights. A promis-
ing direction for further research is to combine the third order lower bound
with upper bounds on Boltzmann machines and sigmoid belief networks
to obtain better bounds on conditional probabilities.
Also in training the third order method is better than mean field. The
differences are quite small, when we are simply interested in maximizing
the log likelihood. However, the hidden structure found by mean field is
totally different compared to the exact method, especially for the weights
between hidden nodes. Third order, on the other hand, manages to find a
highly comparable structure.
A full optimization of the bound is computationally expensive (espe-
cially for the sigmoid belief networks). Therefore we suggest using the
mean field solution for µi instead of solving equation 24. This avoids an
O (N4) for Boltzmann machines and a worst-case O (N6) for belief net-
works to find the tightest bound, whereas the approximation is almost as
good as in the fully optimized case. The computational complexity for
Boltzmann machines is then O (N3) to optimize and compute the bound;
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for sigmoid belief networks the worst-case complexity is O (N4), although
an O (N3) is more likely for layered networks.
Appendix A: Optimal Solution for µ0 and λ0
The bound from equation 16 is valid for all values of µ0, λ0 and µi. To
find the tightest bound, we set all the derivatives with respect to these
variational parameters to zero. For µ0 and λ0 it is possible to obtain
explicit results. We derive (keep in mind that ∆E does depend on µ0)
∂B
∂µ0
= Zµ
{
−〈∆E〉+ eλ0
((
1− λ0) 〈∆E〉 − λ0
2
〈
∆E2
〉− 1
6
〈
∆E3
〉)}
= 0
(49)
∂B
∂λ0
= Zµe
λ0
(
−λ
0
2
〈
∆E2
〉− 1
6
〈
∆E3
〉)
= 0 (50)
Given equation 50 we can reduce equation 49 to
〈∆E〉
(
1− eλ0 (1− λ0)) = 0 (51)
This leads to two possible solutions for µ0 and λ0{
µ0 = − 〈E + µisi〉
λ0 = −1
3
〈
∆E3
〉
/
〈
∆E2
〉 (52a)
or { 〈(
E + µisi + µ
0
)3〉
= 0
λ0 = 0
(52b)
The implicit equation at the top of (52b) can easily be made explicit, since
it is cubic in µ0.
We analyze the stability of both solutions by investigating the Hessian
H
(
µ0, λ0
)
=


∂2B
∂µ02
∂2B
∂µ0∂λ0
∂2B
∂λ0∂µ0
∂2B
∂λ02

 (53)
at both solution points. These can be written as
H
(
µ0, λ0
)
= −Zµ
[
1
2
〈
∆E2
〉
+X 12
〈
∆E2
〉
1
2
〈
∆E2
〉
1
2
〈
∆E2
〉 ] (54)
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where
X = 1− eλ0 (1− λ0) (55)
which is zero for solution (52b) and positive if λ 6= 0. Therefore the
Hessian is negative definite for solution (52a). Solution (52b), however,
has a zero eigenvalue. It turns out that for small fluctuations ² in the
direction corresponding to this eigenvalue, the bound varies proportional
to 〈∆E〉 ²3 and therefore this solution corresponds to a saddle point and
should be discarded. Thus the optimal choice for µ0 and λ0 is given by
equation 52a.
Appendix B: Explicit Expressions for
〈
∆E2
〉
and
〈
∆E3
〉
It is possible to compute the moments
〈
∆E2
〉
and
〈
∆E3
〉
under the fac-
torized distribution µ (~s ). Defining
mi = 〈si〉 = tanhµi (56)
we derived
1
2
〈
∆E2
〉
=
1
4
θij
2 (
1−m2i
) (
1−m2j
)
+
1
2
αi
2 (
1−m2i
)
(57)
−1
6
〈
∆E3
〉
=
1
6
θijθjkθki
(
1−m2i
) (
1−m2j
) (
1−m2k
)
(58)
+
1
3
θij
3
mimj
(
1−m2i
) (
1−m2j
)
− 1
3
αi
3
mi
(
1−m2i
)
+
1
2
αiαjθij
(
1−m2i
) (
1−m2j
)
− αiθij2mi
(
1−m2i
) (
1−m2j
)
(59)
where
αi = θi + θijmj − µi (60)
Note that αi = 0 is equivalent to the well known mean field equations.
For the fully optimized third order bound, however, αi differs from zero in
general.
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6MEANS, CORRELATIONS AND BOUNDS
The partition function for a Boltzmann machine can be bounded from above
and below. We can use this to bound the means and the correlations. For
networks with small weights, the values of these statistics can be restricted
to non-trivial regions (i.e. a subset of [−1, 1]). Experimental results show
that reasonable bounding occurs for weight sizes where mean field expansions
generally give good results.
This chapter is adapted from: Leisink, M. A. R., & Kappen, H. J. (2002b).
Means, correlations and bounds. In Dietterich, T. G., Becker, S., &
Ghahramani, Z. (Eds.), Advances in Neural Information Processing Sys-
tems 14, Vol. 1, pp. 455–462. MIT Press.
6.1 Introduction
Over the last decade, bounding techniques have become a popular tool to
deal with graphical models that are too complex for exact computation. A
nice property of bounds is that they give at least some information you can
rely on. For instance, one may find that a correlation is definitely between
0.4 and 0.6. An ordinary approximation might be more accurate, but in
practical situations there is absolutely no warranty for that.
The best known bound is probably the mean field bound, which has
been described for Boltzmann machines in (Peterson & Anderson, 1987)
and later for sigmoid belief networks in (Saul et al., 1996b). Apart from
its bounding properties, mean field theory is a commonly used approxima-
tion technique as well. Recently this first order bound was extended to
a third order approximation for Boltzmann machines and sigmoid belief
networks in (Leisink & Kappen, 2001a, 2001b), where it was shown that
this particular third order expansion is still a bound.
In 1996 an upper bound for Boltzmann machines was described in
(Jaakkola & Jordan, 1996b, 1996a). In the same articles the authors de-
rive an upper bound for a special case of sigmoid belief networks: the
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two-layered networks. In this chapter we will focus solely on Boltzmann
machines, but an extension to sigmoid belief networks is quite straightfor-
ward.
This chapter is organized as follows: In section 6.2 we start with the
general theory about bounding techniques. Later in that section the upper
and lower bound are briefly described. For a full explanation we refer to
the articles mentioned before. The section is concluded by explaining how
these bounds on the partition function can be used to bound means and
correlations. In section 6.3 results are shown for fully connected Boltzmann
machines, where size of weights and thresholds as well as network size
are varied. In section 6.4 we present our conclusions and outline possible
extensions.
6.2 Theory
There exists a general method to create a class of polynomials of a certain
order, which all bound a function of interest, f0(x). Such a class of order
2n can be found if the 2n-th order derivative of f0(x), written as f2n(x),
can be bounded by a constant. When this constant is zero, the class is
actually of order 2n−1. It turns out that this class is parameterized by n
free parameters.
Suppose we have a function b2k for some integer k which bounds the
function f2k from below (an upper bound can be written as a lower bound
by using the negative of both functions). Thus
∀x f2k(x) ≥ b2k(x) (1)
Now construct the primitive functions f2k−1 and b2k−1 such that f2k−1(µ) =
b2k−1(µ) for a free to choose value for µ. This constraint can always be
achieved by adding an appropriate constant to the primitive function b2k−1.
It is easy to prove that{
f2k−1(x) ≤ b2k−1(x) for x ≤ µ
f2k−1(x) ≥ b2k−1(x) for x ≥ µ (2)
or in shorthand notation f2k−1(x) ≶ b2k−1(x).
If we repeat this procedure and construct the primitive functions f2k−2
and b2k−2 such that f2k−2(µ) = b2k−2(µ) for the same µ, one can verify
that
∀x f2k−2(x) ≥ b2k−2(x) (3)
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Thus given a bound f2k(x) ≥ b2k(x) we can construct a class of bounding
functions for f2k−2 parameterized by µ.
Since we assumed f2n(x) can be bounded from below by a constant, we
can apply the procedure n times and we finally find f0(x) ≥ b0(x), where
b0(x) is parameterized by n free parameters. This procedure can be found
in more detail in (Leisink & Kappen, 2001b).
6.2.1 A third order lower bound for Boltzmann machines
Boltzmann machines are stochastic neural networks with N binary valued
neurons, si, which are connected by symmetric weights wij . Due to this
symmetry the probability distribution is a Boltzmann-Gibbs distribution
which is given by (see also Ackley et al., 1985)
p (~s |θ, w) = 1
Z
exp

1
2
∑
ij
wijsisj +
∑
i
θisi

 = 1
Z
exp (−E (~s, θ, w)) (4)
where the θi are threshold values and
Z (θ, w) =
∑
all ~s
exp (−E (~s, θ, w)) (5)
is the normalization known as the partition function.
This partition function is especially important, since statistical quan-
tities such as means and correlations can be directly derived from it. For
instance, the means can be computed as
〈sn〉 =
∑
all ~s
p (~s |θ, w) sn =
∑
all ~s/sn
p (~s, sn=+1|θ, w)− p (~s, sn=−1|θ, w)
=
Z+ (θ, w)− Z− (θ, w)
Z (θ, w)
(6)
where Z+ and Z− are partition functions over a network with sn clamped
to +1 and −1, respectively.
This explains why the objective of almost any approximation method
is the partition function given by equation 5. In (Leisink & Kappen, 2001a,
2001b) it is shown that the standard mean field lower bound can be ob-
tained by applying the linear bound
∀x,µ ex ≥ eµ (1 + x− µ) (7)
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to all exponentially many terms in the sum. Since µ may depend on ~s,
one can choose µ (~s ) = µisi + µ0, which leads to the standard mean field
equations, where the µi turn out to be the local fields.
Moreover, the authors show that one can apply the procedure of ‘up-
grading bounds’ (which is described briefly at the beginning of this section)
to equation 7, which leads to the class of third order bounds for ex. This
is achieved in the following way:
∀x,ν f2(x) = ex ≥ eν (1 + x− ν) = b2(x)
f1(x) = e
x ≶ eµ + eν
(
(1 + µ− ν) (x− µ) + 1
2
(x− µ)2
)
= b1(x)
∀x,µ,λ f0(x) = ex ≥ eµ
{
1 + x− µ+ eλ
(1− λ
2
(x− µ)2 (8)
+
1
6
(x− µ)3
)}
= b0(x)
with λ = ν − µ.
In principle, this third order bound could be maximized with respect to
all the free parameters, but here we follow the suggestion made in (Leisink
& Kappen, 2001b) to use a mean field optimization, which is much faster
and generally almost as good as a full optimization. For more details we
refer to (Leisink & Kappen, 2001b).
6.2.2 An upper bound
An upper bound for Boltzmann machines has been described in (Jaakkola
& Jordan, 1996b, 1996a)1. Basically, this method uses a quadratic upper
bound on log coshx, which can easily be obtained in the following way:
f2(x) = 1− tanh2 x ≤ 1 = b2(x)
f1(x) = tanhx ≷ x− µ+ tanhµ = b1(x) (9)
f0(x) = log coshx ≤ 1
2
(x− µ)2 + (x− µ) tanhµ+ log coshµ = b0(x)
1 Note: The articles referred to, use si ∈ {0, 1} instead of the +1/−1 coding used
here.
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Using this bound, one can derive
Z (θ, w) =
∑
all ~s
exp

1
2
∑
ij
wijsisj +
∑
i
θisi


=
∑
all ~s/sn
2 exp
(
log cosh
(∑
i
wnisi + θn
))
exp

1
2
∑
ij 6=n
wijsisj +
∑
i6=n
θisi

 (10)
≤
∑
all ~s/sn
exp

1
2
∑
ij 6=n
w′ijsisj +
∑
i6=n
θ′isi + k

 = ek · Z (θ′, w′)
where k is a constant and θ′ and w′ are thresholds and weights in a reduced
network given by
w′ij = wij + wniwnj
θ′ij = θi + wni (θn − µn + tanhµn) (11)
k =
1
2
(θn − µn + tanhµn)2 − 1
2
tanh2 µn + log 2 coshµn
Hence, equation 10 defines a recursive relation, where each step reduces
the network by one neuron. Finally, after N steps, an upper bound on the
partition function is found2. We did a crude minimization with respect
to the free parameters µ. A more sophisticated method can probably be
found, but this is not the main objective of this chapter.
6.2.3 Bounding means and correlations
The previous subsections showed very briefly how we can obtain a lower
bound, ZL, and an upper bound, ZU , for any partition function. We can
use this in combination with equation 6 to obtain a bound on the means:
〈sn〉L = Z
L
+ − ZU−
X
≤ 〈sn〉 ≤ Z
U
+ − ZL−
Y
= 〈sn〉U (12)
where X = ZU if the nominator is positive and X = ZL otherwise. For Y
it is the opposite. The difference, 〈sn〉U − 〈sn〉L, is called the bandwidth.
2 The original articles show that it is not necessary to do all the N steps. However,
since this is based on mixing approximation techniques with exact calculations, it is not
used here as it would hide the real error the approximation makes.
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Naively, we can compute the correlations similarly to the means using
〈snsm〉 = Z++ + Z−− − Z+− − Z−+
Z
(13)
where the partition function is computed for all combinations snsm. Gen-
erally, however, this gives poor results, since we have to add four bounds
together, which leads to a bandwidth which is about twice as large as for
the means. We can circumvent this by computing the correlations using
〈snsm〉 = Z (θ, w|sn = sm)− Z (θ, w|sn = −sm)
Z
(14)
where we allow the sum in the partition functions to be taken over sn, but
fix sm either to sn or its negative. Finally, the computation of the bounds
〈snsm〉L and 〈snsm〉U is analogue to equation 12.
There exists an alternative way to bound the means and correlations.
One can write
〈sn〉 = Z+ − Z−
Z+ + Z−
=
Z+/Z− − 1
Z+/Z− + 1
=
z − 1
z + 1
= f (z) (15)
with z = Z+/Z−, which can be bounded by
ZL+
ZU−
≤ z ≤ Z
U
+
ZL−
(16)
Since f (z) is a monotonically increasing function of z, the bounds on 〈sn〉
are given by applying this function to the left and right side of equation 16.
The correlations can be bounded similarly. It is still unknown whether this
algorithm would yield better results than the first one, which is explored
in this chapter.
6.3 Results
In all experiments we used fully connected Boltzmann machines of which
the thresholds and weights both were drawn from a Gaussian with zero
mean and standard deviation σθ and σw/
√
N , respectively, where N is
the network size. This is the so called sk-model (see also Sherrington
& Kirkpatrick, 1975). Generally speaking, the mean field approximation
breaks down for σθ = 0 and σw > 0.5, whereas it can be proven that any
expansion based approximation is inaccurate when σw > 1 (which is the
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Figure 6.1: Comparison of 1) the mean field lower bound, 2) the upper bound and 3) the
third order lower bound with the exact log partition function. The network was a fully
connected Boltzmann machine with 14 neurons and σθ = 0.2. The size of the weights is
varied on the x-axis. Each point was averaged over 100 networks.
radius of convergence as in (Plefka, 1981)). If σθ 6= 0 these maximum
values are somewhat larger.
In figure 1 we show the logarithm of the exact partition function,
the first order or mean field bound, the upper bound (which is roughly
quadratic) and the third order lower bound. The weight size is varied
along the horizontal axis. One can see clearly that the mean field bound
is not able to capture the quadratic form of the exact partition function
for small weights due to its linear behavior. The error made by the upper
and third order lower bound is small enough to make non-trivial bounds
on the means and correlations.
An example of this bound is shown in figure 6.2 for the specific choice
σθ = σw = 0.4. For both the means and the correlations a histogram is
plotted for the upper and lower bounds computed with equation 12. Both
have an average bandwidth of 0.132, which is a clear subset of the whole
possible interval of [−1, 1].
In figure 6.3 the average bandwidth is shown for several values of σθ
and σw. For bandwidths of 0.01, 0.1 and 1 a line is drawn. We conclude
that almost everywhere the bandwidth is non-trivially reduced and reaches
practically useful values for σw less than 0.5. This is more or less equivalent
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Figure 6.2: For the specific choice σθ = σw = 0.4 thirty fully connected Boltzmann
machines with 14 neurons were initialized and the bounds were computed. The two
left panels show the distance between the lower bound and the exact means (left) and
similarly for the upper bound (right). The right two panels show the distances of both
bounds for the correlations.
to the region where the mean field approximation performs well. That
approximation, however, gives no information on how close it actually is
to the exact value, whereas the bounding method limits it to a definite
region.
Unfortunately, the bounds have the unwanted property that the error
scales badly with the size of the network. Although this makes the bounds
unsuitable for very large networks, there is still a wide range of networks
small enough to take advantage of the proposed method and still much too
large to be treated exactly. The bandwidth versus network size is shown
in figure 6.4 for three values of σw. Obviously, the threshold of practical
usefulness is reached earlier for larger weights.
Finally, we remark that the computation time for the upper bound is
O (N4) and O (N3) for the mean field and third order lower bound. This
is not shown here.
6.4 Conclusions and Discussion
In this chapter we combined two already existing bounds in such a way
that not only the partition function of a Boltzmann machine is bounded
from both sides, but also the means and correlations. This may seem su-
perfluous, since there exist already several powerful approximation meth-
ods. Our method, however, can be used apart from any approximation
technique and gives at least some information you can rely on. Although
approximation techniques might do a good job on your data, you can never
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Figure 6.4: For σw = 0.1, 0.3 and 0.5 the bandwidth for the correlations is shown versus
the network size. σθ = 0.3 in all cases, but the plots are nearly the same for other
values. Please note the different scales for the y-axis. A similar graph for the means
is not shown here, but it is roughly the same. The solid line is the average bandwidth
over all correlations, whereas the dashed lines indicate the minimum and maximum
bandwidth found.
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be sure about that. The method outlined in this chapter ensures that the
quantities of interest, the means and correlations, are restricted to a certain
region.
We have seen that, generally speaking, the results are useful for weight
sizes where an ordinary mean field approximation performs well. This
makes the method applicable to a large class of problems. Moreover, since
many architectures are not fully connected, one can take advantage of that
structure. At least for the upper bound it is shown already that this can
improve computation speed and tightness. This would partially cancel the
unwanted scaling with the network size.
Finally, we would like to give some directions for further research. First
of all, an extension to sigmoid belief networks can easily be done, since both
a lower and an upper bound are already described. The upper bound,
however, is only applicable to two layer networks. A more general upper
bound can probably be found. Secondly one can obtain even better bounds
(especially for larger weights) if the general constraint
∀nm − 1 + |〈sn〉+ 〈sm〉| ≤ 〈snsm〉 ≤ 1− |〈sn〉 − 〈sm〉| (17)
is taken into account. This might even be extended to similar constraints,
where three or more neurons are involved.
7GENERAL LOWER BOUNDS:
HIGH ORDER AND COMPUTER GENERATED
In this chapter we show the rough outline of a computer algorithm to generate
lower bounds on the exponential function of (in principle) arbitrary precision.
We implemented this to generate all necessary analytic terms for the Boltz-
mann machine partition function thus leading to lower bounds of any order.
It turns out that the extra variational parameters can be optimized analyti-
cally. We show that bounds up to ninth order are still reasonably calculable in
practical situations. The generated terms can also be used as extra correction
terms (beyond TAP) in mean field expansions.
This chapter is adapted from: Leisink, M. A. R., & Kappen, H. J. (2002a).
General lower bounds based on computer generated higher order expan-
sions. In Darwiche, A., & Friedman, N. (Eds.), Uncertainty in Artificial
Intelligence, Vol. 18, pp. 293–300.
7.1 Introduction
Mean field based expansions among which tap (second order) in (Thouless
et al., 1977; Plefka, 1981) and third order in (Leisink & Kappen, 2001b)
have in common that there is a need to compute higher order expansion
terms. For the first few orders it is already an elaborate process to find the
analytic expressions, but for higher orders the help of a computer algorithm
is indispensable. With the computer speed nowadays, it is possible to
generate these terms and, more importantly, to compute their contribution.
For practical problems this often leads to a better approximation. The goal
of this chapter is to develop an algorithm that computes a lower bound
on the partition function of a Boltzmann machine (Ackley et al., 1985) of
arbitrary precision, only limited by the patience of the user.
In (Leisink & Kappen, 2001b) it was shown how one can find all poly-
nomials of any (odd) order, which are lower bounds on the exponential
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function. In this chapter we make this rather theoretical idea applica-
ble to real world problems by implementing an algorithm that generates
lower bounds of arbitrary order on the Boltzmann machine partition func-
tion. These can be used either to compute more accurate approximations
for means and correlations or, in combination with upper bounds as in
(Jaakkola & Jordan, 1996a), to restrict these statistics to certain regions
(Leisink & Kappen, 2002b).
In section 2 we briefly recall the algorithm to obtain the coefficients
for the bounding polynomials. It turns out that for each two orders, there
is one variational parameter which can be chosen freely. In section 3 we
show that the optimal values for these variational parameters can easily be
found. A time consuming optimization algorithm is not needed. Moreover,
we will prove in that section that increasing the order never makes the
bound less tight.
After these general theoretical considerations, the framework is applied
to the Boltzmann machine in section 4. This step is far from trivial. We
need to find all possible ways that two neurons can couple in the analytic
expansion. Although this leads to an awful lot of expansion terms, we
will show that the computational complexity is still reasonable. For in-
stance, the time to compute a ninth order bound scales with network size
as O (N4). In section 5, we show the results of several numerical simula-
tions and finally, in section 6, we discuss the applicability of the general
bound to graphical models other than the Boltzmann machine.
7.2 The Class of Lower Bounding Polynomials
In (Leisink & Kappen, 2001b) it is shown how we can use a known bound
on a function to obtain higher order bounds. The procedure is as follows:
Given that F0 (x) ≥ B0 (x) we can create two primitive functions F1 (x) =∫
F0 (x) and B1 (x) =
∫
B0 (x) such that F1 (µ) = B1 (µ) for some µ.
If we apply this procedure again, thus constructing primitive functions
F2 (x) =
∫
F1 (x) and B2 (x) =
∫
B1 (x) such that they are equal at the
same point x = µ, one can prove that F2 (x) ≥ B2 (x) for all x. Specifically,
for the exponential function, this yields
F0 (x) = e
x ≥ 0 = B0 (x)
F1 (x) = e
x and eµ = B1 (x)
∀µ,x F2 (x) = ex ≥ eµ (1− µ) + eµx = B2 (x) (1)
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B2 (x) is the well known tangential bound with the touching point at x = µ.
This series can be continued to obtain higher order bounds, which all can
be written as
ex ≥ BK (x) =
K−1∑
n=0
AK;nx
n (K even) (2)
where AK;n are coefficients of the polynomial in x.
Instead of writing down the higher order bounds explicitly, we can de-
fine the coefficients by the following recursive relation for k = 0, 2, 4 . . . K−
2: 

Ak+2;n+2 =
Ak;n
(n+ 2) (n+ 1)
∀n≥0
Ak+2;1 = e
µk −
∑
n
Ak;n
n+ 1
µk
n+1
Ak+2;0 = e
µk (1− µk) +
∑
n
Ak;n
n+ 2
µk
n+2
(3)
Note that coefficients Ak;n and variational parameters µk only exist for k is
even since only odd order polynomials can bound the exponential function
tightly. Starting with ∀nA0;n = 0 we can find all possible polynomial
bounds by evaluating the recursive relation for k = 0, k = 2, etc. up to
k = K−2. The above recursive relation is valid for all non-negative n, but
as a consequence of the starting conditions, Ak;n = 0 for all n ≥ k. Thus,
finally, we have the coefficients AK;n for n = 0 . . .K−1 and the variational
parameters µk for k = 0, 2, 4 . . . K−2, which together define the K−1-st
order bound, BK (x).
The third order bound, for example, is given by
B4 (x) =
[
eµ2 (1− µ2) + 1
6
eµ0 (3− 2µ0)µ02
]
+[
eµ2 − 1
2
eµ0 (2− µ0)µ0
]
x+ (4)[
1
2
eµ0 (1− µ0)
]
x2 +
[
1
6
eµ0
]
x3
where the square brackets are the coefficients A4;0, A4;1, A4;2 and A4;3, re-
spectively. These coefficients are functions of the variational parameters µ0
and µ2, which can take any value without violating the bounding property.
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7.3 Optimized Bounds for Graphical Models
For many graphical models, the log-probability of finding it in a state ~s, is
proportional to some energy function, thus p (~s ) ∝ exp (H (~s )). A common
problem is computing the normalizing constant of the distribution p (~s ),
since this requires the summation over exponentially many terms. Fortu-
nately, we can use the bound derived above to lower bound the normalizing
function Z:
Z =
∑
all ~s
exp (H (~s )) ≥
∑
all ~s
eH˜(~s )BK
(
H (~s )− H˜ (~s )
)
= Z˜
K−1∑
n=0
AK;n 〈∆Hn〉 (5)
where
Z˜ =
∑
all ~s
eH˜(~s ) (6)
and 〈·〉 denotes an average over the probability distribution with energy
function H˜ (~s ). ∆H is an abbreviation for H (~s ) − H˜ (~s ). The bound is
valid for any H˜ (~s ), but obviously there is the constraint that the right hand
side should be tractable to compute. This equation is the most general form
for bounding the partition function with an odd order polynomial. Note
that in general the variational parameters itself are allowed to be functions
of ~s . In this chapter, however, we will assume them to be constants, such
that in equation 5 the coefficients AK;n can be taken out of the average.
To find the tightest bound, we set all variational parameters µi such
that the bound is maximized. Hence the optimal µi satisfy
∂
∂µi
(
Z˜ · 〈BK (∆H)〉
)
= Z˜ ·
〈
∂BK
∂µi
〉
= 0 (7)
It might be unexpected, but we can directly find the solution of equation 7.
There is no need to apply any kind of maximization algorithm, which we
will explain now.
Instead of taking the derivative with respect to µi of the explicit ex-
pression of BK , we can perform this operation on the recursive relation
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defined in equation 3, which yields:

A′k+2;n+2 =
A′k;n
(n+ 2) (n+ 1)
∀n≥0
A′k+2;1 = Eiδik −
∑
n
A′k;n
n+ 1
µk
n+1
A′k+2;0 = −µiEiδik +
∑
n
A′k;n
n+ 2
µk
n+2
(8)
where the prime denotes differentiation with respect to µi and
Ei = e
µi −
∑
n
Ai;nµi
n (9)
Starting with ∀nA′0;n = 0 and evaluating this recursive relation for k = 0,
k = 2, etc. up to k = K−2 defines the differentiated bound〈
∂BK
∂µi
〉
=
K−1∑
n=0
A′K;n 〈∆Hn〉 (10)
One important property directly follows from equation 8. When eval-
uating it starting with A′0;n = 0 and thus generating the coefficients of
the differentiated bound, the first non-zero coefficient enters the equation
precisely at the moment that k = i. As a consequence, we can write down
explicit expressions for A′i+2;n:

A′i+2;n+2 = 0
A′i+2;1 = Ei
A′i+2;0 = −µiEi
(11)
Secondly, we notice that the only dependency between A′i+2;n and µj with
j < i is through the function Ei.
At this point we define Xi (x) to be the polynomial for which the co-
efficients are given by evaluating recursive relation 8 from k = i+2 up to
k = K−2 starting with ∀n6=1A′i+2;n = 0 and A′i+2;1 = 1. Yi (x) is defined
similarly, but starting with ∀n6=0A′i+2;n = 0 and A′i+2;0 = −1. Thus we
may write 〈
∂BK
∂µi
〉
= Ei
〈
Xi (∆H) + µiYi (∆H)
〉
= 0 (12)
Now, regardless the exact value of Ei in this equation the optimal value
for µi is given by
µopti = −
〈Xi (∆H)〉
〈Yi (∆H)〉 (13)
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Since Xi and Yi do not depend on µj with j ≤ i, the optimal value of µi
only depends on µj with j > i. Therefore we can start computing the last
variational parameter, µoptK−2, use that to compute µ
opt
K−4, etc. We find, for
example, that
µoptK−2 = 〈∆H〉 (14)
µoptK−4 =
1
6
〈
∆H3
〉− 12 〈∆H〉µoptK−22 + 13µoptK−23
1
2 〈∆H2〉 − 〈∆H〉µoptK−2 + 12µoptK−2
2 (15)
...
All important quantities, such as µopti and 〈BK (∆H)〉, can easily be
computed by a computer program using the recursive relations shown in
section 2 and 3. Therefore, there is no need to write down the full analytic
expressions for any order, while still being able to compute their value.
The attentive reader might have thought about choosing µi such that Ei
in equation 12 becomes zero, which gives rise to another solution for µopti .
This solution, however, can never correspond to a maximum. Looking at
equation 9, we see that Ei is in fact the difference between e
µi and the
bound Bi (x) evaluated at x = µi. Therefore it is obvious that Ei ≥ 0.
This implies that the right hand side of equation 12 will not change its sign
from plus to minus when it passes through Ei = 0. Since this behavior is
a requirement for a point to be a maximum, this solution should not be
taken1.
In the appendix, it will be shown that the polynomial Yi (∆H) is always
negative. Therefore, the derivative at the point µopti as given in equation 13
does change the sign from positive to negative and thus corresponds to a
maximum.
It is worth mentioning that when all µi are set to zero, the bound
BK (x) coincides with the Taylor expansion of the exponential function
around zero up to the K−1-st order. Therefore the lower bound expansion
has an infinite radius of convergence. This is in contrast with the Plefka
expansion in (Plefka, 1981), where it is proven that such an expansion (e.g.
tap) suffers from a finite radius of convergence. Therefore computing extra
correction terms for the Plefka expansion outside this radius of convergence
does in general not make the results more accurate. The lower bound
expansion, on the other hand, can approximate the partition function with
1 In fact, the solution for µi where Ei = 0 corresponds to a point, where the bound
has a shape similar to the function y = x3 at zero.
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any desired accuracy, although this is, of course, strongly limited by the
available computer time. One word of caution: One has to ensure that the
distribution H˜ (~s ) is such, that none of the exponentially many terms in
equation 5 has a contribution which is smashed to zero, because of a nearly
zero exp(H˜ (~s )) term (i.e. H˜ (~s ) should represent a distribution which is
‘flat enough’). At the end of section 5 we will briefly show some results
that show this effect.
To conclude this section, we remark that whenever we have an opti-
mized bound 〈BK (∆H)〉, we can construct a next order bound 〈BK+2 (∆H)〉
which is identical. For this purpose, we set µ0 = −∞ for the second bound
and set its µk+2 to the µ
opt
k of the first one. It is immediately clear from
the definitions in section 2 that these bounds are identical. The bound
〈BK+2 (∆H)〉, however, is not necessarily in a maximum and can be opti-
mized further. Therefore, 〈BK+2 (∆H)〉 is at least as tight as 〈BK (∆H)〉.
7.4 Boltzmann Machines
Boltzmann machines fit into the general framework, in which their en-
ergy function is defined by H (~s ) = 12
∑
ij wijsisj +
∑
i θisi, where wij are
symmetric weights and θi thresholds on binary valued neurons. The dis-
tribution defined by H˜ (~s ) is often chosen to be factorized2, thus H˜ (~s ) =∑
i hisi+ constant . These definitions allows us to write the terms in equa-
tion 5 as
〈∆Hn〉 =
〈1
2
∑
ij
wij (sisj −mimj) +
∑
i
(θi − hi) (si −mi)

n〉 (16)
where the constant is chosen such that 〈∆H〉 = 0 and mi = 〈si〉 = tanhhi.
To simplify the computations dramatically, we require that the hi’s
obey the mean field equations:
∀i hi = θi +
∑
j
wijmj (17)
Given this property of hi and the fact that the weights are symmetric we
can rewrite equation 16 as
〈∆Hn〉 =
〈1
2
∑
ij
wij (si −mi) (sj −mj)

n〉 (18)
2 Other choices, which preserve the tractability of the bound, are possible.
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Figure 7.1: A visualization of a sixth order partition given by wijwijwikwilwjlwkl.
Although this expression does not look very hard to compute, the opposite
is true. This is due to the non-trivial coupling of neurons with equal indices.
Whenever a pair sisi occurs, this evaluates to the constant one instead of
m2i . Therefore we need to find all possible ways the indices can couple,
each of them called a ‘partition’. For example, all second order partitions
are wijwkl, wijwik and wijwij .
It turns out to be useful to make a correspondence between a partition
and a graph. This can be done by drawing as many nodes as we have
independent indices and draw links between them if there is a weight having
these two indices. For instance, the partition wijwijwikwilwjlwkl, which
can occur for n = 6, can be visualized as in figure 7.1. The contribution
of this partition to equation 18 can easily be computed using the graph.
Firstly, each node is assigned the vector Mc = 〈(sx −mx)c〉, where c is
the number of connections to that particular node and x stands for the
corresponding index that node is representing. This term can be seen as the
c-th moment of the factorized distribution (see also table 7.1). After that,
we can apply a kind of junction tree algorithm (or, similarly, a variable
elimination scheme) to compute the contribution of this partition. See
(Lauritzen & Spiegelhalter, 1988) for a detailed description of the junction
tree algorithm. In the example we start by summing out the index k, then
l, and finally i and j thus leading to the value of the average over this
partition.
The only problem that frustrates the independently summing out of
indices, is the requirement that no pair of indices should take equal values
(since that contribution is captured in another partition). We can, how-
ever, let all indices run freely as long as we correct for this elsewhere. This
can be done in the following way: To all nodes with a single connection,
we assign the vector M1. All nodes with two connections are assigned the
vector M2 −M21 , where M21 is the correction for the fact that the two in-
dices in more refined partitions were allowed to be equal. These corrected
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Moments
M1 = 〈si −mi〉 = 0
M2 =
〈
(si −mi)2
〉
= 1−m2i
M3 =
〈
(si −mi)3
〉
= −2mi + 2m3i
M4 =
〈
(si −mi)4
〉
= 1 + 2m2i − 3m4i
M5 =
〈
(si −mi)5
〉
= −4mi + 4m5i
M6 =
〈
(si −mi)6
〉
= 1 + 9m2i − 5m4i − 5m6i
M7 =
〈
(si −mi)7
〉
= −6mi − 14m3i + 14m5i + 6m7i
Corrected moments or cumulants
M ′1 = 0
M ′2 =M2 = 1−m2i
M ′3 =M3 = −2mi + 2m3i
M ′4 =M4 − 3M ′22 = −2 + 8m2i − 6m4i
M ′5 =M5 − 10M ′2M ′3 = 16mi − 40m3i + 24m5i
M ′6 =M6 − 15M ′2M ′4 − 10M ′32 − 15M ′23 = 16− 136m2i + 240m4i − 120m6i
M ′7 =M7 − 21M ′2M ′5 − 35M ′3M ′4 − 105M ′22M ′3
= −272mi + 1232m3i − 1680m5i + 720m7i
Table 7.1: Moments and corrected moments. The latter can be computed by taking the
moment Mc and subtracting all possible combinations of corrected moments above that
line which subscripts add up again to c. Obviously, the coefficient in front of each of the
correction terms is calculated as the number of possible partitions of c into the specified
subsets. Since M1 = 0 it is not written down.
moments (or cumulants) are written with a prime as M ′c. See table 7.1 for
more examples.
Thus the full expression to be computed for the partition in figure 7.1
reads as
∑
ij
(
w2ij
(−2 + 8m2i − 6m4i ) (−2mj +m3j)
∑
l
(
wilwjl
(−2ml + 2m3l )∑
k
(
wikwkl
(
1−m2k
))))
(19)
where the terms are grouped such that it can be computed the most effi-
ciently. In this case that is a computational complexity proportional to N 3
(with N the number of neurons of the Boltzmann machine). Obviously,
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Order # partitions pi (Order) Complexity
2 1 (1) 2 ∼ O (N2)
3 2 (1+1) 3 ∼ O (N3)
4 5 (3+2) 3 ∼ O (2 ·N3)
5 11 (4+7) 3 ∼ O (7 ·N3)
6 34 (11+22+1) 4 ∼ O (N4)
7 87 (18+67+2) 4 ∼ O (2 ·N4)
8 279 (45+221+13) 4 ∼ O (13 ·N4)
9 897 (91+744+62) 4 ∼ O (62 ·N4)
Table 7.2: Computational complexity of the expansions. The actual complexity is
slightly higher, since only the partitions of maximum clique size are taken into account
(the leading term). The sum between brackets shows how many of all the partitions had
clique size two, three, etc. Partitions in which a node with a single connection occurs,
are not counted, since M ′1 = 0 anyway. Note that although the number of partitions
scales rather badly with the order, the scaling with network size is reasonably small.
three is also the maximum clique size of the example partition graph in
figure 7.1.
Since the maximum number of couplings in any partition graph is equal
to the expansion order of the bound, the computational complexity of an
expansion up to order n scales as Npi(n), where pi (n) is the size of the
largest clique one can build with n couplings. This is roughly equal to√
2n. This implies that a ninth order bound, for instance, scales with N 4,
since one needs at least ten couplings to construct a clique of size five.
The final step in computing expression 18 is finding all possible parti-
tions together with how many times each of them occurs. It is not obvious
how to do this search efficiently (comparing graphs is np-hard), but it is
possible to develop quite fast algorithms for this purpose. Fortunately,
these results are problem independent. Thus one can compute them once
up to some order and store them forever. The final number of distinct par-
titions is reasonable, although it scales at least exponentially with n. In
table 7.2 all partition graphs are explicitly shown for the first five orders of
the bound. In table 7.3 the number of times each partition graph occurs is
shown for the first five orders. On http://www.mbfys.kun.nl/~martijn
one can find all partition graphs together with the program that generated
them.
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2 ·
4 · + 8 ·
8 · + 96 · + 48 · + 12 · + 48 ·
16 · + 320 · + 480 · + 320 · +
80 · + 480 · + 960 · + 960 · +
960 · + 160 · + 384 ·
Table 7.3: All graphs with a non-zero contribution belonging to second, third, fourth
and fifth order expansion terms. The numbers indicate how many times they occur.
7.5 Results
To assess the quality of the any order bounds, we generated 9,000 fully
connected Boltzmann machines with N = 14 neurons. The θi were drawn
from a Gaussian with zero mean and standard deviation 0.2 and wij drawn
with standard deviation σw/
√
N . This is known as the sk-model as in
(Sherrington & Kirkpatrick, 1975). For all networks we computed the
exact partition function (which is still tractable in this regime) and the
lower bound for several orders. Note that the 17th order bound is probably
too time consuming to be computed for larger networks. Here it is only
shown to illustrate the behavior of the really high order bounds. Ninth
order, however, is perfectly doable (see table 7.2).
The relative error, E = 1 − logBK/ logZ, of the optimized bound
compared to the exact partition function is shown in figure 7.2. The error
bars are standard deviations of the means, thus indicating that the mean
curves are significantly different. This gives no information about whether
the tightness of the bound would increase with expansion order for only one
instance of a network. This is, however, a theoretical fact (see section 3).
Besides these bounding errors, it is reasonable to suspect that a better
approximation of the partition function also leads to more accurate means
and correlations, which are derived quantities. For the same 9,000 net-
works, we computed the exact correlation between the first two neurons
and the approximated ones using the bounds as approximations for the
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Figure 7.2: The relative error E of the bound compared to the true log partition function
for various sizes of the weights. We computed the mean error for a set of 150 networks.
Plotted are the mean and standard deviations for 60 of such means.
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Figure 7.3: The mean squared error of the correlations following from the bound and
the exact ones. We computed the mean error for a set of 150 networks. Plotted are the
mean and standard deviations for 60 of such means.
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partition function. It is clear from figure 7.3 that indeed the correlations
are more accurately computed by using higher order bounds. Unfortu-
nately, the so obtained values are neither upper nor lower bounds on the
correlations. One could, however, combine the improved lower bounds with
already existing upper bounds for Boltzmann machines to find definite re-
gions in which the means and correlations must lie.
In case of the bounding error (figure 7.2), it is obvious that all errors
tend to zero for small weight sizes. For large weights, however, the errors
become closer and closer to each other as well. This can be understood
since for very large weights, there is usually one eigenvector of the weight
matrix, that overwhelms the others, thus leading to a single pair of opposite
states, which has non-zero probability. This can perfectly be catched by
a factorized model. The drawback of this, however, is that the mean field
solution for hi starts heading towards plus and minus infinity much earlier,
which suppresses the contribution of other terms than those two states
(see also the remarks at the end of section 3). This could be the optimal
strategy in case of a first order (or mean field) bound, but this does not
necessarily hold for higher orders. This might be solved by trying to find
other solutions of the mean field equations than the standard ones3. For
instance, hi = 0 is always a solution if the thresholds are zero, although
this solution is usually not found when solving equation 17 iteratively (this
point is only an attractor for weights with σw less than about a half).
In figure 7.4 the effect of taking another mean field solution is shown
for a Boltzmann machine with zero thresholds. Obviously, the first order
bound becomes worse by taking hi = 0 as a solution, since the standard
solution of equation 17 follows directly from optimizing this bound. The
17th order bound, however, is much tighter in a certain region for this
(unstable) mean field solution. A similar behavior can be seen for the
other higher order bounds (not shown here). A general procedure to find
such solutions is still a topic of research.
7.6 Applicability to Other Graphical Models
Although section 4 specifically showed the applicability of the any order
bounds to the Boltzmann machine, the algorithm outlined in section 2
and 3 can be used for a larger class of graphical models. Generally speak-
ing, it can be applied to any model for which we can find a distribution
3 We could, of course, take any hi, but a solution to the mean field equations has the
advantage that is simplifies equation 16 enormously.
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Figure 7.4: The relative error of the bound compared to the true log partition function
for various sizes of the weights. All thresholds were zero. The error for the first and 17th
order bound are shown given the ordinary mean field solution hi 6= 0 and the (possibly
non-stable) solution hi = 0, which also obeys equation 17. We computed the mean error
for a set of 100 networks. Plotted are the mean and standard deviations for 30 of such
means.
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with energy function H˜ (~s ) such that the average 〈∆Hn〉 under that dis-
tribution (see equation 5) is tractable to compute.
Markov networks, for instance, where the energy function is defined by
the sum over a number of potentials over groups of neurons
H (~s ) =
P∑
p=1
ψp (Sp) (Sp is a subset of nodes) (20)
belongs to this class of networks. In this case, choosing H˜ =
∑
i hisi +
constant =
∑
i ψ˜i (as for the Boltzmann machine) will make 〈∆Hn〉 tractable
to compute as long as n is not too high. Worst case, the number of terms
one has to compute is about P n, where P is the number of potentials in
equation 20 and each term contains n times as many nodes as the maximum
of a potential. This is, however, too pessimistic thinking.
Take, for instance, the second order term, where we assume that the
ψ˜i are incorporated in the ψp:〈
∆H2
〉
=
∑
pq
〈ψpψq〉 (21)
=
∑
pq
(〈ψpψq〉 − 〈ψp〉 〈ψq〉) +
(∑
p
〈ψp〉
)2
where the last term vanishes, since the constant in H˜ was chosen such that
〈∆H〉 = 0. It is immediately clear from equation 21, that only potential
pairs that overlap have a non-zero contribution. This number is usually
much smaller than computing all P 2 potential pairs. Similar results can
be obtained for n > 2. This means that for the average Markov network,
the dependence between P and the computational complexity will be close
to linear for small n. Note that computing a single average over a product
of n potentials can still be time consuming due to the resulting maximum
clique size.
The Boltzmann machine, for instance, belongs to the class of Markov
networks, where all potentials are defined for either one (thresholds) or
two nodes (weights). Since in this case P ≈ 12N2, we would get about
1
2N
2n terms each consisting of a maximum of 2n nodes in the worst case
following this argumentation. This would lead to an upper bound on the
computational complexity of O
(
1
2 (2N)
2n
)
. In section 4 we have seen,
however, that the number of terms does not depend on the size of the net-
work and that each partition graph has a computational complexity which
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is in worst case O (Npi(n)) ≈ O (N√2n). Similar results might hold for
other Markov networks, since there are obviously all kind of independency
relations between the several potentials, which was not taken into account
in this worst case scenario.
Appendix
In this appendix we show that the polynomial Yi (∆H) in section 3 is
always negative. When we start with the obvious bound 0 > −1, we can
construct a recursive relation very similar to equation 3, which yields

Ak+2;n+2 =
Ak;n
(n+ 2) (n+ 1)
Ak+2;1 = −
∑
n
Ak;n
n+ 1
µk
n+1
Ak+2;0 =
∑
n
Ak;n
n+ 2
µk
n+2
(22)
In this case we start of course with ∀n6=0A0;n = 0 and A0;0 = −1. Thus
given these starting conditions and a recursive relation as above, we find a
lower bound on zero, or, in plain English, a negative number.
At this point we notice that the recursive relation (22) is identical to
the one defined in equation 8 for any k 6= i. Moreover, Yi (∆H) was defined
as the polynomial starting with ∀n6=0A′i;n = 0 and A′i;0 = −1 and applying
the recursive relation (8) beginning with k = i+2. As we have seen in the
previous paragraph, polynomials that are constructed in this way are in
fact lower bounds on zero. Therefore, Yi (∆H) < 0.
8BOUND PROPAGATION
In this chapter we present an algorithm to compute bounds on the marginals of
a graphical model. For several small clusters of nodes upper and lower bounds
on the marginal values are computed independently of the rest of the network.
The range of allowed probability distributions over the surrounding nodes is
restricted using earlier computed bounds. In this way knowledge about the
marginals of neighboring clusters is passed to other clusters thereby tightening
the bounds on their marginals. We show that sharp bounds can be obtained
for undirected and directed graphs that are used for practical applications, but
for which exact computations are infeasible.
This chapter is adapted from: Leisink, M. A. R., & Kappen, H. J. (2003).
Bound propagation. Journal of Artificial Intelligence Research, 19, 139–
154.
8.1 Introduction
Graphical models have become a popular and powerful tool to deal with
dependencies in a complex probability model. For small networks an ex-
act computation of the marginal probabilities for certain nodes is feasible
(see e.g. Zhang & Poole, 1994). Unfortunately, due to an exponential scal-
ing of the computational complexity, these exact algorithms soon fail for
somewhat more complex and more realistic networks.
To deal with this computational problem two main streams can be dis-
tinguished. Firstly, there is the approach of approximating the exact so-
lution. Numerous algorithms have been developed among which are mean
field (Peterson & Anderson, 1987; Saul et al., 1996a) and tap (Thouless
et al., 1977; Plefka, 1981). Nowadays, approximation methods such as
belief propagation (Murphy et al., 1999; Yedidia et al., 2000) using the
Bethe or Kikuchi energy are gaining popularity. In contrast with mean
field expansions, the latter methods try to model only the local probability
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distributions of several small clusters, which communicate with each other
in a way known as message passing.
The second approach is that of finding upper and lower bounds on im-
portant quantities of the graphical model. In contrast to approximation
techniques, these methods give reliable information. One may find, for in-
stance, that a marginal probability is definitely between 0.4 and 0.5. These
methods usually focus on the partition function of the network, which can
be lower bounded (Leisink & Kappen, 2001b) or upper bounded (Wain-
wright et al., 2002). Little work has been done, however, on bounding
the marginal probabilities for certain nodes in the intractable network di-
rectly. Up to now researchers have focused their attention on combining
upper and lower bounds on the partition function in which way bounds
on the marginals can be derived. For the special case of the Boltzmann
machine this was done by Leisink and Kappen (2002b).
In this chapter we present a method called ‘bound propagation’ which
has certain similarities to belief propagation in the sense that small clusters
of a few nodes try to bound their marginals using the messages they receive
from neighboring clusters. Iteration of this procedure improves bounds on
all marginals until it is converged. We will show that the core of the
iterative scheme may be viewed as a problem of partial specification of a
probability distribution as in (Van der Gaag, 1991).
In section 8.2 we explain the general method of bound propagation,
which is described more algorithmicly in section 8.3. In section 8.4 we show
the results of the bound propagation algorithm and finally, in section 8.5,
we conclude and discuss possible paths for future research.
8.2 What Bounds Can Learn From Each Other
Consider a Markov network defined by the potentials ψi (Si) each depen-
dent on a set of nodes Si. The probability to find the network in a certain
state S is proportional to
p (S) ∝
∏
i
ψi (Si) (1)
Problems arise when one is interested in the marginal probability over a
small number of nodes (denoted by Smar), since in general this requires the
summation over all of the exponentially many states.
Let us define the set of separator nodes, Ssep, to be the nodes that
separate Smar from the rest of the network. One can take, for instance,
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a b c d
Figure 8.1: Examples of separator and marginal nodes in an (infinite) Ising grid. Light
shaded nodes correspond to Smar, black nodes to Ssep. (a) A single node enclosed by its
tightest separator. (b), (c) Two marginal nodes enclosed by their tightest separator. (d)
Another choice for a separator for a single node marginal; the other node enclosed by
that separator belongs to Soth.
the union of the nodes in all potentials that contain at least one marginal
node, while excluding the marginal nodes itself in that union (which is the
Markov blanket of Smar):
Ssep =
⋃
Si∩Smar 6=∅
Si/Smar (2)
See for instance figure 8.1a–c. It is not necessary, however, that Ssep defines
a tight separation. There can be a small number of other nodes, Soth, inside
the separated area, but not included by Smar (figure 8.1d). A sufficient
condition for the rest of the theory is that the size of the total state space,
‖Ssep ∪ Smar ∪ Soth‖, is small enough to do exact computations.
Suppose that we know a particular setting of the separator nodes, ~ssep,
then computing the conditional distribution of Smar given Ssep is easy:
p (~smar |~ssep) =
∑
~soth∈Soth
p (~smar~soth |~ssep) (3)
and similarly, if we know the exact distribution over the separator nodes,
p (~smar) =
∑
~ssep∈Ssep
∑
~soth∈Soth
p (~smar~soth |~ssep) p (~ssep) (4)
Unfortunately, in general we do not know the distribution p (~ssep) and
therefore we cannot compute p (~smar). We can, however, still derive certain
properties of the marginal distribution, namely upper and lower bounds
for each state of Smar. For instance, an upper bound on ~smar can easily be
found by computing
p+ (~smar) = maxq(~ssep)
∑
~soth∈Soth
p (~smar~soth |~ssep) q (~ssep) (5)
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under the constraints ∀~ssep∈Ssep q (~ssep) ≥ 0 and
∑
~ssep∈Ssep q (~ssep) = 1. The
distribution q (~ssep) corresponds to ‖Ssep‖ free parameters (under the given
constraints) used to compute the worst case (here: the maximum) marginal
value for each ~smar. Obviously, if q (~ssep) = p (~ssep) the upper bound corre-
sponds to the exact value, but in general p (~ssep) is unknown and we have
to maximize over all possible distributions. One may recognize equation 5
as a simple linear programming (lp) problem with ‖Ssep‖ variables. With
a similar equation we can find lower bounds p− (~smar).
Up to now we did not include any information about q (~ssep) we might
have into the equation above. But suppose that we already computed
upper and lower bounds on the marginals of other nodes than Smar. How
can we make use of this knowledge? We investigate our table of all sets of
marginal nodes we bounded earlier and take out those that are subsets of
Ssep. Obviously, whenever we find already computed bounds on S
′
mar where
S′mar ⊆ Ssep1, we can be sure that∑
~ssep∈Ssep/S′mar
q (~ssep) = q (~s
′
mar) ≤ p+ (~s ′mar) (6)
and similarly for the lower bound. These equations are nothing more than
extra constraints on q (~ssep) which we may include in the lp-problem in
equation 5. There can be several S ′mar that are subsets of Ssep each defining
2 ‖S′mar‖ extra constraints.
In this way, information collected by bounds computed earlier, can
propagate to Smar, thereby finding tighter bounds for these marginals. This
process can be repeated for all sets of marginal nodes we have selected until
convergence is reached.
8.2.1 Relation to partitial specification problems
The idea to use linear programming to bound probabilities in graphical
models has been considered before. Van der Gaag (1991) investigated
the problem of underspecification of probability distributions. That is,
the available information does not restrict the distribution to a point in
the space of all probability distributions, but only limits it to a certain
region. This can easily occur in practical situations as the one described
in (Drudzdel & Van der Gaag, 1995). This reasoning with probability
intervals instead of probability points is well known to specify someone’s
1 In the rest of this chapter we will use the symbol S ′mar to indicate an earlier computed
bound over S′mar with S
′
mar ⊆ Ssep.
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ignorance on a certain probability. For instance, saying a coin has fifty
percent chance of turning up head is not the same as not knowing whether
a coin is fare or not. In the latter case, one can not assign definite proba-
bilities to its outcome (Pearl, 1988a). In this context Van der Gaag (1991)
showed that one can use linear programming to find regions in which cer-
tain probabilities or marginals must lie given the available information.
In this chapter, the objective is not underspecification, but intractabil-
ity. In other words, the model is fully specified but the computation of
marginals is intractable. We can view parts of the bound propagation
algorithm, however, in the language of an underspecified probability dis-
tribution. Suppose that Ssep, Soth and Smar together form the entire net-
work. This is tractable by assumption. The only information we have are
the earlier computed bounds and the conditional probability p (~smar|~ssep).
The first are inequality, the latter equality constraints. Together these
constraints form a partial specification of the distribution over Ssep, Soth
and Smar in the language of Van der Gaag. Obviously, we can use linear
programming to compute upper and lower bounds for the marginals on
Smar.
The novel contribution of this chapter is that the computed bounds are
iteratively used as constraints in other lp-problems. Thus the tightness of a
bound depends on the earlier computed bounds in its direct neighborhood.
This procedure is iterated until all bounds in the network are converged
according to some criterium.
8.2.2 Linear programming
In terms of standard linear programming, equation 5 can be expressed as
max
{
~c · ~x
∣∣∣ ~x ≥ 0 ∧ A~x ≤ ~b} (7)
where the variables are defined as
~x = q (~ssep) (8)
~c =
∑
~soth∈Soth
p (~smar~soth |~ssep) = p (~smar |~ssep) (9)
A , ~b =
{
δ (~s ′mar, ~ssep) , p+ (~s ′mar)
−δ (~s ′mar, ~ssep) , −p− (~s ′mar)
(
∀S′mar⊆Ssep∀~s ′mar∈S′mar
)
(10)
where δ (~s ′mar, ~ssep) = 1 iff the states of the nodes both node sets have in
common are equal. The columns of the matrix A correspond thus to ~ssep,
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the rows of A and b to all the constraints (of which we have 2 ‖S ′mar‖ for
each S′mar ⊆ Ssep). The constraint that q (~ssep) should be normalized can
be incorporated in A and ~b by requiring∑
~ssep
q (~ssep) ≤ 1 and −
∑
~ssep
q (~ssep) ≤ −1 (11)
The maximum of ~c · ~x corresponds to p+ (~smar). The negative of p− (~smar)
can be found by using −~c · ~x as the objective function.
8.2.3 A simple example
Imagine a single neuron, s0, that is separated from the rest of the net-
work by two other neurons, s1 and s2. We want to compute bounds on
the marginal p (s0=1). Since we do not know the distribution over the
separator nodes, we have to consider all possible distributions as in equa-
tion 5. Therefore we introduce the free parameters q (s1s2). The goal is
now to compute the minimum and maximum of the function p (s0=1). In
figure 8.2a we show in three dimensions the space (the large pyramid) in
which the distribution q (s1s2) lies. q (00) is implicitly given by one minus
the three other values.
We can add, however, the earlier computed (single node) bounds on
p (s1) and p (s2) to the problem. These restrict the space in figure 8.2a
further, since for instance (see also equation 6)
q (s1=1) =
∑
s2
q (s1=1, s2) = q (10) + q (11) ≤ p+ (s1=1) (12)
We have four independent constraints, which are shown in figure 8.2a as
planes in the pyramid.
Obviously, by adding this information the space in which q (s1s2) may
lie is restricted to that shown in figure 8.2b. In the same figure we have
added black lines, which correspond to the planes where the objective
function is constant. A standard linear programming tool will immediately
return the maximum and the minimum of this function thus bounding the
marginal p (s0=1).
8.3 The Algorithm in Detail
To solve an arbitrary network we first determine the set Ω of all Ssep we
will use for the problem. We choose
Ω (N) =
{
Ssep | ‖Scl‖ ≤ N ∧ ∀s/∈Scl ‖Scl ∪ s‖ > N
}
(13)
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Figure 8.2: The area in which q (s1s2) must lie is shown. q (00) is implicitly given
since the distribution is normalized. a) The pyramid is the allowable space. The darker
planes show how this pyramid can be restricted by adding earlier computed bounds as
constraints in the linear programming problem. b) This results in a smaller polyhe-
dron. The black lines show the planes where the function
∑
s1s2
p (s0=1 | s1s2) q (s1s2)
is constant for this particular problem.
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where Scl is the cluster Ssep ∪Smar ∪Soth and s denotes a single node. This
choice limits the state space of Scl to N , which more or less determines the
computation time. If we choose, for example, N = 25 for the Ising grid
in figure 8.1 assuming binary nodes, only the configuration in figure 8.1a
would be included in Ω. Choosing N = 28 puts the configurations in
figure 8.1b–d and a few others not shown into Ω, but not figure 8.1a, since
that separator is already embedded in larger ones (e.g. figure 8.1d).
We will compute bounds for all Smar for which there can be found
a separator in Ω. We reserve memory for p+ (Smar) and p− (Smar) and
initialize them to one and zero respectively. Note that if we have a bound
over Smar it is still worthwhile to compute bounds over subsets of Smar (e.g.
figure 8.1b and d). In contrast to a joint probability table, the bounds on
marginals over subsets cannot be computed simply by summing over the
marginal of Smar, since we have only bounds and not the real values.
8.3.1 The iterative part
For all Ssep ∈ Ω we perform the same action. First we set up the A and ~b for
the lp-problem, since this depends only on Ssep and the already computed
bounds for which S ′mar ⊆ Ssep. The number of variables in our lp-problem
obviously is ‖Ssep‖. The number of (inequality) constraints is equal to∑
S′mar⊆Ssep
2
∥∥S′mar∥∥ (14)
Once the lp-problem is set up this far, we try to improve all bounds that
are defined over an Smar for which Ssep is its separator. The separator in
figures 8.1b and d, for instance, is identical, but the Smar’s differ. For each
bound we iterate over its state space and set the ~c as in equation 9 to its
appropriate value. Then we compute the new upper and lower bounds for
that ~smar by solving the lp-problem twice: maximize and minimize. If the
new found value improves the bound, we store it, otherwise we abandon
it.
The iterative procedure is repeated until convergence is reached. In our
simulations we define a bound as being converged as soon as the relative
improvement after one iteration is less than one percent. If this holds for
all bounds, the algorithms stops.
8.3.2 Computational complexity
lp-problems have been thoroughly studied in the literature. The computa-
tional complexity of such problems is shown to be polynomial (Khachiyan,
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1979). But more importantly, for most practical problems the number of
iterations needed is close to linear in the number of variables or the number
of constraints, whichever is less (Todd, 2002). In each iteration a ‘pivot-
ing action’ needs to be performed, which is some operation that roughly
accesses all the elements of the matrix A once. Therefore the expected
computational complexity is O (m2 ‖Ssep‖), where m is the number of con-
straints. The observed computation time depends heavily on the particular
problem, but in general problems up to tens of thousands of variables and
constraints are reasonable. This makes the presented method tractable for
separators with ‖Ssep‖ of a similar size.
To conclude this section, we remark that when the lp-problem is not
tractable, one can always leave out as many constraints as needed, paying
the price of getting looser bounds.
8.4 Results
To assess the quality of the bound propagation algorithm we computed
bounds on the marginals for two architecture types and, whenever possible,
we show the exact marginals as well. In section 8.4.1 we show the results
on two square Ising grids: one tractable and one intractable for exact
computations. In section 8.4.2 we show results for a bi-partite graph.
8.4.1 The Ising model
We created a so called two-dimensional Ising model, which is a rectangular
grid with connections between all pairs of nodes that are direct neighbors.
We used a small grid of four by four nodes, where the number of states
of each node is two, three or four. The potentials were drawn from a
uniform distribution between zero and one. In contrast with Bayesian belief
networks (Neal, 1992) the probability distribution over the unclamped Ising
grid is not automatically normalized, but this has no consequences for the
algorithm.
In figure 8.3 the marginals for each node of the Ising grid are shown.
Each plot corresponds to the node at that position in the grid. We ran the
bound propagation algorithm twice for this network, once with Ω (100) (fig-
ure 8.3a) and once with Ω (2500) (figure 8.3b). The thick horizontal lines
are the exact marginals, the top and bottom of the rectangles correspond
to the upper and lower bound respectively. Although already for Ω (100)
several bounds are quite tight, we can clearly see the effect of increasing
the set Ω: most of the bounds in figure 8.3b are nearly exact.
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Figure 8.3: Each panel is the single node marginal of a 4x4 Ising grid with nearest
neighbor interaction. The nodes took 2, 3 or 4 states as can be seen in the figure.
The exact marginal is shown by the thick horizontal lines. The top and bottom of the
rectangles around these lines indicate the upper and lower bound found respectively. (a)
Ω = Ω (100) converged using 2 seconds of cpu time, (b) Ω = Ω (2500) converged using
36 seconds of cpu time.
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For the toy problem computing the exact marginals was tractable, but
as the Ising grid grows, soon the exact algorithm fails due to the expo-
nential scaling of the computational complexity. The bound propagation
algorithm, on the other hand, only depends on the local structure (i.e. the
size of the Markov blankets of each node) and thus scales linearly with the
number of nodes. We created an 40x40 Ising grid with binary nodes simi-
larly as above and ran the bound propagation algorithm. For this network
the exact algorithm would require a storage capacity of at least 241 real
numbers, whereas bound propagation converged in about 71 minutes in
which time it computed bounds on the marginals over all 1600 nodes.
In figure 8.4 we show the 40x40 grid where the blackness of the squares
correspond to the band width of the single node marginals. This band
width is defined as the difference between the upper and lower bound. Due
to the fact that marginal probabilities sum to one, the two band widths
for these binary neurons are identical. We can clearly see some regions
in the lattice (the blacker area’s) for which bound propagation had some
difficulties. But still it found non-trivial bounds, since the band width is
less than one. Most of the marginals, however, are bounded quite well:
more than 75% had a band width less than 0.1.
8.4.2 The bi-partite graph
A bi-partite graph is a network consisting of two layers of nodes, where the
top layer is hidden and the bottom layer visible. The only connections in
the network are from the top layer (parent nodes) to the bottom layer (child
nodes). Such a architecture appears very simple, but already with several
tens of nodes it is often intractable to compute the marginals exactly when
evidence is presented. A bi-partite graph can be undirected or directed
(pointing downwards). A recent example of the first is the poe (product
of experts) from Hinton (1999) with discrete nodes. The ‘Quick Medical
Reference’ (qmr) network from Shwe et al. (1991) is a good example
for a directed bi-partite graph. Recently there were some approaches to
use approximation techniques for this network (Jaakkola & Jordan, 1999;
Murphy et al., 1999). Therefore we have chosen to use the bi-partite
network as an architecture to test the bound propagation algorithm on. We
will not directly compare our results with those found by the approximation
methods, since this is comparing apples with pears. Bound propagation
gives you a definite answer, but the bound can be weak; an approximation
method might give you a more accurate result, but without any warranty.
Our claim is that we can compute bounds that are useful for practical
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Figure 8.4: The band width (upper minus lower bound) of each node in a 40x40 Ising
grid is shown by the blackness of the squares. The exact marginal could not be computed
for such a large network. The solid lines show the boundary where the band width was
0.1. We used Ω (2500).
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Figure 8.5: A bi-partite network of twenty nodes in each layer. Each child node (bottom
layer) has three parents in the top layer and each parent node has exactly three children.
Probability tables were randomly initialized from a uniform distribution. The shaded
nodes in the bottom layer are clamped to a certain state. The bound propagation
algorithm ran with Ω (2500) and converged in 37 seconds. For each node the thick
horizontal lines show their exact marginals, the top and bottom of the rectangle are the
upper and lower bounds found.
applications, not that these are very tight in all circumstances.
We created bi-partite networks of an equal number of (binary valued)
nodes in both layers. Each child node has exactly three parents and each
parent points to exactly three children. The connections were made ran-
domly. The conditional probability tables (cpt’s) holding the probability
of the child given its parents was initialized with uniform random number
between zero and one. The prior probability tables for the parents were
initialized similarly.
In figure 8.5 we show a bi-partite network with twenty nodes in each
layer, which is still small enough to compute the exact marginals. The
arrows show the parent-child relations. To every third child evidence was
presented (the shaded nodes). We ran the bound propagation algorithm
with Ω (2500) and reached convergence in 37 seconds. For every node we
show the marginal over its two states. The thick line is the exact marginal,
the top and bottom of the rectangle around it indicate the upper and lower
bound respectively. It is clear that for most of the nodes the computed
bounds are so tight that they give almost the exact value. For every node
(except two) the gap between upper and lower bound is less than one third
of the whole region.
The network shown in figure 8.5 is small enough to be treated exactly.
This enables us to show the computed bounds together with the exact
marginals. The bound propagation algorithm, however, can be used for
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Figure 8.6: The two histograms show all the band widths (upper minus lower bound)
found for (a) the single node and (b) the multiple node marginals for a bi-partite network
of a thousand nodes in each layer. Evidence was presented on every third child node.
The bound propagation algorithm converged in about 75 minutes and used Ω (2500).
For this choice for Ω and this particular instance of the network there were 1666 bounds
with |Smar| = 1, 2022 with |Smar| = 2, 1343 with |Smar| = 3, 300 with |Smar| = 4 and two
with |Smar| = 5. Therefore the left panel holds 3332 band widths, the right panel 23696.
much larger architectures. Therefore we created a bi-partite graph as we
did before, but this time with a thousand nodes in each layer. Again we
presented evidence to every third node in the bottom layer. The bound
propagation algorithm using Ω (2500) converged in about 75 minutes. In
figure 8.6 we show two histograms of the band widths found, where the
band width is defined simply as the difference between the upper and the
lower bound. In the left panel the histogram is shown for all single node
marginals, the right panel shows a histogram for all marginals over two
or more nodes as far as they were computed (details about this can be
found in the caption). Clearly, for the majority of the marginals very tight
bounds are found.
8.5 Conclusions and Discussion
We have shown that bound propagation is a simple algorithm with surpris-
ingly good results. It performs exact computations on local parts of the
network and keeps track of the uncertainties that brings along. In this way
it is capable to compute upper and lower bounds on any marginal prob-
ability of a small set of nodes in the intractable network. It is important
to realize that bounding and approximation techniques are not mutually
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exclusive. We propose to always run the bound propagation algorithm
first. When the result is not satisfactory, one can always fall back upon
approximation techniques as belief propagation paying the price of being
uncertain about the solution.
Currently we do not understand which network properties are respon-
sible for the tightness of the bounds found. In figure 8.4, for instance, we
saw islands of worse results in a sea of tight bounds. It is obvious that
one bad bound influences its direct neighborhood, since bound propagation
performs local computations in the network. We have no clue, however,
why these islands are at the location we found them. We tried to find a
correlation with the size of the weights (rewriting the network potentials
to a Boltzmann distribution) or with the local frustration of the network
(spin glass state), but could not explain the quality of the bounds in terms
of these quantities. Here we pose it as an open question.
The computational complexity of the algorithm is mainly determined
by the state space of the separator nodes one uses, which makes the algo-
rithm unsuitable for heavily connected networks such as Boltzmann ma-
chines. Nevertheless, there is a large range of architectures for which bound
propagation can easily be done. Such networks typically have a limited
number of connections per node which makes the majority of the Markov
blankets small enough to be tractable for the bound propagation algorithm.
We want to discuss one important property of the bound propagation
algorithm we did not address before. In this chapter we found our set of
Ssep’s by equation 13. Due to this choice the separator nodes will always
be in the neighborhood of Smar. We have, however, much more freedom to
choose Ssep. In section 8.2 we stated that a sufficient condition to make
the algorithm tractable is that ‖Ssep ∪ Smar ∪ Soth‖ is small enough to do
exact computations. A more general, but still sufficient condition is that
we should choose Ssep such that p (Smar |Ssep) can be computed efficiently,
since this is the quantity we need (see equation 9). If the network structure
inside the area separated by Ssep can be written as a junction tree with a
small enough tree width, we can compute these conditional probabilities
even if the number of nodes enclosed by Ssep is very large. For certain
architectures the separator can even in that case be small enough. One
can think of a network consisting of a number of tractable junction trees
that are connected to each other by a small number of nodes. One should
be aware of the important difference between the method outlined here and
the method of conditioning (Pearl, 1988b), which does exact inference. We
do not require the part of the network that is outside the separator (i.e.
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all nodes not in Ssep, Smar or Soth) to be tractable. The open problem is to
develop an efficient algorithm to find suitable separators, since the nodes
in such an Ssep are generally spread widely.
To conclude this chapter we like to say a few more words about lin-
ear programming. This is a field of research that is still developing. Any
improvements on lp-solving algorithms directly influence the results pre-
sented in this chapter. We could imagine that more advanced lp-methods
could benefit from the fact that the matrix A in equation 10 is sparse. At
least half of the entries are zero. To be more precise: the constraints in-
duced by a particular S ′mar are exactly 2 ‖S ′mar‖ rows in the matrix A with
exactly 2 ‖Ssep‖ non-zero entries, thus having a fraction of 1 − 1/ ‖S ′mar‖
zeros. Moreover, all the non-zero entries are ones. Finally, there is a
promising future for lp-solvers, since the algorithms seems to be suitable
for parallel computing (Alon & Megiddo, 1990).
9GRAFISCHE MODELLEN EN HUN
(ON)ZEKERHEDEN
In het dagelijks leven gebruikt iedereen wel eens kansen. Men gebruikt
zinnen als ‘er is 20% kans op regen’, ‘je hebt geen schijn van kans om de
loterij te winnen’ of ‘er is 70% kans dat u geneest’. Veel mensen zullen
kansen amper herkennen als er geen procentteken in voorkomt, maar in de
wiskunde wordt een kans doorgaans geschreven als een getal tussen de nul
en e´e´n1. Met dat getal proberen we een soort van zekerheid te geven aan
het onzekere. Een kans van nul betekent dat iets echt niet kan, terwijl een
kans van e´e´n betekent dat het zeker gebeurt. Alles daartussen is onzeker,
maar we mogen deze getallen zo interpreteren dat een gebeurtenis zekerder
wordt als de kans dichter bij e´e´n ligt.
Het is prachtig om te zien dat de hele theorie van kansrekening geba-
seerd is op slechts drie axioma’s. Deze zijn voorgesteld door de Russische
wiskundige Andrey Kolmogorov. Het eerste axioma zegt dat kansen nooit
negatief kunnen zijn. In de tweede plaats moeten kansen genormeerd zijn.
Dat wil zeggen dat als er een aantal dingen kunnen gebeuren, hun kan-
sen bij elkaar opgeteld precies 100% moeten zijn. Het laatste axioma zegt
dat kansen men kansen mag optellen van twee gebeurtenissen, die elkaar
uitsluiten. Als we bijvoorbeeld een dobbelsteen gooien is de kans op elke
aantal ogen 1/6. Op grond van het derde axioma is dan de kans dat we in
e´e´n worp een aantal ogen gooien minder dan vier 1/6 + 1/6 + 1/6 = 1/2,
oftewel 50%. De hele theorie van kansrekening is afgeleid uit deze axioma’s
en dankzij die theorie kunnen wetenschappers de onzekerheid van allerlei
dagelijkse gebeurtenissen kwantificeren.
Men kan zich kansen eenvoudig voorstellen door te denken dat een kans
uitdrukt hoe vaak iets gebeurt in honderd gevallen. Met een dobbelsteen
gooi je bijvoorbeeld ongeveer zeventien van de honderd worpen een zes.
Of de kans dat we vanavond pannenkoeken eten is zo’n 3%, omdat we dat
1 Dit is natuurlijk precies hetzelfde, omdat het procentteken niks anders betekent dan
‘delen door honderd’.
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ongeveer eens per maand doen. Er zijn echter situaties, waarin we deze
‘frequentistische’ aanpak niet kunnen gebruiken. Bijvoorbeeld als een arts
zegt dat er 70% kans is dat je geneest van een ziekte. Dan is er geen
mogelijkheid om dat experiment honderd keer te herhalen om te zien of
deze kans juist was. We worden ofwel beter ofwel niet. Toch horen we
liever van de arts dat we 70% kans hebben op genezing dan dat het slechts
20% is. Uit dit voorbeeld blijkt duidelijk dat de kans zelf al een inschatting
geeft van de zekerheid dat iets gebeurt, ook al kan het experiment maar
e´e´n keer gedaan worden.
Kansen worden vaak geschreven als getallen die gerelateerd zijn aan een
bepaalde gebeurtenis. Maar het is minstens zo belangrijk te weten welke
gebeurtenissen allemaal zouden kunnen plaatsvinden om die kans juist te
kunnen interpreteren. Als ik bijvoorbeeld zou vertellen dat de kans om
een autoongeluk te overleven slechts 10% is, zou men dat waarschijnlijk te
pessimistisch vinden. Daarbij wordt echter stilzwijgend aangenomen dat
ik sprak over een gemiddelde bestuurder in een doorsnee situatie. Maar
stel dat ik het had over bestuurders die hun gordels niet dragen, twee keer
zo hard rijden als is toegestaan, terwijl het buiten ook nog eens mistig is.
In deze omstandigheden is die 10% kans om te overleven misschien nog wel
veel te hoog ingeschat.
Het feit dat ik niet sprak over alle bestuurders, maar dit beperkte tot
onverantwoorde bestuurders, had direct consequenties voor de kans om
een ongeluk te overleven. In de wiskunde zouden we de algemene kans
om te overleven schrijven als ‘p (surviving)’. Maar als er meer informa-
tie is (bijvoorbeeld dat de bestuurder onverantwoordelijk is), wordt dit zo
toegevoegd aan de notatie: ‘p (surviving|irresponsible)’. Zo’n uitdrukking
moet men lezen als ‘de kans op het overleven van een autoongeluk gegeven
dat de bestuurder onverantwoordelijk is’. Zo’n kans wordt een ‘conditio-
nele kans’ genoemd, omdat deze wordt berekend onder de conditie dat de
bestuur onverantwoordelijk is.
9.1 Grafische modellen
Bijna alle gebeurtenissen hangen wel af van een of meerdere andere gebeur-
tenissen. Of het gras nat is of niet, hangt bijvoorbeeld direct af van het
weer. Maar ook de gebeurtenis dat een kind buiten speelt met een gieter
of een buurman die zijn auto wast, kan tot gevolg hebben dat het gras nat
wordt. Of de buurman zijn auto wast hangt weer af van of hij thuis is
of niet en dat kan weer afhangen van het moment van de dag, enzovoort.
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Figuur 9.1: Een voorbeeld van een grafisch model. Elke knoop is een gebeurtenis met
twee of meer mogelijkheden. Bijvoorbeeld: het gras is nat of niet, de weersvoorspelling
is ‘droog’ of ‘regenachtig’, enz. Een pijl geeft aan dat er een directe relatie is tussen de
twee gebeurtenissen.
Het totaal van al deze gebeurtenissen en hun afhankelijkheden kan worden
weergegeven2 als een grafisch model (Pearl, 1988b) zoals in figuur 9.1.
Elke pijl in zo’n grafisch model geeft een (kans)afhankelijkheid weer.
In het meest algemene geval is dit een tabel die alle mogelijke combinaties
opsomt met hun bijbehorende kans. Bijvoorbeeld: de kans op ‘buurman
wast auto’ zou dan kunnen zijn3
p
(
buurman wast auto
∣∣∣ het regent, buurman thuis)
0 nee nee
0.17 nee ja
0 ja nee
0.04 ja ja
Dus de kans dat uw buurman zijn auto wast gegeven dat hij thuis is en
dat het niet regent, is 0.17 oftewel 17%.
2 We nemen aan dat u een vriendelijke buurman heeft en dat uw kind het buitenspelen
niet af laat hangen van zijn aanwezigheid. Voorts weten we natuurlijk allemaal dat
weersomstandigheden geen enkel effect hebben op het al dan niet buiten spelen van
kinderen.
3 De getallen in de tabel zijn schattingen, maar ik ben geen expert op het gebied van
buurmannen die auto’s wassen.
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Een voorbeeld voor de gebeurtenis ‘buurman thuis’ is
p
(
buurman thuis
∣∣∣ weersvoorspelling, tijdstip)
0.96 droog 23–08
0.07 droog 08–18
0.22 droog 18–23
0.96 regenachtig 23–08
0 14 regenachtig 08–18
0.68 regenachtig 18–23
De kracht van deze grafische modellen schuilt erin dat, als ze eenmaal
gedefinieerd zijn, er wiskundige regels zijn om allerlei kansen uit te rekenen.
Men kan bijvoorbeeld de kans uitrekenen dat het gras nat is gegeven dat de
buurman thuis is, ook al is er geen directe relatie tussen deze gebeurtenis-
sen. Het feit dat uw buurman thuis is, maakt het namelijk mogelijk dat hij
zijn auto wast, hetgeen vervolgens de kans groter maakt dat het gras nat
wordt. We zouden zelfs kansen uit kunnen rekenen tussen gebeurtenissen
die helemaal niet gerelateerd lijken te zijn. Men kan bijvoorbeeld de kans
uitrekenen dat het avond is gegeven dat het gras nat is.
Een lastig probleem met grafische modellen is het definie¨ren van de
juiste relaties tussen verschillende gebeurtenissen en het bepalen van de
bijbehorende kansen. In dit proefschrift ga ik er echter vanuit dat het
grafische model al gedefinieerd is en ik zal verder niet ingaan op de vraag
in hoeverre een specifiek geval de werkelijke wereld goed representeert. Dit
proefschrift richt zich helemaal op de wiskunde die nodig is om kansen uit
te rekenen in zo’n grafisch model.
Laten we eens de kans uitrekenen dat de buurman zijn auto niet wast
gegeven dat het avond is. het niet regent en de weersvoorspelling was
‘droog’. Het is duidelijk dat de knoop ‘buurman wast auto’ niet direct
verbonden is met de weersvoorspelling en het tijdstip op de dag. We kun-
nen echter wel de kans uitrekenen dat de buurman thuis is en zijn auto
wast door de corresponderende getallen in de tabellen te vermenigvuldigen.
Dat zijn de getallen p (buurman wast auto|geen regen,buurman thuis) en
p (buurman thuis|droog,18–23), hetgeen resulteert in 0.17× 0.22 = 0.0374.
Gegeven de weersomstandigheden en het tijdstip op de dag kunnen we de
volgende tabel construeren:
buurman thuis buurman afwezig
wast auto 0.17× 0.22 = 0.0374 0× (1− 0.22) = 0
wast niet (1− 0.17)× 0.22 = 0.1826 (1− 0)× (1− 0.22) = 0.78
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Merk op dat de vier getallen optellen tot e´e´n. Dat komt uiteraard
omdat in elk geval e´e´n van deze situaties de juiste is (dit was het tweede
axioma). Met behulp van deze tabel kunnen we nu de kans uitrekenen dat
onze buurman niet zijn auto wast zonder daarbij een aanname te doen of
hij thuis is of niet. Deze kans kan worden uitgerekend door de getallen in de
tweede rij bij elkaar op te tellen (dit was het derde axioma): 0.1826+0.78 =
0.9626. Dus we hebben uitgerekend
p (wast niet|droog weersvooruitzicht,geen regen,avond) = 0.9626 (1)
Ook al is er geen expliciete relatie tussen deze gebeurtenissen in het grafisch
model, toch kunnen we dit soort kansen uitrekenen.
9.1.1 De Boltzmann machine
Op verschillende plaatsen in dit proefschrift zal ik een speciaal geval van
een grafisch model gebruiken dat de ‘Boltzmann machine’ wordt genoemd
(Ackley et al., 1985). Het is niet werkelijk een machine4, maar een grafisch
model met een hoge wiskundige abstractie, die eigenlijk geen interpretatie
heeft in de gewone wereld. Maar aangezien de rekenproblemen in zo’n
netwerk erg vergelijkbaar zijn, is het toch een goed begin om bepaalde
wiskundige technieken te kunnen ontwikkelen.
Een Boltzmann machine heeft een bepaald aantal knopen dat al dan
niet gerelateerd is aan een gebeurtenis in de gewone wereld. De eerste
categorie wordt ‘zichtbaar’ genoemd, de andere zijn ‘verborgen knopen’.
De toestand van een knoop wordt weergegeven met het wiskundige symbool
si, waar i staat voor een getal dat aangeeft welke knoop we bedoelen. Hun
toestand is ofwel plus ofwel min e´e´n (vergelijkbaar met ‘ja’ en ‘nee’). Alle
knopen zijn met elkaar verbonden door een ‘gewicht’.
Figuur 9.2 geeft een kleine Boltzmann machine weer met vijf knopen.
We zien de knopen s1 tot s5 en de verbindingslijnen, waar in sommige
gevallen het gewichtssymbool is weergegeven. We zullen een kleine bere-
kening doen om de kans te vinden dat de waarde van knoop s1 plus e´e´n is
gegeven de waarde van de andere. Dit kan gedaan worden door de waar-
de van de buurknopen te vermenigvuldigen met de verbindingsgewichten
en deze uitkomsten op te tellen. Daarna wordt hier nog een grenswaar-
de bij opgeteld. Deze grenswaarde, weergegeven met θ1, is een standaard
invoer die onafhankelijk is van de toestand van de andere knopen. Ten
4 De Boltzmann machine heeft een kansverdeling die in de natuurkunde bekend staat
als het Boltzmann-Gibbs evenwicht. Dat verklaart de naam.
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0.7 × −1 = −0.7
−1.2 × −1 = 1.2
2.1 × +1 = 2.1
1.4 × −1 = −1.4 +
1.2
−0.8 +
Invoer s1 0.4
Figuur 9.2: Een volledig verbonden Boltzmann machine met vijf knopen. De gewichten
die s1 verbinden met de andere knopen zijn expliciet opgeschreven, net zoals de grens-
waarde θ1. Rechts is er een korte berekening van de totale invoer die knoop s1 in deze
configuratie binnenkrijgt.
slotte wordt een niet-lineaire functie toegepast op de totale som, waarvan
de uitkomst gelijk is aan de kans voor knoop s1 om de waarde ‘plus e´e´n’ te
hebben. De vorm van deze functie is zo gekozen dat de kans gegarandeerd
tussen de nul en e´e´n ligt.
Wiskundig zou deze berekening als volgt worden opgeschreven:
p (si = 1) = σ

θi +∑
j
wijsj

 (2)
De termen tussen haakjes zijn de totale invoer van een knoop. σ is de
eerder genoemde niet-lineare functie, die geschreven kan worden als
σ (x) =
1
1 + e−2x
(3)
Dus de waarde van elke knoop hangt direct af van de waarde van
alle andere knopen waarmee het is verbonden. Die afhankelijkheid is
geen e´e´n-op-e´e´nrelatie, maar met onzekerheid omgeven. Een hogere in-
voer maakt het slechts waarschijnlijker dat de waarde van de knoop ‘plus
e´e´n’ wordt, maar het blijft onzeker. In het voorbeeld in figuur 9.2 is die
kans p (s1 = +1) = σ (0.4) = 0.69 = 69%.
Het is gemakkelijk een vergelijking te maken tussen een Boltzmann
machine en het netwerk van neuronen in de hersenen. Ook daar hangt de
toestand van een neuron af van de toestand van vele andere (Hertz et al.,
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Figuur 9.3: De gemiddelde activiteit van alle 900 neuronen in een Boltzmann machine,
die getraind waren met veel voorbeelden van het cijfer ‘5’.
1991). Maar er is ook een vergelijking te maken met magnetische ma-
terialen, waar een grote hoeveelheid atomaire eenheden (‘spins’ genoemd)
zich gedragen als kleine magneetjes, die elkaar be¨ınvloeden (Landau et al.,
1980). Hun toestand is ‘up’ of ‘down’ afhankelijk van de omgeving. Wis-
kundig gezien is dit volstrekt identiek met een neuraal netwerk als de Boltz-
mann machine.
De kracht van dit wiskundige concept ligt in de zelflerende capacitei-
ten. We kunnen de knopen een bepaald partoon voorhouden, waarna de
Boltzmann machine, met het juiste algoritme, leert dit patroon te onthou-
den. Neem bijvoorbeeld een zwart-wit tekening van het cijfer vijf op een
rooster (zie figuur 9.3 voor enkele voorbeelden). Een zwart hokje in dit
rooster representeert een e´e´n, terwijl een wit vakje een min e´e´n voorstelt.
Om zo’n dertig-bij-dertig rooster te laten representeren door een Boltz-
mann machine, moeten we deze uitrusten met 900 knopen. Als we deze
neuronen dan een afbeelding voorhouden, worden de gewichten aangepast
volgens de regel: een gewicht dat knopen verbindt, waarvan de correspon-
derende hokjes gelijk van kleur zijn, wordt een beetje groter, terwijl andere
gewichten kleiner worden of zelfs negatief. De regel voor de grenswaarde is
eenvoudiger: deze wordt groter of kleiner als het corresponderende hokje
zwart respectievelijk wit is. Na de eerste afbeelding wordt een andere af-
beelding van het cijfer vijf voorgehouden, die waarschijnlijk iets afwijkt van
de eerste. De gewichten en grenswaarden worden telkens weer aangepast
volgens genoemde regels5.
Gewichten die meestal hokjes verbinden van dezelfde kleur, worden na
een tijdje het grootst, terwijl het tegenovergestelde het geval is voor ge-
wichten die vaak hokjes verbinden van tegengestelde kleur. Grenswaarden
5 De hier gepresenteerde afbeeldingen zijn gemaakt met de linear response leerpro-
cedure van hoofdstuk 3, aangezien het exacte algoritme ondoenlijk is voor zulke grote
Boltzmann machines. Desalniettemin illustreren ze goed wat bedoeld wordt.
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Figuur 9.4: De grenswaarden van alle 900 neuronen in een Boltzmann machine die
getraind is met heel veel voorbeelden van het cijfer ‘5’.
Figuur 9.5: De grenswaarden van de knopen in elk van de tien getrainde Boltzmann
machines. Het is duidelijk dat elk van de Boltzmann machines gespecialiseerd is in een
van de tien cijfers.
van hokjes die meestal zwart zijn, zijn groot, terwijl ze negatief zijn, als de
hokjes vaak wit zijn. Uiteindelijk houden we een Boltzmann machine over
die een grote kans heeft in een toestand terecht te komen, die erg lijkt op
een doorsnee vijf. In figuur 9.4 staan bijvoorbeeld de grenswaarden van
alle knopen, nadat deze getraind was met veel vijfen. Een afbeelding die
niet lijkt op een vijf, bijvoorbeeld een twee, heeft andere correlaties tussen
de hokjes dan die waar het netwerk op getraind was. Daarom geeft de
getrainde Boltzmann machine aan zo’n afbeelding een kleinere kans.
We kunnen zo tien verschillende Boltzmann machines maken, die ieder
gespecialiseerd zijn in e´e´n specifiek cijfer. Een netwerk representeert de
klasse van alle enen, een die van alle tweee¨n, enz. Als alle netwerken
voldoende getraind zijn (zie figuur 9.5 voor de geleerde grenswaarden),
kunnen we een afbeelding tonen van een onbekend cijfer. Het netwerk dat
zich het beste bij die afbeelding thuisvoelt (het geeft de grootste kans aan
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die afbeelding) is de meest waarschijnlijke klasse waartoe het onbekende
cijfer behoort. Daarmee is de onbekende afbeelding herkend als het cijfer
waarvoor de corresponderende Boltzmann machine de grootste kans had.
In hoofdstuk 3 wordt deze toepassing uitgebreider behandeld.
Dit is slechts een voorbeeld van wat Boltzmann machines kunnen. In
principe is een Boltzmann machine in staat elke kansverdeling te leren.
Als ook nog verborgen knopen (dit zijn knopen die wel in het netwerk
zitten, maar niks representeren) gebruikt worden, kunnen alle verdelingen
gemaakt worden die men maar kan verzinnen. Maar er is e´e´n belangrijk na-
deel: rekentijd. Het leren van een Boltzmann machine vereist een rekentijd
die exponentieel toeneemt met het aantal knopen. Dat is een fundamenteel
probleem met Boltzmann machines, maar in feite met elk grafisch model.
Alles wat in dit proefschrift staat, moet gezien worden als een bijdrage om
dit probleem aan te pakken.
9.1.2 Het probleem van de rekentijd
Tot nu toe is de theorie niet erg moeilijk. Kansen en relaties tussen gebeur-
tenissen zijn keurig gedefinieerd en het berekenen van eigenschappen van
een netwerk lijkt niks anders te zijn dan een vermoeiend en saai werkje.
Hoewel dit waar is voor kleine netwerken, wordt de rekentijd een groot pro-
bleem, zo gauw het netwerk zo’n twintig knopen telt of nog groter wordt.
De eenvoudige algoritmes hebben dan al snel als zijeffect dat ze leiden
tot kanstabellen die zo groot zijn, dat ze in geen enkel computergeheugen
zullen passen. Omdat de grootte van de kanstabel tenminste verdubbelt
met elke knoop die aan het netwerk wordt toegevoegd, zou een netwerk
met dertig knopen minstens een gigabyte aan geheugen kosten. En dan te
bedenken dat zo’n netwerk eigenlijk nog maar klein gevonden wordt. Het
toevoegen van geheugen is ook geen oplossing, omdat elke knoop extra dub-
bel zo veel geheugen zou vragen. Dit effect wordt ook wel ‘exponentie¨le
schaling’ genoemd.
Moderne algoritmes om kansen te berekenen in grafische modellen kun-
nen in drie categoriee¨n worden verdeeld:
1. Exacte algoritmen De berekende kans is nog altijd een exact ant-
woord, maar deze algoritmes sommeren en vermenigvuldigen de ta-
bellen op een slimme manier, waardoor er beduidend minder geheu-
gen nodig is. Deze algoritmen hangen echter sterk af van de structuur
van het netwerk6. Voor sommige structuren kunnen bijna oneindig
6 Met de structuur van een netwerk wordt bedoeld welke knopen wel en welke niet
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veel knopen worden toegevoegd, terwijl de benodigde rekentijd bin-
nen de perken blijft. Maar in het geval van bijvoorbeeld de volledig
verbonden Boltzmann machine zullen deze algoritmen ook falen zo-
dra het netwerk groter wordt dan zo’n dertig knopen.
2. Benaderingstechnieken Als het niet mogelijk is een exacte bere-
kening te doen, dan kan men proberen de benodigde kansen bij bena-
dering uit te rekenen. In plaats van het exacte antwoord hoopt men
dan dat de benadering voor de praktijk goed genoeg is. In zijn alge-
meenheid vragen deze algoritmen geen exponentie¨le rekentijd, maar
een polynomiale. Dat betekent dat de rekentijd niet verdubbelt elke
keer dat een knoop wordt toegevoegd. Zodoende kunnen deze bena-
deringstechnieken overweg met veel grotere netwerken. Voorbeelden
zijn mean field algoritmen (Peterson & Anderson, 1987; Saul et al.,
1996b), tap (Thouless et al., 1977; Plefka, 1981) en hogere orde
expansies, maar ook ‘belief propagation’ (Yedidia et al., 2000) en
cluster variatie (Kappen & Wiegerinck, 2002). Deze technieken wor-
den meestal variationele methoden genoemd (Jordan et al., 1999;
Ghahramani & Beal, 2001). Daarnaast zijn er belangrijke technie-
ken als Gibbs sampling and Markov Chain Monte Carlo (Andrieu
et al., 2002).
3. Begrenzingstechnieken Het belangrijkste nadeel van benaderin-
gen is dat er geen enkele garantie zit aan het antwoord. Ook al
is het bekend dat een benadering voor veel kleine netwerken goede
antwoorden geeft, dan nog kunnen we voor grotere netwerken nooit
uitsluiten dat we met de benaderde kans er totaal naast zitten. Om
dit probleem te omzeilen heeft men gezocht naar begrenzingstechnie-
ken. Het doel is dan niet om de exacte kans uit te rekenen, maar
om te bewijzen dat de exacte waarde tussen twee andere getallen
ligt. Een begrenzingstechniek zou bijvoorbeeld kunnen vinden dat
een kans zeker tussen de 0.2 en 0.4 ligt, terwijl het exacte (maar on-
uitrekenbare) antwoord 0.337 is. Het voordeel van deze techniek is
dat het een bepaalde garantie biedt. Als het verschil tussen onder-
en bovengrens maar klein genoeg is, kan het resultaat praktisch zo
goed zijn als de exacte berekening.
In dit proefschrift worden geen exacte algoritmes behandeld; het richt zich
op benaderings- en begrenzingstechnieken. In het eerste deel (de hoofd-
met elkaar verbonden zijn.
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stukken 2, 3 en 4) worden benaderingstechnieken voor Boltzmann machi-
nes nader uitgewerkt. In het tweede deel (de hoofdstukken 5, 6, 7 en 8)
worden verschillende begrenzingstechnieken behandeld voor de Boltzmann
machine, voor de zogenaamde ‘sigmoid belief’ netwerken en voor grafische
modellen in zijn algemeenheid.
9.2 Benaderingstechnieken
De benaderingstechnieken worden in dit proefschrift vooral toegepast op
Boltzmann machines. Dit betekent echter niet dat ze niet toepasbaar zou-
den zijn op andere grafische modellen. De techniek die bekend staat als
mean field theorie is beschikbaar voor veel soorten netwerken en in veel
variaties (Saul et al., 1996b; Barber & Wiegerinck, 1999; Jaakkola & Jor-
dan, 1998). Andere benaderingstechnieken zoals tap of linear response
kunnen in principe worden uitgebreid om ook toepasbaar te zijn op andere
grafische modellen.
9.2.1 Mean field theorie
Een bekend benaderingstechniek uit het veld van de statistische mechanica
is de zogenaamde mean field theorie. Er zijn verschillende manieren om
de formules die in deze theorie gebruikt worden, af te leiden. In deze
introductie zal ik het proberen af te leiden in de meest intuı¨tieve manier,
hoewel dat misschien niet de echte wiskundige tevreden stelt.
Alle knopen in een Boltzmann machine hebben een gemiddelde activi-
teit, oftewel de gemiddelde waarde van een knoop over lange tijd. Dat is
uiteraard een getal tussen de plus en min e´e´n. Deze gemiddelde activiteit
is in figuur 9.6 weergegeven met het symbool mi binnenin de knopen. Be-
kijk nu eens de centrale knoop die omgeven is door alle andere knopen en
denk aan een logische manier waarop deze knoop zijn gemiddelde activi-
teit zou kunnen bepalen. In plaats van gebruik te maken van vergelijking 2
wordt niet de gewogen som van de toestand van al zijn buren genomen,
maar de gemiddelde activiteit van alle buren wordt vermenigvuldigd met
het gewicht en daarna opgeteld. Die berekening staat aan de rechterkant
van figuur 9.6. Zo krijgt de centrale knoop een idee van de gemiddelde
invoer dat het krijgt van zijn omgeving. Deze gemiddelde invoer, oftewel
het ‘mean field’, kan worden geschreven als
hi = θi +
∑
j
wij 〈sj〉 = θi +
∑
j
wijmj (4)
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0.7 × 0.3 = 0.21
−1.2 × 0.7 = −0.84
2.1 × 0.1 = 0.21
1.4 × 0.4 = 0.56 +
0.14
−0.8 +
Gemiddelde invoer s1 −0.66
Figuur 9.6: Een volledig verbonden Boltzmann machine met vijf knopen. Elke knoop
maakt een benadering van zijn eigen gemiddelde activiteit, hetgeen wordt weergegeven
door de grootheden mi. De knoop in het centrum actualiseert zijn gemiddelde activi-
teit op basis van de gemiddelde invoer die hij ontvangt. De gemiddelde invoer wordt
benaderd op basis van de korte berekening aan de rechterkant.
waar 〈si〉 staat voor de gemiddelde activiteit van knoop i, hetgeen ook
vaak geschreven wordt als mi.
Zodra een knoop zijn gemiddelde invoer heeft bepaald, kan het zijn ei-
gen gemiddelde activiteit opnieuw uitrekenen en bijstellen gebruikmakend
van de standaard sigmo¨ıde functie in vergelijking 3. Dit geeft
mi = tanh

θi +∑
j
wijmj

 (5)
Alle knopen in het netwerk kunnen deze vergelijking gebruiken om hun
eigen gemiddelde activiteit bij te werken en na een aantal herhalingen
zullen de verschillende mi’s niet meer veranderen. Op dat moment zijn de
knopen het onderling eens over elkaars gemiddelde activiteit. Maar dat is
niet de exacte gemiddelde activiteit, omdat we mogelijke correlaties tussen
knopen negeren. Deze correlaties zouden een sterke bimodale verdeling
kunnen geven op de invoer van een knoop. Als dit soort sterke correlaties
aan de orde zijn, is het geen goed idee om van de mean field benadering
gebruik te maken.
Alhoewel de mean field benadering bijna nooit goed genoeg is om bruik-
baar te zijn in de praktijk, is het wel de grondslag voor veel benaderings-
technieken voor grafische modellen. Zo kunnen de tap-expansie en linear
response gezien worden als uitbreidingen van deze theorie. Daarom en
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vanwege zijn eenvoud is mean field theorie terug te vinden in vrijwel alle
tekstboeken in dit onderzoeksveld.
9.2.2 TAP expansie
Naast de afleiding in de vorige paragraaf kunnen we mean field theorie
ook zien als de eerste-ordebenadering van de exacte vergelijkingen. Het
is logisch om deze benadering uit te breiden tot hogere ordes om zodoen-
de nauwkeurigere resultaten te vinden. In de statistische mechanica is de
tweede-ordeterm bekend als de ‘Onsager reaction term’ (Onsager, 1936).
Maar naar de aanpak als zodanig wordt doorgaans verwezen met de term
‘tap expansion’, genoemd naar de uitvinders ervan Thouless, Anderson,
and Palmer (1977). Wiskundig gezien zijn de vergelijkingen voor de gemid-
delde activiteit in de tap-expansie vrijwel hetzelfde als in vergelijking 5:
mi = tanh
(
θi +
∑
j
wijmj −mi
∑
j
w2ij
(
1−m2j
)
︸ ︷︷ ︸
Onsager reaction term
)
(6)
Men is geneigd te denken dat het toevoegen van extra correctietermen
de benadering altijd beter maakt. Op zichzelf is dit waar, maar slechts
zo lang men binnen een gebied blijft, dat begrensd wordt door de zoge-
naamde ‘convergentiestraal’. Buiten dit gebied wordt een benadering snel
slechter en het toevoegen van correctietermen heeft daar juist een ave-
rechts effect: de benadering wordt slechter in plaats van beter. Het is in
de praktijk uiterst belangrijk te weten of een netwerk binnen of buiten deze
convergentiestraal valt. In het eerste geval kunnen we veilig correctieter-
men toevoegen (tap-termen en nog verder), waarmee we een steeds betere
benadering krijgen. Maar als het netwerk erbuiten valt, zouden we eigen-
lijk geen enkele benadering moeten gebruiken, die op mean field theorie
gebaseerd is, omdat het resultaat zeer waarschijnlijk waardeloos is.
Helaas is het uitrekenen van de convergentiestraal net zo moeilijk als
het doen van de exacte berekeningen. We kunnen echter proberen de con-
vergentiestraal zo goed mogelijk te benaderen zonder daarbij overdreven
veel computertijd te gebruiken. Het blijkt inderdaad mogelijk zo’n algo-
ritme te maken. Dat wordt uitgelegd in hoofdstuk 4.
9.2.3 Linear response
Het leren van een Boltzmann machine kan een behoorlijk moeizaam proces
zijn, zelfs als gebruik gemaakt wordt van een mean field of tap-benadering.
134 Graphical models and their (un)certainties
In elke leerstap worden de gewichten aangepast en er zijn misschien erg veel
van die stappen nodig om tot de uiteindelijke configuratie te komen. Ge-
lukkig bestaat er voor enkele speciale gevallen een heel snel algoritme, dat
vrijwel direct de optimale gewichten en grenswaarden uitrekent. Dit kan
onder de voorwaarde dat alle knopen in het netwerk gekoppeld zijn aan een
variabele in de dataset. Het is uiteraard nog steeds een benadering, maar
men kan bewijzen dat het net zo nauwkeurig is als de tap-benadering.
Deze methode, linear response genaamd, werd voor het eerst bekend in de
statistische mechanica door by Parisi (1988) en werd vertaald naar het we-
tenschapsgebied van de neurale netwerken door Ginzburg and Sompolinsky
(1994) en Kappen and Rodr´ıquez (1998b).
In hoofdstuk 2 wordt de linear response methode uitgebreid naar een
algoritme voor Boltzmann machines van hogere orde (hobm). In tegenstel-
ling tot de normale Boltzmann machine hebben deze hobm’s niet alleen
gewichten en paarsgewijze interacties (de gewichten), maar ook hogere-
orde-interacties die drie of meer knopen tegelijkertijd met elkaar verbinden
(Sejnowski, 1986).
9.3 Begrenzingstechnieken
Benaderingen zijn krachtige technieken om grote netwerken uitrekenbaar
te maken voor ree¨le toepassingen. Zoals aangetoond in hoofdstuk 3 is het
inderdaad mogelijk een snelle classificatie te doen, gebaseerd op relatief
eenvoudige benaderingsmethoden. Maar er blijft altijd de bijsmaak van
onnauwkeurigheid bij zulke theoriee¨n. Wetenschappers zullen zeker laten
zien dat hun methoden goed werken voor kleine netwerken, maar men moet
nog altijd maar hopen dat dit ook voor de grote netwerken geldt. Men kan
weliswaar beargumenteren in welke situaties we nauwkeurige resultaten
zouden mogen verwachten, maar we kunnen nooit aantonen dat ons grote
netwerk inderdaad nauwkeurig genoeg is benaderd of niet.
Precies om die reden is men gaan zoeken naar andere technieken. Ener-
zijds moet de computertijd bij de alternatieve methode binnen redelijke
grenzen blijven, anderzijds zou deze methode betrouwbare resultaten moe-
ten geven. Liever iets als ‘de kans is zeker groter dan 0.2’ dan ‘het is bij
benadering 0.23’. Merk op dat in het laatste geval de werkelijke kans nog
altijd 0.1 zou kunnen zijn. Methodes die de kanswaardes beperken tot
zekere intervallen, worden ‘begrenzingstechnieken’ genoemd.
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9.3.1 Het begrenzen van de partitiefunctie
We kunnen voor de Boltzmann machine eenvoudig een functie afleiden die
voor elke toestand van het netwerk een uitkomst geeft die proportioneel
is aan de kans op die toestand, maar doorgaans niet gelijk daaraan. Om
de daadwerkelijke kansen uit te rekenen, moeten we de uitkomst van deze
functie normaliseren. Dat betekent dat we moeten delen door de som van
de functie-uitkomsten voor alle toestanden. Deze som staat bekend als de
‘partitiefunctie’. Het is een irritante functie, aangezien zij enorm eenvoudig
oogt, maar in feite alle rekenproblemen in zich heeft, die ik eerder heb
besproken. Voor de Boltzmann machine ziet zij eruit als
Z =
∑
all ~s
exp

∑
i
θisi +
1
2
∑
ij
wijsisj

 (7)
Veel onderzoekers richten zich op deze partitiefunctie, omdat alle be-
langrijke grootheden eruit kunnen worden afgeleid met eenvoudige wiskun-
de. Het is daarom belangrijk voor deze functie onder- en bovengrenzen te
vinden.
Ik zal het idee achter deze begrenzingstechnieken illustreren met een
heel simpel voorbeeld. Stel dat u in een winkel staat en dat de verkoper u
zojuist het totaalbedrag heeft genoemd van een lange lijst boodschappen.
U bent nogal verbaasd over het gevraagde bedrag, maar het zou veel te
lang duren om ter plekke het bedrag nog eens na te rekenen. Maar dan
realiseert u zich dat u van de verschillende artikelen ook alleen de hele
eurobedragen op kunt tellen, waarbij u het deel achter de komma weglaat.
Dit is veel sneller gedaan en dat totaal moet in elk geval kleiner zijn dan
het bedrag dat de verkoper u vroeg.
Maar dat is natuurlijk niet een antwoord waarin u ge¨ınteresseerd bent.
U wilt natuurlijk weten of de verkoper niet te veel gevraagd heeft. Dat
zou u echter eenvoudig kunnen controleren door de bedragen van de ver-
schillende artikelen eerst naar boven af te ronden op hele euro’s en dan
pas op te tellen. In dat geval zou de uitkomst in elk geval hoger moeten
zijn dan het bedrag dat de verkoper vroeg. Daarmee heeft u een onder-
en een bovengrens bepaald van de lastige optelling die de verkoper op zijn
rekenmachine heeft gedaan.
In hoofdstuk 5 leiden we een procedure af om polynomen te vinden van
een willekeurige graad die de exponentie¨le functie van onderen begrenzen.
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Dat is een functie van de vorm
B (x) = a0 + a1x+ a2x
2 + a3x
3 + . . . =
∑
n
anx
n (8)
die altijd kleiner is dan exp(x) ongeacht de waarde van x. Voorbeelden van
dergelijke functies staan in figuur 5.2. Aangezien de exponentie¨le functie,
exp(x), een belangrijke rol speelt in vergelijking 7, kan een ondergrens
op deze functie direct gebruikt worden om een ondergrens voor de par-
titiefunctie te contrueren. Wat overblijft is het bepalen van de optimale
coe¨fficie¨nten (an in vergelijking 8) die de ondergrens zo dicht mogelijk bij
de werkelijke functie leggen. Het zal blijken dat deze ondergrenzen toege-
past kunnen worden op Boltzmann machines, maar ook op sigmoid belief
netwerken (Neal, 1992). In hoofdstuk 5 leiden we ondergrenzen van de
derde orde af (n = 3) voor deze twee typen netwerken. In beide gevallen
is de benodigde computertijd klein genoeg om netwerken van honderden
knopen door te kunnen rekenen. Exacte methoden geven het al bij dertig
op.
Maar het is mogelijk dit idee voort te zetten en op die manier begrenzin-
gen te maken van vijfde, zevende of zelfs nog hogere orde7. Het probleem
met begrenzingen van hogere orde is dat de benodigde vergelijkingen om
het een en ander uit te rekenen en te optimaliseren, niet eenvoudig zijn
op te schrijven. Alleen tot en met de derde orde is dat nog redelijkerwijs
te doen. Gelukkig blijkt dat we de begrenzingstheorie van hoofdstuk 5 op
kunnen schrijven in een recursieve vorm. Dat betekent dat we alleen de
eerste orde opschrijven en vervolgens een aantal regels hoe men op de vol-
gende orde uit kan komen, zonder dat daarbij de vergelijkingen expliciet
gegeven worden. De feitelijke berekening kan dan gedaan worden door een
computerprogramma dat deze recursieve stappen uitvoert.
In hoofdstuk 7 laten we deze recursieve vergelijkingen zien en bewij-
zen dat we de optimale begrenzingen binnen die context kunnen vinden.
We zullen een compleet formalisme geven hoe een computerprogramma
geschreven moet worden dat de feitelijke berekening doet voor een Boltz-
mann machine. In de discussie in dat hoofdstuk laten we kort zien dat deze
methode uitgebreid zou kunnen worden naar algemene netwerken, zoals de
grafische modellen in paragraaf 9.1. Een begrenzing van de negende orde is
goed te doen voor een Boltzmann machine en vergt een rekentijd die schaalt
als het aantal knopen tot de vierde macht. Het is opvallend dat sommige
delen van het algoritme in hoofdstuk 7 gebruikt kunnen worden om een
7 Men kan aantonen dat alleen oneven ordes gebruikt kunnen worden.
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tap-expansie van hogere orde af te leiden. Het handmatig opschrijven van
deze termen zou monnikenwerk zijn of zelfs ondoenlijk.
9.3.2 Begrenzing van gemiddelden en correlaties
In de vorige paragraaf heb ik uit de doeken gedaan hoe men kan zoeken
naar ondergrenzen van de partitiefunctie. Helaas zijn dit ondergrenzen
van grootheden waar men niet direct in ge¨ınteresseerd is. We zoeken juist
begrenzingen van gemiddelden en correlaties in het netwerk. Het is echter
mogelijk om de ondergrens op de partitiefunctie te combineren met een
bovengrens, waarmee de interessantere begrenzingen geconstrueerd kunnen
worden. In dit proefschrift zijn bovengrenzen niet specifiek onderzocht,
maar er bestaan al wel enkele belangrijke artikelen die beschrijven hoe
deze uit te rekenen zijn. Zie bijvoorbeeld (Jaakkola & Jordan, 1996a) and
(Wainwright et al., 2002) of andere referenties die in de hoofdstukken
hierover worden gemaakt.
In hoofdstuk 6 wordt het duidelijk hoe de ondergrens in hoofdstuk 5 ge-
combineerd kan worden met de bovengrens in (Jaakkola & Jordan, 1996a),
waarmee we onder- en bovengrenzen uit kunnen rekenen voor de gemid-
delde neuronactiviteiten en de correlaties tussen hen in een Boltzmann
machine. Dit werkt prima voor tamelijk kleine netwerken, maar er is een
valkuil als we de methode voor grotere netwerken gaan gebruiken. Het
is namelijk bekend dat de precisie van de bovengrens slechter wordt, als
het aantal neuronen toeneemt. Daarom is de methode niet erg geschikt
voor grote en volledig verbonden Boltzmann machines. Er blijft echter een
klasse Boltzmann machines (redelijke grootte, niet al te grote gewichten)
waarvoor onze methode een duidelijke grens kan stellen aan het gebied
waarbinnen gemiddelden en correlaties moeten liggen. En bedenk dat er
geen kwaad schuilt in het proberen van een begrenzingsmethode anders
dan het verlies van wat computertijd. Als de resultaten niet bevallen, kan
men ze simpelweg negeren. Als daarentegen de grenzen strak zijn, heeft
men een goede en betrouwbare benadering van de echte waarden.
Tot dusver richten de begrenzingstechnieken zich op de partitiefunc-
tie en beschouwen de gemiddelden en correlaties als afgeleide grootheden.
Maar dit is natuurlijk niet de meest logische weg om te gaan, als men alleen
ge¨ınteresseerd is in het gemiddelde van de kans op bepaalde gebeurtenis-
sen. In hoofdstuk 8 wordt duidelijk dat het mogelijk is een algoritme te
ontwikkelen om deze grootheden direct te berekenen zonder dat men van
het bestaan van een partitiefunctie afweet. Het algoritme wordt ‘bound
propagation’ (propagatie van grenzen) genoemd en dat is ook precies wat
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het doet. Het propageert de grenzen die men weet voor een bepaalde set
van knopen naar naburige knopen. Deze buren gebruiken deze kennis om
vervolgens hun eigen grenzen strakker te maken. Die informatie wordt op-
nieuw doorgestuurd en na een tijdje zijn alle grenzen geconvergeerd naar
hun uiteindelijke waarde, die hopelijk goed genoeg is om van praktische
waarde te zijn.
Het belangrijkste verschil met eerder genoemde begrenzingstechnieken
is dat het ‘bound propagation’ algoritme juist niet werkt voor volledig
verbonden Boltzmann machines. Het gebruikt juist de lage graad van ver-
bondenheid in veel van de netwerken uit de dagelijkse praktijk, waardoor
veel berekeningen beperkt blijven tot kleine delen van het netwerk. Een
extra voordeel hiervan is dat er zelfs grenzen gevonden kunnen worden
in bepaalde matig verbonden stukken van een netwerk, dat in zijn totaal
veel te groot is om door welke begrenzingsmethode dan ook aangepakt te
worden. Als de interessante knopen in het matig verbonden deel liggen, is
deze methode nog altijd van groot belang.
9.4 Samenvatting en conclusies
Kansrekening is uitgevonden om de onzekere wereld te vatten in duidelijke
getallen. Hierdoor kunnen we kansen, verwachtingen en correlaties in een
wetenschappelijke context plaatsen. We kunnen zelfs spreken over de ma-
te waarin we geloven dat een bepaalde gebeurtenis zal plaatsvinden. Met
de uitvinding van de kansrekening werd onzekerheid in zekere zin voor-
spelbaar. Grafische modellen hebben de statistiek tot een hoger niveau
gebracht en geven een intu¨ıtieve manier om de causale gebeurtenissen in
de wereld te modelleren. We hebben gezien dat eenvoudige regels uit de
kansrekening al kunnen leiden tot modellen met enorme capaciteiten, maar
ook met een uit de hand gelopen computertijd.
Alles in dit proefschift is bedoeld om een bijdrage te leveren aan een op-
lossing voor het grote probleem dat exponentie¨le schaling of np-compleetheid
wordt genoemd. Hoewel exacte methoden gedoemd zijn te mislukken voor
grotere netwerken, kunnen we nog een aardig eind komen met benaderings-
technieken. We hebben gesproken over mean field theorie, tap, hogere-
orde-expansies en linear response.
In hoofdstuk 2 werd het linear response algoritme uitgebreid tot hogere-
orde Boltzmann machines. Het algoritme gebruikt altijd een polynomiale
tijd. We hebben gezien dat voor een derde-orde Boltzmann machine de tijd
schaalt als het aantal knopen in het netwerk tot de vierde macht. Daardoor
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kunnen we leeralgoritmes toepassen op Boltzmann machines met meer dan
honderd knopen. De benaderingen van de gemiddelden en correlaties zijn
accuraat, zolang de gewichten klein genoeg zijn.
Linear response maakt het mogelijk om Boltzmann machines te ge-
bruiken voor praktische problemen. In hoofdstuk 3 hebben we het pro-
bleem van cijferherkenning gezien, dat redelijk goed opgelost kon worden
met de linear response leermethode. Natuurlijk bestaan er methoden die
speciaal zijn toegerust om dit probleem op te lossen, maar onder de niet-
gespecialiseerde methoden doet linear response het opmerkelijk goed. Wat
rekentijd betreft is linear response superieur in vergelijking tot de meeste
andere methoden.
We hebben gezien dat er bij alle benaderingsmethoden een gebied is
waarin ze het goed doen, maar ook een onvermijdbaar gebied waarin het
resultaat waardeloos is. Er zijn wel vuistregels voor het gebied waarin
benaderingen het goed doen, maar in zijn algemeenheid weten we niet
wanneer het antwoord te vertrouwen is. In hoofdstuk 4 wordt een algoritme
beschreven dat onderscheid weet te maken tussen goede en slechte tap-
oplossingen. Hoewel het onderscheid niet altijd juist wordt aangebracht, is
het toch een waardevol algoritme in de beslissing wanneer te stoppen met
het tap-leerproces. Maar de onzekerheid over het antwoord is nog altijd
stilzwijgend aanwezig.
Daar waar kansrekening ons de mogelijkheid gaf om zekere getallen te
koppelen aan onzekere gebeurtenissen, brachten de benaderingsmethoden
de onzekerheid weer terug. Niet wat betreft het model, maar in welke mate
de benadering te vertrouwen is of niet. Daarom wordt het tweede deel van
dit proefschrift besteed aan het zoeken naar meer zekerheden wat betreft
de kansen in onze grafische modellen. In onze benaderde wereld zou enige
vorm van zekerheid welkom zijn, maar daarbij moet uiteraard het voordeel
van een hanteerbare rekentijd behouden blijven.
Op dat moment kwamen begrenzingen om de hoek om aan deze wens
te voldoen. Deze begrenzingen beperken de grootheden in ons netwerk en
proberen deze in te sluiten van onder en van boven, zodat hun onzeker-
heid zo klein mogelijk wordt. Gemiddelden, correlaties en kansen worden
opgesloten in een klein gebied, zonder de kans te ontsnappen door deze
wiskundige grenzen.
In hoofdstuk 5 en 7 hebben we gezien dat er een algemeen model be-
staat om ondergrenzen op de partitiefunctie af te leiden. In principe zou-
den we elke nauwkeurigheidsgraad kunnen bereiken, maar opnieuw wor-
den onze wensen beperkt door de beschikbare computertijd. De derde-
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ordebegrenzing is uitvoerig bediscussieerd in hoofdstuk 5, waar we hebben
gezien dat de methode toepasbaar is op Boltzmann machines en sigmoid
belief netwerken. In hoofdstuk 7 is een algemene methode gepresenteerd,
waarmee computeralgoritmen kunnen worden ontwikkeld die de expansie
kunnen voortzetten naar hogere ordes. Het is bovendien aangetoond dat
hogere ordes de begrenzing altijd strikter maken. Met andere woorden,
een investering van meer computertijd helpt altijd.
In hoofdstuk 6 is aangetoond dat we deze ondergrenzen kunnen com-
bineren met bekende bovengrenzen uit de literatuur. Hierdoor kunnen we
begrenzingen afleiden voor de interessante grootheden zoals gemiddelden
en correlaties in een Boltzmann machine en misschien ook voor andere
grafische modellen. Voor netwerken van normale grootte en met niet al
te grote gewichten vinden we begrenzingen die de mogelijke waarden van
gemiddelden en correlaties sterk inperken.
Uiteindelijk hebben we in hoofdstuk 8 een heel andere aanpak gezien.
In plaats van te beginnen met het begrenzen van de partitiefunctie worden
in dat hoofdstuk direct de kansen in het netwerk begrensd. De aanwezige
kennis over begrenzingen in de buurt van een aantal knopen wordt gebruikt
om hun begrenzingen te verbeteren. Dit wordt herhaald totdat de beste
begrenzingen gevonden zijn. Dit algoritme, dat ‘bound propagation’ ge-
noemd wordt, kan worden toegepast op ieder grafisch model dat niet al te
veel buurverbindingen heeft. Veel netwerken uit de praktijk voldoen aan
deze vereiste.
Wetenschappers hebben geprobeerd om zekerheid te geven aan onze-
kere gebeurtenissen. Maar toen deze modellen groter werden, kwam de
noodzaak van benaderingen. Daarmee kwam de onzekerheid terug. Het
tweede deel van dit proefschrift gaf op zijn minst enige zekerheid bij de-
ze onzekere benaderingen. En steeds was het motto: “Houd je bezig met
dingen die belangrijk zijn en bespaar tijd op zinloos werk.”
Zal hiermee het laatste gezegd zijn? Zeker niet!
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LIST OF SYMBOLS
si the state of neuron i
~s a vector representing the states of all nodes in a network
Ssep the set of separator nodes (chapter 8)
Smar the set of marginal nodes (chapter 8)
Soth the set of other nodes (chapter 8)
θi or θ
i a threshold belonging to neuron i
wij or θ
ij a symmetric weight connecting neurons i and j
wijk... or θ
ijk... a weight that connects three or more neurons
E (~s) the energy function
P (~s ) or Q (~s ) probability distributions over ~s
Z the partition function
L the likelihood
F or −Ψ the free energy
G or Φ the Gibbs free energy
K (Q,P ) Kullback-Leibler divergence
〈·〉 the average of a quantity
mi a neuron mean firing rate (i.e. 〈si〉)
χij the correlation between neuron si and sj
δij the Kronecker delta function
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ren, werd zonder twijfel mogelijk gemaakt door een omgeving met allemaal
geweldige mensen. Stan heeft altijd een goede sfeer in de groep weten te
houden, zodat je geen tijd hoefde te verdoen met allerlei akkefietjes. Ge-
woon je best doen en het was goed. Bert was altijd druk, maar had ook
altijd tijd voor je als dat nodig was. Juist dat hij mij mijn gang liet gaan,
heb ik enorm gewaardeerd.
Tot slot kom je dan bij je familie. Dat is toch uiteindelijk het vangnet,
waarop je altijd terug kunt vallen en die je ook weer een zetje geeft de
goede kant op. Rene´, Marie¨lle, Carolijn en Jacqueline, jullie hebben nooit
helemaal begrepen waar ik mee bezig was, maar gelukkig kunnen jullie het
nu eens rustig nalezen. Bij mijn schoonouders vond ik een tweede thuis en
ik heb er een echte familie bij. En dat familie belangrijk voor je is, heeft
mijn oma mij keer op keer duidelijk gemaakt. Maar het meeste dank ben
ik toch verschuldigd aan mijn ouders. Ik heb me vaak afgevraagd, waarom
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juist ik bij mijn geboorte al de hoofdprijs had?
Gek genoeg is de laatste die je noemt juist degene die je het meest
bewondert. Nuchter, behulpzaam en vooral heel erg verstandig. Jij bent
degene die mij vrij gelaten hebt en met wie ik me daarom zo verbonden
voel. Jij hebt mij Sander geschonken, een mannetje in wie ik mij zo herken.
Dank je wel, Ine`s.
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Nijmegen. Daar kwam hij al op driejarige leeftijd in aanraking met de
universitaire wereld als studieobject in de kleuterschool van pedagogische
wetenschappen. Op de middelbare school, het voormalig Elshofcollege in
Nijmegen, leerde hij naast de gebruikelijke kennis ook het belangrijke ver-
schil tussen zeggenschap, medezeggenschap en geen zeggenschap. In 1992
won hij de nationale natuurkunde-olympiade.
In datzelfde jaar begon hij met zijn studie natuurkunde, wederom in
Nijmegen. Al snel richtte hij zich vooral op de combinatie van wiskunde en
informatica voor het oplossen van fysische problemen. De afstudeervariant
‘informatische fysica’ was daarom een logische keus. Daarnaast was hij
bestuurslid van de studievereniging Marie Curie en haalde hij zijn prope-
deuse wiskunde. In 1997 studeerde hij af bij de afdeling Biofysica op het
gebied van de neurale netwerken.
Die laatste plaats was hem zo goed bevallen, dat hij besloot daar ook
zijn promotieonderzoek te doen. Alleen als woonplaats moest Nijmegen
het kort daarna afleggen tegen Arnhem. Dankzij het besluit van nwo om
sommige promovendi wel en andere geen riante salaristoelage te geven,
kwam hij al snel weer in aanraking met het medezeggenschapswerk. In
1999 werd hij lid van de ondernemingsraad van de kun. Behalve de positie
van het tijdelijk personeel binnen de universiteit, had ook de complexe
inpassing van de medische faculteit binnen het Radboudziekenhuis zijn
grote aandacht.
Vanaf 2002 besloot hij een belangrijke interesse van hem verder vorm
te geven door zich namens D66 verkiesbaar te stellen voor de gemeente-
raad van Arnhem. In 2003 was hij voor dezelfde partij de vierde kandidaat
voor Provinciale Staten van Gelderland. Vooral verkeer, vervoer en ruim-
telijke ordening hebben zijn politieke aandacht. Dat laatste uit zich ook
in zijn bestuurslidmaatschap van een huurdersbelangenvereniging. Op dit
moment werkt hij als bioinformaticus bij de afdeling Antropogenetica van
het Raboudziekenhuis. Naast een schat aan kennis en ervaring was hij
na zijn periode als promovendus vooral rijker met een heel lieve vrouw en
zoon.
 
