Time-dependent reliability is the probability that a system will perform its intended function successfully for a specified time. Unless many and often unrealistic assumptions are made, the accuracy and efficiency of time-dependent reliability estimation are major issues which may limit its practicality. Monte Carlo simulation (MCS) is accurate and easy to use but it is computationally prohibitive for high dimensional, long duration, time-dependent (dynamic) systems with a low failure probability. This work addresses systems with random parameters excited by stochastic processes. Their response is calculated by time integrating a set of differential equations at discrete times. The limit state functions are therefore, explicit in time and depend on time-invariant random variables and time-dependent stochastic processes. We present an improved subset simulation with splitting approach by partitioning the original high dimensional random process into a series of correlated, short duration, low dimensional random processes. Subset simulation reduces the computational cost by introducing appropriate intermediate failure sub-domains to express the low failure probability as a product of larger conditional failure probabilities. Splitting is an efficient sampling method to estimate the conditional probabilities. The proposed subset simulation with splitting not only estimates the timedependent probability of failure at a given time but also estimates the cumulative distribution function up to that time with approximately the same cost. A vibration example involving a vehicle on a stochastic road demonstrates the advantages of the proposed approach.
INTRODUCTION
Reliability is an important engineering requirement for consistently delivering acceptable product performance through time. As time progresses, the product may fail due to time-dependent operating conditions and material properties, component degradation, etc. The reliability degradation with time may increase the lifecycle cost due to potential warranty costs, repairs and loss of market share.
Reliability is the probability that the system will perform its intended function successfully for a specified interval of time, under stated operating and environmental conditions. It is therefore, related to product functionality over time which is determined by the so-called "hard" and "soft" failures [1] . In a hard failure the system loses functionality due to a complete breakdown of one or more of its components, while in a soft failure the system is functional but one or more performance measures are out of conformance. The reliability associated with the hard failure is important for non-repairable systems where the replacement or repair of a failed component is not possible and the failed system is removed from the population. In contrast, repairable systems [2] consist of multiple components which can be repaired or replaced if failed keeping therefore, the original system in the population. In this research, we use time-dependent reliability concepts associated with the so-called first-passage of non-repairable systems. Among its many applications, the approach can be used to reduce the lifecycle cost [3, 4] or to set a schedule for preventive condition-based maintenance [5] .
The time-dependent probability of failure (see Eq. 5 for definition), also known as cumulative probability of failure [3, 6] , is calculated by the following exact relation using the failure rate
2 where ) 0 ( i f P is the instantaneous probability of failure at the initial time. In the commonly used out-crossing rate approach, the failure rate
where f T is the time to failure, is approximated by the up-crossing rate [7]  The out-crossing rate approach was first introduced by Rice [8] followed by extensive studies [6, [9] [10] [11] [12] [13] under the assumption of the out-crossings being statistically independent and Poisson distributed. Hagen and Tvedt [7] suggested a parallel system reliability formulation to compute the out-crossing rate. It uses two successive time-invariant analyses based on FORM, and the binomial cumulative distribution to calculate the probability of the joint event in Eq. (3). This approach was later adopted in the PHI2 method [6] . Methods based on Poisson's distribution and the PHI2 method compute an upper bound of the probability of failure of Eq. (3) [14] . A Monte-Carlo based set theory approach has been also proposed [1, 15] using a similar approach with the PHI2 method. Analytical studies such as in [16, 17, 18] revealed that the PHI2 based approach lacks sufficient accuracy for non-monotonic problems such as vibratory systems. For this reason, analytical approaches were proposed in [16, 19, 20] to accurately estimate the time-dependent probability of failure considering non-monotonic behavior.
Although the out-crossing rate approach can easily estimate the time-dependent probability of failure, it has two potential limitations. First, its accuracy may be poor because of the Poisson process assumption of independent out-crossings and second, it may require a large computational effort. An analytical FORM-based estimation of the up-crossing rate (Eq. 3), with its own accuracy limitations, must be performed at the time instants required by the numerical evaluation of the integral in Eq. (1) (e.g. Gauss-Legendre integration points). If the probability of failure   T P , 0 f is calculated at different times T, the computational effort increases because the integration points change. This can increase the computational effort. The first limitation has been recently improved in [18] by considering the correlations between the limit-state function at two time instants. The method estimates the up-crossing rate   t [21] . This paper presents a simulation-based method to estimate the time-dependent probability of failure at different time instances. Monte Carlo simulation (MCS) can handle high-dimensional problems, and general failure definitions allowing us to handle system reliability problems. However, it cannot estimate efficiently small probabilities because the number of samples, and hence the number of system analyses required to achieve a given accuracy, is inversely proportional to the failure probability.
Importance sampling techniques [22] are commonly used to shift the underlying distribution towards the failure region in order to sample rare events more efficiently. They require however, a careful choice of the importance sampling density (ISD), which requires knowledge of the failure region. For lowdimensional uncertain systems with relative simple failure regions, many important sampling methods have been developed (e.g. [22, 23] ). However, the application of importance sampling to general dynamic reliability problems where the random excitation is represented by a large number of discrete random variables is still an active research area with limited practicality for such problems.
A MCS approach was proposed in [24] to estimate the time-dependent failure rate over the product lifecycle. The efficiency of the method was further improved using an importance sampling method with a decorrelation length [25] in order to reduce the high dimensionality of the problem.
Subset simulation [26, 27] has been recently developed as an efficient simulation method for computing small failure probabilities for general reliability problems. Its efficiency comes from introducing appropriate intermediate failure subdomains to express the low probability of failure as a product of larger conditional failure probabilities which are estimated with much less computational effort. In doing so, the probability of a rare event in the original probability space, is replaced by a sequence of probabilities of more frequent events in conditional probability spaces. Because it is very challenging to generate samples in the conditional spaces, subset simulation with Markov Chain Monte Carlo (SS/MCMC) [28, 29] and subset simulation with splitting (SS/S) [30] [31] [32] methods have been introduced.
In this paper, we propose an improved subset simulation method with splitting by partitioning the original high dimensional random process into a series of correlated, short duration, low dimensional random processes. The proposed method, called subset simulation with splitting and partitioning in time (SS/SPT), not only estimates the time-dependent probability of failure at a given time (as the original SS/S method does) but also estimates the failure rate and the cumulative distribution function (CDF) up to that time with approximately the same cost. It can also handle dynamic systems with random parameters (e.g. random stiffness of a vehicle suspension system) which the original SS/S approach does not consider. Estimation of the CDF is very important for many practical problems such as preventive maintenance using reliability principles, design for lifecycle cost, etc. Also, metrics such as the failure rate, remaining life, and mean-time-to-failure (MTTF) which are functions of the CDF of time to failure are significant for describing the system reliability and performance characteristics.
The paper is organized as follows. Section 2 defines the dynamic systems we consider and provides a brief introduction of the problem and notation. Section 3 introduces the subset simulation approach and the existing MCMC and splitting sampling schemes. Our proposed SS/STP method is presented in Section 4, including accuracy bounds and computational effort estimation. Section 5 uses an example of a quarter vehicle with uncertain parameters on stochastic terrain to demonstrate the characteristics and advantages of the proposed method. Finally, Section 6 summarizes, concludes and presents future work.
TIME DEPENDENT RELIABILITY EVALUATION
We consider the time-dependent reliability of dynamic (rigid-body or vibratory) systems whose equations of motion are usually discretized in time and presented in a state-space form. The discretized equations are time integrated using for example, a Runge-Kutta method or Newmark-beta method [33] . They are expressed as Our goal is to calculate the time-dependent probability of failure
where
is a function that maps   t X to a response of interest and t S is a given threshold value.
Because of the time-dependent uncertain states in  
is a random process which can be viewed as a collection of random variables at different time instances t. Since we consider a first excursion failure problem in Eq. (5), the failure domain, as well as an event therein, can be defined as
The system operates properly and is called safe if
is the time-dependent limit state surface (LSS).
We consider a non-repairable system where if 
where r is the number of load random variables generated from the random process 
SUBSET SIMULATION
This section provides a brief introduction to subset simulation and the existing MCMC and splitting sampling schemes. Given the failure event F of Eq. (6), a nested sequence of m failure domains is formed using a set of increasing threshold levels
and Figure 1 shows pictorially the m failure domains
for a hypothetical case with two random variables.
Using the definition of conditional probability, we have [31] 
where the conditional (11) indicates that the probability of failure f P can be expressed as the product of a sequence of larger conditional probabilities i P f and 
The much larger probabilities i P can be efficiently evaluated using MCS for a given accuracy. The probability calculation of a rare event is therefore, replaced by a sequence of more frequent events in the conditional probability spaces.
To evaluate the conditional probabilities in Eq. (11), a sampling scheme is needed to produce sample functions, which satisfy the conditional events. Two such sampling schemes are Markov Chain Monte Carlo (MCMC) and splitting. Their difference is on how they generate offsprings from appropriate parent samples. A brief introduction to MCMC and splitting is provided next.
Sampling with MCMC and splitting
Subset simulation requires the conditional
calculate the overall small probability of failure f P as the product of the larger conditional probabilities 
which satisfy the failure condition
Monte Carlo (MCMC) or splitting (S) sampling schemes can be used.
To generate MCMC sample functions, we perturb a "parent" sample function
which satisfies the condition of the Figure 2 ) to generate an offspring
(thin lines in Figure  2 ). However, some of the offsprings may not belong to the Figure 2 ) and are therefore, rejected. As a result, the MCMC sampling process can be inefficient. More details are provided in [26, 30, 31] .
Generating offsprings using splitting does not have the drawback of MCMC. Figure 3 
This process guarantees that the offspring [32] . This may compromise efficiency because of a repeated generation of response realizations until the generated offspring path has a first passage point in the time period of interest.
PROPOSED APPROACH
Subset simulation with splitting (SS/S) or subset simulation with MCMC (SS/MCMC), are promising approaches in estimating the reliability of dynamic systems with low probability of failure. Even though SS/S is more efficient than SS/MCMC, its computational efficiency decreases rapidly when several probabilities of failure (e.g.,  
) are needed to build the CDF, because each probability of failure is estimated independently starting from 0  t .
To address this issue for non-repairable systems, we propose a subset simulation method with splitting and partitioned time (SS/SPT). The method partitions
into several time intervals and uses a modified SS/S approach sequentially using the survived (not failed) sample trajectories from the previous time interval to directly obtain the failure rate in the current time interval, and then calculate the cumulative probability of failure. A nested sequence of m failure regions
is formed for different threshold levels 
and
The dependencies in the conditional failure events 
For the time interval
where 
with almost the same computational effort the SS/S approach requires to calculate the probability of failure at the final time T. Details on the computational effort are provided in Section 4.1. Step 1. Initialize algorithmic parameters.
Step 2. Generate sn N N  replications of the system random parameters.
For each time interval, Steps 3 through 8 are performed:
Step 3. Generate a state trajectory for each system parameter replication for a random excitation trajectory.
Step 4. Determine the first threshold level for failure event 1 
F (see Equation 12c
), and calculate the corresponding probability of failure
Step 
Step 7. Calculate the failure rate and cumulative probability of failure.
Step 8. Reset for next time interval.
A pseudo code description of the proposed SS/SPT algorithm is provided below with details for all the above steps.
Step 1: Initialize algorithmic parameters.
Specify the guessed probability of failure guess fn P ( 
Specify the initial values of excitation
Specify the initial values of the states
Set 0 0 f  P by assuming that the system has a very small failure probability at the 
Revise the expected conditional probability p for each subset simulation level 
The number of function evaluations in relation (18) 
. (19) Considering that t T  represents the number of function evaluations to generate a single trajectory (sample function) of the output random process from 0 to T, the upper limit of an equivalent number of simulated sample functions is
Relation (18) 
Estimation of Number of Parent Trajectories and Intermediate Thresholds
This section estimates the bounds of the coefficient of variation (C.O.V.) n P cf  of the probability estimate In subset simulation, the C.O.V. 
and Equation (23) becomes (21), (22) and (25) and using the assumption 
Substitution of Equation (27) in Equation (26) 
Based on Equation (11) Equations (28) and (29) , the relation (20) gives the approximate number of
simulated trajectories.
VEHICLE VIBRATION EXAMPLE
The linear representation of a quarter vehicle in The state-space approach is used to determine the vertical acceleration
of the sprung mass, in g's. Failure occurs if the magnitude of the vertical acceleration exceeds a threshold t S (i.e., (3) is used to characterize the road excitation process [25] . Time series modeling can characterize both stationary and non-stationary processes [34, 35] . Figure 6 and Table 1 show the calculated failure rate and CDF with a step of 2 seconds. Four different runs were performed (red dotted lines) in order to demonstrate the expected variability. Table 1 Figure 6 shows that the average failure rate and CDF of the four SS/SPT runs is close to the MCS estimates. . This is because the error of probability of failure estimation for any MCS-based method reduces as the probability of failure increases. As we increase the time interval in the proposed SS/SPT method, the probability of failure contribution from the larger time interval to the overall f P increases, reducing therefore the estimation error.
The same observation holds for the C.O.V. of CDF. Figure 9b shows Based on the above discussion, a relatively large time interval (e.g. 8 versus 2 seconds for this example) can be used in order to reduce the failure rate and CDF variation. 
SUMMARY, CONCLUSIONS AND FUTURE WORK
We presented an improved subset simulation with splitting approach to calculate the time-dependent probability of failure for dynamic systems with uncertain parameters subjected to stochastic excitation. The method partitions the high dimensional random process of the response into a series of correlated, short duration, low dimensional random processes. Subset simulation reduces the computational cost by introducing appropriate intermediate failure sub-domains to express the low failure probability as a product of larger conditional failure probabilities. Splitting provides an efficient sampling scheme to estimate the conditional probabilities. The proposed subset simulation with splitting not only estimates the time-dependent probability of failure at a given time but also estimates the failure rate and cumulative distribution function up to that time with approximately the same cost. We used the vibratory response of a vehicle over a stochastic terrain to demonstrate the accuracy and efficiency of the proposed approach.
In future work, we plan to enhance the developed method by using splitting not only in the threshold direction but also in the time direction.
