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Abstract
This dissertation is divided into two parts: the first part is a literature review and the second
describes three new contributions to the literature. The literature review aims to provide
a self-contained introduction to some popular Le´vy models and to two key objects from
the theory of Le´vy processes: the Wiener-Hopf factors and the exponential functional. We
pay special attention to techniques and results associated with two “analytically tractable”
families of processes known as the meromorphic and hyper-exponential families. We also
demonstrate some important numerical techniques for working with these families and for
solving numerical integration and rational approximation problems.
In the second part of the dissertation we prove that the exponential functional of a mero-
morphic Le´vy process is distributed like an infinite product of independent Beta random
variables. We also identify the Mellin transform of the exponential functional, and then,
under the assumption that the log-stock price follows a meromorphic process, we use this
to develop a fast and accurate algorithm for pricing continuously monitored, fixed strike
Asian call options. Next, we answer an open question about the density of the supremum of
an α-stable process. We find that the density has a conditionally convergent double series
representation when α is an irrational number. Lastly, we develop an effective and simple
algorithm for approximating any process in the class of completely monotone processes –
some members of this class include the popular variance gamma, CGMY, and normal in-
verse Gaussian processes – by a hyper-exponential process. Under the assumption that the
log-stock price follows a variance gamma or CGMY process we use this approximation to
price several exotic options such as Asian and barrier options. Our algorithms are easy to
implement and produce accurate prices.
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Chapter 1
Introduction
1.1 General overview and introduction
It is rare that we solve problems in probability by making purely probabilistic arguments.
Rather, we often rely on connections with other mathematical theory. For example, we might
use ideas from combinatorics, partial differential equations, and complex analysis. Appealing
to techniques from outside probability makes certain proofs possible; likewise, probability
theory is employed in other fields to make advances.
In this dissertation we employ and develop complex analytic techniques to solve problems in-
volving Le´vy processes. Le´vy processes are important stochastic processes: they are general
enough to represent real-world phenomena, and yet tractable enough to allow for meaning-
ful analysis. They appear in many applications in the natural and physical sciences and are
used extensively in actuarial science and mathematical finance. The chief application in this
work is mathematical finance, although the techniques and theorems described here are not
limited to this purpose.
The problems we consider involve either the extrema of a Le´vy process, or the average
value of an exponentiated Le´vy process. Specifically, we are interested in the distributions of
the extrema processes and in pricing exotic financial products like barrier and Asian options.
Theoretical solutions to our problems have already been derived by other authors: problems
involving the extrema can be solved by building a connection to the Wiener-Hopf factoriza-
tion, while problems involving the average value can be solved by making a connection with
the exponential functional.
Both the Wiener-Hopf factors and the exponential functional are well-studied and important
1
objects from the theory of Le´vy processes. Additionally, they appear in connection with the
solutions of many applied problems. In fact, finding an explicit expression for the Wiener-
Hopf factors or the distribution of the exponential functional – or even some transform of
the distribution – is often sufficient to solve applied problems in a satisfactory way. This
is the case for the problems in this dissertation. Unfortunately, explicit expressions are the
exception rather than the rule, therefore, much of this dissertation is devoted to methods for
calculating or approximating the Wiener-Hopf factors and the distribution of the exponential
functional for specific Le´vy processes.
By “approximating” we mean that we usually need to resort to numerical means to complete
our calculations; this is unavoidable. However, we also mean that we substitute “analytically
tractable” processes for processes which are more difficult to work with. The critical hurdle
in this substitution process is to ensure that the process we substitute behaves like the orig-
inal process. For example, problems from mathematical finance typically demand that we
work with infinite activity processes. Therefore, in this scenario, we either need to find an
analytically tractable process which has infinite activity, or we need to suitably match the
behaviour of a finite activity process.
As already mentioned, the primary mathematical tools employed in this dissertation are from
complex analysis. We work primarily with integral transforms (Fourier, Laplace, Mellin) to
take probabilistic objects for which we do not have explicit expressions into the complex
plane. Here we use the methods of classical analysis to obtain a tractable expression for
the transformed object, and analytically or numerically invert the transform to get our re-
sult. By “analytically tractable” processes we mean precisely those families of processes
which are easy to work with under such transforms. For example, the Laplace exponent of
a hyper-exponential process is a simple rational function with real poles and residues. This
makes hyper-exponential processes easy to work with and allows us to derive nearly explicit
solutions to many problems.
The two work-horse analytically tractable families employed in this dissertation are precisely
the family of hyper-exponential processes and its generalization, the family of meromorphic
processes. The latter of these is relatively new to the literature having been introduced in
2010 in [65]. Generally speaking, the primary purpose of this dissertation is to demonstrate
existing and new techniques for working with these families, specifically for problems arising
in mathematical finance. These problems invariably involve the two key theoretical objects,
namely, the Wiener-Hopf factors and the exponential functional.
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A secondary purpose is to study the family of α-stable (or just stable) processes, which
also enjoys a degree of analytical tractability. This tractability is inherited from the sta-
ble process’ self-similarity property, which, roughly speaking, means that scaling a stable
process in space is equivalent to scaling in time. We review the work of a list of authors –
Darling [36], Heyde [57], Doney [38], and Kuznetsov [68] – who have incrementally deter-
mined the Wiener-Hopf factors for stable processes for a wider and wider array of possibilities
for the parameter α. We demonstrate how the analytical properties of the Wiener-Hopf fac-
tors lead us directly to an expression for the density of the supremum process (this is the
recent work of Hubalek and Kuznetsov [58] and Kuznetsov [70]) and answer an (in some
sense final) open question about this density.
1.2 Detailed overview and summary of specific results
This dissertation is split into two parts: Part I is intended as a literature review, and to
introduce concepts, and analytical and numerical techniques which are used in Part II to
derive new results. There are practically no new results in Part I (save for some discussion
and Theorem 23 in Section 5.3) but the majority of definitions are made here. Part II
consists of three chapters each corresponding to a new contribution to the literature; see the
next section for publication and authorship details, and the summaries below for details of
each contribution.
Part I : Literature review and overview of techniques
Chapter 2: General notation and some families of Le´vy processes
Here we establish some notation, definitions, and conventions which are used throughout
the text. We also briefly introduce Le´vy processes. Most importantly we introduce, in
some detail, the families of Le´vy processes which are used in the dissertation. We list
Le´vy densities and characteristic/Laplace exponents, and give specific examples of particular
important processes. We also mention any important applications, especially connections to
mathematical finance, if these exist.
Chapter 3: The Wiener-Hopf factorization
We state the collection of theorems and identities known as the Wiener-Hopf factorization
for Le´vy processes, and give some intuition of their proof by sketching the ideas for the
simpler case of the random walk. Further, we list those processes (except the most basic
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cases, e.g. Brownian motion) for which we have explicit expressions of the Wiener-Hopf
factors, and give these expressions. Of these, the results on stable processes will inform our
work in Chapter 7, those on meromorphic processes will inform our work in Chapter 6 and
those on completely monotone processes and hyper-exponential processes will inform our
work in Chapter 8. Importantly, we discuss three existing techniques, which to the author’s
knowledge forms an exhaustive list, of known methods for deriving such expressions. Lastly,
we give two examples of applications of the Wiener-Hopf factorization in finance, the most
important being that of pricing barrier options which we see again in Chapter 8.
Chapter 4: The exponential functional
The primary purpose of this chapter is to introduce the exponential functional, and a verifi-
cation result for determining its Mellin transform. We demonstrate how to apply this result
for hyper-exponential processes and processes with jumps of rational transform. This serves
as the inspiration for our work in Chapter 6 where we use the same technique to determine
the distribution of the exponential functional for meromorphic processes. Additionally, we
demonstrate a number of different ways in which the exponential functional can be used to
price Asian options; one of these is used again in Chapter 6. Lastly, no discussion of the
exponential functional would be complete without some mention of the Lamperti transform
and the connection with positive self-similar Markov processes. We demonstrate how the
exponential functional and the Lamperti transform can be used to derive an expression for
the density of the supremum of a stable process – our focus in Chapter 7.
Chapter 5: Numerical techniques
As mentioned in the previous section, avoiding numerical methods is not possible for the
problems we hope to solve. The aim of this chapter is three-fold: the first aim is to dis-
cuss numerical methods for evaluating oscillatory integrals like those we might encounter
when inverting integral transforms; the second aim is to discuss some numerical issues that
are particular to our work-horse meromorphic and hyper-exponential families; and the third
aim is to discuss methods of rational approximation for two particular classes of analytic
functions. This latter discussion is the most important piece of the chapter. We introduce
the interesting and useful connection between processes with completely monotone jumps,
Pick functions, and Stieltjes functions, as well as rational approximations of these func-
tions. Further, we begin to explain how these connections can help us build an algorithm
for approximating any completely monotone process by a hyper-exponential process. This
discussion is continued in Chapter 8 where its full consequences are revealed.
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Part II : New results
Chapter 6: Asian options and meromorphic Le´vy processes
We consider the price of a continuously sampled arithmetic rate Asian option with fixed
maturity. In mathematical notation, we are interested in determining the following expec-
tation,
C(A0, K, T ) := e
−rTE
[(
A0
∫ T
0
eXudu−K
)+]
,
where A0 is the initial price of the underlying security, K is the strike price, T is the expiry
time, z+ = max{z, 0}, and X is a stochastic process. Deriving a manageable formula for C is
difficult because of the “path dependent” nature of Asian options; specifically, the expression
Zt = A0
∫ t
0
eXudu is not a Markov process.
The pricing problem has been approached in numerous settings for the process X: see,
for example, [87,105] for Brownian motion, [110] for jump diffusions, and [12] for the general
semimartingale case. Despite the prevalence of research in the area, the author is not aware
of any explicit or semi-explicit pricing formulas for processes with two-sided jumps and in-
finite jump activity. This is significant, as recent research [3, 29] shows that certain stock
prices are best modeled by processes with precisely these properties.
In this chapter we derive a formula for the Mellin-Laplace transform of C for the case
where X is a meromorphic process. Here it is important to note that meromorphic processes
can exhibit all manner of jump behaviour: two-sided jumps; infinite activity jumps; and
jumps resulting in paths having infinite total variation. We then develop a fast and accurate
numerical procedure to recover C. Specifically, we express the Mellin-Laplace transform of
C in terms of the Mellin transform of the exponential functional. The resulting expression
is well-suited for numerical inversion techniques of Chapter 5.
The inspiration for the Mellin transform approach is taken from an article by Cai and
Kou [27] who develop a similar algorithm for hyper-exponential processes –this is discussed
in Chapter 4. Despite the heightened complexity of our problem we find our pricing algo-
rithm performs at least as well as theirs.
In deriving the algorithm, we also establish a valuable theoretical result of independent
interest. Using the verification result of Chapter 4 we derive the Mellin transform of the
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exponential functional for a general meromorphic process. We subsequently find that the dis-
tribution of the exponential functional is that of an infinite product of Beta random variables.
To the best of the author’s knowledge, this is the first instance in which the distribution
of the exponential functional is known (in full generality) for a process with double-sided,
infinite activity jumps and infinite variation paths.
Chapter 7: The density of the supremum of a stable process
Finding a formula for the density p(x) of the supremum of an α-stable process is a chal-
lenging problem that has been studied by mathematicians since the 1950’s. Recently there
has been significant progress towards a solution. Hubalek and Kuznetsov [58] have derived
an absolutely convergent double series representation for p(x) for processes whose scaling
parameters α are in R\(Q ∪ L). Here L is a subset of the irrational numbers which is small
in the sense that it has Lebesgue measure and Hausdorff dimension equal to zero. Their
derivation is based on the Mellin transform of the positive Wiener-Hopf factor, which can be
calculated explicitly owing to the analytical properties of the Wiener-Hopf factors for stable
processes (discussed in Chapter 3). Although this is an important result, it is also somewhat
unsatisfactory: Kuznetsov [70] shows that for a subset of L the double series representation
is not absolutely convergent, nor is it clear that there is a conditionally convergent alter-
native. Ideally, of course, we would like to find an expression that is valid for all irrational α.
In this chapter we find this conditionally convergent double series by making a small, but
non-trivial change in the proof in [70]. We show that for all irrational α, the density p(x)
may be represented by the double series from [70] provided the series is summed in a way
that depends on the arithmetic properties of α. Specifically, we show the existence of an
increasing sequence {ck}k≥1 whose terms depend on α, such that when we sum the double
series over the triangles {(m,n) : m, n ≥ 0, 0 ≤ m + αn < ck}k≥1 it converges for any
irrational α.
Chapter 8: Approximating Le´vy processes with completely monotone jumps
The variance gamma (VG), normal inverse Gaussian (NIG), and CGMY processes are all
examples of popular infinite activity, completely monotone processes used in mathematical
finance. However, in Chapter 3 we see that none have explicit Wiener-Hopf factorizations,
nor can we identify the distribution of the exponential functional. This means that the pric-
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ing of certain financial products like barrier and Asian options is not possible. On the other
hand, we have an explicit expression for the Wiener-Hopf factors of a hyper-exponential
process (Chapter 3) and we know the distribution of the exponential functional (Chapter 4).
This means that we can use the methods of Chapter 3 to price barrier options and the meth-
ods of Chapter 4 to price Asian options. Unfortunately, hyper-exponential processes are not
infinite activity processes, and thus are not necessarily appropriate for modeling stock prices.
This leads to a trade-off: we can use the popular more realistic models which are difficult to
work with, or we can use hyper-exponential processes which are easy to manipulate.
In this paper, we eliminate the trade-off between model fit and tractability by developing a
simple method for approximating VG, CGMY, and NIG processes with hyper-exponential
processes. In fact, this procedure works for the entire class of processes with completely
monotone jumps. We approximate the Laplace exponent of any such process by a rational
function ψn(z) where n is the degree of the numerator polynomial. We prove that any ra-
tional function obtained by our method: a) is the Laplace exponent of hyper-exponential
process; and b) matches a maximum number of moments of the original process. Further,
as n → ∞ our approximations converge uniformly and exponentially fast to the Laplace
exponent of the original process on compact sets in the cut complex plane. Finally, we show
how to use our method to solve several option pricing problems where the stock prices are
determined by either VG or CGMY processes. Notably, we develop a fast and simple algo-
rithm for pricing down-and-out barrier options and show that when n is as small as 6 we
match benchmark prices to the cent.
Our approximation method is based on the interesting connection between completely mono-
tone processes, Stieltjes functions, and Pade´ approximants (rational approximations) which
is first discussed in Chapter 5. In Chapter 8 we fully exploit this connection, and further
connections with other topics from classical analysis such as the Gaussian quadrature, and
orthogonal polynomials.
1.3 Publication details
The contents of Chapters 6, 7, and 8 have either been published or been accepted for publi-
cation. The results appearing in these chapters represent joint work with Alexey Kuznetsov.
A modified version of: Chapter 6 has appeared in Finance and Stochastics [55]; Chapter 7
has appeared in Electronic Communications in Probability [53]; Chapter 8 is forthcoming in
The Annals of Applied Probability [54].
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Part I
Literature review and overview of
techniques
8
Chapter 2
General notation and some families of
Le´vy processes
In this chapter, we first establish some common notation and recall some fun-
damental properties of Le´vy processes. Then, we present a collection of Le´vy
processes to which we will refer throughout the work. We describe their relevant
features, provide references for further reading and state any relevant applica-
tions.
2.1 Notation, assumptions, and basic information
2.1.1 General
• All definitions are given in bold italic type and are presented inline in the text. The
location of any definition within this dissertation is cataloged in the Index.
• There are a number of symbols which consistently refer to the same objects throughout
the entire text. These are cataloged in the List of symbols.
• We refer to a number of special functions in the text without necessarily defining them
there. Should readers encounter an unfamiliar function, they are advised to consult
Appendix A where they will find a definition and any relevant identities.
• For the open and closed half line we will write:
R+ := (0,∞), R¯+ := [0,∞), R− := (−∞, 0), R¯− := (−∞, 0].
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• Similarly for the half plane:
C+ := {z ∈ C : Im(z) > 0}, C¯+ := {z ∈ C : Im(z) ≥ 0},
C− := {z ∈ C : Im(z) < 0}, C¯− := {z ∈ C : Im(z) ≤ 0}.
• For d ∈ N we will denote BRd as the Borel σ-algebra on Rd. In general, for any
topological space S we will write BS for the Borel sigma algebra on S.
• In this work we will almost always use the principal branch of the logarithm, which is
defined in the domain |arg(z)| < pi by requiring that log(1) = 0. Similarly, the power
function will be defined as za = exp(a log(z)) in the domain |arg(z)| < pi.
• We will use the abbreviation i.i.d. for “independent and identically distributed” and
CDF for “cumulative distribution function”.
• For two random variables, ξ and ζ, we will write equality in distribution as ξ d= ζ.
• For a probability measure µ(dx) we will write an event holds µ-a.s. if it holds µ almost
surely. When there is no ambiguity as to the measure, we will simply write the event
holds a.s..
• The support of a Borel measure µ(dx) will be denoted supp(µ).
• I(x ∈ A) is the indicator function of the set A.
• δx is the Dirac-delta measure at the point x, i.e. δx(A) := I(x ∈ A) for a fixed x and
any measurable set A.
• δx,y is the function δx,y := I(x ∈ {y}) = I(y ∈ {x}).
• The notation sgn(z) is reserved for the sign function.
2.1.2 Stochastic processes and filtrations
For most of the material presented, it is enough to define a stochastic process as a collec-
tion of R-valued random variables X := {Xt : t ≥ 0} defined on a common probability space
(Ω,F ,P). Occasionally, we will also consider Rd, d ∈ N, or R+-valued stochastic processes.
In some cases, we may change the index set such that t ∈ N ∪ {0} to obtain a discrete time
process. The reader may assume the original definition whenever we refer to a stochastic
process without stating a specific index set or state space.
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For the remainder of Section 2.1.2 let I be an index set representing either R+ or N ∪ {0},
and let S be a state space representing either Rd or R+. We say two S-valued stochastic
processes, X = {Xt : t ∈ I} and Y = {Yt : t ∈ I}, defined on spaces (Ω,F ,P) and (Ω¯, F¯ , P¯)
respectively, are equal in distribution , and write X
d
= Y if
P(Xt1 ∈ A1, . . . , Xtn ∈ An) = P¯(Yt1 ∈ A1, . . . , Ytn ∈ An)
for all n ∈ N, t1, . . . , tn ∈ I, and A1, . . . , An ∈ BS.
We sometimes need to consider a filtered probability space (Ω,F ,F,P) where F := {Ft : t ∈ I}
is a filtration , i.e. an increasing sequence of σ-algebras. Whenever we consider a stochastic
process X on a filtered space, we always assume that F has been generated by the process.
That is, we assume Ft is generated by {Xs: s ≤ t} and the null sets of P. This filtration is
called the natural filtration of the process. For continuous time processes we also assume
the natural filtration is right continuous, that is,
Ft = ∩>0Ft+.
Finally, a random variable of the form τ : Ω→ I is a stopping time for a stochastic process
with natural filtration F, if for any t ∈ I the event {τ ≤ t} is Ft measurable.
2.1.3 Infinitely divisible random variables and Le´vy processes
A random variable ξ is infinitely divisible if for each n ∈ N, there exist n i.i.d. random
variables {ξi} such that
ξ
d
= ξ1 + . . .+ ξn.
This is equivalent to saying that for any n ∈ N, the distribution of ξ is the convolution of n
identical distributions. By the famous Le´vy-Khintchine Formula (see Theorem 1.3 in [76])
this is again equivalent to the statement that there exists a unique triple (a, σ2,Π) such that
E[eizξ] = e−ψ(z), z ∈ R,
where,
Ψ(z) =
σ2z2
2
− iaz −
∫
R\{0}
(eizx − 1− izxI(|x| < 1))Π(dx), (2.1)
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and where, a ∈ R, σ2 ≥ 0, and Π(dx) is a measure on R\{0} satisfying
Π({0}) = 0, and
∫
R\{0}
min(1, x2)Π(dx) <∞. (2.2)
The function Ψ(z) is called the characteristic exponent of ξ.
The principal mathematical object in this dissertation is the Le´vy process , which is an
R-valued stochastic process X = {Xt : t ≥ 0} defined on a probability space (Ω,F ,P) that
possesses the following properties:
(i) The paths of X are right continuous with left limits P-a.s.
(ii) X0 = 0 P-a.s.
(iii) For 0 ≤ s ≤ t, Xt −Xs is independent of {Xu : u ≤ s}.
(iv) For 0 ≤ s ≤ t, Xt −Xs is equal in distribution to Xt−s.
Given a Le´vy process X we may verify using properties (iii) and (iv) from the definition,
that for any n ∈ N we may write
Xt =
(
Xt −Xn−1
n
t
)
+
(
Xn−1
n
t −Xn−2
n
t
)
+ · · ·+
(
X 2
n
t −X tn
)
+X t
n
d
= X t
n
,1 + . . .+X t
n
,n,
where the Xt/n,i, 1 ≤ i ≤ n are independent and distributed like Xt/n. This shows that Xt
is an infinitely divisible random variable. Let Ψ(z) be the characteristic exponent of X1 as
defined in (2.1). Then it follows from property (i) that
E[eizXt ] = e−tΨ(z).
In other words, X is completely determined by the triple (a, σ2,Π) corresponding to the
characteristic exponent of X1. Accordingly, the function Ψ(z) used in this context is called
the characteristic exponent of X. We have seen that every Le´vy process is naturally
associated with an infinitely divisible random variable. It is also true, although more diffi-
cult to show, that every infinitely divisible random variable ξ gives rise to a (unique up to
equality in distribution) Le´vy process X such that ξ
d
= X1 (see Theorem 2.1 in [76]).
We gather now some conventions/notations with respect to the characteristic exponent of a
Le´vy process (these also apply to infinitely divisible random variables).
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• The triple (a, σ2,Π) is called the generating triple . The quantity σ2 is known as the
Gaussian component and the measure Π(dx) is known as the Le´vy measure .
• The function I(|x| ≤ 1) in (2.1) is known as a cut-off function . Without additional
restrictions on Π(dx), such a function is needed to ensure convergence of the integral.
However, as is noted in [103] on pg. 38, any function h(x) satisfying h(x) = 1 + o(x)
as |x| → 0 and h(x) = O(1/x) as |x| → ∞ will suffice. We may therefore express (2.1)
in various equivalent ways by varying h(x) and a. If we choose a cut-off function g(x)
different from I(|x| ≤ 1) we will write (a, σ2,Π)h≡g for the generating triple. When we
use the cut-off function h(x) = I(|x| ≤ 1) we will simply use the notation (a, σ2,Π)
without subscript. If we need to be specific, we will refer to this as the canonical
generating triple . Most commonly, we will choose h(x) ≡ 0 or h(x) ≡ 1 although in
both cases we need more information about Π(dx) to justify this choice. The constant
a, when used in the (a, σ2,Π)h≡0 sense, is called the drift of the process.
• When Π(dx) is absolutely continuous with respect to the Lebesgue measure with den-
sity function pi(x) we will call pi(x) a Le´vy density . When we refer to the generating
triple in these cases we will write (a, σ2, pi) and analogously for other cut-off functions
h(x).
Often, we wish to work with the Laplace exponent of a Le´vy process X, which we may
define via the characteristic exponent as
ψ(z) :=
1
t
logE[ezXt ] = −Ψ(−iz)
=
σ2z2
2
+ az +
∫
R\{0}
(ezx − 1− zxI(|x| < 1))Π(dx), z ∈ iR. (2.3)
Of course, this definition is rather useless unless we can extend ψ(z) beyond just the imagi-
nary numbers. From [76] we have the following equivalent condition to the existence of ψ(z)
in terms of the Le´vy measure.
Theorem 1 (Theorem 3.6, in [76]). Let ψ(z) be the Laplace exponent of a Le´vy process with
generating triple (a, σ2,Π). Then ψ(z0) is finite if, and only if
∫
|x|≥1 e
Re(z0)xΠ(dx) <∞.
For the majority of processes used explicitly in this work, except the family of stable pro-
cess, we may always extend the domain of ψ(z) to include a vertical strip of C containing
the origin. In these cases we will usually work with the Laplace exponent instead of the
characteristic exponent.
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As is typical, we often classify Le´vy processes by the characteristics of their sample paths.
The first such classification deals with the amount of jump activity, which is measured by the
number of discontinuities of a sample path over any finite interval. Each Le´vy process has
either almost surely finite jump activity or almost surely infinite jump activity. Therefore
we can classify Le´vy processes as either finite activity or infinite activity processes.
Occasionally we may also simply write that the process has finite (resp. infinite) activity
when referring to a finite (resp. infinite) activity process. We note that a Le´vy process is
a finite activity process if, and only if, the jumps follow a compound Poisson process with
drift, i.e. if, and only if, Ψ(z) = σ
2z2
2
− iaz − λ ∫R(eizx − 1)ν(dx) for some λ ∈ R+, and
probability measure ν(dx) (see Section 2.6.1 in [76]).
We say a process is a finite variation (resp. infinite variation ) process if its sam-
ple paths have almost surely finite (resp. infinite) total variation. Occasionally we may also
simply write that the process has finite (resp. infinite) variation when referring to a finite
(resp. infinite) variation process. As with jump activity, each Le´vy process has either finite
variation, or infinite variation. Note that a process is a finite variation process if, and only
if,
∫
R min(1, |x|)Π(dx) <∞ and σ = 0 (see Section 2.6.1 in [76]).
The term subordinator refers to a Le´vy process whose paths are almost surely increas-
ing. A Le´vy process which is not a subordinator but has no negative jumps is called a
spectrally positive process. Likewise, a Le´vy process which is not the negative of a sub-
ordinator, but has no positive jumps is called a spectrally negative process. Spectrally
positive and negative processes are called spectrally one-sided processes . Note that a
scaled Brownian motion with drift is both a spectrally positive and a spectrally negative
process. Le´vy processes that have exclusively positive or exclusively negative jumps are
called processes with one-sided jumps, or simply one-sided processes. When we want to
emphasize that we are working with a process with both positive and negative jumps – i.e.
the general setting – we will say that we are working with a process with two-sided jumps
or simply a two-sided process. Finally, if X is a Le´vy process then the process −X is called
the dual process or simply dual of X.
In some cases, we wish to consider a killed Le´vy process. That is, we add an isolated
point ∆ to the state space R and assume that our Le´vy process can reach ∆ with positive
probability. If it reaches ∆ then the process remains there almost surely. Such a process is
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called a killed Le´vy process . For a killed Le´vy process X we will call the random variable
ζ := inf{t ≥ 0 : Xt = ∆}
the lifetime of X. Because a Le´vy process is spatially homogeneous (see Definition 10.3
in [103]) the lifetime ζ must be exponentially distributed, that is, ζ
d
= e(q), where e(q) is an
exponential random variable with parameter q > 0. We say that X is killed at rate q. If
we follow the convention that when q = 0, e(q) = ∞ almost surely, then we can describe
any Le´vy process in this way. We will often need this type of random variable in this work.
Therefore, we close with the following statement:
The notation e(q) will always refer to an exponential random variable with param-
eter q > 0. In those cases where we need to consider q = 0 we assume e(q) =∞
a.s.
2.1.4 Finance
All applications to finance in this thesis pertain to options on stock prices and all stock
prices are modeled as the exponential of a Le´vy process. We will always use A to denote the
stock price process, where A is defined by At := A0 exp(Xt) for some Le´vy process X, and
quantity A0 > 0 representing the stock price at time 0. Further, we will always use r > 0
to denote the risk-free rate of return, and we assume that our probability measure P is risk
neutral. In other words, under P, the discounted stock price process, defined by exp(−rt)At,
is a martingale. For a Le´vy process X the reader may verify this latter condition holds if,
and only if, ψ(1) = r where ψ(z) is the Laplace exponent of X.
For a Le´vy process X and a point x ∈ R we define the first passage time τ+x (resp.
τ−x ) above (resp. below) x by
τ+x := inf{t ≥ 0 : Xt > x}
(
resp. τ−x := inf{t ≥ 0 : Xt < x}
)
.
The associated random variables Xτ+x − x and and x−Xτ+x − are called the overshoot and
undershoot for the level x. Finally, for a real number z we define z+ := max{z, 0}.
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2.2 Families of Le´vy processes
We summarize here the families of Le´vy processes which appear in this dissertation. In
particular we will list Le´vy measures, and characteristic/Laplace exponents, but will largely
forgo their derivations as these are well documented in the references we provide.
2.2.1 Stable processes
A well-known property of a Brownian motion B is that it satisfies the property t1/2B1
d
= Bt
for all t ≥ 0. That is, we can achieve a scaling in time by instead scaling in space and
vice versa. This property, known as self-similarity , is not unique to Brownian motion. In
fact there are many other examples of self-similar processes, among these the class of stable
processes. A random variable ξ is called a stable random variable 1 if it satisfies the
property
cnξ
d
= ξ1 + . . .+ ξn, t ≥ 0, n ∈ N,
where the {ξi} are i.i.d random variables, equal in distribution to ξ. It can be shown, (see
Section VI.1 in [43]) that cn is a simple function of n, namely cn = n
1/α for α ∈ (0, 2].
Evidently, stable random variables are infinitely divisible, and from Theorem C.1 in [116]
we know that their Le´vy measures are absolutely continuous with respect to the Lebesgue
measure. In particular, they have a Le´vy density given by
pi(x) = I(x < 0)
c1
|x|1+α + I(x > 0)
c2
x1+α
, (2.4)
where c1, c2 ≥ 0. A stable process is just a Le´vy process defined by the generating triple
of a stable random variable. From (2.4), we see that stable processes are necessarily infinite
activity processes, with paths of infinite variation only when α ≥ 1. One may show (see for
example exercise 1.4 in [76]) that for α ∈ (0, 1)∪(1, 2) the density pi(x) yields a characteristic
exponent of the form
Ψ(z) = c|z|α
(
1− iβ tan
(piα
2
)
sgn(z)
)
, (2.5)
where c = d1+d2, β = (d2−d1)/(d1+d2), and di = −ciΓ(−α) cos(piα/2), for i ∈ {1, 2}. Here,
we should interpret Ψ(z) in the (0, 0, pi)h≡0 sense for α ∈ (0, 1) and in the (0, 0, pi)h≡1 sense
for α ∈ (0, 2). If we abide by the convention that 0 ×∞ = 0 then one can show that (2.5)
1Technically, we are speaking about strictly stable random variables. Adhering to the original definition,
stable random variables satisfy the property ξ1 + . . .+ ξn = cnξ+ bn for any n ∈ N and constants cn and bn.
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also holds for parameters (α, β) = (1, 0), where c is now defined by c = pic1 (the number pi,
not the density) and we interpret Ψ(z) in the (0, 0, pi) sense. From (2.5) it is easy to deduce
the self-similarity property for stable processes with our chosen parameters. That is, for a
stable process X with a characteristic exponent of the form (2.5), the following holds:
{λ1/αXt : t ≥ 0} d= {Xλt : t ≥ 0}, λ > 0. (2.6)
For our purposes in Chapters 3 and 7 it will be useful to consider a reparametrization of the
process. The standard approach (see for example [68] and [70]) is to notice from (2.5) that
c is just a scaling parameter, and in particular, we may assume the following normalization
without loss of generality:
c =
(
1 + β2 tan2
(piα
2
))− 1
2
.
Now, instead of the parameter β we use the positivity parameter ρ defined in [115] as
ρ = P(X1 > 0) =
1
2
+
1
piα
tan−1
(
β tan
(piα
2
))
.
Using standard trigonometric identities we may then re-write characteristic exponent of the
normalized process in terms of the parameter ρ as follows:
Ψ(z) = I(z < 0)e−piiα(1−2ρ)/2|z|α + I(z > 0)epiiα(1−2ρ)/2|z|α. (2.7)
A few comments about the processes resulting from other choices of the parameters are in
order. When α = 1 and β 6= 0 we obtain processes for which the self-similarity property fails.
This makes their analysis significantly different from self-similar processes, and there will be
no references to non-self-similar stable processes in this work. When α ∈ (0, 1) and β = ±1
the resulting process is a subordinator/the negative of a subordinator. As these cases are not
interesting for our purposes, they will also be omitted here. Finally, the case α = 2 yields
the family of scaled Brownian motions which has been well studied. We will refer to scaled
Brownian motions in this dissertation, but not in the context of stable processes. Therefore,
references to stable processes in this work will be limited to the following set of admissible
parameters:
P = {α ∈ (0, 1), β ∈ (−1, 1)} ∪ {α = 1, β = 0} ∪ {α ∈ (1, 2), β ∈ [−1, 1]}.
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One may show that this can be equivalently expressed in terms of the parameters (α, ρ).
That is (α, β) ∈ P if, and only if, (α, ρ) ∈ A, where
A = {α ∈ (0, 1), ρ ∈ (0, 1)} ∪ {α = 1, ρ = 1
2
} ∪ {α ∈ (1, 2), ρ ∈ [1− α−1, α−1]}. (2.8)
The self-similarity property ensures that there are many applications of stable processes in
the natural sciences, where they often go by the name “Le´vy flights” (see [41]). However,
their use in the context of mathematical finance, for example to model log-stock prices, is
hampered by the fact that stable random variables are heavy-tailed. In particular, other than
the special case α = 2, no stable process has finite exponential moments. As a consequence,
an exponentiated stable process cannot be used to represent a stock price since financial
theory dictates that discounted stock prices must be martingales. For a discussion of the use
of stable processes in finance see Chapter 7 in [33] and Sections 5 and 6 in [52].
2.2.2 Processes with jumps of rational transform
The simplest way to incorporate jumps into the standard geometric Brownian Motion model
for asset prices is to consider the addition of compound Poisson jumps. This formula has
been used in mathematical finance since 1976 when Merton [86] proposed a jump-diffusion
model whose jumps were governed by a compound Poisson process with normal jumps. More
recently, Kou [63] proposed replacing the normal jumps with jumps having an asymmetric
double exponential distribution, which yielded a more analytically tractable model for pricing
stock options and also provided a better fit to observed stock price data. What makes this
model tractable is that the Laplace transform of a double exponential distribution is a
rational function, and thus the Laplace exponent of a process with jumps distributed in this
way is also necessarily a rational function. Naturally, we wish to generalize this concept,
which leads to the following definition. Le´vy processes with jumps of rational transform
have Le´vy densities of the form
pi(x) = λ
I(x < 0) Nˆ∑
n=1
Mˆn∑
j=1
cˆnj(ρˆn)
j |x|j−1
(j − 1)!e
ρˆnx + I(x > 0)
N∑
n=1
Mn∑
j=1
cnj(ρn)
j x
j−1
(j − 1)!e
−ρnx
 ,
where λ > 0 is a parameter determining the frequency of the jumps, and p˜i(x) = λ−1pi(x)
is the density of a probability distribution. The remaining parameters have the following
properties: ρˆ1, ρ1 > 0, Re(ρˆn) > 0, 2 ≤ n ≤ Nˆ , and Re(ρn) > 0, 2 ≤ n ≤ N , and the
other parameters may be complex numbers. The indexing on the parameters {ρˆn}1≤n≤Nˆ and
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{ρn}1≤n≤N is assigned such that they are ordered by their real component, i.e.
ρ1 < Re(ρ2) ≤ . . . ≤ Re(ρN),
ρˆ1 < Re(ρˆ2) ≤ . . . ≤ Re(ρˆN).
Clearly, any continuous random variable with rational Laplace transform must have a density
of the form p˜i(x). By direct application of (2.3) with cut-off function h(x) = 0, we see that a
process with jump distribution determined by p˜i(x) will have Laplace exponent of the form
ψ(z) =
σ2z2
2
+ az + λ
 Nˆ∑
n=1
Mˆn∑
j=1
cˆnj
(
ρˆn
ρˆn + z
)j
+
N∑
n=1
Mn∑
j=1
ckj
(
ρn
ρn − z
)j
− 1
 , (2.9)
Re(z) ∈ (−ρˆ1, ρ1).
It is clear that we may continue ψ(z) meromorphically to a rational function on C.
Next, we gather some important facts about ψ(z), mainly concerning the zeros of the func-
tion q − ψ(z) where q > 0. The importance of the zeros will become clear in our discussion
of the Wiener-Hopf factorization in Chapter 3 and the exponential functional in Chapter
4. The proof of these facts, which are gathered in Theorem 2, appears in [46, 83] and [69].
First, we note that ψ(z) has N (resp. Nˆ) poles at the points {ρn}1≤n≤N (resp. {−ρˆn}1≤n≤Nˆ)
which are all located in the half-plane Re(z) > 0 (resp. Re(z) < 0) with corresponding
multiplicities {Mn}1≤n≤N (resp. {Mˆn}1≤n≤Nˆ). Now we define the following quantities:
• U denotes the degree of the numerator of ψ(z).
• P = ∑1≤n≤N Mn (resp. Pˆ = ∑1≤n≤Nˆ Mˆn) denotes the pole count (with multiplicity)
in the half-plane Re(z) > 0 (resp. Re(z) < 0).
• K (resp. Kˆ) denotes the zero count (with multiplicity) of the function q−ψ(z) in the
half-plane Re(z) > 0 (resp. Re(z) < 0).
• {ζn}1≤n≤K and {−ζˆn}1≤n≤Kˆ denote the zeros of q − ψ(z) where the ζn (resp. ζˆn) are
ordered according to their real part, e.g. Re(ζn) ≤ Re(ζn+1).
Theorem 2. Let X be a Le´vy process with jumps of rational transform, and q > 0.
1. K + Kˆ gives a complete zero count (with multiplicity) of the function q − ψ(z) and
U = K + Kˆ.
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2. ζ1 and ζˆ1 are real positive numbers. Moreover, for all n 6= 1, ζ1 < Re(ζn) and
ζˆ1 < Re(ζˆn).
3. If σ > 0 then K = P + 1 and Kˆ = Pˆ + 1.
4. If σ = 0, and a > 0 (resp. a < 0) then K = P + 1 and Kˆ = Pˆ (resp. Kˆ = Pˆ + 1 and
K = P ).
5. If σ = a = 0, then K = P and Kˆ = Pˆ .
6. There exist at most 2U−1 complex numbers q such that equation ψ(z) = q has solutions
of multiplicity greater than one.
7. As q → 0+ we have the following possibilities:
if E[X1] > 0, then ζ1(0+) = 0 and ζˆ1(0+) > 0,
if E[X1] < 0, then ζ1(0+) > 0 and ζˆ1(0+) = 0,
if E[X1] = 0, then ζ1(0+) = 0 and ζˆ1(0+) = 0.
An important subclass of processes with jumps of rational transform is the class of hyper-
exponential processes. We briefly describe these processes as they are exceptionally useful
for performing calculations. Also, they are the basis for examples and discussion in Chapters
3, 4, 5, 6, and 8 and are the finite dimensional equivalent of the class of meromorphic Le´vy
processes which are discussed in the next section. A Le´vy process with hyper-exponential
jumps or simply a hyper-exponential Le´vy process is a Le´vy process with Le´vy density
pi(x) = λ
I(x < 0) Nˆ∑
n=1
cˆnρˆne
ρˆnx + I(x > 0)
N∑
n=1
cnρne
−ρnx
 , (2.10)
where all the coefficients are positive and
∑
1≤n≤N cn +
∑
1≤n≤Nˆ cˆn = 1. In particular,
p˜i(x) = λ−1pi(x) is the density of a finite mixture of exponential distributions. Using the fact
that
∑
1≤n≤N cn +
∑
1≤n≤Nˆ cˆn = 1 and re-labeling coefficients an := λcn, aˆn := λcˆn we see
from (2.9) that the Laplace exponent of a hyper-exponential process is given by,
ψ(z) =
σ2z2
2
+ az + z
N∑
n=1
an
ρn − z − z
Nˆ∑
n=1
aˆn
ρˆn + z
, Re(z) ∈ (−ρˆ1, ρ1). (2.11)
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This is the (a, σ2,Π)h≡0 representation of ψ(z). For comparison with meromorphic processes
(next section) we also give the (a, σ2,Π)h≡1 representation
ψ(z) =
σ2z2
2
+ az + z2
Nˆ∑
n=1
aˆn
ρˆn(ρˆn + z)
+ z2
N∑
n=1
an
ρn(ρn − z) , Re(z) ∈ (−ρˆ1, ρ1), (2.12)
which we may verify by direct calculation by using (2.10), (2.3), and cut-off function h(x) = 1.
We see that, whichever representation we choose, ψ(z) can be meromorphically continued to
a rational function on C with simple poles at points {−ρˆn}1≤n≤Nˆ , and {ρn}1≤n≤N . Again,
we are interested in the solutions of the equation ψ(z) = q, and in this case we are able to
say more than the results of Theorem 2. It is quite easy to see from (2.11), essentially by
invoking the intermediate value theorem (see also Lemma 2.1 in [25]), that the solutions are
all real and have the following important interlacing property
0 < ζ1 < ρ1 < ζ2 < ρ2 . . . (2.13)
0 < ζˆ1 < ρˆ1 < ζˆ2 < ρˆ2 . . . .
2.2.3 Meromorphic processes
The benefit of working with processes like hyper-exponential processes, is that they are very
tractable and suitable for calculation. The main drawback is that they necessarily have finite
activity. This presents a problem, especially for modeling financial assets, since empirical
evidence (see for example [3,29] ) suggests that infinite activity processes are the most suit-
able for modeling share prices. The class of meromorphic Le´vy processes recently introduced
in a series of papers [65, 66, 71] strikes a balance between tractability and fit. Roughly, we
may think of meromorphic Le´vy processes as the “infinite version” of hyper-exponential pro-
cesses. This derives from the fact that we obtain a meromorphic Le´vy process essentially by
replacing the finite sums in the Le´vy measure of a hyper-exponential process (2.10) by infi-
nite series (the reader should compare (2.10) and (2.14) as well as (2.12) and (2.15)). In this
way we may build infinite activity and infinite variation processes, while still maintaining a
tractable model.
We define a meromorphic process to be a Le´vy process whose Le´vy density has the
form
pi(x) = I(x < 0)
∑
n≥1
aˆnρˆne
ρˆnx + I(x > 0)
∑
n≥1
anρne
−ρnx, (2.14)
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where the coefficients are positive and the sequences {ρn}n≥1 and {ρˆn}n≥1 are strictly in-
creasing. Further we stipulate that the series
∑
n≥1 anρ
−2
n , and
∑
n≥1 aˆnρˆ
−2
n both converge
as this is equivalent to the integrability condition (2.2) on pi(x). The name “meromorphic”
references the fact that a process in the meromorphic class has a Laplace exponent ψ(z)
which is a real meromorphic function. We recall that a function g : C 7→ C ∪ {∞} is called
a meromorphic function if it has no singularities other than poles. It is called a real
meromorphic function if, in addition to being meromorphic, it satisfies g(z) ∈ R ∪ {∞}
for all z ∈ R, or, equivalently if g(z) = g(z). By direct calculation using (2.14) and (2.3),
we may verify that the (a, σ2,Π)h≡1 representation of the Laplace exponent is
ψ(z) =
σ2z2
2
+ az + z2
∑
n≥1
aˆn
ρˆn(ρˆn + z)
+ z2
∑
n≥1
an
ρn(ρn − z) , Re(z) ∈ (−ρˆ1, ρ1). (2.15)
The function ψ(x) may be continued to a meromorphic function on C with simple poles at
points {−ρˆn}n≥1, {ρn}n≥1, and the equation ψ(z) = q has solutions {−ζˆn}n≥1 and {ζn}n≥1
which are real numbers and satisfy the familiar interlacing property
0 < ζ1 < ρ1 < ζ2 < ρ2 < . . . (2.16)
0 < ζˆ1 < ρˆ1 < ζˆ2 < ρˆ2 < . . . .
A non-trivial and important fact proven in [66] is that these are, in fact, the only solutions
of the equation ψ(z) = q.
Two important classes of meromorphic processes are the β and θ-class introduced in [65]
and [66] respectively. A process in the β-class or simply a β-process is a meromorphic
process with a Le´vy density of the form
pi(x) = I(x < 0)c1
eα1β1x
(1− eβ1x)λ1 + I(x > 0)c2
e−α2β2x
(1− e−β2x)λ2 , (2.17)
where ci, αi, βi > 0 and λi ∈ (0, 3)/{1, 2}. With the help of the binomial series, one may
verify that pi(x) has the form (2.14) and specifically, that
ρˆn = β1(α1 + n− 1), ρn = β2(α2 + n− 1),
aˆn = ρˆ
−1
n c1
(
n+ λ1 − 2
n− 1
)
, and an = ρ
−1
n c2
(
n+ λ2 − 2
n− 1
)
.
Choosing λi > 1 yields an infinite activity processes, and if λi > 2 then the process will also
have infinite variation. If σ = 0 and λ1, λ2 < 1 the result is a finite activity process. Thus,
22
the β-class is flexible enough to yield all manner of jump behaviour. The origin of its name
is its Laplace exponent, which has the following closed-form expression,
ψ(z) =
σ2z2
2
+ µz +
c1
β1
(
B
(
α1 +
z
β1
, 1− λ1
)
− B(α1, 1− λ1)
)
+
c2
β2
(
B
(
α2 − z
β2
, 1− λ2
)
− B(α2, 1− λ2)
)
,
where B(x, y) = Γ(x)Γ(y)/Γ(x + y) is the Beta function, and µ is determined in terms of a
by the condition ψ′(0) = a.
A process in the θ-class or simply a θ-process is a meromorphic process with a Le´vy
density of the form
pi(x) = I(x < 0)c1β1eα1xΘk(−xβ1) + I(x > 0)c2β2e−α2xΘk(xβ2), (2.18)
where all the parameters other than k are positive. The function Θk(x) is the kth order
(fractional) derivative of the theta function θ3(e
−x), that is,
Θk(x) =
dk
dxk
θ3(e
−x) = δk,0 + 2
∑
n≥1
n2ke−n
2x, x > 0. (2.19)
The activity of the jumps and variation of the paths are controlled by the parameter
χ = k + 1/2 where χ ∈ (0, 3). When χ < 1 and σ = 0 the process is a compound Poisson
process, when χ > 1 we obtain an infinite activity process, and when χ > 2 we obtain an
infinite variation process. From (2.18) and (2.19) we may verify that (2.18) has the form
(2.14) with
ρˆn = α1 + n
2β1, ρn = α2 + n
2β2, aˆn = 2ρˆ
−1
n c1β1n
2χ−1, and an = 2ρ−1n c2β2n
2χ−1.
As with β-processes we may obtain a closed form expression for the Laplace exponent, but
only for certain values of χ. For example, when χ = (2j + 1)/2, j ∈ {1, 2} we obtain the
Laplace exponent,
ψ(z) =
σ2z2
2
+ µz + γ + (−1)j
(
c1pi
(√
(α1 + z)/β1
)2j−1
coth
(
pi
√
(α1 + z)/β1
)
+ c2pi
(√
(α2 − z)/β2
)2j−1
coth
(
pi
√
(α2 − z)/β2
))
,
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where the constant γ is determined by the condition ψ(0) = 0. The constant µ is equal to
a−∫R\{0} xpi(x)dx when χ = 3/2, and is determined in terms of a by the condition ψ′(0) = a
for χ = 5/2.
2.2.4 Completely monotone processes
The class of completely monotone processes is large and important. In fact, it includes all of
the processes discussed thus far, except for those processes with jumps of rational transform
which are not hyper-exponential processes. It also includes the most popular processes in
mathematical finance.
We recall that a completely monotone function is an infinitely differentiable function,
f : R+ → R, that obeys the property:
(−1)nf (n)(x) ≥ 0 for all n ∈ N ∪ {0} and x > 0.
By Bernstein’s theorem we have an equivalent way to define f(x), namely, f(x) is a com-
pletely monotone function if, and only if, there exists a measure µ concentrated on R¯+ such
that
f(x) =
∫
R¯+
e−xuµ(du)
for all x > 0. Accordingly, we define a Le´vy process with completely monotone jumps
or simply a completely monotone Le´vy process as a process whose Le´vy measure has a
density of the form
pi(x) = I(x < 0)
∫
R−
e−uxµ(du) + I(x > 0)
∫
R+
e−uxµ(du), (2.20)
where µ(du) is a measure concentrated on R\{0}, that satisfies the condition∫
R\{0}
1
|u|(1 + u2)µ(du) <∞. (2.21)
One may verify that condition (2.21) on µ(du) is equivalent to the integrability condition
(2.2) on pi(x). We will call µ(du) the representing measure .
As an example, let us consider a hyper-exponential process as a completely monotone pro-
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cesses. If we let
µ(dx) =
Nˆ∑
n=1
λcˆnρˆnδ−ρˆn(dx) +
N∑
n=1
λcnρnδρn(dx), (2.22)
then we may easily recover the density of the Le´vy measure of a hyper-exponential process
(2.10) via µ(du) and (2.20). In fact, an equivalent way to define a hyper-exponential process
is to define it as a completely monotone process whose representing measure µ(du) has finite
support in R. We may define a meromorphic process in an analogous way, namely, a mero-
morphic process is a completely monotone process whose representing measure is supported
on a subset of R that is infinite, countable, and without accumulation points.
Completely monotone processes appear frequently in mathematical finance. Beside the
models already mentioned, popular models like normal inverse Gaussian (NIG) processes,
variance gamma (VG) processes, and generalized tempered stable processes are all examples
of completely monotone processes. We briefly introduce these three families here. Our de-
scription is based on the concept that all three derive in some fashion from tempered stable
subordinators.
A tempered stable subordinator is a Le´vy process with Le´vy measure
Π(dx) =
ce−ρx
x1+α
dx, (2.23)
where c, ρ > 0, α ∈ (0, 1), and Π(dx) is concentrated on R+. We see immediately that the
name “tempered stable” originates from the fact that this process is derived by tempering
the Le´vy measure of a stable subordinator with an exponential term. This has the effect of
allowing the small jumps to retain the behaviour of a stable process while simultaneously
reducing the likelihood of extremely large jumps.
In order to continue the discussion, we require a technique known as Brownian subordi-
nation. Consider a subordinator S and an independent scaled Brownian motion with drift
B given by Bt := at + σWt, where W is a standard Brownian motion. We will denote the
Laplace exponents of B and S by ψB(z) and ψS(z) respectively. The process X given by
Xt := BSt = aSt + σWSt is a subordinated Brownian motion , and the procedure of
time changing a scaled Brownian motion with drift in this way is called (Brownian) sub-
ordination (of B by S). We see that the effect of subordination is to change the time
scale of B to a random (but strictly increasing) time. Interestingly, the resulting process X
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is a Le´vy process with Laplace exponent ψ(z) = ψS(ψB(z)) (see Lemma 2.15 in [76]). In
fact, the previous statements are true if we apply subordination to any Le´vy process (not
just scaled Brownian motions) although for our purposes Brownian subordination will suffice.
Now, setting α = 1/2 we obtain from (2.23) an inverse Gaussian subordinator (see pg.
9 in [76] for more details). The infinite variation process that results from Brownian sub-
ordination by this subordinator is called a NIG process. Its small jumps behave like those
of a stable process with parameter α = 1. Since we will not be using NIG processes exten-
sively in this work, and since the expression of the Le´vy measure of a NIG process is fairly
complicated, we will omit stating it, and the expression of the Laplace exponent, here. For
further details of the NIG process we refer the interested reader to table 4.5 in [33].
To obtain a VG process we extend the range of α in the definition of the Le´vy measure
of the tempered stable subordinator (2.23), to include the case α = 0. Such a process is
called a gamma subordinator since for each t > 0 it has a transition density which is
equal to the density of a gamma distribution with parameters ct, and ρ. By Brownian sub-
ordination using a gamma subordinator we obtain a VG process. Alternatively, and perhaps
more directly, one may obtain a VG process simply as the difference of two independent
gamma subordinators. Specifically, a VG process is a Le´vy process with Le´vy density
pi(x) = I(x < 0)
ceρˆx
|x| + I(x > 0)
ce−ρx
x
, (2.24)
where c, ρˆ, ρ > 0. In particular, we see from the density that the VG process is an infinite
activity, finite variation process. From (2.24) and (2.3) we may derive the (a, σ2,Π)h≡0
representation of the Laplace exponent, which has the form
ψ(z) =
σ2z2
2
+ az − c log
(
1 +
z
ρˆ
)
− c log
(
1− z
ρ
)
, Re(z) ∈ (−ρˆ, ρ). (2.25)
Via inversion of the Laplace transform in (2.24), we may also identify the representing
measure:
µ(du) = I(u < −ρˆ)cdu+ I(u > ρ)cdu.
Finally, to obtain a generalized tempered stable process we extend once more the range of α
in the definition of the Le´vy measure of the tempered stable subordinator to include the cases
α < 2. A generalized tempered stable process is defined as the difference of two independent
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processes with such Le´vy densities. That is, a generalized tempered stable process is a
Le´vy process with a Le´vy density of the form
pi(x) = I(x < 0)
cˆ
|x|1+αˆ e
ρˆx + I(x > 0)
c
x1+α
e−ρx, (2.26)
where cˆ, ρˆ, c, ρ > 0 and αˆ, α < 2. This structure is rich enough to support all types of
jump behaviour. Setting αˆ, α < 0 gives a finite activity process, whereas an infinite activity
process results from setting αˆ, α ≥ 0. The choice αˆ, α ≥ 1 results in an infinite variation
process. From (2.26) and (2.3) and for α, αˆ ∈ (−1, 2)\{0, 1} we may obtain (see Proposition
4.2 in [33]) the (a, σ2,Π)h≡1 representation of the Laplace exponent. This has the form
ψ(z) =
σ2z2
2
+ µz + Γ(−αˆ)cˆ( (ρˆ+ z)αˆ − ρˆαˆ)+ Γ(−α)c( (ρ− z)α − ρα), (2.27)
Re(z) ∈ (−ρˆ, ρ),
where µ is determined in terms of a by the condition ψ′(0) = a. The Laplace exponents
for the cases corresponding to the remaining choices of α and αˆ may also be obtained in
closed form, but we omit stating these here as we will not make use of them in this thesis.
The interested reader should consult Proposition 4.2 in [33]. However, we notice that the
case αˆ, α = 0, cˆ = c corresponds to the VG process, whose Laplace exponent we have pro-
vided in (2.25). The process defined by the parameter choice cˆ = c, αˆ = α ∈ (−1, 2)\{0, 1}
corresponds to the well-known CGMY process (see [29]). The name CGMY derives from
the initials of the authors of [29], and usually in the CGMY representation of a generalized
tempered stable process we will write cˆ = c = C, ρˆ = G, ρ = M , and αˆ = α = Y .
We will limit our use of generalized tempered stable processes to those processes for which
αˆ = α ∈ (−1, 2). There are two reasons for this: first, generalized tempered stable processes
are not completely monotone when αˆ, α < −1; and second, generalized tempered stable
processes can be obtained by Brownian subordination if, and only if, α = αˆ ∈ (−1, 2) and
cˆ = c (see Proposition 4.1 in [33]). When αˆ, α ∈ (−1, 2) we may identify the representing
measure via Laplace transform inversion in (2.26) as,
µ(du) = I(u < −ρˆ)cˆ |u+ ρˆ|
αˆ
Γ(1 + αˆ)
du+ I(u > ρ)c
(u− ρ)α
Γ(1 + α)
du.
Generalized tempered stable processes, and especially VG processes, have become very pop-
ular in mathematical finance for a number of reasons. First, there are some proponents, for
example the authors of [3,56], of the theory that the classical Black Scholes framework, where
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asset prices are modeled by geometric Brownian motion, should be abandoned in favour of
a model where log-asset prices are pure jump Le´vy processes with infinite activity and finite
variation. Of these, the VG process lends itself well to simulation and (certain) calculations
as it has a known transition density and satisfies the desired activity/path properties (when
σ = 0). Additionally, when log asset prices follow a VG process, the distribution of the
log-returns has exponentially decaying tails, i.e. heavier than the normal distribution but
not as heavy as those of a stable distribution, which is a desirable property.
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Chapter 3
The Wiener-Hopf factorization
This chapter gives a brief introduction to the Wiener-Hopf Factorization for Le´vy
processes. We begin by stating a few necessary definitions and then we describe
the fundamental theorems and identities which are collectively known as the
Wiener-Hopf factorization. Although a proof of these is well beyond the scope
of this work we give a brief description of the intuition behind the proofs that
are based on path decompositions, e.g. those found in [14], [50], and [76]. Next
we give specific results for families of Le´vy processes for which the Wiener-Hopf
factors are known explicitly. This is intended as a summary of the research
activity in this field of approximately the last ten years. We also include a
discussion on the techniques which are used to derive the factorizations employing
the hyper-exponential process as an example. Finally we give two examples of
direct applications of the Wiener-Hopf factorization in finance, specifically in the
pricing of barrier options and of perpetual American options.
3.1 Introduction
In this work the Wiener-Hopf factorization is an important tool which we can use to solve
option pricing problems. This is, however, a very narrow use for a versatile and important
object from the theory of Le´vy processes. From a theoretical point of view, the Wiener-
Hopf factorization is the cornerstone of fluctuation theory. From a practical point of view,
its applications extend well beyond mathematical finance, for example to risk management,
actuarial science, and any other field where there is a need to solve exit problems.
In this Introduction we state the collection of theorems and identities known as the Wiener-
Hopf factorization in three parts. In Theorem 3, Part 1, we give the key identities. We then
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present an informal discussion on the derivation of the identities for random walks followed
by an explanation of the analogous objects for Le´vy processes. The discussion is meant to
familiarize the reader with the intuition behind the identities of Part 1 without delving into
the intricate details of the full proof for Le´vy processes. During the course of this discussion
we introduce ladder processes and local time; these concepts are necessary to state Theorem
3, Part 2. In Theorem 3, Part 3 we consider the analytical properties of the Wiener-Hopf
factors and, importantly, how we can determine the Wiener-Hopf factors from these proper-
ties.
There are two remaining sections in this chapter. Section 3.2 discusses three important
methods for determining the Wiener-Hopf factors. The methods are all demonstrated using
the example of the hyper-exponential process. The remainder of Section 3.2 is devoted to
a thorough review of the processes for which we have explicit expressions for the Wiener-
Hopf factors. The expressions themselves are presented, and when possible, we give a brief
description of the method of proof. In Section 3.3 we give two important examples of an
application of the Wiener-Hopf factorization in finance. The first of these examples provides
a preview for the results of Chapter 8.
3.1.1 The Wiener-Hopf factorization
Let us define the key ingredients necessary to state the Wiener-Hopf Factorization. We
assume that X is a Le´vy process with characteristic exponent Ψ(z), and we define the
running supremum S and infimum I processes by the equalities
St := sup
0≤s≤t
Xt, and It := inf
0≤s≤t
Xt
respectively. Now we define
Gt := sup{s < t : Xs = St}, and Gt := inf{s < t : Xs = It}.
As usual, we denote by e(q) an exponential random variable independent of the process X
with parameter q > 0. Finally, define for θ, z ∈ C¯+ and q > 0 the functions
Ψ+q (θ, z) := exp
(∫
R+
∫
R¯+
(eiθt+izx − 1)t−1e−qtP(Xt ∈ dx)dt
)
, and (3.1)
Ψ−q (θ, z) := exp
(∫
R+
∫
R−
(eiθt−izx − 1)t−1e−qtP(Xt ∈ dx)dt
)
. (3.2)
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Theorem 3 (The Wiener-Hopf Factorization, Part 1).
(i) The pairs (Ge(q), Se(q)) and (e(q) − Ge(q), Se(q) − Xe(q)) are independent, infinitely di-
visible random variables.1.
(ii) Further, (e(q), Xe(q)) is infinitely divisible, and its characteristic exponent admits the
factorization
E[eiθe(q)+izXe(q) ] =
q
q − iθ + Ψ(z) = Ψ
+
q (θ, z)Ψ
−
q (θ, z) (3.3)
where θ, z ∈ R and,
Ψ+q (θ, z) = E[eiθGe(q)+izSe(q) ], and Ψ−q (θ, z) = E[e
iθGe(q)+izIe(q) ].
We call Ψ+q (θ, z) and Ψ
−
q (θ, z) the positive and negative Wiener-Hopf factors respec-
tively.
(iii) The factorization in (ii) is unique. That is, suppose we can find functions f+(θ, z) and
f−(θ, z) such that E[eiθe(q)+izXe(q)] = f+(θ, z)f−(θ, z) for θ, z ∈ R. Further, suppose
that f+(θ, z) and f−(θ, z) are the characteristic functions of infinitely divisible random
variables, whose distributions are supported on R¯+ × R¯+ and R¯+ × R¯− 2, and whose
characteristic exponents have no drift. Then, these random variables are equal in dis-
tribution to (Ge(q), Se(q)) and (Ge(q), Ie(q)) respectively and f
+(θ, z) = Ψ+q (θ, z) while
f−(θ, z) = Ψ−q (θ, z) for θ, z ∈ C¯+.
Proofs of the Wiener-Hopf factorization are available in [103, Chapter 9], [14, Chapter 6], [76,
Chapter 6], and [50]. The history of this theorem dates back to so-called fluctuation theory for
random walks. A collection of identities, similar to those in Theorem 3, relating the behaviour
of a random walk and its extrema is proved in works by Spitzer [106, 107], Feller [43], and
Borovkov [17, 18] to name a few. The name “Wiener-Hopf” derives from the 1957 paper by
1We did not define two, or d-dimensional infinitely divisible random variables in the Introduction. How-
ever, the same definition applies, as does the Le´vy-Khintchine Formula. The characteristic exponent for a
d-dimensional process takes the form: Ψ(z) = i〈a, z〉 + 12 〈z,Qz〉 −
∫
Rd(e
i〈z,x〉 − 1 − i〈z, x〉I(|x| < 1)Π(dx)
where 〈·, ·〉 is the dot-product, and Q is a symmetric nonnegative-definite d × d matrix. See [103] for the
multi-dimensional case.
2Note this automatically implies that the infinitely divisible random variables have generating triples of
the form (a, 0,Π)h≡0 where a is the drift.
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Spitzer [106] in which the author shows that the limiting distribution function F (x) of the
maximum of a random walk satisfies
F (x) =
∫
R+
k(x− y)F (y)dy
where k(x) is a probability density function. This equation is a specific case of the Wiener-
Hopf integral equation which can be solved by an analytic factoring method known as the
Wiener-Hopf method.
Like the approach taken by Spitzer, most early work on the Wiener-Hopf factorization had
an analytical flavour. However, the probabilistic approach taken by Pitman and Greenwood
is responsible for the modern version of the Wiener-Hopf factorization for random walks [51]
and for Le´vy processes [50]. We give here a quick and informal overview of their approach
for random walks, and then describe the analogous components for Le´vy processes. We
encourage the reader to consult Figure 3.1 while reading as we introduce a fair amount of
notation which is best understood graphically. All quantities in this diagram represent spe-
cific realizations of random processes or variables; below, we will refer to the realizations and
the random variables/processes by the same symbols.
We recall that a random walk, R, is a discrete time stochastic process of the form
Rn =
n∑
i=0
ξi,
where the ξi are i.i.d. random variables, which we assume for simplicity are continu-
ous. We further make the simplifying assumption that the process oscillates, i.e. that
lim supn→∞Rn = − lim infn→∞Rn = ∞ almost surely. These two conditions ensure that
following each new maximum/minimum of R there must exist a next maximum/minimum
strictly greater/smaller than the one before.
The central idea in [51] is to break the path of the random walk into excursions from the
maximum. That is, suppose the process has reached a new maximum, i.e. a point Rn such
that Rn > Ri, 0 ≤ i < n, then the path of the process from time n+1 until a new maximum is
reached is called an excursion from the maximum. The ith excursion lasts for Ti units of time;
we will call this random variable the ith ascending ladder time . The distance between
the (i− 1)th and ith maxima, the so-called ith ascending ladder height , will be labeled
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Γq
RN = S1
N = L−11
T1 T2 T3 T4
L−12 L−13 G = L−14
H2
H3
RG = S4
Γq −G
RΓq
RΓq −RGS2
S3 H4
R
S
H1
L
1
2
3
4
5
Figure 3.1: Path decomposition of a random walk up to a geometric time Γq. The upper
figure shows realizations of R, L, and the running supremum process S. Below, we see the
realization of the ladder time process L−1 and the excursion paths. Although we have drawn
continuous paths to aid in visualization the reader should understand that all processes are
in discrete time.
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Hi. Let L denote the process that counts the times at which S, the running supremum pro-
cess, is equal to R. Then, the inverse process, L−1, defined by L−1n := min{m ∈ N : Lm = n}
gives us the sum of the Ti and is labeled L−1. We will say the (i + 1)th excursion , which
we now define formally to be the process i+1 :=
{
RL−1i +k −RL−1i : 0 < k ≤ L
−1
i+1 − L−1i
}
, is
complete before some time n if L−1i+1 ≤ n. Finally, let Γq be a geometric random variable
with parameter q > 0 which is independent of R, and let G be the unique time at which
R obtains its maximum on the set {0, . . . ,Γq}. We notice that since the time of the last
completed excursion prior to Γq must coincide with G we have G = L−1LΓq .
A critical conclusion of the analysis is that {L−1i }i≥1 is a collection of stopping times for
the natural filtration of R so that by the strong Markov property (see Section 4.3.1), and
the fact that random walks have independent and stationary increments, the excursion, i+1,
is independent of FL−1i . In other words, the path of R is just the sum of the paths of in-
dependent excursions from the maximum. This has two important implications: the first
is that (G,RG) and (Γq − G,RΓq − RG) are independent; the second is that the so-called
ascending ladder process, (L−1,S), which is defined by (L−1n ,Sn) :=
∑
1≤i≤n(Ti,Hi) is
a strictly increasing random walk with (Ti,Hi) d= (N,RN) where N represents the first time
that R is strictly greater than 0.
Now we reason as follows: G must be equal to the sum of the Ti up to the last com-
pleted excursion prior to the time Γq. Likewise, RG must be equal to the sum of the Hi.
Our knowledge of the ladder height process and the memoryless property of Γq lead us to
conclude that P(Ti ≤ t,Hi ≤ h|L−1i ≤ Γq) = P(N ≤ t, RN ≤ h|N ≤ Γq). That is, the joint
distribution of the ith ladder time/height, given that the ith excursion is completed prior
to Γq is just that of (N,RN) conditioned on the event {N ≤ Γq}. Further, we can show
that these conditional ladder heights/times are still independent. Finally, the memoryless
property dictates that P(LΓq > k) = P(
∑
0≤i≤k Ti < Γq) = P(N < Γq)k, i.e. that the number
of completed excursions before time Γq, namely LΓq , follows a geometric distribution with
parameter P(N < Γq). We summarize our findings: (G,RG) is equal in distribution to the
sum of LΓq i.i.d. random variables, in other words, to a random walk evaluated at geometric
time LΓq . Since such a sum has an infinitely divisible distribution supported on N∪{0}×R¯+
without drift, it follows that (G,RG) is infinitely divisible (with these properties), and by
the same reasoning, so is (Γq, RΓq).
A classic result from the theory of random walks known as the Duality Lemma (see pg.
394 in [43]) says that for any fixed n the reversed process, that is the process R∗ which
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we define by
R∗k = Rn −Rn−k where k = 0, . . . , n
has the same law as the random walk R stopped at time n. A consequence of the Duality
Lemma is that (Γq−G,RΓq−RG) d= (D,RD) where D is a random variable which represents
the unique time at which R visits its minimum on the set {0, . . . ,Γq}. Carrying out the
same analysis as above, except now with the descending ladder process, we arrive at the
conclusion,
(Γq, RΓq)
d
= (G,RG) + (D,RD) (3.4)
where each of the variables in (3.4) has an infinitely divisible distribution, and the variables
on the right hand side of the equality are independent. This is essentially the discrete time
version of Theorem 3 part (i) and the majority of part (ii). The statement on uniqueness
follows from the fact that an infinitely divisible random variable whose characteristic expo-
nent has neither drift nor Gaussian component is uniquely determined by its Le´vy measure.
For a more detailed description of the Wiener-Hopf factorization for random walks see [75].
The proof of the Wiener-Hopf factorization for Le´vy processes follows the same strategy
as in the random walk case. The major difference is that it is no longer apparent how to
describe a process L that counts the times at which our Le´vy process X reaches a new maxi-
mum. This is because the set of points at which this occurs is (in general) no longer discrete
so the notion of “counting” needs to be redefined. However, it is possible to demonstrate
the existence of a process L, called the local time at the maximum or local time for
short, that is strictly increasing and changes only on the closure of the set {t ≥ 0 : Xt = St}
(see [76, pg. 140] for a precise definition). Unsurprisingly, the form of L depends on the first
time t > 0 in which X enters the half plane [0,∞). Processes, for which the entry is almost
surely immediate – for which we say the point 0 is regular for [0,∞) – have continuous
versions of local time, while those for which it is not – i.e. 0 is irregular for [0,∞) –
have right-continuous versions; in both cases versions of the local time are unique up to a
multiplicative constant. For finite variation processes, for which 0 is regular for [0,∞) but
irregular for (−∞, 0), we have an obvious continuous time analogue of our counting process
L. Namely, if L is a local time of such a process, then it has the form Lt = a
∫ t
0
I(Xu = Su)du
where a > 0 is a constant (see Theorem 6.8 in [76]).
Despite some differences, the important pieces of the proof for Le´vy processes rely on the
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same key ideas demonstrated in our discussion of random walks. Our process still obeys
the strong Markov property, and has stationary and independent increments. Further, the
random variable e(q) is memoryless, a Le´vy process evaluated at an independent exponential
time has an infinitely divisible distribution, and we can establish a Duality Lemma for Le´vy
processes (see [76, pg. 73-75]). Critically, we can also break paths of X into independent
excursions from the maximum using the continuous time analog of the ascending ladder
process, which we will call (L−1, H). For a version of local time this is the bivariate process
defined by
L−1t :=
inf{s > 0 : Ls > t} if t < L∞,∞ otherwise.
Ht :=
XL−1t if t < L∞,∞ otherwise.
Instead of an increasing random walk, as was the case for (L−1,S) in the discrete time
scenario, (L−1, H) is a (possibly killed) bivariate subordinator 3. A similar result holds for
the descending ladder process, (Lˆ−1, Hˆ), the process based on the local time at the minimum,
which we can construct from a version of local time for −X. The ladder processes have a
number of useful applications. In fact, we may even express the Wiener-Hopf factors of X in
terms of the joint Laplace transforms of (L−1, H), and (Lˆ−1, Hˆ), which we denote by κ(α, β)
and κˆ(α, β) respectively. For α, β ∈ C such that Re(α), Re(β) ≥ 0 we define κ(α, β) by
e−κ(α,β) := E[e−(αL
−1
1 +βH1)I(1 < L∞)],
and use an analogous definition for κˆ(α, β) in terms of (Lˆ−1, Hˆ). This leads us to provide
the following addendum to Theorem 3.
Theorem 3 (The Wiener-Hopf Factorization, Part 2).
(iv) For α, β ∈ C such that Re(α), Re(β) ≥ 0 we have the following identity for the Wiener-
Hopf factors
Ψ+q (iα, iβ) =
κ(q, 0)
κ(q + α, β)
,
Ψ−q (iα,−iβ) =
κˆ(q, 0)
κˆ(q + α, β)
.
3In the two dimensional case, this means a process whose paths increase in each coordinate almost surely.
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(v) For some constant k′ > 0, which depends on the version of local time, we have
k′Ψ(z) = κ(0,−iz)κˆ(0, iz), z ∈ R.
Although we have presented the ideas behind the excursion theoretic proof of the Wiener-
Hopf factorization, it is important to note that this is not the only method of proving this
theorem. While excursion theory provides an intuitively satisfying proof based on probabilis-
tic arguments, the rigorous proof of Theorem (3) by these techniques is quite involved and
requires knowledge of some fairly sophisticated mathematics, for example the theory of local
times for Markov processes. Another possibility is to derive the Wiener-Hopf factorization
for Le´vy processes by extending it first from random walks to compound Poisson processes
and then to general Le´vy processes. This is the approach taken in [103], but it is also la-
borious. A recent paper [67] proves the factorization (in almost complete generality) in a
fairly direct manner using primarily analytic techniques. That is, the author largely forgoes
the probabilistic approach and solves an integral equation using Wiener-Hopf techniques and
other results from complex analysis. We conclude this section by adding to Theorem 3 once
more with a further uniqueness result from this paper. First, we introduce the so-called
spatial Wiener-Hopf factorization which we obtain by taking the limit in (3.3) as θ → 0. For
z ∈ R we get
q
q + Ψ(z)
= E[eizSe(q) ]E[eizIe(q) ] = φ+q (z)φ−q (z),
where, φ+q (z) := Ψ
+
q (0, z) for z ∈ C¯+ and φ−q (z) := Ψ−q (0,−z) for z ∈ C¯− . Substituting in
−iz for z in this equation allows us to express the Wiener-Hopf factorization in terms of the
Laplace exponent, that is,
q
q − ψ(z) = E[e
zSe(q) ]E[ezIe(q) ] = ϕ+q (z)ϕ−q (z),
where ϕ+q (z) := φ
+
q (−iz) for all Re(z) ≤ 0, and ϕ−q (z) := φ−q (−iz) for all Re(z) ≥ 0. The
remaining results and theorems presented in this work concern only the spatial Wiener-Hopf
factorization. Therefore, from now on, any reference to the Wiener-Hopf factors, is in fact
a reference to φ+q (z) and φ
−
q (z) or equivalently to ϕ
+
q (z) and ϕ
−
q (z). Now, we can provide a
final addendum to Theorem 3 (see Theorem 1, (f) in [67])
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Theorem 3 (The Wiener-Hopf Factorization, Part 3).
(vi) Assume there exist two functions f+(z) and f−(z) such that f±(0) = 1, f±(z) is
analytic in C±, f±(z) is continuous without roots in C¯±, and z−1 log(f±(z)) → 0 as
z →∞, z ∈ C¯±. If
q
q + Ψ(z)
= f+(z)f−(z), z ∈ R
then f±(z) = φ±q (z) for all z ∈ C¯±.
3.2 Determining the Wiener-Hopf Factors
3.2.1 Three techniques demonstrated via an example
We outline here the most recent progress in determining the Wiener-Hopf factors for various
families of Le´vy processes. Deriving explicit or even semi-explicit representations is a difficult
task, and poses an open problem for many processes. However, the last ten years have seen
a series of new results which we summarize here. It is difficult to give proofs, because these
are usually technical, long, and specific to the process. However, from a macroscopic point
of view, there are really only three different methods employed in proving all of the theorems
below. We demonstrate these approaches using the hyper-exponential process as an example.
Recall that such a process has a Laplace exponent which is a rational function on C of the
form
ψ(z) =
σ2z2
2
+ az + z
N∑
n=1
an
ρn − z − z
Nˆ∑
n=1
aˆn
ρˆn + z
.
We assume, for simplicity, that σ > 0 and also recall the interlacing condition (2.13) of the
poles, {−ρˆn}1≤n≤Nˆ , {ρn}1≤n≤N , and the solutions, {−ζˆn}1≤n≤Nˆ , {ζn}1≤n≤N , of the equation
ψ(z) = q.
Approach 1: Identifying infinitely divisible distributions
This is probably the most na¨ıve approach, and without a great deal of luck or intuition it is
difficult to apply in many scenarios. The idea is to simply factor the function q/(q−ψ(z)) in
such a way that we can identify the Laplace transforms of two infinitely divisible distributions
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with support on R¯+ and R¯− respectively. With this in mind, let us consider the hyper-
exponential process and define the functions:
f+(z) :=
1
1− z
ζ1
N∏
n=1
1− z
ρn
1− z
ζn+1
, and f−(z) :=
1
1 + z
ζˆ1
Nˆ∏
n=1
1 + z
ρˆn
1 + z
ζˆn+1
. (3.5)
It is easy to verify that the rational function q/(q − ψ(z)) can be factored in the form
f+(z)f−(z). Now, employing a partial fraction decomposition, we may write f+(z) and
f−(z) as,
f+(z) =
N+1∑
n=1
ζnβn
(ζn − z) , and f
−(z) =
Nˆ+1∑
n=1
ζˆnβˆn
(ζˆn + z)
,
where,
βn :=
∏
k 6=n
1− ζn
ρk
1− ζn
ζk
, and βˆn :=
∏
k 6=n
1− ζˆn
ρˆk
1− ζˆn
ζˆk
.
From the interlacing property, it is apparent that the {βn}1≤n≤N+1 and {βˆn}1≤n≤Nˆ+1 are all
positive, and setting z = 0 we notice that
∑
1≤n≤N+1 βn =
∑
1≤n≤Nˆ+1 βˆn = 1. Now it is clear
that we have chosen the correct method of factoring q/(q − ψ(z)). That is, we can identify
f+(z) as the Laplace transform of a random variable ξ+ whose distribution is equal to a finite
mixture of exponential distributions with parameters {ζn}1≤n≤N+1. And, likewise, f−(z) is
the Laplace transform of a random variable ξ−, where −ξ− is a finite mixture of exponential
distributions with parameters {ζˆn}1≤n≤Nˆ+1. Since these are both infinitely divisible random
variables without drift, whose distributions are supported on R¯+ and R¯− respectively, we
may, by Theorem 3 (iii) conclude that we have established the Wiener-Hopf factorization
and that ξ+
d
= Se(q) and −ξ− d= Ie(q).
Approach 2: Analytic factoring
Before considering this approach in the context of the hyper-exponential process, we need
to describe it properly. This is not so easy, since the technique varies somewhat for different
processes. There is, however, a common first step which identifies the method.
Let us assume that X is a Le´vy process whose Laplace exponent ψ(z) is meromorphic for
Re(z) ≥ 0 and that all solutions of q − ψ(z) with positive real part are bounded away from
the line iR. As the Laplace transform of a positive random variable ϕ+q (z) is continuous for
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Re(z) ≤ 0 and analytic for Re(z) < 0. Further, the identity (Theorem 3 Part 2 (iv))
ϕ+q (z) =
κ(q, 0)
κ(q,−z) (3.6)
and the fact that κ(q,−z) is analytic for Re(z) < 0 show that ϕ+q (z) has no zeros in the
left half-plane. By the same reasoning ϕ−q (z) has no zeros in the right half-plane, and it is
clearly analytic there. Combining these facts about ϕ+q (z) and ϕ
−
q (z), our assumption about
ψ(z), and the Wiener-Hopf identity
ϕ+q (z) =
q
(q − ψ(z))ϕ−q (z)
, z ∈ iR,
we see that we may extend ϕ+q (z) to a meromorphic function on C which is equal to
q/((q − ψ(z))ϕ−q (z)) for Re(z) ≥ 0 (this is essentially due to Morera’s theorem). There-
fore, the zeros and singularities of ϕ+q (z) lie in the right half-plane and are equal to the zeros
and singularities of the the function q/(q − ψ(z)) there. If we had initially assumed that
ψ(z) was meromorphic for Re(z) ≤ 0, and that the solutions of q − ψ(z) with negative real
part were bounded away from iR we would have obtained an analogous result for ϕ−q (z).
The extension of ϕ+q (z) (resp. ϕ
−
q (z)) to C and the identification of the zeros and sin-
gularities as those of q/(q−ψ(z)) are the defining elements of the analytic factoring method.
The necessary assumption is that ψ(z) is meromorphic on one, or both half-planes and that
the solutions of q − ψ(z) are bounded away from the line iR.
From here, the approaches for determining ϕ+q (z) vary somewhat. However, the common
idea in all cases is to establish a representation of the function ϕ+q (z) as a product (with
potentially infinitely many terms) of its zeros and singularities. Since these must coincide
with the zeros and singularities of q/(q−ψ(z)), our problem will be reduced to finding zeros
and singularities of this latter, known function.
The specific approach for the hyper-exponential case relies on the fact that ψ(z) is a rational
function, so the q/(q − ψ(z)) is easily factored into the form f+(z) × f−(z). Before using
this fact, we remark that due to (3.1) and (3.3) we can identify ϕ+q (z) as the Laplace trans-
form of a subordinator without drift with Le´vy measure Π(dx) =
∫
R+ t
−1e−qtP(Xt ∈ dx)dt.
Similarly, we can identify ϕ−q (z) as the Laplace transform of the dual of a subordinator. A
slight modification of Proposition 2 in [14] then shows that z−1 log(ϕ+q (z))→ 0 as z →∞ for
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Re(z) ≤ 0, with the analogous result for ϕ−q (z) for Re(z) ≥ 0. Now we define the function
F (z) =

f+(z)
ϕ+q (z)
Re(z) ≤ 0
ϕ−q (z)
f−(z) Re(z) ≥ 0
,
which is easily verified to be an entire function, and therefore log(F (z)) is also an entire
function 4. Since z−1 log(f±(z)) → 0, as z → ∞ it is clear that F (z) satisfies the same
asymptotic condition. Applying Cauchy’s estimates (pg. 73 in [34]) we see that log(F (z))
must be a constant function on C, and evaluating at 1, we see this constant must be 0.
Therefore, ϕ+q (z) ≡ f+(z) on Re(z) ≤ 0 and ϕ−q (z) ≡ f−(z) on Re(z) ≥ 0.
Remark
The reader may recognize that we have used essentially the criteria of Theorem 3, Part 3 to
determine the Wiener-Hopf factors. This is correct: In the above discussion we use the same
techniques as those used to prove Theorem 3, Part 3 in [67]. It is clear that this approach
needlessly is complicated for the hyper-exponential process. The true power of Approach 2
is that we can use it even when q/(q−ψ(z)) cannot be directly factored into the product of
two functions f+(z) and f−(z) which clearly satisfy the criteria of Theorem 3, Part 3. See
for example the results and discussion in Section 3.2.3.
Approach 3: Integral representation
The final approach involves writing the Wiener-Hopf factors using an alternate (to 3.1)
integral representation and then solving the integral. This representation is given in the
following theorem.
Theorem 4 (Theorem 1(b) in [67]). For any Le´vy process whose Le´vy measure satisfies∫
R\[−1,1]
|x|Π(dx) <∞ (3.7)
for at least one  ∈ (0, 1) we have the following identity:
φ±q (z) = exp
(
± z
2pii
∫
R
log
(
q
q + Ψ(u)
)
du
u(u− z)
)
, z ∈ C±. (3.8)
4Here we no longer necessarily intend log(f(z)) to represent the composition of the principal branch of
the logarithm with f(z), but rather an analytic function g(z) such that exp(g(z)) = f(z). See X.5 in [102]
for a discussion and proof of existence.
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0
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0
Figure 3.2: Contours of integration
Condition (3.7) is a mild one, and is satisfied by all Le´vy processes in this work. It fails
only in cases where the Le´vy measure has very heavy tails. One may prove Theorem 4 by
showing that the right-hand side of (3.8) satisfies the conditions of Theorem 3 (vi).
To evaluate the integral in (3.8) for a hyper-exponential process, we may again let the
zeros and singularities of the function q/(q + Ψ(z)) be our guide. Specifically, let us factor
the function q/(q + Ψ(z)) according to (3.5) and re-write (3.8) as
φ+q (z) = exp
(
z
2pii
∫
R
g+(u) + g−(u)du
)
,
where,
g±(u) =
log(f±(iu))
u(u− z) .
Now we use the standard techniques of contour integration to complete our task. Consider
the contours L1 and L2 in Figure 3.2. For a fixed z ∈ C+ and R1 sufficiently large, the
function g+(u) is analytic 5 inside and on the contour L1 except for a simple pole at z. On
the other hand, the function g−(u) is analytic on C¯−; in particular, g−(u) is analytic on and
inside L2. Therefore, according to the residue theorem,∫
L1
g+(u)du = 2pii log(f+(iz))/z,
while Cauchy’s integral theorem ensures that the integral of g−(u) over the contour L2
vanishes. The reader may verify that as R1, R2 → ∞ the integrals of g+(u) and g−(u) on
the semi-circular contours also vanish. This shows that φ+q (z) = f
+(iz) as was expected.
5Technically speaking, we have a removable singularity at the origin. Rather than introduce new notation
we write g±(u) for the analytic continuation of our original functions.
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3.2.2 Stable processes
Recall from Chapter 2 that we are interested in stable processes with parameters (α, ρ) ∈ A
where
A = {α ∈ (0, 1), ρ ∈ (0, 1)} ∪ {α = 1, ρ = 1
2
} ∪ {α ∈ (1, 2), ρ ∈ [1− α−1, α−1]}. (3.9)
Since we make no restrictions on the behaviour of the positive or negative jumps of the
processes in this section, we may concentrate only on the positive Wiener-Hopf factor ϕ+q (z),
as we may obtain the corresponding information on ϕ−q (z) from the dual processes. Also, by
the self-similarity property of stable processes we have
ϕ+q (z) = ϕ
+
1 (zq
−1/α),
which shows that we may limit ourselves to the case q = 1 without loss of generality. For
Section 3.2.2, we will therefore define ϕ(z) := ϕ+1 (−z) and give all results in terms of ϕ(z).
This simplifies notation, and adheres to the conventional notation for stable processes.
We will make a few more useful definitions to aid us in this section. First, we note that
a spectrally positive stable process must satisfy the property ρ − 1 = −α−1. Motivated by
this, we’ll define the class of processes Ck,l, first introduced by Doney in [38], as the collection
of stable processes whose parameters satisfy the equation
ρ+ k = l/α, k, l ∈ Z. (3.10)
The classes {Ck,l} are often called the Doney classes. Next, for n ∈ N we define the q-
Pochhammer symbol as
(a; q)n :=
n−1∏
k=0
(1− aqk),
and (a; q)0 = 1. For |q| < 1 we may also define (a; q)∞ :=
∏
k≥0(1− aqk). Finally, for z ≥ 0
we will refer to the following expression
−sin(piρ)
pi
∫
R+
log(1 + (zu)α)
u2 + 2u cos(piρ) + 1
du,
as Darling’s integral .
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In the literature, Wiener-Hopf factorizations for stable processes are obtained exclusively
via Approach 3. For symmetric processes (ρ = 1/2) Darling [36] showed that Darling’s in-
tegral is equal to log(ϕ(z)) for positive real z, and the same result was established in the
general setting by Heyde [57]. It is not too difficult to show, essentially by substituting
the expression for Ψ(z) for stable processes (see (2.7)) into the integral in (3.8) and invok-
ing an argument of “changing the contour of integration” (see Chapter 5 for details of this
procedure), that evaluating Darling’s integral is equivalent to using Approach 3. The first
successful evaluation of Darling’s integral as a means of obtaining the Wiener-Hopf factor-
ization is due to Doney [38], who was able to do so precisely for processes in the Doney
classes. The main result from this work is given in Theorem 5.
Theorem 5 (Theorem 2 in [38]). If X ∈ Ck,l, then for |arg(z)| < pi
ϕ(z) =

(zα(−1)1−lq(1−k)/2; q)k
(z(−1)(1−k)q˜(1−l)/2; q˜)l , if l > 0,
(z(−1)1+kq˜(1+l)/2; q˜)|l|
(zα(−1)1+lq(1+k)/2; q)|k| , if l < 0,
where,
q = e2piiα and q˜ = e−2piiα.
Theorem 5 was established in 1987, but it is only recently that we have seen further de-
velopment in this area. In [68] Kuznetsov shows via Approach 3, that d
dz
log(ϕ(z)) can be
expressed in terms of a certain elliptic-like function. By studying this function’s properties
the author is able to derive an explicit expression for ϕ(z) for a general stable process. The
expression simplifies considerably for processes corresponding to certain subsets of A. Just
as Theorem 5 applies only to the Doney classes, membership in these subsets depends cru-
cially on the arithmetic properties of α. We will encounter this dependence again when we
discuss the density of the supremum process later in this section and in Chapter 7. While
this dependence is apparent, its probabilistic interpretation – for example the probabilistic
properties of processes belonging to the Doney classes – is still an open question. To give
the first result from [68] we need to define the Clausen function. For θ ∈ R the Clausen
function is given by
Cl2(θ) :=
∑
n≥1
sin(nθ)
n2
.
We may alternatively define Cl2(θ) as the imaginary part of the dilogarithm function, Li2(z),
evaluated at eiθ. See Appendix A or [82] for more information on these functions. With this
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we may state the first explicit expression for the Wiener-Hopf factors valid for rational α.
Theorem 6 (Theorem 2 in [68]). Assume that α = m
n
where m and n are coprime natural
numbers. Define
θ :=
cot−1(cot(pimρ) + (−1)mnzm sin(pimρ)−1), if mρ /∈ Z,0, if mρ ∈ Z.
Then, for z > 0
ϕ(z) = exp
(
1
2pimn
(Cl2(2θ)− Cl2(2pimρ)− Cl2(2θ − 2pimρ)
)
× (1 + (−1)mn2 cos(pimρ)zm + z2m)−ρ/(2n)
×
n−1∏
k=0
(1 + 2 cos(piα(ρ+ 2k + 1))zα + z2α)(n−2k−1)/(2n)
×
m−1∏
j=0
(
1 + 2 cos
(pi
α
(αρ+ 2j + 1)
)
z + z2
)(m−2j−1)/(2m)
Having given a result for all rational parameters, we consider now the irrational numbers.
Here we encounter an instance in which the arithmetic properties of the parameters play
an important role. It turns out that irrational numbers for which there are too many good
rational approximations form an exception. To make this precise, we will define the set L
to consist of irrational numbers x, where x satisfies∣∣∣∣x− pq
∣∣∣∣ < 1bq
for some b > 1, and infinitely many coprime integers p and q. One may prove, (see for
example [58]) that the set L is closed under multiplication and addition by the rational
numbers and is thus dense in R. It is a subset of the Liouville numbers, which are defined
by the weaker condition: x is a Liouville number if for all n ≥ 1 the inequality∣∣∣∣x− pq
∣∣∣∣ < 1qn (3.11)
is satisfied by infinitely many integers p and q. Since the Liouville numbers are a set of
Lebesgue measure 0 and Hausdorff dimension 0, L inherits these same properties. In this
sense numbers in the set L are somewhat rare. Theorem 5 in [68] shows that for any α /∈ L∪Q
we may write log(ϕ(z)) as an infinite sum involving the quotient of sine functions. The de-
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nominator in this quotient is a term of the form k sin(pikα) for k ∈ N. We see that the series
cannot be defined for rational α since in these cases we will eventually end up with division
by 0. And, for α ∈ L it turns out that we are not able to bound the terms away from zero
in order to ensure the series’ convergence.
The final result we give from [68] is a completely general result for the Wiener-Hopf fac-
torization expressed in terms of the double-gamma function G(z; τ), where |arg(τ)| < pi and
z ∈ C. For more information on the double-gamma function see Appendix A, pg. 1040–1041
in [68], or [10] and [11].
Theorem 7 (Theorem 4 in [68]). For (α, ρ) ∈ A, and |arg(z)| < pi
ϕ(z) = (2pi
√
z)αρ
G(1/2 + α/2(1 + ρ+ log(z)/(pii));α)
G(1/2 + α/2(1− ρ+ log(z)/(pii));α)
× G(1/2 + α/2(1 + ρ− log(z)/(pii));α)
G(1/2 + α/2(1− ρ− log(z)/(pii));α) .
Since we may also express the double-gamma function as an infinite product of gamma
functions, as a corollary to Theorem 7 we have an infinite product representation of ϕ(z) for
any stable process with the admissible parameters (see Corollary 3 in [68]).
The density of the supremum of a stable process
A subject closely related to the Wiener-Hopf factorization is that of the distribution of the
supremum process S. It is easy to see that for any Le´vy process
ϕ+q (z) = q
∫
R+
e−qtE[ezSt ]dt.
Therefore we should be able to recover information about the supremum process by inverting
the Laplace transform. It turns out that for stable processes a more fruitful approach is to
consider the Mellin transform of ϕ(z). Via the analytic properties ϕ(z) inherits from the
double-gamma function it is possible to derive an explicit expression for the Mellin transform
(see [68]), which leads to several different asymptotic and convergent series expressions for
the density p(x) of S (see [58, 68, 70]). We discuss this theory in more detail in Chapter
7, where we encounter the set L and the importance of the arithmetic properties of the
parameters (α, ρ) again. We also note that for spectrally one-sided processes we have com-
plete information about the distribution of the extrema due to the work of Bingham [16],
Doney [39], Bernyk, Dalang and Peskir [13] and Patie [90]. We will not consider one-sided
stable processes further in this work.
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3.2.3 Processes with bounded positive jumps and processes with
positive jumps of rational transform
In this section we consider two types of processes in which we constrain the behaviour of
the positive jumps. In the first case, we focus on processes with arbitrarily defined negative
jumps and positive jumps of rational transform, and in the second case we set an upper bound
for the positive jumps while allowing the negative jumps to behave arbitrarily. Reducing the
generality serves not only to develop a theoretical result, but also has practical value. The
primary benefit is that both types of processes can be used to approximate more general
processes quite easily. Additionally, there is a direct application for processes with bounded
jumps in actuarial science. We may use the dual of such a process to model the wealth of
an insurance company, with the negative jumps representing the claims. The wealth of an
insurance company that is reinsured above a certain claim amount is well represented by
such a process.
We briefly define both types of processes formally and then give the main results. From
Chapter 2 the reader will be familiar with processes of rational transform. From this and
the description just given we know that a process with positive jumps of rational
transform is defined by its Le´vy measure, which has the form Π(dx) = Π−(dx) + Π+(dx)
where Π− may be any Le´vy measure concentrated on R− and Π+ is an absolutely continuous
Le´vy measure on R+ with density
pi+(x) = I(x > 0)λ
N∑
n=1
Mn∑
j=1
cnj(ρn)
j x
j−1
(j − 1)!e
−ρnx. (3.12)
We see that if X is such a process, then we may write X = X+ +X− where X+ is a process
with only positive jumps defined by (3.12), and X− has only negative jumps. To define a
process with bounded positive jumps we first need to define the positive tail of a Le´vy
measure Π(dx) as: Π¯+(x) := Π((x,∞)) for x > 0. We say a process with Le´vy measure
Π(dx) has bounded positive jumps if there is a 0 < k+ <∞ such that
k+ := inf{x > 0 : Π¯+(x) = 0}.
Now we turn our attention to the Wiener-Hopf factorizations for these processes, both of
which are obtained using a version of Approach 2 6. In the case of processes with positive
6The original proof of Theorem 8 is due to [83] and proceeds using Approach 3. More recently it was
proved in [46] using Approach 2.
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jumps of rational transform, the approach is similar to the approach for hyper-exponential
processes.
Theorem 8 (Theorem 2.2 in [83]). The positive Wiener-Hopf factor of a process with positive
jumps of rational transform has the following form
ϕ+q (z) =
N∏
n=1
(
ρn − z
ρn
)Mn J∏
j=1
(
ζj
ζj − z
)Kj
, (3.13)
where {ζj}1≤j≤J are the J distinct roots of the equation ψ(z) = q in the plane Re(z) > 0 and
{Kj}1≤j≤J their multiplicities.
For practical application, we will need to have more information (e.g. location, multiplicity)
about the roots {ζj}1≤j≤J . For processes with both positive and negative jumps of rational
transform, Theorem 2 gives us complete information about multiplicity. For processes with
arbitrary negative jumps we have similar information. Namely, we know that ζ1 is real and
has multiplicity 1. If Mn denotes the multiplicity of n
th pole ρn, and P = M1 + . . . + MN
denotes the total pole count, then the total root count, K = 1 + K2 + . . . + KJ does not
depend on q and is related to the pole count. Specifically, if X is a process with positive
jumps of rational transform and if −X− is a subordinator then P = K, otherwise K = P+1.
Unfortunately, beyond the fact that the roots are located in the positive half-plane we do
not have specific information about their location. We briefly discuss root finding algorithms
in Chapter 5.
As a corollary to Theorem 8 we may also derive a generalized density (see Corollary 2.1
in [83]) for Se(q), which is “generalized” in the sense that the distribution has an atom at
0 in the case where −X− is a subordinator. Additionally, Theorem 8 also holds for q = 0
provided that E[X1] < 0. Finally, the reader should note, that the results of [83] generalize
earlier results on Le´vy process with positive phase-type jumps; see, for example, [7, 88].
Now we shift our attention to processes with bounded positive jumps. Again, the approach
to finding the Wiener-Hopf factors is via analytic factoring. The boundedness of the positive
jumps implies that the function f(z) = κ(q, iz) belongs to a special class of functions known
as the Cartwright class. A property of such functions is that they have infinitely many zeros,
and admit an infinite product representation in terms of linear factors of these zeros. Via
the standard argument, we know that the zeros of k(q,−z) on the right half-plane are just
those of q−ψ(z) there; these are the key ideas underlying the proof of the following theorem
which can be found in [73].
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Theorem 9 (Theorem 1 in [73]). Assume that q > 0, and let ψ(z) be the Laplace expo-
nent of a process with bounded positive jumps. The equation ψ(z) = q has a unique positive
solution ζ0 and infinitely many solutions in Q1 := {z ∈ C : Re(z) > 0, Im(z) > 0}, de-
noted {ζn}n≥1. Assume that ζn are arranged in the order of increase of absolute value. The
following statements are true:
• ζ0 has multiplicity one and Re(ζn) ≥ ζ0 for all n ≥ 1.
• The Wiener-Hopf factors can be identified as follows: for Re(z) ≥ 0
ϕ+q (−z) = e
kz
2
(
1 +
z
ζ0
)−1∏
n≥1
(
1 +
z
ζn
)−1(
1 +
z
ζ¯n
)−1
, and
ϕ−q (z) =
q
q − ψ(z)
1
ϕ+q (z)
,
where z¯ denotes the complex conjugate of z, and k is the least upper bound of the
positive jumps.
In this case all solutions but one are complex, but we are given the asymptotics for the large
solutions for a fairly broad class of processes, and the authors provide a practical numerical
method for finding the smaller solutions. Excluded from the theorem above, but included
in [73], is a statement concerning the approximate location of the solutions. The authors
find that the majority of the solutions (all but a collection having an asymptotic density
equal to 0) are complex numbers in Q1 with angle greater than pi/2 − ε, where ε may be
arbitrarily small.
3.2.4 Meromorphic processes
We recall from Chapter 2 that a meromorphic process is an “infinite version” of a hyper-
exponential process which derives its name from the fact that its Laplace exponent,
ψ(z) =
σ2z2
2
+ az + z2
∑
n≥1
aˆn
ρˆn(ρˆn + z)
+ z2
∑
n≥1
an
ρn(ρn − z) , (3.14)
may be continued to a real meromorphic function on C. It is also important to remember the
interlacing property (2.16) of the poles {ρˆn}n≥1, {ρn}n≥1 of ψ(z) and the solutions {−ζˆn}n≥1,
{ζn}n≥1 of the equation ψ(z) = q. We might expect that the Wiener-Hopf factorization for
a meromorphic process can be obtained by simply extending the finite products in (3.5) to
infinite ones. This intuition is correct, although the result is not trivial. In particular, it is
not obvious that we can “factor” the series in (3.14) into a product representation like we
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would for a rational function. See [66] for a proof that such a factorization is, in fact, possible
and for a proof of the following key theorem. The proof of Theorem 10 follows Approach 1.
Theorem 10 (Theorem 1 in [66]). Assume that q > 0. Then for Re(z) > 0
ϕ+q (−z) =
∏
n≥1
1 + z
ρn
1 + z
ζn
, and ϕ−q (z) =
∏
n≥1
1 + z
ρˆn
1 + z
ζˆn
.
The distribution of Se(q) can be identified as an infinite mixture of exponential distributions
P(Se(q) ∈ dx) = β0δ0(dx) +
∑
n≥1
βnζne
−ζnxdx,
where P(Se(q) ∈ dx) is a measure supported on R¯+, and the coefficients {βn}n≥0 are positive,
satisfy
∑
n≥0 βn = 1, and can be computed as
β0 = lim
n→+∞
n∏
k=1
ζk
ρk
, and βn =
(
1− ζn
ρn
)∏
k>1
k 6=n
1− ζn
ρk
1− ζn
ρn
.
The distribution of −Ie(q) has the same form as above, with {ρn, ζn}n≥1 replaced by {ρˆn, ζˆn}n≥1.
Theorem 10 is especially useful when combined with the closed form formulas for the Laplace
exponents of processes in the β and θ families and the interlacing property. We recall from
Chapter 2 that for these families the poles are just functions of the index n that behave
linearly or quadratically. Therefore, we may quickly and easily calculate truncated versions
of the Wiener-Hopf factors and associated densities by numerically finding zeros of q−ψ(z).
The interlacing property tells us the zeros are real, and also gives us the approximate location
at which to start our numerical search. Additionally, for large zeros we have asymptotic
expansions for both families, detailed in [65,66] and Chapter 5, which may be used as input
for the numerical method. This technique is also useful in determining the density of Xe(q)
which may be expressed in the following way:
Theorem 11 (Theorem 2 v. in [71]). Let X be a meromorphic Le´vy process which is not a
compound Poisson process and let q > 0. Then,
P(Xe(q) ∈ dx) = q
(
I(x > 0)
∑
n≥1
e−ζnx
ψ′(ζn)
− I(x < 0)
∑
n≥1
e−ζˆnx
ψ′(ζˆn)
)
dx.
It is rare that we find processes for which we have explicit expressions for the density of Xt.
In Theorem 11 we get the next best thing, that is, an expression for the density of Xe(q)
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which can be evaluated numerically very easily.
3.2.5 Processes with completely monotone jumps
We conclude this section with a brief overview of the Wiener-Hopf factorization for processes
with completely monotone jumps although there are no known general formulas for this class.
The motivation for this section is that it provides an opportunity to explain why many of
the popular processes in mathematical finance, such as the VG, CGMY, and NIG processes
do not have explicit Wiener-Hopf factorizations. It also allows us to mention an important
theorem of Rogers [101] which demonstrates the connection between the Wiener-Hopf fac-
tors of processes with completely monotone jumps and random variables with exponential
mixture distributions.
We recall that a VG process has Laplace exponent
ψ(z) = −c log
(
1 +
z
ρˆ
)
− c log
(
1− z
ρ
)
, (3.15)
where the parameters are all positive. With this Laplace exponent, we have little hope of
factoring the function q/(q−ψ(z) into the product of Laplace transforms of infinitely divisi-
ble distributions. We also do not see a clear strategy for evaluating the integral of Approach
3. Therefore, our only hope lies with Approach 2. However, we see that ψ(z) has branch
points at −ρˆ and ρ and so it clearly cannot be extended to a meromorphic function on the
left or right half-plane. We find this a common problem with the CGMY and NIG process
as well: in both cases the Laplace exponents have branch points which cause difficulty.
There is some hope in our search for a formula for the Wiener-Hopf factors of completely
monotone processes: we may characterize the distributions of Se(q) and Ie(q) for all processes
in this class. We say a positive (resp. negative) random variable, Z+ (resp. Z−), is a
mixture of exponentials if we can express its characteristic function as
E[eiθZ+ ] =
∫
(0,∞]
x
(x− iθ)µ
+(dx)
(
resp. E[eiθZ− ] =
∫
(0,∞]
x
(x+ iθ)
µ−(dx)
)
,
where µ+(dx) (resp. µ−(dx)) is a probability distribution. We recall, for example, that
the distribution of Se(q) for hyper-exponential processes with positive Gaussian component
is a finite mixture of exponentials. The following theorem builds the connection between
completely monotone processes and mixtures of exponentials.
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Theorem 12 (Theorem 2 in [101]). Let X be a Le´vy process, and let Se(q), Ie(q) be defined
with respect to X.
1. If X is a completely monotone process then for each q > 0 the random variables Se(q)
and Ie(q) are mixtures of exponentials.
2. If for some q > 0, the random variables Se(q) and Ie(q) are mixtures of exponentials,
then X is a completely monotone process.
What we can gather from this theorem is that it might be possible to find a good approxima-
tion of the distributions of Ie(q) and Se(q) by some finite mixtures of exponentials. In Chapter
8 we demonstrate precisely how this can be done, by approximating completely monotone
processes with hyper-exponential processes.
3.3 Two examples of applications in finance
Problems in finance and actuarial science are very often concerned with so-called exit prob-
lems. By this we mean problems that deal with the exit of the process from an interval.
It seems natural that we should be able to formulate such exit problems in terms of ex-
trema processes I and S, and luckily, with the help of the Wiener-Hopf factorization, this
is often the case. Further, once we have such a formulation, knowledge of the Wiener-Hopf
factors usually provides us with some method of solution. In this section we present two ex-
amples which demonstrate the usefulness of the Wiener-Hopf factorization in pricing options.
We begin by showing how the Wiener-Hopf factorization may be used to price barrier op-
tions, which is the primary application for the theoretical results developed in Chapter 8.
Then we show its usefulness in pricing perpetual American options. This final example is
included primarily to demonstrate the Wiener-Hopf factorization’s versatility: we show two
different methods of obtaining the price via the Wiener-Hopf factorization. Also, it allows
us introduce two other interesting fluctuation identities.
The reader will recall that A = {At : t ≥ 0} represents our stock price process which is
based on an underlying Le´vy process X (see definition in Section 2.1.4), τ+x is the first strict
passage time for the process X at level x (see again Section 2.1.4), and r > 0 is the discount
rate.
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Example: Down and out barrier options
We wish to value the option to sell a stock at some expiry time T > 0 for strike price
K > 0 on the condition that the option is invalid if the stock price falls below some barrier
0 < B < A0 prior to time T . This is known as a down-and-out barrier put option, and in
mathematical terms the quantity we are interested in calculating is
D(A0, K,B, T ) := e
−rTE
[
(K − AT )+I
(
inf
0≤t≤T
At > B
)]
.
By factoring out the constant A0 and dropping the discounting term, we can instead solve
the equivalent problem of determining
f(T ) := E[(k − eXT )+I(IT > b)],
where k := K/A0 and b := log(B/A0). Now, if we take the Laplace transform of f(t) we
may replace the deterministic time T by the independent (of X) random time e(q). That is,
we define the function F (q) as
F (q) :=
∫
R+
qe−qtf(t)dt = E[(k − eXe(q))+I(Ie(q) > b)].
Accordingly, we can solve our problem if we can determine F (q) and then invert the Laplace
transform to recover f(t). We notice, however, that due to the Wiener-Hopf factorization
we may write,
F (q) = E[(k − eSe(q)+Ie(q))+I(Ie(q) > −b)],
and so we have reformulated the problem in terms of the random variables Se(q) and Ie(q).
The approach we have just described is originally due to Jeannin and Pistorius [60].
If we now suppose that we can determine the Wiener-Hopf factors, and identify the distribu-
tions of these random variables – perhaps even their densities – then the problem becomes
tractable. For example, we might consider the scenario where X is a hyper-exponential pro-
cess with positive Gaussian component. In this case we have simple densities for Se(q) and
Ie(q) and we may develop an explicit expression for F (q) in terms of the now familiar zeros
and poles.
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Example: Perpetual American options and the Pecherskii-Rogozin identity
The perpetual American put gives the buyer the option to sell a stock at any point in the
future for a strike price K > 0. The value of such an option, in mathematical terms, is given
by
v(x) := sup
τ∈T
E[e−rτ (K − Aτ )+],
where T is the set of all stopping times for the filtration F, and where we change the definition
of A0 slightly to depend on x, i.e. A0(x) := exp(x). It turns out that there exists an optimal
stopping time which maximizes v, which we will denote τ ∗. This stopping time corresponds
to the strict first passage time of the process X below a barrier x∗. In other words, we can
reformulate the problem as an exit problem as follows:
Theorem 13 (Theorem 3 in [4]). Assume r > 0 or r = 0 and our process X obeys
limt→∞Xt =∞ almost surely, then
v(x) =
E[(KE[eIe(r) ]− ex+Ie(r))+]
E[eIe(r) ]
,
with optimal stopping time
τ ∗ = inf{t ≥ 0 : Xt < x∗},
and barrier,
x∗ = log(K)E[eIe(r) ].
Here e(r) plays the role of e(q) and the reader should remember that we follow the con-
vention that e(r) = ∞ almost surely when r = 0. We see, as with the example for barrier
options, that if we can identify the distribution of the random variable Ie(r) then we have
a chance to determine the optimal barrier, the optimal stopping time, and the value of our
option.
This problem also has another connection to the Wiener-Hopf factorization that involves
the well-known Pecherskii-Rogozin identity, which was first introduced in [95]. For w > 0
and r, z ≥ 0, the Pecherskii-Rogozin identity relates the double Laplace transform of the
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strict first passage time and overshoot with the Wiener-Hopf factors as follows:∫
R+
e−wxE[e−qτ
+
x −z(Xτ+x −x)]dx =
1
w − z
(
1− ϕ
+
r (−w)
ϕ+r (−z)
)
. (3.16)
Using the Wiener-Hopf factorization, together with the fluctuation identity
E[e−rτ
+
x −z(Xτ+x −x)I(τ+x <∞)] =
E[e−zSe(r)I(Se(r) > x])
E[e−zSe(r) ]
(3.17)
it is quite easy to obtain (3.16) (see [4] for details and a proof of (3.17)). The connection with
the problem of the American put, is that for the class of regular Le´vy processes of exponential
type (first introduced in [21]) which includes the popular NIG and CGMY (Y ∈ (0, 2))
processes, we can use (3.16) to obtain the Fourier transform of v(x),∫
R
eiλxv(x)dx = K
eiλx
∗
iλ(iλ+ 1)
φ−r (−λ), (3.18)
which is valid for λ ∈ R. For the details of the proof of (3.18) using the Pecherskii-Rogozin
identity see [4], and for the original derivation see Section 4.2 in [21]. This gives us another
method to evaluate v(x) provided we are able to determine the negative Wiener-Hopf factor
and successfully perform a (numerical) Fourier inversion.
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Chapter 4
The exponential functional
In this chapter we introduce the exponential functional of a Le´vy process and its
primary financial application, the Asian option. We state and prove a verification
result for determining the distribution of the exponential functional involving
the Mellin transform. This result has been successfully applied in both cases
for which the distribution of the exponential functional of a process with two-
sided jumps is known. We demonstrate, with an example, how the verification
result may be applied in the case of processes with jumps of rational transform
and give the distribution of the exponential functional for such processes; this
gives an overview of the recent work of Kuznetsov [69] and Cai and Kou [27].
Additionally, we examine the connection, via the Lamperti transform, between
exponential functionals and positive self-similar Markov processes. We review
an interesting example from [72] that demonstrates how to derive the density of
the supremum of a stable process from the density of the exponential functional
of a hypergeometric process. In a related example, we show how to derive the
distribution of an important homogeneous functional related to stable processes.
4.1 Introduction
Exponential functionals are important and useful objects, not only in mathematical finance,
but also in many other areas of probability theory. They play a role in such fields as
self-similar Markov processes, random processes in random environments, fragmentation
processes, and branching processes. They are also connected with generalized Ornstein-
Uhlenbeck processes where their distribution appears as the stationary measure. A good
survey on the topic, covering both theory and applications, can be found in [15].
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In this chapter we will highlight some recent findings regarding the distribution of the expo-
nential functional. We describe two techniques–one involving the Mellin transform (Section
4.2) and the other involving the Lamperti transform (Section 4.3)–which have been suc-
cessfully applied to determine the distribution of the exponential functional. The former
technique is the most important for this work; we apply it again in Chapter 6 to derive the
distribution of the exponential functional of a meromorphic process. Although the result
for meromorphic processes generalizes an existing result for hypergeometric processes (see
definition in Section 4.3.3), the example of the hypergeometric process is still interesting.
This is because of its connection, through the Lamperti transform, with the density of the
supremum of a stable process (this density is our focus in Chapter 7) and with the dis-
tribution of the homogeneous functional Ar (see Example 3 in Section 4.3.3 and Corollary
1). We explore the connection between hypergeometric processes and stable processes in
Section 4.3.3. We also show, with various examples throughout the chapter, the role of the
exponential functional in pricing Asian options. In the remainder of this Introduction, we
define the exponential functional and discuss its role in pricing Asian options.
4.1.1 The exponential functional
We define the exponential functional of a Le´vy process X to be the random variable
Iζ(X) :=
∫ ζ
0
eXtdt,
where ζ is either e(q) or∞. We will not use the notation Iζ(X) directly, rather we will write
Iq(X) if ζ = e(q) and I∞(X) if ζ =∞ (equivalently ζ = e(q) and q = 0). In this latter case,
we know from Theorem 1 in [15] that the random variable I∞(X) is well defined provided
X drifts to −∞. By a slight abuse of nomenclature, we will also refer to
Iu(X) :=
∫ u
0
eXtdt
as the exponential functional of X, where u is a finite deterministic time. The reader should
note that Iu(X) is often referred to as the additive functional in the literature; in this in-
stance our nomenclature is non-standard. When there is no danger of ambiguity, we will
drop the reference to the process X in the notation and write simply Iq, I∞, and Iu.
Determining the distribution of the exponential functional can be quite complicated, and
the number of explicit results is small. For process with either no jumps, or one-sided
jumps, the distribution is known explicitly for the case when X is either: a Poisson process,
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a scaled Brownian motion with drift (see Section 4.3.3), or one of several classes of spectrally
one-sided processes (see for example [31, 79, 89, 91]). However, for processes with two-sided
jumps, we have explicit distributions only for processes with jumps of rational transform,
and for hypergeometric processes [72]. In the latter case, the processes in question may have
both infinite activity and infinite variation. To date, this is the only example of a two-sided,
infinite activity/variation process for which we can identify the distribution of the exponen-
tial functional. Even this result is not completely general: our knowledge is limited to the
distribution of Iq for only one value of q which depends on the parameters of the process.
We close this section by presenting the primary financial application of the exponential
functional, the Asian option. We will refer to this example throughout the chapter and in
Chapters 5 and 6.
Example: Asian Options
The exponential functional is clearly visible in the pricing formula for Asian options and it
will be the key in our approach to calculating option prices. We recall from Section 2.1.4
that the stock price, A, based on a Le´vy process X, is defined by At := A0 exp(Xt), and we
assume that our measure P is risk neutral. We are interested in calculating the price of an
arithmetic, continuously monitored, fixed strike Asian call option, which is given by
C(A0, K, T ) := e
−rTE
[(
1
T
∫ T
0
A0e
Xudu−K
)+]
, (4.1)
where T, K > 0 are the expiry time and strike price respectively. Finding an explicit ex-
pression for C(A0, K, T ) is a difficult problem, and, even for the simple case of Brownian
motion it remains open. The difficulty arises from the fact that the process Z, defined by
Zt = It, t ≥ 0, is not a Markov process (see Section 4.3.1). In other words, the value of the
option depends on the entire path of Z over the time interval [0, T ] rather than the value
of Z solely at time T . Our best hope for calculating C(A0, K, T ) is to find an implicit, or
semi-explicit formula which is easy to work with from a numerical perspective.
By factoring out the constants 1/T and A0, we get C(A0, K, T ) = exp(−rT )× A0/T
× fa(TK/A0, T ) where
fa(k, t) := E
[(∫ t
0
eXudu− k
)+]
. (4.2)
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We see that determining fa(k, t) is equivalent to obtaining a price. Proceeding as we did in
Section 3.3 with barrier options, we replace the deterministic time t with the random time
e(q) by taking the Laplace transform
ha(k, q) := q
∫
R+
e−qtfa(k, t)dt = E[fa(k, e(q))] = E[(Iq(X)− k)+]. (4.3)
We will see in later examples that the function ha(k, q) is used either directly or indirectly
to determine fa(k, t) and subsequently the price. If the distribution of Iq(X) is tractable
enough, then we have a good chance of deriving an explicit expression for ha(k, q). This
turns out to be the case when X is a scaled Brownian motion with drift (see Section 4.3.3).
However, when X is a process with jumps, the distribution of Iq(X) will be too complicated
for a direct approach. We show in Section 4.2 that our method may still be successful,
provided that we can find a nice expression for the Mellin transform of ha(k, q).
4.2 The Mellin transform
In this section we will study the Mellin transform of the random variable Iq which we define
as the function
M(Iq, z) := E[Iz−1q ], z ∈ 1 + iR.
We plan to use the Mellin transform to determine the distribution of the exponential func-
tional. To do this, will use a verification result based on a functional equation involving
the Mellin transform and the Laplace exponent of the underlying process. We will see that
functions satisfying the functional equation, and some growth constraints, can be identi-
fied as Mellin transforms of exponential functionals. Although finding the correct candidate
function for the verification result may be challenging, this approach has been used success-
fully to determine the distribution of the exponential functional for processes with jumps of
rational transform [69], for hypergeometric processes [72], and in Chapter 6 we use it again
for meromorphic processes.
In Section 4.2.2 we will give a proof of the verification result, and in Section 4.2.3 we will
use it to derive the distribution of Iq(X) when X is a Le´vy process with jumps of rational
transform. In particular, for the special case where X is a hyper-exponential process, we
will show that we can express Iq(X) in terms of products of well-known random variables.
In Section 4.2.1 we give precise statements of these results, which were originally derived by
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Cai and Kou [27] and Kuznetsov [69], and remind the reader of the necessary facts about
processes with jumps of rational transform. The results and proof for hyper-exponential pro-
cesses can be viewed as inspiration for the results in Chapter 6 on meromorphic processes.
To conclude our discussion on the Mellin transform, we show in Section 4.2.4 how it may be
used to solve the pricing problem for Asian options.
4.2.1 The distribution of Iq for processes with jumps of rational
transform
Before stating any theorems regarding processes with jumps of rational transform, we must
recall some facts about their Laplace exponents ψ(z), and the solutions of the equation
ψ(z) = q (see equation (2.9) and Theorem 2 for full details). A process with jumps of ra-
tional transform is a finite activity process, and therefore necessarily a compound Poisson
process. As usual we will denote the parameter controlling the intensity of the jumps by
λ. The Laplace exponent ψ(z) has N poles at points {ρn}1≤n≤N located in the half-plane
Re(z) > 0. Of these only ρ1 is required to be real, and we assume that the poles are ordered
by their real component, i.e. ρ1 < Re(ρ2) < . . . < Re(ρN). Pole ρi has multiplicity Mi so that
the pole count–with multiplicity–in the positive half-plane is given by P =
∑
1≤n≤N Mn. The
poles {−ρˆn}1≤n≤Nˆ in the negative half-plane can be defined in an analogous way, with −ρˆi,
and Mˆi denoting the ith pole and its multiplicity, and Nˆ and Pˆ the pole count and pole count
with multiplicity respectively. The total pole count, with multiplicity, is denoted R = P + Pˆ .
The equation ψ(z) = q has K solutions in the positive half-plane, Kˆ solutions in the negative
half-plane, and Q = K + Kˆ total solutions 1. The solutions in the positive (resp. negative)
half-plane are denoted {ζn}1≤n≤N (resp. {−ζˆn}1≤n≤Nˆ) and we presume they are ordered by
their real component like the poles. Further, the values P and K, and Pˆ and Kˆ, are related
in a manner that depends on the values of the Gaussian component σ and the drift a of the
process:
(K, Kˆ) =

(P + 1, Pˆ + 1) σ > 0
(P + 1, Pˆ ) σ = 0 and a > 0
(P, Pˆ + 1) σ = 0 and a < 0
(P, Pˆ ) σ = 0 and a = 0
.
1When we count solutions of the equation ψ(z) = q we always assume that our count also tracks multi-
plicity.
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Finally, the solutions −ζˆ1, and ζ1 are real and satisfy
ζˆ1 < ρˆ1, and ζ1 < ρ1. (4.4)
We recall that hyper-exponential processes are just processes with jumps of rational trans-
form for which all of the poles are simple and real valued. In this case, all solutions of
ψ(z) = q are also simple and real valued, and we may extend (4.4) to the interlacing prop-
erty:
0 < ζ1 < ρ1 < ζ2 < ρ2 . . . (4.5)
0 < ζˆ1 < ρˆ1 < ζˆ2 < ρˆ2 . . . .
We are now able to state the first result, which concerns hyper-exponential processes. The
following theorem was proven by Cai and Kou [27] for the case where the Gaussian component
of the process is non zero. A generalization of their results for processes with jumps of
rational transform was published by Kuznetsov [69] in 2012. In this paper he also proved
the remaining case (σ = 0) for hyper-exponential processes. In the theorem, G(α,β) stands
for a gamma random variable with shape and scale parameters α and β respectively, and
B(α,β) stands for a beta random variable, again with parameters α and β. Further, we follow
the convention that the empty product
∏0
k=1 is equal to 1.
Theorem 14 (Theorem 4.3 in [27] and Theorem 1 in [69]). Let X be a hyper-exponential
Le´vy process, and assume that q > 0 or q = 0 and E[X1] < 0, then
Iq(X)
d
= AB(1,ζˆ1)
∏Kˆ−1
k=1 B(ρˆk+1,ζˆk+1−ρˆk)∏P
k=1 B(ζk,ρk−ζk)
, (4.6)
where,
A :=

2
σ2G(ζK ,1)
σ > 0
G(ρˆKˆ+1,1)
|a|G(ζK ,1)
σ = 0 and a > 0
1
|a| σ = 0 and a < 0
G(ρˆKˆ+1,1)
q + λ
σ = a = 0
,
and where (4.6) is a product of independent random variables.
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The main contribution of [69] is that we may find an expression for the density of Iq(X) in
the general setting, where X is a process with jumps of rational transform. The density is
expressed in terms of the function G(z), which we define for a process with jumps of rational
transform as
G(z) :=
∏K
k=1 Γ(ζk − z + 1)∏N
n=1 Γ(ρn − z + 1)Mn
×
∏Nˆ
n=1 Γ(ρˆn + z)
Mn∏Kˆ
k=1 Γ(ζˆk + z)
, (4.7)
and in terms of the Meijer-G function, Gm,np,q
(
z
∣∣ a
b
)
(See Appendix A).
For any z ∈ C, and n ∈ N, we define the vector [z]n ∈ Cn as
[z]n = (z, z, . . . , z).
Then, we define the vectors ρ ∈ CR+1 and ζ ∈ CQ as
ρ = (1, [1− ρˆ1]Mˆ1 , [1− ρˆ2]Mˆ2 , . . . [1− ρˆNˆ ]MˆNˆ , [1 + ρ1]M1 , [1 + ρ2]M2 , . . . , [1 + ρN ]MN ), (4.8)
ζ = (1 + ζ1, 1 + ζ2, . . . , 1 + ζK , 1− ζˆ1, 1− ζˆ2, . . . , 1− ζˆKˆ). (4.9)
Under the assumption that Γ(z)G(z) has only simple poles 2 we have the following theorem:
Theorem 15 (Proposition 3 in [69]). Let X be a Le´vy process with jumps of rational trans-
form, and assume that q > 0 or q = 0 and E[X1] < 0, then the density p(x) of the exponential
functional Iq(X) satisfies
p(x) =
A
G(1) ×G
K,Pˆ+1
R+1,Q
(
(Ax)−1
∣∣∣∣ρζ
)
,
where,
A :=

σ2
2
σ > 0
|a| σ = 0 and a 6= 0
q + λ σ = a = 0
.
A few comments on Theorem 15 are in order. First, from the series formulation of the Meijer-
G function, we get series representations and asymptotic expansions for p(x) (see Proposition
3 (i),(ii), and (iii) in [69]). Second, our assumption that Γ(z)G(z) has only simple poles is
2See Assumption A in [69] for sufficient conditions in terms of the poles {−ρˆn}, solutions {−ζn}, and
function q − ψ(z), which together ensure this assumption is satisfied
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purely for simplification. We may also obtain densities when this assumption fails, but the
resulting expression is more complicated. As already stated, the key to proving Theorem
14 and Theorem 15 is finding an expression for the Mellin transform of Iq(X). In the next
section, we discuss a verification result which helps us derive this expression.
4.2.2 A verification result
The proof of the verification result is relatively short, so we give a sketch of the details be-
low. We will do so in two steps. First, we will prove a lemma due to Maulik and Zwart [85]
and Carmona et. al. [28] showing that the Mellin transform satisfies a functional equation
involving the Laplace exponent of the process. Second, we will give a sketch of a proof of the
converse claim, due to Kuznetsov and Pardo [72], that any function satisfying the functional
equation (plus some other technical conditions) must be the Mellin transform.
The following useful lemma is due to Maulik and Zwart [85] for the case q = 0 and Carmona
et. al. [28] for the case q > 0. The proof we present below is a combination of the proofs
from these two papers.
Lemma 1 (Proposition 3.1 in [28] and Lemma 2.1 in [85]). Let q ≥ 0 and X be a Le´vy
process with Laplace exponent ψ(z). If z > 0 and q − ψ(z) > 0, we have
M(Iq, z + 1) = z
q − ψ(z)M(Iq, z), (4.10)
where the equality is interpreted to mean that both sides can be infinite.
Proof. We may treat the cases q = 0 and q > 0 identically except for a final step. The
common first piece of the proof goes as follows: we integrate the following identity
d
du
(It − Iu)z = −z(It − Iu)z−1 eXu ,
over the interval [0, t] to obtain
Izt = z
∫ t
0
(It − Iu)z−1 eXudu. (4.11)
Now, we observe that
It − Iu = eXu
∫ t−u
0
e(Xu+s−Xu)ds d= eXuIt−u, (4.12)
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where the last equality follows from the fact that the process X˜, defined by X˜s := Xt+s−Xt,
is independent of the process X up until time t, and has the same distribution as X (see
Theorem 17). Plugging (4.12) into (4.11) and taking expectations, gives, after an application
of Fubini’s theorem,
E[Izt ] = z
∫ t
0
euψ(z)E[Iz−1t−u ]du. (4.13)
For the case q = 0, we make the change of variables u 7→ t − v in (4.13), and calculate the
limit as t→∞ via an application of l’Hoˆpital’s rule:
E[Iz∞] = −z lim
t→∞
e−tψ(z)E[Iz−1t ]
ψ(z)e−tψ(z)
du = − z
ψ(z)
E[Iz−1∞ ].
In this final step we use the assumption that ψ(z) < 0 to justify our use of l’Hoˆpital’s rule.
When q > 0 we plug (4.13) into the following identity:
E[Izq ] = q
∫
R+
e−qtE[Izt ]dt.
An application of Fubini’s theorem with the same change of variables, and the fact that
q − ψ(z) > 0 yields the result. uunionsq
Now, we state and prove the verification result. Although the statement of this theorem
and the associated proof originally appeared in [72] we will use here the statement and
abbreviated proof from [69].
Theorem 16 (Proposition 2 in [69]). Assume that Crame´r’s condition is satisfied: there
exists z0 > 0 such that the Laplace exponent ψ(z) is finite for all z ∈ (0, z0) and ψ(θ) = q
for some θ ∈ (0, z0). If a function f(z) satisfies the following three properties:
(i) f(z) is analytic and zero-free in the strip Re(z) ∈ (0, 1 + θ);
(ii) f(1) = 1 and f(z + 1) = zf(z)/(q − ψ(z)) for all z ∈ (0, θ); and
(iii) |f(z)|−1 = o(exp(2pi|Im(z)|)) as Im(z)→∞, uniformly in Re(z) ∈ (0, 1 + θ),
then M(Iq, z) ≡ f(z) for Re(z) ∈ (0, 1 + θ).
Proof (sketch). First, we gather some facts about M(Iq, z). From Crame´r’s condition and
Lemma 2 in [100] we know thatM(Iq, z) can be extended to an analytic function in the ver-
tical strip Re(z) ∈ (0, 1 + θ). Further, since |M(Iq, z)| <M(Iq,Re(z)) we see thatM(Iq, z)
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is bounded on the strip [θ/2, 1+θ/2]. Lastly, invoking once again Crame´r’s condition, we see
that the sufficient conditions of Lemma 1 are satisfied on the interval (0, θ), and soM(Iq, z)
satisfies the functional equation in (ii).
This last point ensures that the function F (z) = M(Iq, z)/f(z) is a periodic function
with period 1. Due to condition (i), F (z) may be extended to an analytic function in
the entire complex plane, and condition (iii) and the boundedness of M(Iq, z) imply that
F (z) = o(exp(2pi|Im(z)|)) uniformly in Re(z) ∈ R. Any function which is analytic, periodic
with period equal to one, and which satisfies this asymptotic condition must be identically
equal to a constant (see proof of Proposition 2 in [72]). Since F (1) = 1 we conclude that
F (z) ≡ 1, that is M(Iq, z) ≡ f(z). uunionsq
To apply the verification result of Theorem 16 we see that we need a candidate function f(z)
that satisfies the three criteria. In the following section, we will see how to construct this
function for a process with jumps of rational transform. We will use similar ideas in Chapter
6 for meromorphic processes.
4.2.3 An application of the verification result for processes with
jumps of rational transform
Theorems 14 and 15 are proven in [69] using the verification result with the following candi-
date function:
h(z) = A1−z × Γ(z)× G(z)G(1) . (4.14)
Here, A is the constant in Theorem 15, and the function G(z) is defined in (4.7). It is easy
to check that h(z) satisfies the criteria of the verification result of Theorem 16, but what is
the origin of h(z)? How do we deduce the proper form for the candidate function?
We give a nearly complete answer to these questions by using a simple process as an example.
The extension to a general hyper-exponential process, or a general process with jumps of
rational transform is straight-forward and is discussed in Theorem 1 in [69]. Accordingly, let
X be the process with Laplace exponent
ψ(z) =
σ2z2
2
+ az + z
a1
ρ1 − z − z
(
aˆ1
ρˆ1 + z
+
aˆ2
ρˆ2 + z
)
, (4.15)
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where aˆ1, aˆ2, a1, ρˆ1, Re(ρˆ2), ρ1, σ > 0. Note that we have not specified that the pole −ρˆ2
is real; if it is real, then X is a hyper-exponential process. In either case, the function ψ(z)
has only three poles −ρˆ1, −ρˆ2, and ρ1, and since σ > 0, the equation ψ(z) = q has exactly
five solutions, −ζˆ3,−ζˆ2,−ζˆ1, ζ1, and ζ2. For the remainder of this section, we assume the
functions h(z) and G(z) are defined with respect to X.
Our approach is to solve the functional equation of Theorem 16 (ii)
f(z + 1) =
z
q − ψ(z)f(z), (4.16)
and then verify (or ensure) that one of our solutions satisfies the remaining requirements of
the verification result. In deriving a solution, we will take advantage of the fact that ψ(z) is
a rational function so that we may write
z
q − ψ(z) = C
z(z + ρˆ1)(z + ρˆ2)(ρ1 − z)
(z + ζˆ3)(z + ζˆ2)(z + ζˆ1)(ζ1 − z)(ζ2 − z)
, (4.17)
where C is a constant. It is easy to verify that C = 2/σ2 from the fact that (q − ψ(z))
/(−σ2z2/2)→ 1 as z → +∞.
The functional equation (4.16) is reminiscent of the recursion formula for the gamma function
Γ(z + 1) = zΓ(z), (4.18)
and this is precisely what we will use to find a solution. Let us consider each factor of (4.17)
separately and solve simpler functional equations of the type
f+(z + 1) = (z + a)kf+(z), f−(z + 1) = (a− z)kf−(z), and f c(z + 1) = 2
σ2
f c(z),
where a ∈ {0, ρˆ1, ρˆ2, ρ1, ζˆ3, ζˆ2, ζˆ1, ζ1, ζ2}, and k ∈ {−1, 1}. The first two equations may be
readily solved using (4.18). This approach yields solutions of the form f+(z) = Γ(z + a)k,
and f−(z) = Γ(a − z + 1)−k. The final equation may be solved by inspection, and has
solution f c(z) = (σ2/2)1−z. These facts, together with property (4.4) and our knowledge of
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the domain of the gamma function, demonstrate that the function
g(z) =
(
σ2
2
)1−z
× Γ(z) (4.19)
× Γ(ζ1 − z + 1)Γ(ζ2 − z + 1)
Γ(ρ1 − z + 1) ×
Γ(z + ρˆ1)Γ(z + ρˆ2)
Γ(z + ζˆ1)Γ(z + ζˆ2)Γ(z + ζˆ3)
solves (4.16) for Re(z) ∈ (0, ζ1) and is analytic and zero free for Re(z) ∈ (0, 1 + ζ1). Further,
g(1) = G(1), which shows that the function h(z) = g(z)/G(1) satisfies h(1) = 1. We observe
that h(z) is exactly the candidate function of (4.14).
Now that we have some insight into the origin of the candidate function, let us continue
by verifying the remainder of the criteria of Theorem 16. In other words, let us demonstrate
that h(z) is the Mellin transform of the exponential functional. What remains is to check
whether X satisfies Crame´r’s condition, and whether the asymptotic condition in (iii) holds.
Property (4.4), and the definitions of ρ1 and ζ1, show that Crame´r’s condition is satisfied for
z0 = ρ1 and θ = ζ1. We verify the asymptotic condition only for the case ρˆ2 ∈ R, in other
words, when X is a hyper-exponential process; the method of verification in the general case
relies on the same reasoning. To proceed we will use a well known property of the gamma
function, specifically, we use Formula 8.328.1 in [49] which states
lim
|y|→∞
|Γ(x+ iy)|epi2 |y||y| 12−x =
√
2pi, x, y ∈ R. (4.20)
It is known that the limit exists uniformly in x on compact subsets of R (as can be seen from
Stirling’s asymptotic formula for the gamma function). Formula (4.20) ensures that we may
write |h(z)|−1 as
|h(z)|−1 = G(1)×
(
σ2
2
)z−1
× epi2 |Im(z)||Im(z)|c × γ(z),
where c depends on Re(z), and γ(z) → (√2pi)−1 as |Im(z)| → ∞. This shows that
|h(z)|−1 = o(exp(2pi|Im(z)|)) as |Im(z)| → ∞, and therefore, that h(z) ≡M(z) for Re(z) ∈
(0, 1 + ζ1).
To conclude this section, we show how to use the Mellin transform to prove the results
of Theorem 14 and 15 in the context of our present example. First, we recall that the Mellin
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transforms of a gamma random variable G(α,β) and beta random variable B(α,β) are given by
M(G, z) = β1−zΓ(z + α− 1)
Γ(α)
, z + α− 1 > 0, and
M(B, z) = Γ(α + z − 1)Γ(α + β)
Γ(α)Γ(α + β + z − 1) , z + α− 1 > 0
respectively. If ρˆ2 ∈ R, then X is a hyper-exponential process. This means that the poles
of ψ(z), and zeros of q − ψ(z) are real and satisfy the interlacing property. Therefore, we
may re-arrange (4.19) in such a way that we recognize the Mellin transform of a product of
gamma and beta random variables. The uniqueness of the Mellin transform then gives us the
result of Theorem 14. However, when ρˆ2 /∈ R, we are not assured of real solutions and poles,
nor of the interlacing property. Therefore, inverting the Mellin transform in the manner that
we have just described might lead to a product of gamma and beta random variables with
negative or complex parameters (cf. (4.6)). Since such an object is not defined, we have to
resort to other methods.
Suppose now that ρˆ2 /∈ R, so that the process X is no longer a hyper-exponential pro-
cess. We may find the density of the distribution of Iq(X) by inverting the Mellin transform
using the Bromwich integral
p(x) =
1
2pii
∫
1+iR
h(z)x−zdz
=
σ2
2G(1)
∫
1+ıR
∏2
j=1 Γ(ζj − z + 1)×
∏2
j=1 Γ(z + ρˆj)× Γ(z)∏3
j=1 Γ(z + ζˆj)× Γ(ρ1 − z + 1)
((
σ2
2
x
)−1)z
dz. (4.21)
To arrive at the result of Theorem 15 we need simply to compare the integral expression in
(4.21) with the definition of the Meijer-G function in Appendix A. It is easy to see that the
integral is equal to G2,34,5
(
(σ
2
2
x)−1
∣∣∣ 1,1−ρˆ1,1−ρˆ2,1+ρ2
1+ζ1,1+ζ2,1−ζˆ1,1−ζˆ2,1−ζˆ3
)
. The technical conditions in the
definition of the Meijer-G function regarding the poles of the integrand are satisfied due to
our assumption (see the assumption prior to Theorem 15) that the function Γ(z)G(z) has
only simple poles.
4.2.4 The Mellin transform and Asian options
In Section 4.3.3 we consider the case where X is a scaled Brownian motion with drift. We
find that we may derive a semi-explicit expression for the function ha(k, q) = E[(Iq(X)−k)+]
(see 4.3). The reason we are able to do this, is that the density of the distribution of Iq(X) is
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tractable enough to obtain the result directly. When this is not the case, i.e. if the density is
not known or is too complicated, we may resort to another method involving the Mellin trans-
form which was pioneered by Cai and Kou [27]. Our goal is to show that the Mellin transform
in the k variable of the function ha(k, q), which is defined as Φ(z, q) :=
∫
R+ ha(k, q)k
z−1dk,
can be expressed in terms ofM(Iq, z). Indeed, providedM(Iq, z + 2) is finite on some strip
0 < Re(z) < α, then for Re(z) ∈ (0, α) we have,
Φ(z, q) = E
[∫
R+
(Iq − k)+ kz−1dk
]
= E
[∫ Iq
0
(Iq − k) kz−1dk
]
(4.22)
=
E
[
Iz+1q
]
z(z + 1)
=
M(Iq, z + 2)
z(z + 1)
.
Therefore, the algorithm to recover the price, or equivalently the function fa(k, t) =
E[(It − k)+] proceeds along the following lines: a) Derive an expression for Φ(z, q); and b)
apply a Mellin-Laplace inversion to recover fa(k, t). We see from (4.22) that the nature of
this procedure depends on the form of M(Iq, z). Likely, we will not be able to find the
inverse analytically, so the question becomes: How amenable is the expression ofM(Iq, z) to
numerical inversion? We will discuss the technical aspects of numerical inversion in Chapter
5.
4.3 Connection with pssMps and the Lamperti trans-
form
In 1972 Lamperti [80] discovered an important connection between Le´vy processes and the
class of positive self-similar Markov processes which relies on, and simultaneously gives
insight into, the exponential functional. We summarize this finding in Section 4.3.2, using
the approach of [77] and [42], and present three interesting examples of its application in the
literature in Section 4.3.3. In order to properly present these ideas we will need some theory
and notation from the field of Markov processes, which we present first.
4.3.1 Markov processes: A brief review
A Markov process is a stochastic process X, defined on a probability space (Ω,F ,F,P)
such that,
P(Xs+t ∈ B|Ft) = P(Xs+t ∈ B|Xt) (4.23)
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holds for all 0 ≤ s, t and Borel subsets B of the state space S. We will assume that is S is
equal to R+, R¯+, or R. Now suppose τ is a stopping time for the filtration F, and define the
σ-algebra Fτ := {A ∈ F : A ∩ {τ ≤ t} ∈ Ft for all t ≥ 0}. If, on the event {τ < ∞}, X
satisfies (4.23) for t = τ , then X is called a strong Markov processes .
It is straightforward to verify that Le´vy processes are Markov processes from the fact that
Le´vy processes have independent increments (property (iii) in the definition in Section 2.1.3).
From [76] we have the following much stronger result, which implies that Le´vy processes are,
in fact, strong Markov processes.
Theorem 17 (Theorem 3.1 in [76]). Suppose that τ is a stopping time. Define on {τ <∞}
the process X˜, where
X˜t := Xτ+t −Xτ , t ≥ 0.
Then on the event {τ < ∞} the process X˜ is independent of Fτ , and has the same law as
X. In particular X˜ is a Le´vy process.
In what follows, we will work with collections of Markov processes with state space R¯+.
These will be indexed by x ∈ R+, where the index x also denotes the initial position of the
process. To refer to such a collection we will write {(X(x),Px)}x∈R+ , where for each x: a)
X(x) is a Markov process under Px; and b) Px(X(x)0 = x) = 1.
We recall that a killed Le´vy process is a Le´vy process that is sent to a cemetery state
∆ at an independent exponential time e(q). If we allow for the convention the e(0) = ∞
then the collection of killed Le´vy processes includes all Le´vy processes. When we refer to
a killed Le´vy process in Section 4.3, we allow for the possibility that q = 0, and we set
∆ = −∞. As in Section 2.1.3 we denote by ζ the lifetime of the process, i.e. the time until
it reaches −∞. We can extend this idea to the Markov processes {(X(x),Px)}x∈R+ . We say
such a process X(x) is killed if we allow for the possibility that the process leaves the state
space and reaches zero, remaining there Px-a.s afterwards. In this case, we call the point zero
a cemetery state for the process X(x). We say the collection {(X(x),Px)}x∈R+ is killed , if
for each x, zero is an cemetery state for X(x). The reader should note that the lifetime of
the process X(x), which we define by
T x0 := inf{t > 0 : X(x)t = 0}
is not necessarily an exponential random variable. However, just like in the case of a Le´vy
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process, we allow for the possibility that a killed process has the property: T x0 =∞ almost
surely.
Now we are ready to introduce the principal object of this section, namely, the positive
self-similar Markov process. A positive self-similar Markov process (pssMp) is a
collection of processes {(X(x),Px)}x∈R+ on state space R¯+ such that: Px(X(x)0 = x) = 1;
(X(x),Px) is a strong Markov process; and for some α > 0 and every k > 0 the self-
similarity property , i.e.
the distribution of {kX(x)k−αt : t ≥ 0} under Px is Pkx,
holds. The constant α is known as the index of self-similarity .
4.3.2 The Lamperti transform
The Lamperti transform defines a bijection between the class of killed Le´vy processes and
the class of killed pssMps. Although we will not give a proof for the general case, we will
demonstrate the underlying ideas using the example of a Brownian motion with drift. The
content of this example is borrowed from [42]. We will show that if we exponentiate our
process, and apply the correct time change, then we obtain a Bessel process (a pssMp). It
turns out that this method of “exponentiation plus time change” works in the general case
as well and is known as the Lamperti transform.
First we give the necessary details on Bessel processes. These facts are taken from Chapter
XI in [99]. A Bessel process with dimension δ ≥ 2 is a solution of the equation
X
(x)
t = x+
δ − 1
2
∫ t
0
(X(x)s )
−1ds+Bt, (4.24)
where x > 0 and B = {Bt : t ≥ 0} is a Brownian motion. Such a process is a strong Markov
process, started at x, with transition density
p
(ν)
t (w, z) :=
z
t
( z
w
)ν
e−(w
2+z2)/2tIν(wzt ), t, w, z > 0,
where ν = δ/2−1, and Iν(z) is the modified Bessel function of the second kind. By transition
density, we mean that p
(ν)
t (w, z) is a function that satisfies
Px(X(x)t ∈ A) =
∫
A
p
(ν)
t (x, z)dz (4.25)
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for any t ≥ 0 and A ∈ BR. One may verify that p(ν)t (kw, z) = k−1p(ν)k−2t(w, k−1z), which shows,
together with (4.25), that a collection of Bessel processes, {(X(x),Px)}x∈R+ , with common
dimension δ ≥ 2 is a pssMp with index of self-similarity α = 2.
We may also define Bessel processes for 0 ≤ δ < 2, but in those cases we must use a
more general definition which does not suit our present purpose. We mention this only to
point out that the dimension δ determines the time it takes the process to visit zero for the
first time. That is, when 0 ≤ δ < 2, then T x0 < ∞, Px-a.s.; however, when δ ≥ 2 we have
T x0 =∞, Px-a.s..
Now, let us return to our example. Let ξ be a Brownian Motion with drift ν ≥ 0, i.e.
ξt := νt + Bt where B is a standard Brownian motion. Our goal is to transform ξ into
a Bessel process X(x). Since we know that such a process is positive with initial position
x > 0, a natural idea is to exponentiate ξ and then scale by x. After an application of Itoˆ’s
Formula, this procedure gives
xeξt = x+
(
ν +
1
2
)
x
∫ t
0
eξsds+Mt, where Mt := x
∫ t
0
eξsdBs. (4.26)
Comparing (4.24) and (4.26) we see that our transformation did not entirely accomplish our
goal. To complete the transformation to a Bessel process, we need to implement a time
change. We notice that the exponential functional It(ξ) appears in (4.26); our time change
will involve the inverse of It(2ξ) (note that α = 2 for Bessel processes). That is, we will
define the function τ(u) by
τ(u) := inf{s ≥ 0 : Is(2ξ) > u}.
Since ν ≥ 0, and therefore limt→∞ It(2ξ) = +∞, the function τ(u) is finite for all u ≥ 0,
which means that Iτ(u)(2ξ) = u for all u ≥ 0. Differentiating this last equality gives
d
du
τ(u) = e−2ξτ(u) . (4.27)
We claim that the process
X
(x)
t := x exp(ξτ(x−2t)) (4.28)
is a Bessel process with dimension δ = 2(ν + 1). To verify this claim we substitute τ(x−2t)
for t in (4.26) and check how our time change affects the last two terms on the right-hand
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side. For the first term, a change of variables, s 7→ τ(x−2s), and an application of (4.27)
shows that
x
∫ τ(x−2t)
0
eξsds =
∫ t
0
ds
x exp(ξτ(x−2s))
=
∫ t
0
(X(x)s )
−1ds. (4.29)
For the second term, we note that Mt is a continuous martingale with quadratic variation
[M,M ]t = x
2It(2ξ)
3. A well-known theorem (see the Dambis, Dubins-Schwartz Theorem
in [99]) tells us that there exists a Brownian motion B˜ such that Mt = B˜[M,M ]t . This shows
that Mτ(x−2t) = B˜t, which, together with (4.29), proves that X
(x) satisfies equation (4.24).
Therefore, X(x) is a Bessel process with initial position x.
We may also reverse the transformation. Integrating (4.27) gives
τ(t) =
∫ x2t
0
(X(x)s )
−2ds,
so that we recover ξ by the formula
ξt = log
(
X
(x)
x2τ−1(t)
x
)
. (4.30)
We have presented arguably the most basic example of the Lamperti transform. Our analysis
was simplified because we chose to work with continuous processes. The situation becomes
more complicated when we involve Le´vy processes and pssMps with discontinuous paths.
Besides path continuity, we incorporated another simplifying assumption which bears dis-
cussion. Specifically, we chose ξ such that ζ = ∞, and lim supt→∞ ξt = +∞, which had
the effect that Iτ(u)(2ξ) = u for all u ≥ 0. The example can easily be generalized for the
scenarios: a) ζ <∞; and b) ζ =∞ and limt→∞ ξt = −∞. However, in these cases we have
I∞(2ξ) < ∞ so that τ(t) = ∞ for t ≥ I∞(2ξ). Applying transformation (4.28) yields a
killed pssMp which reaches zero in the finite time x2I∞(2ξ) and remains at zero thereafter.
The manner in which the pssMp reaches zero, either by jumping, or in a continuous fashion,
depends on the Le´vy process: scenario a) leads to the former behaviour, while b) leads to the
latter. Likewise, we could have started with a Bessel process with dimension δ < 2. Then the
process defined by X
(x)
t I(t ≤ T x0 ) would have, via the inverse transformation (4.30), yielded
a Le´vy process for which either: ζ <∞, or ζ =∞ and limt→∞ ξt = −∞.
3The reader unfamiliar with the concept of martingales and quadratic variation is referred to [99]
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The important conclusion, however, is that essentially the same transformation applies in
the general setting. Suppose that α > 0 and ξ is a killed Le´vy process, and define τ(t) to be
τ(t) := inf{s ≥ 0 : Is(αξ) > t}. (4.31)
We define the Lamperti transform of ξ to be the process X(x) given by
X
(x)
t := x exp(ξτ(x−αt)). (4.32)
If we apply the transform for all x ∈ R+, we get a collection {(X(x),Px)}x∈R+ which is a
killed pssMp with index of self-similarity equal to α. Conversely, starting with a killed pssMp
{(X(x),Px)}x∈R+ we may apply the inverse transform
ξt = log
(
X
(x)
xαγ(t)
x
)
, where γ(t) = inf
{
s ≥ 0 :
∫ xαs
0
(X(x)s )
−αds > t
}
,
to any of the processes X(x), to obtain a killed Le´vy process ξ. The process ξ will be the
same for each x.
The formal statement of this result follows. It also includes a classification of the processes
ξ and {(X(x),Px)}x∈R+ according to their lifetimes, and makes an important connection be-
tween the random variables T x0 and Iq(αξ). We reproduce this theorem here from [77]; the
result is originally due to Lamperti [80].
Theorem 18 (Theorem 13.1 in [77]). Fix α > 0.
(i) If {(X(x),Px)}x∈R+ is a killed pssMp with index of self-similarity α, then there exists a
killed Le´vy process ξ such that X(x) can be represented by the Lamperti transform of ξ.
Either:
(a) T x0 =∞, Px-a.s. for all x > 0, in which case ζ =∞ and ξ satisfies
lim supt→∞ ξt =∞;
(b) T x0 <∞ and XTx0 − = 0, Px-a.s. for all x > 0, in which case ζ =∞ and ξ satisfies
limt→∞ ξt = −∞; or
(c) T x0 < ∞ and XTx0 − > 0, Px-a.s. for all x > 0, in which case ξ is a Le´vy process
killed at rate q > 0.
For all cases T x0
d
= xαIq(αξ).
74
(ii) Conversely, suppose that ξ is a killed Le´vy process. Then the family, {(X(x),Px)}x∈R+
defined by the Lamperti transform is a killed pssMp with index of self-similarity α. The
random variable T x0 satisfies T
x
0
d
= xαIq(αξ).
4.3.3 Applications of the Lamperti transform
Example 1: Asian options under the Black-Scholes model
In this section we present a slight variation of our example of Section 4.3.2. We now assume
that ξ is a be a scaled Brownian motion with drift, i.e.
ξt := µt+ σBt, t ≥ 0,
where µ ∈ R, σ > 0, and B is a standard Brownian motion. We present two related re-
sults: the first, gives the distribution of the exponential functional Iq(ξ); the second, gives
a semi-explicit formula for the price of an Asian option for a stock price driven by ξ. A
nice summary of this theory, with detailed proofs, is given in Dufresne [42]. We follow the
presentation of [42] below, but the reader should note the main results are due to other
authors; we will cite these as necessary.
Before stating any results we demonstrate that it is sufficient to consider the case σ = 1. We
may do this, without loss of generality, in the following fashion: for ν ∈ R define the random
variable
Jνu :=
∫ u
0
e2(νt+Bt)dt.
Now we observe that a change of variables t 7→ 4s/σ2, and the self-similarity property of
Brownian motion, imply that
Iu(ξ) =
∫ u
0
eµt+σBtdt
d
=
4
σ2
Jηγ , (4.33)
where γ = σ2u/4, and η = 2µ/σ2. Thus, we may concentrate on the random variable Jνu
which we observe is just the exponential functional (with α = 2 and non-random time u) of a
standard Brownian motion with drift v. The key result, due to Yor, is that we may determine
the distribution of Jνe(q) in terms of the distributions of well known random variables.
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Theorem 19 (Theorem 2 in [113]). Suppose Jνe(q) is as defined above, and set
α =
γ + ν
2
, β =
γ − ν
2
, γ =
√
2q + ν2.
Then
Jνe(q)
d
=
B(1,α)
2G(β,1)
where B(1,α) is a beta random variable with parameters 1, and α, and G(β,1) is a gamma
random variable with parameters 1 and β, and B(1,α) and G(β,1) are independent.
The proof of Theorem 19 relies critically on the Lamperti transform. Specifically, it relies
on the fact that for ν ≥ 0, Jντ(t) is a Bessel process with initial position one and dimen-
sion 2(ν + 1); we showed this in Section 4.3.2. Another possibility for obtaining the result
is to view 2(νt+Bt) as a hyper-exponential process without jumps and then use Theorem 14.
Theorem 19 also yields a method for pricing Asian options. Using (4.33) and the following
theorem, which we may prove by direct calculation from Theorem 19, we may easily recover
the function ha(k, q) and subsequently the option price. We assume now that ξ is defined
with respect to a risk neutral measure P.
Theorem 20 (Formula 3.10 in [114]). For all ν ∈ R, k > 0, and q > 2(ν + 1),∫
R+
e−qtE[(J (ν)t − k)+]dt =
(2k)1−β
2q(α + 1)Γ(β)
∫ 1
0
uβ−2(1− u)α+1e−u/2kdu, (4.34)
where α and β are defined as in Theorem 19.
Finally, we give an alternative formulation of (4.34) in terms of the confluent hypergeometric
function. This was developed by Donati-Martin et. al. [37]:∫
R+
e−qtE[(J (ν)t − k)+]dt =
(2k)1−βΓ(α + 1)
2q(β − 1)Γ(α + β + 1) 1F1
(
β − 1;α + β + 1; 1
2k
)
.
Example 2: Density of the supremum of a stable process
In this example, which we take from [72], we show how to derive a formula for the density
of the supremum of a stable process via the Lamperti transform of a hypergeometric Le´vy
process. We will see in Chapter 7 that we may also approach this problem via the Wiener-
Hopf factorization for stable processes. The technique we present below is much simpler
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than the one we present in Chapter 7. The caveat is that we must know the distribution of
the exponential functional of a hypergeometric process in order to apply it–and, deriving the
distribution is not a trivial task. We include this example because it lies in the intersection
of the results we may derive via Wiener-Hopf techniques, and the results we may derive via
techniques based on the exponential functional.
Before giving our example, we take a brief detour to introduce hypergeometric Le´vy pro-
cesses. A hypergeometric process is a Le´vy process with Laplace exponent
ψ(z) = −Γ(1− β + γ − z)
Γ(1− β − z)
Γ(βˆ + γˆ + z)
Γ(βˆ + z)
,
where (β, γ, βˆ, γˆ) belongs to the admissible set of parameters
D = {β ≤ 1, γ ∈ (0, 1), βˆ ≥ 0, γˆ ∈ (0, 1)}.
The reader is referred to [72] for a proof of the fact that a process so defined is, in fact,
a Le´vy process. Once this has been established, we readily see from the Laplace exponent
that hypergeometric processes are meromorphic processes. This is not surprising, as they are
constructed according to Vigon’s theory of philanthropy [111] which entails gluing together
the Laplace exponents of two β-subordinators. The resulting function is the Laplace expo-
nent of a hypergeometric process, whose ascending and descending ladder height processes
are again β-subordinators. A direct consequence of this construction is that we may express
the Wiener-Hopf factors of hypergeometric processes in closed form.
We return now to our problem, and assume that Y is a stable process defined on (Ω,F ,P),
with admissible parameters (α, ρ) (see (2.8)). We wish to study the density p(x) of the
distribution of the running supremum process S at time 1. As usual, we define S by the
equality St = sup{Ys : 0 ≤ s ≤ t}. To proceed, let X(x)t = (x − Yt)I(t < T˜ x0 ), where
T˜ x0 = inf{t ≥ 0 : x − Yt ≤ 0}. Then, the self-similarity property of stable processes
(2.6), and the fact that Le´vy processes are strong Markov processes, together imply that
{(X(x),Px)}x∈R+ is a pssMp, and T˜ x0 d= T x0 .
To reach our desired result, we rely on the following facts:
(a) From Proposition 1, and Theorem 1 in [72], we know that the Le´vy process ξ correspond-
ing to the pssMp {(X(x),Px)}x∈R+ via the Lamperti transform is a killed hypergeometric
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process with parameters
(β, γ, βˆ, γˆ) = (1− αρ, α(1− ρ), 1− αρ, αρ),
and killing rate q = Γ(α)/(Γ(αρ)Γ(1 − αρ)) ≥ 0 4. For the remainder of this example
q will refer to this specific value, and e(q) will be the exponential random variable with
this parameter q. The reader should note that this process is a member of the Lamperti-
stable group of processes first introduced in [23].
(b) Let Ξ be identical to ξ except with lifetime ζ = ∞; that is, if ξ has Laplace exponent
ψ(z), then Ξ is the process with Laplace exponent ψ(z) + q. According to Theorem 4
in [72], for α /∈ Q∪L we have an absolutely convergent series expression for the density
p(x) of Iq(αΞ). Here L is the set of irrational numbers defined by (3.11).
(c) Theorem 18 tells us that T˜ 10
d
= Iq(αΞ).
Now, we just need to arrange these facts in the correct way and use the self-similarity
property of stable processes. That is,
P(T˜ 10 < t) = P(sup{Ys : 0 ≤ s ≤ t} > 1) = P(St > 1) = P(t1/αS1 > 1) = P(S1 > t−1/α).
The above calculation shows that we may derive the distribution of S−a1 in terms of the
distribution of Iq(αξ). Straightforward computation then allows us to find the density of S1
in terms of the density p(x). Specifically,
d
dx
P(S1 < x) = αx−1−αp(x−α), x > 0.
Example 3: The homogeneous functional Ar
Consider a stable process Y with admissible parameters (α, ρ), and denote by L(x) the process
L
(x)
t := x+ Yt, x, t > 0.
As in the previous example, we can construct a pssMp by defining X
(x)
t := L
(x)
t I(t ≤ T˜ x0 ),
where T˜ x0 := inf{t > 0 : L(x)t < 0}. Again we have T x0 d= T˜ x0 .
We are interested in the case x = 1, and specifically we are interested in the following
4Observe that 1−αρ could potentially be 0, so we may face the situation q = 0. In this case Proposition 1
in [72] assures us that ξ drifts to −∞, so that the exponential functional Iq(αξ)|q=0 := I∞(αξ) is well-defined.
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homogeneous functional
Ar :=
∫ T˜ 10
0
|L(1)t |rdt, r ∈ R¯+.
The random variable Ar was recently studied in [81] and is clearly an important and versatile
object. When r = 0 it is equal to the first passage time T˜ 10 ; when r = 1 it is equal to the
area below the graph of L
(1)
t , 0 ≤ s ≤ T˜ 10 ; finally, when r → +∞ the random variable A1/rr
converges in distribution to the supremum of L(1) before time T˜ 10 .
Our goal is to demonstrate that we can easily determine the distribution of Ar in terms
of the distribution of the exponential functional of the hypergeometric process associated
with {(X(x),Px)}x∈R+ via the Lamperti transform. The distribution of Ar was originally
identified in [81]; our approach via the exponential functional is different than the one pre-
sented there. The key to our method is to use Theorem 1 in [72] once more. This states that
the associated Le´vy process ξ is a killed hypergeometric process with parameters
(β, γ, βˆ, γˆ) = (1− α(1− ρ), αρ, 1− α(1− ρ), α(1− ρ)),
and killing rate q = Γ(α)/(Γ(α(1− ρ))Γ(1− α(1− ρ)) ≥ 0. As before, let Ξ be identical to
ξ except with lifetime ζ =∞. Then we have
Ar d=
∫ T 10
0
|L(1)t |rdt d=
∫ Iq(αξ)
0
erξτ(t)dt =
∫ e(q)
0
e(α+r)Ξsds,
where the second equality in distribution follows from Theorem 18 and the last equality
follows from a change of variables t 7→ Is(αξ) and an argument similar to that used in the
derivation of (4.27). In summary, Ar is equal in distribution to the exponential functional
Iq((α + r)Ξ). In Chapter 6 we derive an explicit expression Iq as an infinite product of
independent beta random variables. As a simple corollary (Corollary 1) we can show that
Ar is also distributed like such an infinite product.
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Chapter 5
Numerical Techniques
We discuss two numerical techniques for evaluating a particular type of oscilla-
tory integral that arises naturally in the option pricing problems we consider in
Chapters 6 and 8. The first is a transform method known informally as “changing
the contour of integration”, and the second is method of numerical integration
known as Filon’s method. Both of these techniques are demonstrated via ex-
amples. The option pricing problems of Chapters 6 and 8 will also require that
we find solutions of the equation ψ(z) = q. In the context of meromorphic and
hyper-exponential processes we consider the cases: a) where the solutions become
large; and b) where q ∈ C. We discuss potential problems that arise in these two
cases and also their solutions. In the second part of the chapter we present an im-
portant connection between Pick functions, Stieltjes functions, and the Laplace
exponent of a Le´vy process with completely monotone jumps. Additionally, we
give some remarkable facts about rational approximations of Pick and Stieltjes
functions with a special focus on Pade´ approximants. This theory is important
for the results we develop in Chapter 8.
5.1 Introduction
There are two objectives for this chapter. The first, is to demonstrate some techniques for
numerical evaluation of integrals of the type∫ b
a
f(u)eiuxdu, −∞ ≤ a ≤ b ≤ ∞. (5.1)
We are faced with the task of computing such integrals both in Chapter 6 and Chapter
8 when we calculate option prices and cumulative distribution functions. There are two
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steps to computing such integrals: 1) perform simplifying transformations to ensure that
the integral (5.1) converges as quickly as possible; and 2) choose a numerical method which
deals with the oscillatory nature of the integral effectively. In Section 5.2 we will discuss one
transformation method, and one numerical method (both methods are relatively well-known
to numerical analysts) as this is sufficient for our purposes. In Section 5.2.3 we then consider
the special case where f(z) is parameterized by the solutions of the equation ψ(z) = q. In
particular, we assume that ψ(z) is the Laplace exponent of either a hyper-exponential or
meromorphic process and discuss potential difficulties in finding large solutions, or solutions
for the case q ∈ C. We also explain why we will encounter the latter scenario (recall that q
is usually real).
The second objective for this chapter is to introduce some ideas from the theory of ra-
tional approximation. In Chapter 8 we approximate the Laplace exponents of completely
monotone processes by rational functions. Our technique ensures that the resulting rational
functions are the Laplace exponents of hyper-exponential processes. The basis for this pro-
cedure is rooted in the theory of Pade´ approximants of Stieltjes functions. We present the
key aspects of this theory in Section 5.3.
5.2 Techniques for numerical integration
5.2.1 Transforming the integral: Changing the contour of integra-
tion
In the numerical setting we can only deal with finite quantities, in particular, we may need
to truncate the domain of integration of (5.1). In doing so we can encounter the problem
that our integrand f(u)eiux decays too slowly. In such cases, unless we can transform (5.1),
we are forced to use a large domain of numerical integration which leads to increased com-
putational effort, and potentially error.
In this section, we demonstrate through an example, a technique that is effective in modifying
an integral like (5.1) so that the resulting integrand decays more rapidly. This technique,
which we call “changing the contour of integration”, is essentially just an application of
Cauchy’s integral theorem. The method is accurately described by its name: we replace the
contour of integration by another, and show that the resulting expressions are equal. The
integrand of the new integral decays more rapidly than the integrand of the first; this means
that we may restrict our numerical scheme to a smaller interval.
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We now turn to our example. Consider the Gamma subordinator X with Laplace expo-
nent
ψ(z) = −1
2
log
(
1− z
ρ
)
, 0 < ρ, Re(z) < ρ.
Suppose we want to calculate the CDF of X1, which we call F (x), by numerical means.
Fairly straightforward arguments show that for 0 < c < ρ we have F (x) = 1−G(x) where
G(x) =
e−cx
2pi
I(x), I(x) =
∫
R
f(c+ iu)e−iuxdu, and f(z) =
eψ(z)
z
. (5.2)
We see that the integrand f(z) decays as follows:
|f(c+ iu)e−iux| ∼ √ρ|u|−3/2, |u| → ∞. (5.3)
We can argue quite easily that such a rate of decay is too slow. For example, suppose
we choose a na¨ıve numerical scheme (we will see in the next section that this scheme is
inadequate, we use it here just as an example) to evaluate I(x). We define the right
endpoint scheme to be the scheme which approximates I(x) as follows:
I(x) ≈
2N∑
n=1
∆f(c+ i(n∆− L))e−i(n∆−L)x.
The scheme is implemented on the domain of numerical integration [−L,L] which is divided
into 2N intervals of equal size ∆. If we set L = 100 then we might expect from (5.3) that
|f(c + i100)e−i100x| is of the order 10−3. This is a significant quantity if we would like our
calculation to be accurate to two or three decimal places. Therefore, unless we can trans-
form the integral somehow, we have to expand the domain of numerical integration, and,
assuming we keep ∆ constant, perform more calculations.
To demonstrate the technique of changing the contour of integration let us first re-write
G(x) in a more convenient form. We make a change of variables u 7→ −i(z − c) in I(x) and
use the fact that f(z) = f(z¯) in order to write
G(x) =
1
pi
Re
(∫
c+iR+
f(z)e−zxdz
)
. (5.4)
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Figure 5.1: We integrate over the curve Γ for the first integral in (5.4). When R → ∞ the
integral over γ2 vanishes.
Now, we consider the new integral in (5.4). Instead of integrating over the line c + iR+,
suppose we integrate over the closed contour Γ pictured in Figure 5.1. Cauchy’s integral
theorem tells us that∫
γ1
f(z)e−zxdz = −
∫
γ2
f(z)e−zxdz −
∫
γ3
f(z)e−zxdz.
It is not difficult to see that the integral over the contour γ2 vanishes as R→∞. This shows
that ∫
c+eiθR+
f(z)e−zxdz =
∫
c+iR+
f(z)e−zxdz,
in other words, we may change the contour of integration from c+ iR+ to c+ eiθR+. Making
one more change of variables z 7→ c+ eiθu gives
G(z) =
e−cx
pi
Re
(
eiθ
∫
R+
f(c+ eiθu)e−i sin(θ)uxe− cos(θ)uxdu
)
. (5.5)
We may verify that as |u| grows the modulus of the integrand in (5.5) behaves like |u|−3/2
× e− cos(θ)|u|x instead of like |u|−3/2. This makes quite a difference in our numerical scheme.
For example, suppose x = 1, and θ = pi/4. Then we would expect |f(c+ eiθ100)e−i sin(θ)ux
× e− cos(θ)100x| to be of the order 10−33, or virtually zero. That is, a domain of numerical
integration of [−100, 100] is more than large enough to handle the transformed problem.
For this particular problem it is easy to see that θ should take values in (0, pi/2), and,
of course, the closer that θ is to zero, the faster the rate of decay of the integrand. However,
we also note that as θ approaches zero, our integrand becomes unbounded near the singu-
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Figure 5.2: Real part of the integrand of I(x) near u = 0. In this scenario x = 20 and the
parameters are ρ = 10, and c = 1/2.
larity z = ρ. Our choice of θ should therefore strike a balance between maximizing the rate
of decay of the integrand, and avoiding the singularity at ρ.
5.2.2 Choosing a numerical method: Filon’s method
In this section we show that neither the right endpoint scheme, nor its generalization, the
Newton-Cotes scheme, is actually an appropriate method to approximate the integral I(x)
from (5.2). The reason such standard approaches to numerical integration fail is that they
deal poorly with the oscillatory nature of the integrand, and, in particular, with the fact that
the frequency of the oscillations is x-dependent. At the end of the section we discuss a well-
known method – Filon’s method [44,45] – that is accurate for oscillatory integrals of this type.
For the remainder of this section we will assume that we have fixed the values ρ = 10
and c = 1/2 and that we are working with the integral I(x) as defined in (5.2) . The be-
haviour of the real part of integrand when x = 20 is pictured in Figure 5.2. We will continue
to work on a domain of numerical integration of [−L,L] which is divided into 2N intervals
of size ∆. To facilitate the discussion, let us denote the interval [(n− 1)∆− L, n∆− L] by
[un−1, un] for all n = 1, · · · , 2N , and denote the open and half-open intervals analogously.
Further, we define
g(u;x) := f(c+ iu)eiux, g∗(u;x) := Re(g(u;x)), and I∗(x) :=
∫
R
g∗(u;x)du.
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Our aim is not to make rigorous arguments, but rather to present some graphical evidence.
In particular, we will demonstrate how various schemes approximate the real part of the
integrand and integral, namely g∗(u;x) and I∗(x).
The right endpoint scheme approximates g(u;x) by a “step function” which takes the con-
stant value g(un;x) on the interval (un−1, un]. The integral of this step function is the right
endpoint approximation of I(x). In Figure 5.3 we show the real part of the step function
compared with g∗(u;x) for the case ∆ = 0.25 and x = 20. We see that unless we make ∆
much smaller, this approach will not give a good approximation for I∗(x).
Figure 5.3: The function g∗(u; 20) on the interval [−2, 2] is graphed in blue. The right
endpoint approximation of I∗(x) is given by the area under the approximating step function;
the step function is drawn in black. The value of ∆ is set to 0.25.
A popular generalization of the right endpoint scheme is the Newton-Cotes scheme. For
this scheme, rather than approximating the integrand over each interval by a constant, it is
approximated over several intervals by a polynomial. For example, in the most popular vari-
ant of the Newton-Cotes scheme, known as Simpson’s rule, the integrand is approximated
over two adjacent intervals by the Lagrange polynomial. To apply Simpson’s rule to our
problem, we must approximate g(u;x) over the intervals jk := [u2k−2, u2k], k = 1, . . . , N by
the interpolatory polynomials pk(u;x), k = 1, . . . , N which satisfy pk(u2k−2;x) = g(u2k−2;x),
pk(u2k−1;x) = g(u2k−1;x), and pk(u2k;x) = g(u2k;x). The integral
∫ u2k
u2k−2
pk(u;x)du is the
Simpson’s rule approximation of I(x) on the interval jk. Repeating this procedure for the
remaining intervals and summing the results gives the Simpson’s rule1 approximation of
1Really we are using composite Simpson’s rule here but, for simplicity, we will refer to both the approxi-
mation of I(x) over jk and of I(x) over [−L,L] by the name “Simpson’s rule”
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I(x) over [−L,L]. We observe from Figure 5.4 that our application of Simpson’s rule will
u2ku2k−2 u2k−1
jk
Figure 5.4: The function g∗(u; 20) on the interval [−2, 2] is graphed in blue. On each interval
jk the polynomial p
∗
k(u; 20) is drawn in black. The values g
∗(un; 20) are marked with red
circles and ∆ is set to 0.25.
give a very bad approximation of I∗(x). The reason, is that on each interval jk the real
polynomial p∗k(u;x) := Re(pk(u;x)) approximates g
∗(u;x) very poorly. This occurs because
p∗k(u;x) has degree 2, and g
∗(u;x) has at least three local extrema in jk. However, if x is
smaller, then g∗(u;x) oscillates more slowly, and our application of Simpson’s rule performs
reasonably well, as we can see from Figure 5.5.
We conclude that to successfully implement a Newton-Cotes style scheme for g(u;x) we
need to adapt the scheme to change with x. That is, as x grows we need to decrease the size
of ∆ and increase the degree of our approximating polynomial. Alternatively, we can use a
small ∆ and suitably high degree that works for large enough x; this will lead to increased
computational effort.
The appeal of the right endpoint scheme and the Newton-Cotes schemes is that we ap-
proximate g(u;x) by a function which is easy to integrate, namely a constant function or a
polynomial. Filon [44] recognized that we can also easily integrate
`(u)eiux = `(u) cos(ux) + i`(u) sin(ux), u ∈ R
where `(u) is a polynomial. Filon’s method for g(u;x) is to approximate f(c + iu) by an
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u2ku2k−2 u2k−1
jk
Figure 5.5: The function g∗(u; 5) on the interval [−2, 2] is graphed in blue. On each interval
jk the polynomial p
∗
k(u; 5) is drawn in black. The values g
∗(un; 5) are marked with red circles
and ∆ is set to 0.25.
interpolatory polynomial `k(u) over the interval jk and approximate g(u;x) by the function
hk(u;x) := `k(u)e
iux. Integrating hk(u;x) over jk and summing the results over k gives the
Filon’s method approximation for I(x) over [−L,L]. Of course, just as in the Newton-
Cotes approximation, jk does not have to be made up of just two adjacent intervals and the
polynomial `k(u) does not have to be the interpolatory polynomial which passes through
only three points. However, for our demonstration we assume this is the case.
u2ku2k−2 u2k−1
jk
Figure 5.6: The function g∗(u; 20) on the interval [−2, 2] is graphed in blue. On each interval
jk the function h
∗
k(u; 20) is drawn in black. The values g
∗(un; 20) are marked with red circles
and ∆ is set to 0.25.
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In Figure 5.6 we see how well h∗k(u;x) approximates the integrand g
∗(u;x). In fact, we
can barely distinguish between the approximating curve and the function g∗(u;x). The
reason Filon’s method works so well, is that we are capturing the x-dependent oscillatory
behavior of g(u;x) in our approximation. Therefore, even as x grows, and the frequency
of the oscillations increases, our approximation remains accurate without decreasing ∆ or
increasing the degree of `k(u).
Remark
We note that we do not have to use evenly spaced increments in our discretization scheme
in order to implement any of the methods discussed above. Near the origin, the integrand in
our example has a high amplitude, but as u grows the function decays. Therefore, it makes
sense to use more discretization points near the origin, and widen the intervals as u grows.
The reader may assume that we typically use such a strategy in our application of Filon’s
method in later chapters.
5.2.3 The solutions of ψ(z) = q
In this section, we motivate our discussion with an example from finance. Recall from Section
4.2.4 that we may write the Laplace-Mellin transform Φ(z, q) of the price of an Asian option
in terms of the Mellin transform M(Iq, z) of the exponential functional Iq(X). Specifically,
the function Φ(z, q) takes the form
Φ(z, q) =
M(Iq, z + 2)
z(z + 1)
. (5.6)
To recover the option price, our first task is to invert the Mellin transform, which we may
do, for a suitably chosen c ∈ R, as follows:
ha(k, q) =
k−c
2pi
∫
R
Φ(c+ iu, q)eiu log(k)du. (5.7)
Similarly, for a suitable q0 we invert the Laplace transform to recover the function fa(k, t),
which is essentially the price of the option (see (4.2) and (4.3)):
fa(k, t) =
eq0t
2pi
∫
R
ha(k, q0 + iu)
q0 + iu
eiutdu =
2eq0t
pi
∫
R+
Re
(
ha(k, q0 + iu)
q0 + iu
)
cos(ut)du. (5.8)
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The last equality on the right-hand side in (5.8) results from the fact that fa(k, t) is a real-
valued function, which means that we may rewrite the inversion formula in terms of the
cosine transform.
In Chapter 6 we show that when X is a meromorphic process M(Iq, z) is parameterized
by the poles of the Laplace exponent ψ(z) and the solutions of ψ(z) = q. This means that if
our log-stock price is a modeled by a meromorphic process, then we need to find solutions of
the equation ψ(z) = q (recall that the poles of ψ(z) are known) in oder to compute fa(k, t).
Of course, from our discussion in Section 4.2.3 we know the situation is essentially the same
for hyper-exponential processes. The difference between the two is that there are only finitely
many solutions in the hyper-exponential case.
We outline here two problems, and the appropriate remedies, to finding the solutions of
ψ(z) = q when X is a meromorphic process. The latter of the two problems/remedies
applies also to hyper-exponential processes. Since we only use processes from the β and
θ-classes in this thesis we will restrict our discussion to those. Also, we assume that any
θ-process has a closed form expression for ψ(z).
Recall that if q is real, then all of the solutions of ψ(z) = q will also be real and they
will interlace with the poles (see (2.16)). If X is a process in the β-class (resp. θ-class) then
the nth positive pole is given by ρ = β(α + n − 1) (resp. ρ = α + n2β) for some constants
β, α > 0; an identical formula holds for the negative poles in both cases. Finding the small
solutions of ψ(z) = q is therefore a trivial numerical exercise since the solutions are located
on narrow intervals between successive poles. However, for large solutions, the intervals
between the poles may no longer be narrow. This means that the starting interval for the
numerical method (e.g. bisection or Newton’s method) is wide, leading to a computationally
expensive algorithm. Therefore, the first problem is finding large solutions of ψ(z) = q.
The second problem arises from expression (5.8). We see from (5.8) that we will have
to evaluate ha(k, q), and therefore – working backwards through equations (5.7) and (5.6)
– also M(Iq, z), for complex q. This is problematic from a theoretical standpoint; we defer
the discussion on this matter to Chapter 6. Here we address the practical issue of finding
solutions to ψ(z) = q when q = q0 + iu, for q0, u > 0.
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Large solutions
The issue of large solutions is resolved for most processes in the β and θ-classes in papers [65]
and [66]. In these articles Kuznetsov derives asymptotic expansions of the large solutions
for all processes in the β-class and key processes in the θ-class. The first terms of these
expansions can be used as a good initial guesses for any numerical algorithms; providing a
good starting point increases the rate of convergence of a numerical solution. Rather than
listing the asymptotic expansions for the various cases here, we will give only the results
for β-processes with Gaussian component σ 6= 0; the remaining expansions can be found
in [65,66]. For the following theorem, and for the remainder of this section we revert to the
usual notation of denoting the positive solutions of ψ(z) = q by {ζn(q)}n≥1 and the negative
solutions by {−ζˆn(q)}n≥1. We will usually suppress the q-dependence and write just ζn and
ζˆn. For the parameters of the processes we use the same notation as in Section 2.2.3.
Theorem 21 (Theorem 10 in [65]). Let X be a β-process with parameters ci, αi, βi > 0,
λi ∈ (0, 3)/{1, 2}, i ∈ {1, 2}, and Gaussian component σ 6= 0. Then the solutions of ψ(z) = q
obey
ζˆn+1 = −β2(n+ α2)− 2c2
σ2β22Γ(λ2)
(n+ α2)
λ2−3 +O(nλ2−3−ε), n→ +∞, and
ζn+1 = β1(n+ α1) +
2c1
σ1β21Γ(λ1)
(n+ α1)
λ1−3 +O(nλ1−3−ε), n→ +∞,
for some ε > 0.
Solutions for q ∈ C
For complex q of the form q = q0 + iu, q0, u > 0, we lose the important interlacing property
(2.13), (2.16), and therefore the approximate location of the solutions. Also, we may no
longer assume the solutions will be real; in fact, we will see that they are not. Three other
important questions arise: Will the solutions continue to be of order one or can they have
higher order? Will there still be countably many solutions? Most importantly, how can we
find the solutions of ψ(z) = q, and can we do it efficiently?
These questions are more or less answered in [65], Section 5. First, there is strong nu-
merical evidence to suggest that the solutions remain of order one. Experimentation with
the β-class in [65] shows that the solutions when u is small are complex and very near the
real solutions of ψ(z) = q0. As u grows all but one of the complex solutions converges to a
nearby pole, and avoids any other solutions (i.e. there are no solutions of order 2 or greater).
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One of the solutions, either ζ1 or −ζˆ1, will grow to ∞, but will avoid the other solutions.
Kuznetsov states that we may also show rigorously that for each solution of ψ(z) = q0 we
may identify a unique solution of ψ(z) = q, and the set of solutions derived in this way
comprise all of the solutions of ψ(z) = q. That is, there will be no new solutions which we
cannot anticipate, and the number of solutions remains countable.
To find a solution ζ of ψ(z) = q0 + iu we may use the following method outlined in [65]. We
may view ζ as an implicitly defined function of u which satisfies,
q0 + iu− ψ(ζ(u)) = 0, ζ(0) = ζ0,
where ζ0 is the solution of ψ(z) = q0. Differentiating each side with respect to u gives the
ordinary differential equation
d
du
ζ(u) =
i
ψ′(ζ(u))
,
with initial condition ζ(0) = ζ0. Such an equation can be solved nicely by a numerical scheme
like the midpoint method. If we choose the midpoint method, the algorithm for finding ζ(u)
proceeds along the following lines.
(i) Divide the interval [0, u] into J sections of equal size ∆. Let us denote the endpoint of
the j-th interval by uj, j = 1, · · · , J .
(ii) Suppose we have found ζ(uj). Then, we approximate ζ(uj+1) by the midpoint method
ζ(uj+1) = ζ(uj) +
i∆
ψ′(ζ(uj) + i∆/2ψ′(ζ(uj))
.
(iii) At each step, recalling that ζ(uj) is an approximate solution of ψ(z) = q0 + iuj, we
perform a number of steps of Newton’s method with ζ(uj) as the initial guess. We
replace ζ(uj) by the outcome of this algorithm and proceed with the next step of the
midpoint method.
Remark
From previous chapters we recall that there are other instances and processes for which we
might wish to find solutions to the equation, ψ(z) = q. For example in Section 3.2.3 we
showed that the Wiener-Hopf factors of processes with positive jumps of rational transform,
and the Wiener-Hopf factors of processes with bounded positive jumps, are expressed in
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terms of these solutions. In Section 4.2.3 we showed the same for the Mellin transform of pro-
cesses with jumps of rational transform. In these cases, we do not have as much information
about the location of the solutions as we do for meromorphic processes or hyper-exponential
processes. However, Theorem 2 gives us information about the number and order of the
solutions for processes with jumps of rational transform, and there is similar information for
processes with positive jumps of rational transform in [83]. For processes with with bounded
positive jumps, there is information about the location of the solutions in [73].
In all of the above mentioned cases we are faced with the problem of finding solutions
of an equation in the complex plane. A popular approach to solve this problem is based on
Cauchy’s argument principle. For a general introduction to the numerical applications of
the argument principle see Section 16.5 in [1]. For an application of the argument principle
to processes with bounded positive jumps consult Section 4.1 in [73].
5.3 Rational approximations
In this section we gather some important facts about Stieltjes and Pick functions and rational
approximations of these functions. Such functions are important because we may write the
Laplace exponent ψ(z) of (almost) any completely monotone Le´vy process in terms of either
Stieltjes functions or Pick functions (see Theorem 23). In Chapter 8 we focus on completely
monotone processes, and ask: Can we find a rational approximation ψ˜(z) of ψ(z) such that
ψ˜(z) is the Laplace exponent of a hyper-exponential process? It turns out that the answer is
“yes” and the reason is that certain rational approximations of Stieltjes and Pick functions
have certain special properties.
In Section 5.3.1 we first give the necessary definitions and then demonstrate the connec-
tion between Pick functions, Stieltjes functions, and the Laplace exponent of a completely
monotone process. Then, in Section 5.3.2 we study rational approximations of Pick and
Stieltjes functions. We pay special attention to Pade´ approximants and their properties as
these are the most important for the work in Chapter 8.
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5.3.1 Completely monotone Le´vy processes, Pick functions, and
Stieltjes functions
First, we recall that a completely monotone Le´vy process X has a Le´vy density of the form,
pi(x) = I(x < 0)
∫
R−
e−uxµ(du) + I(x > 0)
∫
R+
e−uxµ(du), (5.9)
where µ(du) is a measure with support in R\{0} that satisfies the condition∫
R\{0}
1
|u|(1 + u)2µ(du) <∞. (5.10)
Next we define
ρ := sup
{
c ≥ 0 :
∫
R+
ecxpi(x)dx <∞
}
= sup {u ≥ 0 : µ((0, u)) = 0} , and
ρˆ := sup
{
c ≥ 0 :
∫
R−
e−cxpi(x)dx <∞
}
= sup {u ≥ 0 : µ((−u, 0)) = 0} .
It is easy to see that the quantities ρ and ρˆ are strictly positive if, and only if, the Le´vy
density of X decreases exponentially fast as |x| → ∞. We will denote by CM(ρˆ, ρ) the class
of Le´vy processes with completely monotone jumps with parameters ρ and ρˆ.
For α ≤ β denote by P (α, β) the class of functions {f(z)} which are analytic in C\((−∞, α]
∪ [β,∞)) and satisfy: f(C+) ⊂ C+, and f(z¯) = f(z) for z ∈ C+. We will say a function f(z)
is a Pick function if f(z) ∈ P (α, β) for some α ≤ β. From [101] we have the following
useful alternative representation of Pick functions.
Theorem 22 (Theorem 1 in [101]). The function f(z) is in P (α, β) if, and only if, for
z /∈ (−∞, α] ∪ [β,∞),
f(z) = a+ σz +
∫
R
(
1
u− z −
u
1 + u2
)
µ(du), (5.11)
where a ∈ R, σ ≥ 0, µ(du) puts no mass on (α, β), and ∫R(1 + u2)−1µ(du) <∞.
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Example: zα
Consider the function zα where 0 < α < 1. Clearly, zα ∈ P (0,∞); we would like to find the
(5.11) representation of zα which we claim has the form
µ(du) := I(u < 0)
|u|α sin(αpi)
pi
du, a :=
∫
R
µ(−du)
u(1 + u2)
, and σ = 0.
Proving this is largely a matter of algebraic manipulation. Making a change of variables,
and factoring out (1 + u2)−1 gives∫
R
(
1
u− z −
u
1 + u2
)
µ(du) =
∫
R
(
zu− 1
z + u
)
µ(−du)
1 + u2
.
Some further algebra,∫
R
(
zu− 1
z + u
)
µ(−du)
1 + u2
=
∫
R
z
z + u
(
u+
1
u
)
µ(−du)
1 + u2
−
∫
R
1
u
µ(−du)
(1 + u2)
,
demonstrates that the problem reduces to showing that
zα =
sin(αpi)
pi
∫
R+
z
z + u
uα−1du. (5.12)
Once we recall that pi−1 sin(αpi) = (Γ(1− α)Γ(α))−1 and (z + u)−1 = ∫R+ exp(−t(z + u))dt,
for Re(z), u > 0, equality (5.12) follows easily for Re(z) > 0. Since the right-hand side of
(5.12) is an analytic function of z on C\(−∞, 0] the equality extends to all z ∈ C\(−∞, 0]
by analytic continuation.
A Stieltes function is defined by the Stieltjes-integral representation,
f(z) :=
∫
R¯+
ν(du)
1 + zu
, z ∈ C\(−∞, 0],
where ν(du) is a positive measure on R¯+ whose support has infinitely many different values,
and which has finite moments
mj :=
∫
R¯+
ujν(du).
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Formally, we may also express f(z) as a Stieltjes series , which may converge only at 0,
and has the following form:
f(z) =
∞∑
j=0
(−z)jmj. (5.13)
It is easy to see that the above series converges for |z| < R if and only if supp(ν) ⊆ [0, 1/R].
In this case we will call f(z) a Stieltjes function (or a Stieltjes series) with the
radius of convergence R. For such functions, the domain of definition extends to all
z ∈ C\(−∞,−R].
Example: z−1 log(1 + z) (from pg. 161 in [9])
Let us show that the function, z−1 log(1 + z), is a Stieltjes function/series with radius of
convergence, R = 1. Expanding as a Taylor series at z = 0 gives
log(1 + z)
z
= 1− 1
2
+
1
3
z2 ± . . .± 1
j + 1
zj ± . . . , |z| < 1.
We observe that (j + 1)−1 =
∫ 1
0
ujdu, so that for |z| < 1 we obtain
log(1 + z)
z
=
∫ 1
0
du
1 + zu
.
Then, by analytic continuation we may extend the above equality to all of C\(−∞,−1].
Therefore, z−1 log(1 + z) is a Stieltjes function with measure ν(du) = I(0 < u < 1)du, and
radius of convergence R = 1.
As we have alluded to in the Introduction there is a connection between the Laplace ex-
ponents of completely monotone processes, Stieltjes functions and Pick functions. By rela-
tively simple transformations, we can represent the Laplace exponent ψ(z) either in terms
of a Stieltjes or Pick function. The precise statement of the connection is given in Theorem
23.
Theorem 23. Assume X is a Le´vy process with Laplace exponent ψ(z) and ρˆ, ρ > 0. The
following assertions are equivalent:
(i) X ∈ CM(ρˆ, ρ).
(ii) ψ(z)
z
∈ P (−ρˆ, ρ).
95
(iii)
ψ(z) = az +
σ2
2
z2 +
z2
1 + z
ρˆ
g
(
− z
1 + z
ρˆ
)
,
where a, σ ∈ R, and g(z) is a Stieltjes function with radius of convergence
R = (1/ρ+ 1/ρˆ)−1.
We will give our own proof of (i)⇔ (ii), although this is essentially just a reformulation of
Theorem 22. We delay the proof of (i) ⇔ (iii) until Chapter 8 (page 153). Similar ideas,
with slightly different definitions for Stieltjes and Pick functions, can also be found in [104].
Proof. To prove (i) ⇒ (ii) we define the cut-off function g(x) = |x|−1 (1− e−|x|) and use
the generating triple (a, σ2, pi)h≡g. We then write the Laplace exponent of our completely
monotone process as
ψ(z) = az +
σ2
2
z2 +
∫
R
(
ezx − 1− sgn(x) (1− e−|x|) z) pi(x)dx, (5.14)
where pi(x) is a Le´vy measure of the form (5.9). Then using (5.9), (5.14), and applying
Fubini’s theorem, we find that the z−1ψ(z) can be expressed as
ψ(z)
z
= a˜+
σ2
2
z +
∫
R
(
1
u− z −
u
1 + u2
)
ν(du), (5.15)
where we have defined
ν(du) :=
µ(du)
|u| ,
and
a˜ := a+
∫
R
(
u
1 + u2
− I(u > 0) 1
u+ 1
− I(u < 0) 1
u− 1
)
ν(du).
This completes the the proof of (i) ⇒ (ii). For the proof of the converse we start with the
expression (5.15) and simply reverse the steps. uunionsq
We remark that in the proof, we did not use the fact that ρ, ρˆ > 0, or equivalently that
the Le´vy density has exponential tails. However, this assumption assures that the function
z−1ψ(z) is analytic for an interval on the real line, which is desirable for our further discussion.
For our proof of (i)⇔ (iii) the assumption ρ, ρˆ > 0 is necessary.
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5.3.2 Rational approximation of Pick and Stieltjes functions
Given a function f : C → C, k points z1, . . . , zk, and equally many non-negative integers
β1, . . . , βk, consider the following interpolation problem: Denote N :=
∑
1≤i≤k(βi + 1) and
find a rational function g(z) whose numerator and denominator have degree at most N/2,
which satisfies
dj
dzj
g(z)
∣∣∣∣
z=zi
=
dj
dzj
f(z)
∣∣∣∣
z=zi
, 1 ≤ i ≤ k, 0 ≤ j ≤ βi.
This problem is known as a Cauchy interpolation problem (of degree N); we will call
a solution of the problem a Cauchy interpolant (of degree N). It is quite clear that
a Cauchy interpolation problem does not always have a solution. To see this, we consider
a simple example (from pg. 19 in [9]) where we set k = 1, z1 = 0, β1 = 2 (and therefore
N = 3), and we wish to interpolate the function f(z) = 1+z2. Let us assume that a Cauchy
interpolant g(z) exists, in which case we may write
g(z) =
P (z)
Q(z)
, P (z) = p0 + p1z, Q(z) = q0 + q1z.
Then, we must have
p0 + p1z
q0 + q1z
= 1 + z2 +O(z3). (5.16)
Cross-multiplying and equating coefficients in (5.16) shows that p0 = q0 = 0, and p1 = q1,
so that g(z) = 1. Clearly, the second derivative of 1 does not match the second derivative of
1 + z2 at 0, so we have a contradiction.
The previous example introduces a special variant of the Cauchy interpolation problem
in which we interpolate only at one point z1 = a. Since this type of interpolation is the most
important for this work, let us define it formally here. Let f(z) be a function with a power
series representation f(z) =
∑
i≥0 ci(z − a)i. If there exist polynomials Pm(z) and Qn(z)
satisfying deg(Pm) ≤ m, deg(Qn) ≤ n, Qn(a) = 1 and
Pm(z)
Qn(z)
= f(z) +O((z − a)m+n+1), z → a,
then we say that f [m/n](z) := Pm(z)/Qn(z) is the [m/n] Pade´ approximant of f(z) at
point a. For the special case a = 0 we will say simply that f [m/n](z) is the [m/n] Pade´ ap-
proximant of f(z). If we write simply f [m/n](z) without reference to a, the reader should
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assume that a = 0.
We notice two slight differences between the definition of a Pade´ approximant and a Cauchy
interpolant. First, for a Pade´ approximant we insist that the constant term in the denom-
inator is equal to 1. Second, we no longer insist that deg(Pm) and deg(Qn) are both less
than or equal to N/2. The first condition ensures that if f [m/n](z) exists it is the unique
rational function which satisfies the conditions of our interpolation problem (see Theorem
1.4.3 in [9]). The second condition simply gives us more freedom in determining a rational
approximation; we will see that this is beneficial for our application in Chapter 8.
Now we state some remarkable facts about Cauchy interpolants and Pade´ approximants
of Pick and Stieltjes functions. First let us consider Pick functions.
Theorem 24 (Theorems 3 and 4 in [40]). Let f(z) ∈ P (α, β), such that f(z) is itself not
a rational function. Then for points, z1, . . . , zk, lying inside the interval (α, β) and for odd
N , there exists a unique solution g(z) to the Cauchy interpolation problem of degree N and
g(z) ∈ P (α, β).
From the same source, we also have the following useful lemma concerning rational Pick
functions.
Lemma 2 (Discussion, pg. 172 in [40]). Any rational function belonging to P (α, β) has
simple, real poles in (−∞, α] ∪ [β,∞) which have negative residues.
Let us put together the information of Theorems 23 and 24 and Lemma 2. Suppose, that
we have a completely monotone process X with Laplace exponent ψ(z). Then, for any odd
N we may approximate ψ(z) by a rational function
ψ˜(z) = zg(z) = zP (z)/G(z),
where deg(P ) ≤ N/2 and deg(Q) ≤ N/2, and g(z) is a Cauchy interpolant of degree N of
the Pick function z−1ψ(z). This has the form
g(z) = a+ σz +
K∑
k=1
ak
bk − z −
Kˆ∑
k=1
aˆk
bˆk + z
,
where a ∈ R, σ ≥ 0, {−bˆk}1≤k≤Kˆ and {bk}1≤k≤K are the negative and positive poles of g(z),
{−aˆk}1≤k≤Kˆ and {−ak}1≤k≤K are the corresponding residues, and 0 < K + Kˆ < N/2 − δ.
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Here δ is a quantity in {0, 1, 2} which depends on the values of a and σ. We see, by com-
paring with (2.11), that we have approximated ψ(z) by the Laplace exponent ψ˜(z) of a
hyper-exponential Le´vy process! All that is required to derive the approximation is to solve
a Cauchy interpolation problem for the Pick function z−1ψ(z).
Once we know a solution exists, solving the Cauchy interpolation problem is a matter of
solving a system of linear equations (see Chapter 8 in [8] and Section 5.3.3 below for de-
tails). In general this is a relatively straightforward task for which we may use standard
techniques from numerical analysis. Specific (faster) algorithms also exist if we want to
know the value of g(z) at only one point, rather than deriving the coefficients of P (z) and
Q(z) (see again Chapter 8 in [8]).
The connection between Pick functions, the Cauchy interpolant, and the Laplace exponents
of completely monotone processes is both interesting and useful. We can obtain even more
useful results if we focus on the connection between Stieltjes functions and Pade´ approxi-
mants. First, we have the analogue of Theorem 24 and Lemma 2 for Stieltjes functions.
Theorem 25 (Corollary 5.1.1, Theorem 5.2.1 in [9]). If f(z) is a Stieltjes function with
radius of convergence R ≥ 0, then f [m/n](z) exists provided m ≥ n − 1. The approximant
f [m/n](z) has simple poles in (−∞,−R] which have positive residues.
If, as we did for Pick functions, we consider the information of Theorem 23 and Theorem
25 together we may show another way to approximate the Laplace exponent of a completely
monotone Le´vy process with the Laplace exponent of a hyper-exponential process, this time
via Pade´ approximants and Stieltjes functions. However, we will see in Chapter 8 that a
more natural way to present these ideas is via the Gaussian quadrature, and we save the
proof of this fact until then. The major advantage of approaching the approximation prob-
lem via Pade´ approximants of Stieltjes functions is that there exists a well-established theory
on the subject which has connections to the Gaussian quadrature, orthogonal polynomials,
continued fractions, and the moment problem. Also, we have existing convergence results for
Pade´ approximants of Stieltjes functions. The remainder of this section will be devoted to
stating the main theorems which establish the connections to the Gaussian quadrature and
orthogonal polynomials, and stating a theorem on the convergence results. Also, we repro-
duce here several important theorems about transformations of Pade´ approximants which
will be necessary for the work in Chapter 8.
First, let us formally define the Gaussian quadrature and orthogonal polynomials. Con-
sider a finite positive measure ν(dx) on an interval [a, b] whose support has infinitely many
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different values. The Gaussian quadrature (of order n) is the measure ν˜(dx) which
is supported on n points inside [a, b], and matches the first 2n − 1 moments of ν(dx). The
weights {wi}1≤i≤n and the nodes {xi}1≤i≤n of ν˜(dx) are uniquely defined by equations,∫
[a,b]
xkν(dx) =
n∑
i=1
xkiwi, k = 0, 1, . . . , 2n− 1.
For a proof of the existence and uniqueness of the Gaussian quadrature see Theorem 3.4.1
in [109].
Orthogonal polynomials with respect to the measure ν(dx) are a set of polynomials
{pn(x)}n≥0 which satisfy: deg(pn) = n, and∫
[a,b]
pn(x)x
kν(dx) = 0, k = 0, 1, . . . , n− 1.
See Theorem 2.1.1 in [109] for a proof that at least one set of orthogonal polynomials exists.
To ensure that the set is uniquely defined we can employ a number of normalizations; for
example, if we insist that the coefficient an of x
n in the polynomial pn(x) is strictly positive
and that,
(pn, pm)ν :=
∫
[a,b]
pn(x)pm(x)ν(dx) = δm,n,
then the set {pn(x)}n≥0 is uniquely determined. However, we will not concern ourselves with
uniqueness in this dissertation. For us, it is enough to know that orthogonal polynomials
can be defined uniquely for any ν(dx) up to multiplication by a constant. That is, if both
{pn(x)}n≥0 and {qn(x)}n≥0 represent orthogonal polynomials with respect to ν(dx) then
there exist dn ∈ R such that pn(x) = dnqn(x) for all x ∈ [a, b] and n ≥ 0 (see the Corollary
on pg. 9 in [32]). Therefore, we will occasionally write the orthogonal polynomials, although
uniqueness should be understood in the sense we have just described.
Example: The Jacobi polynomials (Chapter IV in [109])
Consider the measure
ν(dx) = I(|x| ≤ 1)(1− x)α(1 + x)βdx, α, β > −1.
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We can show that the polynomials {pn(x)}n≥0 which are defined as
pn(x) :=
Γ(α + n+ 1)
n!Γ(α + β + n+ 1)
n∑
i=0
(
n
i
)
Γ(α + β + n+ i+ 1)
Γ(α + i+ 1)
(
z − 1
2
)i
,
are orthogonal polynomials with respect to ν(dx), and that
(pn, pm)ν =
2α+β+1
2n+ α + β + 1
Γ(n+ α + 1)Γ(n+ β + 1)
n!Γ(n+ α + β + 1)
δm,n.
These polynomials are commonly referred to as the Jacobi polynomials, and we will em-
ploy the notation P
(α,β)
n (x) to denote the nth Jacobi polynomial.
In the previous example we see that the measure ν(dx) is absolutely continuous with re-
spect to the Lebesgue measure, and has density function w(x) = (1 − x)α(1 + x)β. This
is the case for many classical orthogonal polynomials, and the density w(x) is called the
weight function . When w(x) is an even function defined on a symmetric interval about
the origin, as is the case of the Jacobi polynomials, we may shift the domain of the orthog-
onal polynomials with the linear transformation x 7→ k−1(x− `) where k, ` ∈ R and k 6= 0.
This mapping carries the original interval [−a, a] into a new interval [−k−1(a+`), k−1(a−`)]
on which we can define the shifted orthogonal polynomials by
p˜n(y) := (sign(k))
n|k|1/2pn(k)(ky + `), n ≥ 0.
The shifted orthogonal polynomials are the orthogonal polynomials on [−k−1(a+`), k−1(a−`)]
with respect to the measure ν˜(dy) = w(ky + `)dy (see pg. 29 in [109]). The most common
application of shifting the domain of definition in this way, and the most important for this
dissertation, is to shift the Jacobi polynomials from the interval [−1, 1] to the interval [0, 1].
Now let us state two theorems which tie these ideas together. The first states a well-known
connection between orthogonal polynomials and the Gaussian quadrature. The second is
less well known, and shows the connection between the Gaussian quadrature, orthogonal
polynomials, and the Pade´ approximant of a Stieltjes function.
Theorem 26 (Theorems 3.4.1 and 3.4.2 in [109]). Let {xj}1≤j≤n, and {wj}1≤j≤n be the nodes
and the weights of the Gaussian quadrature of order n with respect to measure ν(dx) and let
{pn(x)}n≥0 be the orthogonal polynomials with respect to ν(dx). Then, the nodes {xj}1≤j≤n
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are given by the zeros of the polynomial pn(x), and the weights are given by
wj =
an
an−1
(pn−1, pn−1)ν
pn−1(xj)p′n(xj)
, (5.17)
where ak is the coefficient of x
k in pk(x).
Theorem 27 (Theorems 2.2 and 3.1 in [5]). Consider a Stieltjes function
f(z) =
∫
[0,a]
ν(dx)
1 + xz
.
Then
f [n−1/n](z) =
(−z)n−1qn−1(−1/z)
(−z)npn(−1/z) =
n∑
i=1
wi
1 + xiz
, (5.18)
where {xi}1≤i≤n and {wi}1≤i≤n are the nodes and weights of the Gaussian quadrature of order
n with respect to the measure ν(dx), pn(z) is the nth orthogonal polynomial with respect to
ν(dx) and qn−1(z) is the associated polynomial of degree n− 1, defined by
qn−1(z) :=
∫
[0,a]
pn(z)− pn(x)
z − x ν(dx).
Theorem 27 shows us that when we are approximating a Stieltjes function we can work inter-
changeably with the Pade´ approximant, orthogonal polynomials, or the Gaussian quadrature.
This is useful, because although we know that we can always calculate the Pade´ approxi-
mant by solving a system of linear equations (see Section 5.3.3 below) this approach will not
give us an explicit formula. Using the well-established theory of orthogonal polynomials, we
can occasionally derive such a formula. If we choose to tackle the approximation by means
of the Gaussian quadrature, the connection with orthogonal polynomials and Theorem 26
can reduce our computational effort because the location of the zeros of certain families of
orthogonal polynomials are well studied.
A natural question that arises when approximating any function is: How good is the ap-
proximation? In the example in Section 5.3.3 below, we give a numerical example to show
that Pade´ approximants are excellent at approximating Stieltjes functions. The following
Theorem gives a theoretical basis for our numerical results.
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Theorem 28 (Theorem 5.4.4 in [9]). Let f(z) be a Stieltjes series with radius of convergence
R > 0. Let A be a compact subset of C \ (−∞,−R]. Define δ to be the distance from A to
the set (−∞,−R] and ρ := R − δ. Then there exists a constant C = C(A) such that for all
z ∈ A and all n ≥ 1 we have
|f(z)− f [n−1/n](z)| < C
∣∣∣∣√ρ+ z −√ρ√ρ+ z +√ρ
∣∣∣∣2n .
Another natural question is: If we transform our original function, can we express the
approximation of the transformed function in terms of the approximation of the original
function? If so, what kind of transformation must we apply to the approximation of the
original function? In the three theorems below, we see that Pade´ approximants are well
behaved under simple transformations. We will need these results in Chapter 8.
Theorem 29. (Theorem 1.5.2 in [9]) Given a formal series f(z) =
∑
i≥0 ciz
i and a 6= 0 we
define w = w(z) := az/(1 + bz) and g(w) := f(z). If the Pade´ approximant f [n/n](z) exists,
then g[n/n](w) = f [n/n](z).
Theorem 30. (Theorem 1.5.3 in [9]) Given a formal series f(z) =
∑
i≥0 ciz
i we define
g(z) := (a+ bf(z))/(c+ df(z)). If c+ df(0) 6= 0 and the Pade´ approximant f [n/n](z) exists,
then
g[n/n](z) =
a+ bf [n/n](z)
c+ df [n/n](z)
.
Theorem 31. (Theorem 1.5.4 in [9]) Assume that k ≥ 1 and n, m are integers such that
n− k ≥ m− 1. Given a formal series f(z) = ∑i≥0 cizi we define
g(z) :=
(
f(z)−
k−1∑
i=0
ciz
i
)
z−k.
Then,
g[n−k/m](z) =
(
f [n/m](z)−
k−1∑
i=0
ciz
i
)
z−k,
provided either Pade´ approximant exists.
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5.3.3 Numerical considerations and an example
In this section we briefly discuss how to compute the coefficients of Pade´ approximants di-
rectly, i.e. without invoking connections to orthogonal polynomials or the Gaussian quadra-
ture. At the end of the section we calculate the [n/n] Pade´ approximant of the function
ψ(z) = − log(1 − z) using this technique. We will see that for any n the approximant is
the Laplace exponent of a hyper-exponential process, and that the approximation is very
accurate.
Consider a function f(z) given by a formal series expansion f(z) =
∑
i≥0 ciz
i. Then the
Pade´ approximant f [m/n](z) = Pm(z)/Qn(z) with m ≥ n can be found as follows (provided
it exists). First, we solve the system of n linear equations
cm−n+1 cm−n+2 cm−n+3 · · · cm
cm−n+2 cm−n+3 cm−n+4 · · · cm+1
cm−n+3 cm−n+4 cm−n+5 · · · cm+2
...
...
...
. . .
...
cm cm+1 cm+2 · · · cm+n−1


bn
bn−1
bn−2
...
b1

= −

cm+1
cm+2
cm+3
...
cm+n

(5.19)
whose solutions bi, 1 ≤ i ≤ n, give us the coefficients of the denominator Qn(z) := 1 + b1z
+b2z
2+· · ·+bnzn. Then, the coefficients of the numerator Pm(z) := a0+a1z+a2z2+· · ·+amzm
can be calculated recursively:
a0 = c0,
a1 = c1 + b1c0,
a2 = c2 + b1c2 + b2c0, (5.20)
...
am = cm +
n∑
i=1
bicm−i.
In practice, when n is even moderately large, the system in (5.19) will have a very large
condition number, and solving the system of linear equations (5.19) will likely involve a loss
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of accuracy. This can be avoided by using higher precision arithmetic. For the numerical
results in this work, when we calculate the Pade´ approximant by solving a linear system, we
use Fortran-90 with the MPFUN90 arbitrary precision package. As we know from Theorem
27 another way to deal with this problem is to use expressions for Pade´ approximants given
in terms of the Gaussian quadrature. There exist several very fast and accurate methods for
computing the weights and nodes of the Gaussian quadrature, see [47,48].
Example: The Pade´ approximant of ψ(z) = − log(1− z)
We recognize the function ψ(z) = − log(1− z) as the Laplace exponent of a Gamma subor-
dinator. We would like to approximate ψ(z) by a rational function that is also the Laplace
exponent of a hyper-exponential process. To do this, we will use the theory of Pade´ approx-
imants of Stieltjes functions, and the fact that
ψ(z) = −zg(−z), where g(z) = log(1 + z)
z
.
From Theorems 25, 29, 31, and the fact that g(z) is a Stieltjes function, we know that
ψ[n/n](z) exists and has the form
ψ[n/n](z) = −zg[n−1/n](−z) = z
n∑
k=1
ak
bk − z ,
where {−bk}1≤k≤n are the poles of g[n−1/n](z), which we know lie in the interval (−∞,−1],
and {ak}1≤k≤n are the corresponding positive residues. Comparing with (2.11) we see that
ψ[n/n](z) is the Laplace exponent of a hyper-exponential subordinator. We know from The-
orem 28 that as n grows, ψ[n/n](z) converges to ψ(z). From Figure 5.7 we see that the
approximation becomes accurate very rapidly. For n = 10 we see almost no difference
between the curves of ψ[n/n](z) and ψ(z) on the interval [−100, 1).
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Figure 5.7: The [n/n] Pade´ approximant of ψ(z) = − log(1 − z) on the interval [−100, 1).
The function ψ(z) is plotted in blue, while ψ[n,n](z) is plotted in black, green, and red for
n = 5, 7, and 10 respectively.
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Part II
New results
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Chapter 6
Asian options and meromorphic
processes
As we demonstrated in Chapter 4 one method of computing the price of an
Asian option in a Le´vy driven model is based on the exponential functional of
the underlying Le´vy process. If we know the distribution of the exponential
functional, we can calculate the price of the Asian option via the inverse Mellin-
Laplace transform. In this chapter we study the pricing problem in the context of
a model driven by a meromorphic Le´vy process. We prove that the exponential
functional is equal in distribution to an infinite product of independent beta
random variables, and its Mellin transform can be expressed as an infinite product
of gamma functions. We show that these results lead to an efficient algorithm for
computing the price of the Asian option via the inverse Mellin-Laplace transform,
and we compare this method with some other techniques.
6.1 Introduction
Our focus in this chapter is to calculate the price of an arithmetic, continuously monitored,
fixed strike Asian call option, which we recall from (4.1) is given by
C(A0, K, T ) := e
−rTE
[(
1
T
∫ T
0
A0e
Xudu−K
)+]
. (6.1)
As before, we assume that the expectation in (6.1) is with respect to a risk-neutral mea-
sure and that X is a Le´vy process. In Chapter 4 we outlined two methods of solution via
the exponential functional, one for the traditional Black-Scholes setting, and the other, for
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processes for which we can calculate the Mellin transform of the exponential functional (see
Sections 4.3.3 and 4.2.4 respectively).
A search of the literature reveals a number of other approaches for calculating C(A0, K, T ).
We are, however, unable to find any existing pricing algorithms for cases where the log-stock
price is modeled by an infinite activity process with double-sided jumps. This poses a prob-
lem, since recent research [3, 29] suggests that stock prices are most realistically modeled
by infinite activity processes. Other than by the methods discussed in Chapter 4, we are
aware of the following three approaches for calculating C(A0, K, T ): a) approximate the
exponential functional Iu by a more tractable random variable; b) define C(A0, K, T ) im-
plicitly as the solution of a backward Kolmogorov equation; and c) use Monte-Carlo methods.
The first approach was used by Milevsky and Posner [87] in the Black-Scholes setting. In
this case, the authors approximated Iu by I∞ in such a way that they matched the first and
second moments of the two random variables. This approach is very effective in the Black-
Scholes setting since the first and second moments of Iu are known, and I∞ is a random
variable with a known density function.
The second approach is based on the observation that, while the process Zt :=
∫ t
0
exp(Xu)du
is not Markovian, the process
Z˜t := (x+ Zt)e
−Xt
does satisfy the Markov property. The process Z˜t, known as a generalized Ornstein-Uhlenbeck
process, is an important and well-studied object (see [84] and the references therein). The
fact that Z˜ is a Markov process allows us to rewrite the expectation in (6.1) so that it involves
only Z˜T . The resulting expression can be computed by solving the backward Kolmogorov
equation, which in this case takes the form of a partial integro-differential equation (one
dimension for the time and one for the space variable). This approach was developed in
a fairly general setting by Vecer and Xu [110], and it was implemented by Bayraktar and
Xing [12] for jump-diffusion processes.
In the current chapter we calculate C(A0, K, T ) via a semi-explicit formula for the case
where X is a meromorphic process. This addresses the “infinite activity problem” since
we make no other restrictions on X. In particular, X may be an infinite activity, infinite
variation process with double-sided jumps. We derive our formula via the technique outlined
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in Section 4.2.4 involving the Mellin transform of the exponential functional. Our formula is
semi-explicit in the sense that it represents a Mellin-Laplace transform of the option price.
We choose this approach partly because the Mellin transform method was first pioneered for
hyper-exponential processes in [27]. The relationship between hyper-exponential processes
and meromorphic processes suggests that extending the technique to meromorphic processes
is the most natural course of action, as opposed to attempting numerical solutions of integro-
differential equations. Of course, we might also resort to Monte Carlo techniques, but these
are typically computationally expensive and of limited accuracy. Our algorithm to recover
the price via numerical Mellin-Laplace inversion is fast and accurate which seems to justify
our choice.
The main hurdle to our approach is deriving an expression for the Mellin transform of the
exponential functional of a meromorphic process. In doing so, we find that we are also able
to identify the distribution of Iq. As we know from our discussion on the state of research
on exponential functionals, this ancillary theoretical result is significant: it represents the
first case in which the distribution of Iq is known for a process with infinite activity, infinite
variation, and two-sided jumps.
To derive an expression for the Mellin transform we generalize the approach via the verifica-
tion result for hyper-exponential processes of Section 4.2.3. However, for the meromorphic
case, key finite quantities become infinite, and so we have to take a number of preparatory
steps. In section 6.2 we study infinite products of independent beta random variables. We
use these results in section 6.3 to identify the distribution of the exponential functional. This
leads directly to an ancillary theoretical result: we are able to identify the distribution of
the homogeneous functional of the process L(1) which we introduced in Example 3 of Section
4.3.3. In section 6.4 we discuss numerical issues, such as approximating the Mellin transform
(which is an infinite product), and we compute option prices using our algorithm.
Throughout the chapter, as we have done previously, we will use the notation
M(ξ, z) := E[ξz−1]
to denote the Mellin transform of a random variable ξ.
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6.2 An infinite product of beta random variables
In this section we will study infinite products of independent beta random variables. These
results will be used in Section 6.3 in order to describe the distribution of the exponential
functional Iq.
As before, for a, b > 0, let B(a,b) denote the beta random variable, having distribution
P(B(a,b) ∈ dx) = Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1dx, 0 < x < 1.
With any two unbounded sequences α = {αn}n≥1 and β = {βn}n≥1 which satisfy the inter-
lacing property
0 < α1 < β1 < α2 < β2 < α3 < β3 . . . (6.2)
we associate an infinite product of independent beta random variables, defined as
J(α, β) :=
∏
n≥1
B(αn, βn−αn)
βn
αn
. (6.3)
The random variable J(α, β) is the main object of interest in this section. When the se-
quences α and β are clear from the context, we will suppress them in the notation J(α, β) and
will write simply J . Our first task is to establish that this random variable is well-defined.
Proposition 1. The infinite product in (6.3) converges a.s.
Before proving Proposition 1, let us establish the following simple (but useful) result.
Lemma 3. Assume that α and β are two unbounded sequences satisfying (6.2), and f : R+ 7→
R is a monotone function such that limx→+∞ f(x) = 0. Then∣∣∣∣∣∑
n≥1
(f(βn)− f(αn))
∣∣∣∣∣ < |f(α1)| . (6.4)
Proof. Assume that f(x) is increasing. Then the condition f(+∞) = 0 implies that f(x) ≤ 0
for all x, thus for any m ∈ N we have
0 ≤ Sm :=
m∑
n=1
(f(βn)− f(αn)) ≤
m∑
n=1
(f(αn+1)− f(αn))
= f(αm+1)− f(α1) < −f(α1) = |f(α1)|.
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The above inequality and the fact that the sequence Sm is increasing show that the series in
(6.4) converges and its sum is bounded by |f(α1)|. The case when f(x) is decreasing can be
proven in the same manner. uunionsq
Proof of Proposition 1
Taking the logarithm of both sides of (6.3), we see that we need to establish the a.s. con-
vergence of the infinite series
log(J) =
∑
n≥1
log
(
B(αn,βn−αn)
βn
αn
)
. (6.5)
Before proceeding, we recall that the Mellin transform of a beta random variable is given by
E[(B(a,b))z−1] =
Γ(a+ b)Γ(a+ z − 1)
Γ(a)Γ(a+ b+ z − 1) , Re(z) > 1− a. (6.6)
By differentiating the above identity twice and setting z = 1, we find
E[log(B(a,b))] = ψ(a)− ψ(a+ b), and Var[log(B(a,b))] = ψ′(a)− ψ′(a+ b),
where ψ(z) := Γ′(z)/Γ(z) is the digamma function. It is known that f(z) := ln(z)− ψ(z) is
a completely monotone function which decreases to zero (see Theorem 1 in [6] or Formula
8.361.8 in [49]). This implies that the function ψ′(z) := −f ′(z)+1/z, has the same property.
Applying Lemma 3 we conclude that both the series
∑
n≥1
E
[
log
(
B(αn,βn−αn)
βn
αn
)]
=
∑
n≥1
(f(αn)− f(βn)), and
∑
n≥1
Var
(
log
(
B(αn,βn−αn)
βn
αn
))
=
∑
n≥1
(ψ′(αn)− ψ′(βn))
converge, therefore the Khintchine-Kolmogorov Convergence Theorem implies a.s. conver-
gence of the infinite series (6.5). uunionsq
Next, we show that the Mellin transform of J exists, and has the form that we expect.
To get the result, we have to work a little bit harder than we would for a finite product of
independent variables.
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Theorem 32. The Mellin transform M(J, z) exists for all z > 1− α1 and it can be analyt-
ically continued to a meromorphic function
M(J, z) =
∏
n≥1
Γ(βn)Γ(αn + z − 1)
Γ(αn)Γ(βn + z − 1)
(
βn
αn
)z−1
. (6.7)
The above infinite product converges uniformly on compact subsets of the complex plane which
do not contain the poles of M(J, z).
Proof. Proposition 1 combined with (6.6) and Le´vy’s Continuity Theorem imply that (6.7)
is true for all z on the line Re(z) = 1, and that the infinite product in the right-hand side of
(6.7) converges uniformly on compact subsets of this line. Our first goal is to prove uniform
convergence of this product on any compact subset of C, which excludes the poles ofM(J, z).
For t > 0 and a, z ∈ C satisfying Re(z) > max(0,−Re(a)), let us define
f(z; a) := log
(
Γ(a+ z)
Γ(z)za
)
, and g(t; a) :=
(
a− 1− e
−at
1− e−t
)
1
t
. (6.8)
It is known that for a ∈ R, the function z ∈ (max(0,−a),∞) 7→ |f(z; a)| is completely
monotone. This follows from Theorem 4 in [98] if a > 0 and from Theorem 1 in [97] if a < 0.
We also have the following integral representation
f(z; a) =
∫
R+
g(t; a)e−ztdt, a, z ∈ C, Re(z) > max(0,−Re(a)), (6.9)
which can be established using Formula 8.361.5 in [49].
Let A be a compact subset of C. Define
v− := min{Re(z) : z ∈ A}, and v+ := max{Re(z) : z ∈ A}.
The convergence of the infinite product (6.7) is not affected by any finite number of terms.
Therefore, without loss of generality, we can assume that 1−α1 < v−. If this is not true, we
may take N large enough, so that 1− αN < v−, and investigate the convergence of the tail∏
n≥N(. . . ) of the infinite product in (6.7).
113
For k ≥ 1 we define
Bk(z) :=
k∏
n=1
Γ(βn)Γ(αn + z − 1)
Γ(αn)Γ(βn + z − 1)
(
βn
αn
)z−1
.
The function Bk(z) is analytic and zero-free in the half-plane Re(z) > 1 − α1, and due to
our assumption 1 − α1 < v−, this half-plane includes the set A. Using (6.9) and Lemma 3
we find that for all l > k ≥ 1 and z ∈ A,
|log(Bl(J, z))− log(Bk(J, z))| =
∣∣∣∣∣
l∑
n=k+1
(f(αn; z − 1)− f(βn; z − 1))
∣∣∣∣∣
=
∣∣∣∣∣
∫
R+
g(t; z − 1)
l∑
n=k+1
(e−αnt − e−βnt)dt
∣∣∣∣∣
≤
∫
R+
|g(t; z − 1)|
∞∑
n=k+1
(e−αnt − e−βnt)dt
<
∫
R+
|g(t; z − 1)| e−αk+1tdt.
For any fixed z ∈ A, the right-hand side in the above inequality can be made arbitrarily
small if k is sufficiently large, since αk → +∞ as k → +∞. This shows that for z ∈ A, the
collection {Bk(z)}k≥1 forms a Cauchy sequence and, therefore, the infinite product in (6.7)
converges pointwise.
Now we need to establish the uniform convergence on the compact set A ⊂ C. Using
(6.6), we check that for all z in the half-plane Re(z) > 1 − α1 we have Bk(z) ≡ M(Jk, z),
where Jk is defined by
Jk :=
k∏
n=1
B(αn,βn−αn)
βn
αn
.
Denoting v = Re(z) and using Lemma (3) and monotonicity of the function
z ∈ (max(0,−a),∞) 7→ f(z; a) for a ∈ R we obtain
|M(Jk, z)| = |E[Jz−1k ]| ≤ E[|Jz−1k |] = E[Jv−1k ] =M(Jk, v)
= exp
(
k∑
n=1
(f(αn; v − 1)− f(βn; v − 1))
)
(6.10)
< exp(|f(α1; v − 1)|).
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The function v 7→ f(α1; v − 1) is continuous on the interval v ∈ [v−, v+], therefore it is
bounded on this interval. This fact combined with the inequality (6.10) implies the uniform
boundedness of all functions M(Jk, z), k ≥ 1 in the vertical strip v− ≤ Re(z) ≤ v+, there-
fore also on the set A. By the Vitaly-Porter Theorem, uniform boundedness and pointwise
convergence ofM(Jk, z) imply uniform convergence of these functions. This proves that the
product (6.7) converges uniformly to a function which is analytic in Re(z) > 1 − α1. By
analytic continuation we conclude that the Mellin transform of J(α, β) exists everywhere in
this half-plane. uunionsq
In the next proposition we show that M(J, z) satisfies two important identities, which will
be crucial for our results on exponential functionals of meromorphic processes in Section
6.3. The approach in this upcoming section will be to show that Iq is equal in distribution
to the quotient of two random variables of the form J(α, β). We will prove this using the
verification result of Section 4.2.2, which, we recall, requires us to find a candidate function
satisfying a functional equation involving the Laplace exponent. Our candidate function f(z)
will be a product of two Mellin transforms of the form M(J, z); the following proposition
will help us establish that f(z), so defined, satisfies the criteria of the verification result.
Proposition 2. Assume that sequences α and β satisfy the interlacing property (6.2).
(i) For n ≥ 1 define α˜n = βn and β˜n = αn+1. The sequences α˜ and β˜ also satisfy the
interlacing property (6.2). We have the following identity
M(J, z)×M(J˜ , z) = Γ(α1 + z − 1)
Γ(α1)α
z−1
1
, Re(z) > 1− α1, (6.11)
where J := J(α, β) and J˜ := J(α˜, β˜).
(ii) The function M(J, z) satisfies M(J, z+ 1) = φ(z)M(J, z) for all z ∈ C, where φ(z) is
a meromorphic function defined as
φ(z) :=
∏
n≥1
1 + z−1
αn
1 + z−1
βn
, z ∈ C. (6.12)
Proof. The proof of (i) follows at once from (6.7). Lemma 3 implies convergence of the
infinite product in (6.12), and the proof of (ii) follows easily from (6.7) and the identity
Γ(z + 1) = zΓ(z). uunionsq
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6.3 Exponential functional of meromorphic processes
Let us review some important properties of meromorphic processes, which we will need for
this section (see Section 2.2.3 for full details). First, the density of the Le´vy measure of a
meromorphic process is defined by (2.14) from which it is clear that the Le´vy measure has
exponentially decreasing tails.
Second, we recall that the Laplace exponent of a meromorphic process is given by
ψ(z) =
σ2z2
2
+ az + z2
∑
n≥1
an
ρn(ρn − z) + z
2
∑
n≥1
aˆn
ρˆn(ρˆn + z)
, (6.13)
where −ρˆ1 < Re(z) < ρ1, σ ≥ 0 and a ∈ R. The function ψ(z) can be analytically continued
to a real meromorphic function, having only simple poles at points {ρn}n≥1, and {−ρˆn}n≥1.
As we have already seen, the most important analytical property of meromorphic processes
(and also hyper-exponential processes) is that for any q > 0 the equation ψ(z) = q has only
simple real solutions {ζn}n≥1, and {−ζˆn}n≥1, which satisfy the interlacing property
...− ρˆ2 < −ζˆ2 < −ρˆ1 < −ζˆ1 < 0 < ζ1 < ρ1 < ζ2 < ρ2 < .... (6.14)
As before, when we need to emphasize the dependence of these solutions on the parameter
q, we will denote them by {ζn(q)}n≥1 and {−ζˆn(q)}n≥1. Moreover, from Theorem 10 we have
the following infinite product representation
q − ψ(z) = q
∏
n≥1
1− z
ζn
1− z
ρn
×
∏
n≥1
1 + z
ζˆn
1 + z
ρˆn
, z ∈ C, (6.15)
which we recognize as an expression of the Wiener-Hopf factorization; the infinite products
on the right-hand side represent (ϕ+q (z))
−1 × (ϕ−q (z))−1.
The next theorem is the main theoretical result in this chapter. We identify the distri-
bution of the exponential functional Iq of a meromorphic process. The reader may wish to
compare this with Theorem 14 which gives the distribution for hyper-exponential processes.
Theorem 33. Assume that q > 0 and Iq is the exponential functional with respect to a
meromorphic process X which has Laplace exponent ψ(z). Define ρˆ0 := 0 and the four
sequences
ζ := {ζn}n≥1, ρ := {ρn}n≥1, ζ˜ := {1 + ζˆn}n≥1, and ρ˜ := {1 + ρˆn−1}n≥1.
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Then we have the following identity in distribution
Iq
d
= C(q)× J(ρ˜, ζ˜)
J(ζ, ρ)
, (6.16)
where
C(q) := q−1
∏
n≥1
1 + 1
ρˆn
1 + 1
ζˆn
, (6.17)
and the random variables J(ρ˜, ζ˜) and J(ζ, ρ) are independent and are defined by (6.3).
M(Iq, z) is finite for 0 < Re(s) < 1 + ζ1 and is given by
M(Iq, z) =C(q)z−1 (6.18)
×
∏
n≥1
Γ(ζˆn + 1)Γ(ρˆn−1 + z)
Γ(ρˆn−1 + 1)Γ(ζˆn + z)
(
ζˆn + 1
ρˆn−1 + 1
)z−1
Γ(ρn)Γ(ζn + 1− z)
Γ(ζn)Γ(ρn + 1− z)
(
ζn
ρn
)z−1
.
Proof. First, we note that the two pairs of sequences (ζ, ρ) and (ρ˜, ζ˜) satisfy the interlacing
property (6.2), therefore the random variables J(ζ, ρ) and J(ρ˜, ζ˜) are well defined. The in-
finite product defining constant C(q) converges due to Lemma 3.
Let f(z) denote the function in the right-hand side of (6.18). As in Proposition 2 we
will write J˜ for J(ρ˜, ζ˜) in order to simplify notation. Using Theorem 32 we find that
f(z) = C(q)z−1M(J, z)M(J˜ , 2 − z) is the Mellin transform of the random variable in the
right-hand side of (6.16), and that f(z) is analytic in the strip 0 < Re(z) < 1 + ζ1. Formula
(6.18) implies that f(z) is zero-free in the wider strip −ζˆ1 < Re(z) < 1 + ρ1.
Our intention is to prove that M(Iq, z) ≡ f(z) – which implies (6.16) – via the verifica-
tion result of Theorem 16. In order to complete the proof, we therefore need to show that
the following three conditions are satisfied:
(i) for some θ > 0, the function f(z) is analytic and zero free in the vertical strip
0 < Re(z) < 1 + θ;
(ii) the function f(z) satisfies
f(z + 1) =
z
q − ψ(z)f(z), 0 < z < θ; and
(iii) |f(z)|−1 = o(exp(2pi|Im(z)|)) as Im(z)→∞, uniformly in the vertical strip
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0 < Re(z) < 1 + θ.
According to the above discussion condition (i) is satisfied with θ = ζ1. Let us verify
condition (ii). Proposition 2 (ii) gives us two identities
M(J, z + 1) =M(J, z)×
∏
n≥1
1 + z−1
1+ρˆn−1
1 + z−1
1+ζˆn
, and
M(J˜ , 1− z) =M(J˜ , 2− z)×
∏
n≥1
1− z
ρn
1− z
ζn
,
for z ∈ C. Combining (6.18) with the above identities we obtain
f(z + 1) = C(q)zM(J, z + 1)M(J˜ , 1− z)
= f(z)× q−1
∏
n≥1
1 + 1
ρˆn
1 + 1
ζˆn
×
1 + z−1
1+ρˆn−1
1 + z−1
1+ζˆn
× 1−
z
ρn
1− z
ζn
,
where we have also used (6.17). Rearranging the terms in the above infinite product and
using (6.15) we conclude that
f(z + 1) = f(z)× zq−1
∏
n≥1
1 + z
ρˆn
1 + z
ζˆn
× 1−
z
ρn
1− z
ζn
=
z
q − ψ(z)f(z),
and thus condition (ii) is also satisfied.
Finally, let us show that condition (iii) holds. We use Proposition 2 (i) and find that
f(z)−1 =C(q)1−z × Γ(ζ1)ζ
1−z
1
Γ(s)Γ(ζ1 + 1− z)× (6.19)
M(J(α, β), z)×M(J(α˜, β˜), 2− z),
for 0 < Re(z) < 1 + ζ1, where the sequences α, β, α˜, β˜ are defined as follows
αn := 1 + ζˆn, βn := 1 + ρˆn, α˜n := ρn, and β˜n := ζn+1, n ≥ 1.
According to Theorem 32, the Mellin transform M(J(α, β), z) (respectively M(J(α˜, β˜), z))
is finite in the half-plane Re(z) > −ζˆ1 (resp. Re(z) > 1−ρ1). Since |M(J, z)| <M(J,Re(z)),
for any J we see that for any  > 0, the function M(J(α, β), z) (resp. M(J(α˜, β˜), 2 − z))
is uniformly bounded in the half-plane Re(z) ≥  − ζˆ1 (resp. Re(z) ≤ 1 + ρ1 − ). Taking
 = 1
2
min(ζˆ1, ρ1 − ζ1) we conclude that the function M(J(α, β), z) ×M(J(α˜, β˜), 2 − z) is
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uniformly bounded in the vertical strip 0 ≤ Re(z) ≤ 1 + ζ1.
To estimate the gamma functions in (6.19), we use the now familiar formula
lim
y→∞
|Γ(x+ iy)|epi2 |y||y| 12−x =
√
2pi, x, y ∈ R,
and recall that the limit exists uniformly in x on compact subsets of R. The above formula
shows that for any  > 0
1
|Γ(z)Γ(ζ1 + 1− z)| = o(exp((pi + )|Im(z)|))
as Im(z) → ∞, uniformly in the strip 0 ≤ Re(z) ≤ 1 + ζ1. This fact combined with (6.19)
and uniform boundedness ofM(J(α, β), z)×M(J(α˜, β˜), 2− z) shows that condition (iii) is
also satisfied. Therefore, we haveM(Iq, z) ≡ f(z), and this ends the proof of Theorem 33. uunionsq
We observe that the results of Theorem 33 may be useful for studying positive self-similar
Markov processes (pssMps). In Example 2 of Chapter 4 we showed that we can derive an
expression for the density of the supremum of a stable process via the density of exponential
functional of a hypergeometric process (recall this is a particular type of meromorphic pro-
cess). This approach works because of the connection between Le´vy processes and pssMps
via the Lamperti transform. In the example, applying the Lamperti transform to a hyperge-
ometric process yields a stable process started at a point x > 0 which is killed upon exiting
the upper half-plane. Similarly, the last several years have witnessed a large volume of re-
search on self-similar Markov processes, which are constructed from stable Le´vy processes by
conditioning on various path transformations (see [23, 24, 71, 72, 78]). We note that in all of
these examples (at least in dimension one), the Lamperti transformed process is a particular
meromorphic process. Therefore, we hope that the result of Theorem 33 is useful in studying
other interesting self-similar Markov processes.
As a particular example, we demonstrate that Theorem 33 allows us to identify the dis-
tribution of the homogeneous functional of the process L(1) which we introduced in Example
3 of Section 4.3.3. We recall that L(1) has initial position one, is killed upon leaving the
positive half-plane, and otherwise behaves like a stable process with parameters (α, ρ). In
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Section 4.3.3 we showed the following identity in distribution
Ar d=
∫ e(q)
0
e(α+r)Ξsds,
where Ar is the homogeneous functional of L(1), q = Γ(α)/(Γ(α(1− ρ))Γ(1− α(1− ρ)) ≥ 0
and (α + r)Ξ is the meromorphic (hypergeometric) process with Laplace exponent
ψ(z) = − Γ(α− z(α + r))Γ(1 + z(α + r))
Γ(α(1− ρ)− z(α + r))Γ(1− α(1− ρ) + z(α + r)) + q.
Applying Theorem 33 with
ρn =
α + n− 1
α + r
, ζn =
α(1− ρ) + n− 1
α + r
,
ρˆn =
n
α + r
, and ζˆn =
n− α(1− ρ)
α + r
,
for all n ≥ 1 we easily obtain the following corollary. This corollary is originally due to
Letemplier and Simon [81] who obtain the result by other means.
Corollary 1 (First theorem in [81]). Let Ar be the homogeneous functional of L(1). Then
Ar d= C ×
∏
n≥0
B(1+ nα+r ,
1−α(1−ρ)
α+r )
B(α(1−ρ)+nα+r ,
αρ
α+r )
× (1 + r + αρ+ n)(α(1− ρ) + n)
(α + r + n)(α + n)
,
where
C =
Γ(1 + r + αρ)Γ(α(1− ρ))
Γ(1 + α + r)Γ(α)
,
Proof. Apply Theorem 33 for the process (α + r)Ξ. To obtain C we use Euler’s infinite
product representation of the gamma function, i.e.
C = q−1
∏
n≥1
1 + 1
ρˆn
1 + 1
ζˆn
=
Γ(α(1− ρ))Γ(1− α(1− ρ))
Γ(α)
×
∏
n≥1
1 + α+r
n
1 + α+r
n−α(1−ρ)
=
Γ(1 + r + αρ)Γ(α(1− ρ))
Γ(1 + α + r)Γ(α)
.
uunionsq
120
Remark 1
The results of Theorem 33 can be easily extended to the boundary case q = 0. We know
the exponential functional I∞ =
∫∞
0
exp(Xt)dt is well-defined if E[X1] < 0. One can readily
verify that the condition ψ′(0) = E[X1] < 0 implies ζˆ1(q) → ζ1(0) = 0 as q → 0+, moreover
q/ζˆ1(q)→ |E[X1]|. Thus the constant C(q) defined by (6.17) converges as q → 0+ to
C(0) =
1
|E[X1]|
∏
n≥1
1 + 1
ρˆn
1 + 1
ζˆn+1(0)
.
Note that ζˆn+1(0) > ρˆn > 0 for n ≥ 1, therefore the above product is well defined, and it
converges due to Lemma 3. The random variables J(ρ˜, ζ˜) and J(ζ, ρ) are also well-defined
in the limit q → 0+, provided that we identify B(1,0) d= 1.
Remark 2
The fact that Iq is the product of two independent random variables is actually not so sur-
prising. In fact, it has been demonstrated (see [92, 93]) that for many Le´vy processes the
exponential functional has the same distribution as a product of two independent exponential
functionals. One is the exponential functional of the dual of a subordinator and the other is
the exponential functional of a spectrally positive process. Both processes are related to the
Wiener-Hopf factors of the original Le´vy process. Additionally, Patie and Savov [94] recently
obtained some strong and general results on the Mellin transform of the exponential func-
tional. In particular, they showed that the Mellin transform can be obtained as a generalized
Weierstrass product in terms of the Wiener-Hopf factors of the underlying process. Since
the Wiener-Hopf factors of meromorphic processes are infinite products of linear factors (see
(6.15)), these results could lead to an alternative proof of Theorem 33. First, the Mellin
transform of Iq could be expressed as a double infinite product. Then, interchanging the
order in this product and using Weierstrass’ infinite product representation for the gamma
function could potentially provide an alternative method of deriving (6.18).
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6.4 Numerical examples
For our numerical examples we will consider the θ-process, defined by the Laplace exponent
ψ(z) =
σ2z2
2
+ µz + γ + (−1)j
(
c1pi
(√
(α1 + z)/β1
)2j−1
coth
(
pi
√
(α1 + z)/β1
)
(6.20)
+ c2pi
(√
(α2 − z)/β2
)2j−1
coth
(
pi
√
(α2 − z)/β2
))
,
where j ∈ {1, 2}, and the parameter γ is always chosen so that ψ(0) = 0. We will work with
the two parameter sets
Parameter set 1: j = 1, σ = 0.1, and (6.21)
Parameter set 2: j = 2, σ = 0.0,
where the remaining parameters have the following common values:
µ = 0.1, c1 = 0.15, c2 = 0.3, α1 = α2 = 1.5, and β1 = β2 = 2.
Parameter set 1 defines a process with a non-zero Gaussian component and jumps of infinite
activity but finite variation, while Parameter set 2 defines a process with zero Gaussian
component and jumps of infinite variation (see Section 2.2.3).
6.4.1 Approximating the Mellin transform of the exponential func-
tional
First, we discuss the problem of computing the Mellin transform and the density of the
exponential functional. The algorithm we derive for computing the Mellin transform will
also be useful in Section 6.4.2 where we develop a method of pricing Asian options. We start
by expressing the density p(x) as the inverse Mellin transform of M(Iq, z), that is
p(x) =
x−c
2pi
∫
R
M(Iq, c+ iu)e−iu log(x)du, (6.22)
where c can be any number in the interval (0, 1 + ζ1) and we have assumed that q > 0. We
see that there are two main issues in computing p(x). The first is the oscillatory nature of
the integrand in (6.22), but this is easily overcome using Filon’s method (see discussion in
Section 5.2.2). The second issue is that we need to compute M(Iq, z), which given by the
infinite product (6.18), to a reasonably high degree of precision. Below we present a simple
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algorithm for for carrying out this computation.
Using (6.3), (6.16) and (6.17) we see that Iq
d
= I
(N)
q × (N), where
I(N)q :=
1 + ρˆN
q
N∏
n=1
ζnζˆn
ρnρˆn
B(1+ρˆn−1,ζˆn−ρˆn−1)
B(ζn,ρn−ζn)
, (6.23)
(N) :=
∏
n≥N+1
(1 + ρˆn)ζnζˆn
(1 + ρˆn−1)ρnρˆn
B(1+ρˆn−1,ζˆn−ρˆn−1)
B(ζn,ρn−ζn)
,
and all random variables are assumed to be independent. From the convergence of the
infinite product in (6.23) it follows that (N) → 1 weakly as N → +∞, therefore the simplest
way to approximate the distribution of Iq is to set Iq = I
(N)
q . In terms of Mellin transform,
this results in approximating M(Iq, z) by
M(I(N)q , z) = bz−1N ×
N∏
n=1
Γ(ζˆn + 1)Γ(ρˆn−1 + z)
Γ(ρˆn−1 + 1)Γ(ζˆn + z)
Γ(ρn)Γ(ζn + 1− z)
Γ(ζn)Γ(ρn + 1− z) , (6.24)
where
bN :=
1 + ρˆN
q
N∏
n=1
ζnζˆn
ρnρˆn
.
It is clear thatM(I(N)q , z)→M(Iq, z) as N → +∞, however, the convergence may be slow,
in which case we need to find a way to accelerate it. The above approximation is based
on replacing the random variable (N) by 1; in what follows we will try to improve it by
replacing (N) by the Mellin transform of a suitable random variable.
Our refined approximation is based on the observation that we can compute at least the
first few moments mk := E[((N))k] exactly. This is clear from the fact that the func-
tion M((N), z) = E[((N))z−1] is analytic in the strip −ρˆN < Re(z) < 1 + ζN+1, there-
fore the moments mk are finite for all k < 1 + ζN+1. Using the functional equation
M(Iq, z + 1) = zM(Iq, z)/(q − ψ(z)) and the fact that we have M((N), z) =M(Iq, z)
/M(I(N)q , z) we find
mk =
k!
M(I(N)q , k + 1)
k∏
j=1
1
q − ψ(j) , (6.25)
123
and these quantities can be readily computed using (6.20) and (6.24) (in case ψ(j) is equal
to q or infinity for some j, we can still compute mk via L’Hoˆspital’s rule).
Our plan is to replace (N) (whose distribution we cannot compute explicitly) by a sim-
ple random variable ξ, with known distribution and Mellin transform, so that the first two
moments of ξ match the first two moments of (N). We will take ξ to be a beta random
variable of the second kind, which is defined by its density
P(ξ ∈ dx) = Γ(a)Γ(b)
Γ(a+ b)
ya−1(1 + y)−a−bdy, y > 0,
where the parameters a and b must be positive. The Mellin transform of ξ is given by
E[ξz−1] =
Γ(a+ z − 1)Γ(b+ 1− z)
Γ(a)Γ(b)
.
One can check that if we define the parameters
a = m1
m1 +m2
m2 −m21
, b = 1 +
m1 +m2
m2 −m21
, (6.26)
then we have E[ξ] = m1 and E[ξ2] = m2.
Let us summarize the proposed algorithm for approximating the Mellin transformM(Iq, z).
We set N to be a large number (large enough so that the condition ζN+1 > 1 is satisfied).
Then m1 and m2 are finite, and we compute these numbers using (6.25). We evaluate the
parameters a and b via (6.26) and approximate the Mellin transform M(Iq, z) by
M(I(N)q , z)
Γ(a+ z − 1)Γ(b+ 1− z)
Γ(a)Γ(b)
, (6.27)
where M(I(N)q , z) is given by (6.24). We emphasize that (6.27) is the Mellin transform of
a random variable I
(N)
q × ξ, which converges to Iq in distribution as N → +∞. Provided
the first two moments of Iq exist, I
(N)
q × ξ will have the same first two moments; if the
classical moments do not exist, then we can think of moment matching taking place in terms
of “analytically continued” moments.
We illustrate the efficiency of this approximation by a numerical example. We compute
the density of the exponential functional Ie(1) for the two parameter sets (6.21), using ap-
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Figure 6.1: (a) The density of the exponential functional Ie(1) withN = 400 (the benchmark).
(b) The error with N = 20 (no correction). (c) The error with N = 20 (with correction
term). Solid lines (resp. circles) represent parameter set I (resp. II).
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proximation (6.24) with N = 400. The graphs of the densities are shown in figure 6.1 (a),
and we take these results as our benchmark. Then we calculate the density (using the same
approximation (6.24)) with N = 20; the error between these results and our benchmark is
shown in figure 6.1 (b). We see that the maximum error is of the order 1.0e-3. Finally, we
perform the same calculation with N = 20, but now we use the approximation for the Mellin
transform with the correction term (6.27). In figure 6.1(c) we see that the maximum error
is of the order 1.0e-6; therefore our approximation (6.27) decreases the error by a factor of
1000, and seems to be very efficient.
6.4.2 Computing the price of an Asian option
Let us briefly review the pricing algorithm we outlined in Sections 4.1.1 and 4.2.4 in the
context of our current example. Specifically, we will demonstrate that all key quantities
are finite and well defined. In this scenario, we are working with the stock price process
At = A0e
Xt where X is a θ-process of the form (6.20). To ensure that our probability mea-
sure is risk neutral, we adjust the drift µ of our process such that the risk-neutral condition
ψ(1) = r holds (note we also assume ρ1 > 1 otherwise we may have ψ(1) = +∞).
From Section 4.1.1 we know that calculating C(A0, K, T ) is equivalent to calculating the
value of the function fa(k, t) = E[(It − k)+] where k and t are just simple transformations
of K and T . Therefore, we will work with the simpler fa(k, t) and apply the Laplace-Mellin
transform method of Cai and Kou [27]. First we take the Laplace transform of fa(k, t) in
the t variable, or equivalently we evaluate fa(k, t) at the time e(q), to obtain the function
ha(k, q) = q
∫
R+
e−qtfa(k, t)dt = E[(Iq − k)+]. (6.28)
In the context of the current example the function ha(k, q) will be finite for q > r since
E[(Iq − k)+] < E[Iq] = (q− r)−1, where the last equality follows from functional identity (ii)
of the verification result, and the risk-neutral condition ψ(1) = r. From Section 4.2.4 and
Theorem 33, we also know that for any z ∈ (0, ζ1−1) we may derive the following expression
for the Mellin transform of ha(k, q):
Φ(z, q) =
M(Iq, z + 2)
z(z + 1)
. (6.29)
Therefore, what remains to show is that the interval (0, ζ1−1) is not empty. We can demon-
strate the equivalent statement, that ζ1 > 1, by noting that: a) ψ(z) is convex on (−ρ1, ρ1);
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b) ψ(0) = 0; c) ζ1 is the smallest solution of ψ(z) = q, and ζ1 < ρ1; d) ψ(1) = r according
to our risk-neutrality assumption; and finally e) ha(k, q) is defined only for q > r. Taking
these facts together (see Figure 6.2) shows ζ1 > 1 and therefore that Φ(z, q) is finite on the
non-empty interval (0, ζ1 − 1).
r
−ρ1 ρ11 ζ1
q
ψ(z)
0
Figure 6.2: Visual demonstration that ζ1 > 1.
We now compare three different algorithms for computing the price of an Asian option
when the stock price is driven by a θ-processes which satisfies the conditions we have just
discussed (i.e. ψ(1) = r, and ρ1 > 1). The first algorithm is based on inverting Φ(z, q) using
our approximation of the Mellin transform (6.27). The second is based on approximating
the θ-process by a hyper-exponential process and then deriving and inverting Φ(z, q) for this
approximation. We recall from Chapter 4 that we have a closed form expression (4.14) for
the Mellin transform of the exponential functional of a hyper-exponential process. Lastly,
we calculate C(A0, K, T ) directly via a Monte Carlo simulation.
Algorithm 1: Approximating the Mellin transform of the exponential functional
This algorithm is based on inverting the Laplace and Mellin transforms in (6.28) and (6.29)
and approximating M(Iq, s) by the algorithm presented in Section 6.4.1. First, for d2 > r
and q = d2 + iu we compute ha(k, q) as the inverse Mellin transform
ha(k, q) =
k−d1
2pi
∫
R
M(Iq, d1 + iv + 2)
(d1 + iv)(d1 + iv + 1)
e−iv log(k)dv, (6.30)
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where d1 ∈ (0, ζ1(d2) − 1). Second, we compute fa(k, t) as the inverse Laplace transform,
which can be rewritten as the cosine transform
fa(k, t) =
2ed2t
pi
∫
R+
Re
(
ha(k, d2 + iu)
d2 + iu
)
cos(ut)du. (6.31)
We set d1 = d2 = 0.25 and truncate the integral in (6.30) (resp. (6.31)) so that the domain
of numerical integration is −100 < v < 100 (resp. 0 < u < 200), and use Filon’s method
(Section 5.2.2) with 400 discretization points to evaluate each of these integrals. The Mellin
transform is computed using the approximation algorithm presented in section 6.4.1, with
the Mellin transform truncated at N terms (we will set N ∈ {10, 20, 40, 80} in our compu-
tations). Computing the Mellin transform requires computing 2N solutions to the equation
ψ(z) = q. See Section 5.2.3 for a discussion of the numerical aspects of this computation.
In Section 5.2.3 we highlighted some of the practical issues (and their solutions) with com-
puting the values of M(Iq, z) for complex values of q, in particular, the issues with finding
solutions of the equation ψ(z) = q. Here we also uncover a theoretical issue with our algo-
rithm, namely that the formula for M(Iq, z) from Theorem 33 is only valid for q > 0. To
extend the results of Theorem 33, the main step would be to establish the uniform conver-
gence of the infinite product on the right-hand side of (6.18) for complex q. For this we would
need some additional information about the behavior of the solutions {ζn}n≥1, {−ζˆn}n≥1 to
the equation ψ(z) = q when q is complex. A rigorous discussion of this question is beyond
the scope of the present work; we see that our calculations support the conjecture that the
formula holds also for q ∈ C.
Algorithm 2: Approximation by a hyper-exponential process.
Our second algorithm is based on approximating the theta-process X by a hyper-exponential
process X˜(N), for which the Mellin transform of the exponential functional can be computed
explicitly (4.14). The procedure for approximating X by X(N) is simple: We truncate both
infinite series defining the Le´vy measure of a meromorphic process at N terms (see [35] for
another approximation technique). This gives us a Le´vy process X˜(N) with hyper-exponential
jumps, whose Laplace exponent is given by
ψ˜(z) =
σ˜2z2
2
+ µ˜z + z2
N∑
n=1
an
ρn(ρn − z) + z
2
N∑
n=1
aˆn
ρˆn(ρˆn + z)
; (6.32)
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see (6.13) for comparison. We see that the coefficients {an, ρn}1≤n≤N and {aˆn, ρˆn}1≤n≤Nˆ are
just those of the original meromorphic process. To determine the remaining parameters of
ψ˜(z) we proceed as follows: σ˜ is chosen so that the variance of X˜
(N)
t matches the variance
of Xt, which is equivalent to requiring ψ˜
′′(0) = ψ′′(0); the parameter µ˜ is then specified by
enforcing the risk-neutral condition ψ˜(1) = r.
Now we can compute the price of the Asian option, with the driving process X˜(N), following
the same procedure as for Algorithm 1. The only difference is that the Mellin transform of
the exponential functional Iq(X˜) can be expressed in closed form. From Section 4.2.3 we
recall that
M(Iq(X˜), z) = a×
(
σ˜2
2
)1−z
× Γ(s)×
N∏
j=1
Γ(ρˆj + z)
N+1∏
j=1
Γ(ζˆj + z)
×
N+1∏
j=1
Γ(1 + ζj − z)
N∏
j=1
Γ(1 + ρj − z)
, (6.33)
where a = a(q) is chosen so that M(Iq(X˜), z) = 1, {ζn}1≤n≤N+1 and {−ζˆn}1≤n≤ˆN+1 are
the solutions of the equation ψ˜(z) = q, and {ρn}1≤n≤N and {−ρˆn}1≤n≤Nˆ are the poles
of ψ˜(z). Once we have (6.33) we can calculate the equivalent of expressions (6.30) and
(6.31) numerically using Filon’s method and the same domains of integration as we used for
Algorithm 1.
Algorithm 3: Monte-Carlo simulation.
We will also check the accuracy of the previous two algorithms by computing the price via a
simple Monte-Carlo simulation. We approximate the θ-process X = {Xt}0≤t≤T by a random
walk Z = {Zn}0≤n≤400 with Z0 = 0 and the increment Zn+1−Zn d= XT/400. The price of the
Asian option is then approximated by the following expectation
e−rTE
( 1
400
400∑
n=1
A0e
Zn −K
)+ ,
which we estimate by sampling 106 paths of the random walk. In order to sample from
the distribution of Y := Zn+1 − Zn, we compute its density pY (x) via the inverse Fourier
transform
pY (x) =
1
2pi
∫
R
E[eizY ]e−izxdz,
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N Alg. 1, price Alg. 1, time (sec.) Alg. 2, price Alg. 2, time (sec.)
10 4.724627 1.6 4.720675 1.2
20 4.727780 2.8 4.728032 1.8
40 4.728013 4.8 4.728031 3.4
80 4.728029 9.2 4.728031 7.1
Table 6.1: The price of the Asian option, Parameter set 1. The Monte Carlo estimate of the
price is 4.7386 with a standard deviation of 0.0172. The exact price is 4.72802±1.0e-5.
N Alg. 1, price Alg. 1, time (sec.) Alg. 2, price Alg. 2, time (sec.)
10 10.620243 1.6 10.621039 1.2
20 10.620049 3.0 10.620171 2.2
40 10.620037 4.8 10.620054 3.6
80 10.620036 9.6 10.620039 7.4
Table 6.2: The price of the Asian option, Parameter set 2. The Monte Carlo estimate of the
price is 10.6136 with the standard deviation 0.0251. The exact price is 10.62003±1.0e-5.
where E[eizY ] = E[eizXT/400 ] = exp((T/400)ψ(iz)) and the Laplace exponent ψ(z) is given
by (6.20). Again, in order to compute the inverse Fourier transform, we use Filon’s method
with 106 discretization points.
Discussion of the results
We compute the price of an Asian option with the initial stock price A0 = 100, interest
rate r = 0.03, maturity T = 1, and strike price K = 105. We consider the two θ-processes
defined by Parameter sets 1 and 2 (see (6.21)). Note that the parameter µ is not equal
to 0.1 anymore, as it is determined by the risk-neutral condition ψ(1) = r. The results of
these computations are presented in Tables 6.1 and 6.2. The code is written in Fortran90,
and all computations are performed on a basic laptop (CPU: Intel Core i5-2540M 2.60GHz).
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The results presented in Tables 6.1 and 6.2 show that both Algorithm 1 and Algorithm
2 perform very well, and seem to converge quickly to the true value of the option. The
exact price is computed with N = 160 and 1600 discretization points for the two integrals
in (6.30) and (6.31) using Algorithm 1. The convergence rates are similar for other choices
of parameters, leading us to conclude that these values are correct to within 1.0e-5. Both of
these algorithms are very efficient; the CPU time is comparable with the results of Cai and
Kou on hyper-exponential processes (see [27]). Note that there is a substantial difference be-
tween Algorithm 1 and Algorithm 2, as one is based on approximating the Mellin transform
of the exponential functional, and the other is based on approximating the underlying Le´vy
process by a hyper-exponential process. Yet, the results of the algorithms agree up to five
decimal digits, which is a good indicator that they are indeed correct. The algorithm based
on the Monte Carlo simulation also produces consistent results, however these estimates are
much less accurate and require CPU time on the order of several minutes.
Prices were also calculated for many other values of the parameters of the underlying θ-
process, as well as for different maturities and different strike prices. Qualitatively, the
results seem to be consistent with the ones presented in tables 6.1 and 6.2. Algorithm 2 is
very efficient for Parameter set 1, and gives high accuracy even for relatively small values
of N . This is not surprising, as in this case we have a finite variation, infinite activity θ-
process. It is intuitively clear that processes with compound Poisson jumps can provide a
good approximation for such processes. On the other hand, Parameter set 2 corresponds to
an infinite variation θ-process with zero Gaussian component. Here, our approximation by a
compound Poisson process with a non-zero Gaussian component will clearly be less precise.
Nevertheless, Algorithm 2 works quite well in all cases; it may well be the best method
to compute prices of Asian options for all meromorphic processes (though testing on other
meromorphic processes, such as β-processes would also be worthwhile).
Algorithm 1 has comparable performance, and although it is a little slower than Algorithm
2, it has one potential advantage. Suppose we want to compute the price of an Asian op-
tion for N = 20 and then to check whether we have sufficient accuracy by doing the same
computation with N = 40. Algorithm 2 would require re-computing everything, since the
Laplace exponent ψ˜(z) of the hyper-exponential process will change, thus all the numbers
{ζn}1≤n≤N+1, {−ζˆn}1≤n≤Nˆ+1 (the solutions of ψ˜(z) = q) will be different. This is not the
case for Algorithm 1. Here the Laplace exponent ψ(z) does not depend on N , thus the 20
smallest solutions of ψ(z) = q will not be affected. Therefore, we only need to compute the
20 next smallest solutions, as opposed to computing 40 new solutions. The same idea can
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be applied in evaluating the Mellin transform, where the results for N = 20 in (6.24) can be
stored in memory; only the remaining finite product of gamma functions with 21 ≤ n ≤ 40
has to be evaluated.
132
Chapter 7
The density of the supremum of a
stable process
An absolutely convergent double series representation for the density of the supre-
mum of an α-stable Le´vy process is given in Theorem 2 in [58] for almost all
irrational α. That is, when α /∈ L ∪ Q (see Section 3.2.2 for a definition of the
set L) the absolutely convergent double series representation holds. This result
cannot be made stronger in the following sense: the series does not converge
absolutely for α belonging to a dense subset of L (Theorem 2 in [70]). Our main
result in this short chapter shows that for every irrational α there is a way to
rearrange the terms of the double series so that it converges to the density of the
supremum. We show how one can establish this stronger result by introducing a
simple yet non-trivial modification in the original proof of Theorem 2 in [58].
7.1 Introduction
We begin with a quick review of the necessary details of stable processes and the current state
of knowledge about the density of the running supremum process (see also Sections 2.2.1,
3.2.2, and 4.3.3). We recall that an α-stable Le´vy process X is defined by the characteristic
exponent
Ψ(z) = I(z < 0)e−piiα(1−2ρ)/2|z|α + I(z > 0)epiiα(1−2ρ)/2|z|α, z ∈ R. (7.1)
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For the reasons discussed in Section 2.2.1 we assume that the parameters (α, ρ) belong to
the set of admissible parameters
A = {α ∈ (0, 1), ρ ∈ (0, 1)} ∪ {α = 1, ρ = 1
2
} ∪ {α ∈ (1, 2), ρ ∈ [1− α−1, α−1]}.
As usual, we denote the running supremum process by S, where St := sup{Xs : 0 ≤ s ≤ t}.
We will denote the density of S1 by p(x), and we remark that due to the self-similarity
property of stable processes (2.6), we have St
d
= t
1
αS1. Therefore, we lose no generality by
concentrating only on p(x), which is the principal object of interest in this chapter. Addi-
tionally, we recall one other consequence of the self-similarity property, namely that for the
positive Wiener-Hopf factor ϕ+q (z) we have ϕ
+
q (z) = ϕ
+
1 (zq
−1/α). This allows us to work
with the function ϕ(z) = ϕ+1 (−z), again without loss of generality.
Lastly, we remember the definition of the set of irrational numbers L. This set consists
of numbers x which satisfy ∣∣∣∣x− pq
∣∣∣∣ < 1bq ,
for at least one b > 1, and infinitely many coprime integers p and q. We can show (see [58,68])
that although L is dense in R it is “small” in the sense that it has Hausdorff dimension zero,
and therefore also Lebesgue measure zero. It is also a subset of the Liouville numbers. In
Section 3.2.2 we saw that the form of ϕ(z) depends crucially on the arithmetic properties of
α, in particular, for irrational α it is important to know whether α is in L. Next we establish
the connection between ϕ(z) and p(x) and show that the same is true for p(x).
7.1.1 The current state of research
As stated, the main object of interest in this chapter is the density p(x). There are several
very recent results concerning this function that follow directly from the results of Section
3.2.2 on the Wiener-Hopf factorization for stable processes. However, as we shall see, there
is still an unsatisfying gap in the current state of knowledge which will be addressed in
this chapter. Before reviewing the history of p(x), we demonstrate the connection with the
Wiener-Hopf factor ϕ(z).
First, we recall the obvious fact that for any Le´vy process with running supremum S we
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have
ϕ+q (z) = E[ezSe(q) ] =
∫
R+
qe−qtE[ezSt ]dt, q > 0, Re(z) ≤ 0,
so that information about the distribution of St is theoretically available from inverting the
Laplace transform. However, since the form of ϕ+q (z) does not, in general, permit analytical
inversion, we can only solve this problem numerically.
For stable processes, an alternate way forward is via the Mellin transforms of S1 and ϕ(z),
which we define by
M(S1, w) := E[Sw−11 ], 1− αρ < Re(w) < 1 + α,
and
Φ(w) :=
∫
R+
zw−1ϕ(z)dz, 0 < Re(w) < αρ
respectively. The link between these two functions, established in Section 6 in [68] via the
self-similarity property, is that
Φ(w) = Γ(w)Γ
(
1− w
α
)
M(S1, 1− w), 0 < Re(w) < αρ. (7.2)
Remarkably, the analytic properties that ϕ(z) inherits from the double-gamma function (see
Theorem 7) allow us to derive an explicit expression for M(S1, w) via (7.2) for any stable
process.
Theorem 34 (Theorem 8 in [68]). For w ∈ C,
M(S1, w) = αw−1 G(αρ;α)
G(α(1− ρ) + 1;α) ×
G(α(1− ρ) + 2− w;α)
G(αρ− 1 + w;α) ×
G(α− 1 + s;α)
G(α + 1− w;α) , (7.3)
where G(z; τ) is the double-gamma function (see Appendix A).
Omitted from the statement of Theorem 34, but included in the original work, is a simplified
expression for M(S1, w) for a process in one of the Doney classes Ck,l. In this case (7.3)
reduces to a finite product of sine and gamma functions. Most important for our purposes is
that M(S1, w) is quasiperiodic with periods 1 and α. In particular, from Theorem 7 in [68]
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we know that it satisfies the following recursive formula
M(S1, w + 1) = α
pi
sin
(
pi
(
ρ− 1− w
α
))
Γ
(
1− w
α
)
Γ
(
1− 1− w
α
)
M(S1, w). (7.4)
To derive a formula for p(x) via M(S1, w) we proceed as usual, that is we invert the Mellin
transform to obtain the formula
p(x) =
1
2pii
∫
1+iR
M(S1, w)x−wdw.
Surprisingly, we find that we can invert M(S1, w) analytically for many choices of the ad-
missible parameters (see full details in the Summary section below). To do so we rely on the
following facts: a)M(S1, w) can be extended to a meromorphic function (Lemma 2 in [68])
and b) M(S1, w) decays exponentially as |Im(w)| → ∞. These suggest using the (infinite)
contours shown in Figure 7.1 and the residue theorem to derive the following expression
p(x) =
∑
λ∈Λ
c<Re(λ)<1
Res(M(S1, w), λ)x−λ + 1
2pii
∫
c+iR
M(S1, w)x−wdw, (7.5)
where Λ is the set of poles ofM(S1, w), and c < 1. Of course, we have a similar expression for
c > 1. In employing this technique the hope is that as |c| → ∞ the integral on the right-hand
side of (7.5) vanishes, and the sum becomes a convergent series for all x > 0. Ultimately,
whether or not this method yields an explicit expression for p(x) depends crucially on the
poles and residues of M(S1, w), which in turn depend on the parameter α. Below we
summarize what is currently known about p(x) for a general stable process, i.e. a stable
process for which we make no restrictions on the direction or intensity of the jumps. All
results are based on the method we have described 1. As mentioned in Section 3.2.2, more
is known for processes with just one-sided jumps, but these are not the focus of the current
work.
Summary
(i) The simplest case is when X belongs to one of the Doney classes Ck,l. In this case
an absolutely convergent series representation for p(x) is given in Theorem 10 in [68].
From now on, we assume X /∈ Ck,l.
1Recall from Example 2 of Section 4.3.3 that we can also approach the problem via the density of the
exponential functional of a hypergeometric process.
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Figure 7.1: We choose a point c progressively further to the left (black) or right (grey) of
the point 1. Integrating over the rectangular contour drawn in black, and letting the vertical
lines γ1 and γ3 extend to infinity, we get (7.5). Formula (7.5) is given in terms of the residues
at the poles (poles marked with x’s) which have real part less than 1 and greater than c.
(ii) When α is rational, Theorem 3 in [70] gives an explicit formula forM(S1, w), which is
expressed in terms of elementary functions and the dilogarithm function Li2(w). This
expression is amenable to numerical inversion techniques. Unfortunately, M(S1, w)
has poles of multiplicity greater than one, and computing their residues in closed form
seems to be impossible.
(iii) When α is irrational and not in L, the function M(S1, w) has simple poles at the
points
{s+m,n}m≥1,n≥1 = {m+ αn}m≥1,n≥1, and (7.6)
{s−m,n}m≥1,n≥1 = {1− αρ−m− αn}m≥1,n≥1 (7.7)
which have residues
Res(M(S1, w), s+m,n) = −bm−1,n, and Res(M(S1, w), s−m,n) = am,n,
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where
am,n :=
(−1)m+n
Γ
(
1− ρ− n− m
α
)
Γ(αρ+m+ αn)
(7.8)
×
m∏
j=1
sin
(
pi
α
(αρ+ j − 1))
sin
(
pij
α
) n∏
j=1
sin(piα(ρ+ j − 1))
sin(piαj)
,
and
bm,n :=
Γ
(
1− ρ− n− m
α
)
Γ(αρ+m+ αn)
Γ
(
1 + n+ m
α
)
Γ(−m− αn) am,n. (7.9)
The following key theorem is due to Hubalek and Kuznetsov.
Theorem 35 (Theorem 2 in [58]). Assume that α /∈ Q ∪ L. Then for all x > 0
p(x) = x−1−α
∑
n≥0
∑
m≥0
bm,n+1x
−m−αn , if α ∈ (0, 1), and (7.10)
p(x) = xαρ−1
∑
n≥0
∑
m≥0
am,nx
m+αn , if α ∈ (1, 2), (7.11)
where each series converges absolutely.
(iv) Theorem 2 in [70] states that the result of Theorem 35 cannot be substantially im-
proved: there exists an uncountable dense subset L˜ ⊂ L, such that for all α ∈ L˜ and
almost all ρ the series in (7.10) and (7.11) do not converge absolutely for all x > 0.
The current situation is clearly deficient, since we do not have a useful expression for p(x) if
α ∈ L˜ and we do not know whether the series (7.10) and (7.11) converge if α ∈ L \ L˜. Also,
determining whether α belongs to L or L˜ is problematic, as this would require full knowledge
of the continued fraction representation (see definition below) of α (see [58, Proposition 1]
and [70, Proposition 1]). Since it is impossible to have absolute convergence of the series for
all irrational α, the only remaining possibility is to try to find a conditionally convergent
version of (7.10) and (7.11). This means finding a specific order of summation such that
the series converge. Our main result shows that the right way to compute the partial sums
in (7.10) and (7.11) is over triangles {(m,n) : m, n ≥ 0, 0 ≤ m + αn < ck} where {ck}k≥1
is a known, unbounded, and increasing sequence which depends crucially on the arithmetic
properties of α. When summed in this way the partial sums converge to p(x) for all irrational
α.
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7.2 Main result
To state the main result, we must first review a (very) small amount of the theory of continued
fractions. For x ∈ R, let [x] denote the largest integer not greater than x and let {x} := x−[x]
denote the fractional part of x. The continued fraction representation (see [62]) of x
is defined as
x = [a0; a1, a2, . . . ] = a0 +
1
a1 +
1
a2 + . . .
,
where a0 ∈ Z and ai ∈ N for i ≥ 1. The coefficients of the continued fraction can be computed
recursively as follows: define x1 := {x} and xi+1 := {1/xi}, i ≥ 1, then a0 = [x] and
ai = [1/xi], i ≥ 1. For x /∈ Q the continued fraction representation has infinitely many terms;
truncating it after n steps results in a rational number pn/qn := [a0; a1, a2, ..., an], which
provides the best rational approximation of x (among all rational numbers with denominators
not greater than qn) and is called the nth convergent (see Theorem 17 in [62]). The
numerators and denominators of convergents are known to satisfy the two-term recurrence
relation pn = anpn−1 + pn−2, p−1 = 1, p−2 = 0,qn = anqn−1 + qn−2, q−1 = 0, q−2 = 1. (7.12)
In particular, we see that {qn}n≥1 forms an increasing, unbounded sequence with qn ≥ n.
With the important concepts in place, we can state our main result.
Theorem 36. Assume that α /∈ Q. Then for all x > 0
p(x) =

x−1−α lim
k→∞
∑
m+1+α(n+ 1
2
)<qk
m≥0, n≥0
bm,n+1x
−m−αn, if α ∈ (0, 1),
xαρ−1 lim
k→∞
∑
m+1+α(n+ 1
2
)<qk
m≥0, n≥0
am,nx
m+αn, if α ∈ (1, 2),
(7.13)
where am,n and bm,n are defined by (7.8) and (7.9) and qk = qk(2/α) is the denominator of
the kth convergent for 2/α.
To obtain the proof of Theorem 36 we need to modify one step in the proof of Theorem 35.
In order to provide the reader with insight into our method, we provide a sketch of the proof
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of the latter theorem. We follow the original proof from [58], but pay special attention to
the step that requires modification.
Sketch of the proof of Theorem 35
Let us assume that α ∈ (1, 2) and that α /∈ Q∪L. Setting c = ck = 1−αρ+ α2 − k for k ≥ 1
in (7.5), and using the expressions for the poles and residues (7.6) and (7.8) we may derive
the following equality
p(x) = xαρ−1
∑
m+α(n+ 1
2
)<k
m≥0, n≥0
am,nx
m+αn + ek(x), (7.14)
where,
ek(x) :=
1
2pii
∫
ck+iR
M(S1, w)x−wdw
=
x−1+αρ−
α
2
+k
2pi
∫
R
M(S1, 1− αρ+ α
2
− k + iu)xiudu. (7.15)
The last equality in (7.15) follows from the change of variables w 7→ ck + iu. We observe
that the identity (7.4) iterated k times gives
M(S1, w)
Γ(w)Γ
(
1−w
α
) = (−1)k( M(S1, w + k)
Γ(w + k)Γ(1−k−w
α
)
)
k∏
j=1
sin
(
pi
α
(2− j − w))
sin
(
pi
α
(αρ− 2 + j + w)) . (7.16)
Further, since αρ < 1 we have −1 + αρ − α
2
< 0 and −1 + αρ − α
2
+ k > 0 for k ≥ 2. This
implies the estimate
x−1+αρ−
α
2
+k < (1 + x)k, k ≥ 2, x > 0. (7.17)
Combining (7.15), (7.16), and (7.17) we obtain
|ek(x)| < (1 + x)
k
2pi
∫
R
∣∣∣M(S1, 1− αρ+ α
2
+ iu
)∣∣∣× |F1(u; k)| × |F2(u; k)| du,
k ≥ 2, x > 0,
where
F1(u; k) =
Γ
(
1− αρ+ α
2
+ iu− k)Γ (ρ− 1
2
− iu
α
+ k
α
)
Γ
(
1− αρ+ α
2
+ iu
)
Γ
(
ρ− 1
2
− iu
α
) ,
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and
F2(u; k) =
sin
(
pi
α
(
αρ− α
2
− iu+ k + 1− j))
sin
(
pi
α
(
α
2
+ iu− k − 1 + j)) .
The crucial step (which is also the one that needs to be altered) is finding a bound for the
function F2(u; k). From the trigonometric identities
sin(x+ iy) = sin(x) cosh(y) + i cos(x) sinh(y),
| sin(x+ iy)|2 = cosh2(y)− cos2(x)
we see that | sin(x)| cosh(y) ≤ | sin(x+ iy)| ≤ cosh(y), and therefore that∣∣∣∣sin(a+ iy)sin(b+ iy)
∣∣∣∣ ≤ 1| sin(b)| .
Applying this estimate to F2(u; k) shows that
|F2(u; k)| ≤
k∏
j=1
∣∣∣csc(pi
2
(α
2
− k − 1 + j
))∣∣∣ = k∏
l=1
∣∣∣∣sec(pilα
)∣∣∣∣ =: fα(k),
where in the last step we have changed the index of summation so that l = k+1−j. Making
some further estimates (here we omit a significant portion of the original proof) we end up
with the following bound
|ek(x)| < (A(1 + x))k × e−k ln(k) × fα(k) , (7.18)
where A > 0 and  > 0 are constants which can depend on (α, ρ) but not on x or k. Lemma
1 in [58] then assures us that, since α /∈ L, we have
fα(k) < B3
k, k ≥ 1, (7.19)
for some constant B = B(α). Combining (7.18) with (7.19) implies that ek(x) → 0 as
k → +∞, which gives us
p(x) = xαρ−1 lim
k→+∞
∑
m+α(n+ 1
2
)<k
m≥0, n≥0
am,nx
m+αn. (7.20)
141
With some effort we can demonstrate, using (7.8) and Proposition 1 and Lemma 1 in [58],
that (7.20) converges absolutely. Therefore, the order of summation in (7.20) does not mat-
ter, and the sum can be rewritten in the form (7.11). We may derive (7.10) in an analogous
manner using the sequence cˆk = 1 + k +
α
2
, k ≥ 1. uunionsq
The assumption α /∈ L is crucial for deriving (7.19) and (7.20). The upper bound (7.19) does
not hold for all irrational α, in fact, for a suitable α the function fα(k) cannot be bounded
by any exponential function of k. The following example illustrates this phenomenon.
Example
We define τ via its continued fraction representation
τ = [a0; a1, a2, . . . ] = [1, 2, 2
4, 21089, . . . ],
where the coefficients an are defined as an+1 = 2
q2n , n ≥ −1 and the numerators pn and the
denominators qn of the n-th convergent are computed recursively via (7.12). We find the
first few terms of pn and qn to be
[p0, p1, p2, . . . ] = [1, 3, 49, . . . ], and [q0, q1, q2, . . . ] = [1, 2, 33, . . . ].
Let us take α = 2/τ ≈ 1.34693878... (the interested reader may consult Proposition 1 in [58]
to verify that α ∈ L). Since {an}n≥1 are even integers, it follows from (7.12) that {pn}n≥1
are all odd numbers, so that we can write pn = 2rn + 1 for some integer rn. From Theorem
13 in [62] we know that
|qnτ − pn| < 1
qn+1
=
1
an+1qn + qn−1
<
1
an+1
= 2−q
2
n ,
and therefore that |qn/α− rn− 1/2| < 2−q2n . Using the inequality | cos(pix)| ≤ pi|x− 1/2|, we
conclude that ∣∣∣∣ sec(piqnα )
∣∣∣∣ = 1| cos (pi ( qn
α
− rn
)) | ≥ 1pi| qnα − rn − 12 | > 2
q2n
pi
,
which shows that fα(qn) is eventually larger than C
qn and even qqnn for any C,  > 0. We
see that in this case |ek(x)| no longer vanishes as k → ∞, so that the reasoning we used to
derive (7.20) is also no longer valid.
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As the previous example demonstrates, for certain α the terms | sec(piqn(2/α)
α
)| become very
large. That is, we get a kind of “spike” when we add the qnth term to the product fα(qn).
A natural question is: If we sample the sequence {fα(k)}k≥0 at points directly before this
spike, can the resulting subsequence be bounded by a exponential function? Remarkably,
the answer is “yes”. This is the content of the following lemma.
Lemma 4. Assume that τ /∈ Q and τ > 0. There exists a constant C = C(τ) > 0 such that
for all k ≥ 1
qk−1∏
l=1
| sec(pilτ)| ≤ C6qk , (7.21)
where qk = qk(2τ) is the denominator of the kth convergent for 2τ .
Proof. We use the following result (see Lemma 4 in [22] or Lemma 4 in [96]): for any β > 0,
β /∈ Q
lim
k→∞
1
qk
qk−1∑
l=1
log(2| sin(pilβ)|) = 0, (7.22)
where qk = qk(β). This is equivalent to
lim
k→∞
(
qk−1∏
l=1
1
| sin(pilβ)|
) 1
qk
= 2,
which implies the existence of a constant C = C(β) > 0, such that for all k ≥ 1
qk−1∏
l=1
1
| sin(pilβ)| < C3
qk .
Using the identity sin(pilβ) = 2 sin(pil β
2
) cos(pil β
2
) we conclude
qk−1∏
l=1
1
| cos(pil β
2
)| < C3
qk2qk−1
qk−1∏
l=1
| sin(pil β
2
)| < C6qk .
Taking β = 2τ we obtain (7.21). uunionsq
The work we have done to establish Lemma 4 and to sketch the proof of Theorem 35 allows
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us to give a very simple proof of our main result.
Proof of Theorem 36
Lemma 4 shows that if we replace the sequence {ck}k≥1 in our derivation of (7.14) by the
subsequence {cqk−1}k≥1, where qk = qk(2/α), then for any irrational α the quantity fα(qk−1)
is bounded by C6qk . Therefore |eqk−1(x)| vanishes as k → ∞ which gives us the statement
of Theorem 36 for α ∈ (1, 2). The proof for α ∈ (0, 1) can be obtained in a similar way using
the sequence {cˆqk−1}k≥1. uunionsq
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Chapter 8
Approximating Le´vy processes with
completely monotone jumps
Le´vy processes with completely monotone jumps appear frequently in various
applications of probability. In particular, all popular models used to represent
log stock prices, such as VG, CGMY, and NIG processes, belong to this class. In
this chapter we continue the work started in [35,60] and develop a simple yet very
efficient method for approximating processes with completely monotone jumps
by processes with hyper-exponential jumps. As we have seen, the latter set of
processes is especially convenient for performing computations. We demonstrate,
using the proposed approximation method, how to develop algorithms for pricing
exotic options like Asian and barrier options for a variety of completely monotone
processes. Our approximation method is based on connecting Le´vy processes with
completely monotone jumps with several areas of classical analysis, including
Pade´ approximants, the Gaussian quadrature and orthogonal polynomials. We
have already started to build these connections in Chapter 5; here we demonstrate
their utility.
8.1 Introduction
Most researchers working in applied mathematics are familiar with the problem of choosing
the right mathematical object for their modeling purpose. They must strike a balance be-
tween the tractability of their model and the model’s ability to provide a realistic description
of the underlying phenomenon. For example, when modeling stock prices in mathematical
finance we are faced with the following dilemma: Do we choose a process which fits the
empirically observed behavior of stock prices (for example, processes with jumps of infinite
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activity [3,29]), or do we settle for a simpler model which provides us with explicit formulas
and efficient numerical algorithms? The first choice leads us to the most popular Le´vy pro-
cesses used in finance such as the VG, CGMY, and NIG processes. These processes, which
belong to a wider class of processes with completely monotone jumps, provide a good fit for
market data, and they are flexible enough to accommodate such desirable features as jumps
of infinite activity and finite or infinite variation. They also enjoy a certain degree of ana-
lytical tractability (for example, VG and NIG processes have explicit transition densities),
and European option prices and Greeks can be computed quite easily. However, the compu-
tation of more exotic option prices (such as barrier, lookback and Asian options) is a much
more challenging task. On the other hand, hyper-exponential processes, and more generally
processes with jumps of rational transform, form the most convenient class for performing
numerical calculations. This is due to the fact that for these processes we have explicit
Wiener-Hopf factorizations (Theorem 8) and explicit formulas for the Mellin transform of
the exponential functional (4.14) which lead to simple and efficient numerical algorithms
for pricing barrier options (Section 3.3), look-back options [26] and Asian options (Chapter
6). As we have remarked several times, the major disadvantage of processes with jumps of
rational transform is that they are finite activity processes, and this type of behaviour seems
to be incompatible with empirical results [3, 29] from the stock market.
A natural way to reconcile our two competing objectives is to approximate processes with
completely monotone jumps with hyper-exponential processes. Two approximations of this
sort have been developed recently: Jeannin and Pistorius [60] use least squared optimization
in order to find the approximating hyper-exponential process, while Crosby, Le Saux and
Mijatovic´ [35] use a more direct approach based on the Gaussian quadrature. The goal of
this chapter is to present a new method for approximating Le´vy processes with completely
monotone jumps, and to demonstrate that this method is natural, simple and very efficient.
The key idea behind the approach presented here is that approximating a Le´vy process
X is equivalent to finding an approximation of its Laplace exponent ψ(z). The Laplace
exponent of a hyper-exponential processes is a rational function, therefore our problem re-
duces to two steps: (i) finding a good rational approximation ψ˜(z) ≈ ψ(z); and (ii) ensuring
that the rational function ψ˜(z) is itself a Laplace exponent of a hyper-exponential process X˜.
Point (ii) helps us to immediately narrow our selection process. Let r(z) be a rational
function with numerator P (z) and denominator Q(z), and define the degree of r(z) to be
deg(r) := max{deg(P ), deg(Q)}. Further, suppose that deg(P ) = m and deg(Q) = n. It
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is known (see Proposition 2 in [14]) that the Laplace exponent of a Le´vy process satisfies
ψ(iz) = O(z2) as z →∞, therefore r(z) cannot be the Laplace exponent of a Le´vy process if
m > n+ 2. If m < n then necessarily r(z)→ 0 as z →∞, and we can show that a rational
function with this property cannot be the Laplace exponent of a Le´vy process Y – unless
Y ≡ 0 almost surely. We conclude that our rational approximation r(z) must satisfy: a)
deg(P ) = deg(Q); b) deg(P ) = deg(Q) + 1; or c) deg(P ) = deg(Q) + 2 in order to qualify as
the Laplace exponent of a Le´vy process.
We recall that we have already seen one solution to our problem in Section 5.3.2. This
relied on the theory of rational approximations of Pick functions, and on solving the Cauchy
interpolation problem. Although this is a valid and useful method, it also has a number of
limitations. First, we are forced to solve a linear system to get our solution, second we do
not know whether, and at what rate, our rational approximation r(z) converges to ψ(z) as
deg(r)→∞, and third we do not have any control over whether the approximating process
is a pure jump process, a process with drift, or a process with drift and Gaussian component.
In this chapter we show that if we properly employ the tools from Chapter 5 we can develop
an analogous method using the theory of Pade´ approximants of Stieltjes functions which
remedies these shortcomings. We will show that a Pade´ approximant of ψ(z) exists, and
must be the Laplace exponent of a hyper-exponential process. From our discussion above,
and using the notation of Chapter 5, this is equivalent to the statement that at least one of
ψ[n/n](z), ψ[n+1/n](z), or ψ[n+2/n](z) (8.1)
exists and is the Laplace exponent of a hyper-exponential process. We show that we can
always frame the problem in terms of the Gaussian quadrature, and that in the most im-
portant cases we can use the connection with the Jacobi polynomials to avoid solving linear
systems. We use the theory of Pade´ approximants of Stieltjes functions to demonstrate con-
vergence (as n→∞) and discover the rate of convergence. Finally, we demonstrate that the
proposed method gives much more control over the approximating process. That is, if X is
a one-sided process, then both an approximating process with Gaussian component and one
without are possible.
This chapter is organized as follows. Section 8.2 contains the main results on approximating
Le´vy processes with completely monotone jumps (treating the two-sided and one-sided cases
separately). Section 8.3 discusses the important special cases of the gamma subordinator
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and of the one-sided generalized tempered stable process; in both cases the Pade´ approx-
imant is given by an explicit formula (i.e. there is no need to solve a linear system). In
this section we also discuss how to use these results to construct explicit approximations of
the Laplace exponents of VG, CGMY and NIG processes, and we discuss some extensions
of our approximation scheme. In Section 8.4 we present the results of several numerical
experiments which demonstrate the efficiency of the approximation method. We compute
the Le´vy density, the CDF, and the prices of various options for the approximating processes
and investigate numerical convergence. Finally, in Section 8.5 we compare the new technique
with the existing methods that inspired this research [35,60].
8.2 Main results
In this chapter we will work exclusively with processes which are completely monotone. We
further assume that the Le´vy densities of our processes, which we recall are defined by
pi(x) = I(x < 0)
∫
R−
e−uxµ(du) + I(x > 0)
∫
R+
e−uxµ(du), (8.2)
decay exponentially as |x| → 0. This mild assumption, which holds for the vast majority of
completely monotone processes used in mathematical finance, has three consequences. The
first, is that we may use the cut-off function h(x) ≡ 1 in our representation of the Laplace
exponent
ψ(z) =
σ2
2
z2 + az +
∫
R
(ezx − 1− zxh(x)) pi(x)dx, (8.3)
for any process under discussion. The second, is that integrability condition (2.21) on the
representing measure µ(du) can be expressed more simply as∫
R
x2pi(x)dx <∞ if and only if
∫
R
|u|−3µ(du) <∞, and (8.4)
∫
R
|x|pi(x)dx <∞ if and only if
∫
R
u−2µ(du) <∞. (8.5)
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Finally, the third, is that the quantities
ρ := sup
{
c ≥ 0 :
∫
R+
ecxpi(x)dx <∞
}
= sup {u ≥ 0 : µ((0, u)) = 0} , and
ρˆ := sup
{
c ≥ 0 :
∫
R−
e−cxpi(x)dx <∞
}
= sup {u ≥ 0 : µ((−u, 0)) = 0}
are strictly positive. We will continue to use the notation of Section 5.3.1 and denote by
CM(ρˆ, ρ) the class of Le´vy processes with completely monotone jumps and parameters ρ
and ρˆ.
We recall that one of the simplest completely monotone processes is the hyper-exponential
process. Setting
µ(dx) =
Nˆ∑
n=1
aˆnρˆnδ−ρˆn(dx) +
N∑
n=1
anρnδρn(dx),
and using (8.2), we get the Le´vy density
pi(x) = I(x < 0)
Nˆ∑
n=1
aˆnρˆne
ρˆnx + I(x > 0)
N∑
n=1
anρne
−ρnx (8.6)
of a hyper-exponential process. By plugging this into (8.3) we get the Laplace exponent
ψ(z) =
σ2z2
2
+ az + z
N∑
n=1
an
ρn − z − z
Nˆ∑
n=1
aˆn
ρˆn + z
(8.7)
of a hyper-exponential process defined by generating triple (a, σ2, pi)h≡0, or the Laplace
exponent
ψ(z) =
σ2z2
2
+ az + z2
Nˆ∑
n=1
aˆn
ρˆn(ρˆn + z)
+ z2
N∑
n=1
an
ρn(ρn − z) (8.8)
of a hyper-exponential process defined by generating triple (a, σ2, pi)h≡1.
Before continuing, the reader may wish to revisit Section 5.3.2, in particular the results
concerning Pade´ approximants, the Gaussian quadrature, and orthogonal polynomials.
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8.2.1 Approximating Le´vy processes with two-sided jumps
For X ∈ CM(ρˆ, ρ) we define
µ∗(A) = µ({v ∈ R : v−1 ∈ A}), A ∈ BR, (8.9)
where µ(du) is the representing measure. Note that supp(µ∗) ⊆ [−1/ρˆ, 1/ρ], and if the
measure µ(du) is absolutely continuous with a density m(u), then µ∗(dv) also has a density,
which is given by
m∗(v) = |v|−2m(v−1).
The measure µ∗(dv) will play a central role in this chapter. The next Lemma reveals the
following important properties of µ∗(dv): a) |v|2µ∗(dv) is a finite measure when X is a finite
variation process; and b) |v|3µ∗(dv) is always finite.
Lemma 5. Assume that X ∈ CM(ρˆ, ρ). Then∫
[−1/ρˆ,1/ρ]
|v|3µ∗(dv) <∞,
and ∫
[−1/ρˆ,1/ρ]
|v|2µ∗(dv) <∞ ⇐⇒ if and only if X has jumps of finite variation.
Proof. The result follows from (8.4) and (8.5) by a change of variables u 7→ 1/v. uunionsq
Now we introduce our first approximation. We start with X ∈ CM(ρˆ, ρ) defined by the
characteristic triple (a, 0, pi)h≡1. Note that the process X has zero Gaussian component, but
we lose no generality by this assumption. If we know how to approximate a Le´vy processes
with zero Gaussian component, we know how to approximate a general Le´vy process: we
can always add a scaled Brownian motion to our hyper-exponential approximation.
According to Lemma 5, |v|3µ∗(dv) is a finite measure on the interval [−1/ρˆ, 1/ρ], and if
we assume that X is not already a hyper-exponential process (this will be a standing as-
sumption from now on), then |v|3µ∗(dv) has infinite support. Therefore, we can define the
Gaussian quadrature with respect to |v|3µ∗(dv). Accordingly, let {xi}1≤i≤n and {wi}1≤i≤n
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be the nodes and the weights of the Gaussian quadrature of order n with respect to this
measure, and define the function
ψn(z) := az + z
2
n∑
i=1
wi
1− zxi . (8.10)
Theorem 37. Let X ∈ CM(ρˆ, ρ) with Laplace exponent ψ(z).
(i) The function ψn(z) is the [n+ 1/n] Pade´ approximant of ψ(z).
(ii) The function ψn(z) is the Laplace exponent of a hyper-exponential process X
(n) having
the characteristic triple (a, σ2n, pin)h≡1, where
σ2n :=
0, if xi 6= 0 for all 1 ≤ i ≤ n,2wj if xj = 0 for some 1 ≤ j ≤ n, (8.11)
and
pin(x) :=

∑
1≤i≤n : xi<0
wi|xi|−3e−
x
xi , if x < 0,∑
1≤i≤n : xi>0
wix
−3
i e
− x
xi , if x > 0.
(8.12)
If one of the sums in (8.12) is empty, it should be interpreted as zero.
(iii) The random variables X
(n)
1 and X1 satisfy E[(X
(n)
1 )
j] = E[(X1)j] for 1 ≤ j ≤ 2n+ 1.
Proof. Our first goal is to establish an integral representation of ψ(z) in terms of the measure
µ∗(dv). Initially, we assume that z ∈ C with −ρˆ < Re(z) < ρ. We substitute (8.2) into
(8.3), use Fubini’s theorem to interchange the order of integration, and obtain
ψ(z) = az + z2
∫
R
sign(u)
u− z
µ(du)
u2
. (8.13)
Performing a change of variables u 7→ 1/v in the above integral and using the fact that
µ((−ρˆ, ρ)) = 0 formula (8.13) becomes
ψ(z) = az + z2
∫
[−1/ρˆ,1/ρ]
|v|3µ∗(dv)
1− vz , −ρˆ < Re(z) < ρ. (8.14)
By analytic continuation we can see that the above formula is valid in a larger region
C \ {(−∞,−ρˆ] ∪ [ρ,∞)}.
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Now, let us prove (i). By definition, the Gaussian quadrature of order n is exact for polyno-
mials of degree ≤ 2n− 1, therefore∫
[−1/ρˆ,1/ρ]
vk|v|3µ∗(dv) =
n∑
i=1
xkiwi, k = 0, 1, 2, . . . , 2n− 1.
The above identity is equivalent to the identity dk
dzk
∫
[−1/ρˆ,1/ρ]
|v|3µ∗(dv)
1− vz
 ∣∣∣∣∣
z=0
=
(
dk
dzk
n∑
i=1
wi
1− zxi
) ∣∣∣∣∣
z=0
, (8.15)
k = 0, 1, 2, . . . , 2n− 1,
which, together with (8.10) and (8.14), implies that
ψ(k)(0) = ψ(k)n (0), k = 0, 1, 2, . . . , 2n+ 1. (8.16)
By definition ψn(z) is a rational function, which can be written in the form P (z)/Q(z) with
deg(P ) ≤ n + 1 and deg(Q) = n. Using this fact, the definition of the Pade´ approximant
(Section 5.3.2), and (8.16), we see that ψn(z) ≡ ψ[n+1/n](z), which proves (i).
To prove (ii) we just need to rearrange (8.10) so that we recognize the Laplace exponent of
a hyper-exponential process. For a node xi of our Gaussian quadrature we may do some
straight-forward algebra to show that
wi
1− zxi =

x−2i wi
x−1i (x
−1
i −z)
xi > 0
wi xi = 0
x−2i wi
|x−1i |(|x−1i |−z)
xi < 0
.
Now we set
ai = x
−2
i wi, and ρi = x
−1
i if xi > 0,
σ2 = 2wi if xi = 0, and
aˆi = x
−2
i wi, and ρˆi = |x−1i | if xi < 0,
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and compare with (8.8) and (8.6) to get the result.
Let X(n) denote the hyper-exponential process corresponding to ψn(z). Formula (8.16) shows
that the first 2n+1 cumulants of X
(n)
1 are equal to the corresponding cumulants of X1, which
is equivalent to the equality of the moments and proves item (iii). uunionsq
The next important question is how fast the sequence of approximations {ψn(z)}n≥1 con-
verges to ψ(z). As we saw in the proof of Theorem 37 (see also [74,101]), the Laplace exponent
ψ(z) of a process X ∈ CM(ρˆ, ρ) is analytic in the cut complex plane C \ {(−∞,−ρˆ]
∪ [ρ,∞)}. In Theorem 38 we will establish that the sequence {ψn(z)}n≥1 converges to ψ(z)
everywhere in this region, and the convergence is exponentially fast on compact subsets of
C \ {(−∞,−ρˆ] ∪ [ρ,∞)}. This behavior should be compared with Taylor series approxima-
tions, which converge only in a circle of finite radius (lying entirely in the region of analyticity
of ψ(z)). We see that Pade´ approximants are very well suited to approximate Laplace expo-
nents of processes in CM(ρˆ, ρ).
From Theorem 28 we know that Pade´ approximants of Stieltjes functions converge expo-
nentially fast on compact sets in the domain of the original function. We also know from
Theorem 23 that the Laplace exponent ψ(z) of a process X ∈ CM(ρˆ, ρ) can be expressed in
terms of a Stieltjes function g(z) in the following manner
ψ(z) =
σ2z2
2
+ az +
z2
1 + z
ρˆ
g
(
− z
1 + z
ρˆ
)
. (8.17)
We will make use of these two theorems to prove Theorem 38. However, before using the
representation (8.17), we must prove it, since we did not do so in Chapter 5.
Theorem 23 (once more). Assume X is a Le´vy process with Laplace exponent ψ(z)
and ρˆ, ρ > 0. The following assertions are equivalent:
(i) X ∈ CM(ρˆ, ρ).
(ii) ψ(z) has the form (8.17) where a, σ ∈ R, and g(z) is a Stieltjes function with radius
of convergence R = (1/ρ+ 1/ρˆ)−1.
Proof. To prove (i)⇒ (ii) we remark (by the same reasoning used to establish (8.14)) that
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we may write the (a, σ2, pi)h≡1 representation of ψ(z) as
ψ(z) =
σ2z2
2
+ az + z2
∫
[−1/ρˆ,1/ρ]
|v|3µ∗(dv)
1− vz . (8.18)
Let us denote |v|3µ∗(dv) by η(dv) and define
g(z) :=
∫
(0, 1
ρˆ
+ 1
ρ
]
η(d(u− 1
ρˆ
))
1 + uz
, and f(z) := zg(z). (8.19)
We observe that g(z) is a Stieltjes function with the radius of convergence R = (1/ρ+1/ρˆ)−1.
Changing the variable of integration v 7→ u− 1
ρˆ
in (8.19) we obtain
ψ(z) =
σ2z2
2
+ az − zf
(
− z
1 + z
ρˆ
)
=
σ2z2
2
+ az +
z2
1 + z
ρˆ
g
(
− z
1 + z
ρˆ
)
, (8.20)
which proves (i)⇒ (ii). To prove the converse, we just reverse our steps. uunionsq
With this task completed, establishing the proof of the following theorem is just a matter of
combining the right results from Chapter 5.
Theorem 38. Let ψ(z) and ψn(z) be defined as in Theorem 37. For any compact set
A ⊂ C \ {(−∞,−ρˆ] ∪ [ρ,∞)} there exist c1 = c1(A) > 0 and c2 = c2(A) > 0 such that for
all z ∈ A and all n ≥ 1
|ψn(z)− ψ(z)| < c1e−c2n.
Proof. First we write ψ(z) as in (8.20) with σ = 0 and f(z), g(z), and R defined as in
(8.19). Further, we define w := −z/(1 + z/ρˆ) and F (z) := f(w). According to Theorem
29, the [n/n] Pade´ approximant is invariant under rational transformations of the vari-
able. Therefore, F [n/n](z) = f [n/n](w) provided f [n/n](z) exists. Theorem 31 shows that
f [n/n](z) = zg[n−1/n](z), and we know that g[n−1,n](z) exists from Theorem 25 and from the
fact that g(z) is a Stieltjes function; therefore, f [n/n](z) and F [n/n](z) also exist. Now using
(8.20) and applying Theorem 31 again, we have z−1(ψ[n+1/n](z)−az) = F [n/n](z). Therefore,
we may conclude that
ψn(z) = ψ
[n+1,n](z) = az − zf [n/n]
(
− z
1 + z
ρˆ
)
= az +
z2
1 + z
ρˆ
g[n−1/n]
(
− z
1 + z
ρˆ
)
, (8.21)
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where the first equality follows from the results of Theorem 37. Now, from Theorem 28 we
know that the functions g[n−1/n](z) converge to g(z) exponentially fast on compact subsets of
C\(−∞,−R]. It is easy to see that the function w(z) = −z/(1+z/ρˆ) maps compact subsets
of C \ {(−∞,−ρˆ]∪ [ρ,∞)} onto compact subsets of C \ (−∞,−R]. This fact combined with
(8.20) and (8.21) ends the proof of Theorem 38. uunionsq
The results of Theorem 37 show that the Pade´ approximant ψ[n+1/n](z) is always a Laplace
exponent of a hyper-exponential process. However, as we discussed in the Introduction,
there are two other Pade´ approximants, ψ[n/n](z) and ψ[n+2/n](z), which can also qualify as
Laplace exponents. While we do not have a counterexample, we believe that in general it is
not true that for all Le´vy processes X ∈ CM(ρˆ, ρ) the functions ψ[n/n](z) and ψ[n+2/n](z) are
Laplace exponents of hyper-exponential processes. However, more can be said for processes
with one-sided jumps, and we present these results in the next section.
8.2.2 Approximating Le´vy processes with one-sided jumps
In this section we will consider two cases: when the process X has (i) jumps of finite variation
or (ii) jumps of infinite variation. In the first case it is enough to consider subordinators
with zero linear drift. If we know how to approximate such subordinators, we can always
add a linear drift and a Gaussian component later. The following theorem is the analogy of
Theorem 37 for subordinators. The key difference is that we have three (rather than one)
approximations to choose from.
Theorem 39. Assume that X ∈ CM(+∞, ρ) is a subordinator defined by the characteristic
triple (0, 0, pi)h≡0. Let ψ(z) denote the Laplace exponent of X, and fix k ∈ {0, 1, 2}.
(i) Let {xi}1≤i≤n and {wi}1≤i≤n be the nodes and the weights of the Gaussian quadrature
with respect to the measure v2+kµ∗(dv). Then
ψ[n+k/n](z) =
k∑
j=1
ψ(j)(0)
zj
j!
+ zk+1
n∑
i=1
wi
1− zxi . (8.22)
(ii) The function ψ[n+k/n](z) is the Laplace exponent of a hyper-exponential process X(n).
The process X(n) has a Le´vy measure with density
pin(x) := I(x > 0)
n∑
i=1
wix
−2−k
i e
− x
xi , (8.23)
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and is defined by the characteristic triple
(0, 0, pin)h≡0 if k = 0,
(ψ′(0)−∑ni=1wi/xi, 0, pin)h≡0 if k = 1,
(ψ′(0), ψ′′(0)− 2∑ni=1 wi/xi, pin)h≡1, if k = 2.
(8.24)
The process X(n) is a subordinator if k = 0 or k = 1 (with zero linear drift in the
former case and positive linear drift in the latter case), and X(n) is a spectrally positive
process with a non-zero Gaussian component if k = 2.
(iii) The functions ψ[n+k/n](z) converge to ψ(z) exponentially fast on compact subsets of
C \ [ρ,∞).
Before proving Theorem 39, we need to establish the following auxiliary result. This lemma
will help us establish that ψ′(0)−∑1≤i≤nwi/xi and ψ′′(0)−2∑1≤i≤nwi/xi are both positive.
In other words, it will help us show that the process resulting from our approximation when
k = 1 is a subordinator, and that the process resulting from the k = 2 approximation is a
Le´vy process.
Lemma 6. Assume that ν(dx) is a finite positive measure on (0, R]. Let {xi}1≤i≤n and
{wi}1≤i≤n be the nodes and the weights of the Gaussian quadrature with respect to the measure
xν(dx) on (0, R]. Then
n∑
i=1
wi
xi
<
∫
(0,R]
ν(dx).
Proof. Consider two Stieltjes functions
f(z) :=
∫
(0,R]
ν(dx)
1 + xz
, and g(z) :=
∫
(0,R]
xν(dx)
1 + xz
.
It is easy to check that f(z) = f(0)− zg(z). From Theorems 27 and 31 in the Chapter 5 we
find that f [n/n](z) = f(0)− zg[n−1/n](z) and g[n−1/n](z) = ∑1≤i≤nwi/(1 + xiz). Therefore
lim
z→+∞
f [n/n](z) = f(0)−
n∑
i=1
wi
xi
. (8.25)
Consider the function F (z) := (f(0)/f(z)− 1)/z. Note that F (z)→ −f ′(0)/f(0) as z → 0,
and that F (z) is analytic in some neighborhood of zero. From Theorems 30 and 31 in the
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Chapter 5 we obtain
F [n−1/n](z) =
1
z
(
f(0)
f [n/n](z)
− 1
)
,
which can be rewritten as
f [n/n](z) =
f(0)
1 + zF [n−1/n](z)
. (8.26)
Theorem 1.3 in [61] tells us that F (z) is also a Stieltjes function, and since it is analytic in the
neighborhood of zero, it has a positive radius of convergence (and therefore, finite moments).
Theorem 27 in Chapter 5 implies that limz→+∞ zF [n−1/n](z) is finite and positive. This fact
combined with (8.26) shows that limz→+∞ f [n/n](z) is strictly positive, and applying (8.25)
we obtain the statement of the lemma. uunionsq
Proof of Theorem 39
First, we note that since the process X has jumps of finite variation, Lemma 5 ensures that
v2µ∗(dv) is a finite measure. Then, (8.2) and (8.3) give us
ψ(z) = z
∫
(0, 1
ρ
]
v2µ∗(dv)
1− vz . (8.27)
We will prove only the case k = 2; the other two cases can be treated in the same way. We
start with the identity (8.27) and rewrite it in the equivalent form
ψ(z) = z
∫
(0, 1
ρ
]
v2µ∗(dv) + z2
∫
(0, 1
ρ
]
v3µ∗(dv) + z3
∫
(0, 1
ρ
]
v4µ∗(dv)
1− vz
= ψ′(0)z + ψ′′(0)
z2
2
+ z3
∫
(0, 1
ρ
]
v4µ∗(dv)
1− vz . (8.28)
The result of item (i) follows the above expression and Theorems 27 and 31 in Chapter 5.
Next, let us prove (ii). We use Lemma 6, from which it follows that
1
2
ψ′′(0)−
n∑
i=1
wi/xi =
∫
(0, 1
ρ
]
v3µ∗(dv)−
n∑
i=1
wi/xi > 0,
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and thus the Gaussian component is positive. From (8.8) we know the Laplace exponent of
the process X(n) corresponding to the characteristic triple
(ψ′(0), ψ′′(0)− 2∑1≤i≤nwi/xi, pin)h≡1 is
ψX(n)(z) =
(
ψ′′(0)−
n∑
i=1
wi
xi
)
z2
2
+ ψ′(0)z + z2
n∑
i=1
wi
xi(1− zxi)
= ψ′(0)z + ψ′′(0)
z2
2
+ z3
n∑
i=1
wi
1− zxi = ψ
[n+2/n](z).
This proves (ii). Item (iii) follows from (8.27) and Theorem 28 in Chapter 5. uunionsq
Next we consider the second class of processes with one-sided jumps: spectrally positive
processes with jumps of infinite variation. Again, without loss of generality we assume that
there is no Gaussian component. Our results are presented in the following theorem (the
proof is omitted, as it is identical to the proof of Theorem 39).
Theorem 40. Assume that X ∈ CM(+∞, ρ) is a spectrally positive process having jumps of
infinite variation defined by the characteristic triple (a, 0, pi)h≡1. Let ψ(z) denote the Laplace
exponent of X, and fix k ∈ {1, 2}.
(i) Let {xi}1≤i≤n and {wi}1≤i≤n be the nodes and the weights of the Gaussian quadrature
with respect to the measure v2+kµ∗(dv). Then
ψ[n+k/n](z) =
k∑
j=1
ψ(j)(0)
zj
j!
+ zk+1
n∑
i=1
wi
1− zxi . (8.29)
(ii) The function ψ[n+k/n](z) is the Laplace exponent of a hyper-exponential process X(n).
The process X(n) has a Le´vy measure with density,
pi(x) := I(x > 0)
n∑
i=1
wix
−2−k
i e
− x
xi ,
and is defined by the characteristic triple(ψ′(0), 0, pi)h≡1 if k = 1,(ψ′(0), ψ′′(0)− 2∑ni=1wi/xi, pi)h≡1, if k = 2. (8.30)
(iii) The functions ψ[n+k/n](z) converge to ψ(z) exponentially fast on compact subsets of
C \ [ρ,∞).
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Remark
Let us examine why we have three different approximations in the case of subordinators and
only two approximations in the case of spectrally positive processes. This happens because in
the case of spectrally positive processes with jumps of infinite variation the measure v2µ∗(dv)
is not finite (see Lemma 5), therefore we cannot define the Gaussian quadrature with respect
to this measure and our method of proving that ψ[n/n](z) is a Laplace exponent (in Theorem
39) will not work. While we do not have a counterexample, we believe that it is not true that
for any spectrally positive process X ∈ CM(+∞, ρ) with completely monotone jumps (and
Laplace exponent ψ(z)) the function ψ[n/n](z) is the Laplace exponent of a hyper-exponential
process.
8.3 Explicit examples and extensions of the algorithm
In this section we pursue three goals. First, we show how the results of Theorems 39 and 40
lead to explicit formulas for Gamma subordinators and one-sided generalized tempered stable
processes. Then we use these results to construct explicit hyper-exponential approximations
to VG, CGMY and NIG processes. Finally, we discuss two extensions of the approximation
technique described in the previous section.
Example 1: Gamma subordinator
Consider the familiar Gamma subordinator with Laplace exponent ψ(z) = − log(1−z). The
following proposition gives explicit formulas for the approximations described in Theorem
39. The notation P
(α,β)
n (x) refers to the nth Jacobi polynomial with parameters α and β
(see Section 5.3.2 for a definition.)
Proposition 3. Let X be a Gamma process defined by the Laplace exponent
ψ(z) = − log(1− z). Fix k ∈ {0, 1, 2}.
(i) The denominators of the Pade´ approximants ψ[n+k,k](z) = pn,k(z)/qn,k(z) are given by
qn,k(z) = Cz
nP (0,k)n
(
2
z
− 1) , (8.31)
where C = C(n, k) is a constant determined by the condition qn,k(0) = 1. In the case
k = 0 the numerators are also given by an explicit formula
pn,0(z) = 2
n∑
j=0
(
n
j
)2
(Hn−j −Hj) (1− z)j, (8.32)
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where H0 := 0 and Hj := 1 + 1/2 + · · ·+ 1/j for j ≥ 1.
(ii) The nodes of the Gaussian quadrature described in Theorem 39 are given by xi = (yi+1)
/2, where yi ∈ (−1, 1) are the roots of the Jacobi polynomials P (0,k)n (y).
Proof. We recall from our example in Section 5.3.3 that
− log(1− z) = z
∫ 1
0
dv
1− zv ,
and so the measure v2µ∗(dv) is just the Lebesgue measure on (0, 1). From Section 5.3.2
we know that the orthogonal polynomials with respect to the measure I(0 < x < 1)vkdv
are given by the shifted Jacobi polynomials P
(0,k)
n (2z − 1) (in fact, when k = 0 we get the
Legendre polynomials). Formula (8.31) follows from this fact and Theorems 39 and 27.
Statement (ii) follows from the fact that the nodes of the Gaussian quadrature coincide
with the roots of orthogonal polynomials, i.e. Theorem 26.
To derive the explicit expression for pn,0(z) in (8.32), we use a known formula for the nu-
merator of the [n/n] Pade´ approximant (at z = 1) of the natural logarithm. The formula
((5) in [112]) is given in terms of the digamma function ψ(z) as
2
n∑
j=0
(
n
j
)2
(ψ(n− j + 1)− ψ(j + 1)) zj.
To get (8.32) we use the well-known identity for the digamma function
ψ(n) = Hn−1 − γ, n ∈ N,
where γ is the Euler-Mascheroni constant (Formula 6.3.2 in [2]). uunionsq
Example 2: Tempered stable subordinator/spectrally positive process
Consider a Le´vy process X defined by the Laplace exponent
ψ(z) = Γ(−α)((1− z)α − 1), (8.33)
where α ∈ (0, 1) ∪ (1, 2). Comparing (8.33) with (2.27) we see that X is a generalized tem-
pered stable process with only positive jumps. When α ∈ (0, 1) the process is a subordinator
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with zero linear drift, and when α ∈ (1, 2) it is a spectrally positive process with jumps of
infinite variation and zero Gaussian component.
Proposition 4. Let X be a tempered stable process defined by the Laplace exponent (8.33).
For α ∈ (0, 1) (resp. α ∈ (1, 2)) we fix a value of k ∈ {0, 1, 2} (resp. k ∈ {1, 2}).
(i) The denominators and the numerators of the Pade´ approximants
ψ[n+k/n](z) = pn,k(z)/qn,k(z) are given by
qn,k(z) = Cz
nP (α,k−α)n
(
2
z
− 1) , and (8.34)
pn,k(z) = Γ(−α)
(
n+k∑
j=0
(2n+ k − j)!(n+ k)!(−n− α)j
(2n+ k)!j!(n+ k − j)! z
j − qn,k(z)
)
, (8.35)
where C = C(n, k) is a constant determined by the condition qn,k(0) = 1.
(ii) The nodes of the Gaussian quadratures described in Theorems 39 and 40 are given by
xi = (yi + 1)/2, where yi ∈ (−1, 1) are the roots of the Jacobi polynomials P (α,k−α)n (y).
Proof. We recall the results of Section 2.2.4, specifically that a generalized tempered stable
process defined by (8.33) has a Le´vy density of the form
pi(x) =
e−x
x1+α
, x > 0,
from which we may obtain the representing measure
µ(du) = I(1 < u)
(u− 1)α
Γ(1 + α)
du,
by inverting the Laplace transform. Therefore,
µ(du) ≈ I(1 < u)(u− 1)αdu, and v2µ∗(dv) ≈ I(0 < v < 1)v−α(1− v)αdv,
where by “≈” we understand “equal, up to a multiplicative constant”. This shows that
the orthogonal polynomials with respect to the measure v2+kµ∗(dv) are given by the shifted
Jacobi polynomials P
(α,k−α)
n (2z− 1). Formula (8.34) follows from this fact and Theorems 39
and 27; statement (ii) then follows from Theorem 26.
Formula (8.35) can be derived from a known formula for the Pade´ approximant of the
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binomial function (1− z)α. According to the last equation in [59], this has the form
n+k∑
j=0
(2n+ k − j)!(n+ k)!(−n− α)j
(2n+ k)!j!(n+ k − j)! z
j,
where (·)j is the Pochhammer symbol (See Appendix A pg. 191). To get (8.35) we then
employ the following fact: if m ≥ n ≥ 1 and p(z)/q(z) is the [m/n] Pade´ approximant to
f(z), then a(p(z)− q(z))/q(z) is the [m/n] approximant to a(f(z)− 1). This fact is easy to
deduce from the definition of the Pade´ approximant. uunionsq
8.3.1 Approximating VG, CGMY and NIG processes
The results of Propositions 3 and 4 can be used to construct explicit approximations of the
Laplace exponents of arbitrary VG, CGMY, and NIG processes. There are two methods for
doing this: (i) we can construct a process with two-sided jumps as a difference of processes
with only positive jumps or (ii) we can represent a two-sided process as a scaled Brownian
motion with drift subordinated by a generalized tempered stable subordinator S – the idea
is to replace S with a hyper-exponential approximation.
We begin with the first method. From our discussion in Section 2.2.4 and (2.25) we know
that a VG process X without drift or Gaussian component is just the difference of two
gamma subordinators. This means that X has a Laplace exponent of the form
ψ(z) = ψρ(z) + ψρˆ(−z),
where ψρ(z) = −c log(1 − z/ρ) is the Laplace exponent of a gamma subordinator Xρ with
parameters c, ρ > 0 and ψρˆ(z) = −c log(1 − z/ρˆ) is the Laplace exponent of a gamma
subordinator X ρˆ with parameters c, ρˆ > 0. Using Proposition 3 we can easily find explicit
formulas for ψ
[n+k/n]
ρ (z) and ψ
[n+k/n]
ρˆ (z), and from Theorem 39 we know these functions are
the Laplace exponents of hyper-exponential subordinators which, by definition of the Pade´
approximant, match the first 2n + k moments of the processes Xρ and X ρˆ respectively.
Therefore, the function ψ
[n+k/n]
ρ (z) + ψ
[n+k/n]
ρˆ (−z) should be a good approximation of ψ(z),
and the associated process, which is the Laplace exponent of the difference of two hyper-
exponential subordinators, should be a good approximation of X.
For a CGMY process X we consult (2.27) to see that we may use exactly the same ap-
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proach. That is, the Laplace exponent of X (with µ = 0) has the form
ψ(z) = ψM(z) + ψG(−z),
where ψM(z) = Γ(−Y )C((M−z)Y −MY ) is the Laplace exponent of a generalized tempered
stable process with only positive jumps and parameters C, M > 0, and Y ∈ (0, 1) ∪ (1, 2);
ψG(z) is identical with M = G. Now we use Proposition 4 to construct an explicit formula
for the approximation ψ
[n+k/n]
M (z) + ψ
[n+k/n]
G (−z). Theorem 40 tells us the associated hyper-
exponential process should be a good approximation of X.
The second procedure for obtaining explicit approximations uses the technique of subor-
dination which was discussed briefly in Section 2.2.4. From there we know that any VG,
CGMY, or NIG process can be obtained by replacing the deterministic time scale of a scaled
Brownian motion with drift by a generalized tempered stable subordinator. Of course, we can
also subordinate a scaled Brownian motion with drift by a hyper-exponential process. The
following proposition shows us that the result of this procedure is again a hyper-exponential
process.
Proposition 5. Assume that Y is a hyper-exponential subordinator and W is an independent
Brownian motion. Then for all σ > 0 and a ∈ R the process Zt := σWYt + aYt is also a
hyper-exponential process.
Proof. Denote the Laplace exponent of Y as ψY (z). Since Y is a hyper-exponential process,
ψY (z) is a rational function. We know from Section 2.2.4 that the Laplace exponent of Z
is given by ψZ(z) = ψY (σ
2z2/2 + az), therefore it is also a rational function. Proposition
2.1 in [60] tells us that the process Z is a completely monotone Le´vy process. This fact and
the rationality of ψZ(z) prove (by application of Theorem 23 and Lemma 2) that Z is also
a hyper-exponential process. uunionsq
As discussed above, the VG process can be obtained as a scaled Brownian motion with
drift, subordinated by a Gamma process Y . Proposition 3 gives us an explicit rational
approximation of the Laplace exponent ψY (z), therefore, from Proposition 5 we obtain an
explicit rational approximation ψ˜(z) of the Laplace exponent of the original VG process.
From Proposition 5 we also know that ψ˜(x) is the Laplace exponent of a hyper-exponential
process.
The same ideas can be applied to the NIG process, which we recall is defined as a scaled
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Brownian motion with drift subordinated by an inverse Gaussian subordinator Y . The pro-
cess Y has a Laplace exponent of the form ψY (z) = (1−
√
1− κz)/κ. Proposition 4 gives us
an explicit rational approximation of ψY (z), and therefore from Proposition 5 we obtain an
explicit rational approximation ψ˜(z) of the Laplace exponent of the original NIG process.
By invoking Proposition 5 once again we may identify ψ˜(z) as the Laplace exponent of a
hyper-exponential process.
Both of the approximation methods described above are desirable for a number of rea-
sons. First, we get explicit formulas, which is preferable to calculating coefficients of Pade´
approximants by solving systems of linear equations. Second, if we wish to determine the
parameters of the approximating hyper-exponential processes, our task is simplified since
the nodes of the Gaussian quadrature are the roots of the Jacobi polynomials. In many
cases, finding the roots will require no calculation because there exist extensive tables with
this information. Even if calculation is required, finding the roots can be achieved by one of
several known, efficient numerical algorithms (see for example [48] or Section 3.6 in [108]).
An additional benefit of the first method, is that we are free to choose the degree of the Pade´
approximant for each one-sided process separately. This may be helpful in applications. For
example, we may want to approximate negative jumps more accurately than positive jumps
when pricing down-and-out barrier options.
We note that neither of the two methods gives an optimal approximation in the moment
matching sense of Property (iii) in Theorem 37. To see this, suppose X ∈ CM(ρˆ, ρ) with
Laplace exponent ψ(z). Further, suppose that we use any method other than that of Theo-
rem 37 to generate an approximating hyper-exponential process X˜ whose Laplace exponent
ψ˜(z) has a numerator of degree n + 1 and a denominator of degree n. By definition of
ψ[n+1/n](z), the corresponding two-sided approximating process of Theorem 37 must match
at least as many moments of X as X˜. We perform a numerical comparison of the one-sided
and two-sided approach in Section 8.4.
8.3.2 Extensions of the approximation algorithm
There are two ways in which Theorems 37, 39 and 40 can be generalized. First, there is an
almost trivial (but potentially useful) generalization where we consider Pade´ approximants
not at 0 but at another point a ∈ (−ρˆ, ρ). Then the statements of Theorems 37, 38, 39 and
40 would be true, provided that we replace the Pade´ approximant ψ[n+k/n](z) (centered at
0) by ψ[n+k/n](z)−ψ[n+k/n](a) (centered at a). This fact can be readily established using the
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(a) (b)
Figure 8.1: The graph of xpi(x) (black curve) and xpi[n/n](x), where pi(x) = exp(−x)/x is the
Le´vy density of the Gamma subordinator, and pi[n/n](x) is given by (8.23). Blue, green and
red curves correspond n equal to 5, 10, and 20 respectively.
Escher transform (see pg. 78 in [76]), which maps a Le´vy process X ∈ CM(ρˆ, ρ) defined by
Laplace exponent ψ(z) into a process X˜ ∈ CM(ρˆ + a, ρ − a), defined by Laplace exponent
ψ˜(z) = ψ(a+ z)− ψ(a).
The second generalization is to use the technique outlined in Chapter 5 involving Cauchy
interpolants and Pick functions. That is, for X ∈ CM(ρˆ, ρ) with Laplace exponent ψ(z) we
solve a Cauchy interpolation problem for the Pick function z−1ψ(z). From Theorems 23 and
24, Lemma 2, and the discussion on pg. 98 we know that for odd N this problem always has
a unique solution ψN(z) such that zψN(z) is the Laplace exponent of a hyper-exponential
process. We recall that by definition ψN(z) is a rational function with deg(ψN) < N/2 and
dj
dzj
ψN(z)
∣∣∣∣
z=zi
=
dj
dzj
ψ(z)
z
∣∣∣∣
z=zi
, 1 ≤ i ≤ k, 0 ≤ j ≤ βi,
where N =
∑
1≤i≤k(βi + 1), and zi ∈ (−ρˆ, ρ), 1 ≤ i ≤ k.
8.4 Numerical results
In this section we discuss a number of numerical experiments, which demonstrate the effi-
ciency and effectiveness of the approximations. As a first example, we consider the Gamma
process X defined by the Laplace exponent ψ(z) = − ln(1 − z). We compute the Le´vy
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density pin(x) corresponding to the approximation ψ
[n/n](z); the latter is given explicitly in
Proposition 3. The Le´vy density of X is pi(x) = exp(−x)/x, therefore in order to avoid the
singularity at x = 0 we compare xpi(x) ≡ exp(−x) and xpin(x). The results are presented in
Figure 8.1. We see that even with the small value of n = 5 the tail of pin(x) matches the tail
of pi(x) very well, and as n increases the approximation converges very rapidly (as long as x
is not too close to zero).
Next, we compare the CDFs of the random variables Xt, t ∈ {1, 2} with the CDFs of their
approximations X
(n,k)
t , which are defined by the Laplace exponents ψ
[n+k/n](z), k ∈ {0, 1, 2}
(see Proposition 3). While the CDFs for the Gamma process are known explicitly
P(X1 ≤ x) = 1− e−x, and P(X2 ≤ x) = 1− (x+ 1)e−x,
to compute CDFs for the processes X(n,k) we proceed numerically. We define the numbers
ri as the coefficients in the asymptotic expansion
ψ[n+k/n](z) = r2z
2 + r1z + r0 +O(1/z), z →∞,
and further define
φn,k(z) :=

etψ
[n/n](z) − etr0 , if k = 0,
etψ
[n+1/n](z) − etr0+tr1z, if k = 1,
etψ
[n+2/n](z), if k = 2.
The CDFs for the approximating processes are computed by numerical Fourier inversion
P(X(n,k)t ≤ x) = 1−
e−cx
pi
Re
[∫
R+
φn,k(c+ iu)e
−iux du
c+ iu
]
− etr0I(x ≤ r1t)δk,1, (8.36)
where x > 0 and c ∈ (0, 1).
Let us explain the intuition behind the formula corresponding to k = 0; the other cases can
be treated similarly. According to Theorem 39, the process X(n,0) is a compound Poisson
hyper-exponential process with intensity −r0 (i.e. λ = −r0 in (2.10)), thus its distribution
has an atom at zero: P(X(n,0)t = 0) = exp(tr0). If we subtract the atom at zero, we obtain
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n,k(1) k = 0 k = 1 k = 2
n = 5 1.1e− 2 1.1e− 2 8.8e− 3
n = 10 2.8e− 3 3.4e− 3 2.8e− 3
n = 15 1.3e− 3 1.6e− 3 1.4e− 3
n = 20 7.5e− 4 9.3e− 4 8.1e− 4
n,k(2) k = 0 k = 1 k = 2
n = 5 3.3e− 4 3.2e− 4 5.4e− 4
n = 10 2.6e− 5 2.8e− 5 5.6e− 5
n = 15 5.4e− 6 6.4e− 6 1.3e− 5
n = 20 1.8e− 6 2.1e− 6 4.6e− 6
Table 8.1: The values of n,k(t) := maxx≥0 |P(Xt ≤ x) − P(X(n,k)t ≤ x)|, where X is the
Gamma process with ψ(z) = − ln(1 − z) and the process X(n,k) has Laplace exponent
ψ[n+k/n](z).
an absolutely continuous measure
νt(dx) := P(X(n,0)t ∈ dx)− etr0δ0(dx), (8.37)
which has Laplace transform∫
R
exzνt(dx) = e
tψ[n/n](z) − etr0 = φn,0(z), Re(z) < 1.
Since νt(dx) is absolutely continuous with total mass 1 − exp(tr0), we can find the CDF
corresponding to this measure by the inverse Laplace transform
νt((0, x)) = 1− etr0 − e
−cx
pi
Re
[∫
R+
φn,0(c+ iu)e
−iux du
c+ iu
]
, (8.38)
(see also the discussion in Section 5.2.1). Note that the integral in (8.38) converges abso-
lutely, since φn,0(c + iu) = O(1/u) as u → ∞. Formula (8.36) now follows directly from
(8.37) and (8.38).
We may numerically evaluate (8.36) via a change of contour, followed by an application
of Filon’s method. We use 106 discretization points on a domain of numerical integration of
[0, 500] in the application of Filon’s method. The maximum errors calculated over 100 points
in the interval (0, 10) are presented in Table 8.1. We see that the CDF of X
(n,k)
t converges
to Xt, and the convergence seems to be faster for t = 2 than it is for t = 1.
The remaining examples relate to pricing European, Asian, and barrier options. We will
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work with the following two processes: the VG process V defined by the Laplace exponent
ψV (z) = µz − c log
(
1 +
z
ρˆ
)
− c log
(
1− z
ρ
)
,
and parameters
(ρˆ, ρ, c) = (56.4414, 21.8735, 5.0),
and the CGMY process Z defined by the Laplace exponent
ψZ(z) = µz + CΓ(−Y )
[
(M − z)Y −MY + (G+ z)Y −GY ] ,
and parameters
(C,G,M, Y ) = (1, 8.8, 14.5, 1.2).
Note that V is a process with infinite activity and finite variation, whereas Z is an infinite
variation process. Both of these processes have zero Gaussian component. The process V is
considered by the authors of [64]; later we will use their numerical results as a benchmark
for our computations.
Our approach from here on is to compare a benchmark option price (for a variety of options)
with a price calculated using one of four possible approximations. The first approximation
is based on the [n+ 1/n] Pade´ approximant for the process with two-sided jumps from The-
orem 37. The other three approximations are based on the algorithm presented in Section
8.3.1, which considers the process as a difference of two processes having only positive jumps,
and uses the explicit [N + k/N ] Pade´ approximants from Propositions 3 and 4. Note that
the first approximation will result in a rational function of degree n + 1, while the other
three approximations result in a rational function of degree 2N + k. In instances where we
calculate multiple approximations, we set n = 2N in order to make a fair comparison.
As usual, we define the stock price process as At = A0 exp(Xt) (where X ≡ V in the
VG case or X ≡ Z in the CGMY case). Further, we choose the value of µ so that the pro-
cess At exp(−rt) is a martingale, i.e. we are working with a risk-neutral measure. To avoid
confusion between different processes we will write ψX(z) to denote the Laplace exponent of
the process X for the remainder of this section.
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two-sided one-sided one-sided one-sided
[2N + 1/2N ] [N/N ] [N + 1/N ] [N + 2/N ]
N = 1 -1.58e-2 9.12e-2 7.02e-3 -3.02e-2
N = 2 1.66e-3 -6.16e-3 4.80e-3 -7.82e-4
N = 3 6.20e-4 -1.28e-3 -4.32e-5 6.78e-4
N = 4 1.25e-4 1.88e-4 -1.98e-4 9.81e-5
N = 5 -7.19e-5 8.82e-5 -2.62e-5 -2.40e-5
N = 7 4.34e-6 -8.48e-6 5.82e-6 -1.71e-6
N = 9 -7.72e-8 3.31e-7 -6.99e-7 7.35e-7
N = 12 4.85e-7 -1.81e-8 4.97e-8 -6.10e-8
N = 15 -8.56e-8 -1.37e-9 -3.31e-9 6.06e-9
Table 8.2: The error in computing the price of the European call option for the VG V -model.
The benchmark price is 2.5002779303.
two-sided one-sided one-sided
[2N + 1/2N ] [N + 1/N ] [N + 2/N ]
N = 1 -2.75e-2 1.93e-2 -3.72e-3
N = 2 -4.86e-6 -4.19e-6 9.5e-5
N = 3 4.80e-7 -1.48e-5 -2.54e-7
N = 4 2.9e-8 6.41e-7 -1.55e-7
N = 5 1.14e-9 5.58e-9 6.95e-9
Table 8.3: The error in computing the price of the European call option for the CGMY
Z-model. The benchmark price is 11.9207826467.
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First, we compute the price of a European call option with A0 = 100, strike price K = 100,
maturity T = 0.25 and interest rate r = 0.04. It is well known that this entails calculating
E(A0, K, T ) := e
−rTE[(AT −K)+],
which we will do using the approach of Carr and Madan [30]. Since this is very similar to our
method for pricing Asian options we will describe it only briefly here. We begin by defining
ft(k) := E[(At − ek)+], and k := log(K),
and observing that computing ft(k) is equivalent to computing E(A0, K, t). Our objective
is to find an explicit expression for the Laplace transform of ft(k), which we define as
φt(z) :=
∫
R ft(k)e
zkdk for suitable values of z. From the following calculation, we see that if
ψX(z + 1) is finite on some strip 0 < Re(z) < α, then for Re(z) ∈ (0, α) the function φt(z)
is also finite and can be expressed explicitly in terms of ψX(z) as follows:
φt(z) =
∫
R
ft(k)e
zkdk =
E[Az+1t ]
z(z + 1)
= Az+10
etψX(z+1)
z(z + 1)
.
It is easy to see that ψV (z+ 1) is finite for Re(z) ∈ (0, ρ− 1) = (0, 20.8735) and ψZ(z+ 1) is
finite for Re(z) ∈ (0,M − 1) = (0, 13.5). Furthermore, Theorems 37, 39, and 40 tell us that
ψX(z) is finite for any approximating process X for at least the same values of z. Therefore,
for c0 lying in the appropriate interval, we may compute ft(k) via the formula
ft(k) =
e−c0k
2pi
∫
R
φt(c0 + iu)e
−iukdu =
e−c0k
pi
∫
R+
φt(c0 + iu)e
−iukdu. (8.39)
The last equality on the right-hand side of (8.39) follows from the fact that the real part of
φt(c0 + iu) is even in u and the imaginary part is odd. This in turn follows from the fact
that ft(k) is real valued.
The benchmark prices for the original VG process V and the CGMY process Z were com-
puted multiple times by applying Filon’s method to (8.39) and using different discretizations
and truncations of the integral. The resulting prices seem to be correct to within ±1.0e-9.
The prices based on the approximating processes are presented in Table 8.2 (approxima-
tions of V ) and Table 8.3 (approximations of Z). These are calculated by applying Filon’s
method to (8.39) with 107 discretization points on the domain [0, 2000]. We see that all four
approximations perform very well, and already for N = 4 we obtain acceptable accuracy
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of around 1.0e-4. We notice that the three approximations based on the explicit one-sided
formulas have remarkably good accuracy. As we discussed on page 164, these are not opti-
mal in the sense that we can find rational Laplace exponents of lower degree which match
more moments of the original processes. However, this non-optimality does not seem to play
any role here. We conclude that the one-sided approximations are superior to the two-sided
approximation, in the sense that they have very good accuracy and are derived using explicit
formulas.
We also note that all four approximations seem to be doing a better job in the case of
the CGMY process Z. The likely cause of this is that Z is an infinite variation process so
that Zt has smooth density; this is not the case for the process V .
Next, we compute the price of an arithmetic, continuously monitored, fixed strike Asian
call option. That is, we calculate the following familiar quantity
C(A0, K, T ) := e
−rTE
[(
1
T
∫ T
0
A0e
Xudu−K
)+]
, (8.40)
where we set the parameters as follows:
A0 = 100, r = 0.03, T = 1.
The parameter K is set to 90 for the VG process and 110 for the CGMY process. In order to
compute Asian option prices we use the technique (and discretization/domain of numerical
integration) of Section 6.4.2. Since, to the best of the author’s knowledge, there are no re-
sults in the literature for pricing these kinds of options for either the VG or CGMY process
(other than by Monte Carlo methods), we must use our own benchmark calculated using
a significantly large N . By experimenting with different ways of discretizing the resulting
integrals in the inverse Laplace and inverse Mellin transform (see Section 6.4.2), we arrive
at a benchmark price of 11.18859 for the process V and 9.95930 for the process Z. These
benchmark prices seem to be correct to within ±1.0e-5. The results for each N are compared
to the benchmark price, and the errors are gathered in Table 8.4 for the process V and in
Table 8.5 for the process Z.
We observe again, that convergence to the benchmark price is very rapid and that there is
little difference in the rate of convergence between the one-sided and two-sided approxima-
tions. We note that we achieve an acceptable error of ±1.0e-4 with a rational approximation
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two-sided one-sided one-sided one-sided
[2N + 1/2N ] [N/N ] [N + 1/N ] [N + 2/N ]
N = 1 -1.87e-3 1.01e-3 -1.82e-3 9.88e-4
N = 2 9.49e-5 2.89e-4 -6.33e-5 3.27e-5
N = 3 1.30e-6 8.85e-6 -4.24e-6 3.99e-6
N = 4 -2.83e-6 1.07e-6 -1.36e-6 3.16e-7
N = 5 -1.11e-7 -2.48e-8 -5.91e-7 -3.81e-7
Table 8.4: The error in computing the price of the Asian option for the VG V -model. The
benchmark price is 11.188589 (calculated using the [91/90] two-sided approximation).
of degree 5.
Our final example is related to pricing down-and-out barrier put options. That is, we wish
to calculate
D(A0, K,B, T ) := e
−rTE
[
(K − AT )+I
(
inf
0≤t≤T
At > B
)]
,
where B is the barrier level. We calculate barrier option prices for the process V , for four
values A0 ∈ {81, 91, 101, 111} and K = 100, B = 80, r = 0.04879 and T = 0.5. We use the
prices computed in [64] as the benchmark (these prices seem to be accurate to about±1.0e-3).
In order to compute the prices of down-and-out put options for hyper-exponential processes
we use the method of Section 3.3. We recall that, due to the Wiener-Hopf factorization,
we can obtain the price D(A0, K,B, T ) by calculating the inverse Laplace transform of the
function
q−1F (q) := q−1E[(k − eSe(q)+Ie(q))+I(Ie(q) > b)],
where k = K/A0 and b = log(B/A0). Since we know the distribution of the random variables
Se(q) and Ie(q) for hyper-exponential processes (see Section 3.2.1) we can derive explicit an
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two-sided one-sided one-sided
[2N + 1/2N ] [N + 1/N ] [N + 2/N ]
N = 1 1.88e-4 7.42e-4 -1.19e-3
N = 2 4.03e-6 9.05e-5 5.39e-6
N = 3 -3.58e-7 -2.64e-6 7.93e-8
N = 4 -3.88e-7 -1.01e-7 -1.21e-7
N = 5 -5.26e-7 -2.47e-7 -2.49e-7
Table 8.5: The error in computing the price of the Asian option for the CGMY Z-model.
The benchmark price is 9.959300 (calculated using the [91/90] two-sided approximation).
formula for q−1F (q) which can easily be inverted by numerical means.
We show here how to derive an explicit formula for the case of an in-the-money (K > A0)
option for a hyper-exponential process X defined by (a, σ2, pi)h≡0 with σ2 > 0. Derivation
of the formula for other cases is similar. First, we recall that Ie(q) and Se(q) are independent
and have known densities
pI(y) =
Nˆ+1∑
i=1
βˆiζˆie
ζˆiy, y < 0, and pS(x) =
N+1∑
j=1
βjζje
−ζjx, x > 0,
respectively. The coefficients {βˆi}1≤i≤Nˆ+1 and {βj}1≤j≤N+1 have the form
βˆi :=
∏
k 6=i
1− ζˆi
ρˆk
1− ζˆi
ζˆk
, and βj :=
∏
k 6=j
1− ζj
ρk
1− ζj
ζk
,
where, as usual {−ζˆi}1≤i≤Nˆ+1 and {ζj}1≤j≤N+1 denote the solutions of ψX(z) = q and
{−ρˆi}1≤i≤Nˆ (resp. {ρj}1≤j≤N) are the negative (resp. positive) poles of ψX(z). This means
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S0 = 81 S0 = 91 S0 = 101 S0 = 111
Benchmark 3.39880 7.38668 1.40351 0.04280
N = 2 3.44551 7.39225 1.40527 0.04233
N = 4 3.40209 7.38957 1.40329 0.04258
N = 6 3.39910 7.38939 1.40332 0.04258
N = 8 3.39856 7.38936 1.40332 0.04258
N = 10 3.39853 7.38936 1.40332 0.04258
Table 8.6: Barrier Option prices calculated for the VG process V -model. Benchmark prices
obtained from [64], Table 4, Column 2.
we that may write
F (q) =
∫
R−
∫
R+
(k − ex+y)+I(y > b)pS(x)pI(y)dxdy
=
∫ −b
0
∫ log(k)+y
0
(k − ex−y)pS(x)pI(−y)dxdy
=
Nˆ+1∑
i=1
N+1∑
j=1
βˆiβj
ζj − 1
(
k(ebζˆi − 1)(1− ζj)− k
1−ζj ζˆi(eb(ζj+ζˆi) − 1)
ζˆi + ζj
+
ζˆiζj(e
b(1+ζˆi) − 1)
ζˆi + 1
)
.
To calculate prices we invert q−1F (q) by our standard numerical procedure for oscillatory
integrals, namely Filon’s method. To implement this we use a domain of numerical inte-
gration [0, 4000] and 80, 000 discretization points. In this case we calculate prices only for
the one-sided [N + 1/N ] approximations, which are presented in Table 8.6. We see that in
almost all cases the convergence is very rapid, and we are able to match the first four digits
of the benchmark price. The convergence is somewhat slower for S0 = 81, which is to be
expected: it is known that the behavior of the price near the barrier is very sensitive to the
nature of the small jumps of the underlying process (see [20]). Therefore, we may expect
that our results will not be very precise when S0 is close to B, since we are approximating
a process with jumps of infinite variation by a compound Poisson process with drift.
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8.5 Comparison with existing techniques
As mentioned in the Introduction, there are other methods for approximating processes with
completely monotone jumps by hyper-exponential processes. The first of these was proposed
by Jeannin and Pistorius in [60], and the second one by Crosby, Le Saux and Mijatovic´
in [35]. The current work was initially inspired by these two papers, therefore it is a valuable
exercise to compare the existing results with the new results presented here.
The approach of Jeannin and Pistorius is based on minimizing the L2 distance between
the target Le´vy density pi(x) and the approximating hyper-exponential Le´vy density pin(x).
More precisely, we seek a hyper-exponential Le´vy density pin(x) of the form (8.6) which
minimizes
∆n, =
∫
R\[−,]
(pi(x)− pin(x))2dx, (8.41)
where pi(x) is the target Le´vy density of a process with completely monotone jumps. Note
that removing an -neighborhood of zero in the domain of integration in (8.41) is neces-
sary, because otherwise the integral may not converge. According to the definition of pin(x)
in (8.6), the quantity ∆n, can be considered as a function of n = 2N + 2Nˆ parameters
{ai, ρi}1≤i≤N and {aˆi, ρˆi}1≤i≤Nˆ , and ideally one would try to find the absolute minimum of
this function in order to get the best fit of pin(x) to pi(x). However, this optimal approach
results in a complicated non-linear minimization problem, and it is much easier to fix the pa-
rameters {ρi}1≤i≤N and {ρˆ}1≤i≤Nˆ (which specify the exponents of the exponential functions
in (8.6)) and to minimize over the remaining parameters {ai}1≤i≤N and {aˆi}1≤i≤Nˆ . This
simplification results in a linear problem, which can be easily solved numerically.
Next, let us summarize the main ideas behind the method of Crosby, Le Saux and Mija-
tovic´ [35]. We start with a Le´vy process with completely monotone jumps and zero Gaussian
component. We use (8.13), choose a parameter A > 0 large enough, and derive the following
approximation
ψ(z) = az + z2
∫
R
sign(u)
u− z
µ(du)
u2
= az + z2
∫
R\[−A,A]
sign(u)
u− z
µ(du)
u2
+ z2
∫
[−A,A]
sign(u)
u− z
µ(du)
u2
= az + z2
∫
R\[−A,A]
1
1− z/u
µ(du)
|u|3 + z
2
∫
[−A,A]
sign(u)
u− z
µ(du)
u2
≈ az + z2
∫
R\[−A,A]
µ(du)
|u|3 + z
2
∫
[−A,A]
sign(u)
u− z
µ(du)
u2
=: ψ˜(z),
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where in the last step we have used the fact that |u| > A 1 and therefore 1− z/u can be
approximated by 1. The above approximation is the first step in the method of Crosby et
al., and it gives us the Laplace exponent of a Le´vy process X˜ with a small (but non-zero)
Gaussian component
σ2 = 2
∫
R\[−A,A]
µ(du)
|u|3 .
The process X˜ has Le´vy measure p˜i(x), given by (8.2) with µ(dx) replaced by I(|x| ≤ A)µ(dx).
It is easy to see that p˜i(x) is a finite measure, and therefore X˜ has compound Poisson jumps.
Intuitively, the effect of this first step is to replace the jumps of X (which could be of infinite
activity or infinite variation) by compound Poisson jumps and a small Gaussian component.
The second step in the method of Crosby et al. is to discretize the integral∫
[−A,A]
sign(u)
u− z
µ(du)
u2
≈
∑ sign(xi)
xi − z
wi
x2i
via the Gauss-Legendre quadrature (a Gaussian quadrature on the interval [−A,A] with
respect to the Lebesgue measure). Combining these two steps results in a Laplace exponent
of an approximating hyper-exponential process.
The method we have discussed in this chapter is quite similar to the approach of Crosby,
Le Saux and Mijatovic´. Instead of their first approximating step we perform a change of
variables u 7→ 1/v in the integral (8.13). This simple trick and the assumption that the
Le´vy measure has exponential tails give us a finite domain of integration in the v-variable in
(8.14), so that we can apply the Gaussian quadrature with respect to the measure |v|3µ∗(dv).
It turns out that this seemingly small modification has profound consequences. First, we do
not need to truncate the integrals, and second, we do not require any external parameters
(such as  or A in the above two methods). Third, our approximating Laplace exponents
ψn(z) have a simple analytic interpretation as Pade´ approximants of ψ(z), which allows us
to borrow tools and ideas from the well-developed theory of rational approximations and or-
thogonal polynomials. Fourth, our approximation turns out to be optimal in the sense that
the hyper-exponential process X(n) constructed in Theorem 36 matches 2n + 1 moments of
the target process X (see the statement of Theorem 36 (iii)). Note that this is the best that
one can hope for: according to (8.10) the process X(n) has 2n+ 1 free parameters, therefore
we can match at most 2n + 1 moments of X. Finally, we show in Theorem 38 that our
approximations converge exponentially in n, where n is the number of terms in the Le´vy
density; this fast convergence carries through to our calculations of option prices.
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Special Functions
The Gamma function Γ(z)
Γ(z) :=
∫ ∞
0
xz−1e−xdx, Re(z) > 0.
Useful formulas & identities:
• Recurrence formula (Formula 6.1.15 in [2])
Γ(z + 1) = zΓ(z)
• Reflection formula (Formula 6.1.17 in [2])
Γ(z)Γ(1− z) = −zΓ(−z)Γ(z) = pi
sin(piz)
.
• Stirling’s formula (Formula 6.1.37 in [2])
Γ(z) ∼ e−zzz− 12
√
2pi
(
1 +
1
12z
+
1
288z2
− 139
51840z2
− 571
2488320z4
+ · · ·
)
,
z →∞, |arg(z)| < pi.
• Limit formula (Formula 8.328.1 in [49])
lim
|y|→∞
|Γ(x+ iy)|epi2 |y||y| 12−x =
√
2pi.
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• Euler’s infinite product formula (Formula 6.1.3 in [2])
1
Γ(z)
= zeγz
∏
n≥1
(
1 +
z
n
)
e−z/n,
where γ is the Euler-Mascheroni constant.
The Beta function B(w, z)
B(w, z) :=
∫ 1
0
tw−1(1− t)z−1dt, Re(w), Re(z) > 0.
Useful formulas & identities
• (Formula 6.2.2 in [2])
B(w, z) =
Γ(z)Γ(w)
Γ(z + w)
= B(z, w).
The Digamma function ψ(z)
ψ(z) :=
d
dz
log(Γ(z)) =
Γ′(z)
Γ(z)
.
Useful formulas & identities
• (Formula 8.361.8 in [49])
ψ(z) = log(z) +
∫ ∞
0
e−tz
(
1
t
− 1
1− e−t
)
dt, Re(z) > 0.
• (Formula 6.3.2 in [2])
ψ(1) = −γ, and ψ(n) =
n−1∑
k=1
1
k
− γ, n ∈ N, n ≥ 2,
where γ is the Euler-Mascheroni constant.
NOTE: We use the same symbol to denote the Laplace exponent of a Le´vy process. From
the context it should be clear which function we mean.
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The Theta function θ3(q) and the function Θk(x)
θ3(q) :=
1 q = 0∑∞
n=−∞ q
n2 q 6= 0
, |q| < 1.
NOTE: Theta functions are properly functions of two variables, e.g. θ3(z, q). The above
definition results from setting z equal to 0. Since we do not require the variable z we omit
it here; the interested reader is referred to Chapter 2 in [19].
Θk(x) :=
dk
dxk
θ3(e
−x) = δk,0 + 2
∑
n≥1
n2ke−n
2x, k, x > 0.
The Dilogarithm function Li2(z)
Li2(z) := −
∫ z
0
log(1− t)
t
dt, z ∈ C.
Useful formulas & identities
• (Formula 4.1 in [82])
Li2(e
iθ) =
∑
n≥1
cos(nθ)
n2
+ i
∑
n≥1
sin(nθ)
n2
.
The Clausen function Cl2(θ)
Cl2(θ) := −
∫ θ
0
log
(
2 sin
(
t
2
))
dt =
∑
n≥1
sin(nθ)
n2
, θ ∈ R.
The Double-Gamma function G(z; τ)
The following excerpt is borrowed almost directly from [68]. This reference contains all nec-
essary background information on the double-gamma function which is needed in order to
apply and understand the theorems in this work. Original material on the double-gamma
function can be found in [10,11].
189
The original definition of Barnes [10] for the double-gamma function is
G(z; τ) :=
z
τ
eaz/τ+bz
2/(2τ)×∏
m≥0
∏
n≥0
′
(
1 +
z
mτ + n
)
e−z/(mτ+n)+z
2/(2(mτ+n)2), |arg(τ)| < pi, z ∈ C,
where
∏′ indicates that the term corresponding to m = 0, n = 0 is omitted, and a and b are
constants which are defined below. An alternative formulation, also due to Barnes, is that
the double-gamma function can be expressed as a single infinite product of gamma functions
as follows:
G(z; τ) =
1
τΓ(z)
ea˜z/τ+b˜z
2/(2τ2)
∏
m≥1
Γ(mτ)
Γ(z +mτ)
ezψ(mτ)+z
2/2ψ′(mτ).
In the above expression, ψ(z) is the digamma function. The constants in the two formulas
are related in the following manner:
a˜ = a− γτ, and b˜ = b+ pi
2τ 2
6
,
where γ = −ψ(1) is the Euler-Mascheroni constant. The constants a˜ and b˜ are given by
a˜ =
τ
2
log(2piτ) +
1
2
log(τ)− τC(τ), and
b˜ = −τ log(τ)− τ 2D(τ),
where C(τ) and D(τ) are transcendental functions which can be computed as the following
limits as m→∞:
C(τ) =
m−1∑
k=1
ψ(kτ) +
1
2
ψ(mτ)− 1
τ
log
(
Γ(mτ)√
2pi
)
− τ
12
ψ′(mτ) +
τ 3
720
ψ(3)(mτ) +O(m−5), and
D(τ) =
m−1∑
k=1
ψ′(kτ) +
1
2
ψ′(mτ)− 1
τ
ψ(mτ)
− τ
12
ψ′′(mτ) +
τ 3
720
ψ(4)(mτ) +O(m−6).
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The Modified Bessel function of the first kind Iν(z)
Iν(z) :=
∑
k≥0
1
k!Γ(ν + k + 1)
(z
2
)ν+2k
, v ∈ R, z ∈ C.
NOTE: The standard notation for the modified Bessel function of the first kind is Iν . We
use Iν to avoid confusion with the notation for the exponential functional.
The Generalized Hypergeometric Series pFq(a1, . . . , ap; b1, . . . , bq; z)
First we define the Pochhammer symbol for any complex number a as
(a)n :=
1 n = 0∏n−1
k=0(a+ k) n ≥ 1
. (A.1)
A generalized hypergeometric series, is a formal power series of the form
pFq(a1, . . . , ap; b1, . . . , bq; z) :=
∑
n≥0
(a1)n . . . (ap)n
(b1)n . . . (bq)n
zn
n!
,
p, q ∈ {0} ∪ N, a1, . . . , ap, b1, . . . , bq, z ∈ C.
Using the ratio test, one may prove that the domain of convergence of the series is: C when
p ≤ q; {|z| < 1} when p = q + 1; and {0} when p ≥ q + 2. In the second case, when we can
extend pFq(a1, . . . , ap; b1, . . . , bq; z) to a domain outside its radius of convergence via analytic
continuation, we refer to the extended function using the same notation. In these cases the
term generalized hypergeometric function is often used. There are many special cases;
for example, the term confluent hypergeometric function is used for functions of the
form 1F1(a; b; z).
Meijer’s G-Function Gm,np,q
(
z
∣∣∣a1...,apb1,...,bq )
Gm,np,q
(
z
∣∣∣∣a1 . . . , apb1, . . . , bq
)
:=
1
2pii
∫
γ
∏m
j=1 Γ(bj − s)
∏n
j=1 Γ(1− aj + s)∏q
j=m+1 Γ(1− bj + s)
∏p
j=n+1 Γ(aj − s)
zsds, z ∈ C,
where m,n, p, q ∈ N ∪ {0} such that 0 ≤ m ≤ q, 0 ≤ n ≤ p, the poles of Γ(bj − s) do not
coincide with the poles of Γ(1− ak + s) for any j ∈ {1 . . .m} and k ∈ {1 . . . n}, and γ is one
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of three possible contours in the complex plane. See Sections 9.302, 9.303, 9.304 in [49] for
details, and for formulas in terms of generalized hypergeometric series. If we define vectors
a = (a1, . . . , ap) and b = (b1, . . . , bq) then we may use the alternate notation G
m,n
p,q
(
z
∣∣ a
b
)
.
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