Abstract. An inverse eigenvalue problem, where a matrix is to be constructed from some or all of its eigenvalues, may not have a r e a l -v alued solution at all. An approximate solution in the sense of least squares is sometimes desirable. Two t ypes of least squares problems are formulated and explored in this paper. In spite of their di erent appearance, the two problems are shown to be equivalent. Thus one new numerical method, modi ed from the conventional alternating projection method, is proposed. The method converges linearly and globally, and can be used to generate good starting values for other faster but more expensive and locally convergent methods. The idea can be applied to multiplicative i n verse eigenvalue problems for the purpose of preconditioning. Numerical examples are presented.
1. Introduction. Inverse eigenvalue problems are of great importance to many applications. Discussions on various aspects of the existence theory as well as numerical techniques have been extensive. See, for example, 1, 2, 5, 6, 11, 12, 13] . In this paper we shall consider inverse eigenvalue problems of the following form 13]:
(IEP). Given real, symmetric n n matrices A 0 A 1 : : : A n and real numbers n : : : n , n d d 2 R n such that eigenvalues 1 Our interest in the IEP is motivated by the problem of optimally preconditioning a given matrix by a diagonal matrix 15, 16] , which is closely related to the following multiplicative i n verse eigenvalue problem: (MIEP) . Given a real, symmetric n n matrix A and real numbers 1 : : : n , nd d 2 R n such that the eigenvalues 1 (d) ::: n (d) of the matrix The MIEP may be written in the form of the IEP by selecting A 0 = 0 and A k = e k a T k for k = 1 : : : nwhere a T k is the kth row o f A and e k denotes the kth standard basis in R n . The matrices A k in this setting, however, are not symmetric. If, in addition, A is positive de nite, then the matrix DA is similar to L T DL where L is the Cholesky factor of A = LL T . We m a y then convert the MIEP to an IEP by using symmetric matrices A 0 = 0 and A k = L T E k L with E k := diag(e k ). Friedland 11] has showed that the MIEP (even without the symmetry) is always solvable over the complex eld and that the number of solutions is at most n!, provided all the principal minors of A are distinct from zero. When restricted to the real eld, however, no theory thus far can generally guarantee the existence of a solution for either the IEP or the MIEP. This non-existence of a solution can easily be seen by examples. This paper thus concerns the solution of the IEP or the MIEP in the least squares sense.
We begin in the next section by considering the 2 2 case to illustrate the nonexistence of a solution for the MIEP. This example also demonstrates an interesting connection between a least squares MIEP and an optimal preconditioner discussed in 15, 16] . In x3 w e describe the least squares formulation of an inverse eigenvalue problem. Our rst formulation is simply to generalize the conventional IEP. W e relax the problem to the extent that the set of eigenvalues to be matched is not necessarily the entire spectrum and the number of free parameters in d is not necessarily the same as the dimension of the underlying matrices. It will become clear that in order to solve s u c h a least squares problem, a combinatorics problem naturally arises. This formulation also inherits the troublesome non-smoothness of eigenvalues. Our second formulation is to cast the least squares approximation problem as a problem of nding the distance between two i n teresting geometric objects. One of our contributions in this paper is to show that, in spite of their di erent appearance, these two formulations are equivalent. The second formulation has the advantages that no di erentiation of eigenvalues is required and that a variation of the so-called alternating projection method can be applied. We call our new method a lift and a projection (LP). More details on how t h e proximity map should be de ned are furnished in x4. The conventional Newton method is brie y reviewed in x5. Together with the LP method, we propose a hybrid method to circumvent some of the di culties associated with the Newton method. Finally, w e compare the performance of the proposed numerical methods in x6.
2. An Example of MIEP. 
Given any a b and c, the inequality (5) provides a easy way t o c heck whether the MIEP with a given pair of eigenvalues 1 2 is solvable. When A is symmetric and positive de nite, a typical domain of feasible 1 and 2 occupies a shaded region like that in Figure 1 . If we assume that 1 2 , a s i n the discussion, then only the shaded area above the main diagonal line is needed. It is clear from Figure 1 that there is a good possibility that an arbitrarily given pair of eigenvalues ( 1 2 ) fail to be feasible for the MIEP. 
is minimized.
It is noteworthy that the set of prescribed eigenvalues has cardinality m which might be less than n. Consequently, associated with the LSIEP1 is a combinatorics problem (8) that looks for the closest match b e t ween a subset of spectrum of A(d) and the prescribed eigenvalues. Note also that the numberof available parameters for adjusting the matrix A(d) i s which could be greater than or less than n.
Clearly, the LSIEP1 is a non-linear least squares problem. It is important to observe that the function F(d ) is not di erentiable in d when the permutation is changed. Still, many standard optimization techniques might be applicable. In particular, the Newton method for solving rF = 0 is possible. At a substantial cost, the Hessian matrix of F can be explicitly formulated (See (28)). We shall see that the Hessian matrix still exists even if multiple eigenvalues of A(d) are present. (The unbounded terms in (28) will eventually be canceled out at coalescent eigenvalues.) As the separation of eigenvalues decreases, however, the Hessian matrix becomes increasingly ill-conditioned.
There is an alternative w ay to propose a least squares problem. Speci cally, l e t O(n) a n d D n;m denote, respectively, the sets of all orthogonal matrices in R n n and all (n; m) (n ;m) real diagonal matrices. 
where k k F denotes the Frobenius matrix norm, is minimized.
At the rst glance, the LSIEP1 and the LSIEP2 appear to be very di erent. In particular, it appears that no permutation of eigenvalues is involved in the LSIEP2. However, a process of implicit sorting is indeed happening inside the LSIEP2 as we will show below that the LSIEP1 and LSIEP2 are equivalent.
We rst show the following theorem for arbitrary and d. 
Proof. F rom (12) we h a ve
The assertion therefore follows. We n o w establish the relationship between the LSIEP1 and the LSIEP2. 
it is obvious that must solve ( 8 ) 
On the other hand, we h a ve
The equality (14) Theorem 3.2 warrants that the LSIEP1 can be solved by dealing with the LSIEP2 only. The LSIEP2 also provides a geometric interpretation of the LSIEP1. We think such a connection is quite intriguing.
Lift and Projection. Taking advantage of the equivalence between the LSIEP1
and the LSIEP2, we n o w propose an iterative method that alternates points between ; and A. The idea is essentially the same as the so-called alternating projection method for convex sets 4, 9, 17], except that one of our sets, namely ;, is not convex. Our contribution here is to show that the proximity maps can still be well de ned. We call our method a lift and a projection (LP). A similar idea of the lift and projection has been used in 7]. For the LSIEP2, an extra combinatorics problem is involved. The cost of computation is one spectral decomposition plus one sorting per lift and two triangular linear system solving per projection.
Before introducing our method, we stress that no di erentiation of eigenvalues is involved in the LP method. We also note that the LP method converges slowly but globally. W e m a y, therefore, take a d v antage of a hybrid method by rst applying the LP method to attain a low order of accuracy and then switching to a faster but locally convergent method for a high order of accuracy. The LP method may also be used at a step where A(d) appears to have m ultiple or nearly coalescent eigenvalues. This hybrid method is discussed in x5.
For each g i v en d (k) 2 R`, the LP method iterates the following two steps: (17) needs to be factorized only once.
The lift step is not as easy because elements in ; involve n ; m undetermined eigenvalues. Motivated by the proof of Theorem 3.2, however, the step can proceed as follows: 
has a much simpler topology than ; because the diagonal elements are xed. (See Figure 2 .) The price we p a y for this roundabout is to solve (8) per step. It is worth noting that when the iterates are reaching convergence the permutations (k) should become stablized. Theorem 4.1. The LP method is a descent method in the sense that 
where the inequality follows from the de nition of Q(d (k+1) ).
The alternating projection method 4, 9, 17] has been used to tackle the IEP by rst reformulating the problem so as to create convex constraints. In contrast, our application to the LSIEP2 is quite direct. Our approach i s i n teresting and remarkable in two aspects. One is that, even though the set ; is complicated, we can simply work with one of its substructures. The other is that, even though the substructure M k is not convex, the so called proximity map can still be formulated by using the Wielandt-Ho man theorem.
The Newton Method. We h a ve indicated earlier that the function F(d )
is not smooth in . Since the permutation is only a discrete variable, such a nonsmoothness does not necessarily preclude a proper application of classical least squares techniques to the LSIEP1. In this section we brie y describe how this can be done by the Newton method. 
Note that the summation in (28) is over those t for which t 6 = i , so the formula is valid even if i is repeated. One step of the conventional Newton method applied to LSIEP1 amounts to solving the linear system
and then advancing to d (k+1) :
The Newton method, especially in the forming of S(d), is very expensive. A possible strategy for remedying this situation is to employ some kinds of hybrid methods. For example, we could use the LP method in the initial stage to reach c o n vergence at a relatively low order of accuracy. W e then switch to the Newton method for achieving high order of accuracy. The approach also has the advantage that the permutation might get stablized before the Newton method is called. 
Choosing 1 small enough will ensure the global convergence of this method.
6. Numerical Experiment. In this section we present some test results of our methods. We understand that there are many other algorithms for solving non-linear least squares problems. Some locally convergent methods with cost reduction in mind include, for example, the Gauss-Newton method that does not compute S(d) and the Shamanskii method that does not evaluate the Hessian so frequently. We c hoose to compare the three methods discussed in this paper | the LP method, the LP-Newton method and the Newton method. The experiment w as carried out by M A TLAB on a DECstation 5000/200. Initial values d (0) were generated randomly. To assess the e ciency, w e carefully measured the CPU time for each test. Numerical results indicate that the LP method usually approached a stationary point q u i c kly at the rst few steps. The improvement then slowed down. This is a common phenomenon of linear convergence. In contrast, the Newton method converged slowly at the initial stage, but eventually the rates were picked up and became quadratic. We a l s o h a ve observed cases where the Newton method failed to converge. All of these observations seem to suggest that a hybrid method should be more suitable for the least squares inverse eigenvalue problems.
The associated combinatorics problem (8) We then apply an existing algorithm LSAPR 20] to nd a permutation that solves
where S n is the symmetric group of all permutations of f1 2 : : : n g. The core of LSAPR is the so called shortest augmenting path techniques. Once such an optimal is found, the solution to (8) is given by = fij (i) mg:
(31) 10 In the case when m = n, i.e., when the entire spectrum of A is to be matched, it is not necessary to solve (30) since the optimal is simply the permutation that arranges eigenvalues i (d) in the same ordering as i .
After each iteration we measure e k = kd (k) ; d (k;1) k. The iteration is terminated whenever e k is small enough. For our experiment, the threshold is set at 10 ;8 for all examples. For the LP-Newton method, the LP iteration is terminated when e k < 1 .
It remains an open question as to how small 1 should be so that the overall cost of computation would be optimized. Example 1. In this example we test the performance of each individual method.
In particular, we compare the performance of the LP-Newton method when the number of the LP iterations is speci ed. The same test data:
A 0 = Test results, measured in terms of the CPU time in seconds versus the number n of LP iterations allowed in the LP step, are recorded in Figure 3 . Under the same stopping criterion, i.e., ke k k 10 ;8 , the result at n = 0 represents the performance of the pure Newton method, whereas the result at n = 250 represents the performance of the pure LP method.
The sudden drop of the CPU time in Figure 3 is interesting and important. Since we know the cost of the LP iteration is linear in n, the drop of the CPU should be attributed solely to one less Newton iteration required to reach the accuracy of convergence. Note that the magnitude of each drop is approximately the same, supporting the conjecture that the drop is caused by one single and resembling event. The staircase in Figure 3 is also interesting. It indicates that the extra LP iterations between two consecutive drops are futile because the number of Newton iterations required to reach the same accuracy has not been reduced.
Although the size of our test problem is small so that the Newton method is not unbearably expensive, Figure 3 does suggest that switching to Newton method after a certain number (23 in this case) of LP iterations will minimize the over all CPU times. This time we terminate the LP step in the LP-Newton method according to Algorithm 5.1. We h a ve observed two i n teresting results. One is that, although both methods start from the same point d (0) , the LP-Newton and the Newton method converge to distinct solutions. The other is that, although the resulting matrices A(d ) are di erent, both solutions produce eigenvalues that agree with the given almost perfectly, i . e . , F(d ) 10 ;8 .
Had we known that a perfect match w as about to happen, we could have used the cheaper Gauss-Newton method instead of the Newton method to achieve the ultimate quadratic rate of convergence. In general, however, the Gauss-Newton method is less in favor because the LP method does not need the di erentiation of eigenvalues. The computational cost is summarized i n T able 1. As far as the CPU time is concerned, it is seen that the LP-Newton method converges almost three times faster than the Newton method. It also indicates that improving the accuracy of the LP step from 1 = :01 to 1 = 0 :001 is not necessarily advantageous even though the number of the Newton iterations is reduced by 2 . Table 1 Computational cost for Example 2.
The history of errors e k is plotted in Figure 4 . Observe that the Newton method wanders for quite a few steps in the initial stage before it eventually converges to a solution. The LP method, with its descent property, helps to move i n to a better region for starting the Newton iteration. Table 2 . None of the methods is cheap, but the advantage of the LP-Newton method is obvious in this case. Table 2 Computational cost for Example 3.
