The main focus of this paper is on the development of an active data-based fault-tolerant model predictive controller (FTMPC) for an industrial dearomatization process. Three different fault-tolerant control (FTC) strategies are presented; these comprise data-based fault detection and diagnosis (FDD) methods and fault accommodation-and controller reconfiguration-based FTC methods. These three strategies are tested with the simulated industrial dearomatization process. According to the validation and performance testing, the FTMPC performs efficiently and detects and prevents the effects of the most common faults in the analyser, flow and temperature measurements as well as the controller actuators. The reliability of the model predictive controller (MPC) is increased and the profitability is enhanced due to the lower off-spec production.
Introduction
Tightened global competition, higher final product quality requirements and environmental and safety regulations have forced the oil refining industry to continuously enhance and optimise the efficiency and profitability of its process plants. Profitability can generally be enhanced through process optimisation, by cutting costs and by reducing the duration of planned and unplanned shutdowns. Optimisation can further be enhanced by focusing on preventing the off-spec production caused by process disturbances and faults. The effect of faults and process disturbances on the target process can be prevented by using FTC strategies, which are generally categorised into passive and active approaches as described by Venkatasubramanian et al. 1 and Zhang and Jiang 2 , for example. According to Venkatasubramanian et al. 1 , approximately 70% of industrial accidents are caused by human errors and over USD 20 billion are lost annually in the North American oil refining industry alone due to the improper handling of abnormal situations. There is a clear need, therefore, for automated FTC applications in the oil refining industry.
Passive FTC, such as robust MPC originally developed by Campo and Morari 3 , aims at improving the robustness of the controller against faults and disturbances by modelling the effects of the faults and disturbances, and by taking them into account in the objective function of the MPC. A common approach for passive FTC is the min-max-based robust MPC, where the goal is to maximise the performance of the MPC by minimising the worst-case tracking error (the largest difference between the prediction and the actual measurement) of the predictive controller. This is accomplished by adding the estimation of the uncertainties (faults, disturbances) as an input to the predictive controller and taking it into account in the MPC objective function. Recent notable robust MPC strategies include the optimal min-max-based controller by Bemporad et al. 4 ; the min-max-based controller for the discrete nonlinear systems by Lazar et al. 5 ; and the recent nonlinear robust approach by Huang et al. 6 .
Active FTC, on the other hand, attempts to reduce the fault effects by using active FTC elements and methods. These active elements include the FDD components for the detection, isolation and 3 identification of faults, and the FTC components carrying out active fault accommodation or controller reconfiguration actions to reduce the effects of the faults. The fault isolation part of the FDD is particularly important in the complex safety-critical processes, since the detection of a fault in the wrong variable could have catastrophic consequences.
The potentially most effective active approaches within the last decade include the data-and faultaccommodation-based FTC strategy for the simulated FCC unit by Pranatyasto and Qin 7 ; the supervisory model-and fault accommodation-based approach by Prakash et al. 8 ; the nonlinear controller reconfiguration-based strategy by Mhaskar et al. 9 ; the application-oriented data-based reconfigurable FTC by Koivisto et al. 10 ; and the nonlinear model-based strategy by Deshpande et al. 11 .
In order to meet the challenges related to reducing the effects of different fault types, the goals for this paper are to demonstrate the improvement in the control performance and profitability of a simulated industrial dearomatization process affected by sensor and actuator faults. The performance and profitability improvements are gained through the utilisation of active FTC strategies, which take into account faults in the analyser, flow, temperature and pressure measurements as well as in the actuators.
The main contribution and novelty of this paper is the integrated FTMPC containing the three parallelrunning active data-based FTC strategies that are also discussed by Kettunen 12 .
To meet the established goals, Section 2 of this article first outlines the proposed integrated faulttolerant MPC. Section 3 presents the target dearomatization process, the control objectives and variables; the faults in the target process are given; and finally, the testing environment is described. Section 4 presents the results of the FTMPC testing and the economic evaluation. Finally, Section 5 concludes the article by stating the importance of the active FTC for the optimal control of a complex industrial dearomatization process.
Data-based fault-tolerant model predictive control
In complex industrial processes, such as oil refining, faults in actuators, sensors and process components are common, although highly undesired phenomena that have a significant effect on the 4 quality of the final products and production efficiency. A fault is also defined as an unpermitted deviation of at least one characteristic property or parameter of the system from the acceptable behaviour 13 . In essence, a fault is defined as a state that may lead to a malfunction or a failure. Some examples of typical faults for feedback controllers are a burned-out thermocouple, a broken transducer or a stuck valve 14 . For sensors such as a temperature or a flow measurement, the most typical fault types are a bias fault, a complete failure, a drifting fault and a precision degradation fault 15 . Therefore, increasing the robustness of individual control system components may not be sufficient to maintain a high level of control performance. A completely different approach, such as an active fault-tolerant MPC, is thus required to improve the MPC's reliability under effects of disturbances and faults in a control system's components.
General structure of the active integrated fault-tolerant MPC
An effective industrial fault-tolerant MPC integrates both fault accommodation and controller reconfiguration strategies in order to be able to successfully handle a wide range of faults; further, the main task of an active, integrated fault-tolerant MPC is to extract information from process data and to ensure optimal operation when faults also affect the control system components. The behaviour of the target process can be captured by applying statistical mathematical methods, such as partial least squares (PLS) to process history data. In general, PLS is recommended as the most suitable candidate for complex industrial FDD and FTC applications 12, 16 . The general structure for an integrated fault-tolerant MPC is described in Figure 1 along with common fault types. Similar structures have been discussed in a number of papers written by Zhang and Jiang 2 and Mhaskar et al. 17, 18, 19 , for example. 
PLS-based fault accommodation FTC strategy for analyser and sensor faults
The fault accommodation-based FTC strategy analyses and accommodates MPC inputs, outputs and process parameters based on the fault information and measurement predictions provided by the FDD.
In this work, PLS (NIPALS) by Wold et al. 20 is used as an FDD. The NIPALS algorithm is presented in Appendix A.1. The estimations are based on the measurements, controller input signals, actual cascade controller measurements and disturbances relayed to the FDD. The fault accommodation, therefore, effectively masks both the process and the control component from faults through fault residuals, while still taking advantage of both the faulty and the correctly functioning parts of the process.
In the data-based fault accommodation-based FTC, a fault accommodation block is used to accommodate the faulty input and output measurements. This fault accommodation block is set between the nominal controller and the plant. In this block, the faulty input or output measurement is accommodated using the fault estimations from the data-based FDD method.
A data-based FTC strategy is presented for the accommodation of the faulty measurements of the controlled variables (CVs), manipulated variables (MVs) or disturbance variables (DVs). In this example, a dynamic PLS formulation is used to predict the non-faulty measurement values of the faulty CV, MV or DV measurements. A fault accommodation block, based on a dynamic PLS algorithm, is set between the plant and the nominal controller. This fault accommodation block uses historical process necessary, the faulty CV, MV or DV measurement can be accommodated in order to prevent the effects of the faults on the target process. The fault accommodation block for the CV is presented in Figure 2 ;
for the MV in Figure 3 ; and for the DV in Figure 4 . In the following, the PLS regression for yest, uest and dest are represented with variable vest for each case. In the figures, L is the parameter matrix affecting the degree of fault accommodation based on the probability of the fault. If no fault is detected, the probability of the fault is zero and the L matrix is set to a zero matrix. When a fault is detected, the probability of the fault is increased during each time step and the L matrix is adjusted accordingly to increase the degree of the accommodation.
L is the dependant of the period of time the fault has been detected: the longer the time, the higher the L matrix diagonal value corresponding to the faulty variable, finally ending up to a value of 1 in the diagonal entry of the faulty variable, which allows full accommodation of the faulty measurement. If a fault is detected, the procedure increases the fault probability counter by one; however, if the delay counter is over the min limit, the FTC actions are initiated. The values of the ith diagonal entry of the parameter matrix L is calculated by using the following equation:
where ci,t is the value of the fault probability counter of the ith diagonal entry at the time step t, ci,max is the maximum value of the ith fault probability counter, and the ci,min is the minimum limit for the fault detection of the ith sensor. During each time step when a fault is detected, the value of ci,t is increased by one until the value of the counter reaches ci,max; accordingly, during each time step when no fault is detected, the counter ci,t is decreased by one until the value of the counter falls below ci,min, after which the accommodation of the ith measurement is stopped.
The fault estimation is carried out by using PLS regression based on the set of process data. The input matrix to the PLS regression matrix R in each case are the inputs u, the current measurements y, the disturbances d and the past values ypast, upast and dpast.
where X is the PLS input data matrix with the past values of y, u or d and the input values u, the current measurements y, or the disturbances d and R is the PLS regression matrix:
where W is the weight matrix of the input matrix X, and Q the loadings of y or u, which are estimated from process data with the nonlinear iterative partial least squares (NIPALS) algorithm 20 that is presented in Appendix A.1. The difference between vest and vf, ∆v, is then measured:
The root mean square error of the prediction (RMSEP) index between the estimated and the measured value is monitored. This index is presented in the following equation:
where n is the number of samples in the test data set. Variable v is u, y or d, depending on which variable is monitored. Based on the RMSEP value, the fault detection threshold is determined empirically by minimising the false alarm rate while attempting to maximise the detection of the actual faults at the same time. If the RMSEP value is greater than the set threshold value, then the probability of the fault and the cell value of matrix L corresponding to the faulty variable is increased. The accommodated measurement can then be acquired through:
where ∆v is the residual between the faulty value and the predicted value, and v is either y, u or d, depending on which variable is monitored. As a result, the following equation describes the total accommodation of the faulty measurement vf,i during the time instant of i to a healthy measurement vi by using process data and PLS regression:
where PLS input data matrix Xi contains either u or y at the time instant of i and recursive inputs ypast, upast or dpast, W is the weights of v, Q is the loadings of v and L is the parameter matrix controlling the degree of accommodation.
Controller reconfiguration-based FTC for MV sensor and actuator faults
A controller reconfiguration-based FTC component relies on adjusting the controller itself directly by changing the controller structure, models or parameters. In fact, the pure reconfiguration-based strategy (restructurization) only uses the correctly functioning part of the system for control purposes. One way of handling the controller reconfiguration with MV sensor or actuator faults is control allocation (CA) and the 'Daisy-chaining principle' (DCP) 21, 22 . In the DCP, a set of actuators are defined as the primary actuators and the second set of controllers as the secondary actuators. If some of the first set of actuators reaches saturation, caused by an actuator failure for example, then the secondary actuators are used for control thereby preventing the faults from affecting the controlled variables. The most important factor in using CA for FTC is that it can deal directly with total actuator failures without actually requiring controller reconfiguration or accommodation 23 . The FTC, based on controller reconfiguration, can be further improved with an active FDD component providing the controller with fault information as soon as it is detected so that the controller configuration can be changed before the fault can affect the controller's performance 24 .
A method based on the controller reconfiguration approach for MV sensor and actuator faults is presented next. To be able to apply control allocation to a process controlled by an MPC, there should be sufficient redundancy in the target process in order to allow compensation of the faulty control variables. This can be accomplished, for instance, by replacing the faulty manipulated variable with a measured, but also controllable disturbance variable, the input to output model of which is available in the MPC. In essence, this FTC approach requires an availability of an auxiliary MV in the target process that can be used to compensate for the faulty MV. In this study, this auxiliary MV is treated as a DV and set as an MV in case of a fault in an MV.
The detection of an MV sensor failure was presented in the previous section. The failure of an actuator is detected by calculating the root mean square error (RMSE) index from actual measurements and the reference trajectory set by the MPC, and comparing the index value to a detection threshold. This index is presented in the following equation:
where n is the number of measurements, uref the input reference given by the MPC, and u is the measured MV value. As with the RMSEP threshold, the fault detection threshold is determined empirically by minimising the false alarm rate while attempting to maximise the detection of actual faults at the same time.
The scheme for a controller reconfiguration-based FTMPC is presented in Figure 5 . The figure contains the controlled variable matrix CV, the manipulated variable matrix MV and the measured disturbance matrix DV. In addition, the selected controlled variable measurements yCV, references for the controlled variables yr, the selected measured disturbance values yDV and the selected control inputs uMV are presented in the figure If the RMSE (for MV actuator faults) value of ui has been over the detection threshold for a sufficiently long period, a controller reconfiguration action is carried out: the control configuration of the nominal controller is changed by adjusting matrix MV and matrix DV. In essence, in the case of a fault in the ith MV, the diagonal entry i of matrix MV is set to zero and the ith diagonal entry of matrix DV is set to 1, thereby effectively setting the flow measurement of the faulty actuator as a measured disturbance. In order to compensate for the loss of an MV, the measured disturbance uj is set as an MV by setting diagonal entry K+j of the matrix MV as the value 1 and diagonal entry K+j in the matrix DV to zero.
A similar approach can be applied for MV sensor faults. The controller reconfiguration of an MV is carried out if the RMSEP index crosses the determined detection threshold. If a fault is detected, the faulty MV is moved in the opposite direction of the fault by the amount of PLS-based fault estimation, after which the faulty MV reconfiguration is carried out.
The integrated fault-tolerant model predictive controller
To conclude, the active, data-based integrated FTMPC contains a nominal MPC, an FDD method for the fault diagnosis purposes and the fault accommodation and controller reconfiguration FTC methods for reducing the faults' effects in a process affected by time-delays and process disturbances. The delays 
Application to an industrial dearomatization process
The target process for implementing the data-based fault-tolerant MPC is a complex dearomatization process, LARPO (acronym of Finnish term 'Liuottimien ARomaattien POisto'), located at Neste Oil's Naantali refinery, Finland. The purpose of the dearomatization process is to remove aromatic compounds from the solvent feedstock through catalytic hydrogenation in a continuous process.
Exothermic saturation reactions take place in the reactors, which remove the aromatic compounds from the feed. The product quality parameters, such as the initial boiling point or flashpoint, are adjusted in the distillation part of the unit. LARPO is in a crucial position in the Naantali refinery because most of the solvent products of the refinery are non-aromatic, and a failure in the product quality analysers may cause large quantities of off-spec products and thus significant financial losses. Potentially, a lowquality end product may also have an effect on customers and cause problems in selling the final products.
The LARPO dearomatization process is composed of two trickle-bed reactors with packed catalyst beds for removing the aromatic compounds; a distillation column used for controlling the specifications of the end products; several heat exchangers for importing and exporting energy in the process; separation drums; a filling plate stripper; and several other pieces of process equipment that carry out supplementary tasks in the unit. The flow diagram of the LARPO dearomatization process is presented in Figure 7 25 .
Figure 7.
The industrial dearomatization process, LARPO, at the Naantali refinery 25 .
Control of the target process
The primary control objective for the MPC of the LARPO dearomatization process is to keep the distillation column DA1 bottom product above the product quality limit. A secondary objective is to minimise the additional production costs by aiming to keep the product quality as close as possible to the specifications, while maximising the feed rate. In practice, the goals are to maintain the column DA1 bottom product within specifications (initial boiling point, flashpoint or column DA1 temperature), and to minimise the stripper unit DA2 bottom product flashpoint within the by-product specification limits.
In the measurements of both the distillation column DA1 and the stripper unit DA2 bottom products, the product quality should never fall below the minimum specification limits. If the quality specifications are not met, off-spec production occurs and an over-quality product needs to be mixed with the off-spec product in order to meet the specifications. However, if the value of the variables is higher than the minimum limit, energy and financial losses increase because a larger amount of valuable product goes for reprocessing with the overhead distillate flow.
Variables of the target process
Five controlled variables are defined for the MPC of the LARPO dearomatization process: column DA1 bottom product initial boiling point (DA1_BP_IBP); DA1 bottom product flashpoint (DA1_BP_FP); DA1 liquid distillate flow rate (DA1_DIST_FC); DA1 pressure-compensated temperature (DA1_TC); and column DA2 bottom product flashpoint (DA2_BP_FP). The controlled variables and the individual control targets for these variables are presented in Table 1 .
Of these controlled variables, DA1_BP_IBP, DA1_BP_FP and DA1_TC are alternative variables and thus only one of these can be used at a time for control. Only DA1_BP_FP is relevant to the specific heavy feedstock studied in this work. The overhead flow rate DA1_DIST_FC is minimised by controlling the by-product flashpoint DA2_BP_FP thus maximising the flow to the by-product stripper unit DA2 while minimising the overhead flow rate DA1_DIST_FC. Four disturbance variables are used in the MPC: the DA1 feed flow rate (DA1_FEED_FC); the DA1 feed temperature (DA1_FEED_TC); the DA1 heating medium temperature (DA1_HEAT_TC); and the DA1 pressure (DA1_PC). The disturbance variables and are presented in Table 2 . Four manipulated variables are used for the control of the process: the DA1 reflux flow rate (DA1_REFLUX_FC); the EA6 hot stream feed rate (DA1_EA6_FEED_FC); the DA2 feed flow rate (DA2_FEED_FC); and the EA7 hot stream feed rate (DA2_EA7_FEED_FC). The manipulated variables are presented in Table 3 . 
MPC parameters
The MPC parameters are adjusted according to the dynamics of the simulated dearomatization process. The control cycle for the MPC is set to one minute, since the changes in the process are relatively small and there is no need for faster control. The prediction horizon is set long enough to be able to react as early as possible to most situations in the simulated process. Since the total delaysincluding the analyser delays in the process -vary between 0-40 minutes, the prediction horizon is set to 50 minutes. This means that while the prediction horizon is longer than the largest delay, it is not too long to keep the process under control. The control horizon is set to 40 minutes, which is a good compromise between the efficiency and the required computation time.
The primary controlled variable (DA1_BP_IBP, DA1_BP_FP or DA1_TC) weights are set to 10 to indicate that the main column bottom product is to be kept at the setpoint at all times. The weight for the secondary variable DA2_BP_FP is set to 1 to indicate that the minimisation of the by-product flashpoint is not as important as keeping the main product within the defined specifications.
The constraints for the CVs are set according to the product specifications and to keep the MPC within control range. The CV weights and the constraints for the CVs are presented in Table 4 .
The maximum constraints for the MVs are set according to the mechanical limits of the target controller and the minimum constraints are set according to the operational limits; for instance, DA2_FEED_FC has a non-zero minimum value in order to ensure flow to the side stripper. Also, DA1_REFLUX_FC would need to have a minimum flow back to the column in order to keep the 17 column separating capacity at moderate levels. DA1_EA6_FEED_FC has a minimum limit of 40% of the maximum limit since there is a minimum level of reboiling required for the separation procedure.
Furthermore, if there would not be enough energy available, there would not be enough feed for side stripper DA2.
In Table 4 and Table 5 , the minimum constraints are presented as absolute values for the CVs and as percentages of the maximum constraint for the MVs. The minimum value of the setpoint (of the minimum constraint) is also presented in Table 4 .
The MV change rate constraints are set to -5% and +5% of the range of variation allowed for the controller. The weights for the input variables are set to 0, allowing full freedom for the input variables;
in essence, this leaves the input variables out of the MPC objective function. The weights for the MV rates are set at 5. Selecting this value allows a relatively fast response time for each MV, the selection being based on the control performance. The constraints and weights for the manipulated variables are presented in Table 5 . 
Faults in the target process
In this section, faults in the target process are presented; further, the fault types taken into account in the simulation study part are also discussed. In a study carried out by Liikala 26 , Naantali refinery's process diary and process history were examined in order to gather specific information on the faults in 18 the dearomatization process. During the time period covered by the study, nearly 70% of all faults in the LARPO unit were related to analysers as shown in Figure 8 . Figure 8 . Most common faults in the dearomatization process during one year of operation 26 .
To obtain more information on the faults and their effects to the process, data from the Naantali refinery maintenance department were studied over the period 09/2008-09/2009 by the authors. During this period, faults such as temperature, flow and pressure measurements, control valves and process analysers were taken into account. All faults requiring maintenance work were included in the study.
The fault data were divided into three categories: analyser faults, measurement device faults and control valve faults. Based on the results, 42% of the faults were located in the analysers; 42% in the measurement devices; and 16% in the control valves. The results are shown in Figure 9 . which the analyser measurement differs from that of the laboratory by more than 2.8°C which, in practice, means that the analyser measurement is faulty. In addition, the downward faults causing offspec and upward faults resulting in over-quality products were also categorised. Based on the data, offspec was produced due to the analyser readings in 3% of the cases; too high a quality product was also produced in 3% of the cases. In total, 6% of the analyser measurements during the heavy grade run differed by more than 2.8°C from those of the laboratory, causing either off-spec production or too high quality production.
Based on these studies, it can be concluded that most of the faults in the LARPO unit are located in process analysers, although some faults also occur in other measurements and control valves of the unit.
The fault types that were tested with the final FTC strategy were narrowed down to a stuck valve fault for the actuators, bias-and drift-shaped faults for analysers and sensors of controlled variables, and biasshaped faults for the sensors of disturbance and manipulated variables.
Testing environment
The simulation studies on the LARPO dearomatization process were carried out in the ProsDS (formerly known as PROSimulator) -a dynamic process simulator developed by Neste Jacobs Oywhich has simulation models representing the physical-chemical behaviour of the target process.
The simulation model for the LARPO unit contains a large number of measurements, analyser readings and low-level control loops in order to accurately present the behaviour of the target process.
An accurate model thus enables the testing and development of different control strategies offline.
The measurements from the ProsDS were transferred in real time to the Matlab workspace, from where the measurements were further transferred to the Matlab software platform. The platform handles the orchestration and pre-treatment of data. Pre-treatment includes noise and outlier removal by filtering, and data interpolation for the missing data points.
Results and economic evaluation
In order to demonstrate the effectiveness of the proposed FTC strategy, an FTC application for a simulated dearomatization process was implemented. The simulation results with different fault types are presented in this section of the paper and the results are summarised. The effectiveness of the developed FTC strategy is measured by the response time and the magnitude of the disturbance caused to the target process variables.
The structure of the models for the FTC strategies
In this section, the model structures for different FTC strategies are presented.
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The cumulative variances of the PLS models for the FTC strategies
The NIPALS algorithm was used for the iterative training of the PLS models used in the FTC for the CV analyser and sensor faults and for the DV and MV sensor faults. The number of latent variables was determined using the 'knee-in-the-plot' method, in which the selection of the latent variables is based on the largest drop in the captured variance of the latent variable. The cumulative variances for the input vector X and output vector Y and the number of Latent Variables (LV) of the PLS models are presented in Table 9 for the CV analyser and sensor faults; in Table 10 for DV sensor faults; and in Table 11 for MV sensor faults. 
Results of the FTC strategy for CV analyser and sensor faults
The first fault case had an upward bias-shaped fault in the controlled variable DA1_BP_FP with a magnitude of 5% of the nominal value. The value of the CVs was 1°C higher than the specification limit, which left a small window of operation for the FTC before the product goes off the specifications.
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The fault was introduced into the DA1 bottom product flashpoint analyser output during the time step T1 = 15 minutes. The fault lasted for 90 minutes until the time step T2 = 105 minutes, after which the fault was removed from the process. The PLS-based prediction and the effect of the fault can be seen in Figure 10 , which displays the results of the simulation without the FTC on the left and with the FTC on the right. As can be seen from the figure, the fault had the effect that both DA1_BP_FP and DA2_BP_FP were off the specification limits for 90 minutes unless the FTC system was activated, when DA1_BP_FP was off spec only for 10 minutes. In the second case, the effect of a drift-shaped fault in the CVs was tested with and without the FTC strategy active. An upward drift-shaped gradually-increasing fault with a final magnitude of 5% of the nominal value of the DA1_BP_FP was introduced into the DA1 bottom product flashpoint analyser output, starting from the time step T1 = 15 minutes. The fault lasted for 90 minutes until the time step T2 = 105 minutes, after which the fault was removed from the process. The PLS-based prediction and the effect of the fault can be seen in Figure 11 . As can be seen from the figure, without the FTC the drift fault had the effect that both DA1_BP_FP and DA2_BP_FP were off the specification limits for 90 minutes and with the FTC, both DA1_BP_FP and DA2_BP_FP remained within the specification limits despite the fault, thus improving the reliability of the control system and providing savings by reducing the amount of off-spec production. Figure 11 . The Effects of a +5% drift fault in the variable DA1_BP_FP during the time step t = 15 -105 minutes, without the FTC strategy active (left) and with the FTC strategy active (right).
Results of the FTC strategy for DV sensor faults
The FTC strategy for DV sensor faults was then tested with the bias fault in a DV sensor. A downward bias-shaped fault with a magnitude of 5% of the nominal value of the DA1_FEED_FC was introduced into the DA1 feed flow measurement during the time step T1 = 15 minutes. The fault lasted for 90 minutes until the time step T2 = 105 minutes, after which the fault was removed from the target process. The PLS-based prediction and the effect of the fault can be seen in Figure 12 . Overall, the fault had the effect that both DA1_BP_FP and DA2_BP_FP were off the specification limits for 90 minutes if the FTC was not active. If the FTC was activated, however, both DA1_BP_FP and DA2_BP_FP remained within the specification limits despite the fault, thus improving the reliability of the control system and reducing off-spec production. 
Results of the FTC strategy for MV sensor faults
The FTC strategy for MV sensor faults was then tested with a bias fault in the MV sensor. A downward bias-shaped fault with a magnitude of 10% of the nominal value of DA1_REFLUX_FC was introduced into the DA1 reflux flow measurement during the time step T1 = 15 minutes. The fault lasted for 90 minutes until the time step T2 = 105 minutes, after which the fault was removed from the process.
The PLS-based fault estimation and the effect of the fault can be seen in Figure 13 . Overall, the fault had the effect that both DA1_BP_FP and DA2_BP_FP were off the specification limits for 40 minutes without the FTC strategy activated. If the FTC strategy was activated, both DA1_BP_FP and DA2_BP_FP remained closer within the specification limits despite the fault, thus improving the reliability of the control system and reducing off-spec production. 
Results of the FTC strategy for MV actuator faults
Finally, the FTC strategy for MV actuator faults was tested. In this case, the stuck valve fault was introduced into the DA2 feed flow measurement during the time step T1 = 10 minutes. At the same time, a setpoint change of +1% was issued to the DA1 bottom product flashpoint DA1_BP_FP, since under steady state conditions, the stuck valve fault is not detectable; however, if a disturbance or a setpoint change occurs, the fault prevents the valve from being operated, effectively lowering the overall performance of the control system. The FDD component in this case was straightforward: the fault was detected if there was a difference between the control signal and the actuator measurement. The effect of the fault can be seen in Figure 14 . Without the FTC activated, the fault caused a delay of 125 minutes in the MPC response, since the MPC could not use the primary controller to change the CV value; eventually, due to the feedback, other MVs had to be used to compensate for the stuck MV. With the FTC activated, the MPC response time was much better: the target setpoint value was reached within 100 minutes after the setpoint change, which was 25 minutes slower than in the case without a stuck valve fault. The FTC strategy thus improved the response time by 100 minutes. Figure 14 . The effects of a stuck valve fault in DA2_FEED_FC while a +1% step change is made to DA1_BP_FP setpoint and without the FTC strategy active (left) and with the FTC strategy active (right).
Results and discussion
The integrated fault-tolerant MPC was tested with different faults that affect the process; in all the fault cases, the integrated fault-tolerant MPC significantly improved the resistance and response time of the control system to the effect of the faults. With the integrated fault-tolerant MPC, the off-spec production was considerably reduced; the performance of the control system when affected by a fault was improved; and the overall reliability was considerably better than without the integrated FTMPC.
The results of different FTC tests are presented with the reaction times to different fault types in Table   12 for periods when the bottom product flashpoint was off the specification limit with and without the integrated fault-tolerant MPC.
The ISE values were calculated for DA1_BP_FP and DA2_BP_FP in order to compare the results. For a case without any fault, the average ISE for both DA1_BP_FP and DA2_BP_FP was 30. The ISE values for different fault cases, with and without the integrated fault-tolerant MPC, are presented in Table 13 . As can be seen from Table 12 and Table 13 the off-spec production was reduced as a result of fast detection and compensation of the faults; the performance of the MPC was also considerably improved with the integrated fault-tolerant MPC. Based on these results, it can be concluded that although the CV faults have longer lasting and more severe effects, the lower level controller faults also have an effect on the overall performance of the control system. Therefore, the usage of the integrated fault-tolerant MPC taking into account faults in DVs and MVs has a definitive effect on the control system performance.
Economic evaluation of the developed fault-tolerant MPC
Overall, it is estimated that the integrated fault-tolerant MPC has the potential to generate maximum savings of some USD 143,000 during one year in the case of one feed grade alone. If the FTC is used with the other feed grades in addition to the most expensive heavy feed grade used in this study, the savings are even higher, even though the savings with the other grades are not as substantial as with the heavy grade feed. Over 90% of the savings are achieved by more optimal plant operation by reducing the effect of analyser faults through the use of fault accommodation. Less than 10% of the savings are 29 achieved with the active data-based FTC strategy on the DV and MV sensor fault accommodation and controller reconfiguration methods for stuck valve faults. These savings are calculated by using actual plant laboratory and online analyser data, and by measuring the amount of faults in the plant with the following assumptions:
-The price of a bottom product loss in column DA1 is the price difference between the solvent product and the bulk product using the same feedstock type (e.g. diesel or gasoline). The bottom product loss in this case can be estimated to be approximately USD 100 /t.
-The feed level to the unit is 28 t/h; the average bottom product flow rate 17 t/h; the average side product flow rate 9 t/h; and the average overhead distillate flow rate 2 t/h.
-If the product FP goes below the specification limit, it needs to be corrected by preparing an overquality bottom product for an equivalent time. The quality of the bottom product can be increased by 1°C by increasing the overhead distillate flow by an average of 2 t/h; or alternatively by decreasing the unit feed by 2 t/h on average. In essence, an increase in the overhead distillate flow rate or a decrease in the feed flow rate causes the unit to lose capacity of 2 t/h on average for 1°C of FP. At the same time, the bottom product flow rate also decreases by 2 t/h. We assume 1°C of FP correction is used for all cases.
-The side product flow rate is assumed to be at a maximum, which forces an increase in the overhead flow rate or a decrease in the feed rate in order to correct the off spec batch.
-The over-quality of the final product has the effect that in order to produce an over-quality product, the overhead distillate flow rate has to be increased and the bottom product flow rate reduced, essentially losing capacity of the unit by 2 t/h for 1°C of FP over-quality in the final product.
In general, based on industrial experience of project costs and cost estimates, it could be estimated that an industrial-scale version of the FTMPC without an MPC implementation would cost approximately USD 50,000 -100,000. Therefore, an integrated FTMPC like this would have a repayment period of four to eight months, thereby making an investment of this magnitude highly profitable in normal economic conditions. Furthermore, if such an integrated fault-tolerant MPC would be implemented in a process without an MPC already in place, the profits would be even higher due to better optimisation of the target process and lower overall costs, since the implementation could be carried out in connection with the installation of an MPC allowing the design of the integrated fault-tolerant MPC.
Conclusions
This work presents an active integrated fault-tolerant MPC for an industrial dearomatization process.
Based on the results of the simulation study, the proposed FTMPC is able to counter most of the typical faults in the target process. The profitability of the FMPC was evaluated using estimated prices of the end products and by using the process data and frequency of the faults from the actual full-scale dearomatization process located at the Naantali refinery. Based on the economic evaluation of just one feed grade, the integrated fault-tolerant MPC was found to be highly profitable -the annual estimated savings were a maximum of USD 143,000, thereby allowing the integrated fault-tolerant MPC to pay for itself in less than one year.
The integrated fault-tolerant MPC can be estimated to provide considerable savings in off-spec production, energy consumption and, in general, an improvement in the unit's operation due to faster detection and prevention of the effects of the faults. Therefore, the performance and profitability of the actual industrial-scale dearomatization process will also be significantly enhanced if such an FTC strategy is implemented.
