INTRODUCTION
Research has been done on the detection of certain symptoms found in lung sounds such as fine and coarse crackles (FC and CC), rhonchus (RC), wheezes and squawks (SQ). For example, [1] used a combination of continuous wavelet transform and third-order spectra to analyze lung sounds with monophonic (MW) and polyphonic wheezes (PW). Although there were significant statistical differences between these features extracted from MW and PW, no classifier was used. The data were drawn from an online database. [2] used lacunarity to differentiate between lung sounds with FC, CC and SQ. It obtained accuracies of 100%. The data were obtained from databases usually used for education. [3] proposed various feature extraction procedures to differentiate between crackles, RC, and normal lung sounds. The features used were frequency ratio from power spectral density (PSD), average instantaneous frequency (IF) and exchange time with Hilbert Huang Transform (HHT), and singular spectrum analysis (SSA). The classification was done using Support Machine Vector (SVM). The PSD frequency ratio and SSA demonstrated higher classification accuracy (between 90% and 100%) than the calculations of average IF and exchange time of HHT. The lung sounds were recorded from a medical faculty. Results from these papers were good but they classified or analyzed lung sounds that contained certain acoustic symptoms of disease (such as FC, CC, RC SQ etc.) but not classification of lung sounds of specific diseases.
In the case of [4] , the authors presented a classification algorithm for recordings of lung sounds with diffuse interstitial pneumonia against healthy subjects. The authors used multivariate auto-regressive model with supervised neural network as a classifier with 82.5% validated accuracy.
Pulmonary edema happens when water accumulates in the lungs. This water collects in air sacs in the lungs, making it difficult to breathe [5] and can lead to diminished gas exchange. If left unchecked, it may lead to respiratory failure. There have been many systems that detect water in lungs such as dilution techniques, and the more commonly used X-ray machines and CT-scans [6] [7] . However, X-ray machines and CT machines are bulky, and can only be used by trained professionals. The equipment is usually expensive and the results take some time to develop. Thus, these methods of diagnosis are restricted to be used in hospitals. As a result, physicians still rely on the use of a stethoscope for preliminary diagnosis.
Only one other paper was found to propose a method to detect excessive lung water as a result of pulmonary edema. Recently, Yang and Wee proposed a signal processing approach for the detection of water in lungs using sound based sensing [8] . Several types of features, including the Mel-Frequency Cepstral Coefficients (MFCC), Perceptual Linear Predictive Coefficients, Linear Prediction Coefficients and Wavelet Transform-Based Features were studied as possible features and SVM and k-Nearest-Neighbor (k-NN) were studied as the possible classifier. This paper proposes a fast and accurate feature extraction and classification algorithm to detect excess water in lungs using lung sounds. It was implemented on the TMDX5505eZDSP digital signal processor (DSP). The proposed design uses a three-part Segmented Sub-band Feature Extractor (SSFE). The first part extracts features by segmenting the frequencies found in the sounds into bins through subbands. The second part uses Principle Component Analysis (PCA) and Support Vector Machine Recursive Feature Elimination (SVMRFE) for feature selection and compares their effectiveness. In the third part, SVM and k-NN classification methods are used as classifiers and the accuracies are compared. The intent of the work is to assist the monitoring of the presence of excessive lung water outside the hospital setting and in clinics without X-ray and other bulky and expensive machines.
II. DATA AND METHODS

A. Data Collection
The data were collected from 25 volunteers. 13 had excessive lung water due to pulmonary edema while 12 were healthy. Respiratory sounds were recorded from the back of the test subjects using an electronic stethoscope connected to a laptop computer. The sampling rate was 8000Hz. The audio files were first normalized such that the root-mean-squared value of their energy in all the audio files were equal. The majority of the recordings ranged from 40 seconds to a minute. The recordings were validated by specialists.
The feature extraction step of the algorithm was run on the DSP board, TMDX5505eZDSP (Texas Instruments). It has a dedicated 16-bit ADC, hardware enabled Fast Fourier Transform (FFT), is USB powered, and is small [9] . The algorithm took an average of 30 seconds on the DSP. SSFE was thus shown to be able to run on portable hardware. 
B. Sub-band Based Feature Extractor
In this paper, a segmented sub-band feature extraction algorithm is proposed. K rectangular bins are uniformly spaced out across the frequency spectrum, segmenting frequencies of the sounds into bins though sub-bands. The SSFE consists of three steps: the feature extraction step, the feature selection step, and classification step.
1) Feature Extraction Step:
The Feature Extraction Step of the algorithm proposed in this paper extracts features from the frequency spectrum. The space of frequencies investigated is within 0-4000Hz. Lung sounds are known to be in the range of 0-2500Hz [10] , and the feature extraction step extends up to 4000Hz in order to increase the feature space.
K number of rectangular bins are chosen so that energy in the frequency spectrum are segmented into uniform bins through sub-bands. This is contrary to using individual frequency components of the sounds as features. If the individual frequency components are used, the classification step will be highly complicated due to large number of features. However, if the sounds are segmented into bins, the classification would be much simpler with fewer features. Relevant and useful features are selected in the feature selection step. Two kinds of feature selection methods are used to compare accuracy. The first is PCA. PCA uses eigenvalue ranking of the correlation matrix to account for features with the highest variance [11] . In this case, the eigenvectors chosen are those with corresponding eigenvalues making 95% of the total eigenvalue weight. These eigenvalues are then transformed back into the correlation space and are used for further classification. This reduces the number of features with lower variance.
The second feature selection method used is the Support Vector Machine Recursive Feature Elimination (SVMRFE) method [12] . This method uses the SVM weights as ranking criterion. This ranks the features according to their contribution to the final classification. PCA projects the K features onto another feature space and distorts these data. The features selected using PCA are not the original features gotten from the feature extraction step, thus it is harder to find out which frequency bins were selected using PCA.
SVMRFE does not projects the features unto a new space. Using SVMRFE will allow identification of sub-bands that contribute to high accuracies found out in the classification step. These bins reveal the frequencies that contain useful information. With these sub-bands, particular hardware filters can be designed to reduce algorithm complexity.
3) Classification Step:
The feature classification step is the final step in which classification accuracies are calculated and the different feature selection methods are compared. SVM and k-NN methods of classification are used. The sensitivity, specificity, and Fmeasure are used to evaluate the accuracy of the algorithm. SVM and k-NN methods are tested using 0.632 bootstrapping instead of cross-validation to reduce variability due to the small number of samples [13] .
The formula used for sensitivity (SN) was SN = TP/(TP+FN)
The formula used for specificity (SP) was SP = TN/(TN+FP)
The formula used for the F-measure (F1) was
F1 = 2TP/(2TP + FP + FN)
Where TP is the number of true positives, TN is the number of true negatives, FP is the number of false positives and FN is the number of false negatives.
III. EXPERIMENTAL RESULTS
K was chosen to be 39 in this experiment, such that the length of the bins were 200Hz each. 512 points of data were used for the FFT. Zero padding was done to 1024 points on the FFT, allowing finer frequencies to be covered.
As stated, the DSP used for testing the algorithm has a 16-bit ADC. By reducing the resolution of the ADC, computational cost can be reduced. However by doing so, the accuracy may be comprised. Thus, this paper also presents the investigation of reduced resolution by truncating the 16-bit signal data in the DSP while using the same novel algorithm to classify the data. Results of the truncation to 12-bit and 10-bit resolutions are shown in Table I and Table II. The PCA feature selection produced results of F-measure up to 92%. Even though the truncations increased, the accuracy did not decrease when k-NN was used. PCA combined with k-NN was able to preserve accuracy when with truncation of up to ten bits with the given data. The results can be seen in Table I .
Referring to the results of SVMRFE in Table II , the SVMRFE feature reduction with SVM classification produced results of up to 98%, and 99% when used with k-NN. It fared better than MFCC [8] . This may be due to the fact that MFCC uses a finite impulse filter (FIR) filter and Discrete Cosine Even under 10-bit truncation, the accuracy of the SSFE was 95%. This shows that within the given dataset, the SSFE is able to tolerate truncation or corruption of up to six bits. Feature selection using SVMRFE consistently fared better than PCA, and classification using k-NN consistently fared better than SVM.
SSFE also has less computational complexity than MFCC. If the data length is much longer than the sample size, then MFCC has (1+2O+2FO/N) L more multiplications than SSFE, where O is the filter bank size in MFCC, N is the window length, and F is the feature size.
More studies are worth being conducted for the verification of such results among a greater sample size.
IV. CONCLUSION
This paper proposes a fast and accurate feature extraction and classification implemented on the TMDX5505eZDSP for the detection of excessive lung water level. It uses a three-part algorithm called the Segmented Sub-band Frequency Extractor (SSFE). The first part is the feature extraction step. It segments the frequencies found in the sounds into bins through sub-bands. The second part is the feature selection step, where Principal Component Analysis (PCA) and Support Vector Machine Recursive Feature Elimination (SVMRFE) feature selections methods are used. The third part is the classification step, where k-Nearest Neighbor (k-NN) and Support Vector Machine (SVM) classification methods are used. Recorded data from hospitals were used to test the performance of the proposed design. Truncation of the data was investigated using SVM and k-NN classifiers. Preliminary results for SVMRFE feature selection combined with k-NN gave an accuracy of 99%. Truncation of up to ten bits gave an accuracy of at least 95%. The algorithm shows promise with its preliminary results within the given data. Once further developed, the device can aid doctors and other healthcare professionals in the diagnosis of pulmonary edema in a real-time setting. Home-care professionals can bring the device with them to home visits, saving time for doctor consultation and freeing them to attend to patients who need more urgent care. 
