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ties. Comparison with Monte Carlo and gPC demonstrates the superior computational
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Fractional calculus has applicability across disciplines such as physics, biology, chemistry, ﬁnance, physiology, and control
engineering [1–5]. It is also recommended for the modeling and identiﬁcation of ﬂexible structures [6], anomalous system
[7], and viscoelastic materials [8] for which integer order systems cannot give accurate results. More details and history
about fractional order differential equations can be found in [9–12]. Fractional order systems are often studied using models
with ﬁxed deterministic parameters and inputs; however, systems often suffer noise that causes ﬂuctuations in their behav-
ior, making it deviate from deterministic fractional differential models. Therefore, the development of methods capable of
characterizing fractional order systems with uncertainties is necessary.
Monte Carlo (MC) is a commonly used probabilistic method of uncertainty quantiﬁcation [13,14]. It involves the gener-
ation of independent realizations of random inputs based on their prescribed probability distribution. For each realization
the data are ﬁxed and the problem becomes deterministic. Solving the multiple deterministic realizations builds an ensem-
ble of solutions, i.e. realizations of the random solutions, from which statistical information can be extracted, e.g. mean and
variance. It is simple to apply, only involving repeated deterministic simulations; however, convergence is slow and large
numbers of calculations are typically needed. For example, mean values typically converge as 1=
ﬃﬃﬃﬃﬃ
M
p
, whereM is the number
of realizations.
Generalized polynomial chaos (gPC) [15–17] is a more recent approach to quantifying uncertainty within system models.
It involves expressing stochastic quantities as orthogonal polynomials of the random input parameters; various orthogonal
polynomials can be chosen to achieve better convergence. The gPC expansion is essentially a spectral representation in. All rights reserved.
x: +82 53 811 3262.
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random inputs of many systems involve random processes approximated by truncated Karhunen–Loeve (KL) expansions and
the input’s dimensionality depends on the correlation lengths of these processes. For input processes with low correlation
lengths, the number of dimensions required for accurate representation can be extremely large. The operational matrix
method [17] is an alternative approach for quantifying uncertainty in integer order systems, where a system is described
by a stochastic operator (operational matrix). It includes Neumann expansions, which express the inverses of stochastic
operators in Neumann series. It is most effective for systems with inputs with low correlation lengths, but is restricted to
small parameter uncertainties.
Recently, there are several works about quantifying uncertainties for fractional order system [18–20]. However, they con-
sidered only a speciﬁc type of additive input uncertainties (ideal white noise) without considering uncertainties in the sys-
tem’s parameters. This work proposes a novel hybrid algorithm that combines operational matrices and polynomial chaos to
quantify uncertainties in linear fractional order systems with random parameters and random inputs of relatively small cor-
relation length. The stochastic operator is approximated using polynomial chaos instead of Neumann series. This method
gives algebraic relationships between the ﬁrst and second order stochastic moments of a system’s input and output, hence
bypassing the KL expansions that can require large dimensions for accurate results. It also is not limited by the magnitude of
the uncertainty as the traditional operational matrix method is.
Section 2 brieﬂy introduces fractional order systems and the operational matrix technique for uncertainty quantiﬁcation
in fractional order systems, leading to the computation of randommatrices’ moments. Section 3 demonstrates calculation of
the moments of the random matrices with the aid of stochastic collocation. It also outlines MC, operational matrices with
Neumann series and gPC to show the limitations of the existing methodologies. Section 4 considers examples to demonstrate
the use of the proposed hybrid method. The proposed method is also compared with traditional MC and gPC.
2. Fractional order system
2.1. Governing equation for system dynamics
Fractional calculus is the generalization of integration and differentiation to consider fundamental operators of non-inte-
ger order [21]. Among the several formulations of the generalized derivative, the Riemann–Liouville deﬁnition is most com-
monly used:Da0f ðtÞ ¼
1
Cðm aÞ
d
dt
 m Z t
0
f ðsÞ
ðt  sÞ1ðmaÞ
ds ð1Þwhere C(x) denotes the gamma function; m is the integer satisfying m  1 < a <m; a > 0 is the real order derivative.
The Riemann–Liouville fractional integral of a function f(t) is deﬁned by:Ia0f ðtÞ ¼
1
CðaÞ
Z t
0
f ðsÞ
ðt  sÞ1a
ds ð2ÞThe Laplace transform for a fractional order derivative under zero initial conditions is deﬁned as:L Da0f ðtÞ
  ¼ saFðsÞ ð3ÞThus, a fractional order single input single output (SISO) system can be described by the fractional order differential
equation:a0D
a0
0 yðtÞ þ a1Da10 yðtÞ þ    þ alDal0 yðtÞ ¼ b0Db00 uðtÞ þ b1Db10 uðtÞ þ    þ bmDbm0 uðtÞ ð4Þor by the transfer function:GðsÞ ¼ YðsÞ
UðsÞ ¼
bmsbm þ    þ b0sb0
alsal þ    þ a0sa0 ð5Þwhere ai and bi are arbitrary real positive numbers; and u(t) and y(t) are the system’s input and output, respectively.
2.2. Block pulse operational matrices for fractional order systems
Block pulse functions constitute a complete set of orthogonal functions and are deﬁned over the time interval [0,s]:wi ¼
1 i1N s 6 t 6 iN s
0 elsewhere
(
ð6Þwhere N is the number of block pulse functions.
Thus, any function that can be absolutely integrated on the time interval [0,s] can be expanded into a series from the
block pulse basis:
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XN
i¼1
cfiwiðtÞ ð7ÞThe expansion coefﬁcients are evaluated as:cfi ¼
N
s
Z ði=NÞs
½ði1Þ=Ns
f ðtÞwiðtÞdt ð8ÞFurthermore, any function g(t1, t2) absolutely integrable on the time interval [0,s]  [0,s] can be expanded as:gðt1; t2Þ ¼
XN
i¼1
XN
j¼1
cijwiðt1Þwjðt2Þ ¼ wTðt1ÞCgwðt2Þ ð9Þwith coefﬁcient matrix Cg deﬁned as:Cg ¼ ½cijNi;j¼1 ¼
c11    c1j    c1N
..
. ..
. ..
.
ci1    cij    ciN
..
. ..
. ..
.
cN1    cNj    cNN
2
666666664
3
777777775
; cij ¼ Ns
 2 Z ði=NÞs
½ði1Þ=Ns
Z ði=NÞs
½ði1Þ=Ns
gðt1; t2Þwiðt1Þwjðt2Þdt1dt2 ð10ÞEq. (2) can be expressed in terms of the operational matrix [22]:Ia0f ðtÞ ¼ wðtÞTAaCf ð11Þ
where the generalized operational matrix integration of the block pulse function, Aa, is:Aa ¼ PTa ¼
s
N
 a 1
Cðaþ 2Þ
f1 f2 f3    fN
0 f1 f2    fN1
..
. . .
. . .
. . .
. ..
.
0 . . .       f1
0
BBBB@
1
CCCCA
T
ð12ÞThe elements of the generalized operational matrix integration are given by:f1 ¼ 1; f p ¼ paþ1  2ðp 1Þaþ1 þ ðp 2Þaþ1 for p ¼ 2;3 . . . ð13Þ
The generalized operational matrix of a derivative of order a is:DaAa ¼ I ð14Þ
where I is the identity matrix.
Similarly, the Riemann-Liouville fractional derivative given in (1) can also be expressed in terms of the operational matrix:Da0f ðtÞ ¼ wðtÞTDaCf ð15Þ
Thus, the fractional order system in (4) can be rewritten in terms of the operational matrix AG:AG ¼ ðalDal þ    þ a0Da0 Þ1ðbmDbm þ    þ boDboÞ ð16Þ
The input and output are related by:CY ¼ AGCU ; YðtÞ ¼ ðCYÞTwðtÞ; UðtÞ ¼ ðCUÞTwðtÞ ð17ÞRC
YCUC
p idA GA
Fig. 1. A closed-loop control system in terms of operational matrices.
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operational matrices. A closed-loop system’s operational matrix can be found using block diagram algebra similar to the
block algebra used for the transfer function [14].
2.3. Stochastic analysis of fractional order systems
Consider the closed-loop system in Fig. 1 that has its input and output linked by:CY ¼ AcCR ð18Þ
RðtÞ ¼ wðtÞTCR; YðtÞ ¼ wðtÞTCY ¼ wðtÞTAcCR ð19Þwhere Ac is the closed-loop system’s operational matrix. The input and parameters are random.
Hence, the mean of the input and the output in (19) is calculated as:mRðtÞ ¼ E½RðtÞ ¼ wðtÞTE½CR ¼ wðtÞTCmR ; mYðtÞ ¼ E½YðtÞ ¼ wðtÞTE½CY  ¼ wðtÞTCmY ¼ wðtÞTE½AcCR ð20Þ
where E[ ] denotes the expectation operator; CmR ¼ E½CR; CmY ¼ E½CY .
The statistical independence of Ac and CR leads to:mYðtÞ ¼ wðtÞTCmY ¼ wðtÞTE½AcCmR ð21Þ
Thus, the spectral characteristics (or expansion coefﬁcients) of the mathematical expectations of input and output are re-
lated by:CmY ¼ E½AcCmR ð22Þ
Introducing the system’s signal in the form of (7) leads to the equation deﬁning the correlation function of the output to be
written as:hYYðt1; t2Þ ¼ E½Yðt1ÞYðt2Þ ¼ E wðt1ÞTCYCTYwðt2Þ
h i
¼ wðt1ÞTE CYCTY
h i
wðt2Þ ¼ wðt1ÞTE AcCRðCRÞTATc
h i
wðt2Þ ð23ÞThus, Eq. (23) becomes:hYYðt1; t2Þ ¼ wðt1ÞTE½AcChRRATc wðt2Þ ð24Þ
where ChRR is the square matrix of expansion coefﬁcients of the input’s correlation function, which is given by:hRRðt1; t2Þ ¼ E½Rðt1ÞRðt2Þ ¼ wðt1ÞTE½CRðCRÞT wðt2Þ ¼ wðt1ÞTE½ChRR wðt2Þ ¼ wðt1ÞTChRRwðt2Þ ð25Þ
The covariance function of the system’s input is deﬁned as:jRRðt1; t2Þ ¼ Ef½Rðt1Þ mRðt1Þ½Rðt2Þ mRðt2Þg ¼ E½Rðt1ÞRðt2Þ mRðt1ÞmRðt2Þ ¼ hRRðt1; t2Þ mRðt1ÞmRðt2Þ ð26Þ
Expanding (26) in terms of orthogonal functions gives:jRRðt1; t2Þ ¼ wðt1ÞTCjRRwðt2Þ ¼ wðt1ÞTChRRwðt2Þ  wðt1ÞTCmR ðCmR ÞTwðt2Þ ð27Þ
The spectral characteristics of the input signal’s moments are given by:CjRR ¼ ChRR  CmR ðCmR ÞT ð28Þ
Substituting (28) into (24) gives:hYYðt1; t2Þ ¼ wðt1ÞTE AcChRRATc
h i
wðt2Þ ¼ wðt1ÞTE½AcfCjRR þ ðCmR ÞðCmR ÞTgATcwðt2Þ: ð29ÞThe covariance function of the system’s output is then given by:jYYðt1; t2Þ ¼ wðt1ÞTCjYYwðt2Þ ¼ hYYðt1; t2Þ mY ðt1ÞmY ðt2Þ
¼ wðt1ÞTE½AcfCjRR þ ðCmR ÞðCmR ÞTgATcwðt2Þ  wðt1ÞTCmY ðCmY ÞTwðt2Þ ð30Þor in spectral form:CjYY ¼ E AcfCjRR þ ðCmR ÞðCmR ÞTgATc
h i
 CmY ðCmY ÞT ð31ÞEq. (31) gives the relationship between the spectral characteristics of the moments of the system’s output and input.
To summarize, the system’s output’s mean and covariance are given by (22) and (31), respectively. If the system does not
have random parameters, the closed-loop operational matrix is deterministic and Eqs. (22) and (31) reduce to:CmY ¼ ACCmR
CjYY ¼ AcfCjRR þ ðCmR ÞðCmR ÞTgATc  CmY ðCmY ÞT
ð32Þ
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jYYðt1; t2Þ ¼ wðt1ÞTAcfCjRR þ ðCmR ÞðCmR ÞTgATcwðt2Þ  wðt1ÞTCmY ðCmY ÞTwðt2Þ
ð33ÞRandom parameters result in the operational matrix Ac in (22) and (31), and its moment can be estimated by stochastic col-
location, described in the next section.
3. Methods for quantifying uncertainties
3.1. Operational matrix method
In general, a closed loop operational matrix can be given by (16) where ai and bj are independent random parameters.
First, consider the decompositionai ¼ ai þ air ; bj ¼ bj þ bjr ð34Þ
where ai and bj are the means of ai and bj; air and bjr are the random central components (i.e. zeros mean).
Using (34) and Neumann series, the operational matrix in (16) can be rewritten as [17]:Ac ¼ ðalDal þ . . .þ a0Da0 Þ1ðbmDbm þ    þ boDbo Þ ¼ ðI þ ALÞ1AR ¼ ðI þ AL þ ALr Þ1AR ¼ A0
X1
m¼0
ð1ÞvðALrA0ÞmAR
¼ A0
Xm
j¼0
X1
m¼0
ð1ÞvðALrA0ÞmðAR þ ARr Þ ¼ A0
Xm
j¼0
X1
m¼0
ð1Þv
Xl
i¼1
Dai aieA0
 !m
ðDbi bjr þ ARÞ ð35ÞwithAR ¼ ðbmDbm þ    þ boDboÞ; AR ¼ ðbmDbm þ    þ boDbo Þ
AL ¼ ðalDal þ . . .þ a0Da0Þ; AL ¼ ðalDal þ    þ a0Da0  IÞ; ALr ¼ ðalrDal þ    þ a0r Da0 Þ
A0 ¼ ðI þ ALÞ1A truncated version of (35) is used for computing the moment of randommatrices in (22) and (31), and computing the spec-
tral characteristics of the output’s mean and covariance. However, since a Neumann series is used to approximate a random
matrix, this approach is inherently restricted to small uncertainties. To overcome this limitation, stochastic collocation [15]
is used here and is described below.
3.2. Stochastic collocation for operational matrices
Stochastic collocation, brieﬂy described below, is based on polynomial chaos and can easily estimate the means and vari-
ances of complex dynamics.
 Assume that a random operational matrix has the form:
A ¼ AðnÞ ð36Þ
where n = (n1,n2, . . . ,nn) is a vector of independent random parameters with probability density functions (pdf)
qiðniÞ : Ci ! Rþ. The joint pdf of n is q ¼
Qn
i¼1qi with the support C 
Qn
i¼1Ci 2 Rn.
 For each random parameter, choose a suitable quadrature set nðmÞi ;wðmÞ
n oqi
m¼1
according to the probability density so that
one-dimensional integration can be accurately approximated by:Z
Ci
AðniÞqiðniÞdni ¼
Xqi
i¼1
A nðmÞi
 
wðmÞi ð37Þ
where nðmÞi is the mth node and w
(m) is the corresponding weight.
 Construct a multi-dimensional cubature set by tensorizing the one-dimensional quadrature set over all the combined
multi-index (j1, . . . , jn). Since the manipulation of the multi-index (j1, . . . , jn) is cumbersome in practice, a single index is
preferable for the manipulation of these equations. The multi-index is often replaced by a graded lexicographic order
index j [15]. Since the probability density functions are the same as the weighting functions of the cubature, the moment
of the random matrix is approximated by:E½A ¼
Z
C
AðnÞqðnÞdn ¼
XQ
j¼1
AðnðjÞÞwðjÞ ¼
Xq1
j1¼1
. . .
Xqn
jn¼1
A nðj1Þ1 ; . . . ; n
ðjnÞ
n
 
wðj1Þ1 . . .w
ðjnÞ
n
 
ð38Þ
Fig. 2. Proposed numerical algorithm for calculating the mean and variance of a fractional order system output with random input and parameters.
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mials (polynomial chaos) with respect to different weights [23]. The method’s name is derived from the cubature nodes,
which are also called collocation points. The proposed algorithm is depicted graphically in Fig. 2.
The proposed method leads to a semi-analytical relationship between the ﬁrst two stochastic moments of the system’s
input and output and thus can signiﬁcantly reduce computational times in comparison with other methods. The computa-
tional needs of other methods are discussed below.
3.3. Karhunen–Loeve expansions
Uncertainty quantiﬁcation using either MC or gPC methods requires the ﬁnite dimensional representation of the random
process. The Karhunen–Loeve (KL) method is commonly used for dimension reduction in representing random processes. Let
lX(t) be the mean of random process input X and j(t1, t2) be its covariance function. The KL expansion of X is:XðtÞ ¼ lXðtÞ þ
X1
i¼1
ﬃﬃﬃﬃ
ki
p
/iðtÞni ð39Þwhere ui(t) are the eigenfunctions and ki are the corresponding eigenvalues of the eigenvalue problem:Z
T
jðt1; t2Þ/iðt2Þdt2 ¼ ki/iðt1Þ for ti 2 ½s; s ð40Þand {ni} are mutually uncorrelated random variables satisfying:
4268 P.L.T. Duong, M. Lee / Commun Nonlinear Sci Numer Simulat 17 (2012) 4262–4273M½ni ¼ 0; M½ni; nj ¼ dij; ni ¼
1ﬃﬃﬃﬃ
ki
p
Z
T
ðXðtÞ  lXðtÞÞuiðtÞdt; 8i ð41ÞFor practical purposes, a ﬁnite series expansion is used, e.g.:XðtÞ ¼ lXðtÞ þ
Xd
i¼1
ﬃﬃﬃﬃ
ki
p
uiðtÞnidP 1 ð42ÞWhat truncated order should be used in (39) depends on the decay property of the eigenvalues in the KL expansion. Fig. 3 gives
decay rate of eigenvalues for a random process with exponential covariance function jXX(t1, t2) = exp (jt1  t2j/a) for several
correlation lengths a. The analytical solution of eigenvalue problem (40) is given in [15]. Fig. 3 shows that the decay rate of the
eigenvalues increases with increasing correlation length. With small correlation lengths, the decay is barely visible. With a
correlation length of zero, the covariance function takes the form of a Dirac delta function j(t1, t2) = d(t1  t2), and the process
becomeswhite noise. In this case, there is no decay of the eigenvalues and hundreds of terms of the KL expansion are required
for simulating white noise, leading to a system with the dimensions of random space with an order in the hundreds.
3.4. The Monte Carlo method
The Monte Carlo (MC) algorithm is brieﬂy summarized as follows:
 Assume that the random process input is properly parameterized as in the previous subsection, and that the total dimen-
sion of random space is d, which includes random space by the ﬁnite dimensional presentation of the random process and
the random parameters of the system. Generate random numbers nðiÞ ¼ nði1Þ1 ; . . . ; nðidÞd
 
, where i is the single index ordered
by the graded lexicographic method, i = 1, . . . , M according to the given distribution.
 For each i = 1, . . . , M, solve the governing equation (4) and obtain the solution y(t,n(i)).
 Estimate the required solution’s statistics. For example, the solution’s mean can be estimated as:lyðtÞ ’ yðtÞ ¼
1
M
XM
i¼1
yðt; nðiÞÞ ð43ÞAlthough MC is ﬂexible and easy to implement, its convergence is slow, i.e. O(M1/2), whereM is the number of random real-
izations. Convergence is independent of the dimension of random space, making MC computationally tractable for systems
with white noise inputs.3.5. The generalized polynomial chaos (gPC) method
Stochastic collocation by gPC is brieﬂy:
 Assume that the total dimension of random space is d, which includes random space by ﬁnite dimensional presentation of
the random process and the random parameters of the system. Construct a suitable d dimensional cubature set
fnðjÞ;wðjÞgQj¼1, with a suitable ordered index j.0 5 10 1510
-4
10-3
10-2
10-1
100
101
a=10
a=1
a=0.1
a=0.01|λi|
i
Fig. 3. The ﬁrst 15 eigenvalues of the KL expansion for the exponential covariance functions with different correlation lengths a.
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 The solution’s mean is estimated as:lyðtÞ ¼
XQ
j¼1
yðt; nðjÞÞwðjÞ ¼
Xq1
j1¼1
. . .
Xqd
jd¼1
y nðj1Þ1 ; . . . ; n
ðjdÞ
d
 
wðj1Þ1 . . .w
ðjdÞ
n
 
ð44Þ
where qi is the number of nodes in one dimensional quadrature.
 The variance of the solution is estimated as:DY ðtÞ ’
XQ
j¼1
ðyðt; nðjÞÞ  lyðtÞÞ2wðjÞ ð45Þwhere ly(t) is approximated as in (44).
This algorithm shows that gPC is also almost as ﬂexible as MC. It can solve (4) with nodes taken from the cubature and
obtain statistical characteristics using the weight from the cubature set, while MC solves it using random numbers generated
from the given distributions and estimates statistical characteristics as a weighted sum, with equally weights, 1/M. gPC ren-
ders systems with low correlation length inputs as computationally intractable problems because the number of simulations
is Q ¼Qdi¼1qi and thus rises exponentially with increasing d.
4. Examples
In this section several examples are studied to demonstrate the effectiveness of the proposed method. In Examples 1.a
and 1.b, simple ﬁrst order integer order systems are considered as special cases of fractional order system. Example 1.a con-
siders a system with a ﬁrst order Markov process as an input. The result by the proposed method is then compared with the
results by other existing methods such as the frequency, MC and gPC methods. The advantages and disadvantages of differ-
ent methods are also discussed. In Example 1.b, an integer system with ideal white noise input is examined. As discussed in
Section 3, the gPC method leads to computational intractable problem for this speciﬁc input, while the proposed method still
can obtain an accurate result. In the last example, a fractional order system with both parameter uncertainties and random
inputs is studied to show the effectiveness of the proposed method in handling both types of uncertainties.
4.1. Example 1: Integer order system
4.1.1. Example 1.a
Consider a closed-loop system (Fig. 1) with a plant and a controller described by:GðsÞ ¼ 1
sþ 1 ; CðsÞ ¼ 8:16þ 6:31=s ð46ÞThe input, R(t), is a Gaussian random process with mean mR(t) = 0 and covariance:jRR ¼ 0:25eð2jt1t2 jÞ ð47Þ
Note that the correlation length of this process is small because a = 0.5.
The operational matrix for the controller is Apid = I + 6.31Ai, where Ai = Aaja=1, and that for the plant is AG ¼ A1i þ I
 1
¼
ðAd þ IÞ1. Hence, using block algebra for the operational matrices, the closed-loop operational matrix can be written as:Ac ¼ ðI þ AGApidÞ1AGApid ð48Þ
Since this system lacks random parameters, the functions describing the relation between the mean and covariance of the
input and output are given by (32) and (33). Since a random input has a mean of zero, the mean output is also zero. The
variance of the system’s output is shown in Fig. 4; output variances estimated by MC and gPC are also shown. Since the input
can be interpreted as the output of the ﬁlter FðsÞ ¼ 1sþ2 under the excitation of ideal white noise with a delta covariance func-
tion d(t1  t2), the exact steady state variance of the output may be calculated by the frequency method as kFPC=ð1þ PCÞk22,
where the k k2 denotes the H2 norm of the system [24]. The simulation parameters and computational times required for
each method are listed in Table 1. Fig. 4 and Table 1 show that the proposed hybrid method can give almost same accuracy
for much less computational effort than the other methods. In [25], a random process input with unit correlation length was
parameterized using the KL expansion with 10 terms, leading to a random space dimension of 10. Therefore, for this system
the dimension in the random space should be greater than 10 because of the decaying property of the eigenvalues described
in Section 3. Non-canonical decomposition [26] can be used to reduce the dimension of the random space to 2 in this exam-
ple. Hence, the random process R(t) in this example is parameterized by non-canonical decomposition. Note that since the
proposed hybrid method uses the algebraic relation (39) for the spectral characteristics between the input and output ran-
dom moments, parameterization of the random process is not necessary. Details of the non-canonical decomposition of sta-
tionary random processes are given in Appendix A.
Table 1
Simulation parameters and time proﬁles for obtaining statistical characteristics by MC, gPC, and the proposed method in Examples 1 and 2.
Example Simulation parameters Computational time (sec.)
MC gPC Proposed MC gPC Proposed
1a 50,000 Samples 200 Cubature nodes 512 Number of basis 3147.50 13.47 0.63
1b N/A N/A 512 Number of basis N/A N/A 0.51
2 N/A 256 Cubature nodes 512 Number of basis N/A 250.01 4.59
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Fig. 4. Variances of the system’s output in Example 1.a.
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Consider the above plant with a controller C(s) = 1/swhere the input is ideal white noise with covariance 2pd(t1  t2) = 2p
d(T) and zero mean, where T = t1  t2 and d(T) is the Dirac delta function.
The closed loop system is 1s2þsþ1, and its exact variance is given as [27]:DY ðtÞ ¼ p21x3n
1 e21xn jtj x
2
n
x2d
þ 1xn
xd
sinð2xdtÞ  1
2x2n
x2d
cosð2xdtÞ
	 
 
ð49Þwhere 1 ¼ 0:5; xn ¼ 1; xd ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 12
p
.
The operational matrix of the closed loop system is A2d þ Ad þ I
 1
I. Since the input is ideal white noise with the covari-
ance of a singular Dirac delta function, a simple regularization method is used [28]:deðTÞ ¼
kT þ h e 6 T < 0
kT þ h 0 < T 6 e
0 jTj > e
8><
>: ð50ÞSince the operational matrix uses N block pulse basis functions, the integration step is e = s/(N  1). The approximate con-
tinuous delta function de(T) should satisfy:Z 1
1
deðTÞdT ¼
Z e
e
deðTÞdT ¼ 1 ð51Þwhich implies h ¼ N1s ; k ¼ he. Hence, the coefﬁcient expansion of the approximate delta covariance function becomes:CjRR ¼ diagN
N  1
s
1N
 
ð52Þwhere 1N is unit vector of size N and diag(v) denotes the diagonal matrix where its diagonal is vector v.
The variance of the system predicted by the proposed method is given in Fig. 5; the exact variance is also shown. Fig. 5
and Table 1 show that the proposed method gives accurate results that closely match the analytical results without requiring
great computational burden. Note that gPC leads to a computationally intractable problem, as discussed in Section 3 and it
hence is not applicable to this problem.
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Fig. 5. Variances of the system’s output in Example 1.b.
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The example above shows that both the proposed method and gPC require signiﬁcantly less computation to achieve a
given accuracy than traditional MC. Therefore this example only compares the proposed method and with gPC. The proposed
method is used to quantify uncertainties in a closed-loop, fractional order system [29,30] with a PIk controller, taken from
Luo et al. [31]:PðsÞ ¼ k1
k2s0:5 þ 1 ;CðsÞ ¼ 0:1817ð1þ 194:4=s
1:216Þ ð53Þwhere k1 and k2 are uniform random variables in the interval [0.5,1.5]. The input R(t) is a band-limited Gaussian white noise
process with zero mean and a covariance function of:jRR ¼ 0:25 sin c t1  t22p
 
ð54Þwhere the sinc function is deﬁned as:sin cðxÞ ¼ sinðpxÞ=ðpxÞ elsewhere
1 for x ¼ 0

: ð55ÞThe operational matrix for the fractional order controller is Apid = 0.1817(I + 194.4A1.216), and for the system is AG =
(k2D0.5 + I)1k1. Hence, the closed-loop operational matrix is:Ac ¼ ðI þ ApidAGÞ1ApidAG ð56Þ
Note that in this case, the closed-loop operational matrix is a random matrix due to the randomness of k1, k2.0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50
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Fig. 6. Variances of the system’s output in Example 2.
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can be approximated by the stochastic collocation algorithm in Section 3. Again, the mean output and input are zero. The
estimated variance is shown in Fig. 6, as is the variance estimated by gPC. The proposed method’s advantage lies in its
use of operational matrices: the output’s mean and covariance are obtained directly from those of the input without any
parameterization of the input. Therefore it requires a small dimension of random space, i.e. 2 (two random variables k1
and k2). In comparison gPC uses non-canonical decomposition for presenting the random input R(t), which requires a higher
dimension of random space, i.e. 4. Fig. 6 shows that the hybrid method can accurately predict the statistical characteristics of
the system’s output. For the gPC method, the MATLAB code fode_sol [21] was used to integrate the fractional order system.
Simulation parameters and computational times for this example are listed in Table 1.
5. Conclusions
A hybrid method is proposed for the quantiﬁcation of uncertainty in linear fractional order systems. By combining oper-
ational matrices and stochastic collocation, it combines each method’s advantages. The use of operational matrices bypasses
the computationally demanding parameterization of the random input when predicting statistical characteristics and thus
reduces the dimension of the random space. The use of stochastic collocations allows handling of systems with large param-
eter uncertainties. Since different types of random parameters with known distributions can be associated with the method’s
optimal polynomial chaos and quadrature, it can easily deal with different types of random uncertainty. The use of regular-
ization allows the proposed hybrid method to handle effectively random processes with low correlation lengths (i.e. ideal
white noise). The considered examples demonstrate the proposed method’s accuracy and computational efﬁciency for frac-
tional order linear models over existing MC and gPC methods. However, since the operational matrix method utilizes the
linear property of the system, its applicability is restricted to linear systems. Integer order systems can be treated by the pro-
posed method simply as special cases of fractional order systems. The proposed method was examined for a PIk controller
and a simple fractional order system but it can be easily extended for use with other, more complex, linear systems.
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Appendix A. Non-canonical decomposition of stationary random processes
Consider a stationary random process with mean mX, covariance jXX(t1  t2) = jXX(s), and variance r2X ¼ jXXð0Þ. It can be
represented as [26] Z(t,n1,n2) = rX(sin (n2t) + n1cos (n2t)) +mX with:E½n1 ¼ 0; E n21
  ¼ 1; f ðn2Þ ¼ SXXðn2Þ=r2X ð57Þwhere n1 and n2 are independent, n1 is Gaussian, and n2 is a random variable with a probability density function (pdf) given in
(57).
Z(t) has a mean of:mZ ¼ E½Zðt; n1; n2Þ ¼ rX
Z 1
1
sinðn2tÞf ðn2Þdn2 þmX ¼ mX ð58Þand a covariance function of:E½Z
o
ðt1Þ Z
o
ðt2Þ ¼ E r2X sinðn2t1Þ sinðn2t2Þ þ n21 cosðn2t1Þ cosðn2t2Þ þ n1 cosðn2t1Þ sinðn2t2Þ þ n1 sinðn2t1Þ cosðn2t2Þ
  
¼ r2XE½sinðn2t1Þ sinðn2t2Þ þ cosðn2t1Þ cosðn2t2Þ ¼ r2X
Z 1
1
cosðn2sÞf ðn2Þdn2 ð59Þwhere Z
o
ðtÞ ¼ ZðtÞ mZ ¼ ZðtÞ mX is the central component of the random process Z(t). In (59), the properties of
E½n1 ¼ 0; E n21
  ¼ 1 and the independence of n1, n2 are used to simplify the equation.
The covariance function also can be computed as the inverse Fourier transform of the power spectral density:jZZðsÞ ¼ jXXðsÞ ¼
Z 1
1
SXXðxÞejxsdx ¼
Z 1
1
SXXðxÞ cosðxsÞdx ð60ÞComparing (59) and (60) gives the pdf of n2 in (57). Since
R1
1 SXXðn2Þ=r2Xdn2 ¼ 1, f(n2) is a proper pdf.
 A ﬁrst order Markov process with mean mR and exponential covariance, jRRðsÞ ¼ r2Xeajsj can be parameterized as:
R = rR(sin (n2t) + n1cos (n2 t)) +mR(t) where n1 is Gaussian as in (57), andf ðn2Þ ¼
a
pða2 þ n22Þ
; n2 2 ð1;1Þ:
P.L.T. Duong, M. Lee / Commun Nonlinear Sci Numer Simulat 17 (2012) 4262–4273 4273 Band-limited white noise with mean mR and covariance, jRRðsÞ ¼ 2cB sin c Bp s
 
can be parameterized as: R = rR(sin
(n2t) + n1cos (n2t)) +mR(t) where n1 is Gaussian as in (57), andf ðn2Þ ¼
1
2B
; n2 2 ½B; B:References
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