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Introduzione
Sia G un gruppo di Lie, e sia dx una misura di Haar su G. Per A Ď G misurabile,
indichiamo con |A| la sua misura di Haar. Nel corso della tesi, assumeremo che G
sia a crescita polinomiale, cioè che esista un intorno compatto U dell’identità sul
gruppo tale che |Un| „ nD per nÑ 8.
Siano X1, . . . , Xn dei campi invarianti a sinistra che soddisfino la condizione di
Hörmander, cioè tali che l’algebra di Lie g di G è generata dai loro commutatori
iterati rX1, r. . . , Xns . . . ss. Allora esistono una distanza sul gruppo invariante a
sinistra compatibile con la topologia di gruppo e un numero intero d tali che
|Bpe, rq| „ rd per r ă 1 e |Bpe, Rq| „ rD per r ą 1. Questa struttura consente di
definire in modo intrinseco lo spazio di Schwartz SpGq.
Consideriamo il sublaplaciano L “ ´pX21 ` ¨ ¨ ¨ `X2nq. Poiché i campi soddisfano
la condizione di Hörmander, questo operatore è ipoellittico ed è essenzialmente
autoaggiunto sul dominio C8c Ď L2pGq. Sia Eλ la risoluzione dell’identità associata,
in modo che
L “
ż
R`
λdEλ.
Attraverso questa decomposizione spettrale è possibile definire altri operatori
attraverso un moltiplicatore f : R` Ñ C, ponendo
fpL q :“
ż
R`
fpλqdEλ.
Poiché l’operatore fpL q è invariante a sinistra, con ipotesi relativamente blande su
f , attraverso il Teorema del Nucleo di Schwartz è possibile trovare una distribuzione
fˇ per cui fpL qφ “ φ ˚ fˇ per ogni φ P C8c . Uno dei risultati principali di questa
tesi è il seguente (che estende un risultato di M. Christ per gruppi stratificati in
[2]):
Teorema 1. Esiste un’unica misura di Radon µ su R` tale che fˇ P L2pGq ðñ
f P L2pµq e ››fˇ››2
L2pGq “
ż
R`
|f 2|pλqdµpλq
3
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Inoltre, questa misura soddisfa
µpr0, bsq ď
#
Cb
D
2 per b ď 1
Cb
d
2 per b ą 1 .
L’esistenza di questa misura consente di ricavare formule per la mappa _ : L2pµq Ñ
L2pGq e delle estensioni di questa mappa a _ : L1pµq Ñ L8pGq. Il risultato a cui
sia arriva in questo senso è il seguente:
Teorema 2. La mappa _ : L1 X L2 Ñ C0 si estende ad un unico operatore lineare
continuo di norma 1 _ : L1pµq Ñ C0pGq. Questa estensione si scrive come
fˇpxq “
ż
R`
fpλqKpλ, xqdµpλq
per un’unica funzione K P L8pR` ˆ Gq con }K}8 “ 1. Chiamando inoltre p :
L2pGq Ñ L2pµq l’aggiunta della mappa _, si ha che p : L1pGq X L2pGq Ñ L2pµq si
estende in modo unico ad una mappa continua p : L1pGq Ñ L8pµq tale che
pφpλq “ ż
G
φpxqKpλ, xqdx.
Sul nucleo K dato da questo Teorema si ricavano le seguenti informazioni:
Teorema 3. Il nucleo K è una funzione reale, con Kpλ, xq “ Kpλ, x´1q, analitica
nella variabile x con tutte le derivate limitate, per la quale valgono le seguenti
formule (per ogni x e per µ-quasi ogni λ):
Kpλ, eq ” 1
LKpλ, xq “ λKpλ, xq
fˇ ˚Kpλ, ¨q “ Kpλ, ¨q ˚ fˇ “ fpλqKpλ, ¨q
per ogni f tale che fˇ P L1pGq.
Inoltre, ponendo Kp0, xq ” 1, si ha che Kp¨, xq è essenzialmente continua in 0 nella
topologia di C8pGq.
Il capitolo di risultati generali si conclude con il seguente Teorema:
Teorema 4. Per k ą 1
2
, la mappa _ manda lo spazio di Sobolev Hkpr0, bqq nello
spazio delle funzioni tφ||x|αTφ P L2pGqu per α ă k ´ 1
2
e per ogni T operatore dif-
ferenziale invariante a sinistra, con norma operatoriale controllata da un polinomio
in b. Di conseguenza, si ha che lo spazio di Schwartz SpR`q ha immagine nello
spazio SpGq.
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Nel capitolo successivo, si analizzano una serie di esempi di gruppi su cui si
riescono a fare dei conti espliciti per la misura µ e per il nucleo K. In particolare,
gli esempi suggeriscono una regolarità della funzione µ e del nucleo K rispetto a λ
(almeno D
2
) maggiori di quello che si riesce a dimostrare nel capitolo di risultati
generali. La regolarità di K in λ è anche suggerita dalla sua continuità in λ “ 0 e
dalla stima µpr0, bsq À bD2 per b ă 1.
Tutto questo propone possibili sviluppi futuri su questo argomento.

Capitolo 1
Risultati preliminari
Nel corso di questa tesi, G indicherà un gruppo di Lie, dx la sua misura di Haar
sinistra, |S| la misura di Haar di S Ď G boreliano, e g l’algebra di Lie di G. Dove
non specificato, G sarà non compatto e connesso.
1.1 Sublaplaciani su gruppi di Lie
Definizione 1.1. Un subplaciano su un gruppo di Lie G è un’operatore differenziale
∆ invariante a sinistra che si può scrivere come
∆ “
kÿ
j“1
X2j
per degli opportuni X1, . . . , Xn P g che generano l’algebra di Lie g.
Definizione 1.2. Si dice che i campi X1, . . . , Xn soddisfano la condizione di
Hörmander se la sottoalgebra generata da X1, ¨ ¨ ¨ , Xn coincide con g, cioè se i
campi rXi1 , r. . . rXik , Xik`1s . . . s generano l’algebra di Lie g come R-spazio vettoriale.
Hörmander ha dimostrato il seguente teorema ([6]):
Teorema 1.3. Siano X1, . . . Xn campi che soddisfano la condizione di Hörmander.
Allora esiste ε ą 0 tale che per ogni α ą 0 e per ogni Ω aperto regolare relativamente
compatto, l’equazione
∆u “ f
ha tutte le soluzioni u P Hα`εpΩq per ogni f P HαpΩq.
Corollario 1.4. Siano X1, . . . , Xn campi che soddisfano la condizione di Hörman-
der. Allora l’operatore ∆ è ipoellittico.
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Ogni Sublaplaciano si può estendere ad un operatore autoaggiunto (non limitato)
su L2pGq in modo canonico, sulla base del seguente Teorema:
Teorema 1.5. ∆ : C8c Ă L2 Ñ L2 è essenzialmente autoaggiunto.
Dimostrazione. Poiché ∆ è un operatore negativo, basta dimostrare che ∆´ Id ha
immagine densa in L2. Sia quindi g P p∆´ IdqpC8c qK. Allora xp∆´ Idqf, gy “ 0 per
ogni f P C8c , per cui ∆g “ g in senso distribuzionale. Poiché ∆ è ipoellittico, allora
g P C8 e ∆g “ g in senso classico. Ma allora, se φ P C8c , ∆pϕ ˚ gq “ ϕ ˚∆g “ ϕ ˚ g.
Di conseguenza, prendendo ϕn P C8c che tenda a g˚ in L2, risulta che
∆pg˚ ˚ gq “ lim
D 1
∆pϕn ˚ gq “ lim
D 1
pϕn ˚ gq “ lim
L1
pϕn ˚ gq “
ˆ
lim
L2
ϕn
˙
˚ g “ g˚ ˚ g,
per cui l’uguaglianza vale ovunque in senso classico. Ma g˚ ˚ g è di tipo positivo,
quindi
max<pg˚ ˚ gq “ g˚ ˚ gpeq “ }g}2L2 .
Ma quindi ∆pg˚ ˚ gpeqq “ 0, e quindi }g}L2 “ 0, cioè g “ 0.
Ad un particolare sublaplaciano (o, più precisamente, ad un insieme di campi
che soddisfino la condizione di Hörmander), è possibile associare una metrica
subriemanniana invariante a sinistra sul gruppo:
Definizione 1.6. La distanza di Carnot-Caratheodory associata ai campi X1, . . . , Xn
è una distanza definita sul gruppo tale che
dpx, yq :“ inf
γPC8pp0,1qq
9γptq“řni“1 aiptqXi
γp0q“x,γp1q“y
#ż 1
0
d
nÿ
i“0
a2idt
+
.
Se i campi soddisfano la condizione di Hörmander, allora
• dpx, yq è finita per ogni x, y P G,
• la topologia indotta da d su G coincide con la topologia standard di G,
• d è invariante a sinistra: dpzx, zyq “ dpx, yq per ogni x, y, z P G
• per una qualsiasi metrica Riemanniana g sul gruppo invariante a sinistra
tale che gpXi, Xjq “ δij, indicando con dg la metrica indotta da g, si ha che
dpx, yq ě dgpx, yq.
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Fissata una distanza d di Carnot - Caratheodory sul gruppo, indichiamo con
|x| :“ dpe, xq. Inoltre, Brpxq e Bpx, rq indicheranno la palla di raggio r e centro x,
e Br indicherà la palla di raggio r e centro e. Si ha che
Bnr “ pBrqn.
Dimostrazione. Presentiamo una traccia della dimostrazione, il dettagli si possono
trovare in [10].
Il quarto punto (il confronto con una metrica Riemanniana) è chiaramente vero, in
quanto per definizione
dgpx, yq :“ inf
γPC8pp0,1qq
γp0q“x,γp1q“y
"ż 1
0
| 9γ|dt
*
e per 9γptq “ řni“1 aiptqXi le quantità ařni“0 a2i e | 9γ| coincidono. Di conseguenza,
l’indentità i : pG, dq Ñ pG, dgq è una mappa continua.
L’invarianza a sinistra è altrettanto chiara, in quanto @g P G, d
dt
pgγptqq “ d
dt
γptq
(identificando il tangente a un punto di G con i campi vettoriali invariati a sinistra).
Per quanto riguarda la finitezza di d, per l’invarianza a sinistra vale che se dpe, ¨q è
finita su U , allora dpe, ¨q è finita su Un per ogni n (per avere una curva γ da e a xy,
è sufficiente incollare una curva γ1 da e a x e xγ2, con γ2 curva da e a y). Dunque,
per la connessione di G, basta dimostrare che γ è finita su un intorno U di e.
Chiaramente la distanza d è finita su exppSpanpX1, . . . , Xnqq. Inoltre, poiché
dpxy, eq ď dpx, eq ` dpy, eq, d è finita sul gruppo generato da
exppSpanpX1, . . . , Xnqq. Si consideri dunque la mappa
ψ : V :“ SpanpX1, . . . , XnqN Ñ G, ψpY1, . . . , YNq “ exppY1q ¨ ¨ ¨ exppYNq
Chiaramente expptXiq “ ψptXi, 0, . . . , 0q, per cui V Ď R :“ ψpV Nq. Sia quindi
Y P R, e sia σ : p´ε, εq Ñ V una curva con d
dt
ψpσptqqˇˇ
t“0 “ Y . Dato che
B
Bt exppsXqσptq expp´sXq “ AdpsXqY,
si ha che AdpsXqY P R per ogni X P V . Poiché R è uno spazio vettoriale, questo
implica che d
dt
AdpsXqY “ rX, Y s P R, da cui si ottiene che, per N abbastanza
grande, rV,Rs Ď R. Di conseguenza, per la condizione di Hörmander, si ha che per
N abbastanza grande, dψp0, . . . , 0q è suriettivo su g, quindi esiste un intorno U di
e tale che U Ď ψpV Nq. Di conseguenza, d è finita su tutto G.
Inoltre, dalla formula
expptXq expptY q expp´tXq expp´tY q “ exppt2 rX, Y s `Opt3qq,
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si può ottenere che dpe, xq À dgpe, xq1{N per |x| ă 1, da cui segue l’equivalenza delle
topologie.
Infine, per quanto riguarda la proprietà Bnr “ Bnr , supponiamo per semplicità che
r sia 1. Per le palle aperte si ha che:
• Se x P Bn, allora esiste una curva γ con 9γ P SpanpX1, . . . , Xnq e
ş | 9γ| ă n.
Riparametrizzando γ per lunghezza d’arco, si ha che dpγptq, γpsqq “ |t´ s| e
che
x “ γp|x|q “
˜
nź
k“1
γ
ˆpk ´ 1q|x|
n
˙´1
γ
ˆ
k|x|
n
˙¸
.
Inoltre, per invarianza a sinistra,
d
˜
γ
ˆpk ´ 1q|x|
n
˙´1
γ
ˆ
k|x|
n
˙
, e
¸
“
d
˜
γ
ˆpk ´ 1q|x|
n
˙´1
, γ
ˆ
k|x|
n
˙¸
ă 1,
quindi x P Bn1 .
• Se x “ x1 ¨ ¨ ¨ xn P Bn1 , con xi P B1, allora si ha che, per invarianza a
sinistra, dpx1 ¨ ¨ ¨ xk, x1 ¨ ¨ ¨ xkxk`1q “ dpe, xk`1q, per cui, per la disuguaglianza
triangolare, dpx, eq ď řnk“1 dpxk, eq ă n.
La dimostrazione per le palle chiuse è analoga.
1.2 Gruppi di Lie a crescita polinomiale
Definizione 1.7. Sia G un gruppo di Lie connesso e sia dx la sua misura di Haar
sinistra. Allora G si dice a crescita polinomiale se per ogni U intorno compatto
dell’identità e esistono delle costanti C, c ą 0 tali che |Un| ď Cnc.
Proposizione 1.8. Se esiste un intorno dell’identità V aperto tale che |V n| ď Cnc,
allora per ogni U compatto esiste una costante CU tale che |U |n ď CUnc. Di
conseguenza, il gruppo G è a crescita polinomiale.
Dimostrazione. Senza perdere generalità, posso supporre V connesso. Poiché 1 P V ,Ťn
k“1 V
k “ V n. Poiché inoltre V 8 :“ Ť8k“1 V k è un sottogruppo connesso di G,
allora V 8 “ G. Quindi se U è un insieme compatto, allora esiste k tale che V k Ě U .
Quindi |Un| ď |V kn| ď Ckcnc.
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Teorema 1.9. Sia G un gruppo di Lie a crescita polinomiale. Allora è unimodulare.
Dimostrazione. Indichiamo con δ la funzione modulare su G. Sia per assurdo
g0 P G tale che δpg0q ą 1. Sia U un intorno compatto dell’identità tale che g0 P U˚
(ad esempio, g0V Y V , con V intorno compatto di e). Allora Un Ě Ugn´10 e quindi,
essendo |Ugn´10 | “ |U |∆pgn´10 q,
|Un| ě |U |δpgn´10 q “ |U |δpg0qn´1
che è definitivamente maggiore di Cnc @C, c P R, assurdo.
Fissiamo adesso dei campiX1, . . . , Xn che soddisfino la condizione di Hörmander,
e indichiamo con d la distanza di Carnot-Caratheodory associata. Indichiamo con
∆ sia l’operatore differenziale X21 ` ¨ ¨ ¨ `X2n che l’operatore autoaggiunto associato,
e in entrambi questi casi sia L :“ ´∆.
Vale il seguente teorema ([4]):
Teorema 1.10. Sia G un gruppo a crescita polinomiale, e siano X1, . . . , Xn una
famiglia di campi che soddisfa la condizione di Hörmander. Allora esistono due
numeri interi d, D e due costanti c, C tali che
crd ď |Br| ď Crd per r ă 1, crD ď |Br| ď CrD per r ą 1.
d sarà chiamata dimensione in 0 di G, e D sarà chiamata dimensione all’infinito
di G.
In realtà, D è indipendente dalla particolare scelta dei campi. Si ha infatti che:
Proposizione 1.11. Sia U un intorno compatto di e, e sia D la dimensione
all’infinito del gruppo G relativa a una famiglia di campi X1, . . . , Xn che soddisfi la
condizione di Hörmander. Allora D è l’unico numero reale tale che cnD ď |U |n ď
CnD per ogni n P N.
Dimostrazione. Siano r, R P R tali che Br Ď U Ď BR. Allora
crDnD ď |Bnr| “ |Bnr | ď |U |n ď |BnR| ď |BRn| ď CRDnD.
Inoltre, un numero D con questa proprietà è chiaramente unico, da cui segue la
tesi.
Questa proprietà ci consente di definire lo spazio di Schwartz SpGq in modo
intrinseco, indipendente dai campi. Infatti:
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Definizione 1.12. Sia U un qualsiasi intorno compatto di e, e sia |x|U :“
mintn|x P Unu. Allora lo spazio di Schwartz SpGq è dato dalle funzioni f in
C8pGq tali che |x|αUTfpxq Ñ 0 per xÑ 8 per ogni α P R e per ogni T operatore
differenziale invariante a sinistra. Questa definizione è indipendente da U . Inol-
tre si ha che per ogni scelta di campi X1, . . . , Xn che soddisfino la condizione di
Hörmander, c|x| ď |x|U ď C|x| per |x| ą 1.
Dimostrazione. Per l’indipendenza da U , basta dimostrare che per ogni U, V intorni
compatti di e, |x|U ď C|x|V per xÑ 8. Poiché U è un intorno di e e G è connesso,Ť
n U
n ricopre G (in quanto è un sottogruppo aperto di G) e Un Ď Um per n ď m.
Di conseguenza, esiste k tale che V Ď Uk, per cui k|x|U ď |x|V . Inoltre, scegliendo
V “ B1, questo dimostra il confronto fra |x| e |x|U .
Indichiamo con pt il nucleo associato all’operatore e´tL . Questo nucleo sarà
detto nucleo del calore. Vale il seguente teorema ([10]):
Teorema 1.13. Il nucleo del calore pt è una funzione reale positiva pari, C8, conş
G
pt “ 1, che soddisfa le seguenti stime puntuali:$&% ptpxq ď Ct
´ d
2 exp
´
´c |x|2
t
¯
per t ă 1
ptpxq ď Ct´D2 exp
´
´c |x|2
t
¯
per t ą 1
per alcune costanti C, c.
Analogamente, se T è un polinomio nelle variabili X1, . . . , Xn di grado r, esistono
costanti CT , cT tali che$&% |Tptpxq| ď CT t
´ d
2
´ r
2 exp
´
´cT |x|2t
¯
per t ă 1
|Tptpxq| ď CT t´D2 ´ r2 exp
´
´cT |x|2t
¯
per t ą 1
Le stime puntuali appena riportate consentono di ricavare delle utili stime Lp:
Teorema 1.14. Il nucleo del calore pt è in Lp per ogni 1 ď p ď `8 e esiste una
costante C tale che #
}pt}Lp ď Ct´
d
2p1 per t ă 1
}pt}Lp ď Ct´
D
2p1 per t ą 1
Analogamente, per ogni operatore differenziale T invariante a sinistra di grado r,
esiste una costante CT tale che#
}Tpt}Lp ď CT t´
d
2p1´ r2 per t ă 1
}Tpt}Lp ď CT t´
D
2p1´ r2 per t ą 1
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Dimostrazione. Sia Anptq :“
!
x P G
ˇˇˇ
n ď |x|2
t
ď n` 1
)
. Allora, usando le stime
del Teorema 1.14, si ha che, per t ď 1, indicando con C una generica costante,
}pt}pLp “
ż
Bp?tq
pt
p `
ÿ
ně1
ż
An
pt
p ď
ď Cpt´ pd2 t d2 `
`8ÿ
n“1
Cpt´
pd
2 e´pcn
ˇˇˇ
Bpatpn` 1qqˇˇˇ ď
ď Cpt´ pp´1qd2 `
`8ÿ
n“1
Cpt´
pd
2 t
d
2 e´pcnn
maxpd,Dq
2 ď Cpt´ dpp´1q2 ,
da cui }pt}pLp ď Ct´
d
2p1 .
Analogamente, per t ě 1, definendo Cn :“
!
x P G
ˇˇˇ
2n ď |x|2
t
ď 2n`1
)
,
}pt}pLp “
ÿ
nPZ
ż
Cn
pt
p ď
ÿ
ně´ log2 t
ż
Cn
pt
p `
ż
Bp1q
pt
p ď
ď
ÿ
ně´ log2 t
Cpt´
pD
2 e´pc2
n
ˇˇˇ
Bp?t2n`12 q
ˇˇˇ
` Cpt´ pD2 |Bp1q|
˜
Cp2
D
2
ÿ
nPZ
e´pc2
n
2
Dn
2
¸
t´
pp´1qD
2 ` Cpt´ pD2
Ma poiché ÿ
nPZ
e´pc2
n
2
Dn
2 “
ÿ
nď0
e´pc2
n
2
Dn
2 `
ÿ
ną0
e´pc2
n
2
Dn
2 ď
ď
ÿ
nď0
2Dn2`
ÿ
ną1
e´pcnn
D
2 ď C,
segue la tesi.
Il conto per le norme Lp di Tpt è formalmente identico, in quanto si sono usate
solo le stime puntuali del nucleo del calore.
A loro volta, le stime puntali e le stime Lp sul nucleo del calore da sole consentono
di ricavare informazioni molto utili sull’operatore L , come si vedrà nei prossimi
capitoli. Un risultato basilare ma importante, che dipende fortemente dalla non
compattezza del gruppo G, è il seguente:
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Teorema 1.15. L è iniettivo.
Dimostrazione. Sia f P KerpL q. Allora e´tL f “ f per ogni t P R`, e quindi
f ˚ pt “ f .
Sia φ P C8c tale che }φ´ f}L2 ă ε. Allora, dato che
››e´tL ››
L2ÑL2 “ 1, si ha
che }pf ´ φq ˚ pt}L2 ă ε . Inoltre, poiché f ˚ pt “ f, pf ´ φq ˚ pt “ f ´ φ ˚ pt.
Poiché G è non compatto, D ą 0, per cui per le stime Lp sul nucleo del calore,
limtÑ`8 }pt}L2 “ 0, e di conseguenza limtÑ`8 }φ ˚ pt}L2 “ 0. Per cui si deve avere
che
}f}L2 “ limtÑ`8 }f ´ φ ˚ pt}L2 “ limtÑ`8 }pf ´ φq ˚ pt}L2 ď ε.
Per l’arbitrarietà di ε, questo implica che f ” 0.
Nei prossimi capitoli, oltre al nucleo del calore, sarà utile fare riferimento anche
ai nuclei relativi all’equazione delle onde. Il risultato più importante è il seguente:
Teorema 1.16. L’equazione delle onde$&% utt “ ∆uup0, ¨q “ u0
utp0, ¨q “ v0
con u0, v0 P L2 ha soluzione in L2
u “ cos
´
tL
1
2
¯
u0 `L ´ 12 sin
´
tL
1
2
¯
v0
e i nuclei associati agli operatori cos
´
tL
1
2
¯
, L ´
1
2 sin
´
tL
1
2
¯
hanno supporto su
Bt.
Dimostrazione. Si veda [7].
Infine, enunciamo un risultato che sarà utile nel seguito:
Teorema 1.17. Sia µ una misura Borel regolare su Rn, finita sui compatti. Sia f
µ-localmente integrabile. Allora
lim
δÑ0
1
µpBδq
ż
Bδ
|fpγq ´ fpλq| dµpγq “ 0
per µ-quasi ogni λ P Rn.
Dimostrazione. E’ un caso particolare del Corollario 2.9.9. di [3].
Capitolo 2
Misure di Plancherel
2.1 Gruppi a crescita polinomiale
In questa sezione, G sarà un gruppo connesso non compatto a crescita polinomiale e
sarà fissato ∆ “ X21 `¨ ¨ ¨`X2n. Indichiamo con tEλuλPR` la risoluzione dell’identità
associata ad L .
Proposizione 2.1. Se f : R` Ñ C boreliana, allora fpL q commuta con le
traslazioni sinistre.
Dimostrazione. Le traslazioni sinistre tLxuxPG sono una famiglia di operatori unitari
su L2, per cui LxL |C8c L´1x è un operatore essenzialmente autoaggiunto, che ha
LxL L´1x come unica estensione autoaggiunta (per il Teorema 1.5). Ma poiché
L commuta con le traslazioni sinistre, si ha che LxL |C8c L´1x “ L |C8c , che
ha L come unica estensione autoaggiunta. Di conseguenza, si deve avere che
LxL L´1x “ L .
Ricordiamo il Teorema del nucleo di Schwartz, adattato al caso particolare di
operatori invarianti a sinistra su Gruppi di Lie:
Teorema 2.2. Sia F : C8c pGq Ñ C8c pGq˚ un operatore lineare continuo invariante
per traslazioni sinistre. Allora esiste un un’unica distribuzione T su G tale che
Fφ “ φ ˚ T per ogni φ P C8c pGq.
Definizione 2.3. Per f : R` Ñ C boreliana, tale che C8c Ď DpfpL qq, indichiamo
con fˇ la distribuzione tale che fpL qϕ “ ϕ ˚ fˇ per ogni ϕ P C8c pGq.
Lemma 2.4. Se C8c Ď DpfpL qq,DpfgpL qq e gˇ P DpfpL qq, allora pfgq_ “
fpL qgˇ.
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Dimostrazione. Sia φ P C8c . Allora
pfgqpL qφ “ fpL qgpL qφ “ fpL qpφ ˚ gˇq “ fpL q
ż
G
φpyqLygˇdy.
Ma φ P C8c , quindi esistono ani , yni tali cheÿ
i
ani Lyni gˇ Ñ
ż
G
φpyqLygˇ
e ÿ
i
ani Lyni L gˇ Ñ
ż
G
φpyqLyL gˇ.
Per cui essendo l’operatore fpL q chiuso e invariante per traslazioni, si ha che
fpL q
ż
G
φpyqLygˇdy “
ż
G
φpyqLyfpL qgˇ “ φ ˚ fpL qgˇ.
Sia φ : GÑ C. Indichiamo con φ˚ la funzione φ˚pxq “ φpx´1q.
Lemma 2.5. Sia f come nella Definizione 2.3 tale che fˇ sia una funzione
localmente integrabile. Allora pfˇq˚ “ f_.
Dimostrazione. Poiché per il Teorema Spettrale fpL q˚ “ fpL q, basta notare che
@
φ ˚ fˇ , ψD “ ż
G
ż
G
φpyqfˇpy´1xqψpxqdydx “
ż
G
φpyq
ż
G
ψpxqfˇpy´1xqdxdy “ż
G
φpyqψ ˚ pfˇq˚pyqdy “ @φ, ψ ˚ fˇ˚D
per ogni φ, ψ P C8c pGq.
Adesso siamo pronti a dimostrare il primo risultato importante di questa tesi:
Teorema 2.6. Esiste un’unica misura positiva µ su R` tale che fˇ P L2pGq se e
solo se f P L2pR`, µq e
››fˇ››2
L2pGq “
ż
R`
|f |2pλqdµpλq.
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Dimostrazione. L’unicità è automatica dalla formula. Sia b ą 0, f limitata con
supporto compatto in r0, bs. Allora fˇ “ `ep¨qf1p0,bse´p¨q˘_ “ eL fpL q1p0,bspL qp1,
da cui, per 1.14,
››fˇ››
L2
ď }f}8Ceb. Quindi,››fˇ››2
L2
“ fˇ ˚ fˇ˚peq “ f ˚ fˇ˚ ˚ 1ˇr0,bs ˚ 1ˇr0,bspeq “
“ `|f |2˘_ ˚ 1ˇr0,bs ˚ 1ˇr0,bspeq “ |f |2pL q1ˇr0,bs ˚ 1ˇr0,bspeq@|f |2pL q1ˇr0,bs, 1ˇr0,bsD “ ż
R`
|f |2dEλ
`
1ˇr0,bs, 1ˇr0,bs
˘
per cui per f limitata a supporto compatto in r0, bs, esiste una misura µb per cui
vale l’enunciato della tesi. Ma poiché questo è vero indipendentemente da b, si deve
avere che le misure dEλ
`
1ˇr0,bs, 1ˇr0,bs
˘
si incollano ad un’unica misura boreliana µ.
Inoltre, se f P L2pµq, chiamando fn la proiezione di f sul convesso delle funzioni
limitate in modulo da n a supporto in r0, ns, vale che:
•
››fˇn ´ fˇm››L2 “ }fn ´ fm}L2 , quindi fˇn è una successione di Cauchy in L2pGq,
quindi converge fortemente ad una certa funzione g in L2.
• Se φ è nel dominio di fpL q, allora fnpL qφÑ fpL qφ fortemente in L2.
• Quindi, in distribuzione (e a posteriori in C0), φ˚g “ limφ˚fˇn “ lim fnpL qφ “
fpL qφ.
• Poiché il dominio di fpL q è denso in L2, fˇ “ g e quindi
››fˇ››2
L2
“ }g}2L2 “
ż
|f |2dµ.
Infine, se f non è in L2, supponiamo per assurdo che fˇ sia in L2. Allora prendendo
fn :“ f1t|f |ănu1r0,ns, si ha che
››fˇn››L2 Ñ `8. Ma se supp g Ď t|f | ă nu X r0, ns,
fpL qgˇ “ fnpL qgˇ, per cui
››fˇ››
L2
“ }fpL q}2Ñ8 ě
fpL qfn_peq›››fn_›››
L2
“ fnpL qfn
_peq›››fn_›››
L2
“
“ fˇn ˚ fˇn
˚peq›››fn_›››
L2
“
››fˇn››2L2››fˇn››L2 “
››fˇn››L2 Ñ `8,
assurdo.
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Proposizione 2.7. Sia F la funzione di ripartizione della misura µ data dal
Teorema 2.6. Allora: #
F pbq ď CbD2 per b ă 1
F pbq ď Cb d2 per b ą 1
Dimostrazione.
F pbq “ µpr0, bsq “ ››1r0,bs››2L2 ď ›››ee´ ¨b ›››2L2 “ e2 ›››´e´ ¨b¯_››› “ e2 ›››p 1b ›››2L2 ,
per cui la tesi segue dalle stime del Teorema 1.14.
Lemma 2.8. Lo spazio vettoriale X “ Span te´t¨| t P R`u è denso in Lppµq per
ogni 1 ď p ă `8. Inoltre, XR “ SpanR te´t¨| t P R`u è denso in LpRpµq :“
Lppµq X tf |fè reale quasi ovunqueu @p : 1 ď p ă `8.
Dimostrazione. Per linearità, basta dimostrare la tesi per XR. Per il teorema
di Stone-Weierstrass, essendo XR un’algebra di funzioni in C0 pr0,`8q,Rq che
separa i punti e che contiene una funzione che non si annulla mai, XR è denso
in C0 pr0,`8q,Rq. Sia f continua a supporto compatto, supppfq Ď r0, bs, f a
valori reali. Sia gn P XR tale che }fen¨ ´ gn}8 ď n´1. Allora gnen¨ P XR eˇˇ
fpλq ´ gnpλqenλ
ˇˇ ď n´1e´nλ. Per cui, per la Proposizione 2.7:
››f ´ e´n¨gn››pLp “ żr0,bs |f ´ e´n¨gn|pλqdµpλq `
ż
pb,`8q
|f ´ e´n¨gn|pλqdµpλq ď
ż
r0,bs
1
n
dµpλq `
ż
pb,`8q
e´nλ
n
dµpλq “
F pbq
n
` e
´nb
n
F pbq `
ż
pb,`8q
e´nλF pλqdλ ď
F pbq
n
` e
´nb
n
F pbq ` Cb
ż
pb,`8q
e´nλλDdλ,
che tende a 0 per n Ñ 8, quindi f P XR. Ma poiché Cc è denso in Lp, allora
Lp Ď XR.
Lemma 2.9. Se f, g, fg P L2pµq, allora pfgq_ “ fˇ ˚ gˇ.
Dimostrazione. Per il Lemma 2.4 e il Teorema 2.6, se h P C8c , allora pfhq_ “
L f ˚ hˇ “ fˇ ˚ gˇ. Quindi, se gn Ñ h in L2, con gn P C8c , allora fˇ ˚ gˇn Ñ fˇ ˚ gˇ in C0
e pfgnq_ Ñ pfgq_ in distribuzione, quindi pfgq_ “ fˇ ˚ gˇ.
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Proposizione 2.10. La mappa _ : L1pµq X L2pµq Ñ L2pGq è tale che`
L1pµq X L2pµq˘_ Ď C0
e si estende ad una mappa lineare continua L1pµq Ñ C0 tale che
››fˇ››8 ď ››fˇ››L1pµq.
Dimostrazione. Sia f P L1pµq X L2pµq. Sia f “ a|f |g, con |g| “ a|f |. Allora›››a|f |›››2
L2pµq
“ }g}2L2pµq “ }f}L1 . Per il Lemma 2.9, fˇ “
a|f |_ ˚ gˇ, quindi fˇ P C0.
Inoltre››fˇ››
C0
ď
›››a|f |_›››
L2pGq
}gˇ}L2pGq “
›››a|f |›››
L2pµq
}g}L2pµq “
›››a|f |›››2
L2pµq
“ }f}L1 ,
da cui segue la tesi per densità di L1pµq X L2pµq in L1pµq.
Attraverso quest’ultima Proposizione, siamo pronti a definire l’operatore K
descritto nell’introduzione, e a dimostrare qualche sua proprietà basilare:
Teorema 2.11. Esiste una funzione K : GˆR` Ñ C, K P L8pdµbdxq, }K}8 ď 1
tale che @f P L1pµq,
fˇpxq “
ż
R`
fpλqKpλ, xqdµpλq.
Inoltre, per quasi ogni λ, Kpλ, ¨q P C8pGq e ∆Kpλ, ¨q “ ´λK.
Dimostrazione. Definiamo l’operatore Λ : L1pdµb dxq Ñ C come
ΛH :“
ż
G
Hp¨, xq_pxqdx.
Per la Proposizione 2.10, si ha che }Hp¨, xq_}8 ď }Hp¨, xq}L1 , per cui si ha che}Λ} ď 1. Di conseguenza, esiste una funzione K P L8pdµb dxq, }K}L8 ď 1, tale
che
ΛH “
ż
G
ż
R`
Hpλ, xqKpλ, xqdµpλqdµx.
Specializzando questa identità ad H della forma Hpλ, xq “ fpλqφpxq, con f P
L1pµq,φ P L1pGq, si ha cheż
G
fˇpxqφpxqdx “
ż
G
ż
R`
fpλqφpxqKpλ, xqdµpλqdx,
per cui si deve avere che per quasi ogni x, fˇpxq “ şR` fpλqKpλ, xqdµpλq. Inoltre,
se f P L1pr0, bs, dµq, per il Lemma 2.4 L pfˇq “ p¨fp¨qq_. Quindi, se φ P C8c pGq,ż
G
ż
R`
L φpyqfpλqKpλ, y´1qdµpλqdy “
ż
G
L φpyqfˇpy´1qdy “
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L φ ˚ fˇpeq “ fpL qL φpeq “ L fpL qφpeq “ φ ˚ p¨fp¨qq_peq “ż
G
φpyqp¨fp¨qq_py´1qdy “
ż
G
ż
R`
φpyqλfpλqKpλ, y´1qdµpλqdy.
Di conseguenza, per ogni φ P C8c , xLKpλ, ¨q, φy “ xλKpλ, ¨q, φy per quasi ogni
λ. Ma poiché C20pGq è separabile e C8c è denso in C20 , si ha che per quasi ogni
λ, xLKpλ, ¨q, φy “ xλKpλ, ¨q, φy per un insieme di φ denso in C20 . Ma poiché L :
C20 Ñ C è continuo, questo implica che per lo stesso insieme di λ, xLKpλ, ¨q, φy “
xλKpλ, ¨q, φy per ogni φ P C20 , e quindi per ogni φ P C8c . Di conseguenza, per quasi
ogni λ, LKpλ, ¨q “ λKpλ, ¨q in distribuzione.
Essendo ∆ ipoellittico, questo implica che, a meno di modificare K su un insieme di
misura nulla nella variabile x, per quasi ogni λ si ha che Kpλ, ¨q è C8 e ∆Kpλ, ¨q “
´λK.
Lemma 2.12. Sia K come nel Teorema 2.11. Allora, per quasi ogni λ, Kpλ, ¨q è
reale e pari (cioè Kpλ, xq “ Kpλ, x´1q per ogni x P G).
Dimostrazione. La tesi è equivalente a dimostrare cheż
R`
Kpλ, x´1qfpxqdµpλq “
ż
R`
Kpλ, xqfpxqdµpλq P R
@f P L1 reale @x P G. Poiché K è limitato in L8, è sufficiente verificare la tesi
su un denso, come XR del Lemma 2.8. Quindi sia f P XR, fpλq “ řiPI aie´tiλ,
con ai P R @i P I. Dunque per linearità, basta dimostrare la tesi per e´tλ. Per il
Teorema 1.13:ż
R`
Kpλ, xqfpxqdµpλq “
ż
R`
Kpλ, xqe´tλdµpλq “ ptpxq “
ptpx´1q “
ż
R`
Kpλ, x´1qe´tiλdµpλq “
ż
R`
Kpλ, x´1qfpxqdµpλq
che è reale sempre per il Teorema 1.13.
Teorema 2.13. Sia φ P L1pGq X L2pGq. Allora φˆ :“ _˚pφq è dato da
φˆpλq “
ż
G
φpxqKpλ, xqdx,
e quindi ˆ¨ si estende in modo unico ad una funzione continua da L1pGq a L8pGq.
Dimostrazione. Sia f P L1pµq X L2pµq. Allora, per il Teorema 2.11 e per il Lemma
2.12: ż
R`
fpλqφˆpλqdµpλq “
A
f, φˆ
E
“
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@
fˇ , φ
D “ ż
G
fˇpxqφpxqdx “ż
G
ż
R`
fpλqKpλ, xqφpxqdµpλqdx “ż
R`
fpλq
ż
G
Kpλ, xqφpxqdxdµpλq “ż
R`
fpλq
ż
G
pφpxqKpλ, xqqdxdµpλq
da cui segue la tesi per densità di L1pµq X L2pµq in L2pµq.
Proposizione 2.14. Se f è µ-localmente integrabile, e fˇ P L1pGq, allora
fˇ ˚Kpλ, ¨q “ Kpλ, ¨q ˚ fˇ “ fpλqKpλ, ¨q
per µ-quasi ogni λ.
Dimostrazione. Per il Teorema 1.17, per quasi ogni λ vale che
Kpλ, xq “ lim
δÑ0
1
µ prλ´ δ, λ` δsq
ż
rλ´δ,λ`δs
Kpλ, xqdµpλq “
lim
δÑ0
1
µ prλ´ δ, λ` δsq 1ˇprλ´δ,λ`δsqpxq.
Per il Teorema 2.13, ›››› 1µ prλ´ δ, λ` δsq 1ˇprλ´δ,λ`δsq
››››
8
è uniformemente limitato in δ. Quindi, per convergenza dominata e per il Lemma
2.9: ˇˇ`
fˇ ˚Kpλ, ¨q˘ pxq ´ fpλqKpλ, xqˇˇ “ˇˇˇˇ
lim
δÑ0 fˇ ˚
1
µ prλ´ δ, λ` δsq 1ˇprλ´δ,λ`δsqpxq ´ fpλq1ˇprλ´δ,λ`δsqpxq
ˇˇˇˇ
“ˇˇˇˇ
lim
δÑ0
1
µ prλ´ δ, λ` δsq
`
f ´ fpλq1prλ´δ,λ`δsq
˘_ pxqˇˇˇˇ ď
lim sup
δÑ0
1
µ prλ´ δ, λ` δsq
››f ´ fpλq1prλ´δ,λ`δsq››L1pµq “ 0
per µ-quasi ogni λ, sempre per il Teorema 1.17.
Infine, poiché il gruppo G è separabile, e le funzioni fˇ ˚Kpλ, ¨q, Kpλ, ¨q sono continue
per quasi ogni λ, si può scegliere l’insieme per cui vale la tesi indipendentemente
da x. La dimostrazione per
`
Kpλ, ¨q ˚ fˇ˘ pxq ´ fpλqKpλ, xq è analoga.
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Lemma 2.15. Se T è un monomio di grado r in X1, . . . , Xn , allora esiste una
costante A indipendente da r tali che per quasi ogni λ
}TKpλ, ¨q}8 ď Arλ
r
2
Dimostrazione. Per la Proposizione 2.14 con f “ pt, per ogni t si ha che per quasi
ogni λ:
Kpλ, ¨q “ etλKpλ, ¨q ˚ pt.
Inoltre, poiché i razionali sono densi in R e pt è continua in t, l’insieme dei λ per
cui vale l’uguaglianza si può scegliere indipendentemente da t. Quindi, scegliendo
t “ 1
λ
, si ha che, per quasi ogni λ,
Kpλ, ¨q “ eKpλ, ¨q ˚ p 1
λ
.
Quindi, per il Teorema 1.14,
|XjTKpλ, ¨q| “
ˇˇˇ
eTKpλ, ¨q ˚Xjp 1
λ
ˇˇˇ
ď
e }TKpλ, ¨q}8
›››Xjp 1
λ
›››
L1
ď eCλ 12 }TKpλ, ¨q}8 ,
per cui la tesi segue procedendo induttivamente su T .
Osserviamo inoltre che questa stima in λ non è migliorabile: come si vedrà più
nel dettaglio nel Capitolo 3, scegliendo G “ R, ∆ “ d2
dt2
, si ottiene che
Kpλ, xq “ cos
´?
λx
¯
,
e quindi ›››› drdxrKpλ, xq
››››
8
“ λ r2 .
Teorema 2.16. La funzione Kpλ, ¨q è analitica per quasi ogni λ.
Dimostrazione. La tesi segue direttamente dal Lemma 2.15.
Proposizione 2.17. Per quasi ogni λ P R`, Kpλ, eq ” 1.
Dimostrazione. Sia f P L1pµq. Allora, poiché il nucleo del calore pt è un’identità
approssimata per tÑ 0 e pt “ pt˚ :ż
R`
fpλqKpλ, eqdµpλq “ fˇpeq “ lim
tÑ0 fˇ ˚ ptpeq “ limtÑ0
@
fˇ , pt
D “
lim
tÑ0
ż
R`
fpλqe´tλdµpλq “
ż
R`
fpλqdµpλq.
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Proposizione 2.18. A meno di modificare Kpλ, ¨q su un insieme di misura nulla
in λ, Kp0, ¨q :“ limλÑ0Kpλ, ¨q ” 1 nella topologia di C8pGq e anche in L8pGq con
la topologia w˚.
Dimostrazione. A meno di cambiare Kp¨, xq su un insieme di misura nulla, posso
supporre che in un intorno di 0 valgano la Proposizione 2.17 e la Proposizione 2.14
applicata ad f “ e´t¨.
Per il Lemma 2.15, le funzioni TKpλ, ¨q sono equilipshitziane per λ ă 1. Sia quindi
H un punto limite di Kpλ, ¨q per λÑ 0 e siano λn tali che Kpλn, ¨q Ñ H in C8pGq.
A meno di sottosuccessioni, posso supporre che la convergenza sia anche in L8
debole*. Allora:
LH “ lim
n
LKpλn, ¨q “ lim
n
λnKpλn, ¨q “ 0,
e per la Proposizione 2.17,
Hpeq “ lim
n
Kpλn, eq “ 1
e per il Teorema 2.11,
}H}8 ď lim sup
n
}Kpλn, ¨q}8 “ 1.
Inoltre per la Proposizione 2.14, e per convergenza dominata:
pt ˚H “ lim
n
pt ˚Kpλn, ¨q “ lim
n
e´λntKpλn, ¨q “ H,
ma quindi
1 “ Hpeq “ pt ˚Hpeq “
ż
G
ptpyqHpy´1xqdy ď
ż
G
ptpyqdy “ 1,
per cui si deve avere H ” 1.
Teorema 2.19. Sia f P L1pGq. Allora fˇ è continua in 0 (a meno di modifiche su
un insieme di misura nulla).
Dimostrazione. Per la Proposizione 2.17, a meno di modificare Kpλ, ¨q (e quindi
fˇ) su un insieme di misura nulla,
fˇp0q “
ż
G
fpxqdx “ lim
λÑ0
ż
G
fpxqKpλ, xqdx “ lim
λÑ0 fˇpλq.
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Teorema 2.20. Sia f P HkpR`q, f a supporto compatto in r0, bs. Allora per ogni
0 ă α ă 2k ´ 1 esistono Ck,α e M tali cheż
G
ˇˇ
fˇpxqˇˇ2 |x|αdx ă Ck,αp1` bMq }f}Hk .
Dimostrazione. Senza perdere generalità, posso supporre b ą 1. Sia ht : R Ñ C
pari tale che fpλq “ ht
`?
λ
˘
e´λt. Allora
fˇ “ hpL 12 qpt “ 1
pi
ż `8
0
hˆtpsq cos
´
sL
1
2
¯
ptds,
con hˆ l’usuale trasformata di Fourier di h. Poiché h P Hk a supporto compatto con
k ą 1
2
, si ha che hˆt P L1pR`q. Quindiż
G
ˇˇ
fˇpxqˇˇ2 |x|αdx “ C ż
|x|ą1
ˇˇ
fˇpxqˇˇ2 ż |x|
0
rα´1drdx`
ż
B1
ˇˇ
fˇpxqˇˇ2 |x|αdx “
C
ż 8
1
rα´1
ż
|x|ąr
ˇˇ
fˇpxqˇˇ2 dxdr ` C ż 1
0
rα´1
ż
|x|ąr
ˇˇ
fˇpxqˇˇ2 dxdr`ż
B1
ˇˇ
fˇpxqˇˇ2 |x|αdx ď
C
ż 8
1
rα´1
ż
|x|ąr
ˇˇ
fˇpxqˇˇ2 dxdr ` C ››fˇ››
L2pGq “
C
ż 8
1
rα´1
ż
|x|ąr
ˇˇ
fˇpxqˇˇ2 dxdr ` C }f}L2pµq (2.1)
Scegliendo c “ b´1, in modo che }hc}Hk ď Cbk }f}Hk ,ż
|x|ąr
ˇˇ
fˇpxqˇˇ2 dx “ C ż
|x|ąr
ˇˇˇˇż `8
0
hˆcpsq cos
´
sL
1
2
¯
pcdx
ˇˇˇˇ2
.
Vale che, per la propagazione a velocità finita per la soluzione dell’equazione delle
onde: ›››››
ż `8
0
hˆcpsq cos
´
sL
1
2
¯
pc
ˇˇˇˇ
Bcr
›››››
2
L2pGq
ď
›››››C
ż `8
0
hˆcpsq cos
´
sL
1
2
¯´
pc1B r
2
¯
ds
ˇˇˇˇ
Bcr
›››››
2
L2pGq
`
›››››C
ż `8
0
hˆcpsq cos
´
sL
1
2
¯´
pc1Bcr
2
¯
ds
ˇˇˇˇ
Bcr
›››››
2
L2pGq
ď
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››››››C
ż `8
r
2
hˆcpsq cos
´
sL
1
2
¯´
pc1B r
2
¯
ds
ˇˇˇˇ
ˇ
Bcr
››››››
2
L2pGq
`
››››C ż `8
0
hˆcpsq cos
´
sL
1
2
¯´
pc1Bcr
2
¯
ds
››››2
L2pGq
Poiché
ş`8
0
hˆcpsq cos
´
sL
1
2
¯
“ hcpL 12 q e
›››hcpL 12 q›››
L2ÑL2
ď }hc}8, questo si stima
con
C
›››››
ż `8
r
2
1
sk
ˇˇˇˇy
h
pkq
c psq
ˇˇˇˇ
cos
´
sL
1
2
¯´
pc1B r
2
¯
dx
›››››
2
L2pGq
` }hc}28
›››pc1Bcr
2
›››2
L2pGq
ď Cr´2k`1 ››hpkqc ››2L2pR`q }pc}2L2pGq ` C }f}28 ›››pc1Bcr
2
›››2
L2pGq
ď
ď Cr´2k`1b2k }f}2Hk c´d ` C }f}28Cc´de´C
r2
c .
Di conseguenza
C
ż `8
1
rα´1
ż
|x|ąr
ˇˇ
fˇpxqˇˇ2 dxdr ď
C
ż `8
1
rα´1c´dr´2k`1b2k }f}2HkpR`q ď
Cb2k`d }f}2HkpR`q .
Inoltre
}f}2L2pµq ď }f}28 µpr0, bsq ď Cb
d
2 }f}Hk ,
per cui la tesi segue sommando in 2.1.
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Teorema 2.21. La mappa _ manda SpR`q in SpGq.
Dimostrazione. Sia OrpGq :“ tf localmente integrabili : p1`|x|´rqf P L2pGqu. Sia
f P SpR`q, e sia ρn una funzione C8pR`q, con 0 ď ρn ď 1, tale che supppρnq Ď Bn`1,
ρn ” 1 su Bn e }ρn}Ck ď C, con C indipendente da n. Per il Teorema 2.20,ż
G
|x|m ˇˇfˇpxqˇˇ2 dx “
ż
G
|x|m |pfρ1q_ pxq|2 dx`
ÿ
n
ż
G
|x|m |pfpρn`1 ´ ρnqq_ pxq|2 dx ď
C }fρ1}2Hk ` C
ÿ
n
nM }fpρn`1 ´ ρnq}2Hk .
Ma poiché se ρn`1 ´ ρnpxq ‰ 0, allora n ď x ď n` 2, questo è ď di:
C }f}2Hk ` C
ÿ
n
›››¨M2 fpρn`1 ´ ρnq›››2
Hk
ď
C }f}2Hk ` C
›››¨M2 f›››2
Hk
ă `8,
quindi fˇ P OrpGq @r P R. Analogamente, dato che L nfˇ “ p¨nfq_, anche L nfˇ P
OrpGq @r P R. Di conseguenza, per ipoellitticità di L , dato un qualsiasi operatore
differenziale T invariante a sinistra, esiste k tale che
lim
xÑ8 |x|
α|T fˇpxq| ď lim sup
xÑ8
C|x|α ››L kfˇ››
Brpxq “ 0,
per cui T fˇ P O´8pGq per ogni T come sopra, da cui fˇ P SpGq.
2.2 Gruppi Omogenei
In questa sezione, analizziamo le proprietà della misura µ del Teorema 2.6 e dei
nuclei definiti dal Teorema 2.11 in un caso speciale.
Definizione 2.22. Un gruppo di Lie G si dice omogeneo graduato rispetto ad una
famiglia di dilatazioni tδτuτPR se
(i) δτ : GÑ G è un automorfismo di gruppo,
(ii) δσδτ “ δστ
(iii) Si può scomporre l’algebra di Lie di G come g “ g1 ‘ ¨ ¨ ¨ ‘ gn in modo che
per ogni τ , dδτ |gi “ τ iI.
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Indichiamo con δτx anche con τ ¨ x.
Proposizione 2.23. Sia G un gruppo omogeneo graduato rispetto alle dilatazioni
δτ . Allora G è nilpotente e rgi, gjs Ď gi`j
Dimostrazione. Sia τ “ 2, x P gi, y P gj. Allora dδ2 rx, ys “ rdδ2x, dδ2ys “
2i`j rx, ys, da cui rx, ys P gi`j. Inoltre, se i` j ą n, gi`j “ 0, quindi rx, ys “ 0.
Sia adesso vj “Àni“j gi. Allora, per induzione, gk Ď vk:
gk`1 “
«
gk,
nà
i“1
gi
ff
“
nÿ
i“1
“
gk, gi
‰ Ď nÿ
i“1
rvk, gis Ď
nÿ
i“1
vk`i Ď vk`1.
Di conseguenza, se k ą n, gk “ 0, e quindi G è nilpotente.
Assumiamo adesso G semplicemente connesso. Essendo G nilpotente, G è
diffeomorfo ad RN per un certo N attraverso la mappa esponenziale, la mappa
di traslazione Lx in carta è polinomiale in x (per la formula di Baker-Campbell-
Hausdorff) e la misura di Haar è uguale alla misura di Lebesgue. Di conseguenza,
essendo il prodotto fra due elementi polinomiale, si ha che G è a crescita polinomiale.
(Tutti questi risultati si possono trovare in dettaglio in [10]).
Lemma 2.24. Sia Y P g. Allora
τ ¨ expptY q “ expptdδτY q.
In particolare, se Y P gi, allora
τ ¨ expptY q “ expptτ iY q.
Dimostrazione. Vale che
d
dt
τ ¨ expptY q “ dδτ
ˆ
d
dt
expptY q
˙
“ dδτ pY q,
da cui segue la tesi per definizione di exp.
Lemma 2.25. Sia Q :“ řni“1 i dimpgiq. Allora lo Jacobiano della mappa δτ : GÑ
G è |Jδτ | “ τQ
Dimostrazione. Essendo δτ un automorfismo di gruppo, basta calcolarne il deter-
minante del differenziale nell’identità, in quanto l’immagine della misura di Haar
attraverso automorfismi è un’altra misura di Haar (e quindi cambia di una costante).
Ma poiché dδτ |gi “ τ iI, vale che nell’elemento neutro
|Jδτ | “
kź
i“1
τ idimpgiq “ τři“1n i dimpgiq “ τQ.
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Definizione 2.26. Un gruppo omogeneo si dice stratificato se la sua algebra di
Lie g è generata da g1.
Adesso consideriamo su un gruppo stratificato G un Sublaplaciano della forma
∆ “ řni“1X2i , con pXiqi“1,...,n una base di g1. Ricordiamo che |x| :“ dpe, xq. Si ha
che:
Proposizione 2.27. La dimensione d in 0 di G è uguale alla sua dimensione D
all’infinito e d “ D “ Q “ ři“1n i dimpgiq
Dimostrazione. In quanto δτ è un automorfismo, la distanza di Carnot-Caratheodory
soddisfa
dpτ ¨ x, τ ¨ yq “ inf
γPC8pp0,1qq
9γptq“řni“1 aiptqXi
γp0q“τ ¨x,γp1q“τ ¨y
#ż 1
0
d
nÿ
i“0
a2idt
+
“
inf
τγPC8pp0,1qq
dδτ 9γptq“řni“1 aiptqτ ¨Xi
γp0q“x,γp1q“y
#ż 1
0
d
nÿ
i“0
τ 2a2idt
+
“
inf
γPC8pp0,1qq
9γptq“řni“1 aiptqXi
γp0q“x,γp1q“y
#ż 1
0
d
nÿ
i“0
τ 2a2idt
+
“ τdpx, yq.
Di conseguenza, per il Lemma 2.25,
|Brpxq| “ |δτB1pxq| “ τQ|B1pxq| „ τQ
sia per r Ñ 0 che per r Ñ 8.
Lemma 2.28. Sia f : R` Ñ C una funzione boreliana tale che fˇ P S 1pGq. Allora
per ogni φ P SpGq, δτ´1fpL qδτφ “ fpτ 2L qφ.
Dimostrazione. Verifichiamo per prima cosa l’omogeneità di L . Per φ P C8pGq si
ha che, per il Lemma 2.24:
pδτ´1L δτφq pxq “ pL δτφq pτ´1 ¨ xq “ L φpτ ¨qpτ´1xq
kÿ
i“1
d2
dt2
φ pxτ ¨ expptXiqq
ˇˇˇˇ
t“0
“
kÿ
i“1
d2
dt2
φ px expptτXiqq
ˇˇˇˇ
t“0
“
kÿ
i“1
τ 2
d2
dt2
φ px expptXiqq
ˇˇˇˇ
t“0
“ `τ 2L φ˘ pxq,
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per cui
pδτ´1L δτ q “ τ 2L .
Di conseguenza essendo δτ un multiplo di un operatore unitario,
δτ´1fpL qδτ “ fpδτ´1L δτ q “ fpτ 2L qφ.
Lemma 2.29. Sia T P S 1pGq, e sia T˜ : SpGq Ñ CpGq l’operatore definito da
Tφ :“ φ ˚ T . Allora ´
δτ´1T˜ δτφ
¯
“ φ ˚ τ´Dδτ´1T
Dimostrazione. Per continuità basta dimostrare il Lemma quando T è una funzione
continua ψ. Allora´
δτ´1T˜ δτφ
¯
pxq “ δτ´1 pδτφ ˚ ψq pxq “ δτφ ˚ ψpτ´1xq “ż
G
φpτ ¨ yqψpy´1τ´1 ¨ xqdy,
che ponendo z “ τy, per il Lemma 2.25, è uguale aż
G
τ´Dφpzqψpτ´1z´1τ´1xqdz “
ż
G
τ´Dφpzqδτ´1ψpτ´1z´1q,
da cui segue la tesi.
Lemma 2.30. Vale che }fpτ 2¨q_}2L2pGq “ τ´D
››fˇ››2
L2pGq.
Dimostrazione. Per i Lemmi 2.28 e 2.29, fpτ 2¨q_ “ τ´Dδτ´1 fˇ . Per cui››fpτ 2¨q_››2
L2
“ τ´2D
ż
G
ˇˇ
fˇpτ´1 ¨ xqˇˇ2 dx “
τ´2D
ż
G
ˇˇ
fˇpyqˇˇ2 τDdy “ τ´D ››fˇ››2
L2pGq .
Teorema 2.31. Sia G un gruppo stratificato semplicemente connesso, ∆ un su-
blaplaciano omogeneo, e sia µ definita nel Teorema 2.6. Allora µ è assolutamente
continua rispetto a Lebesgue e vale che, per una certa costante C,
dµpλq “ CλD2 ´1dλ.
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Dimostrazione. Si ha che, per il Lemma 2.30
µpra, bqq “
ż
R`
1r0,bqdµ´
ż
R`
1r0,aqdµ “
››1ˇr0,bq››2L2 ´ ››1ˇr0,aq››2L2 “ ›››´1r0,aq ´ab ¨¯¯_›››2L2 ´ ››1ˇr0,aq››2L2 “››1ˇr0,aq››2L2
˜ˆ
b
a
˙D
2 ´ 1
¸
“ ››1ˇr0,aq››2L2 bD2 ´ aD2aD2
e analogamente
µprb, aqq “ ››1ˇr0,aq››2L2 aD2 ´ bD2aD2
per cui
µprλ0, λ1qq “
››1ˇr0,aq››L2
a
D
2
´
λ
D
2
1 ´ λ
D
2
0
¯
,
da cui segue la tesi.
Lemma 2.32. Sia G un gruppo stratificato, e sia X1,1, X2,1, . . . , X1,2, . . . Xm,q una
base di g tale che X¨,j sia una base di gj. Sia x P G, x “ exppři,j ai,jXi,jq. Allora
esistono due costanti C, c tali che:
c sup
i,j
!
|ai,j| 1j
)
ď |x| ď C sup
i,j
!
|ai,j| 1j
)
Dimostrazione. Considero la mappa
φpa1,1, . . . , am,Qq “
ˇˇˇˇ
ˇexp
˜ÿ
i,j
ai,jXi,j
¸ˇˇˇˇ
ˇ .
Questa mappa è continua Rn Ñ R, in quanto composizione di mappe conti-
nue, quindi assume massimo e minimo sui compatti. Inoltre, se si definisce
δτ pa1,1, . . . , am,qq :“ pτa1,1, . . . , τ jai,j, . . . , τ qam,qq, si ha che φpdδτaq “ τφpaq. Di
conseguenza, chiamando M e m rispettivamente il massimo e il minimo di φ
sull’insieme tsupi,j |ai,j|
1
j “ 1u, si ha che, per a :“ pai,jqi,j
M sup
i,j
|ai,j| 1j ě sup
i,j
|ai,j| 1j φ
˜
δˆ
supi,j |ai,j |
1
j
˙´1paq
¸
“
φpaq “
sup
i,j
|ai,j| 1j φ
˜
δˆ
supi,j |ai,j |
1
j
˙´1paq
¸
ě m sup
i,j
|ai,j| 1j ,
da cui si ha la tesi sostituendo φpaq.
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Teorema 2.33. Sia G un gruppo stratificato semplicemente connesso, e sia K
come in 2.11. Allora K soddisfa
Kpλ, xq “ Kp1, λ 12 ¨ xq.
In particolare, K è C8 in λ e esistono delle costanti Cn tali cheˇˇˇˇ Bn
BλnKpλ, xq
ˇˇˇˇ
ď Cnλ´n
´
λ
1
2 |x| ` λn2 |x|n
¯
Dimostrazione. Si ha che, per quasi ogni λ, per il Teorema 1.17,
Kpλ, xq “ lim
εÑ0
1
µprλ´ ε, λ` εsq 1ˇrλ´ε,λ`εspxq “
lim
εÑ0
1
2Ccελ
D
2
´1 1ˇrλ´ε,λ`εspxq,
che, per i Lemmi 2.28 e 2.29, scegliendo τ “ λ´ 12 , è pari a
lim
εÑ0
1
2Cελ
D
2
´1λ
D
2
´
1r1´ ελ ,1` ελspλ
´1¨q
¯_ pλ 12 ¨ xq “
lim
εÑ0
1
2Cελ
D
2
´1
µ
`“
1´ ε
λ
, 1` ε
λ
‰˘
µ
`“
1´ ε
λ
, 1` ε
λ
‰˘λD2 ´1r1´ ελ ,1` ελspλ´1¨q¯_ pλ 12 ¨ xq “
lim
εÑ0
1
2Cελ
D
2
´1
2Cε
λ
µ
`“
1´ ε
λ
, 1` ε
λ
‰˘λD2 ´1r1´ ελ ,1` ελspλ´1¨q¯_ pλ 12 ¨ xq “
lim
εÑ0
´
1r1´ ελ ,1` ελspλ
´1¨q
¯_ pλ 12 ¨ xq
µ
`“
1´ ε
λ
, 1` ε
λ
‰˘ “
Kp1, λ 12 ¨ xq.
Per le stime sulle derivate, si noti per prima cosa che, scrivendo x “ řQi“0 Yi, con
Yi P gi, e procedendo induttivamente,
Bn
BλnKpλ, xq “
nÿ
k“1
ÿ
i1,...,ik
λ
i1`¨¨¨`ik
2
´n pYik ¨ ¨ ¨Yi1Kq
´
1, λ
1
2 ¨ x
¯
.
Inoltre, per il Lemma 2.32 e il Lemma 2.15ˇˇˇ
pYik ¨ ¨ ¨Yi1Kq
´
1, λ
1
2xq
¯ˇˇˇ
ď Ck|x|i1`¨¨¨`ik ,
da cui segue direttamente la stima della tesi.

Capitolo 3
Esempi
3.1 Rn
Su Rn, lo studio delle proprietà del Laplaciano ∆ “ řni“1 BBxi 2 si riduce all’analisi
di Fourier standard. Infatti vale:
Proposizione 3.1. La dimensione d in 0 di Rn è uguale alla dimensione D
all’infinito di Rn e d “ D “ n.
Dimostrazione. Con la norma euclidea, si ha che |Bp0, rq| “ Cnrn, per cui è
sufficiente dimostrare che la distanza di Carnot-Caratheodory associata ai campi
B
Bx1 , . . . ,
B
Bxn coincide con la distanza euclidea standard su R
n. Per l’invarianza per
traslazioni, basta verificarlo su dp0, xq. Sia quindi γ : r0, 1s Ñ Rn una curva con
γp0q “ 0, γp1q “ x. Allora
dp0, xq “ inf
γ
#ż 1
0
d
nÿ
i“0
xei, 9γptqydt
+
“
inf
γ
"ż 1
0
| 9γptq| dt
*
“ inf
γ
Lpγq “ }x} .
Teorema 3.2. Sia fˇ definita come in 2.3. Allora per f P L1pλn2´1dλq vale la
formula
fˇpxq “ 1p2piqn
ż
Rn
f
`|ξ|2˘ eixξ,xydξ
Dimostrazione. Sia F l’usuale trasformata di Fourier su Rn. Poiché per φ : Rn Ñ C
si ha che
Fp∆φqpξq “ ´|ξ2|Fpφqpξq,
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si ottiene che, per f, φ P SpRnq,
FpfpL qφqpξq “ fp|ξ|2qFpφqpξq.
Di conseguenza,
fpL qφ “ F´1 `fp| ¨ |2qFpφq˘ “ F´1 `fp| ¨ |2q˘ ˚ φ,
da cui
fˇ “ F´1 `fp| ¨ |2q˘ “ 1
2pi
ż
Rn
f
`|ξ|2˘ eixξ,¨ydξ.
Inoltre, poiché per la Proposizione 2.10 la mappaˇè continua da L1 a C0, esattamente
come la mappa F´1, si ha che la formula vale per ogni f P L1.
Corollario 3.3. La misura µ definita nel Teorema 2.6 è assolutamente continua
rispetto a Lebesgue e ha densità
dµ “ Cnλn2´1dλ
Dimostrazione. Per l’usuale Teorema di Plancherel su Rn,››fˇ››2
L2
“
ż
Rn
ˇˇ
fp|ξ|2qˇˇ2 dξ “ ż
R`
|fpr2q|2ωnrn´1dr “
ωn
2
ż
R
|fpλq|2 λn´12 λ´ 12dλ “ Cn
ż
R`
|fpλq|2 λn2´1dλ.
Corollario 3.4. Sia Kpλ, xq definito come nel Teorema 2.11. Allora
Kpλ, xq “ C
Jn
2
´1
´
λ
1
2 |x|
¯
´
λ
1
2 |x|
¯n
2
´1 “: Ψn
´
λ
1
2x
¯
,
dove Jn
2
´1 è la funzione di Bessel di parametro n2 ´ 1, e C è tale che Kp0, xq “ 1.
Dimostrazione. Sia f : RÑ C una funzione in SpR`q. E’ noto che, per una certa
costante C, per ogni F radiale,
pFF qpre1q “ C
r
n
2
´1
ż `8
0
Jn
2
´1 prsq sn2´1F pse1qsds.
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Quindi, per F pξq “ fp|ξ|2q, si ha che Ff “ Cfˇ , per cui:
fˇpxq “ C|x|n2´1
ż `8
0
Jn
2
´1 p|x|sq sn2´1fps2qsds “
C
|x|n2´1
ż `8
0
Jn
2
´1
´
|x|λ 12
¯
λ
n
4
´ 1
2fpλqdλ “
ż `8
0
fpλqC
Jn
2
´1
´
λ
1
2 |x|
¯
´
λ
1
2 |x|
¯n
2
´1 λ
n
2
´1dλ,
da cui segue la tesi per unicità del nucleo K.
Si può osservare che in questo caso (essendo Rn un gruppo stratificato), come
in parte preannunciato nell’introduzione, sia la misura µ che il nucleo K sono C8
nella variabile λ.
3.2 Rn ˆK
In questo paragrafo, K sarà un gruppo compatto, e ∆K sarà l’operatore di Casimir
su K. Riportiamo senza dimostrazione il seguente teorema:
Teorema 3.5. L’operatore di Casimir ∆K ha spettro discreto, e ∆´1K : Kerp∆KqK Ñ
L2pKq è un operatore compatto.
Questo risultato e altre informazioni sull’operatore di Casimir si possono trovare
in [5].
Sul gruppo Rn ˆK, consideriamo un operatore della forma ∆ “ ∆n `∆K , con ∆n
il Laplaciano standard su Rn e ∆K l’operatore di Casimir. In questo caso si ha che:
Proposizione 3.6. La dimensione all’infinito di Rn ˆK è n, e la dimensione in
0 di Rn ˆK è n` dimK.
Dimostrazione. La distanza di Carnot-Caratheodory coincide con la distanza Rie-
manniana associata una metrica invariante a sinistra, per cui scegliendo pU, φq una
carta in un intorno di p0, eq tale che Exp ˝φ “ Id e tale che U compatto, esistono
due costanti c, C per cui vale
c }φpxq ´ φpyq} ď dpx, yq ď C }φpxq ´ φpyq} .
Inoltre la misura di Haar coincide con la forma di volume associata alla metrica,
per cui per altre costanti c, C,
crn`dimK ď |Br| ď Crn`dimK
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per r Ñ 0, da cui la dimensione in 0 del gruppo è n` dimK.
Per r Ñ 8, invece, poiché K è compatto, ha diametro finito, per cui
}x} ´ diamK ď dpp0, eq, px, eqq ´ dppx, eq, px, yqq ď
dpp0, eq, px, yqq ď
dpp0, eq, px, eqq ` dppx, eq, px, yqq ď }x} ` diamK,
per cui Br´diamKpRnq ˆK Ď BrpRn ˆKq Ď BrpRnq ˆK. Di conseguenza esistono
c, C per cui
crn ď |Br| ď Crn
per r ą 2 diamK.
Per studiare le proprietà di ∆ in questo caso particolare, è utile usare proprietà
di commutatività forte fra ∆n e ∆K . Vale il seguente:
Proposizione 3.7. Gli operatori ∆n e ∆K commutano.
Dimostrazione. Poiché ∆K ha spettro discreto e ogni autospazio ha dimensione
finita, il proiettore ortogonale su un autospazio di ∆K è dato dalla convoluzione
su K per un’autofunzione di ∆K (indipendente dal punto x di Rn). Per cui è
sufficiente verificare che @ψ autofunzione di K, @φ P C8c , ∆npφ ˚K ψq “ p∆nφq ˚K ψ.
Infatti si ha che:
∆npφ ˚K ψqpx, zq “ ∆n
ż
K
φpx, yqψpy´1zqdy “
ż
K
∆nφpx, yqψpy´1qdy “ p∆nφq ˚K ψpx, zq.
Proposizione 3.8. Sia E la risoluzione dell’identità associata a Ln :“ ´∆n su
Rn ˆK, e sia E˜ la risoluzione dell’identità associata a Ln su Rn. Analogamente,
sia P la risoluzione associata a LK :“ ´∆K su Rn ˆ K e sia P˜ quella su K.
Allora per ogni Ω boreliano, pEpΩqφqpx, yq “ pE˜pΩqφp¨, yqqpxq e analogamente
pP pΩqφqpx, yq “ pP˜ pΩqφpx, ¨qqpyq.
Dimostrazione. Dimostriamo la tesi solo per ∆n, la dimostrazione per ∆K è analoga.
Per unicità della risoluzione dell’identità associata ad un operatore autoaggiunto, è
sufficiente dimostrare che per ogni φ P Dp∆nq,ż
R`
λdE˜λφp¨, yqqpxq “ p∆nφqpx, yq.
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Questo è chiaramente vero (per definizione di E˜) per ogni φ che sia C8c nella
variabile x. Ma, analogamente al Teorema 1.5, ∆n è essenzialmente autoaggiunto
su X :“ tf P L2|fp¨, yq P C8c per quasi ogni yu, per cui L˜ dato da
L˜ φpx, yq :“
ż
R`
λdE˜λφp¨, yqqpxq
è l’unica estensione autoaggiunta di ∆n su X, per cui L˜ “ ∆n.
Queste due proprietà ci consentono di ricavare informazioni utili sia sulla mappa
ˇche sulla misura µ definita in 2.6. Infatti:
Proposizione 3.9. Siano ψλ1 , . . . , ψλk , . . . le autofunzioni di ∆K tali che ¨ ˚K ψλk
sia la proiezione ortogonale di L2pKq sull’autospazio relativo a λk. Sia Ψn come
nel Corollario 3.4. Allora
1ˇra,bspx, yq “ C
ÿ
λkďb
ψλkpyq
ż b´λk
maxpa´λk,0q
Ψn
´
λ
1
2x
¯
λ
n
2
´1dλ
Dimostrazione. Per commutatività forte degli operatori, si ha che
1ra,bspL q “
ż
R`
ż
R`
1ra,bsps` tqdEtdPs “
ż
r0,bs
ż
ra´s,b´ss
dEsdPs “ż
r0,bs
Epra´ s, b´ ssqdPs “
ÿ
λkďb
Epra´ λk, b´ λksqψλk ˚K ¨.
Quindi, se φ P C8c pRn ˆKq,
1ra,bspL q “
ÿ
λkďb
Epra´ λk, b´ λksqψλk ˚K φ “
ÿ
λkďb
C
ż b´λk
maxpa´λk,0q
Ψn
´
λ
1
2 ¨
¯
λ
n
2
´1dλ ˚Rn pψλk ˚K φq “
ÿ
λkďb
C
ˆż b´λk
maxpa´λk,0q
Ψn
´
λ
1
2 ¨
¯
λ
n
2
´1dλ
˙
ψλkp¨q ˚ ψ,
da cui la tesi.
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Proposizione 3.10. Sia dµnpλq :“ λn2´1dλ e sia µK :“ řλk δλk . Allora la misura
µ definita nel Teorema 2.6 è data da
µ “ Cµn ˚R µK .
Dimostrazione. Per la Proposizione 3.9, si ha che
1ˇr0,bspx, yq “ C
ÿ
λkďb
ψλkpyq
ż b´λk
0
Jn
2
´1
´
λ
1
2 |x|
¯
´
λ
1
2 |x|
¯n
2
´1 λ
n
2
´1dλ.
Vale che µpr0, bsq “ ››1ˇr0,bs››2L2 . Ma, poiché gli ψλk sono ortonormali,
››1ˇr0,bs››2L2 “ ÿ
λkďb
C
›››››››
ż b´λk
0
Jn
2
´1
´
λ
1
2 |x|
¯
´
λ
1
2 |x|
¯n
2
´1 λ
n
2
´1dλ
›››››››
2
L2pRnq
,
che, per il Teorema 2.13 e il Corollario 3.4 è pari aÿ
λkďb
C
››1ˇr0,b´λks››2L2 “ ÿ
λkďb
Cpb´ λkqn2 ,
che è esattamente Cµn ˚ µKpr0, bsq.
Corollario 3.11. La misura µ è assolutamente continua rispetto alla misura di
Lebesgue e vale
dµpλq “
ÿ
λkďλ
Cpλ´ λkqn2´1.
Corollario 3.12. Il nucleo K definito nel Teorema 2.11 soddisfa la formula
Kpλ, x, yq “
´ř
λkďλ ψλkpyqΨn
´
pλ´ λkq 12x
¯
pλ´ λkqn2´1
¯
ř
λkďλpλ´ λkq
n
2
´1
Dimostrazione. Per la Proposizione 3.9, si ha che
1ˇr0,bspx, yq “ C
ÿ
λkďb
ψλkpyq
ż b´λk
0
Ψn
´
λ
1
2x
¯
λ
n
2
´1dλ “
C
ÿ
λkďb
ψλkpyq
ż b
λk
Ψn
´
λ
1
2x
¯
pλ1 ´ λkqn2´1dλ1.
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Inoltre, per il Corollario 3.11,
1ˇr0,bspx, yq “ C
ÿ
λkďb
ż b
0
Kpλ, x, yqpλ1 ´ λkqn2´1dλ,
per cui, dato che gli intervalli generano la sigma-algebra dei boreliani, la tesi vale
per unicità di K.
In questa situazione, essendo µK una misura discreta, è possibile osservare che
la misura µ ha regolarità n
2
“ D
2
in λ (almeno per n pari), come parzialmente
preannunciato nell’introduzione. Analogamente, il nucleoK a sua volta ha regolarità
(debole) n
2
´ ε in λ, come si può osservare dalle formule.
3.3 Prodotti diretti
L’esempio RnˆK presentato nella sezione precedente, in realtà è un caso particolare
di una situazione più generale. In questa sezione, consideriamo un gruppo G che
si scriva come prodotto diretto di due gruppi di Lie H ˆK, di cui almeno H non
compatto. Consideriamo un sublaplaciano ∆H su H e un sublaplaciano ∆K su K,
e mettiamo su G il sublaplaciano ∆ “ ∆H `∆K . Vale la seguente Proposizione:
Proposizione 3.13. Sia Es la risoluzione dell’identità associata a LH :“ ´∆H su
H ˆK, e sia E˜s la risoluzione dell’identità associata a LH su K. Analogamente,
sia Pt la risoluzione associata a LK :“ ´∆K su H ˆ K e sia P˜ quella su K.
Allora per ogni Ω boreliano, pEpΩqφqpx, yq “ pE˜pΩqφp¨, yqqpxq e analogamente
pP pΩqφqpx, yq “ pP˜ pΩqφpx, ¨qqpyq.
Dimostrazione. Come nella sezione precedente, è sufficiente verificare che l’opera-
tore associato alla risoluzione dell’identità
pRpΩqφqpx, yq :“ pE˜pΩqφp¨, yqqpxq
è esattamente LH . La dimostrazione per LK sarà analoga. Per prima cosa,
verifichiamo che LH è autoaggiunto sul dominio
D “ tφ P L2pH ˆKq|φp¨, yq P DpLHq per quasi ogni y e ∆Hφ P L2pH ˆKqu.
E’ facile verificare che LH è simmetrico su questo dominio. E’ anche chiuso:
se φn Ñ φ e LHφn Ñ ψ, allora per quasi ogni y, a meno di sottosuccessioni,
φnp¨, yq Ñ φp¨, yq in L2pHq e LHφnp¨, yq Ñ ψp¨, yq, per cui LHφp¨, yq “ ψp¨, yq, e
quindi LHφ “ ψ.
Sia quindi φ P DpLH˚q. Per prima cosa, si ha che per ogni v P L2pKq,
ş
K
vpyqφpx, yq P
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DpLH˚q. Infatti, per ogni u P L2pHq nel dominio di LH e per ogni v P L2pKq,
uv P D e per definizione di DpLH˚q:ˇˇˇˇż
H
pL uqpxq
ˆż
K
vpyqφpx, yqdy
˙
dx
ˇˇˇˇ
ď C }uv}L2 “ C }u}L2 }v}L2 .
In particolare, se vn è un’identità approssimata, allora
ş
K
φpx, yqvnpy´1y0qdy tende
a φpx, y0q in L2pH ˆ Kq, quindi per quasi ogni y0, a meno di sottosuccessioni,ş
K
φp¨, yqvnpy´1y0qdy Ñ φp¨, y0q in L2. Analogamente si può dire per LH˚φ, per cui
φ P D e LH˚φ “ φ per chiusura dell’operatore LH .
A questo punto, l’identitàˆż
R`
λpE˜λφp¨, yqq
˙
pxq “ pLHφp¨, yqq pxq “ LHφpx, yq
vale per ogni φ P D, per cui vale la tesi.
Proposizione 3.14. Gli operatori LH e LK commutano.
Dimostrazione. Chiamiamo pHt il nucleo del calore di LH e pKt il nucleo del calore
di LK . La tesi è equivalente a chiedersi se gli operatori associati ¨ ˚K pKt e ¨ ˚H pHt
commutino. Questo però è banalmente vero:`
φ ˚K pKt
˘ ˚H pHt px, yq “ ż
H
pHt py´1yq
ż
K
φpx, yqpKt px´1xqdxdy “ż
K
pKt px´1xq
ż
H
φpx, yqpHt py´1yqdydx “
`
φ ˚H pHt
˘ ˚K pKt px, yq.
Proposizione 3.15. Sia b ą 0. Indichiamo con _H.s la mappa _ sul gruppo H
nella variabile spettrale s, e con _K.t la mappa _ sul gruppo K nella variabile
spettrale t. Allora si ha che:
1ˇr0,bs “
`
1r0,b´tspsq_H,s
˘_K,t
Dimostrazione. Sia pHτ il nucleo del calore su H e pKτ il nucleo del calore su K. Si
ha che, poiché LH e LK commutano,
1r0,bspL qppHτ pKτ q “
ż
r0,bs
ż
r0,b´ts
dEsdPtp
H
τ p
K
τ “
per la Proposizione 3.13, questo èż
r0,bs
ż
r0,b´ts
dE˜sp
H
τ dP˜tp
K
τ “
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ż
r0,bs
1r0,b´tspsq_H,s ˚H pτdP˜tpKτ “ż
r0,bs
ż
H
1r0,b´tspsq_H,spx1qpτ px´1xqdx1dP˜tpKτ “ˆż
H
1r0,b´tspsq_H,spx1qpτ px´1xqdx1
˙_K,t
˚K p.τ
Facendo tendere τ Ñ 0, per il Teorema 1.13, pτ è un’identità approssimata, quindi
1r0,bspL qppHτ pKτ q tende a 1ˇr0,bs,
ş
H
1r0,b´tspsq_H,spx1qpτ px´1xqdx1 e tende puntual-
mente equilimitata a 1rb´tspsq_H,s , da cui segue la tesi.
Corollario 3.16. Come nel Teorema 2.6, sia µH la misura associata ad LH , µK
la misura associata a LK, e µ la misura associata a L . Allora µ soddisfa:
µ “ µH ˚ µK .
Dimostrazione. Si ha che››1ˇr0,bs››2L2pHˆKq “ ›››››1ˇr0,bs››L2pKq›››2L2pHq “›››››`1r0,b´tspsq_H,s˘_K,t››L2pKq›››2L2pHq “›››››
dż
R`
ˇˇ
1r0,b´ts_H
ˇˇ2
dµKptq
›››››
2
L2pHq
“
ż
H
ż
R`
ˇˇ
1r0,b´ts_H pxq
ˇˇ2
dµKptqdx “ż
R`
ż
H
ˇˇ
1r0,b´ts_H pxq
ˇˇ2
dxdµKptq “ż
R`
ż
R`
1r0,b´tspsqdµHpsqdµKptq “
µH ˚ µKpr0, bsq,
da cui segue la tesi.
Corollario 3.17. Come nel Teorema 2.11, sia KK il nucleo associato a LK,
KH quello associato ad LH , e K quello associato a L . Allora K è definito
dall’uguaglianza di misure
Kp¨, x, yqµ “ KKp¨, yqµK ˚R KHp¨, xqµH .
42 CAPITOLO 3. ESEMPI
Dimostrazione. Dalla Proposizione 3.15, si ha cheż b
0
Kpλ, xqdµpλq “ 1ˇr0,bspx, yq “
`
1rb´tspsq_H,s
˘_K,t px, yq “ ż b
0
KKpt, yq
ż b´t
0
KHps, xqdµHpsqdµKptq “ż b
0
pKKp¨, xqµK ˚R KHp¨, xqµHq pλq.
3.4 Il gruppo dei moti Euclidei e il suo
rivestimento universale
Adesso consideriamo una situazione leggermente diversa. Indentifichiamo R2 – C e
consideriamo le mappe lineari su C della forma z ÞÑ eitz ` a, con t P R{2piZ – S1 e
a P C. Scriviamo pa, tq ¨ z :“ eitz ` a.
Proposizione 3.18. Attraverso la composizione, questa famiglia di mappe è un
gruppo G “ C˙ R{2piZ col prodotto
pa, tqpb, sq :“ pa` eitb, t` sq
Dimostrazione. Per la legge di prodotto, è sufficiente calcolare la composizione
pa, tqpb, sq ¨ z “ pa, tq ¨ peisz ` bq “ eips`tqz ` eitb` a.
Inoltre, si ha che pa, tqp´e´ita,´tq “ p0, 0q e p0, 0q¨z “ z, quindi G è un sottogruppo
delle mappe affini. Inoltre il prodotto è continuo su G, quindi è un gruppo di
Lie.
Proposizione 3.19. L’algebra di Lie di G è generata da X, Y, Z con Xp0, 0q “ BBx1 ,
Y p0, 0q “ BBx2 , T p0, 0q “ BBt e
rX, Y s “ 0
rX,T s “ Y
rY, T s “ ´X
Dimostrazione. Siano X, Y, T P g tali che in p0, 0q siano come sopra. Si ha che
rW,Zs “ 1
2
B2
Bτ 2
ˇˇˇˇ
τ“0
exppτW q exppτZq expp´τW q expp´τZq
3.4. IL GRUPPO DEI MOTI EUCLIDEI E IL SUO RIVESTIMENTO
UNIVERSALE 43
per ogni W,Z P g. Inoltre, poiché pτ, 0q è un gruppo ad un parametro con
d
dτ
pτ, 0q “ X, si ha che exppτXq “ pτ, 0q. Analogamente, exppτY q “ piτ, 0q,
exppτT q “ p0, τq. La tesi dunque segue sviluppando i conti.
Proposizione 3.20. Sia ∆2 il Laplaciano standard su R2 e sia T la derivata su S1.
Allora ∆ :“ ∆2`T 2 è il laplaciano su G invariante a sinistra dato da X2`Y 2`T 2.
Dimostrazione. Basta dimostrare la tesi separatamente per traslazioni lungo R2 e
traslazioni lungo S1 (in quanto queste generano il gruppo G). Per quando riguarda
le traslazioni lungo S1,
TφpL0,τ pa, tqq “ BBtφpp0,´τqpa, tqq “
B
Btφpe
´iτa, t´ τq “ Lp0,τq BBtφpa, tq.
e per ∆2:
∆2φpLp0,τqpa, tqq “ ∆2φpe´iτa, t´ τq “
p∆2φqpe´iτa, t´ τq “ Lp0,τqφpa, tq
In quanto ∆2 commuta con le rotazioni su R2. Per quando riguarda le traslazioni
lungo R2:
TφpLpw,0qpa, tqq “ BBtφpa` w, tq “ Lpw,0q
ˆ B
Btφ
˙
pa, tq
∆2φpLpw,0qpa, tqq “ ∆2φpw ` a, tq “
`
Lpw,0q∆2φ
˘ pa, tq
Dato che questo particolare sublaplaciano coincide con il laplaciano standard
su R2 ˆ S1, si possono ricavare buone proprietà della misura µ definita in 2.6 a
partire dalle proprietà del laplaciano standard su R2 ˆ S1. Infatti:
Proposizione 3.21. Sia µ la misura definita come in 2.6. Allora µ è assolutamente
continua rispetto a Lebesgue e dµpλq “ C P?λT dλ.
Dimostrazione. Considero il gruppo R2 ˆ S1, e su questo considero il Laplaciano
∆˜ “ ∆2 ` T 2. Poiché la misura di Haar su G è uguale alla misura di Haar su
R2ˆS1 e ∆˜ “ ∆, allora fpL q “ fpL˜ q per ogni f boreliana. Inoltre, si ha che, per
Corollario 3.11,››fˇ››
L2
“ }fpL q}L1ÑL2 “
›››f˜pL q›››
L1ÑL2
“
ż
R`
|fpλq|2C
Q?
λ
U
dλ,
da cui segue la tesi.
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Analogamente, si possono ricavare delle formule sul nucleo K del Teorema 2.11 a
partire dal nucleo K˜ associato al laplaciano standard su R2 ˆ S1:
Proposizione 3.22. Sia K come nel Teorema 2.11, e sia Ψ2 come nel Corollario
3.4. Allora
Kpλ, a, tq “
ř
nď?λ cospntqΨ2
´apλ´ nqa¯P?
λ
T ,
Dimostrazione. Sia K˜ il nucleo associato all’operatore ∆˜ su H :“ R2ˆS1. Sia f_H
il nucleo di convoluzione associato a fpL˜ q su H. Allora, come nella Proposizione
3.21, si ha che fpL˜ qφp0, 0q “ fpL qφp0, 0q, quindi deve valere, per ogni f P L1pµq
e per ogni φ P L1pGq,ż
R2
ż
S1
ż
R`
φpa, tqfpλqK˜pλ,´a,´tqdµpλqdtda “ż
R2
ż
S1
ż
R`
φpa, tqfpλqKpλ,´e´ita,´tqdµpλqdtda,
per cui la tesi segue dal Corollario 3.11
Considerazioni del tutto analoghe valgono per il rivestimento universale G –
R2 ˙ R – Cˆ R di G, con la legge di prodotto definita da
pa, tqpb, sq “ peitb` a, t` sq.
Vale infatti la seguente Proposizione:
Proposizione 3.23. Sia ∆ il Laplaciano standard su R3. Allora ∆ è un operatore
invariante a sinistra su G e ∆ “ X2 ` Y 2 ` T 2.
Dimostrazione. Procedendo come per G, si ha che ∆ “ ∆2 ` T 2 e
TφpL0,τ pa, tqq “ BBtφpp0,´τqpa, tqq “
B
Btφpe
´iτa, t´ τq “ Lp0,τq BBtφpa, tq,
∆2φpLp0,τqpa, tqq “ ∆2φpe´iτa, t´ τq “
p∆2φqpe´iτa, t´ τq “ Lp0,τqφpa, tq
per quanto riguarda le traslazioni nella seconda variabile. Per le traslazioni nella
prima variabile, invece:
TφpLpw,0qpa, tqq “ BBtφpa` w, tq “ Lpw,0q
ˆ B
Btφ
˙
pa, tq
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∆2φpLpw,0qpa, tqq “ ∆2φpw ` a, tq “
`
Lpw,0q∆2φ
˘ pa, tq,
da cui segue la tesi.
Come nel caso di G, avere un’altro gruppo H :“ R3 diffeomorfo a G, con la
stessa misura di Haar e con lo stesso sublaplaciano, consente di ricavare facilmente
delle formule per la misura µ definita in 2.6 e il nucleo K definito in 2.11. In
particolare:
Proposizione 3.24. La misura µ è assolutamente continua rispetto alla misura
di Lebesgue e esiste una costante C per cui
dµpλq “ Cλ 12dλ.
Dimostrazione. Sia ∆˜ il Laplaciano standard su R3. Allora fpL q “ fpL˜ q per ogni
f boreliana e quindi, per il Corollario 3.3,
››fˇ››
L2
“ }fpL q}L1ÑL2 “
›››f˜pL q›››
L1ÑL2
“
ż
R`
|fpλq|2Cλ 12dλ,
da cui dµpλq “ Cλ 12dλ.
Proposizione 3.25. Sia K come nel Teorema 2.11, e sia Ψ3 come nel Corollario
3.4. Allora K soddisfa:
Kpλ, xq “ Ψ3pλ 12xq,
Dimostrazione. Analogamente al caso per G, chiamando K˜ il nucleo K per R3, si
ha che ż
R2
ż
S1
ż
R`
φpa, tqfpλqK˜pλ,´a,´tqdµpλqdtda “ż
R2
ż
S1
ż
R`
φpa, tqfpλqKpλ,´e´ita,´tqdµpλqdtda,
per cui segue dal Corollario 3.4 .
In questi casi (G e G), rispettivamente, la regolarità di µ e di K è pari a D
2
e
8, quindi anche per questi due gruppi si ottengono risultati sulla regolarità in λ
molto migliori di quanto visto nella Sezione 2.1.
3.5 Il gruppo di Heisenberg
Consideriamo adesso un esempio di un caso nilpotente.
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Definizione 3.26. Il gruppo di Heisenberg è il gruppo H diffeomorfo a R3 con
l’operazione di gruppo data da
px, y, tqpx1, y1, t1q “
ˆ
x` x1, y ` y1, t` t1 ´ 1
2
pxy1 ` x1yq
˙
.
Inoltre, identificando R3 con Cˆ R, si può scrivere il prodotto come
pz, tqpz1, t1q “
ˆ
z ` z1, t` t1 ´ 1
2
=pzz1q
˙
E’ abbastanza facile verificare che con questa definizione, H è effettivamente un
gruppo di Lie con elemento neutro p0, 0q. Inoltre, vale il seguente:
Proposizione 3.27. L’algebra di Lie di H è generata da X, Y, T , con
Xp0, 0q “ BBx
Y p0, 0q “ BBy
T p0, 0q “ BBtrX, Y s “ T
rX,T s “ 0
rY, T s “ 0
Inoltre, con la famiglia di dilatazioni δλpz, tq :“ pλz, λ2tq, H diventa un gruppo
stratificato con g1 “ SpanpX, Y q e g2 “ SpanT .
Dimostrazione. Usando la formula
rW,Zs “ 1
2
B2
Bτ 2
ˇˇˇˇ
τ“0
exppτW q exppτZq expp´τW q expp´τZq.
Notando che pτ, 0q, piτ, 0q e p0, τq sono i tre gruppi ad un parametro generati
rispettivamente da X, Y, Z. Si ha che:
pτ, 0qpiτ, 0qp´τ, 0qp´iτ, 0q “ p0, τ 2q,
da cui rX, Y s “ T . Inoltre, p0, τq è nel centro di G:
pz, tqp0, τq “ pz, t` τq “ p0, τqpz, tq,
per cui T è nel centro di g, e quindi rX,T s “ rY, T s “ 0.
Proposizione 3.28. Si ha che Xpz, tq “ BBx´ 12y BBt , Y pz, tq “ BBy` 12x BBt e T pz, tq “
B
Bt .
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Dimostrazione.
1.
Xfpz, tq “ d
dτ
ˇˇˇˇ
τ“0
fppz, tqpτ, 0qq “ d
dτ
ˇˇˇˇ
τ“0
f
ˆ
z ` τ, t´ 1
2
p=zqτ
˙
“
B
Bxfpz, tq ´
1
2
=pzq BBtfpz, tq “
B
Bxfpx, y, tq ´
1
2
y
B
Btfpx, y, tq.
2.
Y fpz, tq “ d
dτ
ˇˇˇˇ
τ“0
fppz, tqpiτ, 0qq “ d
dτ
ˇˇˇˇ
τ“0
f
ˆ
z ` iτ, t` 1
2
p<zqτ
˙
“
B
Byfpz, tq `
1
2
<pzq BBtfpz, tq “
B
Byfpx, y, tq `
1
2
x
B
Btfpx, y, tq.
3.
T pz, tq “ d
dτ
ˇˇˇˇ
τ“0
fppz, tqp0, τqq “ d
dτ
ˇˇˇˇ
τ“0
fppz, t` τqq “
B
Btfpz, tq.
Per prima cosa, consideriamo su H il sublaplaciano dato da ∆ :“ X2 ` Y 2 “
∆2 ` rBθBt ` r24 B2t (in coordinate polari su R2 nel piano x, y). Vale la seguente:
Proposizione 3.29. Sia Ft la trasformata di Fourier nella variabile t. Allora`Ft∆F´1t φ˘ pz, ξq “ `pX2ξ ` Y 2ξ qφp¨, ξq˘ pzq,
con Xξ “ Bx ´ i2yξ, Yξ “ By ` i2xξ.
Dimostrazione. Si ha che`FtXF´1t φ˘ pz, ξq “ ˆFtBx ´ 12BtF´1t φ
˙
pz, ξq “
`FtBxF´1t φ˘ pz, ξq ´ 12 `FtBtF´1t φ˘ pz, ξq “
pBxφq pz, ξq ´ 1
2
iξφpz, ξq,
e analogamente `FtY F´1t φ˘ pz, ξq “ Byφpz, ξq ` i2ξφpz, ξq,
da cui segue la tesi.
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Per ricavare informazioni spettrali sull’operatore ∆, cerchiamo per prima cosa
di ricavarne sugli operatori X2ξ ` Y 2ξ , al variare di ξ P R. Attraverso un semplice
calcolo, si ottiene il seguente Lemma:
Lemma 3.30. Siano Zξ “ 12pXξ ´ iYξq “ Bz ` zξ4 e Zξ “ Bz ´ zξ4 . Allora
Zξf “ e´ ξ|z|
2
4 Bz
ˆ
e
ξ|z|2
4 f
˙
,
e analogamente
Zξf “ e ξ|z|
2
4 Bz
ˆ
e´
ξ|z|2
4 f
˙
.
Di conseguenza, si ha che
Zf “ 0 ðñ f “ e´ ξ|z|24 g, con g antiolomorfa,
Zf “ 0 ðñ f “ e ξ|z|24 g, con g olomorfa.
per cui per ξ ą 0, Z è iniettivo su L2pCq e, al contrario, Z ha un nucleo. La
situazione si inverte per ξ ă 0. Per j, k P N, definiamo
hξj,0 “ zje´
ξ|z|2
4 ,
hξj,k “ Zkhξj,0pzq.
per ξ ą 0 e
hξj,0 “ zje
ξ|z|2
4 ,
hξj,k “ Zkhξj,0pzq.
per ξ ă 0.
Proposizione 3.31. Le funzioni hξj,k al variare di j, k P N, a meno di rinormaliz-
zazione, sono una base di Hilbert di L2pCq, e
pX2ξ ` Y 2ξ qhj,k “ ´p2k ` 1q|ξ|hξj,k
Dimostrazione. Siccome ξ non cambierà nel corso della dimostrazione, lo omettiamo,
e per semplicità svolgiamo la dimostrazione solo per ξ ą 0 (per ξ ă 0 sarà del tutto
analoga).
Per prima cosa, notiamo che
rXξ, Yξs “ iξ.
Di conseguenza, dato che
ZZf “ 1
4
pXξ ` iYξqpXξ ´ iYξq “ 1
4
pX2ξ ` Y 2ξ ´ i rXξ, Yξsq,
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si ottiene che
X2ξ ` Y 2ξ “ 4ZZ ´ ξI,
e, con un conto analogo,
X2ξ ` Y 2ξ “ 4ZZ ` ξI.
Di conseguenza,
pX2ξ ` Y 2ξ qhj,k “ p4ZZ ´ ξIqZhj,k´1 “
Zp4ZZ ´ ξIqhj,k´1 “
ZpX2ξ ` Y 2ξ ´ 2ξIqhj,k´1.
per cui, per induzione, pX2ξ ` Y 2ξ qhj,k “ ´p2k ` 1qξhj,k.
Sempre per induzione, si può anche dedurre che hj,k “ pj,kpz, zqe´ ξ|z|
2
4 , per cui
hj,k P L2pCq. Di conseguenza, se k ‰ k1,
xhj,k, hj1,k1y “ 0.
Per k “ 0, succede che
xhj,0, hj1,0y “
ż
C
zjzj
1
e´
ξ|z|2
2 “ż 8
0
rj`j
1`1e´
ξr2
2
ż 2pi
0
eipj´j
1qθdθdr,
per cui xhj,0, hj1,0y “ 0 per j ‰ j1. Inoltre,
xhj,k, hj1,ky “
@Zhj,k´1, Zhj1,k´1D “@
hj,k´1,ZZhj1,k´1
D “ Bhj,k´1,´k
2
hj1,k´1
F
“
´k ` 1
2
xhj,k´1, hj1,k´1y ,
per cui per induzione segue che hj,k è ortogonale a hj1,k se j ‰ j1.
Infine, per quanto riguarda la densità di Spanphj,kqj,kPN, basta dimostrare che per
ogni polinomio Qpz.zq, Qpz, zqe´ ξ|z|24 P Spanphj,kqj,kPN. Per fare questo, procedendo
induttivamente, si noti che
hj,k “ e ξ|z|
2
4 Bz
ˆ
zje´
ξ|z|2
2
˙
è della forma
hj,k “ Pj,kpz, zqe´ ξ|z|
2
4 ,
con Pj,k di grado j ` k e con l’unico termine di grado j ` k pari a Cj,kzjzk. Di
conseguenza, essendo i zjzk una base dei polinomi, si ha che per ogni polinomio
Qpz, zq, Qpz, zqe´ ξ|z|24 P Spanphj,kqj,kPN, per cui Spanphj,kqj,kPN è denso in L2.
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Proposizione 3.32. Siano ηj,k le funzioni h1j,k di 3.31 normalizzate in L2pCq.
Allora una base di Hilbert di V ξk :“ tf P L2pCq|∆ξf “ ´p2k ` 1qfu è data da`?
ξηj,kp?ξ¨q
˘
jPN per ξ ą 0 e
´a|ξ|ηj,kpa|ξ|¨q¯
jPN
per ξ ă 0
Dimostrazione. Poiché ηj,k è una base di Hilbert di V 1k e le funzioni
?
ξηj,kp?ξ¨q
e
a|ξ|ηj,kpa|ξ|¨q sono normalizziate in L2pCq, è sufficiente dimostrare che f P
V 1k ðñ fp
?
ξ¨q P V ξk per ξ ą 0 e f P V 1k ðñ fp
a|ξ|¨q P V ξk per ξ ă 0. Questo a
sua volta segue direttamente da:
• Per ξ ą 0, Xξfpξ 12 ¨q “ ξ 12 pX1fqpξ 12 ¨q e analogamente per Yξ,
• per ξ ă 0, Xξfp¨q “ X´ξfp¨q e Yξfp¨q “ ´Y´ξfp¨q, per cui ci si riconduce al
caso ξ ą 0.
Proposizione 3.33. Sia Eξ la risoluzione dell’identità associata a ∆ξ su L2pCq.
Allora la risoluzione dell’identità associata a ∆ su G è data da
pEpΩqψq pz, tq “
ˆż
R
eitξEξpΩqFtψp¨z, ξqdξ
˙
pz, tq
Dimostrazione. E’ sufficiente dimostrare che l’operatore ∆ è dato da
∆ “
ż
R
ż
R`
λei¨tξdEξpλqFtψdξ.
Poiché ∆ è essenzialmente autoaggiunto sulle funzioni C8c , è sufficiente dimostrare
l’uguaglianza per ψ P C8c . Si ha che, per la Proposizione 3.29:
∆ψpz, tq “ F´1t pFt∆ψqpz, tq “ F´1t ∆ξFtψpz, tq “ż
R
p∆ξFtψqeitξ “
ż
R
ż
R`
eitξλdEξpλqpFtψqdξ
Lavorando ulteriormente con questa decomposizione, si ottiene che
Proposizione 3.34. Se K e µ sono rispettivamente come in 2.11 e 2.6, si ha che
1. µ è assolutamente continua rispetto alla misura di Lebesgue e dµpλq “ λdλ,
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2. Siano Lk i polinomi di Laguerre, e siano
ψk,εpλ, z, tq “ p2piq
2
p2k ` 1q2 e
´ iελt
2k`1 e´
λ|z|2
4p2k`1qLk
ˆ
λ|z|2
2p2k ` 1q
˙
.
Allora
Kpλ, xq “
`8ÿ
k“0
ÿ
ε“1,´1
ψk,εpλ, z, tq.
Dimostrazione.
1. Segue direttamente dal Teorema 2.31.
2. E’ essenzialmente (1.1) di [9].
Infine, anche in questo ultimo esempio, si ottiene che sia la misura µ che il
nucleo K sono infinitamente differenziabili in λ (coerentemente con quanto visto
nella Sezione 2).

Appendice A
Il Teorema Spettrale
In questa sezione H sarà uno spazio di Hilbert complesso e x¨, ¨y sarà la sua forma
Hermitiana.
Definizione A.1. Indichiamo con operatore su H una mappa T : DpT q Ñ RpT q
lineare tale che DpT q Ď H e RpT q Ď H.
Definizione A.2. Siano T , S due operatori su H. Allora indichiamo S Ď T se
ΓpSq Ď ΓpT q.
Definizione A.3. Diciamo che un operatore T su H è chiuso se il suo grafico
ΓpT q Ă H ˆ H è chiuso in H ˆ H, e T è chiedibile se ΓpT q è un grafico di un
operatore chiuso. In questo caso, indichiamo con T questo operatore.
Definizione A.4. Se T è un operatore su H con DpT q denso in H, l’aggiunto di
T è l’unico operatore T ˚ tale che:
DpT ˚q “ tx P H|DC ą 0 per cui xx, Tyy ď C }y} @y P DpT qu
xT ˚x, yy “ xx, Tyy @y P H.
Il motivo principale per cui si chiede agli operatori di essere chiudibili è la
seguente Proposizione:
Proposizione A.5. Sia T un operatore con DpT q denso, V : H ˆH l’operatore
V px, yq “ p´y, xq. Vale che:
(i) ΓpT ˚q “ V pΓpT qqK, per cui T ˚ è un operatore chiuso,
(ii) T è chiudibile se e solo se T ˚ ha dominio denso,
(iii) Se T è chiudibile, T “ T ˚˚ .
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Definizione A.6. Un operatore T si dice simmetrico se ha dominio denso e
T Ď T ˚.
Un operatore T si dice autoaggiunto se T ha dominio denso e T ˚ “ T (da cui segue
che T è chiuso).
Un operatore T si dice essenzialmente autoaggiunto se è chiudibile e T è autoag-
giunto.
Proposizione A.7. Se T è positivo (cioè per ogni x P DpT q, xTx, xy P R e
xTx, xy ě 0) , allora T è simmetrico.
Proposizione A.8. Sia T un operatore positivo. Allora T è essenzialmente
autoaggiunto se e solo se T ` I ha immagine densa.
Definizione A.9 (Risoluzione dell’identità). Una risoluzione dell’identità su Cn è
una funzione d’insieme E : BpCnq Ñ L pHq (gli operatori lineari continui da H in
sé) tale che:
(i) EpHq “ 0, EpCncq “ I;
(ii) @Ω P BpCnq, EpΩq˚ “ EpΩq, EpΩq2 “ EpΩq (EpΩq è un proiettore ortogona-
le);
(iii) Se Ω, Ω1 boreliani, allora EΩXΩ1 “ EΩEΩ1.
(iv) Se Ωn Ò Ω, allora EpΩnq Ñ EpΩq in topologia forte.
Proposizione A.10. Siano x, y P H, e sia µx,ypΩq :“ xEpΩqx, yy. Allora µx,y è
una misura boreliana su Cn e }µx,y} ď }x} }y}. Inoltre, µx,x è una misura positiva
con }µx,x} “ }x}2.
Proposizione A.11. Sia f : Cn Ñ C una funzione boreliana, e sia E una
risoluzione dell’identità su Cn. Sia
Dpfq :“
"
x P H
ˇˇˇˇż
|f |2dµx,x ă `8
*
.
Allora esiste un’unico operatore lineare fpEq : Dpfq Ñ H tale che
xfpEqx, yy “
ż
R
fpλqdµx,y per ogni x P Dpfq.
Inoltre:
(i) Dpfq è denso in H,
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(ii) se |fpλq| ď C per ogni λ P R, allora fpEq : H Ñ H è continua e }fpEq} ď C,
(iii) fpEq˚ “ fpEq,
(iv) µfpEqx,gpEqy “ fgµx,y,
(v) fpEqgpEq Ď fgpEq e DpfpEqgpEqq “ Dpfgq XDpgq,
(vi) Se fn Ñ f puntualmente e le fn sono equilimitate, allora fnpEq Ñ fpEq in
topologia forte.
Indichiamo anche
fpEq “
ż
fpλqdEλ, xfpEqx, yy “
ż
fpλqd xEλx, yy .
Teorema A.12 (Teorema Spettrale). Sia T : DpT q Ñ H un operatore autoaggiunto.
Allora esiste un’unica risoluzione dell’identità E su R tale che
T “
ż
R
λdEλ.
Inoltre, E è concentrata sullo spettro di T e EpΩq commuta con tutti gli operatori
limitati che commutano con T . Indichiamo
fpT q :“
ż
R
fpλqdEλ.
Proposizione A.13. Sia F : H Ñ K un operatore unitario fra spazi di Hilbert, e
sia T : DpT q Ñ H un operatore autoaggiunto. Allora
FfpT qF´1 “ fpFTF´1q
per ogni f : RÑ C boreliana.
Teorema A.14. Siano P,Q risoluzioni dell’identità sui Cn,Cm rispettivamente,
tali che per ogni A P BpCnq, B P BpCmq, P pAq e QpBq commutano. Allora esiste
un’unica risoluzione dell’identità P bQ tale che per ogni A P BpCnq, B P BpCmq,
P bQpAˆBq “ P pAqQpBq.
Teorema A.15. Siano S, T due operatori autoaggiunti su H, e siano ES, ET le
risoluzioni dell’identità su R determinate dal Teorema Spettrale. Si supponga che
per ogni Ω,Ω1 Ď R boreliani, P T pΩq e P SpΩq commutino. Allora si ha che
T “
ż
R2
λ1dP
S b dP T pλ1, λ2q,
S “
ż
R2
λ2dP
S b dP T pλ1, λ2q.
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