I. Introduction
The problem of estimating the propagation delay between two noisy versions of the same signal received at spatially separated sensors has attracted much attention in the literature [1]- [2] . It is widely used in passive sonar where the bearing of a moving target can be determined from the time delay measurements by triangulation [3] . Other applications include determination of the center of earthquakes, navigation, speed sensing The discrete-time sensor outputs can be modeled as n ( k ) = s(k) + n l ( k ) rz(k) = s(k -D) + n2(k) (11 where s(k) is the signal of interest, n l ( k ) and n2(k) are uncorrelated zero-mean noises which are statistically independent of s(k) and D is the differential delay to be determined. For simplicity but without loss of generality, it is assumed that the sampling period is 1 second.
When the time difference of arrival is nonstationary due to either relative source/receiver motion or timevarying characteristics of the transmission medium, adaptive tracking of D is necessary. However, most of the existing adaptive delay estimators [6]- [12] assume that s ( k ) is a stochastic process and thus it is not a p propriate for use in situations where the source signal is deterministic.
In this paper, we develop an adaptive delay estimation algorithm for a movingsource that emits a constant tone in radar and certain types of underwater acoustic systems [13]- [14] . The source signal is expressed as
~( k )
= acos(wok + 4) ( 2 ) where (I and represent the unknown tone amplitude and phase, respectively, and W O E ( 0 ,~) is the known radian frequency. Section I1 derives the FIR filter that can generate the time shifted version of a pure sinusoid and its delay modeling error is investigated. It is proved that the devised filter can increase the signal-tonoise ratio (SNR) as well. An adaptive delay estimator for sinusoid (ADES) is then developed in Section Ill. In particular, learning behavior and mean square delay error of the algorithm for both static and linearly varying delays are analyzed. Simulation results are presented in Section IV to corroborate the theoretical analyses and to evaluate the delay estimation performance of the proposed approach. Finally, conclusions are drawn in Section V .
Modeling of Delay for Sinusoid
Using inverse discrete-time Fourier transform and noting that s ( k ) is a pure sinusoid, the FIR filter coeffi- 
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By differentiating e z ( k ) with respect to D ( k ) , astochastic gradient estimate which is similar to that in the Widrow's LMS algorithm [15] is obtained. The estimated delay is adapted iteratively to minimize the mean square output error, E { e 2 ( k ) } , according t o Furthermore, if WOL is an integral multiple of ?r, the filter output of r l ( k ) is of the form
where A is a real number which represents the desired time shift. Obviously, the power of the signal component remains unchanged while it can be easily shown that the noise power reduces to 2u?/L, which means that the filter also increases the SNR by L / 2 times.
Let S(k -D ) be the finite filter length representation of (4). Making use of trigonometric identities, the normalized delay modeling error, f , is given by 
A d a p t i v e D e l a y E s t i m a t o r for
---C r 1 ( k -I ) c 0 s
where p is a positive scalar that controls convergence rate and ensures system stability of the algorithm. Assuming that n l ( k ) and n2jk) are Gaussian prcesses, the steady state variance of the delay estimate, denoted by var(D) is derived using the following steps. 
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respectively, and its value decreases with increasing L for SNR << I. Moreover, the delay variance has zero value in the absence of noise.
For nonstationary delays, we can still use (8) and (9) to obtain the mean delay estimates, although closed form expressions are generally not available. In particular, when the time delay is linearly varying, that is, D ( k ) = Do + Ale, where Do and X represent the delay at k = 0 and Doppler time compression, respectively, the mean value of (8) can be approximated as
Solving (11) yields the tracking behavior for a linearly varying delay which is expressed as
The second term of the right hand side represents the steady state time lag which is directly proportional to X and inversely proportional to p , U: and W O while the last term is a transient factor that converges to zero as k goes to infinity. In this case, the mean square delay error, mse(D), is equal to the delay variance in (IO) plus the square of time lag (161 and has the form Since the first and second terms increase with p but the third term decreases with p a , p must be selected appr* priately in order to achieve the best performance. As a rule of thumb, when noise is high, a smaller value of p should he used. Otherwise, a larger value of p is preferred particularly when the delay is changing rapidly with time.
IV. Simulation Results
Computer simulation had been conducted to evaluate the delay estimation performance of the proposed a p proach for sinusoidal signals in the presence of white Gaussian noise. The amplitude and phase of the sinusoid were fi and 1.0, respectively, while wo was as- iterations, D = 2.5 s a n d SNR = 10 dB, but afterwards, the delay and SNR were changed instantaneously to 4.5 s and -10 dB. As predicted by (9) that the convergence characteristics should be independent of L , the learning curves of the two cases were almost identical and agreed very well with the theoretical calculation after the 1000th iteration. The initial convergence rate was slightly slower than the theoretical calculation because the delay estimate was not close to D at the beginning of adaptation. We see that the delay estimates converged to the desired values of 2.5 s and 4.5 s at approximately the 1600th and 5300th iteration, rpspectively. Furthermore, the measured variances of D ( k ) with L = 8 were found to be 6.1 x 10W4s2 and 1.2 x 10-'s2 at SNR = 10 d B and SNR = -10 dB, respectively. While for L = 80, the corresponding variances were measured as 6.1 x 10-4s2 and 5.8 x 10W2s2. All of these results conformed to (IO) and notice that a larger L gave smaller variances a t low SNR. (12) . Furthermore, the measured mean square delay error had a value of 6.332 x 10-3s2 which was quite close to that derived from (13)
V. Conclusions
The ADES has been proposed for tracking the time difference of arrival of a noisy sinusoid received at two separated sensors. Adaptive FIR filters whose coefficients are samples of a sine function are employed to model the delay and to suppress the noise. Using an LMS-style algorithm, the delay estimate is adjusted explicitly on a sample-by-sample basis. Learning behavior and mean square delay error of the ADES for both static and linearly varying delays are derived. Numerical examples are included to validate the theoretical analysis and to demonstrate the effectiveness of the proposed method. 
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