Improving the performance of data transfers in the Internet (such as Web transfers) requires a detailed understanding of when and how delays are introduced. Unfortunately, the complexity of data transfers like those using HTTP is great enough that identifying the precise causes of delays is difficult. In this paper we describe a method for pinpointing where delays are introduced into applications like HTTP by using critical path analysis. By constructing and profiling the critical path, it is possible to determine what fraction of total transfer latency is due to packet propagation, network variation (e.g., queuing at touters or route fluctuation), packet losses, and delays at the server and at the client. We have implemented our technique in a tool called tcpeval that automates critical path analysis for Web transactions. We show that our analysis method is robust enough to analyze traces taken for. two different TCP implementations (Linux and FreeBSD). To demonstrate the utility of our approach, we present the results of critical path analysis for a set of Web transactions taken over 14 days under a variety of server and network conditions. The results show that critical path analysis can shed considerable light on the causes of delays in Web transfers, and can expose subtleties in the behavior of the entire end-to-end system.
INTRODUCTION
Response time is one of the principal concerns of users in the Internet. However, the root causes of delays in many Internet applications can be hard to pin down. Even in relatively simple settings (such as the retrieval of a single, static Web page) the complexities are great enough to allow room for inconclusive finger-pointing when delays arise. All too often, network providers are blaming the servers at the same time server managers are blaming the network.
Considerable effort has gone into improving the performance Supported in part by NSF Grant CCR-9706685 and by the Xerox Foundation.
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Permission to make digital or hard copies of all or part of this work for personal or classroom usa is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice an d the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Research into server design has led to many advances, including highly scalable hardware configurations [4, 9] and highly optimized Server implementations such as [14] . Focus on the network has led to improvements in protocols such as the 1.1 version of HTTP [15] . However, to date, much of the research aimed on improving Internet application performance has focused on either the server or the network in isolation. While all of these improvements are valuable, future enhancements will most likely require a more detailed understanding of the interaction between networks and end systems.
In this paper we focus on methods that aid in pinpointing the sources of delays in Internet applications--allowing conclusive, accurate assignment of delays to either the network or the server. Furthermore, our methods are aimed at studying the network and the server together, as a complete end-to-end system. We focus in particular on Web transactions, looking to understand the relative and joint contribution that servers and networks make to overall transfer latency. Our general approach is to study these transactions using the method of critical path analysis [25] .
Critical path analysis is the natural tool for understanding distributed applications because it identifies the precise set of activities that determine an application's performance [17, 27, 41] . The central observation of critical path analysis as applied to distributed systems is that only some of the component activities in a distributed application are responsible for the overall response time; many other activities may occur in parallel, so that their executions overlap each other, and as a result do not affect overall response time. In other words, reducing the execution time of any of the activities on the critical path will certainly reduce overall response time, while this is not necessarily true for activities off the critical path.
Recent work in [22] indicates that HTTP/1.0 is the dominant protocol used in the World Wide Web today. In this paper we apply critical path analysis to HTTP/1.0 transactions that use TCP Reno (as specified by RFC 2001 [39] ) for their transport service. 1 We show how to do critical path analysis for TCP Reno, and describe how we use the resulting critical path to determine the fractions of response time 1While our implementation is specific to TCP Reno, the methods discussed could easily be extended to encompass the packet loss recovery mechanisms of other versions of TCP such as New-Reno or SACK.
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I N T R O D U C C I 6 N
El tiempo de respuesta es una de las prineipales preoeupaciones de los usuarios de Internet. Sin embargo, el problema de rondo del retardo producido en muchas aplicaciones Intemet puede ser dificil de determinar. Aun en los escenarios m~ simples, tales eomo la recuperaci6n de una dnica y es~tica pfigina Web, las complejidades son 1o sufieientemente importantes eomo para dar pie a una imputaci6n no eoneluyente del retardo. Con demasiada frecuencia, los proveedores de red eulpan a los servidores, mientras que los administradores de servidor eulpan a la red.
Se ha realizado un esfiaerzo considerable en favor de la mejora de la eficacia de servidores y redes. La investigaci6n en el diseflo de servidores ha conducido a muehos avanees, inclusive configuraciones de hardware altamente escalables [4, 9] e implementaciones de servidor altamente optimizadas, tales como [14] . El enfoque sobre la red ha llevado a mejoras en protoeolos tales como la versi6n 1.1 de H'ITP [15] . Sin embargo, hasta la fecha, gran parte de la investigaei6n dedicada a mejorar la eficaeia de la aplieaci6n de Intemet se ha centrado en el servidor o en la red de forma aislada. Mientras que todas estas mejoras son valiosas, en un futuro se requerir~, muy posiblemente, una eomprensi6n mils profunda de la interacci6n entre redes y sistemas terrninales.
En este articulo nos centramos en m6todos que ayudan a identificar las ~entes de retardo en aplicaciones de Intemet, permitiendo una asignaei6n precisa y eoncluyente de los retardos en la red o en el servidor. Adem~, nuestros m6todos pretenden estudiar la red y el servidor de manera conjunta, eomo un sistema eompleto de terminal a terminal. Concretarnente, analizamos las transaeciones Web, intentando entender la contribuei6n relativa y conjunta de los servidores y redes a la lateneia de transmisi6n total. Nuestro enfoque general se basa en estudiar estas transacciones utilizando el m6todo del andlisis de la ruta crltiea [25] .
El anfilisis de la ruta critica es la herramienta natural para entender las aplicaciones distribuidas ya que identifica el eonjunto exaeto de actividades que determina la efieaeia de una aplieaei6n [17, 27, 41] . La observaei6n central del anfilisis de ruta eritica, tal como se apliea a sistemas distdbuidos, es que solarnente algunas de las aetividades componentes de una aplicaci6n distribuida son responsables del tiempo de respuesta total. Otras actividades pueden oeurrir en paralelo, de modo tal que sus ejecuciones se superpongan entre sl, teniendo eomo resultado el que no afecten al tiempo de respuesta total. En otras palabras, al redueir el tiempo de ejecuci6n de eualquiera de las actividades de la ruta crltiea, se verfi eiertamente reducido el tiempo de respuesta total, 1o eual no es necesariamente eierto para las actividades exteriores a la ruta critica.
Trabajos recientes realizados en [22] reflejan que HTTP/I.0 es el protocolo dominante utilizado actualmente en la World Wide Web. En este articulo aplicamos el anfilisis de ruta critica a transmisiones HTTP/1.0 que usan Reno TCP (de acuerdo a lo espeeificado por el RFC2001 [39]) para su servicio de transporte I. Mostramos c6mo realizar dicho anfilisis para Reno TCP, describiendo ec6mo usamos la ruta erftica resultante para determinar las fracciones de tiempo de respuesta que son debidas al retardo del servidor, del cliente y de la red i Mientras que nuestra implementa¢i6n es espeeifica para el Reno TCP, los m~todos tratados podrlan extenderse f~cilmente para abarcar los mecanismos de recuperaci6n asociados a p6rdidas de paquete de otras versiones TCP, tales ¢omo New-Reno o SACK.
that are due to server delays, client delays, and network delays (including packet loss delay, propagation delay, and delay due to network variations such as queuing at routers, route fluctuations, etc.). The analysis has the appealing property that improvements in any of the delays we identify would surely have improved response time. This suggests that looking at the fraction of response time assigned to each category can provide a guide to which part of the system is most profitably improved. Despite the strengths of our approach, there are some inherent limitations which are described in Section 3.6.
Properly constructing the critical path depends on the details of the T C P implementation being used. However we have been able to develop a method that we believe applies to any TCP Reno implementation compliant with RFC 2001 for slow start, congestion avoidance, fast retransmit and fast recovery. Our approach does not require any instrumentation of end systems; we only require passively collected network traffic traces to be taken at the end points during the transaction. In this paper, we describe the method in detail and show its implementation in a tool called tcpeval. t c p e v a l takes as input endpoint traces from tcpdump along with implementation-specific constants and, by tracking the evolution of TCP's state as it controls packet flow, determines the critical path for a TCP flow. We then profile this critical path, assigning delays to various categories.
We have used t c p e v a l in a pilot study to demonstrate its utility. We show the results of critical path analysis for Web transfers using both Linux and FreeBSD T C P implementations over the wide area Internet. The results show that critical path analysis can give considerable insight to the root causes of delays in Web transfers. In particular, we find that for the systems we have measured, server load is the major determiner of transfer time for small files, while network load is the major determiner for large files; and we are able to characterize the points in the H T T P transaction where server delays are most often introduced. We also show that critical path analysis can pinpoint sources of variability in Web transfers: while packet losses are the primary contributor to variability of transfer time, we also find that the number of packets on the critical path can show very high variability.
The remainder of this paper is organized as follows: Section 2 discusses related work; Section 3 describes the process of constructing the critical path for T C P transactions in detail; and Section 4 describes the results of applying critical path analysis to data taken from both Linux and FreeBSD. Finally, Section 5 summarizes and concludes.
RELATED W O R K
Previous work in the performance analysis and improvement of Web transactions falls into two categories: work on servers, and work on networks/protocols.
Work on servers has emphasized techniques for improving their performance, for example [2, 6, 8] . Such studies show how Web servers behave under a range of loads (including overload conditions) and have suggested enhancements to application implementations and the operating systems on which the servers run. However, unlike this paper, such studies have not to date considered how interactions with networks and clients in the wide area affects performance.
On the networking side, considerable previous work has focused on improving performance of the network infrastructure for Internet applications. Studies of network dynamics [10, 34] and improvements to the transport layer [11, 21, 32] have focused on application-independent issues. There has been some work studying T C P behavior within the context of Web transactions [5, 16, 29, 30] ; such studies have resulted in a variety of enhancements to H T T P including data compression, persistent connections and pipelining which are all part of the HTTP/1.1 specification [15] . However none of these studies looks at how end system behavior interacts with network and protocol performance.
Recently, analytic models for steady-state TCP throughput and latency have been developed in [12, 26, 31] . However such models assume that no delays are introduced in the end systems; our approach specifically attempts to assess the effects of such delays on overall response time.
Our work depends on packet trace analysis, and extends the set of tools available to work with packet traces. The most basic problem with packet trace analysis is that traces are usually large and complex, so it can be difficult to identify key information in a trace. The mOst simple analysis techniques are graphical such as time line plots or sequence plots [21, 38] which enable one to understand the data and acknowledgment sequences of a transaction. In [11] , Brakmo et al. developed a sophisticated graphical tool which enables multiple details of a T C P transaction to be followed simultaneously. In [33] , Paxson describes the tool t c p a n a l y which he used to document a wide variety of unusual behaviors from a number of different T C P implementations. Paxson's work is also significant for our study because it points out the pitfalls of packet traces which we had to address in the development of tcpeval. While we have found no references to "critical path" analysis of TCP, in [35] Paxson discusses the notion of "cause-effect" issues in T C P transactions, which is an idea that also underlies our approach. However, Paxson had difficulty fully developing this notion because he was interested in establishing this relationship by measuring at a single point along the end-to-end path. Finally, while they do not explicitly use the term "critical path", Schroeder and Burrows essentially do critical path analysis of the Firefly RPC mechanism in [37] . In this work the authors define a static set of events which make up the fast path. They either estimate or measure the performance of each event in a local area environment. They then suggest a series of improvements to the fast path which they estimate can speed up the RPC mechanism by a factor of three.
Broadly, our work provides significant insight to the question: "Why is my Web transfer so slow? Is it the network or the server?" This question is at the heart of a number of other studies and commercial products. The Keynote system [19] measures response time by timing overall delay from the perspective of the client; as a result it has a hard time accurately differentiating between server and network delays. A more accurate approach is used in net.Medic [20] which infers server delays from packet-level measurements. More recently, Huitema [18] presents measurements that differen-(incluyendo el retardo por p6rdida de paquete, de propagaci6n y el debido a variaciones de red tales como colas en enrutadores, fluctuaeiones de ruta, etc.). E1 an~.lisis presenta la interesante propiedad de que una mejora en cualquiera de los retardos identificados seguramente habrfa mejorado el tiempo de respuesta. Ello sugiere que el observar la fracci6n del tiempo de respuesta asignado a cada categoria puede conducir a la parte del sistema que ha sido mejorada m,Ss ostensiblemente. A pesar de las ventajas de nuestro m6todo, existen algunas limitaciones inherentes que son descritas en la Secci6n 3.6. La construcci6n adecuada de ia ruta crftica depende de los detalles de la implementaei6n TCP utilizada. Sin embargo, hemos sido capaces de desarrollar un m~todo que creemos puede ser aplicado a cualquier implementaci6n Reno TCP que cumpla con el RFC 2001 para comienzo lento, evitaci6n de la congesti6n, retransmisi6n r~pida y recuperaci6n r~ipida. Nuestro enfoque no requiere ninguna instrumentaci6n de sistemas terminales, sino finicamente trazados de tr~fico de red captados pasivamente tomados en los puntos finales durante la transmisi6n. En este artlculo, describimos el m6todo en detalle y mostramos su implementaci6n en una herramienta llamada tcpeval, la cual toma como terminal de entrada los trazados del tcpdump junto con constantes especificas de implementaci6n y, mediante el seguimiento de la evotuci6n del estado TCP a medida que 6ste eontrola el flujo de paquetes, determina la ruta critica para un flujo TCP. Luego perfilamos esta ruta critica, asignando los retardos a varias categorfas.
Hemos usado tcpeval en un estudio piloto para demostrar su utilidad, mostrando los resultados del an~llisis de ruta critica para transferencias Web usando tanto implementaciones Linux como FreeBSD TCP sobre Internet de ~ea extendida. Los resultados muestran que el an~lisis de ruta critica puede ayudar considerable a entender los origenes de las causas de los retardos en las transferencias Web. Concretamente, averiguamos que para los sistemas medidos, la carga del servidor es el determinante principal del tiempo de transfereneia de arehivos pequeiios, mientras que la carga asociada a la red es ia mayor determinante para archivos grandes. Podemos caracterizar, asimismo, los puntos de la transacci6n HTTP donde los retardos del servidor se producen con m~is frecuencia. Mostramos tambi6n que el amilisis de ruta critica puede sefialar fuentes de variabilidad en transferencias Web: mientras que las p6rdidas de paquete son la principal causa de variabilidad del tiempo de transferencia, vemos tarnbi~n que el nfmero de paquetes en la ruta critica puede mostrar una variabilidad muy alta.
El resto de este articulo est~ organizado del siguiente modo: La Secci6n 2 trata sobre el trabajo relaeionado. La Secci6n 3 describe en detalle el proceso de construcci6n de una ruta crltica para transacciones TCP, y la Secci6n 4 describe los resultados de la aplicaci6n del an~ilisis de ruta critica a los datos tomados tanto de Linux como de FreeBSD. Finalmente, la Secci6n 5 presenta un resumen y conclusi6n de todo ello.
2.
TRABAJO RELACIONADO El trabajo previo al anhlisis de la eficiencia y la mejora de las transacciones Web puede desglosarse en dos categorias: trabajo en servidores, y trabajo en redes o protoeolos.
El trabajo en servidores ha enfatizado las t~cnicas para mejorar su eficiencia, por ejemplo [2, 6, 8] . Tales estudios muestran de qu6 modo se comportan los servidores Web en un rango diverso de cargas (incluyendo condiciones de sobrecarga), y han sugerido mejoras de las implementaciones de aplicaci6n y de los sistemas operativos sobre los cuales operan los servidores. Sin embargo, y contrariamente a 1o que sucede con este articulo, dichos estudios no han considerado hasta la fecha en qu6 medida las interacciones con redes y clientes en el ~rea extendida afectan a la eficiencia.
Por parte de la red, se ha dedicado un gran nfimero de trabajos previos a la mejora de ia eficiencia de la infraestructura de red para aplicaciones de Interact. Diversos estudios de din~imica de red [10, 34] y las mejoras en la capa de transporte [11, 21, 32] se han centrado aspectos independientes de la aplicaci6n. Ha existido algfin otro trabajo que ha estudiado el comportamiento TCP en el contexto de las transacciones Web [5, 16, 29, 30] . Dichos estudios han producido una variedad de mejoras del HTTP, inclusive la eompresi6n de datos, conexiones permanentes y canalizaciones que son en su totalidad partes de ia especificaci6n HTTP/1.1 [15] . Sin embargo, ninguno de estos estudios se ocupa de c6mo un sistema terminal interactfa con la red y la eficiencia del protocolo.
Recientemente, se han desarroUado en [ 12, 26, 31 ] modelos analiticos relativos al rendimiento estable TCP y latencia. Sin embargo, dichos modelos asumen que no se introduce retardo en los sistemas terminales. Nuestro enfoque pretende abordar especificamente los efectos de dicho retardo sobre el tiempo de respuesta total.
Nuestro trabajo depende del anfilisis dei trazado de los paquetes, extendiendo el conjunto de herramientas disponible para trabajar con dichos trazados. El problema b~sico en el an~ilisis del trazado de la ruta de los paquete es que los trazados, por !o general, son grandes y complejos, por 1o que puede resultar complicado identificar la informaci6n clave de uno de ellos. Las t6cnicas de an~lisis m~ts simples son gr~ificas, tales como representaciones temporales lineales o gr~ficos secuenciales [21, 38] Paxson trata sobre la noci6n de los aspectos "causa-efecto" en transacciones TCP, 1o cuai es una idea que subyace tambi6n en nuestro enfoque. Sin embargo, Paxson tuvo dificultad para desarrollar completamente esta noci6n, ya que estaba interesado en establecer esta relaci6n mediante la medida de un s61o punto a 1o largo de la ruta de terminal a terminal. Finalmente, mientras que ellos no usan explicitamente el t~rmino "ruta critica", Schroeder y Burrows hacen tiate between network and server delay by equating server delay with the time between H T T P GET and receipt of the first data packet. Results we present in Section 5 support this idea as a good first-order approximation --we show that in many cases (e.g., for small transfers) the majority of server-induced delay occurs at precisely this point in the transaction. However, for large transfers when the server is under heavy load, we also show that there can be significant server delays long after connection start up. The work in [18] also points out the fact that DNS lookups can also be a significant cause of delay; since we are mainly interested in network/server interaction, we do not consider these sources of delays in this paper.
MECHANICS OF CRITICAL PATH ANALYSIS
In this section we describe how to discover the critical path for T C P flows; details of the algorithm we use; how critical path discovery can be employed in an H T T P setting; and how we profile the critical path to accurately assess the causes of trmasfer delays. We also describe the tool tcpeval which performs these analyses.
Discovering the Critical Path for a Unidirectional TCP Flow
We start by restricting our attention to the heart of our approach, the analysis of the data transfer portion of a unidirectional T C P flow; in the next section we will discuss bidirectional flows and application-level protocols. Critical path analysis of unidirectional flows is based on an examination of the packet dependence graph (PDG) for a particular TCP flow.
We define the packet dependence graph as a weighted, directed graph (in fact, a tree) in which each node represents the arrival or departure of a single packet at either endpoint. Thus, each packet that is not dropped en route corresponds to two nodes in the PDG. An illustration of the tree structure of the PDG's is shown in in Figure 1 . This figure shows an idealization of the slow start portion of TCP. On the left is a traditional time line diagram where the dependencies between data and ACK packets are not explicit. On the right we draw the PDG where dependencies are explicit.
Arcs in the PDG represent a dependence relation corresponding to Lamport's happened-before relation [23] ; each arc is weighted by the elapsed time between the events that form its start and end points. In this case, the dependence relation is that defined by the semantics of reliable data transport using TCP Reno. There are four kinds of arcs in the graph: first, for each distinct packet that is not dropped, we construct an arc from its departure at one endpoint to its arrival at the other endpoint. Second, for each acknowledgment packet (ACK), we find the data packet containing the last byte being acknowledged by the ACK. We construct an arc from the arrival of that data packet to the departure of that ACK packet, reflecting the fact that the ACK could not have been emitted before the corresponding data packet was received. The third type of arc is from ACK packets to data packets. For each ACK packet, we determine the data packets that it "liberated", and construct an arc from the arrival of the ACK to the departure of each liberated data packet. By "liberating" a data packet, we mean that the arrival of the ACK caused T C P to open its congestion window sufficiently to allow the transmission of the data packet. Tracking the liberation of data packets is central to our approach, and must be done carefully; we discuss it in detail in Section 3.3.
In the cases where no packet loss occurs, these three arc types are sufficient. However, when a packet is lost, eventually the packet is retransmitted, and there is a dependence relation between the two events. In this case, we construct an arc from the departure of the dropped packet to the departure of the earliest subsequent retransmission.
Having constructed the weighted tree described by this process, we define the critical path in the usual way; that is, the longest path in the tree starting from the root. Since we are considering a unidirectional flow, the root is the first data packet sent. The result is a (weighted) chain of dependence relations running from the connection's first data packet to its last data packet sent.
Discovering the Critical Path for an HTTP Transaction
The discussion so far has assumed that there are no application level dependencies among events. This is not the case in general; for example, it may be that the departure of data packets sent in one direction may depend on the arrival of data packets traveling in the other direction, due to application-level semantics. In this study we focus on H T T P / 1 . 0 retrievals of static files (without persistent connections), for which this dependence only exists between the last packet comprising the H T T P GET and the first data packet sent in response. Nevertheless, to properly construct the critical path, this dependence must be taken into account. Nothing in our methods precludes the analy-esencialmente an~lisis de ruta cdtica del mecanismo RPC Firefly en [37] . En este trabajo, los autores definen un conjunto de eventos est~tieos que configuran la ruta @ida, estimando o midiendo la efieiencia de cada evento en un entorno de ~ea local. Luego sugieren una serie de mejoras para la ruta r~pida que creen podrian acelerar el mecanismo RPC en un factor de tres.
En lfneas generales, nuestro trabajo ilustra significativamente la cuesti6n: "/,Por qu~ es tart lenta mi transferencia Web? LSe debe a la red o al servidor?" Esta pregunta se presenta en otros estudios y productos comerciales. E1 sistema Keynote [ 19] mide el tiempo de respuesta mediante la mediei6n del retardo total desde la perspectiva del cliente. Como resultado, tiene dificultad para diferenciar con precisi6n entre los retardos del servidor y los de la red, Un enfoque m~fs preciso es usado en net.Medic [20] la cual infiere retardos en el servidor a partir de mediciones ai nivel de paquete. M~is recientemente, Huitema [ 18] presenta medidas que diferencian la demora de red y la de servidor igualando el retardo del servidor con el tiempo entre HTTP GET y la recepci6n del primer paquete de datos. Los resultados que presentamos en la Secei6n 5 apoyan esta idea como una buena aproximaci6n de primer orden. Demostramos que, en muchos casos (por ejemplo, en el caso de transferencias pequefias) ia mayoria de los retardos inducidos en el servidor ocurren precisamente en este punto de la transacci6n. Sin embargo, para grandes transferencias, cuando el servidor se encuentra sobrecargado, demostramos tambi~n que puede haber retardos de servidor significativos mucho tiempo despu6s de que la conexi6n se haya iniciado. El trabajo en [ 18] apunta tambi~n al hecho de que las observaciones del DNS pueden suponer tambi~n una causa de demora importante. Pero debido a que b~tsicamente estamos interesados en la interacci6n red-servidor, no consideraremos estas ffiaentes de retardo en el presente articulo.
3-MEC/~,NICA DEL ANALISIS DE RUTA CRITICA En esta secci6n mostramos c6mo averiguar la ruta crftica de flujos TCP, detalles relativos al algoritmo usado, c6mo se puede utilizar el descubrimiento de ruta critica en un entomo HTTP, y c6mo perfllar la ruta crltica a fin de evaluar con precisi6n las causas de los retardos de transferencia.
Describimos tambi6n la herramienta tcpeval, la cual lleva a cabo dichos an~ilisis.
Averiguaci6n de la ruta critica para un flujoTCP unidireccional
Comenzamos concentrando nuestra atenci6n sobre el aspecto clave de nuestro enfoque: el an~ilisis de la porci6n de transferencia de datos de un flujo TCP unidirectional. En la siguiente secci6n trataremos los flujos bidireccionales y los protocolos de nivel de aplicaci6n. E1 anfilisis de ruta critica de flujos unidireccionales es~ basado en un examen de la grdfica de dependencia depaquete (PDG) para un flujo TCP concreto.
Definimos la gr~fica de dependencia de paquete como una gntfica ponderada y dirigida (de hecho, una gnifica de ~trbol) en la eual cada nodo representa la llegada o salida de un solo paquete a cualquiera de los puntos terminales. Asi, cada paquete que no es descartado en la ruta corresponde a dos nodos en la PDG. En la Figura 1 se muestra una ilustraci6n de la estructura en ~rbol de la PDG. Esta figura muestra una idealizaci6n de la porei6n de inieio lento del TCP. A la izquierda se encuentra un diagrama de linea temporal traditional en el que las dependencias entre los datos y los paquetes ACK no son explfcitas. A la derecha deseribimos la PDG, donde las dependencias si son explicitas.
Los arcos en la PDG representan una relaci6n de dependencia correspondiente a la relaci6n happened-before de Lamport [23] . Cada arco es ponderado por el tiempo transcurrido entre los eventos que forman sus puntos de inicio y fin. En este caso, la relaci6n de dependeneia es aquella definida por la sem~mtica del transporte de datos liable usando Reno TCP. Existen cuatro tipos de arcos en la grfifica: primero, para cada paquete distinto no descartado, eonstruimos un arco desde su salida en un punto final a su llegada en el otro punto final. Segundo, para cada paquete de reconocimiento (ACK), encontramos el paquete de datos que contiene el filtimo byte que estfi siendo reconoeido por el ACK. Construimos un arco desde la llegada de dicho paquete de datos a la salida de ese paquete ACK, reflejando el hecho de que el ACK podria no haber sido emitido antes de que el paquete de datos correspondiente fuera recibido. E1 tercer tipo de arco va desde los paquetes ACK a los paquetes de datos. Para cada paquete ACK, deterrninamos los paquetes de datos que 6ste "liber6", y eonstruimos un arco desde la llegada del ACK a la salida de cada paquete de datos liberado. sis of HTTP/1.1 however our implementation is specific to HTTP/1.0.
Since we do not want to restrict the applicability of our methods to any particular application, we do not attempt to explicitly incorporate application-level dependence into the PDG. Instead, we construct the complete critical path by breaking the entire HTTP transaction into four parts: 1) connection establishment --the SYN, SYN-ACK, ACK sequence; 2) the packet sequence delivering the HTTP GET and associated parameters; 3) the returning bulk data transfer; and 4) connection tear-down --the FIN, ACK, FIN, ACK sequence. This breakdown is shown in Figure 2 (details of the bulk transfer portion of the critical path are discussed in Section 3.3).
The advantage of this decomposition is that the parts do not overlap; the dependence between each part is clear; and that parts 1, 2, and 4 do not depend on the size of the file, and so can be easily analyzed with special-purpose code. Each of parts 1, 2, and 4 follows one of a small set of patterns, and the patterns only vary when packets are lost, which is easily accounted for. Thus, discovering the critical path for HTTP/1.0 transactions requires relatively straightforward analysis of the connection setup, file request, and connection tear down sequences, combined with the unidirectional-flow algorithm described in the previous section for bulk data transfer.
Implementing Critical Path Discovery for Bulk Data Transport in TCP Reno
The critical path discovery algorithm for TCP Reno described in Section 3.1 can be implemented in two stages: a forward pass over the packet trace and a backward pass up the critical path.
The purpose of the forward pass is to construct a round for each ACK. Each round consists of the ACK and the data bytes which are liberated by that ACK. The data bytes liberated by a specific ACK are determined by the state of the receive and congestion windows on the server when the ACK was received. We identify the data bytes liberated by each ACK by simulating the receive and congestion window states based using the TCP Reno slow start/congestion avoidance/fast retransmit/fast recovery algorithms as specified in RFC 2001 [39] and described in [40] . The reason for this accounting is that an ACK may be received at the server before it has had a chance to transmit all of the packets permitted by the current window state; thus it is not safe to assume that each data packet was liberated by the most recent arriving ACK. After establishing the bytes liberated by an ACK, we determine the data packet that triggered the ACK (by comparing sequence numbers) and maintain a pointer to that data packet with the round for the ACK. The result is a tree of rounds.
After the forward-pass construction of all rounds, the critical path is determined by tracing back up the tree, starting from the last data packet (before the FIN is sent, or containing the FIN). At each round, we accumulate arcs onto the critical path, and then move to the parent round. This continues until reaching the first round, which will contain the first data packet.
An example bulk transfer for a Linux TCP stack is shown in Figure 3 . Key steps in critical path analysis are left-to-right: capture of packet traces, analysis of rounds, construction of critical path, and profiling of the critical path. In this figure, rounds 1, 2, and 3 progressively consist of two, three, and four data packets, since the connection is in slow start [21] . The ACK for round 4 only acknowledges two of the four packets transmitted in round 3. Thus, round 4 is responsible for the release of only three more data packets--since from the server's perspective, there are still two data packets in flight and the current size of the congestion window is five---which illustrates the need to maintain the correct receiver and congestion window state to properly construct dependence arcs.
Maintaining the proper receiver and congestion window size in our simulation is complicated when packets are dropped, since the retransmissions signaled by coarse-grained timeouts and fast retransmits call for different congestion window size adjustments. Fortunately, we can distinguish between drops that are recognized by coarse-grained time outs and those which are recognized by the fast retransmit mechanism as follows: all retransmissions are visible (since we have traces from the sender's endpoint) and all duplicate ACK's are also visible; thus when a packet is retransmitted, we know whether it was in response to a coarse-grained timeout or in response to the receipt of 3 duplicate ACKs. We note that this means it is not necessary to simulate TCP's retransmission timer to determine when coarse-grained timeouts occur, which would be very difficult to reconstruct after the fact, and would introduce a number of TCP implementation dependent issues. One potential issue is that there may be rare instances where coarse-grained timeouts are the actual trigger of a retransmitted packet even though a third duplicate ACK has been received. We call these instances hidden timeouts. Our mechanism does not currently dis-paquete se pierde, eventualmente el paquete es retransmitido, existiendo una relaci6n de dependencia entre los dos eventos. En este caso, construimos un arco desde la salida del paquete descartado a la salida de la retransmisi6n subsecuente acaecida con m~s prontitud.
Habiendo construido el 6rbol ponderado descrito pot este proceso, definimos la ruta critica del modo usual. Esto es, la ruta mrs larga en el ~bol comenzando desde la raiz. Dado que estamos considerando un flujo unidireccional, la raiz es el primer paquete de datos enviado. El resultado es una cadena (ponderada) de relaciones de dependeneia que van desde el primer paquete de datos de conexi6n hasta el filtimo paquete de datos enviado.
3.2 Descubrimiento de la ruta crltica para una transacci6n HTTP El an~ilisis realizado hasta el momento asume que no existen dependencias a nivel de aplicacirn entre los eventos. En general, ~ste no es el caso. Por ejemplo, podria ser que la salida de paquetes de datos enviados en una direcci6n pudiera depender de la llegada de paquetes de datos que viajan en la otra direcci6n, debido a la sem~ntica del nivel de aplicaci6n. En este estudio nos centramos en las recuperaciones de archivos estfiticos HTTP/1.0 (sin conexiones permanentes), para los cuales esta dependencia s61o existe entre el 61timo paquete que comprende el HTTP GET y el primer paquete de datos enviado como respuesta. No obstante, para construir apropiadamente la ruta critica, esta dependencia debe ser tomada en consideracirn. Nada en nuestros mrtodos excluye el anfilisis de HTTP/1. Dado que no deseamos restringir la aplicabilidad de nuestros mrtodos a ninguna aplicaci6n en particular, no intentaremos incorporar explicitamente una dependencia al nivel de aplicaci6n dentro de ia PDG. En lugar de clio, construimos la ruta eritiea completa mediante el fraccionamiento de toda la transacci6n HTTP en cuatro partes: 1) establecimiento de la eonexi6n -la secuencia SYN, SYN-ACK, ACK-; 2) la secuencia de paquete que distribuye el HTTP GET y par~rnetros asociados; 3) el retorno de la transferencia de datos generales; y 4) la interrupci6n de la conexi6n -secuencia FIN, ACK, FIN, ACK-. Dicha interrupci6n se observa en la figura 2 (los detalles de la porci6n de transferencia general de la ruta crltica se tratan en la Secci6n 3.3).
La ventaja de esta divisi6n estriba en que las partes no se supetponen. La dependencia entre cada parte es clara, y las partes 1, 2 y 4 no dependen del tamafio del archivo, pudiendo ser f~cilmente analizadas con un c6digo de prop6sito especial. Cada una de las partes 1, 2 y 4 se ajustan a un patr6n preciso dentro de un pequefio conjunto, y los patrones varian solamente cuando los paquetes es~n perdidos, lo que se explica f~icilmente. Asi, el descubrimiento de la ruta critica para transaceiones HTTP/1.0 requiere un an~lisis relativamente directo del establecimiento de la conexi6n, solicitud de archivo, y secuencias de interrupci6n de la conexi6n, combinadas con el algoritmo de flujo unidireccional para la transferencia de datos generales descrito en la secci6n anterior.
Implementaci6n del deseubrimiento de ruta crltica para transporte de datos generales en
Reno TCP El algoritmo de descubrimiento de ruta critica para Reno TCP descrito en la Secci6n 3.1 puede ser implementado en dos etapas: un paso proactivo sobre el trazado del paquete y un paso retroactivo hasta la ruta critica.
El prop6sito de la primera etapa es construir una vuelta para cada ACK. Cada vuelta consiste en el ACK, y los bytes de datos que son liberados por dicho ACK, los cuales vienen determinados por el estado de las ventanas de recepcirn y congestirn en el servidor en el momento en el que el ACK ha sido recibido. Identificamos los bytes de datos liberados por cada ACK mediante la estimulacirn de los estados de las ventanas de recepci6n y congesti6n, usando el inicio lento / evitaci6n de congesti6n / retransmisirn r~ipida / algoritmo de recuperaci6n rfipida de Reno TCP, tal como se especifica en RFC 2001 [39] y se describe en [40] . La raz6n de esta contabilidad es que un ACK puede ser recibido en el servidor antes de que haya tenido la oportunidad de transmitir todos los paquetes permitidos por el estado actual de la ventana; asi, no es seguro suponer que cada paquete de datos rue liberado por el 61timo ACK en llegar. Luego de establecer los bytes liberados por un ACK, determinarnos el paquete de datos que dispararon el ACK (mediante la comparaci6n de los nfimeros de secuencia) y mantenemos un indicador a ese paquete de datos con la vuelta para el ACK. El resultado es un ~rbol de vueltas.
Tras la construcci6n dei paso proactivo de todas las vueltas, la ruta critica es determinada mediante el rastreo del ~rbol hacia atr~is, comenzando desde el filtimo paquete de datos (antes de que el FIN sea enviado, o de que et FIN sea incluido). En cada vuelta, acumulamos arcos sobre la ruta crftica, y luego cambiamos a la vuelta madre, 1o cual contimia hasta alcanzar la primera vuelta que contendrfi el primer paquete de datos. tinguish hidden timeouts. If they were to occur, our TCP simulation would have larger congestion windows leading to obviously incorrect client delays which can be detected by our critical path analysis tool, tcpeval. In the analysis of our sample data, we found no instances of hidden timeouts.
The strength of the critical path as an analytic tool is also evident from the figure. Consider once again the data transfer shown in Figure 3 . The last packet (before the FIN) was released by the ACK in round 7, which is therefore on the critical path. The data which triggered the ACK for round 7 was released by round 6, which is also on the critical path. The ACK in round 6 was triggered by a retransmitted packet, which was originally liberated by round 4. This shows that none of the packets in round 5 are on the critical path, and indeed, even considerable variations in the delivery times of packets in round 5 would have had no effect on the eventual completion time of the overall transfer.
Profiling the Critical Path
Once the critical path has been constructed, we can use it to identify the sources of delays in the data transfer. To do so we assign a natural category to each arc type; the critical path profile is then the total contribution to each category made by arc weights on the critical path. We map arcs to categories as follows: arcs between differently-typed nodes (data --~ ACK or ACK ~ data) on the same endpoint are assigned to that endpoint (i.e., server or client); arcs between equivalently-typed nodes (data --~ data or ACK -~ ACK) on opposite endpoints are assigned to the network;
and arcs between data nodes on the same endpoint are assigned to packet loss. 2 These correspond to the intuitive sources of delay in each case. Sample delay assignments can be seen at the far right side of Figure 3 .
We can refine this classification somewhat. First, it is possible to distinguish between packet losses recognized by coarsegrained timeouts, and those signaled by the receipt of 3 duplicate ACKs from the receiver (fast retransmits). Second, each network delay can be decomposed into two parts: propagation delay and network variation delay. We define propagation delay to be the minimum observed delay in each direction over all experiments in which the path did not change. Delay due to network variation is defined as the difference between network delay and propagation delay. It can be caused by a number of things including queuing at the routers along the end-to-end path and route fluctuation.
The result is a six-part taxonomy of delays in HTTP transfers, measured along the critical path: 1) server delays, 2) client delays, 3) propagation delays, 4) network variation delays, 5) losses recognized by coarse-grained timeouts, and 6) losses signaled by the fast retransmit mechanism.
Realization of Critical Path Analysis in tcpeval
The critical path construction method described in Sections 3.1 and 3.3 is general in the sense that it only depends on ~Some server delay is included in what we call delay due to packet loss since upon either coarse-grained timeout or receipt of a third duplicate ACK, a heavily loaded server could take some time to generate a retransmitted packet. accurate tracking of TCP receiver and congestion window size so the method works for any implementation that is compliant with RFC 2001. This robustness is evident in Section 4 which shows results from two different TCP implementations (Linux 2.0.30 and FreeBSD 3.3). In addition, while we focus on HTTP/1.0 in this paper, other protocols could be evaluated, given accurate modeling of applicationlevel packet dependences.
We have implemented the entire critical path analysis process (path construction and profiling) in the tool tcpeval consisting of approximately 4,000 lines of C code. In addition to critical path analysis, it provides statistics for higher level HTTP transaction study (such as file and packet transfer delay statistics) and produces time line and sequence plots for visual analysis.
The principal inputs to tcpeval are tcpdump traces taken at the client and the server. In addition to the packet traces, the only other inputs to tcpeval are the initial values for the congestion window (CWND) and the slow start threshold (SSTHI~SH) since these can vary between TCP implementations.
A number of implementation issues arise due to our use of tcpdump traces and due to our need to accurately measure one-way packet transit times. These are discussed in the context of automated packet trace analysis by Paxson [33] . Specifically, these are the problems which can occur in packet filters such as the Linux Packet Filter (LPF) or the Berkeley Packet Filter (BPF) which are used by tcpdump to extract packet traces. First, packets can dropped by the filter. If tcpeval sees an ACK or other response for a packet which was supposedly lost, tcpeval concludes it was dropped in the filter rather than the network. Second, packets can be added to the trace by the filter. To address this, if tcpeval sees the same packet twice and it was not a retransmit, it simply discards the second copy of the packet. Third, packet filter can report packets in a different order than the occurred in reality, tcpeval insures the correct order by sorting packets by time stamp in a number of places during the analysis. Last, packet filters can incorrectly time stamp packets which causes a different type of reordering in the packet trace. At present, tcpeval does not account for this. The effect will be that packets will appear to be sent beyond the congestion window which is flagged as an error by tcpeval.
With respect to accurate measurements of one-way delays, we have carefully configured NTP [28] (using frequent hard resets and syncing with multiple servers where needed) in our experimental setup to obtain the Closest possible clock synchronization. In this way we have found that for the two experimental configurations in Section 4, the resulting difference in time between nodes was on the order of 1 ms as reported by NTP. Nonetheless, the nature of our approach demands highly synchronized clocks, so we will configured our systems with GPS-synchronized clocks (enabling synchronization on the order of microseconds) for future experiments.
Un ejemplo de transferencia [general para una pila TCP Linux se muestra en la figura 3. Los pasos clave en el an~iisis de ruta critica son de izquierda a derecha: captura del trazado del paquete, an/disis de vueltas, y construcci6n y perfilamento de ia ruta critica. En esta figura, las vueltas 1, 2 y 3 consisten progresivamente de dos, tres y cuatro paquetes de datos, dado que la conexi6n est~i en inicio lento [2 t]. El ACK para la vuelta 4 solamente reconoce dos de los euatro paquetes transmitidos en la vuelta 3. Asi, la ronda 4 es responsable de la emisi6n de solamente 3 paquetes de datos mils, dado que desde la perspectiva del servidor, existen afn dos paquetes de datos en trfinsito, y el tamaflo actual de la ventana de congesti6n es cinco, 1o cual refieja la necesidad de mantener el correcto estado de la ventana de congesti6n y del receptor, a fin de construir apropiadamente los arcos de dependencia.
En nuestra simulaci6n, mantener el tamafio adecuado de la ventana de recepci6n y congesti6n es complicado cuando los paquetes son descartados, ya que las retransmisiones sefialadas por expiraciones de punto grueso y lass retransmisiones r@idas necesitan ajustes de tamaflos de ventana de congesti6n diferentes. Afortunadamente, podemos distinguir entre descartes que son reconocidos por expiraciones de grano grueso, y aquellos que son reconocidos por el mecanismo de retransmisi6n rfipida como sigue: todas las retransmisiones son visibles (ya que tenemos trazas desde el terminal emisor), y todos los duplicados de ACKs son tambi6n visibles. Asi, cuando un paquete es retransmitido, sabemos si fue en respuesta a una expiraci6n de grano grueso o a la recepci6n de tres ACKs duplicados. Advertimos que esto significa que no es necesario estimular la retransmisi6n del contador de tiempo (timer) del TCP para determinar cufindo ocurren expiraciones de grano grueso, lo cual serta muy dificil de reconstruir despu6s de dicho hecho, e introduciria una serie de aspectos dependientes de ia implementaci6n TCP. Un asunto importante es que puede haber instancias raras donde las expiraciones de grano grueso son el detonante real de un paquete retransmitido aun cuando un tercer duplicado del ACK haya sido recibido. Llamamos a dichas instancias expiraciones ocultas. Nuestro mecanismo no distingue actualmente las expiraciones ocultas. Si tuviesen que ocurrir, nuestra simulaci6n TCP tendria mayores ventanas de congesti6n que conducirian a retardos de cliente obviamente incorrectos que pueden ser detectados por nuestra herramienta de anfilisis de ruta critica tcpeval. En el anfilisis de nuestros datos de muestra no encontramos instancias de expiraciones ocultas.
La fuerza de la ruta critica como una herramienta analitica es tambidn evidente en la figura. Considere una vez m~s la transferencia de datos mostrada en la Figura 3. E1 (lltimo paquete (antes del FIN) fue liberado por el ACK en la vuelta 7, que est~ pot consiguiente en la ruta critica. Los datos que produjeron el ACK para la vuelta 7 fueron liberados por la vueita 6, la cual tambi6n se encuentra en la ruta critica. E1 ACK de la vuelta 6 ~e disparado por un paquete retransmitido, el cual rue a su vez originalmente liberado pot la vuelta 4. Eilo demuestra que ninguno de los paquetes en la vuelta 5 es~ en la ruta critica, y en realidad, incluso variaciones considerables en los tiempos de entrega de los paquetes en la vuelta 5 no habrian tenido efecto en el tiempo de conclusi6n posible relativo a la transferencia total.
Perfilamiento de la ruta crRica
Una vez que la ruta critica ha sido construida, podemos usarla para identificar las fuentes de retardo en la transferencia de datos. Para hater esto, asignamos una eategoria natural a cada tipo de arco. El perfil de ruta critica es entonces la contfibuci6n total a eada categoria hecha por los ajustes de arco en la ruta critica. Mapeamos arcos para las categorfas siguientes: los arcos entre nodos diferentemente determinados (datos -> ACK 6 ACK -> datos) en el mismo arco de punto terminal son asignados al mismo (es decir, servidor 6 eliente); los arcos entre nodos equivalentemente determinados (datos -> datos 6 ACK -> ACK) en puntos fnales opuestos son asignados a la red; y los arcos entre los nodos de datos en el mismo punto final son asignados a la p6rdida de paquete. 2 l~stos corresponden alas filentes intuitivas de retardo en cada caso. Las asignaciones de retardo de muestra pueden ser vistas en el extremo derecho de la Figura 3.
Es posible refinar esta clasificaci6n de algOn modo. Primero, es posible distinguir entre las p6rdidas de paquete reconoeidas por expiraciones de grano grueso, y aquellas indicadas por la recepci6n de tres duplicados de ACK desde el receptor (retransmisiones rfipidas). Segundo, cada retardo de red puede ser descompuesto en dos partes: retardo de propagaci6n y retardo de variaci6n de red. Definimos el retardo de propagaci6n como aquel mfnimo observado en cada direeci6n sobre todos los experimentos en los cuales la ruta no cambia.
El retardo debido a la variaci6n de la red es definido como la diferencia entre el retardo de red y el retardo de propagaci6n. Puede ser causado por una gran variedad de factores, incluyendo la cola en lo enrutadores a io largo de la ruta extremo a extremo y la fluetuaei6n de ruta.
El resultado es una taxonomia de demoras de seis partes en transferencias HTTP, medidas a Io largo de la ruta critica: 1) retardos del servidor, 2) retardos del cliente, 3) retardos de propagaci6n, 4) retardos de variaci6n de red, 5) p6rdidas reconoeidas pot expiraciones de grano grueso, y 6) p6rdidas sefialadas por el mecanismo de retransmisi6n r~pida.
3.5
Realizaci6n dei anfilisis de ruta en tcpeval El m6todo de construcci6n de la ruta critica descrito en las Secciones 3.1 y 3.3 es general en el sentido de que solamente depende de un seguimiento preciso del receptor TCP y del tamafio de la ventana de congesti6n, por 1o que el m6todo funciona para cualquier implementaci6n que cumpla con el RFC 2001. Esta robustez es evidente en la Secci6n 4, la cual muestra resultados de dos implementaciones TCP diferentes (Linux 2.0.30 y FreeBSD 3.3). Asimismo, mientras nos centramos en HTTP/1.0 en el presente arttculo, otros protocolos pudieron ser evaluados, modelando dependeneias de paquete a nivel de aplicaci6n.
2 Algfin rctardo de scrvidor se incluye cn 1o que denominamos retardo debido a la p6rdida de paquet¢, dado que con la expiraci6n de grano grueso o a la reccpci6n de un tercer duplieado ACK, un servidor demasiado eargado podria tomar algfin tiempo para generar un paqucte retransmitido. 
Original Data Flow
Limitations
There are a number of limitations to the use of critical path analysis in this setting. First, there are some details of the web transactions which we do not take into account. The most obvious is that we do not consider the delay due to domain name server (DNS) resolution, tcpeval easily could be enhanced to do this by tracking DNS packets. We also do not consider client browser parse times in our experiments since we simply transfer files as is explained in Section 4.
There are also some aspects of our application of CPA to TCP transactions that limit our ability to use the strengths of CPA. The most fundamental is the inability to do "what if" analysis after establishing the CPA for a TCP transaction. Although one could explore the effects of changing delays or drops on a particular critical path, in reality, changing delays or drop events can change the dependence structure of the entire transaction, (i.e., the PDG). 
CRITICAL PATH ANALYSIS APPLIED TO HTTP TRANSACTIONS
In this section we apply critical path analysis to measurements of HTTP transactions taken in the Internet.
Experimental Setup
The experiments presented here use a distributed infrastructure consisting of nodes at Boston University, University of Denver and Harvard University. At Boston University is a cluster consisting of a set of six PCs on a 100 Mbps switched Ethernet, connected to the Internet via a 10Mbps bridge. One of the PCs runs the Web Server itself (Apache version 1.3 [36] running on either Linux v2.0.30 or FreeBSD v3.3) as well as operating system performance monitoring software. Two more PCs are used to generate local load using the SURGE Web workload generator [7] , which generates HTTP requests to the server that follow empirically measured properties of Web workloads. The requests generated by SURGE are used only to create background load on the server. The fourth PC collects TCP packet traces using tcpdump, the fifth makes active measurements of network conditions (route, propagation delay and loss measurements) 3 during tests and the last system is used to manage the tests.
Off-site locations hold client systems which generate the monitored requests to the server. Client 1 (running Linux v2.0.30) was located at University of Denver, 20 hops from the server cluster at Boston University; the path to that site includes two commercial backbone providers (AlterNet and Qwest). Client 2 (running FreeBSD v3.3) was located at Harvard University, 8 hops from the server cluster at Boston University. The path to the Harvard client travels over the 3Route measurements were taken in each direction at five minute intervals during tests. Only one instance of a route change during a test was observed.
Hemos implementado todo el proceso de anfilisis de ruta eritica (eonstrucei6n de la ruta y perfilarniento) Con respecto alas mediciones precisas de retardos unidireccionales, hemos configurado cuidadosamente el NTP [28] (usando frecuentes reinicializaciones de hardware y sincronizaciones con mfiltiples servidores donde se hacia necesario) en nuestra organizaci6n experimental para obtener la sincronizaci6n de reloj mils precisa que sea posible. De este modo, hemos encontrado que pare las dos configuraciones experimentales de la Secci6n 4, la diferencia de tiempo resultante entre los nodos fue de 1 ms, seg6n 1o indicado por el NTP. Sin embargo, la naturaleza de nuestra aproximaci6n demanda relojes altamente sincronizados, por Io que para fiJturos experimentos configuraremos nuestros sistemas con relojes sincronizados mediante GPS (permitiendo sincronizaciones del orden de microsegundos). 
Limitaciones
Existen varies limitaciones en el uso del anAlisis de ruta critica en este escenario. Primeramente, hay algunos detalles de las transacciones web que no tomamos en cuenta. El mils obvio es que no consideramos el retardo debido ala resoluci6n del servidor del nombre de dominio (DNS). El tcpeval podrfa ser fAcilmente mejorado pare hacer esto mediante el seguimiento de paquetes DNS. En nuestros experimentos tampoco considerarnos los tiempos de anAlisis del navegador del cliente, ya que simplemente transferimos los archivos tal y como se explica en la Secci6n 4.
Existen tambi6n algunos aspectos de nuestra aplicaci6n de CPA alas transacciones TCP que limitan nuestra capacidad de uso de las ventajas del CPA. E1 mils importante es la incapacidad para hacer anAlisis del tipo "qu6,... si...", luego de establecer ia CPA para una transacci6n TCP. A pesar de que uno podria explorar los efectos de los retardos variantes o los descartes en una ruta critica en particular, en realidad, los retardos variantes o los eventos de descarte pueden cambiar la estructura de dependencia de toda la transacci6n, (es decir, el PDG). Por ejemplo, cuando ocurre un descarte, cambia el tamafio de la ventana de congesti6n, y por 1o tanto el nfimero de paquetes que son liberados por subsecuentes ACKs. Este hecho limita el alcance del analisis "qu6... si..." pare simular 1o que pasaria en el remanente de la transacci6n, en vez de ser capaz de saber en realidad exactamente lo que habria sucedido.
4.
AN~.LISIS DE RUTA CRITICA APLICADO A TRANSACCIONES HTTP En esta secci6n aplicamos el anfilisis de ruta critica a mediciones de transacciones HTTP tomadas en Intemet.
vBNS.
In our experiments we explore variations in network load conditions, server load conditions, file size, and network path length. To explore a range of different network conditions, we performed experiments during busy daytime hours as well as relatively less busy nighttime hours. To study the effects of server load, we used the local load generators to generate either light or heavy load on the server during tests. We used settings similar to those explored in [8] to place servers under light load (40 SURGE user equivalents) or heavy load (520 SURGE user equivalents). The work in [8] shows that 520 user equivalents places systems like ours in near-overload conditions. The local load generators requested files from a file set of 2000 distinct file ranging in size from 80 bytes to 3.2MB. Main memory on the server is large enough to cache all of the files in the file set so after the initial request (which is fetched from disk), all subsequent requests for a file are served from main memory.
To explore variations in file size, the monitored transactions (generated at the remote clients) were restricted to three files of size 1KB, 20KB, or 500KB. In choosing these sizes, we were guided by empirical measurements [3, 13] . The 1KB file was selected to be representative of the most common transmissions, small files that can fit within a single TCP packet. The 20KB file was selected to be representative of the median sized file transferred in the Web. The 500KB file was selected to be representative of large files, which are much less common but account for the majority of the bytes transferred in the Web.
The combinations of network load (light or heavy), server load (light or heavy) and downloaded file size result in 12 separate tests per day. Each test consisted of downloading files of a given size for one hour. Traces were gathered over 10 weekdays from Client 1 (Linux, long path) and 4 days from Client 2 (FreeBSD, short path). For each client, we profiled the critical path of each H T T P transaction, and within a given test type (file size, network load, network path, and server load) we averaged the resulting critical paths for analysis.
Results
We first examine the resulting critical path profiles for transfers to Client 1. These results are shown in Figure 4 . Figure  4(a), (b) , and (c) show small (1KB), medium (20KB), and large (500KB) file sizes respectively; within each chart the particular experiments are denoted by H or L for high or low load and N or S for network and server.
A number of observations are immediately evident from the figure. At the highest level, it is clear that the category that is the most important contributor to transaction delay depends on a number of factors, including file size and server load. This shows that no single aspect of the system is generally to blame for long transfer times, and that the answer is rather more complicated.
In addition, the figure shows that propagation delay is often the most important overall contributor to transaction delay (e.g., for large files, and for all file sizes when server load is low). This is an encouraging statement about the de- 
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O. Aggregate mean contributions to t r a n s f e r delay f r o m C l i e n t 1 for (a) s m a l l file, (b) medium file a n d (c) l a r g e file. L N L S = low n e t w o r k load, low server load, H N H S = high network load, high s e r v e r load. tcpdump, el quinto realiza mediciones activas de las eondiciones de red (ruta, demora de la propagaci6n y mediciones de p6rdidas) 3 durante las pruebas, y el 61timo sistema es usado para administrar las pruebas.
Estableeimiento e x p e r i m e n t a l
Ubicaciones ex-situ sostienen los sistemas cliente que generan las solicitudes monitorizadas al servidor. El Cliente 1 (sobre Linux v2.0.30) fue ubieado en la Universidad de Denver, a 20 trayectos del raeimo servidor en la Universidad de Boston. La ruta para ese sitio incluye dos proveedores comerciales de infraestructura de soporte, AlterNet y Qwest. El Cliente 2 (eorriendo FreeBSD v3.3) fue ubicado en la Universidad Harvard, a 8 trayectos del racimo servidor en la Universidad de Boston. La ruta para el cliente Harvard viaja sobre el vBNS.
En nuestros experimentos analizamos variaciones en las eondieiones de carga de la red, en las asoeiadas al servidor, en el tamafio del archivo, y e n la longitud de la ruta de red. Para explorar una gama de condiciones de red diferentes, realizamos experimentos tanto durante las horas pico diurnas, como durante las horas tranquilas de la noche. Para estudiar los efeetos de la earga del servidor, usamos los generadores de carga para generar tanto earga pesada como liviana en el servidor durante las pruebas. Usamos ajustes similares a los analizados en [8] con objeto de someter los servidores a carga liviana (equivalente a 40 usuarios SURGE) o a una earga pesada (equivalente a 520 usuarios SURGE). El trabajo en [8] muestra que los equivalentes a 520 usuarios igualan los sistemas a los nuestros en condiciones de casi-sobrecarga. Los generadores de carga local solieitaron archivos de un conjunto de 2000 archivos distintos, variando en tamafio desde 80 bytes a 3.2 MB. La memoria principal del servidor es 1o suficientemente grande como para almacenar todos los archivos dei conjunto, de modo que tras ia solicitud inicial (la eual es extralda del disco), todas las solicitudes subsiguientes son servidas desde la memoria principal.
Para analizar las variaciones del tamafio del archivo, las transacciones monitorizadas (generadas en los clientes remotos) fueron restringidas a tres archivos de tamafio 1KB, 3 Las medieiones de ruta fueron tomadas en cada direeei6n a intervalos de eineo minutos durante las pruebas, en las euales fue observada tan s61o una instaneia de cambio de ruta.
20KB, o 500KB. Para escoger estos tamafios, nos guiamos por mediciones empirieas [3, 13] . El archivo de 1KB fue seleccionado para ser representativo de las transmisiones mils comunes, pues los archivos pequefios pueden eaber dentro de un s61o paquete TCP. El archivo de 20KB fue seleccionado para representar al archivo de tamafio medio transferido en la Web, mientras que el de 500KB fue seleccionado para ser representativo de archivos mayores, los cuales son mucho menos comunes pero que cuentan para la mayoria de los bytes transferidos en la web.
Las combinaciones de carga de red (livianas o pesadas), carga de servidor (liviana o pesada) y tamafio de archivo deseargado originan 12 pruebas separadas por dla. Cada prueba consisti6 en la desearga de arehivos de un tarnafio dado durante una hora. Los trazados de ruta fueron reunidos durante 10 dias de la semana desde el Cliente 1 (Linux, ruta larga) y durante 4 dtas desde el Cliente 2 (FreeBSD, ruta corta). Para cada cliente perfilamos la ruta crftica de cada transacci6n HTTP, y dentro de un tipo de prueba dado (tamafio de archivo, carga de red, ruta de red, y carga de servidor) promediamos las seeuencias crfticas resultantes con fnes de an~lisis.
Resultados
Primero examinamos los perfiles de ruta critica resultantes para transferencias ai Cliente 1. Estos resuitados son mostrados en la Figura 4. La figura 4(a), (b) y (e) muestra un archivo de tamafio pequefio (1KB), mediano (20KB), y grande (500KB) respectivarnente: dentro de cada cuadro los experimentos particulares estfin indicados por H o L para carga alta o baja, y N o S para red y servidor.
De la figura surgen inrnediatamente varias observaciones. En el nivel mils alto, queda patente que ia categoria que mrs contribuye al retardo de la transaeci6n depende de una cantidad de factores, incluyendo tamafio del archivo y carga del servidor. Esto muestra que generalmente no se debe responsabilizar a un 6nico aspecto por sl solo de los tiempos de transferencia largos, siendo la respuesta a clio bastante mils complieada. Ademfis, la figura muestra que el retardo de propagaci6n es a menudo el responsable principal del rctardo de ia transacci6n (por ejemplo, para archivos grandes, y para todos los tamafios sign of the end-to-end system, since this component of the data transport process is rather hard to avoid. When propagation delay dominates transfer time it would seem that only by opening the congestion window more aggressively could overall end-to-end response time be significantly reduced (while recognizing the difficulty of doing so without contributing to congestion) [32] .
Overall, we note that when server load is low, the delays on the client side and the server side are roughly comparable. Client delays throughout tend to be quite low; since the remote site consists of a PC simply transferring a single file, this is consistent with expectations. In addition, this data confirms that there are many more retransmissions triggered by time-outs than by the fast retransmit mechanism in all our cases. This situation has been observed in other studies [5, 24, 31] .
Effect of File Size.
Comparing critical path profiles across file sizes, we can make the following observations from Figure 4 .
Small files are dramatically affected by load on the server.
When server load is low, network delays (network variation and propagation) dominate. However, when server load is high, server delays can be responsible for more than 80% of overall response time. Since small files are so common in the Web, this suggests that performance improvements quite noticeable to end users should be possible by improving servers' delivery of small files. For medium sized files, network delays also dominate when server load is low; but when server load is high, the contribution to delay from the network (network variation and propagation) and the server are comparable. So for these files, neither component is principally to blame. Finally, for large files, delays due to the network dominate transfer time, regardless of server load.
Effect of Server Load.
By examining individual critical paths, we can observe that the delays due to server load are not spread uniformly throughout the transfer. In fact, for small and medium files, nearly all of the server delay measured in our HTTP transactions occurs between the receipt of the HTTP GET at the server and the generation of the first data packet from the server. In Figure 5 we plot some typical critical paths for small and medium files, comparing the cases of low and high server load (network load is high throughout).
Each diagram in the figure shows the critical path for the transfer of a single file, with time progressing downward from the top, and lines representing dependence arcs in the PDG. In each diagram, the client is on the left (sending the first packet, a SYN) and the server is on the right. The figure shows that when server load is high, there is a characteristic delay introduced between the moment when the HTTP GET arrives at the server (which is in the second packet from the client, because the second handshake ACK is piggybacked), and when the first data packet is sent out in response. We note that this server start-up delay may be specific to the Apache 1. de archivo cuando la carga del servidor es baja). Esta es una indicaci6n alentadora acerca del disefio del sisterna de terminal a terminal, ya que este eomponente del proceso de transporte de datos es bastante dificil de evitar. Cuando el retardo de propagaci6n domina el tiempo de transferencia, pareceria que solamente mediante la apertura de la ventana de congesti6n de una forma mils intensa se podria reducir de forma significativa el tiempo de respuesta total de terminal a terminal (al mismo tiempo que reconocemos la dificultad de hater esto sin contribuir a la congesti6n) [32] .
En general, nos damos cuenta de que cuando la carga del servidor es baja, los retardos del lado del cliente y del lado del servidor apenas son eomparables. Los retardos en el cliente tienden a ser bastante bajos. Dado que el sitio remoto consta de un PC transfiriendo 6nicamente un solo archivo, ello estfi en linea con las expeetativas. Ademfis, estos datos confirman que hay muchas m~s retransmisiones generadas por expiraciones que por el mecanismo de retransmisi6n r~pida en todos nuestros casos. Esta situaei6n ha sido observada en otros estudios [5, 24, 31] .
Efecto del tamaho del archivo
Comparando los perfiles de ruta critica con los tamaflos de archivo, podemos realizar las siguientes observaeiones en la Figura 4.
Los arehivos pequefios seven muy afeetados por la earga en el servidor. Cuando 6sta es baja, los retardos de red (variaci6n de red y propagaci6n) son los que dominan. Sin embargo, cuando la carga del servidor es alta, los retardos del servidor pueden ser responsables de m~is del 80% del total dei tiempo de respuesta. Dado que los archivos pequefios son tan comunes en la Web, esto sugiere que deberian ser posibles mejoras de eficiencia perceptibles por los usuarios finales a trav6s de la mejora de la distribuci6n de arehivos pequefios por parte del servidor. En el easo de arehivos de tamafto medio, los retardos de red tambi6n son dominantes euando la earga del servidor es baja, pero euando la earga del servidor es alta, la eontribuei6n al retardo desde la red (variaci6n de red y propagaci6n) y el servidor son comparables. Asi que para estos archivos, no se puede responsabilizar a ningtin componente. Finalmente, para los archivos grandes, los retardos debidos a la red dominan el tiempo de transferencia, independientemente de la earga del servidor.
Efecto de la carga del servidor
Mediante el examen individual de las secuencias criticas, podemos observar que los retardos debidos a la earga del servidor no esfftn distribuidos uniformemente a lo largo de toda la transferencia. En efecto, para los archivos pequefios y medianos, easi todo el retardo del servidor medido en nuestras transacciones HTTP ocurre entre ia recepei6n del HTTP GET en el servidor y la generaci6n del primer paquete de datos a partir del servidor. En la Figura 5 se representan algunas secuencias critieas t/picas de archivos pequefios y medios, eomparando los easos de earga de servidor alta y baja (la carga de red es alta en eualquier caso).
Cada diagrama de la figura muestra la ruta critica para la transferencia de un s61o archivo, con el tiempo progresando de arriba a abajo, y las lineas representando los areos de dependencia en la PDG. En cada diagrama, el cliente estfi a la izquierda (enviando el primer paquete, un SYN) y el servidor estfi a la dereeha. La figura muestra que cuando la carga del servidor es alta, existe una demora caracteristica introdueida entre el momento en que el HTTP GET llega al servidor (el cual estfi en el segundo paquete del cliente, ya que el segundo intercambio de sefiales -handshake-ACK est~ acoplado), y el momento en que el primer paquete de datos es enviado como respuesta. Percibimos que dieho retardo en el inicio del servidor podria ser especifico de la arquitectura Apache 1.3.9. En la actualidad, investigamos el caso para otros servidores y versiones de Apache. A pesar de que estas cifras muestran claramente que la demora sustancial del servidor es introducida en el inicio de la conexi6n, podemos tambi6n determinar que para grandes archivos, un servidor ocupado introduce tambi6n retardos considerables en la transferencia. Esto se puede ver en la Tomados en conjunto, estos resultados relativos al tamafio del archivo y a la carga del servidor indican que mientras ambos servidores y redes muestran costes de inicio al eomienzo de las transferencias, el coste de inieio en nuestro servidor (cuando estfi sometido a una carga) es mucho mayor. Por otra parte, cuando se aproxima al estado firme (es decir, durante las transferencias largas) la red introduce mils retardo que el servidor.
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Efecto de la carga de red
E! retardo de propagaei6n tal como lo hemos definido es proporeional al nflmero de vueltas en la ruta critica. Para archivos pequefios, existen seis paquetes en la ruta eritiea. Para los archivos medianos existen 14 paquetes tipieos en la ruta eritiea, y para los archivos grandes existen cerea de 56 (en ausencia de p6rdidas). La demora unidireecional en ambas (114.
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F i g u r e 6: A g g r e g a t e m e a n c o n t r i b u t i o n s t o t r a n s f e r d e l a y (a) f r o m C l i e n t 2 ( s h o r t path~ F r e e B S D ) a n d (b) f r o m C l i e n t 1 (long path~ LimLx) for m e d i u m sized file.
delay is introduced at connection start-up, we can also determine that for large files, a busy server introduces considerable delays later in the transfer as well. This can be seen from Figure 4 comparing (a) or (b) with (c); the total server-induced delay is twice as large in (c), although the startup delay is independent of file size.
Taken together, these results on the file size and server load indicate that while both servers and networks show startup costs at the beginning of transfers, the startup cost on our server (when under load) is much higher. On the other hand, when approaching steady-state (i.e., during long transfers) the network introduces more delays than does the server.
Effect of Network Load.
Propagation delay as we have defined it is proportional to number of round-trips on the critical path. For small files, there are 6 packets on the critical path; for medium files, there are typically 14 packets on the critical path; and for large files, there are typically close to 56 packets on the critical path (all of these values are in the absence of losses). One-way delay in both directions between our site and Client I was determined (using minimum filtering) to be about 32ms. Figure 4 shows that for small and medium sized files, propagation delay is independent of network load or server load, which agrees with intuition. However, for large files, propa~ gation delays are higher under high network load. On first glance one might assume this is because of a difference in routes used during tests. This however is not the case. Upon detailed examination of the critical paths, it is apparent that there are actually more round-trips on the critical path on average in the cases of heavy network load. This is because TCP reduces its congestion window dramatically after coarse-grained timeouts. H coarse-grained timeout drops are rare, the effect will be that the congestion window will have time to grow large between drops. If however coarsegrained timeouts are frequent, the congestion window has less chance to open fully, and so more round-trips appemr on the critical path.
In contrast to propagation delay, delay due to network variation generally increases when the network is heavily loaded. However, network variation delay overall is a less important contributor to transfer delay than is propagation delay; and between network variation delay and packet loss (both effects of congestion) neither is generally more significant than the other.
Effect of Path Length.
To study the effect of path length on the critical path profile, we ran experiments to Client 2. Results for medium sized files only are shown in Figure 6 ; on the left of the Figure  we show results for Client 2; on the right of the Figure we repeat the results for Client 1 (from Figure 4) for comparison purposes.
The figure shows that file transfers occurred almost an order of magnitude faster over the much-shorter path to Client 2. In general this increases the importance of server delays to overall transfer time; for example, for the LNLS case, transfers to Client 2 were affected equally by propagation delay and by server delay, while the same transfers to client 1 were dominated by propagation delays.
Interestingly, we find that server delays are also radically reduced in the Client 2 setting; this may be due to the different systems software used. We are currently investigating the cause of this effect.
Causes of Variability in Transfer Duration.
Finally, while Internet users are typically interested in mean transfer duration, variability in transaction duration is also a source of frustration. Our results so far have presented only mean statistics; however by studying the variability of each category in our critical path profile we can also shed light on the root causes of variability in transfer duration. Figure 7 plots the standard deviation of each category of direcciones entre nuestro sitio y el Cliente 1 fue determinada (usando un filtrado mfnimo) en cerca de 32 ms.
La Figura 4 muestra que, para archivos de pequefio y mediano tamafio, el retardo de propagaci6n es independiente de la earga de la red o de la carga dei servidor, 1o cual estht de acuerdo con la intuici6n. Sin embargo, para los archivos grandes, los retardos de propagaci6n son mils altos con una carga de red alta. A primera vista uno podria asumir que ello se debe a una difereneia en Ins rutas usadas durante Ins pruebas. Este sin embargo no es el caso. Tras un examen detallado de ias rutas crtticas, es evidente que en los casos de carga de red pesada hay en realidad mils viajes eireulares por t6rmino medio en la ruta critica. Esto es debido a que el TCP reduce drilticamente su ventana de congesti6n una vez que se han producido las expiraciones de grano grueso. Si los descartes de expiraciones de grano grueso son raros, el efecto serif que la ventana de eongesti6n tendr~t tiempo para tornarse grande entre dos descartes. Sin embargo, si son relativamente frecuentes, la ventana de congesti6n tiene menos posibilidades de abrirse por completo, y por tanto, mils viajes circulares aparecen en la ruta critiea.
En contraste con el retardo de propagaci6n, el debido a la variaci6n de la red generalmente aumenta cuando la red es~ muy cargada. Sin embargo, el retardo de variaci6n de la red en conjunto es una contribuyente menos importante en el retardo de transferencia de 1o que es el retardo de propagaci6n. Y entre el retardo de variaci6n de red y la p6rdida de paquete (ambos efectos de congesti6n) ninguna es por 1o general mils significativa que la otra.
4 Efecto de la longitud de ruta
Para estudiar el efeeto de la longitud de ruta sobre el perfil de ia ruta crRica, realizamos diversos experimentos para el Cliente 2. Por 1o general, esto aumenta la importancia de los retardos del servidor sobre todo para transferir tiempo. Por ejemplo, para el caso LNLS, las transferencias al Cliente 2 heron afectadas igualmente por el retardo de propagaci6n y por el del servidor, mientras que las mismas transferencias al Cliente 1 fueron dominadas por los retardos de propagaci6n.
De manera interesante, vemos que los retardos del servidor estfin tambi6n drilticamente reducidos en el escenario del Cliente 2. Ello podrfa ser debido a los diferentes programas inform~iticos del sistema. Aetualmente estamos investigando la causa de dicho efecto.
Causas de variabilidad de la duraci6n de la transferencia
Finalmente, mientras que los usuarios de Internet esttin tlpicamente interesados en la duraci6n media de la transferencia, la variabilidad en la duraci6n de la transacci6n es tambi6n motivo de frustraci6n. Hasta ahora, nuestros resultados han presentado solarnente estadfsticas a medias. Sin embargo, mediante el estudio de la variabilidad de cada eategoria en nuestro perfil de ruta critica, podemos tambi6n arrojar luz sobre Ins causas de la variabilidad en la duraei6n de la transferencia. La Figura 7 representa la desviaei6n estfindar de cada categorfa de retardo para los tres tamafios de archivo que se transfieren al Cliente I (esta figura es anfiloga a la 4).
La representaci6n expone una cantidad de aspectos importantes de variabilidad de tiempo de transferencia. Primero, las p6rdidas por expiraci6n de grano grueso son una causa importante de la variabilidad de retardo de transferencia para archivos pequeflos y medianos. Esto se debe a que incluso la duraci6n de una pequefia expiraei6n es a menudo mucho mayor que el tiempo de transfereneia total ttpico en auseneia de expiraciones para dichos tamaflos de archivos. Asl, euando ocurren expiraciones de grano grueso, no son muy notables.
Un resultado sorprendente es que para los archivos grandes, euando la red estfi muy cargada, una causa significativa de la variabilidad del tiempo de transfereneia es el retardo de propagaci6n. Esto significa que el nfimero de paquetes en la ruta critica muestra una variabilidad alta en condiciones de red muy cargada. Esto puede ser confirmado mediante el anfilisis de la distribuci6n de longitudes de ruta critiea para archivos grandes, comparando condiciones de carga de red baja con carga de red alta. Estos histogramas (junto con el minimo, modo y media de cada distribuei6n) se muestran en la Figura 8.
Esta figura ayuda a explicar por qu6 el retardo de propagaci6n medio en condiciones de carga de red alta es mayor (tal como se meneion6 anteriormente). Las estadisticas resumidas muestran que los casos comunes (los modos distribucionales) son los mismos, pero que bajo earga de red pesada la distribuei6n de la longitud de la ruta critica presenta colas mils largas.
C O N C L U S I O N E S
En este articulo hemos descrito diversos m6todos y una herramienta destinada al an~lisis de ruta critica de flujos Intemet. Hemos mostrado c6mo construir la ruta critica para flujos TCP unidireccionales, y c6mo extender este m6todo a transacciones HTTP. Ademil, hemos desarrollado una taxonomia de clases de retardos que pueden producirse en flujos TCP, utilizando dicha taxonomia para perfilar la ruta critica.
Un objetivo importante de las herramientas de anfilisis de tr~fico es ia amplia aplicabilidad, habiendo demostrado que el m6todo que usamos para construir la ruta critiea se aplica a una amplia gama de implementaciones TCP, es decir, aquellas que se conforman al Reno TCP. Nuestra herramienta no requiere ninguna instrumentaci6n intrusiva de sistemas terminales, sino 6nicamente trazados de ruta de paquete recogidos pasivamente en ambas terminaciones.
El aplicar este m6todo alas transferencias HTTP en Internet ayuda a responder preguntas como: "/,Curies son las causas de los largos tiempos de respuesta en la Web?" Hemos demostrado que para los sistemas medidos, la carga del servidor es el principal determinante del tiempo de transferencia para archivos pequefios, mientras que la earga de red es el mayor determinante del tiempo de transferencia para archivos grandes. Si se considera esto de modo general, se darta lugar al desarrollo de mejoras del servidor para acelerar la transfereneia de archivos pequefios. Ademil, el anfilisis de ruta eritica descubre una eantidad de puntos mils sutiles. Por ejemplo, la contribuci6n del retardo de propagaci6n a la ruta delay, for all three file sizes transferring to Client 1 (i.e., this figure is analogous to Figure 4 ).
This figure exposes a number of important aspects of transfer time variability. First, coarse-grained timeout losses are the overwhelming contributor to the variability of transfer delay for small and medium sized files. This is because the duration of even a single timeout is often much larger than the typical total transfer time in the absence of timeouts for these file sizes; thus when coarse-grained timeouts occur, they are very noticeable.
A surprising result is that for large files, when the network is heavily loaded, a significant cause of transfer time variability is propagation delay. This means that the number of packets on the critical path is showing high variability under heavily loaded network conditions. This can be confirmed by examining the distribution of critical path lengths for large files, comparing conditions of low network load with high network load. These histograms (along with each distribution's minimum, mode, and mean) axe shown in Figure 8 .
This Figure helps explain why mean propagation delay under high network load is larger (as discussed above); the summary statistics show that the common cases (the distributional modes) are the same, but that under heavy network load the critical path length distribution shows much longer tails.
CONCLUSIONS
In this paper we have described methods and a tool for critical path analysis of Internet flows. We have shown how to construct the critical path for unidirectional TCP flows, and how to extend this method to H T T P transactions. Furthermore, we have developed a taxonomy of kinds of delays that can occur in TCP flows and used this taxonomy to profile the critical path.
An important goal of traffic analysis tools is wide applicability, and we have shown that the method we use for constructing the critical path applies to a wide range of TCP implementations, i.e., those that conform to TCP Reno. Our tool does not require any intrusive instrumentation of end systems, only passively collected packet traces from both endpoints.
Applying this method to H T T P transfers in the Internet helps answer questions like "What are the causes of long Web response times?" We have shown that for the systems we have measured, server load is the major determiner of transfer time for small files, while network load is the major determiner for large files. If found to be general, this would lend support to the development of server enhancements to speed the transfer of small files. Furthermore, critical path analysis uncovers a number of more subtle points. For example, the contribution of propagation delay to the critical path is often greater than that network variability (e.g., queuing); this suggests that it may be difficult to improve transfer latency in some cases without more aggressive window opening schemes such as those discussed in [1, 32] or that better retransmission algorithms which avoid timeouts and slow start [11] . In addition, the dominant cause of variability in transfer time is packet loss; but surprisingly, even critiea es por io general mayor que la variabilidad de la red (por ejemplo, en colas). Ello sugiere que podria ser dificil mejorar la latencia de transfereneia en algunos casos, sin esquemas de apertura de ventana mhs agresivos, tales como los tratados en [1, 32] , o sin mejores algoritmos de retransmisi6n que eviten las expiraciones y el inicio lento [11] . Asimismo, la causa dominante de variabilidad en el tiempo de transferencia es la p6rdida de paquete. No obstante, y de manera sorprendente, incluso el nfmero de paquetes en la ruta eritica para un archivo de tamafio constante puede mostrar una cola distributional muy larga. the number of packets on the critical path for a constantsized file can show a very long distributional tail.
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