We present a linear time algorithm for transforming a simple elimination ordering of a strongly chordal graph into a strong elimination ordering.
Introduction
Let G = (V , E) be an undirected graph with vertex set V and edge set E where |V | = n and |E| = m. A graph is strongly chordal if it is chordal (every cycle of length 4 or more contains a chord) and if every even cycle of length 6 or more contains a chord splitting the cycle into two odd length paths. 
Theorem 1 [2]. A graph G is strongly chordal if and only if it has a simple elimination ordering.
Simple elimination orderings are not the only vertex orderings that characterize strongly chordal graphs, as we see in the next theorem. An ordering v 1 , . . . , v n is called a strong elimination ordering if it is a simple elimination ordering and for each i < j < k where
From this definition we see that a strong elimination ordering is a simple elimination ordering, but a simple elimination ordering is not necessarily a strong one.
Theorem 2 [2]. A graph G is strongly chordal if and only if it has a strong elimination ordering.
Currently, the fastest algorithms for recognizing strongly chordal graphs run in time O(m log n) due to Paige and Tarjan [5] and O(n 2 ) for dense graphs due to Spinrad [6] ; Uehara has retracted his claim of a linear time algorithm to solve the problem, citing fundamental flaws in the algorithm of [7] . Since many closely related classes of graphs like chordal graphs, interval graphs and chordal comparability graphs can be recognized in linear time, it seems plausible that strongly chordal graphs can be as well. Thus, one of the most interesting open problems regarding strongly chordal graphs is whether or not we can recognize them in linear time.
Strong elimination orderings also have an interesting matrix interpretation. The augmented adjacency matrix of G is the matrix obtained from the adjacency matrix by substituting 1 entries for 0s on the main diagonal. A vertex ordering is a strong elimination ordering if and only if using this ordering for the rows and columns of the augmented adjacency matrix, the resulting matrix contains no induced 11 10 (also called a Γ ). Lubiw [4] was able to show that it is possible to determine whether a matrix is Γ -free in linear time. Therefore, any algorithm for finding strong orderings in linear time would immediately give a linear algorithm for recognizing strongly chordal graphs.
Since every strong elimination ordering is simple but not vice-versa, a potentially easier open problem is to find a simple elimination ordering in linear time. However, given a simple elimination ordering, it was previously not known whether we could then recognize strongly chordal graphs in linear time. This paper addresses this issue by developing a linear time algorithm for transforming a simple elimination ordering into a strong elimination ordering. Thus, if a linear time algorithm for finding a simple elimination ordering of a strongly chordal graph is discovered, then we will also be able to recognize strongly chordal graphs in linear time.
For a special class of strongly chordal graphs, the chordal comparability graphs, a linear time simple elimination scheme was developed by Borie and Spinrad [1] .
Algorithm
In this section we present an algorithm for transforming a simple elimination ordering into a strong elimination ordering. We start with an example of a simple elimination ordering that is not a strong elimination ordering. Observe that the ordering a, b, c, d, e, f, g is a simple elimination ordering for the graph shown in Fig. 1 . Now consider the vertex b in the ordering. It has neighbors e and f such that e < f in the ordering. But since the vertex c is a neighbor of e and not f , and since b < c, the ordering is not a strong ordering. In this example we see that the problem is the relative ordering of the higher neighbors (e and f ) of the vertex b.
Assume that we have a simple elimination ordering v 1 , v 2 , . . . , v n of a strongly chordal graph G. The following function partitions the vertices into a list L of disjoint sets.
simple elimination ordering) returns ordered list of sets that partition V ; (1) L := empty list of sets; (2) for t := 1 to n do begin
append S to L; (6) remove S from V , updating the neighborhoods and degrees; (7) end;
where G is the graph from Fig. 1 , returns the list of sets L = {a}, {b, g}, {c}, {d, e, f }. Now by visiting each set in order and arbitrarily outputting the vertices within each set, we can obtain a new ordering  a, b, g, c, d , e, f . To simplify the discussion, we will let L denote an arbitrary ordering obtained from L in this fashion. In the following lemma we prove that an ordering L is also a simple elimination ordering. G({u j , . . . , u n }) it must be the case that l < j. This implies that u k must be adjacent to some vertex z that is not adjacent to u j in G({u j , . . . , u n }); otherwise u k would be in the same set as u j . This however contradicts the fact that u i is simple in G({u i , . . . , u n }). Thus u j and u k must belong to the same set in L. ✷ Recall that we can obtain a new ordering a, b, g, c, d, e, f from the list of sets returned by MakeSets (G,  [a, b, c, d, e, f, g] ) for the graph in Fig. 1 . We have proved that this is a simple elimination ordering, but notice that it is not a strong elimination ordering.
There is, however, an ordering of the vertices within each set of L that will result in a strong elimination ordering, namely a, b, g, c, f, d , e. In fact, it turns out that there will always be such an ordering of the vertices within each set that will lead to a strong elimination ordering. We verify this claim by construction. 
Function
This function starts by obtaining a list of sets L returned by MakeSets (G, [v 1 , . . . , v n ] ). A copy of this list L is made for discussion purposes only. In line (11) the simple elimination ordering v 1 , . . . , v n is updated to one that can be obtained from L. Then in lines (12)-(17) each set is partitioned into a list of sets by visiting each vertex in reverse order of the new simple elimination ordering. As a vertex v t is visited, we replace each set S ∈ L that contains a neighbor of v t with two sets (as long as
This process effectively places a partial order on the vertices of each set S in the original list L . Thus, the ordering L we return in line (18) is one that can also be obtained from L and hence it is a simple elimination ordering. As an example, the function SimpleToStrong (G, [a, b, c, d, e, f, g] ), where G is the graph from Fig. 1 , returns L where L = {a}, {b, g}, {c}, {f }, {d}, {e}. (12) when t = l, the vertex u k will be in a set that precedes the set containing u j . This contradicts j < k. Thus, by definition, u 1 , . . . , u n is a strong elimination ordering. ✷
Analysis
In the previous section we have outlined an algorithm for transforming a simple elimination ordering into a strong elimination ordering via the function SimpleToStrong (G, [v 1 , . . . , v n ] ). We will show in this section that the algorithm can be implemented to run in linear time.
First we must analyze the function MakeSets(G, [v 1 , . . . , v n ]). Notice that when we create each set S, we need only consider the neighbors of the current vertex v i . Thus, to create all sets S ∈ L we consider at most a total of m vertices. As we remove each vertex from a set S from V , we must update the degrees and neighborhoods of each vertex. Again this work is proportional to the number of edges in the graph. Thus
We now examine the code in lines (12)-(17). Each vertex belongs to exactly one set S. By maintaining an appropriate data structure, we can obtain the set a given vertex belongs to in constant time. . This procedure is equivalent to the step of subdividing sets into neighbors and nonneighbors of v as in chordal graph recognition; details of the chordal graph implementation are given in [3] . Thus the total amount of work done in this step is O(m). SimpleToStrong(G, [v 1 ,  . . . , v n ] ) and MakeSets (G, [v 1 , . . . , v n ] ) can be implemented to run in O(m) time.
Theorem 4. The functions

Future work
In this paper we have presented an algorithm for transforming a simple elimination ordering into a strong elimination ordering. Using this result, if we can find a simple elimination ordering in linear time, then we can find a strong elimination ordering in linear time, and thus we can recognize strongly chordal graphs in linear time. Thus, a critical open problem is to discover a linear time algorithm for finding a simple elimination ordering of a strongly chordal graph.
