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1 Introduction
1.1 Context
Walks on graphs are pervasive mathematical objects that appear in a wide range of
fields from mathematics and physics to engineering, biology and social sciences [24,
18,8,7,36,3,9]. Walks are perhaps most extensively studied in the context of random
walks on lattices [30], where they are used to model physical processes [11]. At
the same time, it is difficult to find general ‘context-free’ results concerning walks:
indeed, the properties of walks are almost always strongly dependent on the graph on
which they take place. For this reason, many results concerning walks on graphs are
intimately connected with the specific context in which they appear.
Over the past 30 years, the solutions to a number of problems across many fields
have been formulated in terms of sums of walks. Amongst the most important we
must mention the early work by Brydges et al. in statistical physics [10] and the sem-
inal work by Malioutov and coworkers [32] concerning Gaussian belief propagation
in probabilistic graphical models. These previous works are unified by two underlying
themes: firstly, that some quantities are most naturally expressed as sums of walks,
and secondly, that these walk-sums can be reduced to more manageable expressions
by resumming certain families of terms appearing in the sum. However, none of the
existing studies address the question of how these resummations can be developed
in a systematic fashion. Consequently, the results in the existing literature depend
strongly on the context of their discovery, and are only applicable in a limited num-
ber of situations. The general feasibility of walk resummations for graphs of arbitrary
structure thus remains an open problem. In this article we present a mathematically
rigorous and general approach to the question of summing and resumming walks. In
particular, we obtain an explicit expression for the sum of all walks between any two
vertices of any weighted multi-digraph. We have already produced applications for
our results in the fields of machine learning [21], matrix computations [20,22] and
quantum dynamics [23].
1.2 A systematic approach to walk sums
In this work we consider walks on (possibly weighted) directed graphs as mathemat-
ical entities in their own right. We demonstrate that these walks exhibit non-trivial
properties that are largely independent of the digraph on which they take place. Fore-
most amongst these properties is that any walk can be uniquely factorized into a
product of prime walks, which we show are precisely the simple paths and simple
cycles of the underlying graph.1. An important consequence of this result is the ex-
istence of a universal closed-form expression for the series of all walks between any
two vertices of any finite (weighted) digraph: namely, a branched continued fraction
of finite depth and breadth, which we provide. This continued fraction is the prime
1 Simple paths and simple cycles are also known as self-avoiding walks and self-avoiding polygons,
respectively.
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representation of the walk series, an analog of the Euler product formulae for the Rie-
mann zeta function and other totally multiplicative functions in number theory. This
universal continued fraction, which we present and prove here, has already found ap-
plications in the fields of matrix functions [20], differential calculus [22], quantum
dynamics [23] and machine learning [21]. Although seemingly disparate, many open
questions in these disciplines are unified by their natural formulation in terms of sums
of walks and thus benefit from the results presented here.
The usual product operation on the set WG of all walks on a digraph G is con-
catenation, which we denote here by ◦. Concatenation is a very liberal operation: the
concatenation a ◦ b of two walks a and b is non-zero whenever the final vertex of a is
the same as the initial vertex of b. This implies that both the irreducible and the prime
elements of the set of all walks equipped with the concatenation product, denoted
(WG, ◦), are the walks of length 1 on G: in other words, the edges of G. Consequently,
the factorisation of a walk w on G into concatenations of prime walks is somewhat
trivial. For this reason, we abandon the operation of concatenation and define instead
a new product between walks, which we term nesting and denote by . Nesting is a
much more restrictive operation than concatenation, in that the nesting of two walks is
non-zero only if the walks satisfy certain constraints. As a result of these constraints,
the irreducible and prime elements of (WG, ) are the simple paths and simple cycles
of G, rather than the edges of G. The rich structure that the nesting operation induces
on walk sets is at the origin of the universal continued fraction formula for formal
series of walks.
This article is organised as follows. In §2, we present the notation and termi-
nology used throughout the article. In particular, we define the nesting product and
establish its properties in §2.2. In §3 we obtain our central result: we prove the ex-
istence and uniqueness of the factorization of any walk on a digraph G into nesting
products of primes (i.e. the simple paths and simple cycles on G). We provide an
algorithm that produces the prime factorisation of individual walks in §3.2 and a re-
cursive formula to reduce sets of walks into nested sets of primes in §3.3. In §4 we
exploit these results to present the prime representation of walk series. Specifically,
we obtain in §4.1 an explicit branched continued fraction for the sum of all walks
between any two vertices of any digraph, and in §4.2 extend this result to the case of
weighted digraphs. Finally, the last section §5 is devoted to identifying the maximum
depth of this continued fraction.
2 Required Concepts
2.1 Notation and terminology
A directed graph or digraph is a set of vertices connected by directed edges, also
known as arrows. An arrow e starts at vertex s(e) and terminates at vertex t(e),
which we write e : s(e) → t(e) or (s(e)t(e)). Throughout this article, we let G =(V(G),E(G)) be a finite digraph withV(G) its vertex set and E(G) its edge set. This
digraph may contain self-loops but not multiple edges, i.e. we restrict ourselves to
at most one directed edge from α ∈ V(G) to ω ∈ V(G). The latter restriction is
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solely for the purpose of notational clarity, and all of our results can be straightfor-
wardly extended to cases where G contains multiple edges. We denote the vertices
of G by numbers or Greek letters α, β, . . ., as convenient. The digraph obtained by
deleting vertices α, β, . . . and all edges incident on these vertices from G is written
G\{α, β, . . .}.
A walk w of length `(w) = n ≥ 1 from µ0 to µn on G is a left-to-right sequence
(µ0µ1), (µ1µ2), · · · , (µn−1µn) of n contiguous directed edges. This walk starts at µ0 and
terminates at µn We represent w by its vertex string µ0 µ1 µ2 · · · µn or by its vertex-
edge sequence (µ0)(µ0µ1)(µ1) · · · (µn−1µn)(µn). If µ0 = µn, w is termed a cycle or
closed walk; otherwise, w is an open walk. The initial and final vertices of w are
called its head and tail, respectively. When necessary, they will be denoted h(w) and
t(w). The set of all walks on G is denoted by WG, and the set of all walks from vertex
µ0 to vertex µn on G is denoted by WG; µ0µn .
A simple path is an open walk whose vertices are all distinct. The set of all the
simple paths on G is denoted by ΠG. The set of simple paths from α to ω is denoted
by ΠG;αω. On any finite digraph G, these sets are finite.
A simple cycle is a cycle whose internal vertices are all distinct and different from
the initial vertex. The set of all the simple cycles on G is denoted by ΓG, while the set
of simple cycles off a specific vertex α is denoted by ΓG;α. On any finite digraph G,
these sets are finite.
A trivial walk is a walk of length 0 off any vertex µ ∈ V(G), denoted by (µ).
A trivial walk is a simple path, but not a simple cycle. Note that trivial walks are
different from the empty walk, denoted 0, whose length is undefined.
The concatenation is a non-commutative product operation between walks. Let
w1 = α0 · · ·α` ∈ WG and w2 = β0 · · · β`′ ∈ WG. Then the concatenation of w1 with w2
is defined as
w1 ◦ w2 =
α0 · · ·α` β1 · · · β`′ , if α` ≡ β0,0, otherwise. (1)
The empty walk is absorbing for the concatenation, i.e. for every w ∈ WG, we have
w ◦ 0 = 0 ◦ w = 0.
2.2 The nesting product
We now turn to the definition and properties of the nesting product. Nesting is more
restrictive than concatenation; in particular, the nesting product of two walks is non-
zero only if they obey the following property:
Definition 1 (Nestable property) Consider two walks (w1,w2) ∈ W2G with w2 =
β β1 · · · β`2−1 β a cycle from β to itself, and w1 = α0 α1 · · · β · · · α`1 a walk that visits
β at least once. Let α j = β be the first appearance of β in w1. Then the couple (w1,w2)
is nestable if and only if one of the following conditions holds:
(i) w1 and w2 are cycles off the same vertex β; or
(ii) no vertex that w1 visits before reaching β for the first time is also visited by w2.
Walk-Sums, Continued Fractions and Unique Factorisation on Digraphs 5
= J J
a1
a2
a3
a4
a5 a6
a7 a8
a9
a1
a2
a3
a4 a4
a5 a6
a7 a7 a8
a9
w p c2 c1
Fig. 1: An example of nesting: the walk w = α1α2α3α4α5α6α7α8α9α7α4 is obtained
upon inserting the triangle c1 = α7α8α9α7 into the square c2 = α4α5α6α7α4 and then
into the simple path p = α1α2α3α4, that is w = p  (c2  c1).
The nestable property describes the natural structure arising from the cycle-erasing
procedure (also known as loop-erasing procedure) introduced by Lawler in [29,30].
Consider traversing a walk w on a graph, removing all simple cycles ci (where 1 ≤
i ≤ n) from w in chronological order. Upon reaching the end of the walk, the surviv-
ing vertex string forms a simple path p. It can be seen that for any eliminated cycle c
whose head is on p, the couple (p, c) is nestable. Similarly, if the head of a cycle ci is
an internal vertex of another cycle c j, where j > i, then the couple (c j, ci) is nestable.
This provides a natural motivation for the nesting product as the inverse operation of
the cycle-erasing procedure: the walk w can be written as a nesting product involving
the simple path p and the erased simple cycles c1 · · · cn.
Definition 2 (Nesting product) Let (w1, w2) ∈ W2G be two walks on G. If the couple
(w1, w2) is not nestable, we define the nesting product to be w1  w2 = 0. Otherwise,
let w1 = α0 α1 · · · β · · ·α`1 be a walk of length `1 and let w2 = β β1 · · · β`2−1 β be a
cycle of length `2 from β to itself. Then the operation of nesting is defined by
 : WG ×WG → WG, (2a)
(w1, w2) → w1  w2 = α0 α1 · · · β β1 · · · β`2−1 β · · ·α`1 . (2b)
The walk w1  w2 of length `1 + `2 is said to consist of w2 nested into w1. The vertex
sequence of w1  w2 is formed by replacing the last appearance of β in w1 by the
entire vertex sequence of w2.
I Nesting is non-commutative and non-associative: for example, 11  131 = 1131,
while 131  11 = 1311, and (12  242)  11 = 11242, while 12  (242  11) = 0.
I Nesting coincides with concatenation for cycles off the same vertex: for (c1, c2) ∈
W2G;αα we have c1  c2 = c1 ◦ c2. Consequently, nesting is associative over the cycles:
if c3 ∈ WG;αα then (c1  c2)  c3 = c1  (c2  c3) = c1  c2  c3. This in turn implies
power-associativity over the cycles, so we can simply write cp for the nesting of a
cycle c with itself p times, e.g. 1212121 = 121  121  121 = 1213. We interpret c0
as the trivial walk off h(c).
I Let µ ∈ V(G). Consider the trivial walk (µ) and observe that for any cycle w ∈
WG; µµ from µ to itself we have (µ)w = w. Therefore we say that the trivial walk (µ)
is a left-identity element on the cycles from µ to itself.
Finally, with the nesting product comes a notion of divisibility. This notion plays
a fundamental role in the identification of irreducible and prime walks:
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Definition 3 (Divisibility) Let w and w′ be two walks. We say that w′ divides w, and
write w′ |w, if and only if w can be written using non-zero nesting products involving
w′. A walk w′ that divides w will be called a factor or divisor of w.
This basic definition is equivalent to the following, more explicit formulation:
Definition 4 Let w and w′ be two walks. Then we say that w′ divides w, and write
w′ |w, if and only if one of the following conditions holds:
(i) there exists a walk w′′ , w such that w′|w′′ and w′′|w; or
(ii) there exists n ≥ 0 walks w1, w2, · · · , wn and an integer 0 ≤ i ≤ n such that
w = w1  · · ·  wi  w′  wi+1  · · ·  wn.
3 Prime Factorisation on Digraphs
In this section, we prove the existence and uniqueness of the factorisation of indi-
vidual walks on digraphs into nesting products of prime walks, which we identify to
be the simple paths and simple cycles. We provide an algorithm that factors walks.
Second, we give an explicit formula expressing the set of all walks between any two
vertices of any digraph as a collection of nested sets of prime walks. We will use this
result in the next section to obtain representations for the series of all walks on any
digraph which involve only prime walks. For each result we present, we provide a
simple example demonstrating its use.
3.1 Existence and uniqueness of the prime factorisation of walks
The fundamental theorem of arithmetic is arguably the most important result in num-
ber theory [25]. It establishes the central role played by the prime numbers, and has
many profound consequences on the properties of integers. We now present its ana-
logue for individual walks on arbitrary digraphs.
We begin by presenting the notion of a factorisation of a walk and stating the
conditions under which two factorisations are equivalent. A factorisation of a walk w
on G, denoted Facw, is a decomposition of w into a nesting product of other walks
on G, which we term the factors of w. Recombining the factors of w with the nest-
ing operation reproduces the original walk w. Since nesting is neither commutative
nor associative, it is necessary to be cautious about equivalent factorisations of a
walk. We say that two factorisations Facw and Fac′ w of a walk w are equivalent,
denoted Facw ≡ Fac′ w, if and only if one can be obtained from the other through
the reordering of parentheses and factors, and up to nesting with trivial walks, with-
out modifying w. In particular, equivalent factorisations of a walk are made up of
the same non-trivial factors. Equivalent factorisations are generated by the following
operations:
i) Multiplication by trivial factors (i.e. trivial walks).
ii) Let w, a and b be walks such that (w, a) and (w, b) are nestable. Then one can
replace (w  a)  b by (w  b)  a if and only if a and b do not have any vertex in
common.
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iii) Let w, a and b be walks such that (w, a) and (a, b) are nestable but (w, b) is not
nestable. Then one can replace (w  a)  b by w  (a  b).
From now on, we shall speak of walk factorisations up to equivalence, that is up to
the application of one or more of the above operations.
Of particular interest is the factorisation of a walk into nesting products of prime
walks, called the prime factorization. Following standard definitions [27,28], a walk
w is said to be prime with respect to nesting if and only if for all nestable couples of
walks (w′,w′′) such that w | (w′ w′′) then w |w′ or w |w′′. It is a central result of this
article that the prime factorisation of any walk w exists and is unique and the set of
primes factors of w is uniquely determined by w:
Theorem 1 (Prime factorisation of walks) Any walk on G factorises uniquely into
nesting products of prime walks: the simple paths and simple cycles on G.
The theorem makes three statements concerning the prime factorisation of a walk: i)
it always exists; ii) it is unique; and iii) a walk is prime if and only if it is a simple
path or a simple cycle.
The proof of Theorem 1 is organized as follows. We begin by showing that a
walk is irreducible – that is, that it cannot be expressed as a nesting product of two or
more non-trivial walks – if and only if it is a simple path or a simple cycle. Second,
we show that the factorisation of a walk into nesting products of irreducible walks
always exists and is unique. Third, we prove that a walk is prime if and only if it is a
simple path or a simple cycle. Taken together, these steps establish Theorem 1 as an
equivalent to the fundamental theorem of arithmetic.
Proof Following standard definitions [27,28], a walk w is irreducible if, when-
ever there exists a divisor w′ of w, then either w′ is trivial, or w′ = w up to nesting
with trivial walks (i.e. local identities). A walk that is not irreducible is said to be
reducible. Then we have the following result:
Lemma 1 A walk w is irreducible if and only if it is a simple path or a simple cycle.
Proof The backward direction is straightforward since simple paths and simple cy-
cles have no repeated internal vertices and are thus irreducible. For the forward di-
rection, consider an irreducible walk w and suppose that w is neither a simple path
nor a simple cycle. We distinguish two cases: i) if w is an open walk or w is closed
and does not have its head as an internal vertex, then there exists an earliest vertex µ
visited at least twice by w (earliest internal vertex µ if w is closed). Then let sµ ⊂ w
be the vertex sequence joining the first appearance of µ to its final appearance in w,
and let wµ be the vertex sequence obtained from w by replacing sµ by (µ) in w. Then
(wµ, sµ) is a nestable couple of non-trivial walks and w = wµ  sµ, which is a con-
tradiction. ii) If instead w is a closed walk and its head µ := h(w) also appears as an
internal vertex, then let sµ be the vertex sequence joining the second appearance of
µ to its last appearance in w and let wµ be the vertex sequence obtained from w by
replacing sµ by (µ) in w. Then again (wµ, sµ) is a nestable couple of non-trivial walks
and w = wµ  sµ, which is a contradiction. uunionsq
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Lemma 2 Any walk on G factorises uniquely into nesting products of irreducible
walks.
Proof We prove the lemma by induction on the walk length. Let P(n) be the follow-
ing proposition: for any walk w of length `(w) ≤ n, there exists a unique factorisation
of w into nesting products of irreducible walks, denoted FacI w.
Base case: we establish P(1). Consider a walk w of length `(w) = 1. Then w is either
a self-loop αα or comprises a single edge αω, for some vertices α and ω. In either
case it is irreducible. Furthermore, the factorised form of w is w itself and is clearly
unique, so P(1) holds.
Induction: we show that for any n ≥ 1, the ensemble of statementsP(1),P(2), . . . ,P(n)
imply P(n + 1). To this end, consider a walk w of length `(w) = n + 1. If w is
irreducible, then its factorisation exists and is unique: this factorisation is w itself,
FacI w ≡ w.
In the case where w is reducible, we begin by proving that it has at least one
factorisation into products of irreducible walks. If w is reducible, then there exists
a nestable couple (a, b) of non-trivial walks such that w = a  b. Necessarily 1 ≤
`(a), `(b) ≤ n and so by the induction hypothesis there exist unique factorisations
of a and b into products of irreducible walks, FacI a and FacI b. Then FacI w :=
FacI a  FacI b is a valid factorisation of w into irreducible walks.
Now suppose that there exists a second factorisation Fac′I w of w into irreducibles,
which is different from the first: FacI w . Fac′I w. Since Fac
′
I w exists, there exists
a nestable couple (c, d) of non-trivial walks such that w = c  d, 1 ≤ `(c) ≤ n,
1 ≤ `(d) ≤ n, and Fac′I w = FacI c  FacI d.
Consider the case where a = c and b = d. Then since a and b have length not
greater than n, it follows from the induction hypothesis that the factorisation of a into
products of irreducible walks exists and is unique. Thus a = c implies that a and c
have the same factorisation into irreducible walks: FacI a ≡ FacI c. By analogous
reasoning, b = d implies that FacI b ≡ FacI d. In this situation FacI w and Fac′I w are
equivalent and P(n + 1) holds.
Otherwise, consider the case where (a, b) , (c, d). Since w = a  b = c  d, the
position of the cycle d in the vertex sequence of w must fall into one of the following
three cases:
i) d is included in a: d ⊆ a. Let e := a ∩ c be the vertex sequence common to a and
c (see schematic representation below). Since (a, b) is nestable (e, b) is nestable,
and similarly (c, d) nestable implies (e, d) nestable. Additionally c = e  b and
a = e  d. It follows that FacI w = FacI a  FacI b = (FacI e  FacI d)  FacI b
and Fac′I w = FacI c  FacI d =
(
FacI e  FacI b)  FacI d. Now since each of
e, b and d have length less than or equal to n, by the induction hypothesis their
factorisations into irreducible walks exist and are unique. Consequently FacI w
and Fac′I w are equivalent and P(n + 1) holds.
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Schematic representation of the vertex sequence of w in the case d ⊆ a.
ii) d is included in b, d ⊆ b. We proceed similarly to case i). Let e := b ∩ c be the
vertex sequence common to b and c. By construction, e is a cycle. The couple
(a, b) and therefore (a, e) are nestable, while the fact that (c, d) is nestable implies
that (e, d) is also nestable. Thus we have b = e  d and c = a  e, while FacI w =
FacI a  FacI b = FacI a  (FacI e  FacI d) and Fac′I w = FacI c  FacI d =(
FacI a  FacI e)  FacI d. Now since each of a, e and d has length less than or
equal to n, by the induction hypothesis their factorizations into irreducible walks
exist and are unique. Consequently FacI w and Fac′I w are equivalent and P(n+1)
holds.
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Case d ⊆ b.
iii) d straddles a and b. This case is essentially different from i) and ii), and it is nec-
essary to distinguish subcases. Given that a b , 0 and c d , 0 by assumption,
b and d must both be cycles. Let the head vertex of b be β, and the head vertex of
d be δ. Since d straddles over a and b, then δ is visited by both a and b, and β is
visited by both c and d.
Case d straddles over a and b.
We first examine the situation where β and δ are different vertices. Then two cases
exist:
1) a is a cycle off β. Then c visits β before δ, but β is also visited by d. Thus the
couple (c, d) is non-nestable, which is a contradiction.
2) a is an open walk from α to β, or β appears only as an internal vertex of a. In
either situation, a visits δ before the final appearance of β, but δ is also visited by
b. Then the couple (a, b) is non-nestable, which is a contradiction.
Finally, it remains to consider the case where β and δ are identical. Then the last
appearance of β in c must be the last vertex of b (since a  b nests b into a off the
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final appearance of β). However, d straddles a and b, which implies that c visits
β after the last vertex of d; and d is not nested into c off the last appearance of β,
a contradiction. Therefore case iii) is impossible: w = a  b = c  d cannot hold
with d straddling a and b.
We have demonstrated that P(1) is true, and upon supposing that P( j) holds for all
j ≤ n, we have shown that P(n+1) holds. Consequently P(n) holds for all n ≥ 1. The
factorisation of a walk into nesting products of irreducible walks thus always exists
and is unique. uunionsq
We complete the proof of Theorem 1 by establishing that simple paths and simple
cycles are prime:
Lemma 3 Let w be a walk. Then w is prime if and only if it is a simple path or a
simple cycle.
Proof Firstly, we prove the backward direction: that if w is a simple path or a simple
cycle, then w is prime. Consider a walk w and a nestable couple (w1,w2) such that
w | (w1  w2). Since w is either a simple path or a simple cycle, then, by Lemma
1, w is an irreducible factor appearing in the factorisation FacI (w1  w2) of w1 
w2 into nesting products of irreducible walks. By uniqueness of this factorisation,
Lemma 2, w must either be an irreducible factor of FacI w1, implying w |w1; or an
irreducible factor of FacI w2, implying w |w2; or both. It follows that w is prime.
Secondly, we prove the forward direction: w prime⇒ w is a simple path or a simple
cycle. Suppose that there exists a prime walk w which is neither a simple path nor a
simple cycle. Then by, Lemma 1, w is reducible and there exists at least one nestable
couple (w1,w2) of non-trivial walks such that w = w1 w2. Clearly w | (w1 w2), and
w1 and w2 are strictly shorter than w. Therefore w divides neither w1 nor w2, which is
a contradiction. uunionsq
Taken together, Lemmas 1, 2 and 3 establish Theorem 1. uunionsq
3.2 An algorithm to factorise individual walks
Let w be a walk on a digraph G, and SR(Facw) be the set of reducible factors appear-
ing in a factorisation Facw of w; that is
SR
(
Facw
)
=
{
w′ : w′ ∈ Facw and w′ is reducible}.
Algorithm 1, presented on p. 11, then proceeds as follows. We begin by setting
Facw := w. Then an arbitrary reducible factor a of Facw is chosen and factorized
into a nesting product of strictly shorter walks, yielding a factorization Fac a. Next,
Facw is updated by replacing a by its factorization Fac a, an operation which we
denote Facw → Facw / {a → Fac a}. Finally, another reducible factor appearing in
the updated factorisation Facw is chosen, and the process is repeated. At each round,
reducible factors are decomposed into nesting products of shorter walks. The algo-
rithm stops when SR
(
Facw
)
is the empty set ∅, at which point Facw is the prime
factorisation of w.
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Input : A walk w ∈ WG
Output : The prime factorisation of w
1 Facw := w while SR
(
Facw
)
, ∅ do
2 Choose any a ∈ SR(Facw) if h(a) = t(a) = µ and a visits vertex µ a total of k > 2 times then
3 Let c1, · · · , ck−1 be the k − 1 cycles off µ identified by splitting the vertex string of a at
each internal appearance of µ.
4 Facw→ Facw / {a→ (c1  · · ·  ck−1)} % Replace a with (c1  · · ·  ck−1) in
Facw
5 else
6 w0 := a; Fac0 a := w0 j := 0 while w j is not a simple cycle nor a simple path do
7 Traverse w j from start to finish
8 if w j is open then
9 Start the traversal on h(w j)
10 else
11 Start the traversal on the first internal vertex of w j
12 end
13 Upon arriving at the earliest vertex η that w j visits at least twice, define :
14 s j+1 := (ηfirst · · · ηlast) % Cycle from the first to the last
occurrence of η in w j
15 w j+1 := w j / {s j+1 → (η)} % Replace s j+1 with (η) in w j
16 Fac j+1 a := Fac j a / {w j → (w j+1  s j+1)} % Replace w j with w j+1  s j+1
in Fac j a
17 j = j + 1
18 end
19 Let m := j and r := wm. Observe that wm is irreducible and that
Facm a =
( (
(r  sm)  sm−1)  · · · )  s1.
20 Facw→ Facw / {a→ Facm a} % Replace a with Facm a in Facw
21 end
22 end
23 Prime factorisation of w ≡ Facw % All the factors appearing in Facw are prime
Algorithm 1: Prime factorisation of individual walks
Proof We first verify the correctness of the factorisations that Algorithm 1 performs,
and second show that for any finite-length walk, the algorithm terminates and yields
the prime factorisation.
Initialization: let Facw be any factorisation of a walk w on G of finite length
`(w) and let a ∈ SR(Facw).
If a is a cycle off µ, and µ appears k > 0 times as an internal vertex of a, then the
algorithm splits the vertex string of a at each internal appearance of µ, thus producing
k − 1 cycles c1, c2, . . . , ck−1 off µ. Then by construction, a = c1 ◦ · · · ◦ ck−1, where
◦ is the concatenation operator. Since nesting coincides with concatenation over the
cycles, we have c j ◦ c j+1 = c j  c j+1 and
a = c1  · · ·  ck−1, (3)
as claimed in the algorithm. Note that each of the cycles c j is strictly shorter than a
and, by construction, does not have µ as an internal vertex.
Else, let α0α1 · · ·α` be the vertex sequence of a. Let η be the earliest vertex that
a visits at least twice (or the earliest internal vertex, if a is a cycle). Let i and f be
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the indices of the earliest and latest occurrences of η in a, so that αi = α f = η, and
set s1 be the string of vertices ηiηi+1 · · · η f . Let w1 be the walk obtained from a by
replacing s1 by η. Then the couple (w1, s1) is nestable, since all vertices αk (where
k < i) are visited precisely once by w and therefore cannot be visited by s1. Then, by
construction of s1 and w1, we have Fac1 a = w1 s1. By applying the same reasoning
for the earliest vertex λ visited at least twice by w1 (the earliest internal vertex, if
w1 is a cycle), we construct a nestable couple (w2, s2) with w1 = w2  s2 and thus
Fac2 a = (w2  s2)  s1. Proceeding similarly with w2 and all the subsequent non-
irreducible walks w j thus yields
Facm a =
( (
(r  sm)  sm−1)  · · · )  s1, (4)
where and r ≡ wm must be irreducible, as claimed on Line 19 of the algorithm.
In either of the two cases above, a is factorised into nesting products of strictly
shorter walks which are either irreducible, or will in turn be factorised into nesting
products of strictly shorter walks in a later step. After at most `(w) − 1 recursive
factorizations, where `(w) is the length of the original walk w, all factors obtained
are either irreducible or of length 1. Since all walks of length 1 are irreducible, it
follows that the algorithm factors any walk of finite length into a nesting product of
irreducible walks in a finite number of steps. Finally, by Lemmas 1 and 3, irreducible
walks are primes. The algorithm thus yields the prime factorisation of w. uunionsq
Example 1 (The prime factorisation of a walk) In this example we give a detailed
step-by-step example illustrating the application of Algorithm 1. Let G be the com-
plete ordinary (i.e. undirected) graph on 4 vertices with vertex labels {1,2,3,4}, and
consider factorising the walk w = 133112343442333.
Initially, the walk factorisation is simply Facw := w and its set of reducible
factors is therefore SR
(
Facw
)
= w. Since w is the only factor in Facw, we let a = w.
Then when Algorithm 1 is run, the while loop beginning on Line 1 is executed a total
of 5 times:
(1) Since a is open, we take w0 = a, so that Fac0 a = w0. Traversing w0 from left to
right, we find that vertex 1 is the earliest vertex visited at least twice by w0. Then
s1 = 13311, w1 = 12343442333 and Fac1 a = w1  s1 = 12343442333  13311.
We now enter the while loop of Line 6.
(1a) w1 is neither a simple path nor a simple cycle, and is open. Traversing w1 from
its first vertex onwards shows that vertex 2 is the earliest vertex visited at least
twice by w1. Then s2 = 2343442, w2 = 12333 and Fac2 a = (w2  s2)  s1.
(1b) w2 is neither a simple path nor a simple cycle, and is open. Further, vertex 3
is the earliest vertex visited at least twice by w2. Then s3 = 333, w3 = 123
and Fac3 a =
(
(w3  s3)  s2)  s1.
(1c) Since w3 is a simple path, we exit the while loop of Line 6 and update Facw
by replacing a by Fac3 a. We thus obtain
Facw =
(
(w3  s3)  s2
)
 s1 =
(
(123  333)  2343442
)
 13311.
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(2) The set of reducible factors in Facw is SR
(
Facw
)
= {333, 2343442 , 13311}. We
return to the beginning of the first while loop on Line 1, and choose a = 333.
This walk is a cycle off 3 and visits vertex 3 a total of k = 3 times. We define
c1 = 33 and c2 = 33, and update Facw by replacing 333 by 33  33 = 332. The
factorisation of w becomes
Facw =
(
(123  332)  2343442
)
 13311.
(3) SR
(
Facw
)
= {2343442 , 13311}. We choose a = 13311. Then a is a cycle off 1
and visits vertex 1 a total of k = 3 times. We define c1 = 1331 and c2 = 11, and
update Facw by replacing a with c1  c2, yielding
Facw =
(
(123  332)  2343442
)
 (1331  11).
(4) SR
(
Facw
)
= {2343442 , 1331}. We choose a = 1331. Now a is a cycle off 1 that
does not have 1 as an internal vertex. Executing the second while loop on Line 6
results in s1 = 33, w1 = 131 and Fac1 a = w1  s1.
(4a) Since w1 is a simple cycle, we exit the while loop of Line 6 and update Facw,
replacing a with Fac1 a. We obtain
Facw =
(
(123  332)  2343442
)

(
(131  33)  11
)
.
(5) The set of reducible factors has been reduced to SR
(
Facw
)
= {2343442}. We
therefore set a = 2343442, which is a cycle off 2 that does not have 2 as an
internal vertex. Then s1 = 343, w1 = 23442 and Fac1 a = w1  s1.
(5a) w1 is neither a simple path nor a simple cycle, but a cycle off 2 that does not
have 2 as internal vertex. Then the first pass through the while loop of Line 6
yields s2 = 44, w2 = 2342 and Fac2 a = (w2  s2)  s1.
(5b) w2 is a simple cycle. We exit the while loop of Line 6 and update Facw,
replacing a with Fac2 a. We obtain
Facw =
(
(123  332) 
(
(2342  44)  343
))

(
(131  33)  11
)
. (5)
At this point SR
(
Facw
)
is empty, we exit the while loop of Line 1, and Eq. (5) is the
prime factorisation of w into nesting products of prime walks. A pictorial representa-
tion of the operations performed by the algorithm is given in Fig. 2.
3.3 Prime factorisation of walk sets
Concluding this section on unique factorisation, we establish the factorisation of sets
of walks into nested sets of primes. More precisely, we obtain an expression for the
set of all walks between any two vertices of G in terms of Kleene stars of nested sets
of simple paths and simple cycles. This result will prove decisive in the next section,
when we obtain the prime representation of any series of walks.
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Fig. 2: (left) a schematic representation of the steps of Algorithm 1 as outlined in
Example 1; (right) a tree Tw representing the prime factorisation of w. Each node
corresponds to a nesting product, the leaves are the irreducible factors of w, and the
root is the walk w itself. The tree Tw is in fact a subgraph of the Hasse diagram of
the set of walks partially ordered by the divisibility relation of Definition 3. This
observation lies at the heart of a “number theory” of prime walks, which will be
presented in detail elsewhere.
Remark 1 (Nesting sets) Let A and B be two sets of walks on G. Then we write AB
for the set obtained by nesting every element of B into every element of A.
Remark 2 (Kleene star and nesting Kleene star) Let α be a vertex on G and Eα ⊆
WG;αα be a subset of the set of all walks from α to itself on G. Set E0α = {(α)} and
Eiα = E
i−1
α ◦ Eα for i ≥ 1. Then the Kleene star of Eα, denoted E∗α, is the set of walks
formed by concatenating any number of elements of Eα: that is, E∗α =
⋃∞
i=0 E
i
α [16].
The nesting Kleene star of Eα, denoted E∗α , is the equivalent of the Kleene star with
concatenation replaced by the nesting product: E∗α =
⋃∞
i=0 E
i
α where E
0
α = {(α)}
and Eiα = E
(i−1)
α  Eα for i ≥ 1. Since nesting coincides with concatenation for
cycles off the same vertex, the nesting Kleene star coincides with the usual Kleene
star, that is E∗α = E∗α. From now on we therefore do not distinguish between the two.
Theorem 2 (Factorisation of walk sets) Let ν0 and νp be two vertices on G. Then
the set of all walks on G from ν0 to νp is expressible solely in terms of sets of prime
walks on G. This expression is given by the following recursive relations:
WG; ν0νp =
((
(ΠG; ν0νp C∗G\{ν0,··· ,ν`(p)−1}; νp )  · · · C∗G\{ν0}; ν1
)
C∗G; ν0
)
, (6a)
where ν0ν1 · · · νp−1νp ∈ ΠG; ν0νp is a simple path and
CG; µc =
((
(ΓG; µc C∗G\{µc, µ1,··· , µc−2}; µc−1 )  · · · C∗G\{µc, µ1}; µ2
)
C∗G\{µc}; µ1
)
, (6b)
with µcµ1 · · · µc−1µc ∈ ΓG; µc is a simple cycle.
Note that if ν0 = νp, then ΠG; ν0ν0 =
{
(ν0)
}
and WG; ν0ν0 = C∗G; ν0 with CG; ν0 given by
Eq. (6b). This is the factorization of sets of cycles on G.
We show in the proof of the Theorem that the set CG; µc is the set of cycles from
µc to itself on G that do not have µc as an internal vertex. This set is factorized
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recursively through Eq. (6b). Indeed CG; µc is expressed in terms of CG\{µc, µ1,··· , µ j−1}; µ j
which is in turn factorized through Eq. (6b) but on the subgraph G\{µc, . . . , µ j−1} of
G. The recursion stops when vertex µ j has no neighbour on this subgraph, in which
case CG\{µc, µ1,··· , µ j−1}; µ j = ΓG\{µc, µ1,··· , µ j−1}; µ j = {(µ jµ j)} if the loop (µ jµ j) exists and
CG\{µc, µ1,··· , µ j−1}; µ j =
{
(µ j)
}
otherwise. The maximum depth at which this recursion
stops is discussed in §5.
Proof Let ν0 and νp be two connected vertices of G, and consider w a walk from ν0
to νp. For convenience, we define
BG; ν0νp :=
((
(ΠG; ν0νp  A∗G\{ν0,··· ,νp−1}; νp )  · · ·  A∗G\{ν0}; ν1
)
 A∗G; ν0
)
, (7)
where AG\{ν0,··· ,ν j−1}; ν j designates the set of cycles off ν j onG\{ν0, · · · , ν j−1} that do not
have ν j as an internal vertex. First, we will show that BG; ν0νp = WG; ν0νp by showing
that WG; ν0νp ⊆ BG; ν0νp and BG; ν0νp ⊆ WG; ν0νp . In a second time, we will show that
AG; µc identifies with the set CG; µc in Theorem 2.
By Eq. (4), w can be expressed as a simple path r ∈ ΠG; ν0νp with a collection
of cycles s j nested into it: that is Facw :=
(
((r  sm)  sm−1)  · · · )  s1 is a valid
factorisation of w. By construction, the s j for 1 ≤ j ≤ m are cycles nested off different
vertices of the simple path r. For each vertex νk of r, we define sνk = (νk) if no s j is
nested off νk and sνk = s j if h(s j) = νk. Then let
Fac′(w) :=
( (
(r  sνp )  sνp−1
)  · · · )  sν0 , (8)
and note that Fac′(w) ≡ Facw. By the nestable property, sν j cannot visit any of
ν0, · · · , ν j−1 and must therefore be an element of WG\{ν0,··· ,ν j−1}; ν jν j . By Eq. (3), any
element of WG\{ν0,··· ,ν j−1}; ν jν j can be decomposed into nesting products of shorter cycles
ci off ν j that do not have ν j as an internal vertex. Therefore sν j ∈ A∗G\{ν0,··· ,ν j−1}; ν j and
consequently w ∈ BG; ν0νp . Since w was arbitrary, it follows that WG; ν0νp ⊆ BG; ν0νp .
Furthermore, any element of BG; ν0νp is a walk on G from ν0 to νp, so that BG; ν0νp ⊆
WG; ν0νp . Hence we deduce BG; ν0νp = WG; ν0νp .
It remains to show that the set CG; µc of Eq. (6) is AG; µc . Let c ∈ AG; µc . Applying
the same reasoning as above, c factorises as in Eq. (8), but with r being a simple cycle
(i.e. an element of ΓG; µc ) instead of a simple path. Thus c is an element of the set((
(ΓG; µc  A∗G\{µc, µ1,··· , µc−2}; µc−1 )  · · ·  A∗G\{µc, µ1}; µ2
)
 A∗G\{µc}; µ1
)
. (9)
Any element of this set is a cycle off µc that does not have µc as an internal vertex.
Consequently, AG; µc identifies with the set of Eq. (9). If µc has no neighbour on G,
then AG; µc =
{
(µcµc)
}
if the loop (µcµc) exists and AG; µc =
{
(µc)
}
otherwise. Thus
AG; µc and CG; µc both fulfill the same recursive relation and value on vertices with no
neighbour and it follows that they are equal. This establishes Eq. (6b) and, together
with BG; ν0νp = WG; ν0νp , Eq. (6a). uunionsq
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Example 2 (Prime factorisation of a walk set) Let T3 be the complete graph on three
vertices, with a self-loop on each vertex. We label the vertices 1, 2, and 3. In this
example we derive the prime factorisation of the set of all walks from 1 to 1 on T3.
The set of all walks from 1 to 1 is a set of cycles, and Eq. (6a) thus yields WT3; 11 =
C∗T3; 11. To factorise C
∗
T3; 11, we note that the set of simple cycles from 1 to itself is
ΓT3; 1 = {11, 121, 131, 1231, 1321}. Thus Eq. (6b) gives
WT3; 11 =
{
11, 121 C∗T3\{1}; 22, 131 C∗T3\{1}; 33, (10)(
1231 C∗T3\{1,2}; 33
) C∗T3\{1}; 22, (1321 C∗T3\{1,3}; 22) C∗T3\{1}; 33}∗.
We now use Eq. (6b) to factor each of the sets C∗G;µµ. Since ΓT3\{1}; 2 = {22, 232} and
ΓT3\{1,3}; 2 = {22}, we have
C∗T3\{1}; 22 = {22, 232 C∗T3\{1,2}; 33}∗ and C∗T3\{1,3}; 22 = {22}∗, (11)
and the analogous expressions produced by exchanging the labels 2 and 3. Inserting
these expressions into Eq. (10), we arrive at
WT3; 11 =
{
11, 121 
{
22, 232  {33}∗
}∗
, 131 
{
33, 323  {22}∗
}∗
, (12)(
1231  {33}∗)  {22, 232  {33}∗}∗, (1321  {22}∗)  {33, 323  {22}∗}∗}∗.
This set contains the prime factorisation of any cycle off 1 on T3.
4 Prime factorisation of series of walks
The main interest of the existence and uniqueness of the prime factorisation of walks
is that it permits a series of walks on a digraph G to be resummed into an expression
that involves only the prime elements of G. This is analogous to how the fundamental
theorem of arithmetic leads to the existence of Euler products for the Riemann zeta
function and other totally multiplicative functions on the integers. In fact, as we will
show in a future work, the relation between these two cases is not simply an analogy
but can be established rigorously.
In this section, we begin by obtaining an explicit closed-form expression involv-
ing only prime walks for the formal series of all walks on the graph. We also obtain
the equivalent expression for series of walk weights on a weighted directed graph.
These resummed walk series have found applications in linear algebra [20], machine
learning [32] and physics [10], [23].
4.1 Formal series of walks
Let α and ω be two vertices on G. The characteristic series of the set WG;αω of all
walks from α to ω on G is the formal series [4]
ΣG;αω :=
∑
w∈WG;αω
w. (13)
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In other words, the coefficient of w in ΣG;αω, denoted (ΣG;αω,w), is 1 if w ∈ WG;αω
and 0 otherwise.
By using the fact that every open walk can be factorised into a simple path and a
collection of nested cycles, we rewrite ΣG;αω as a series over simple paths by mod-
ifying each path in the series to include all collections of cycles that can be nested
off the vertices it visits. To preserve the vertex-edge notation of walks, we implement
this modification by replacing each vertex α in a simple path by a ‘dressed vertex’
(α)′G defined to represent the characteristic series of all cycles that can be nested off
α on G:
(α)′G :=
∑
c ∈WG;αα
c = ΣG;αα. (14)
We rewrite this characteristic series as a series over simple cycles γ ∈ ΓG;α by re-
placing each vertex µ visited by a simple cycle γ by a dressed vertex representing the
characteristic series of all the cycles that can be nested off µ on the appropriate sub-
graph of G. Applying this approach recursively yields a representation of the formal
series ΣG;αω which only involves simple paths and simple cycles (i.e. the prime walks
on G).
Theorem 3 (Formal path-sum) Using the vertex-edge notation for walks, the for-
mal characteristic series of all walks from α to ω on G has the following expression,
which involves only primes on G:
ΣG;αω =
∑
ΠG;αω
(α)′G (αν1) (ν1)
′
G\{α} · · · (ν`(p)−1ω) (ω)′G\{α,ν1,...,ν`(p)−1} , (15a)
where p = (αν1 · · · ν`(p)−1ω) is a simple path of length `(p) from α ≡ ν0 to ω ≡ ν`(p),
and (α)′G denotes the dressed vertex α on G, defined as the formal series of all cycles
off α on G and given explicitly by
(α)′G =
[
(α) −
∑
γ∈ΓG;α
(α) (αµ1) (µ1)′G\{α} (µ1µ2) · · · (µ`(γ)−1)′G\{α,µ1,...,µ`(γ)−1}(µ`(γ)−1α)(α)
]−1
,
(15b)
with γ = (αµ1 · · · µ`(γ)−1α) a simple cycle of length `(γ) off α.
The formal series ΣG;αω is expressed recursively in terms of formal series on sub-
graphs of G. We term these formal series the dressed vertices, and denote them by
e.g. (µ j)′G\{α, µ1, ··· , µ j−1}. These subseries are in turn obtained through Eq. (15b), but
on the subgraphs of G (e.g. G\{α, µ1, . . . , µ j−1} in the case of (µ j)′G\{α, µ1, ··· , µ j−1}). The
recursion stops when vertex µ j has no neighbour on this subgraph. In this case the
dressed vertex is given by
(µ j)′G\{α, µ1, ··· , µ j−1} =
∑
n≥0
(µ jµ j)n =
[(µ j) − (µ jµ j)]−1 if the loop (µ jµ j) exists,(µ j) otherwise, (16)
where (µ j) is the trivial walk off the vertex µ j.
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The recursive nature of Eq. (15b) implies that the result of Theorem 3 for ΣG;αω
yields a formal continued fraction involving only prime walks. On finite digraphs, the
depth of this continued fraction is finite but determining its precise value is difficult,
as we discuss further in §5.
Proof Theorem 3 follows from the factorisation of sets of walks into nested sets of
primes presented in Theorem 2. We provide two proofs of the theorem, one based on
formal series, the other on quivers.
Proof 1 Consider the set of all walks from α to ω on G, denoted by WG;αω. We
first decompose WG;αω using Eq. (6a), identifying α with ν0 and ω with ν`(p) for
convenience, then sum over the elements of the sets on both sides of the equality.
This yields, in vertex-edge notation,
ΣG;αω =
∑
p∈ΠG;αω
 ∑
c0∈C∗G;α
c0
 (αν1)
 ∑
c1∈C∗G\{α}; ν1
c1
 (ν1ν2) · · · (17)
· · · (ν`(p)−1ω)
 ∑
c`(p)∈C∗G\{α,ν1 ,··· ,ν`(p)−1 };ω
c`(p)
 ,
which we obtain upon nesting the sets C∗G;α, C
∗
G\{α}; ν1 , . . . into the simple path p =
αν1 · · · ν`(p)−1ω ∈ ΠG;αω at the appropriate positions. Equation (17) shows that the
sum over each of these sets gives rise to an ‘effective vertex’, which is produced by
dressing a ‘bare vertex’ ν j by all cycles that visit it on the subgraph G\{α, . . . , ν j−1}.
Motivated by this observation, we therefore define the vertex α dressed by cycles on
G, denoted by (α)′G, to be the formal series
(α)′G :=
∑
c0∈C∗G;α
c0. (18)
It follows that Eq. (17) yields Eq. (15a), with dressed vertices representing the char-
acteristic series of the sets C∗G\{α,ν1···ν j−1}; ν j . These series are proper [15]: their constant
term is a trivial walk (e.g. (α) in Eq. (18)) which is different from 0. Thus the series
represent formal inverses [33], e.g. (α)′G = [(α) −
∑
c0∈CG;α c0]
−1. Note that the sum
appearing in the inverse runs over CG;α rather than its Kleene star, showing that the
inverse is a representation of the characteristic series of C∗G;α as a geometric series in
the characteristic series of CG;α.
By combining these results with Eq. (6b), the dressed vertices are seen to be of
the form
(α)′G =
[
(α) −
∑
γ∈ΓG;α
(α) (αµ1) (µ1)′G\{α} (µ1µ2) · · ·
(
µ`(γ)−1α
) ]−1
, (19)
where γ = αµ1 · · · µ`(γ)−1α is a simple cycle from α to itself and (α) is the left-
identity common to all walks of WG;αα: for any cycle c off α, we have c0 = (α). In
this expression, the dressed vertices again represent sums over the Kleene stars that
appear when CG;α is decomposed using Eq. (6b). This establishes Eq. (15b). uunionsq
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Fig. 3: The digraph G of Example 3.
Proof 2 We obtain the same results explicitly with the help of quivers. LetV = {V}
be a collection of vector spaces, each of arbitrary finite dimension, such that V is
in one to one correspondence with the vertex set V(G) of the finite directed graph
G. For simplicity we designate by Vµ ∈ V the vector space associated to vertex
µ ∈ V(G). Let F = {ϕν←µ : Vµ → Vν} be a collection of linear mappings in one to
one correspondence with the edge set E(G) of G. We associate the linear mapping
ϕν←µ ∈ F to the directed edge from µ to ν. Then G = (V, F) is a representation
of the directed graph G, which in this context is also called a quiver [14,34]. The
representation of a walk w = α0α1 · · ·α` ∈ WG of length ` is the linear mapping
ϕw obtained from the composition of the linear mappings representing the successive
edges traversed by the walk: that is, ϕw = ϕα`←α`−1 ◦ · · · ◦ ϕα2←α1 ◦ ϕα1←α0 . The
representation of a trivial walk (µ) is the identity map 1µ on Vµ, and the representation
of the empty walk 0 is the 0 map.
Now define ϕΓG;α to be the mapping representing the finite series
∑
γ∈ΓG;α γ
′. By
linearity, we have ϕΓG;α =
∑
γ∈ΓG;α ϕγ′ . Define ϕ(α)′G =
∑
p∈N ϕ
(p)
ΓG;α , where ϕ
(p)
ΓG;α is the
p-th composition of ϕΓG;α with itself, ϕ
(0)
ΓG;α being the local identity map 1α. Then
observe that ϕ(α)′G ◦ ϕΓG;α = ϕΓG;α ◦ ϕ(α)′G =
∑
p∈N ϕ
(p+1)
ΓG;α = ϕ(α)
′
G − 1α. Consequently,
ϕ(α)′G is the compositional inverse
ϕ(α)′G =
(
1α − ϕΓG;α
)(−1)
, (20)
which is the quiver representation of the formal inverse representation of a dressed
vertex (α)′G = [(α) −
∑
c∈CG;α c]
−1. uunionsq
Example 3 (Formal series of walks on a digraph) Let G be the digraph illustrated in
Fig. 3, and consider the formal series ΣG; 11 of all walks from vertex 1 to itself on G.
Theorem 3 yields this series as
ΣG; 11 =
[
(1) − (11) − (12)(2)′G\{1}(23)(3)′G\{1,2}(31)
]−1
, (21)
where we used that the set of simple cycles off 1 on G is ΓG; 11 = {11, 1231}. Note
that ΓG\{1,2};33 is empty, so that (3)′G\{1,2} = (3) is trivial. We obtain the dressed vertex
(2)′G\{1}, which represents the sum of all cycles off 2 on G\{1}, thanks to Eq. (15b) as
(2)′G\{1} =
[
(2) − (24)(4)′G\{1,2}(42)
]−1
, (22a)
since ΓG\{1};22 = {(242)}. Similarly,
(4)′G\{1,2} =
[
(4) − (44) − (45)(5)(56)(6)(64)
]−1
, (22b)
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on using that ΓG\{1,2};44 = {(44), (4564)} and the sets ΓG\{1,2,4};55 and ΓG\{1,2,4,5};66 are
empty so that (5)′G\{1,2,4} = (5) and (6)
′
G\{1,2,4,5} = (6). Finally,
ΣG; 11 =
[
(1) − (11) − (12)
[
(2) − (24)
[
(4) − (44) − (4564)
]−1
(42)
]−1
(231)
]−1
. (23)
This expression for ΣG; 11 is recovered upon summing over the prime factorised form
for the set of all walks from 1 to itself on G, namely
WG; 11 =
{
11, 1231  {242  {44, 4564}∗}∗}∗. (24)
4.2 Prime factorisations of weighted sums of walks
We now consider the weighted counterparts of formal walk series, which arise when
summing walks on weighted digraphs. Evidently, series of walk weights, rather than
formal series of walks, are the objects found in applications.
A weighted digraph (G,W) is a digraph G paired with a weight function W that
assigns a weight W[e] to each directed edge e of G. For the sake of generality we
let the weight of a directed edge from µ to ν, denoted wνµ := W[(µν)], be a dν-by-
dµ complex matrix.We extend the action of W from edges to walks by defining the
weight of a trivial walk (µ) to be the dµ × dµ identity matrix Iµ, and the weight of a
walk w = αµ1 · · · µ`−1ω of length ` ≥ 1 to be the right-to-left product of the weights
of the edges traversed by w: W[w] = W[(µ`−1ω)] · · ·W[(αµ1)]. Note that the ordering
of the edge weights is suitable for the matrix multiplications to be carried out, the end
result being a dω × dα matrix.
Corollary 1 (Path-sum expression of weighted sums of walks) Let (G,W) be a
weighted digraph, and α and ω be two vertices on G. If it exists, the sum of the
weights of all walks from α to ω on G, denoted by W
[
ΣG;αω
]
=
∑
w∈WG;αω W[w],
admits a factorised form involving only the weights of prime walks. We term this
form a path-sum representation. It is explicitly given by
W
[
ΣG;αω
]
=
∑
p∈ΠG;αω
`(p)∏
j=0
{
W
[
ΣG\{α, ν2,··· , ν j−1}; ν jν j
]
wν j+1ν j
}
W
[
ΣG;αα
]
, (25a)
W
[
ΣG;αα
]
=
1 − ∑
γ∈ΓG;αα
wµ0µ`(γ)
`(γ)∏
j=1
{
W
[
ΣG\{α, µ2,··· , µ j−1}; µ jµ j
]
wµ jµ j−1
}
−1
, (25b)
where the products are to be constructed right-to-left; p = ν0ν1 · · · ν`(p) is a simple
path of length `(p), where we identify α with ν0 and ω with ν`(p) for convenience; and
γ = µ0µ1 · · · µ`(γ)−1µ0 is a simple cycle of length `(γ) from α ≡ µ0 to itself.
Proof The corollary is an immediate consequence of the formal results of Theorem 3
on noting that the weight function is i) linear, so that W
[
w+w′
]
= W
[
w
]
+W
[
w′
]
, and
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ii) a homomorphism, so that W[e1 ◦ e2] = W[e2]W[e1] for any two directed edges e1,
e2 such that e1 ◦ e2 is non-zero.
The corollary can alternatively be obtained by using the quiver introduced in the
proof of Theorem 3. Consider the matrix representation of the mapping ϕ(α)′G . Since
ϕ(α)′G is the inverse mapping of 1α − ϕΓG;α , its matrix representation is the matrix
inverse of the matrix representation of 1α − ϕΓG;α . uunionsq
Remark 3 (Existence of the weighted path-sum) If G has finitely many edges and ver-
tices, it sustains only a finite number of primes and the path-sum representation of
the weighted series of walks involves only finitely many terms. An immediate conse-
quence is that the path-sum representation exists even when the sum of walk weights
diverges. In this situation the path-sum has been shown to be the unique analytic con-
tinuation of the sum of walk weights, and remains a valid representation of this sum
[20], [21]. This result leads to applications in the field of matrix computations [20].
4.2.1 Extended example: Walks on finite graphs
We now turn to an extended example illustrating the use of Corollary 1: we obtain
the walk generating functions of finite Cayley trees. For any two vertices α and ω of
a graph G, the walk generating function is an ordinary generating function of the set
WG;αω defined as [5]
gG;αω(z) :=
∑
w∈WG;αω
z`(w) =
∑
n
|WG;αω;n| zn, (26)
where |WG;αω;n| is the number of walks of length n from vertex α to vertex ω on G. A
walk generating function is a weighted sum of walks, with the weight function being
simply W[e] = z for any edge e on G. As a consequence, Corollary 1 provides an
expression for gG;αω(z) that only involves prime walks.
Walks on finite path-graphs and cycle graphs
We begin by determining the prime expression for the walk generating functions of
finite path-graphs and cycle-graphs2. Let Pn and Cn be the ordinary (i.e. undirected)
path-graph and cycle graph on n vertices, respectively. For convenience, we label
the vertices of Pn from left to right, from 0 to n − 1. Let α be a vertex of Pn. Then if
α , 0, n−1, the only simple cycles off α onPn are the two back-tracks α→ α±1→ α
with weight z2 and, if α = 0 or n − 1, then only one back-track exists. According to
Corollary 1, the path-sum for gG;αα(z) thus reads
gG;αα(z) =
1
1 − z2Fα(z) − z2Fn−α−1(z) , (27)
where Fα is the continued fraction of depth α − 1 which represents the weight of the
dressed neighbour of α,
Fα(z) = W
[
(α − 1)′Pn\{α}
]
=
1
1 − z2
1− z2...
=
Qα−1(z)
Qα(z)
, (28)
2 Contrary to the generating functions of finite Cayley trees, those of finite path-graphs and cycle-graphs
are already known. We derive them again to illustrate our results.
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with Qx(u) = 2F1
(
1
2 − x2 ,− x2 ;−x; 4u2
)
the Gauss hypergeometric function. Then,
gPn;αα(z) =
Qn−α−1(z)Qα(z)
Qn(z)
, (29)
which follows from the identity Qn(z) = Qn−α−1(z)Qα(z)−z2Qn−α−2(z)Qα(z)−z2Qn−α−1(z)Qα−1(z).
Now let ω be another vertex of Pn. Since the graph is symmetric, we may assume
without loss of generality that ω lies to the right of α. Since there is only one simple
path from α to ω, Corollary 1 yields
gPn;αω(z) = z
dgPα−d ;00 · · · gPα−1;00(z)gPn;αα(z), (30)
where d = α − ω ≥ 0 is the distance from ω to α. With the result Eq. (29) we find
gPn;αω(z) = z
d Qn−α−1(z)Qα−d(z)
Qn(z)
. (31)
This gives all the walk generating functions on all finite path-graphs.
We now derive the walk generating functions of the cycle graphs Cn. For conve-
nience, we label the vertices of Cn clockwise from 0 to n− 1. We begin with the walk
generating function gCn; 00(z) for all the cycles off vertex 0. This is the sum of all cycle
weights on a weighted version of Cn where all edges have weight z. The only simple
cycles off 0 are the two backtracks to its neighbours, each of which has weight z2,
and two simple cycles of length n (one clockwise and one counter-clockwise) each
with weight zn. Then
gCn; 00(z) =
1
1 − 2z2 gPn−1; 00(z) − 2zn gP1; 00(z) · · · gPn−2; 00(z)gPn−1; 00(z)
, (32a)
=
Qn−1(z)
Qn−1(z) − 2z2Qn−2(z) − 2zn . (32b)
To obtain Eq. (32a), we first used the symmetry of Cn, noting that W[(1)′Cn\{0}] =
W
[
(n)′Cn\{0}
]
etc. Second, we used that Cn\{0} ≡ Pn−1 and similarly, Cn\{0, 1, · · · , j} ≡
Pn− j−1, 0 ≤ j ≤ n − 1. Then Eq. (32b) follows from Eq. (29). Now we turn to the
walk generating function gCn; 0d(z) for all walks from 0 to a vertex located at distance
d, which we assume without loss of generality to satisfy 0 ≤ d ≤ bn/2c. There are two
simple paths from 0 to d: one of length d and one of length n−d. Applying Corollary
1 gives
gCn; 0d(z) = z
n−dgPd ; 00(z) · · · gPn−1; 00(z)gCn; 00(z) (33a)
+ zdgPn−d ; 00(z) · · · gPn−1; 00(z)gCn; 00(z),
=
Qd−1(z)zn−d + zdQn−d−1(z)
Qn−1(z) − 2z2Qn−2(z) − 2zn . (33b)
Walks on finite Cayley trees
A finite Cayley tree T ∆n is an ordinary (i.e. undirected) rooted tree where every vertex
within distance d < ∆ from the root 0 is connected to n other vertices, while vertices
at distance ∆ from the root have n − 1 neighbours (see Fig. 4). The quantities ∆ and
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Fig. 4: Three finite Cayley trees: from left to right T 53 , T 44 and T 35 . The corresponding
Bethe lattices are infinite in the radial direction.
n are called the radius and bulk connectivity of T ∆n , respectively. Finite Cayley trees
and their infinite counterparts, the Bethe lattices Bn ≡ T∞n , have found widespread
applications in mathematics, physics and even biology [6,2,12,13].
Even though the finite Cayley tree appears at least as often as the infinite Bethe
lattice in applications, the former is usually approximated by the latter which is eas-
ier to handle. Indeed, the walk generating functions of the Bethe lattices satisfy the
following easily solvable relations3
gBn; 00(z) =
(
1 − n z2 gBn\{0}; 11(z)
)−1
, (34a)
gBn\{0}; 11(z) =
(
1 − (n − 1) z2 gBn\{0}; 11(z)
)−1
, (34b)
where 0 and 1 designate an arbitrary vertex, and an arbitrary vertex neighbouring 0,
respectively. These equations are not fulfilled by finite Cayley trees, which exhibit
finite size effects that are often neglected for the sake of simplicity. Yet these effects
are generally important due to the large fraction of vertices on the outer-rim of the
tree. In this section we obtain the exact walk generating functions on any finite Cayley
tree.
We begin with the walk generating function gT ∆n ; 00 for the cycles off the root of
the tree. There are n backtracks off the root of the tree with weight z2 and therefore
gT ∆n ;αα =
1
1 − nz2F∆(z√n − 1) , (35)
with F∆ the finite continued fraction of depth ∆ defined in Eq. (28). To see this,
observe that each neighbor of the root has itself n − 1 neighbors on T ∆n \{0}. Thus F∆
fulfills the recursion relation
F∆
(
z
√
n − 1) = 1
1 − z2(n − 1)F∆−1(z√n − 1) , (36)
with solution F∆
(
z
√
n − 1) = Q∆−1(z√n − 1)/Q∆(z√n − 1). The walk generating
function is therefore
gT ∆n ; 00 =
Q∆
Q∆ − nz2Q∆−1 . (37)
3 Called self-consistency relations in the physics literature.
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where the functions Qx are to be evaluated at z
√
n − 1. We are now in a position to
obtain gT ∆n ; 0d, the walk generating function for walks from the root to a vertex located
at distance d from it (where 0 ≤ d ≤ ∆). Since there is only one simple path from 0
to d, we have
gT ∆n ; 0d = z
d gT ∆n \{0,1,···d−1}; dd × · · · × gT ∆n \{0}; 11 × gT ∆n ; 00. (38)
This simplifies upon noting that the graphs T ∆n \{0, 1 · · · j − 1} are truncated Cayley
trees of radius ∆+1− j and with the root connected to only n−1 neighbours. It follows
that the walk generating functions gT ∆n \{0,1,··· j−1}; j j are equal to F∆+1− j(z
√
n − 1) for
1 ≤ j ≤ ∆ + 1, and we have
gT ∆n ; 0d = z
d Q∆−d
Q∆
Q∆−1
Q∆−1 − nz2Q∆−2 , (39)
where the functions Qx are to be evaluated at z
√
n − 1. In the limit ∆→ ∞, we recover
the known results of the Bethe lattice:
lim
∆→∞
gT ∆n ; 0d =
2d+1(n − 1) zd
(√
1 − 4(n − 1)z2 + 1
)−d
n
√
1 − 4(n − 1)z2 + n − 2
≡ gBn; 0d. (40)
Upon setting d = 0 we find that lim∆→∞ gT ∆n ; 00 fulfills Eqs. (34a), as expected.
On T ∆n there are a total of
(
∆+3
3
)
−1 different walk generating functions and we will
consequently not derive them all explicitly here. However, every one can be derived
by applying the result of Corollary 1. For example, consider the walk generating
function gT ∆n ; dd for a vertex located at a distance d from the root, where 0 ≤ d ≤ ∆.
We obtain gT ∆n ; dd as the continued fraction of depth d
gT ∆n ; dd =
1
∣∣∣∣∣∣1 − z2(n − 1)F∆−d − z
2
∣∣∣∣∣∣1 − z2(n − 2)F∆−(d−1)− (41)
z2
∣∣∣∣∣∣1 − z2(n − 2)F∆−(d−2) − · · · − z
2
∣∣∣∣∣∣1 − z2(n − 2)F∆−1 − z2F∆+1 ,
where all functions Fx are to be evaluated at z
√
n − 1. In this expression we used the
notation of Pringsheim for continued fractions, i.e. a0 +
a1 |
|a2 +
a3 |
|··· = a0 +
a1
a2+
a3
···
.
5 Complexity of the prime factorisation
In this last section we present results concerning the computational complexity of the
prime factorisation of walks.
The algorithm for factoring individual walks provided in §3.2 is easily shown to
be efficient, with a time complexity for the worst case scenario scaling quadratically
with the walk length. Conversely, we note that since the primes (i.e. the simple cycles
and simple paths of G) are difficult to identify, we expect the factorised form of the
set of all walks WG;αω to be difficult to construct. For example, if G is Hamiltonian,
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the Hamiltonian cycle or path must appear in the factorisation of at least one walk set.
Consequently, we expect that factoring walk sets requires determining the existence
of such a cycle or path, a problem which is known to be NP-complete [26].
In order to formalise this observation, we now determine the star-height of the
prime factorisation, as given by Theorem 2, of any set WG;αω. The star-height h(E)
of a regular expression E was introduced by Eggan [17] as the depth of the most
deeply-nested Kleene star in E. This quantity characterises the structural complexity
of formal expressions. As Example 2 illustrates, the prime factorisations of sets of
walks typically have a non-zero star-height (see e.g. (12)). Furthermore, the proofs
of Theorems 3 and 1 show that the star-height of WG;αω is equal to the depth of
the continued fraction generated by Theorems 3 and 1. In this section we obtain an
exact recursive expression for h(WG;αω). The following result says that the problem
of evaluating h(WG;αω) is nonetheless NP-complete on undirected connected graphs:
Theorem 4 Let G be a finite undirected connected graph, possibly with self-loops.
Let α and ω be two vertices on it. Let `α = maxν∈V(G) maxp∈ΠG;αν `(p) be the maximum
length of any simple path from α to any other vertex ν on G. Let LΠG;α be the set of
simple paths of length `α starting at α. Then
h
(
WG;αω
)
= h
(
WG;αα
)
=

`α + 1, if there exists p ∈ LΠG;α such that the
last vertex of p sustains a self loop,
`α, otherwise.
(42)
The problem of determining h(WG;αω) and h(WG;αα) is equivalent to determining the
existence of a Hamiltonian path starting at α. It is therefore NP-complete.
To prove the Theorem, we begin by establishing an exact recursive relation yield-
ing the star-height of the prime factorisation of a walk-set. This relation will be nec-
essary to prove Theorem 4.
Lemma 4 (Star-height) Let (µc, ν0, νp) ∈ V(G)3. Then the star-height of the fac-
torised expression for the set of cycles WG; µcµc , denoted by h
(
WG; µcµc
)
, is given by the
recursive relation
h
(
WG; µcµc
)
=
0 if ΓG; µc = ∅,1 + maxΓG; µc max1≤i≤c−1 h(WG\{µc, µ1,··· , µi−1}; µiµi) otherwise, (43)
where the first maximization in the second line runs over all simple cycles µcµ1 · · · µc−1µc ∈
ΓG; µc . The star-height h
(
WG; ν0νp
)
of the factorised expression for the set of open walks
WG; ν0νp is
h
(
WG; ν0νp
)
= max
ΠG; ν0νp
max
0≤i≤p
h
(
WG\{ν0,ν1,··· ,νi−1}; νiνi
)
, (44)
where (ν0ν1 · · · νp−1νp) ∈ ΠG; ν0νp .
Proof These results follow from Eqs. (6a, 6b). We have WG; µcµc = C∗G; µc and thus if
CG; µc = ΓG; µc = ∅ is empty, then WG; µcµc = {(µc)} and h(WG; µcµc ) = 0. Otherwise,
h(WG; µcµc ) = 1 + h(CG; µc ). Now by Eq. (6b) we have
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h
(
CG; µc
)
= max
ΓG; µc
max
1≤i≤c−1
h
(
CG\{µc, µ1,··· , µi−1}; µiµi
)
, (45)
and since WG\{µc, µ1,··· , µi−1}; µiµi = C∗G\{µc, µ1,··· , µi−1}; µiµi , Eq. (43) follows. By similar rea-
soning, Eq. (44) is obtained from Eq. (6a); we omit the details. uunionsq
We are now ready to prove Theorem 4.
Proof We begin by proving the result for h(WG;αα). Let pα = (αν2 · · · ν`α ) ∈ LΠG;α.
Consider the cycle wα off α produced by traversing pα from start to finish, then
traversing the loop (ν`αν`α ) if it exists, then returning to α along pα. The proof con-
sists of showing that wα comprises the longest possible chain of recursively nested
simple cycles on G.
To this end, consider the factorisation of wα. Let Lα be equal to (ν`αν`α ), if this
loop exists, or (ν`α ), otherwise. Then observe that wα can be written as
wα = b0 
(
b1  · · ·  (b`α−1  (b`α  Lα))...) , (46)
where b0≤ j≤`α−1 is the back-track b j = (ν jν j+1ν j) ∈ ΓG\{α,ν2···ν j−1}; ν j , and we have
identified α with ν0 for convenience. Equation (46) shows that wα is a chain of `α
(or `α + 1, if the loop (ν`αν`α ) exists) recursively nested non-trivial simple cycles, and
WG;αα must involve at least this many nested Kleene stars.
To see that this chain is the longest, suppose that there exists a walk w′ involving
n > `α
(
or n > `α + 1, if the loop (ν`αν`α ) exists
)
non-trivial recursively nested simple
cycles c1, · · · , cn; that is, c1  ( · · ·  (cn−1  cn)) ⊆ w′. Then, by the nestable property,
the vertex sequence s ⊆ w′ joining the first vertex of c1 to the last internal vertex of
cn defines a simple path p′ of length `(p′) ≥ n > `α. This is in contradiction to the
definition of `α, and thus w′ does not exist. Consequently, h(WG;αα) = `α + 1 if the
loop (ν`αν`α ) exists, or `α, if there is no self-loop on ν`α .
We now turn to determining h(WG;αω). Combining Eq. (44) with the result for
h(WG;αα) obtained above yields
h
(
WG;αω
)
= max
ΠG; ν0νp
max
0≤i≤p
`νi
(G\{α, . . . , νi−1}) + 1 if there is a self-loop on vertex νi,
`νi
(G\{α, . . . , νi−1}) otherwise,
(47)
where `νi (G\{α, . . . , νi−1}) is the length of the longest simple path pνi off vertex νi
on G\{α, . . . , νi−1}, and ν`νi is the last vertex of pνi . Finally, we note that pα is the
longest of all the simple paths pνi : since G is undirected and connected, it is strongly
connected, and since G\{α, . . . , νi−1} is a subgraph of G strictly smaller than G, then
pνi must be shorter than pα. Therefore Eq. (47) yields h(WG;αω) = h(WG;αα).
It follows from these results that in order to determine the star-height of the fac-
torised form of any walk set on an undirected connected graph G, one must determine
the existence of a Hamiltonian path on G. Consequently, the problem of determining
h
(
WG;αω
)
and h
(
WG;αα
)
is NP-complete. uunionsq
Theorem 4 means that just determining the complexity of prime factorisations on
ordinary graphs is already quite hard. This result may be considered unsurprising in
view of the fact that prime factorisations are known to be difficult to obtain, e.g. in
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the case of integers. Here, however, the origin of the difficulty is different from that
in the case of integer factorisation: it resides in factoring all the sets of all the walks
between any two vertices of a connected graph or in computing the star-heights of
the factorised forms.
6 Summary and Outlook
In this article we established that walks on any finite digraphG factorize uniquely into
nesting products of prime walks, which are the simple paths and simple cycles on G.
We used this result to factorize sets of walks, as well as the characteristic series of
all walks between any two vertices of any finite (possibly weighted) digraph, thereby
obtaining a universal continued fraction expression for these series. These results
have already found applications in quantum mechanics [23], machine learning [21]
and linear algebra [20,22]. Although seemingly disparate, many open questions in
these disciplines are unified by their natural formulation in terms of walks. Therefore,
the prospect for further applications of the results presented in this article is vast.
We believe that the unique factorisation property will also find applications in the
field of graph characterisation. Indeed, a digraph is, up to an isomorphism, uniquely
determined by the set of all walks on it [31]. The prime factorisation of walk sets
which we provide will reduce the difficulty of comparing walk sets to comparing sets
of primes, of which there are only a finite number on any finite digraph.
The factorization of walks into products of simple paths and simple cycles is
certainly not the only possible construction of this type on digraphs. In particular,
the important points in obtaining resummed expressions for series of walks are the
existence and uniqueness of the factorization of walks into primes. Provided these
properties are satisfied, there is a unique way to group walks into families generated
by their prime factors. We are therefore free to construct different walk factorizations
based on different definitions for the walk product, each of which induces a different
ensemble of prime walks. Consequently, as long as the existence and uniqueness
properties hold, we can construct as many representations of walk sets and walk series
as there are ways to define a walk product. We will formalize these observations in a
future work.
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