Minimal models of self-propelled particles under short-range volume exclusion interactions have been shown to exhibit signatures of phase separation. Here I show that the observed interfacial stability and fluctuations in motility-induced phase separations (MIPS) can be explained by modeling the microscopic dynamics of the active particles in the interfacial region. In addition, I demonstrate the validity of the Gibbs-Thomson relation in MIPS, which provides the functional relationship between the size of a condensed drop and its surrounding vapor concentration. The central theme of the paper is that many interfacial phenomena observed in MIPS can be explained by the underlying nonequilibrium particle dynamics without recourse to the concept of surface tension.
I. INTRODUCTION
Phase separation is a ubiquitous phenomenon in nature and is manifested by the partitioning of the system into compartments with distinct thermodynamics properties, such as the different particle densities in the two co-existing phases in the case of liquid-vapour phase separation. Phase separation under equilibrium dynamics is a well investigated physical phenomenon [1, 2] . Recently, various groups have reported signatures of phase separation in driven systems that consist of active particles with simple volume exclusion interactions [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . It is therefore a natural question to ask to what degree we can extend our knowledge of equilibrium phase separation to the phase separation phenomenon observed in active systems. In particular, the idea of an effective surface tension in motility-induced phase separations (MIPS) has been advocated [5, 14, 17, 18] . In equilibrium fluids, surface tension results from the pulling of molecules at the interface due to their attractive interactions. In a system of active particles with purely repulsive interactions, it is unclear how such "pulling" can occur as the particles can only push. To probe what happens at the interface, I study here the microscopic dynamics of the active particles in the interfacial region by a combination of simulation and analytical methods. Specifically, using mean-field type arguments, I will demonstrate how force balance is achieved between the condensed phase and the dilute (vapor) phase, and how the Gibbs-Thomson relation arises in a system where a circular condensed drop co-exists with the vapor phase. Furthermore, by incorporating the stochastic nature of particle dynamics, I will explain the scaling between the interfacial width and the system size recently observed in MIPS [17] . * Electronic address: c.lee@imperial.ac.uk A. Motility-induced phase separation I will focus on a minimal model system that exhibits MIPS in two dimensions (2D)-A collection of selfpropelled particles with excluded area interactions that undergo rotational fluctuations. Specifically, the dynamical equations are
where i is an integral index enumerating the particles in the system, v i ≡ cos θ ix + sin θ iŷ with the angle θ i (with respect to the x-axis) being the orientation of the i-particle, g i (t) is the Itô noise term with zero mean and unit variance, D r sets the magnitude of the rotational fluctuations, U (.) corresponds to the potential function for short-ranged area exclusion interactions, η is the drag coefficient and f a is the constant active force that drives the particles in the system. In particular, u ≡ f a /η is the constant speed of a particle when it is not within the area exclusion zone of another particle. Previous numerical work has indicated that phase separation in this minimal system occurs as u increases, but the actual form of U is unimportant [7, 10, 13] . For instance, U could be of the form of a Weeks-Chandler-Andersen potential [19] :
This will be the particular form of potential function employed in this work. Also, the time and length units will be set by having a = 1 and D r = 3. Note that I will focus exclusively on the nonequilibrium dynamics of the system and so translational Brownian motion is ignored. 
II. FLAT INTERFACE

A. Point particles
To understand the microscopic dynamics at the interface, it is instructive to first look at a system of point particles, i.e., the interaction potential U is zero. Even this simple system distinguishes itself from equilibrium system in that aggregation will spontaneously happen in the proximity of a force-absorbing but frictionless wall ( Fig. 1(a) & (c) ). Further complex patterns are revealed when one looks at the particles' orientation distribution as well as the position distribution ( Fig. 1(e) ). At the wall, most of the particles are left going, as indicated by the high concentration of orientation at around θ π. This results from the fact that only left-going particles remain at the wall. Just outside the wall, the distribution is highly peaked at θ just below π/2 and just above 3π/2, which reflects the particles' orientation after they move away from the wall. The orientation anisotropy decays as one moves away from the wall.
Denoting the orientation distribution function of the particles at the wall by χ W (θ), the force acting on the wall F W is then
To further analyse χ W (θ), one can perform dimensional analysis to conclude that
where F(θ) is a function dependent only on θ, and ρ ∞ is the particle concentration far from the wall. As explained in [20] , to obtain the exact functional form of F(θ), one needs to solve a set of two coupled differential equations with mixed boundary conditions, whose solution consists of a series of Mathieu functions. Unfortunately, the expansion coefficients in the series are not analytically tractable and so an analytical expression is lacking. However, F(θ) can be readily estimated numer-ically, which allows us to obtain the following:
where the negative sign in the second expression indicates the direction of the force. The second expression is equivalent to the swim pressure of a system of active particles in 2D previously calculated in [21] , which I have obtained numerically here.
B. Repulsive particles
Remarkably, much of what we have seen in the previous subsection remains true when we add mutually repulsive interactions to the particles. When a force absorbing but frictionless wall constitutes the left boundary of a semi-infinite system, phase separation occurs where the condensed phase is located close to the wall ( Fig. 1(b) ). Inside the condensed phase, the orientation is more or less isotropic ( Fig. 1(f) ). The reason behind the isotropy is that the impeded motility of the particles render them staying put for a duration much longer than the orientation decoherence time 1/D r . But note that the particles' locations are not frozen in time as shown by the black particles in Fig. 1(b) , which were the first column of particles next to the wall at the beginning of the simulation. As one moves further to the right, one first encounter a layer of left-going particles (shown by the bright red patch centred at around x = 17 in Fig. 1(f) ). This represents the accumulation of particles with orientation highly centered at around θ π, analogous to the accumulation of active point particles at the wall, except that the particles are now spread over a range of x positions due to volume exclusion interactions. Further rightwards, we encounter the familiar pattern of two escape trajectories away from the interfacial region indicated by the two red-yellow branches emerging from the red patch. As one moves further away to the right, the orientation becomes isotropic again. From this discussion, it is clear that in the bulk of the condensed and vapor phases, the corresponding orientation distributions are both isotropic, while in the interfacial region separating them there is a high level of orientation anisotropy.
Let us now calculate of the force exerted on the wall by the active force of these particles. Since in the condensed phase, the orientation is isotropic, the active force felt by the wall is
where ρ c is the concentration in the bulk condensed phase. Due to the orentation isotropy, the expression here is very different from the corresponding expression in the point particles system (Eq. (6)). Besides the active force contribution, the wall will also feel additional forces arising from the repulsive interactions, which we will see c) The nematic order parameter Sy vs. x where Sy ≡ (3cos 2 (θ + π/2) − 1)/2 so that high Sy signifies that the orientations of the particles are either pointing up or down. Similar to equilibrium fluids, defining the location of a sharp interface is somewhat arbitrary [22] . The working definition proposed here is that the interface is set to be at the peak of | vx |.
to be an important contribution in achieving force balance in the interfacial region in MIPS.
C. Locating the interface
The concentration variation across the two phases shown in Fig. 2 . As in equilibrium fluids, the location of a sharp interface between the two phases can be defined somewhat arbitrarily [22] . In our case, since the peak of v x ≡ cos θ is easy to locate (indicated by the red broken line) and its location also marks the onset of the increase in S y (the nematic order parameter along the y direction), which signifies the escape of particles from the condensed phase, I believe that it is a convenient choice for the interface location. The definition of the interface location has of course no physical significance, but this does provide a working definition useful for the sharp interface model discussed below.
D. Interface stability
Force balance at a sharp interface
Let us now see how force balance can be achieved with a sharp interface model. In this drastically simplified model, let us imagine that the phase separated system is partitioned by a sharp interface where in the vapor phase, the concentration is low enough that the system behaves like a system of active point particles, and in the condensed phase, the orientation distribution is isotropic. One can imagine such a system by first rotating Fig. 1 (e) by 180
• and then collating it to Fig. 1 (f) on the left. As calculated before, The force exerted by the vapor phase on the sharp interface is f 2 a ρ v /(2ηD r ) (Eq. (6)), this force is balanced by the forces exerted by the condensed phase: 2aρ c f a + f r , where the first term comes from the active force (Eq. (7)) and the second denotes the repulsive force coming from the volume exclusion interactions. In other words, force balance is achieved if
For the simulated system presented in Fig. 1 ,
We thus see that more than one third of the active force coming from the vapor phase is used to compress the condensed phase via the repulsive force f r . This is qualitatively confirmed by the fact that the average x-component of the repulsive force experienced by a pair of particles is around 150. Note that although Eq. (8) provides a force balance condition for the system, it does not mean that any system satisfying this condition is stable as it may still be unstable against fluctuations. This is not dissimilar to equilibrium fluids where pressure balance together with chemical potential balance are needed to achieve phase stability.
Interestingly, the force balance condition in Eq. (8) already allows us to estimate crudely the minimal active force required for MIPS. At the onset, we expect that the condensed phase is not much compressed and so we ignore f r to arrive at the force requirement:
The above condition sets the minimum active force required to achieve MIPS from the force balance condition at the interface alone.
From this sharp interface model, we can now see why the condensed phase with a high density of active and repulsive particles can remain stable against a backdrop of dilute concentration of active particles -the active particles in the vapor phase impact an active force that scales as f 2 a directed towards the normal of the interface, while the countering active force from the condensed phase scales as f a . The quadratic dependence in the active force comes from the fact only particles pushing against the interface will remain on the interface while particles with orientation away from the interface will leave. The escape of these particles thus opens up space for yet other particles that serve to push against the interface. Form this perspective, the low concentration in the vapor phase is paramount for the stability as otherwise, the particles with orientations away from the interface may be unable to leave effectively.
Force balance in an interface of finite width
Let us now go beyond this sharp interface picture and see what happens within the interfacial region from the view point of particle dynamics. Ignoring fluctuations, the stability of the interface means that if a particle happens to be lying at the interface will, on average, remain put. In our minimal model, a particle can only move due to two reason: i) its own active force driving it to move in the direction dictated by its orientation, ii) repulsive force that pushes it away from its neighbors if it is of less than unit distance away from them. While the second force is common in both active and passive (equilibrium) systems, the active force is unique to nonequilibrium systems. Consider now a particle located at x 0 inside the interfacial region, i.e., where v x (x 0 ) is varying (Fig. 2) . Since v x (x 0 ) < 0, the active force will on average drive this particle to the left. On top of this, there is the repulsive force coming from neighboring particles on the right hand side f r (x 0 + x). For the particle to remain still, the sum of these two forces has to be countered by the repulsive force coming from the left. Therefore,
Since the repulsive forces come from the repulsive potential function U , let us replace the repulsive force by the pressure P p (x) (the subscript p for passive) resulting from the corresponding system with the same particle configuration and interaction potentials, but with the active force omitted. Since f r (x) aP p (x), Eq. (10) leads to
In principle, P p (x) depends on the exact configuration of particles in the system, but if one adopts the simplifying assumption that the passive pressure depends solely on the particle concentration, one can then expand P p (x) with respect to the concentration ρ(x):
For equilibrium fluids, this is of course the virial expansion where c 0 = 0 and c 1 = k B T , etc [22] . Since our system is fundamentally nonequilibrium (no translational Brownian motion, i.e., k B T = 0), there is no guarantee that the same would apply here. But let us assume that The particle is assumed to occupy a zone of diameterã and the particle can leave the droplet if its orientation is within the escape range of 2σR indicated. b) A schematic showing a droplet (blue) in the condensed phase of radius R located at the origin co-existing with the dilute medium (vapour phase). An active particle (red circle) with orientation θ (blue arrow) is located at the position (r, ϕ). The angle ψ equals the difference between the orientation θ and the azimuthal coordinate ϕ. c) A snapshot of a simulated system with 1000 active point particles (red dots with orientations indicated by blue arrows) in an annular system with inner radius R = 100 and outer radius R + Lr = 150.
such an expansion is possible in our system, then since P p comes purely from the repulsive interactions between particles, we expect that c 0 = 0 = c 1 . This is because as the concentration goes to zero, there would not be any pairwise interactions. Therefore, the first non-trivial term in the expansion is c 2 ρ 2 . To this order, Eq. (12) leads to
Remarkably, simulation result shown in Fig. 2(b) indeed seems to vindicate Eq. (14) . In other words, the approximation that the forces arising from the repulsive interactions is qualitatively given by that of an equilibrium system at zero temperature seems reasonable.
III. CURVED INTERFACE
We have seen in the previous section how force balance is achieved at a flat interface. However, previous 2D simulation studies have shown that similar to equilibrium phase separation, if the condensed phase in MIPS does not span the system size, the condensed phase is circular. Here, we will see how the curvature of the interface affects the particle dynamics at the interface, and its consequence in terms of the coarsening dynamics. To do so, let us consider what happens to an active particle in the condensed phase at the periphery that is curved ( Fig. 3(a) ). For such a particle, I assume that it occupies a zone of radiusã (shown in red) sandwiched by two zones occupied by two neighbouring particles (light blue). Note that since the concentration at the interface may not reach the level of optimal packing concentration ( 0.91),ã should be greater than the particle's stress-free diameter a. Indeed, Fig. 2(a) suggests that the concentration is around 0.72 at the interface, which indicates thatã 1.2. To incorporate the effects of the neighboring particles on the pink particle, I assume that as a result of the caging effect, the particle can only move out of the droplet if its orientation is within the 2σ range depicted. Based on the diagram shown in Fig. 3 , a simple trigonometric exercise leads to
As expected, a lower curvature leads to a smaller escape range (smaller σ R ).
To analyse how the variation in the escape orientation range affects the phase separated system at the steady-state, I consider specifically a system with one condensed drop of radius R co-existing with the vapour phase ( Fig. 3(b) ). Let me denote the particle distribution function in the vapour phase by p R (r, ϕ, θ) where the first two arguments correspond to the particles' locations and the last argument to the particle's orientations. Due to rotational symmetry, one can eliminate one angular argument by introducing the variable ψ ≡ θ − ϕ [23] , and study instead the reduced distribution function ζ R (r, ψ) ≡ 2π 0 p R (r, ϕ, ϕ + ψ)r cos ϕdϕ. On the drop's periphery, the corresponding reduced distribution function is denoted by χ R (ψ). Since the periphery is assumed to be infinitely thin, χ R is only a function of ψ and hence dimensionless. In addition, I assume that drops of all sizes have the same interior concentration ρ c , χ R (ψ) is thus related to the ρ c as follows: dψχ R (ψ) 2ãRρ c .
To study the distribution functions, I assume again that the vapor concentration is low enough that pairwise repulsive interactions can be ignored, and simulate the dynamics of active point particles in an annular system of inner radius R and outer radius R + L r (Fig. 3(b) ). As in the linear case, the particles' orientations are randomised if they reach the outer circular boundary, while if the i-th particle reaches the inner boundary, its positions will remain fixed until its orientation is within the escape range, i.e., until ψ i is between −σ R and σ R . Simulation results are shown in (Fig. 4) . Away from the interface, it is observed that the concentration rapidly reaches a stationary value ρ * R ≡ 1 r dψζ R (r, ψ) for, say, r > R + 20 ( Fig. 4(a) ). As expected from previous discussion, the vapor concentration ρ * R goes down with R since a flatter interface leads to a narrower escape range, which leads to a smaller outflux of particles from the condensed phase. Fig. 4(b) shows that ρ * R decays to ρ * ∞ (the vapor con- centration as R → ∞) like R −1 , which, as we shall see, is consistent the Gibbs-Thomson relation in equilibrium systems.
A. Gibbs-Thomson relation
In equilibrium phase separation, the Gibbs-Thomson (GT) relation dictates that the concentration φ R right outside a droplet (of the condensed phase) of radius R is
where φ 0 is the supersaturation concentration, i.e., the threshold concentration beyond which phase separation occurs, and ν = 2γv k B T is the capillary length with γ being the surface tension and v being the volume of the molecule. Since the concentration in the vapour phase outside a big drop is lower than that outside a small drop, a diffusive flux is set up that transfers material from the small droplet to the big droplet. This is the Oswald ripening mechanism that dominates the phase separation kinetics at the late stage for systems with a small supersaturation [24] .
We have seen how a coarse-grained model of a MIPS system with one drop of the condensed phase co-existing with the vapor phase satisfies the GT relation. I will now discuss why one would indeed expect the GT relation to arise naturally in our active system. In the minimal MIPS system considered, the only parameters in the dynamical equations are the free roaming speed u = f /η, the rotational diffusion coefficient D r , and the length scale of the short range area exclusion interaction a, by dimensional analysis, the ratio ρ * R /ρ c can be written as
FIG. 5: A schematic depicting a wavy interface where the condensed phase is depicted in blue. The location of the interface (purple) is given by the functionh(y). Due to the caging effect from neighboring particles, the red particle at the interface will have a higher chance of escaping compared to the green particle because the escape orientation range (grey area) is bigger.
where F is some unknown scaling function dependent on its two dimensionless arguments. If we now assume that F is regular with respect to the second argument in the sense that a Taylor series expansion exists, then the ratio above can be re-expressed as
where H and K are now just dimensionless functions of the first argument (u/D r a), i.e., R-independent. In terms of ρ * ∞ , Eq. (18) can be re-written as
whereν ≡ Ku HDr , which may be termed the effective capillary length. In the large R limit, Eq. (19) becomes exactly the GT relation in Eq. (16) . This analysis provides an intuitive reason why one would naturally expect the GT relation to emerge as the drop radius grows in MIPS.
IV. FLUCTUATING INTERFACE
I have so far ignored fluctuations in the interfacial profile. In reality, the interface of course fluctuates, which is already discernible from the spatially constrained system shown in Fig. 1(b) . In particular, previous simulation result points to the scaling law [17] :
where w L is the steady state interfacial width: 
2 . The curve collapse of systems with difference linear dimension L upon rescaling is as predicted by the EW model. Inset plot: The interface width at the final time wL(t f ) shows a linear dependence with √ L where L is the system size. Blues crosses are the simulation results and the red line is a guide for the eyes. See Appendix A 3 for simulation details.
withh being the average position of the interface. Here, the symbolh(y) denotes the location of the interface, i.e., the location of the peak of v x (Fig. 2) . To understand the scaling observed, let us consider the effects of interface curvature on the particle exchange dynamics. Although the previous section focuses only on convex interface, i.e., the curvature is positive, one can easily extends Eq. (15) to allow for concave interface as well (Fig. 5) . The physical motivation behind the formula is the same, a particle at a highly convex portion of the interface will have a high escape orientation range (red particle in Fig. 5) while a particle at a highly concave interface will have narrow escape range (green particle).
Since the fluctuations ultimately come from the fluctuating dynamics of particle exchange at the interface, we need to model the steady-state dynamics ofh stochastically. The simplest equation of motion (EOM) for the interface that incorporates both the effects of stochasticity and curvature-modified outflux is
where α denotes the rate of particles coming into the interface, and thus contributing to the growth ofh, while α (1 + β κ(y)) denotes the rate of particle escaping with the effect of local interface curvature (κ(y) = ∂ 2h /∂y 2 ) taken into account. The noise terms are b i (x) which are Markovian, spatially independent and are either 0 or 1 with equal probability. Since the interface does not move at the steady state by assumption, α has to be identical to α . From now on, I will focus exclusively on the hydrodynamic limits (large temporal and spatial scales). So let us coarse grainh by defining a new coarse-grained height function h(y):
(y )dy (23) where a L y and is large enough that y+ /2 y− /2 b i (y )dy become Gaussian as a result of the central limit theorem. The EOM of h(y) is then
where g i are now Gaussian noises such that
In the long-wavelength limit, the fluctuating term αβκg 2 ∼ ∂ 2 h/∂y 2 → 0 and so the only relevant fluctuations come from the Guassian fluctuations α(g 1 − g 2 ). Therefore, in the hydrodynamic limits, Eq. (25) is exactly the Edwards-Wilkinson model [25] , with the effective surface tension given by αβ/2. Furthermore, the temporal and steady-state dynamics of interfacial width is given by
for some scaling function F EW (.) (Fig. 6) . In a 2D system where the interface is a line, α = 1/2 and β = 1/4 [25, 26] . As shown in Fig. 6 , these expectations are confirmed with direct simulation of a discretized version of the original EOM in Eq. (22) . This model thus explains the steady state scaling w L (t → ∞) ∼ L 1/2 recently observed numerically [17] .
To summarise this section, I have incorporated the caging effect as discussed in the last section into the modeling of the stochastic dynamics of particle exchanges at the interface. The model equation is then shown to be equivalent to the Edward-Wilkinson model in the hydrodynamic limits. In particular, the emergence of the effective surface tension term (αβ/2) from the particle dynamics at the interface also explains why the interface is flat when both phases span the system, and circular when one phase does not span the system. While the novelty here lies in connecting the fluctuations in particle dynamics to interfacial fluctuations in MIPS, I note the fact that we arrive at the EW model at the end is not surprising. This is because in setting up the model, I have completely ignored nonlinear terms. Indeed, given that in MIPS, the system is clearly not invariant if one swaps the condensed phase for the vapor phase (e.g., the particles at the interface are likely to be pointing towards the condensed phase (Fig. 2(b) ), the more likely model describing interfacial fluctuations in MIPS would be the KPZ model [27] . Since both KPZ and EW models predict the same steady-state scaling in the interface width in 2D, to determine which model describes the interface fluctuations in MIPS, one would either need to study interfacial fluctuations in 3D, or investigate the temporal growth of the interface under constant vapor concentration.
V. DISCUSSION & OUTLOOK
In this paper I have investigated the microscopic dynamics of active particles in the interfacial regions in MIPS used a combination of simulations and analytical arguments, and demonstrated i) how interface stability is achieved, ii) why the GT relation emerges in MIPS, and iii) how interface fluctuations scale with the system size. Therefore, I have shown that all the observed "surface tension" related phenomena found in MIPS result from the microscopic dynamics of the active particles. More specifically, I have shown that force balance in MIPS is achieved because of the orientation anisotropy in the region, which leads to a high active force directed towards the condensed phase. By incorporating the caging effects of neighboring particles in the peripheral of a condensed drop, I have shown how the Gibbs-Thomson relation emerges naturally in MIPS, which dictates that the larger the condensed drop, the smaller the vapor concentration outside the drop. If the supersaturation level is small, the GT relation leads to diffusive transfer of active particles from small drops to larger drops. As a result, the late-stage coarsening kinetics in an active phase-separating system should follow the temporal scaling as in equilibrium phase separation: i.e., the average droplet size in the system R(t) goes like t 1/3 [14, 24] . In addition, the droplet size distribution should approach asymptotically the universal size distribution obtained by Lifshitz and Slyozov [24] . Lastly, motivated by the same caging effects, I have proposed a stochastic model that describes the interfacial fluctuations in MIPS. In this model, the probability of particles leaving the interface is assumed to be dependent on the interface curvature. Analytical argument is then provided to show that the proposed model belongs to the same universality class of the Edwards-Wilkinson model.
There are a number of future directions that are of interest. For instance, phase separation may play a role in the cytoplasmic re-organisation during asymmetric cell division [28, 29] . How the activity in the cytoplasm due to the many motor proteins contribute to such reorganisation via phase separation awaits more attention. Also, the fact that active phase separation occurs naturally begs the question of the existence of the critical point as in the equilibrium case. The critical transition in incompressible active fluids has recently been shown to give rise to a novel universality class [30] . And if a critical transition exists in MIPS, will the critical exponents be identical to those in the equilibrium case which belong to the 2D Ising Universality class? This question will be best addressed by renormalization group methods. is an angle chosen at random.
The parameters of the simulations are: t = 10 −5 , a = 1, η = 1, f a = 100, D r = 3, A = 25/6 for repulsive particles and A = 0 for point particles. The system has width L x = 50 and height L y = 10 sin(π/3), with 300 particles initialized in the configuration of a hexagonal lattice (with spacing 1) next to the left boundary, and random orientations. Two hundred million time steps are evolved to equilibrate the system and then data are collected in the subsequent two hundred million time steps.
Point particles in annular systems
For the simulation results reported in Sec. III (Figs 3) , the system is now annular with inner radius R and outer radius R + L r . The same updates as in Eqs (A1) and (A2) are performed for the point particles in the bulk of the system. Concerning the boundary conditions, if r t ≤ R then the particle becomes part of the condensed drop periphery, and the orientation follows the update:
while the position remains the same until ψ t ≡ |θ t − ϕ t | < σ R (Fig. 3(b) ), in which case the particle leaves the condensed phase. If r t+ t i > R+L r , then r t+ t i = R+L r and θ t+ t i is an angle chosen at random. The parameters of the simulations are: t = 10 −3 , η = 1, f a = 100, D r = 3, A = 0. The system has 1000 particles initialized with random orientations and positions. Twenty million time steps are evolved to equilibrate the system and then data are collected in the subsequent twenty million time steps. Simulations are per-formed for R = 20, 40, 60, 80 and 100 while L r is always 50.
Fluctuating interfaces
To simulate interface fluctuations according to Eq. 
whereg t i are either 0 or 1 chosen with equal probability, and β = 0.1. The system sizes simulated are L = 160, 200, 240, 280, 320 and 360. The total number of time steps simulated for each system size is 5L 2 /2.
