In this work, we are motivated by the recent work of Zhang et al. (2019) and study a new invariant test for equality of two large scale covariance matrices. Two modified likelihood ratio tests (LRTs) by Zhang et al. (2019) are based on the sum of log of eigenvalues (or 1-eigenvalues) of the Beta-matrix. However, as the dimension increases, many eigenvalues of the Beta-matrix are close to 0 or 1 and the modified LRTs are greatly influenced by them. In this work, instead, we consider the simple sum of the eigenvalues (of the Beta-matrix) and compute its asymptotic normality when all n 1 , n 2 , p increase at the same rate. We numerically show that our test has higher power than two modified likelihood ratio tests by Zhang et al. (2019) in all cases both we and they consider.
Introduction
We revisit the test of equality (homogeneity) of two covariance matrices, which often allows us simplified procedures for many multivariate problems. Suppose we have samples z (l) i , i = 1, 2, . . . , n l , from a distribution with a mean vector µ l and covariance matrix Σ l for l = 1, 2. The hypothesis, which is of interest, is H 0 : Σ 1 = Σ 2 versus H 1 : Σ 1 = Σ 2 .
(1)
As pointed out by Zhang et al. (2019) , the history of the test draws back to 1930s and a huge number of works are followed in literature. In this paper, we do not aim to compete with all methods in the literature (see Chapter 10 of Anderson, T.W. (2003) and references therein). Instead, we focus on a specific invariant test as an alternative to the modified likelihood ratio test (mLRT), which is recently suggested by Zhang et al. (2019) . In Section 2, we compute the asymptotic null distribution of the new test, when all n 1 , n 2 , p increase at the same rate. In Section 3, we numerically show it has higher power than mLRT in all cases both we and they consider. In Section 4, we conclude the paper with some remarks.
An alternative invariant statistic
We find x l i = {x (l) ij }, for i = 1, 2, . . . , n l , l = 1, 2, where x l ij are independent and identically distributed (IID) with mean zero and variance one, respectively, and satisfy z (l)
j + µ l . Let S n 1 and S n 2 be the sample covariance matrix from each population. To build our test, we focus on the limiting distribution of eigenvalues of B n = n 1 S n 1 (n 1 S n 1 + n 2 S n 2 ) −1 , named as the limiting spectral distribution (LSD) of B n . With the notations y 1 = p/n 1 , y 2 = p/n 2 , h = √ y 1 + y 2 − y 1 y 2 , α n = n 2 /n 1 , the limiting spectral distribution of B n is evaluated as (see Zhang et al. (2019) )
where x l , x r = y 2 (h∓y 1 ) 2 (y 1 +y 2 ) 2 , y 1 −→ γ 1 , y 2 −→ γ 2 and α n −→ α as min{n 1 , n 2 , p} −→ ∞. Let G n 1 ,n 2 (x) = p(F Bn (x) − F y 1 ,y 2 (x)), where F Bn (x) is empirical spectral distribution (ESD) of B n and F y 1 ,y 2 (x) is the limit spectral distribution (LSD) of B n with parameters α n , y 1 , y 2 replacing α, γ 1 , γ 2 . Our main interest is in the limit distribution of f 1 (x)dG n 1 ,n 2 (x), ..., f k (x)dG n 1 ,n 2 (x) ,
where f 1 , ..., f k are analytic functions on complex domain. Suppose F {n 1 ,n 2 } (x), F {yn 1 ,yn 2 } (x) are the ESD and LSD of the F -matrix S n 1 S −1 n 2 , andG n 1 ,n 2 (x) = p(F {n 1 ,n 2 } (x) − F {yn 1 ,yn 2 } (x)).
Following Bai and Silverstein (2010) , the linear spectral statistic (LSS) of the Fmatrix for functions f 1 , ..., f k that is
under some regular conditions, converges weakly to a Gaussian vector (X f 1 , ..., X f k ) with means
If λ is an eigenvalue of S n 1 S −1 n 2 , the eigenvalue of B n = S n 1 (S n 1 + dS n 2 ) −1 corresponds to λ is λ d+λ . Using this, we find that
In addition, we obtain the LSS of B n from the above by substituting d = n 2 /n 1 in (3). The mLRT statistics in Zhang et al. (2019) are
where λ Bn i denotes the i-th smallest eigenvalue of B n . In mLRT statistics, the eigenvalues 0 or 1 are excluded for defining valid statistics. However, if p/n 1 (or p/n 2 ) is close to 1, many eigenvalues are close to 0 (or 1). The eigenvalues either close to 0 or 1 explains most part of the statistics. The mLRT statistics L andL are sensitive to those and do not fully reflect the information from other eigenvalues of B n .
To resolve this difficulty, we consider
To make above statistic meaningful, we modify it to
To get the asymptotic null distribution of the proposed statistic, we can find the mean and variance of LSS of S n 1 (S n 1 + dS n 2 ) −1 by setting k = 2, f 1 (x) = x, f 2 (x) = 1 − x in the formula above (3). However, before we proceed, we remark that
Thus, the LSS of P 1 and P 2 are opposite in their sign, and the covariance between LSS of P 1 , P 2 is the negative of asymptotic variance of P 1 (or P 2 ). We now have our main results on the asymptotic null distributions of P 1 and P 2 .
Theorem 1. Suppose we assume (i) (moment assumptions) E(x
11 ) 4 = ∆ 2 + 3 < ∞, and (ii) (dimensionality assumption) min(p, n 1 , n 2 ) → ∞, y 1 = 1, y 2 = 1 and lim p/(n 1 + n 2 ) < 1. Then we have
where Z ∼ N (0, 1),
, n,2 = h 2 δ y 1 >1 + y 2 1 δ y 1 <1 y 1 (y 1 + y 2 )
,
Proof. The proof is given in Appendix.
Numerical study
In this section, we numerically compare the powers of the proposed K to the modified LRTs L andL by Zhang et al. (2019) under various choices of sample sizes, dimensions, and distributions. In the study, we assume µ l = 0 for l = 1, 2 and set Σ 1 = (1 + a/n 1 )Σ 2 , where a is a constant. We consider four cases following Zhang et al. (2019) :
• Case 1: x (1) and x (2) are from the standard normal distributed and Σ 2 = I p ;
• Case 2: x (1) and x (2) are from the uniform distribution U(− √ 3, √ 3) and Σ 2 = I p ;
• Case 3: x (1) and x (2) are from the uniform distribution U(− √ 3, √ 3) and Σ 2 = diag(p 2 , 1 1×(p−1) );
• Case 4: x (1) and x (2) are from the uniform distribution U(− √ 3, √ 3) and Σ 2 = (0.5I p + 0.51 p×p ).
For each case, we consider 16 choices of (n 1 , n 2 , p), four cases are for each (y 1 > 1, y 2 > 1), (y 1 > 1, y 2 < 1),(y 1 < 1, y 2 > 1), (y 1 < 1, y 2 < 1). Four choices are considered for a, a = 0, 3, 7, 10, where a = 0 is the choice of the null hypothesis. In all cases, we assume that forth moments of x (1) and x (2) are known. In case 1, ∆ 1 = ∆ 2 = 0 and in case 2,3, and 4, ∆ 1 = ∆ 2 = −1.2. For each combination, we generate 1000 data sets and the powers (the sizes) are evaluated by counting the number of rejected data sets. The results are reported in Tables 1 to 4. In the tables, L andL stand for two modified LRTs by Zhang et al. (2019) and K is our statistic in Theorem 1. Moreover, Figures 1 -4 display (empirical) powers with respect to different choices of a for the Cases 1 -4. We find that, in all cases considered, the power of K is higher than both L andL. 
Conclusion
In this paper, we suggest an alternative invariant test, named as K, to two modified LRTs by Zhang et al. (2019) for the equality of two large scale covariance matrices. It is based on the sum of eigenvalues of B n = n 1 S n 1 (n 1 S n 1 + n 2 S n 2 ) −1 . We find the asymptotic null distribution of K, when all n 1 , n 2 , p approach ∞ at the same rate. The numerical study shows the new invariant test is more powerful than the modified LRTs by Zhang et al. (2019) in all cases we consider. However, we do not claim the proposed K is the most powerful for the problem because, as we learn from lower dimensional cases, there could be more powerful one than K for some settings.
and covariance functions
All of the above contour integrals can be evaluated on any contour enclosing the interval αc l 1−c l , αcr 1−cr .
Proof of Theorem 1. The proof of Theorem 1 consists of three parts: the proof of the limit part l n , the proof of the limit part µ n , and the proof of the limit part σ 2 n . Proof of the limit part l n . We need to calculate the following integrals:
To get these values, we choose a transformation x = y 2 |y 1 + hξ| 2 (y 1 + y 2 ) 2 .
We can see that the integral (9) is rewritten as
The singularities of the integrand are 0, y 2 h , and h y 2 . If y 2 > 1, then y 2 2 − h 2 = (y 1 + y 2 )(y 2 − 1) > 0, so y 2 > h. It implies that if y 2 > 1, y 2 h is not a pole, thus 0 and h y 2 are only poles of the integrand. On the other hand, if y 2 < 1, then y 2 < h and thus 0 and y 2 h are only poles of the integrand. First, we assume y 2 > 1. Using Cauchy's residue theorem, we get the following result:
h 2 y 2 (y 1 + y 2 ) .
Next, we assume y 2 < 1. Using Cauchy's residue theorem again, we can calculate the integral (9) as (9) = y 2 h 2 i 4π(y 1 + y 2 ) d dξ
Now, we consider the integral (10). Using the transformation (11), the integral (10) is rewritten as
We note that the singularities of the integrand of (10) are 0, − y 1 h , and − h y 1 of which absolute values are greater than or less than 1 depending only on the size of y 1 . It implies that the value of (10) does not depend on the size of y 2 . Since
y 1 y 2 for y 1 , y 2 > 1, we can easily calculate the value of (10) when y 1 > 1 as
.
Similarly, if y 1 < 1, then (10) = 1 − y 2 y 1 + y 2 = y 1 y 1 + y 2 .
Here, we used the fact that
Proof of the limit part µ n . According to Lemma 5.1 in Bai et al. (2015) , m 3 satisfies the equation
As in the proof of the limit partμ n of Theorem 2.5 in Zhang et al. (2019) , by making an integral conversion
where r is a number greter than but close to 1, m 3 satisfies
By the above equation, we can obtain m 3 = − 1+ h rξ 1−y 2 or m 3 = − 1+hrξ 1−y 2 . When z runs in the positive direction around the contour enclosing the interval [ αc l 1−c l , αcr 1−cr ], m 3 runs in the opposite direction. Thus, by substituting
where r is a real number greater than but close to 1, we observe the followings :
First, we assume y 2 > 1. Then, the mean part is same with
In (12) Here, we used the relations (y 2 1 − h 2 ) = (y 1 + y 2 )(y 1 − 1) and (y 1 − h 2 ) = y 2 (y 1 − 1). Similarly, (13) and (14) can be calculated as follows : Therefore, when y 2 > 1, EG f 1 = − ∆ 1 h 2 y 2 1 y 2 2 (y 1 + y 2 ) 4 + ∆ 2 h 2 y 2 1 y 2 2 (y 1 + y 2 ) 4 .
For the case in which y 2 < 1, we observe h(y 2 − h 2 )(y 2 − 1) y 2 r 2 (y 2 2 − h 2 ) ξ 2 + h y 2 r 2 dξ 2 = 2h 2 y 2 1 y 2 2 (y 1 + y 2 ) 4
The second term of (18) can be expressed as − y 1 ∆ 1 + y 2 ∆ 2 4π 2 z 1 α + z 1 z 2 α + z 2 dm 3 (z 1 )dm 3 (z 2 ) (m 3 (z 1 ) + 1) 2 (m 3 (z 2 ) + 1) 2 = − y 1 ∆ 1 + y 2 ∆ 2 4π 2 z 1 α + z 1 dm 3 (z 1 ) (m 3 (z 1 ) + 1) 2 × z 2 α + z 2 dm 3 (z 2 ) (m 3 (z 2 ) + 1) 2 = (y 1 ∆ 1 + y 2 ∆ 2 ) − h 2 y 1 y 2 (y 1 + y 2 ) 3 2 = (y 1 ∆ 1 + y 2 ∆ 2 ) h 4 y 2 1 y 2 2 (y 1 + y 2 ) 6
Therefore, we get the desired result : σ 2 n = 2h 2 y 2 1 y 2 2 (y 1 + y 2 ) 4 + (y 1 ∆ 1 + y 2 ∆ 2 ) h 4 y 2 1 y 2 2 (y 1 + y 2 ) 6
When y 2 < 1, by the symmetry of dm 3 (z 1 )dm 3 (z 2 ) (m 3 (z 1 )−m 3 (z 2 )) 2 , it is the same as the previous case and dm 3 (z 1 ) (m 3 (z 1 ) + 1) 2 = (1 − y 2 ) 2 (y 2 + hr 1 ξ 1 ) 2 hr 1 dξ 1 y 2 − 1 = (y 2 − 1)r 1 hdξ 1 (hr 1 ξ 1 + y 2 ) 2 dm 3 (z 2 ) (m 3 (z 2 ) + 1) 2 = (1 − y 2 ) 2 (y 2 + hr 2 ξ 2 ) 2 hr 2 dξ 2 y 2 − 1 = (y 2 − 1)r 2 hdξ 2 (hr 2 ξ 2 + y 2 ) 2 .
Using the above relations, one can easily show that the variance of the LSS is equal to that in the case in which y 2 > 1.
These complete the proof of Theorem 1.
