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Abstract
Quantum chemistry methods nowadays reach its maturity with various robust ground
state correlation methods. However, many problems related to response do not have
satisfactory solutions. Chemical reactivity indexes are some static response to ex-
ternal fields and number of particles change. These chemical reactivity indexes have
important chemical significance, yet not all of them have analytical expressions for
direct evaluations. By solving coupled perturbed self-consistent field equations, ana-
lytical expressions are obtained and verified numerically. In the particle-particle (pp)
channel, the response to the pairing field describes N ˘2 excitations, i.e. double ion-
ization potentials and double electron affinities. The linear response time-dependent
density-functional theory (DFT) with pairing fields is the response theory in the
density-functional theory (DFT) framework to describe N ˘ 2 excitations. Both
adiabatic and dynamic kernels are included in this response theory. The correla-
tion energy based on this response, the particle-particle random phase approxima-
tion (pp-RPA) correlation energy, is proven equivalent to the ladder approximation
of the well-established coupled-cluster doubles. These connections between the re-
sponse theory, ab initio methods, and Green’s function theory will be beneficial for
further development. Based on the particle-hole RPA and the pp-RPA, the theory
of the second particle-hole RPA and the second pp-RPA with restrictions capture
single and double excitations efficiently. We also present a novel method, variational
fractional spin DFT, to calculate singlet-triplet energy gaps for diradicals, which are
iv
usually studied through spin-flip response theories.
v
“I leave no trace of wings in the air, but I am glad I have had my flight.”
From Fireflies by Rabindranath Tagore (1928)
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1Introduction
1.1 Overview of quantum chemistry
Quantum chemistry[1, 2] is a broad subject to study chemistry in theory using quan-
tum mechanics. As P. A. M. Dirac pointed out in 1929[3], “The underlying physical
laws necessary for the mathematical theory of a large part of physics and the whole
of chemistry are thus completely known, and the difficulty is only that the exact
application of these laws leads to equations much too complicated to be soluble.”
After almost one century, solving the electronic Schrodinger equation of multiple
electrons nowadays is still a nontrivial problem even with non-relativistic and Born-
Oppenheimer approximations.[1]
The target problem in quantum chemistry is the time-independent electronic
Schrodinger equation, i.e.,
HˆΨ “ EΨ, (1.1)
where Hˆ is the electronic Hamiltonian with nonrelativistic and Born-Oppenheimer
1
approximations (in atomic units)
Hˆ “ ´
Nÿ
i“1
1
2
∇2i ´
Nÿ
i“1
NCÿ
A“1
ZA
|ri ´RA| `
Nÿ
i“1
Nÿ
j“i`1
1
|ri ´ rj| , (1.2)
Ψ is the multi-electron wavefunction, and E is the energy. N is the total number
of electrons, while NC is the number of nuclei in the molecule. The three terms on
RHS of Eq. (1.2) is the kinetic energy, the nuclear attraction, and electron-electron
repulsion, respectively. The two-electron interaction, the third term on RHS of
Eq. (1.2) is the culprit prohibiting the exact solution. Most quantum chemistry
methods solve Eq. (1.1) by first projecting the Hamiltonian and the wavefunction
into some basis sets, which transforms the differential equation of Eq. (1.1) into a set
of algebraic equations. Many methods have been developed to solve the Schrodinger
equation, especially for the ground state energy. This section briefly reviewed some
major branches of electronic structure theories. Due to the vast quantum chemistry
literature, not all methods may be covered in this brief review.
The most well-established branch of quantum chemistry, in the author’s perspec-
tive, is ab initio wavefunction methods. The simplest approximation in ab initio
methods is the Hartree-Fock (HF) ansatz, which approximates the wavefunction as
a single Slater determinant. The difference of the HF energy and the exact one
from Eq. (1.1) is the correlation energy. Although the correlation energy only con-
tributes a small portion in the total energy, it is critical to chemical properties.
The HF approximation forms the basis of higher order correlation treatment, includ-
ing configuration interactions (CI), perturbation theory (PT), and coupled-cluster
methods (CC). Ab initio methods are relatively more matured in theories and algo-
rithms, with systematic improvement to capture all levels of the correlation energies.
Coupled-Cluster Singles and Doubles with perturbative Triples (CCSD(T)) becomes
the golden standard of quantum chemistry. The main criticism for ab initio meth-
2
ods is the exponentially-growing computational complexity. The straightforward
implementation of HF scales as OpL4q, and Møller-Plesset second order perturbation
theory (MP2) scales as OpL5q, while CCSD(T) scales as OpL7q, with L being the
size of the basis set. Any step forward makes the calculation prohibitive for medium
size molecules. Additionally, ab initio methods usually require large basis sets to
describe wavefunction cusps, which dramatically increases the computational efforts.
Yet, ab initio methods are still considered robust and reliable methods for molecules
of medium sizes in general.
Density / density matrix functional theories take the approach to calculate the
correlation energy differently, where wavefunctions are not directly referred to[4]. As
a typical density matrix functional theory, the two-electron reduced density matrix
(2RDM) theory, treats 2RDM rather than the wavefunction as the basic variable[5].
The 2RDM is a 4-dimensional tensor, a much smaller object compared to the many-
body wavefunction which is an N -dimensional tensor. This simplification is justified
because the electronic Hamiltonian includes only up to two-body interactions. Yet
2RDM suffers from its notorious N -representability problem, resulting in too low
energies[5]. Density-functional theory (DFT)[4], on the other hand, utilizes electron
density rather than the many-body wavefunction as the basic variable to describe
the system. It achieves great success in application to a broad range of systems from
atoms to molecules to solids with affordable computational complexity and moder-
ate accuracy. The main obstacle for DFT applications is the haunting pathological
errors of those widely used functional approximations, including fractional spin er-
rors, fractional charge errors, and the wrong asymptotic description of van der Waals
interactions. Despite many efforts invested in these issues, no satisfactory solutions
have yet been generally accepted.
Quantum Monte Carlo (QMC) methods[6] solve the Schrodinger equation by
stochastic sampling. QMC includes techniques such as variational QMC and diffusion
3
QMC. QMC can be very accurate if treated properly, however, QMC is far from a
black box method due to sophisticated choices of techniques. QMC is mostly, if not
exclusively, practiced by QMC developers only.
Besides all that mentioned, there are still novel ongoing developments on elec-
tronic structure theories such as density matrix renormalization group[7]. Among
all the theories discussed above, the most used methods are ab initio wavefunction
methods and DFT, since they have been implemented in most quantum chemistry
packages (such as Gaussian[8], Gamess[9] and NWChem[10]) as (semi-)black box
methods and their behaviors on molecular systems have been tested to be robust.
For general purposes, DFT should be used if the system stays within the comfort
zones of DFT; otherwise ab initio wavefunction methods should be used to correct
those pathological errors owing to DFT approximations. In this Dissertation, we only
focus on ab initio methods and DFT. Readers are encouraged to investigate standard
textbooks for details on ab initio methods[1, 2, 11, 12], DFT[4], and QMC.[6]
The key concept in this Dissertation is response, which is the reaction of a system
exposed to an external perturbation. In quantum chemistry, excited states are usu-
ally solved within response theories. Therefore, response is essential to understand
UV-Vis spectra, excited state dynamics, photochemistry, electron transfer, energy
transfer, etc. Different quantum chemistry theories have different methods to cal-
culate response properties. In this Dissertation, we will study response of various
types. Chapter 2 with Appendix B is a reproduction of Ref. [13] that presents the
static response of a system, which generates many significant chemical reactivity in-
dexes. Chapter 3 with Appendix C is a reproduction of Ref. [14] that establishes
the theory for the pairing field response, which studies N ˘ 2 excitations. Chapter 4
with Appendix D is a reproduction of Ref. [15] that proves an important equiva-
lence between the correlation energy related to the pairing matrix response, i.e. the
particle-particle random phase approximation correlation energy, and the ladder ap-
4
proximation to coupled-cluster doubles. Chapter 5 studies novel response that is
capable of capturing single and double excitations with low scaling. Chapter 6 is a
reproduction of Ref. [16] that concerns the singlet-triplet energy gaps of diradicals
using fractional spin concepts. Although calculations in Chapter 6 are not response
based, it does achieve excited state energies which are normally obtained in spin-flip
response calculations.
Before we delve deeper into response theories, some introductions on standard
quantum chemistry models are reviewed as a starting point.
1.2 Ab initio methods
1.2.1 Hartree-Fock approximation
The simplest ab initio method is the Hartree-Fock approximation, where the wave-
function is approximated as a single Slater determinant[1, 17],
ΦHFpx1,x2, ¨ ¨ ¨xNq “ 1?
N !
ˇˇˇˇ
ˇˇˇˇ
ˇ
φ1px1q φ1px2q ¨ ¨ ¨ φ1pxNq
φ2px1q φ2px2q ¨ ¨ ¨ φ2pxNq
...
...
...
φNpx1q φNpx2q ¨ ¨ ¨ φNpxNq
ˇˇˇˇ
ˇˇˇˇ
ˇ , (1.3)
where N is the number of electrons in the system, xi represents the spatial co-
ordinate ri and the spin coordinate σi of the i-th electron, and φ’s are molecular
orbitals (MO). The Slater determinant guarantees to be antisymmetric with respect
to electron transpositions, and is also normalized by construction if all orbitals are
orthonormalized,
xφi|φjy “
ż
dxφ˚i pxqφjpxq “ δij. (1.4)
The HF determinant is solved by minimizing the total energy with respect to the
orbitals,
EHF “ mintφi|i“1..NuxΦHF|Hˆ|ΦHFy, (1.5)
5
subject to orbital orthonormalization in Eq. (1.4). The expectation value can be
evaluated using Slater-Condon rules or second quantization techniques,
xΦHF|Hˆ|ΦHFy “
Nÿ
i“1
hii ` 1
2
Nÿ
i“1
Nÿ
j“1
xij||ijy, (1.6)
where hˆ is the core operator which consists of one-body interactions in the Hamilto-
nian (the kinetic and nuclear attractive part), and the antisymmetrized two-electron
integral is
xpq||sry “ xpq|sry ´ xpq|rsy, (1.7)
with the physicists’ notation of two electron integrals defined as
xpq|sry “
ż ż
dx1dx2φ
˚
ppx1qφ˚q px2q 1r12φspx1qφrpx2q. (1.8)
The two electron integral can also be written in a chemists’ notation
ppq|rsq “ xpr|qsy. (1.9)
Eq. (1.5) with Eq. (1.4) is a standard constrained optimization problem which can be
solved by Lagrangian multiplier methods. The resulting equations are the Hartree-
Fock equations,
Fˆ φipxq “
Nÿ
j“1
φjpxqji, (1.10)
with the Fock operator defined as
Fˆ φipxq “ hˆφipxq ` Jˆφipxq ´ Kˆφipxq, (1.11)
where Jˆ is the Coulomb operator
Jˆφpxq “
Nÿ
i“1
ż
dx1
φi˚ px1qφipx1q
|r´ r1| φpxq, (1.12)
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and Kˆ is the Fock exchange operator
Kˆφpxq “
Nÿ
i“1
ż
dx1
φi˚ px1qφpx1q
|r´ r1| φipxq, (1.13)
Note that Kˆ is a nonlocal operator as the result of Kˆφpxq depends on the whole
function φ rather than just its value at x. ji’s in Eq. (1.10) are the Lagrangian
multipliers controling the orthonormalization of orbitals. Since EHF is invariant
under a unitary transformations among orbitals and Fˆ is a Hermitian operator,
we can choose a set of orbitals such that the Fock operator and the Lagrangian
multipliers are diagonal,
Fˆ φipxq “ iφipxq. (1.14)
Such set of orbitals are called canonical orbitals.
Eq. (1.14) is a differential-integral equation, where the kinetic operator contains
a differential operator and the Fock exchange operator contains integral operations.
Solving such an equation in real space is very complicated. Therefore, the canonical
HF equations are usually solved by expanding the orbitals in terms of a set of basis
functions tχµ|µ “ 1..Lu, which is usually a set of atomic orbitals (AO),
φipxq “
Lÿ
µ“1
χµpxqCµi, (1.15)
then the differential integral equation of Eq. (1.14) becomes an algebraic equation
Lÿ
ν“1
FµνCνi “ i
Lÿ
ν“1
SµνCνi, (1.16)
where the overlap matrix is
Sµν “ xχµ|χνy, (1.17)
the Fock matrix is
Fµν “ hµν ` Jµν ´Kµν , (1.18)
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the core matrix is
hµν “ xχµ|hˆ|χνy, (1.19)
the Coulomb matrix is
Jµν “
ÿ
γλ
pµν|γλqPγλ, (1.20)
the Fock exchange matrix is
Kµν “
ÿ
γλ
pµλ|γνqPγλ, (1.21)
with the density matrix defined as
Pµν “
Nÿ
i“1
C˚µiCνi. (1.22)
Rewriting Eq. (1.16) as a matrix equation
FC “ SC, (1.23)
we recognize that Eq. (1.23) is a generalized eigenvalue equation, while the corre-
sponding orthonormalization condition in Eq. (1.4) is represented as
C:SC “ I. (1.24)
Note that Eq. (1.23) cannot be solved in one shot, as the Fock matrix F depends
on the Coulomb matrix J and the Fock exchange matrix K which depend on the
density matrix P which depends on the coefficients C. Therefore, the HF equation is
solved self-consistently, and Eq. (1.23) is usually called the self-consistent field (SCF)
equation. The most time consuming process in the SCF procedure is the tensor
contraction with the two-electron integrals when building J and K matrices. Since
there are OpL4q two-electron integrals, the time complexity of the SCF procedure
scales as OpL4q.
8
During the derivations above, the mismatch of N—the number of electrons—and
L—the number of basis functions—was not discussed. In order to form N orthogonal
spin orbitals, the number of spatial basis functions should be no less than N{2. For a
practical calculation, L is usually much larger than N . The problem arises when we
solve Eq. (1.23), where we have L eigenvalues and eigenvectors while we need only
N of them. The dilemma is resolved by picking the N eigenvectors with the lowest
eigenvalues i. This construction scheme is called the Aufbau principle, in which the
orbitals should be picked from bottom up according to the eigenvalues. Because the
eigenvalues also imply the ordering of MOs, they are also called the MO energies. We
call those N orbitals assigned to the Slater determinants the occupied orbitals, and
the rest of the orbitals unoccupied or virtual orbitals. Throughout this Dissertation,
we use i, j, k, l . . . to represent occupied orbitals, a, b, c, d . . . to represent virtual
orbitals, and p, q, r, s, u, v to represent general MOs.
The HF approximation is important not only because it is the simplest ab initio
methods and serves as the starting point for higher correlation treatments, but also
due to its pivotal role in connecting DFT and Green’s function methods, which will
be discussed subsequently.
The difference between the exact ground state energy in Eq. (1.1) and EHF at
basis set limit is defined as the correlation energy,
Ecorr “ EExact ´ EHF. (1.25)
Due to the variational principle, Ecorr is always negative. The correlation energy is
the holy grail to all quantum chemistry methods. Traditionally, correlation ener-
gies can be categorized in two distinct types: static/nondynamical correlation and
dynamical correlation. Static correlation energies arise from bad representation of
one single Slater determinant of the system; i.e. the system requires several (nearly)
degenerate Slater determinants to have a qualitatively correct picture. This typically
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happens when a molecule is stretched, e.g. hydrogen molecule dissociation. Dynami-
cal correlation energies come from dynamic short-range electron depletion due to the
Coulomb repulsion that the HF mean-field theory overlooks. Static and dynamical
correlations are qualitatively different in their concepts; however, they cannot be
exactly partitioned. These concepts are only used to understand the behaviors of
different methods. In the next subsection, we will briefly introduce CI, PT, and CC,
the main categories to obtain dynamical correlation energies in ab initio methods.
The way to obtain static correlation is to use multiple references rather than a single
reference in the dynamical correlation methods.
1.2.2 Second quantization
The best language to describe the ab initio correlation methods is second quanti-
zation. The origin of the name “second quantization” is always a puzzle for many
quantum chemistry beginners, and is seldom explained clearly in many textbooks.
We will explain the naming according to Ref. [18] before going into the details.
When we talk about the “first quantization”, it means the energy level quantiza-
tion of particles, such as a particle in a box, a harmonic oscillator, or an electron
in a hydrogen-like atom, where we see discrete energy levels. In the “first quan-
tization”, particles and fields are treated differently, where particles are quantized
and described as wavefunctions while the fields are classical. The “first” “second
quantization” occurs in quantum electrodynamics (QED) where the electromagnetic
fields are also quantized. In QED, the Coulomb interaction between electrons are
described as a photon exchange process, where the field is described as particles—
photons. Second quantization language is capable of describing systems with particle
number variation. Although the technique was originally developed to work on QED,
second quantization turns out to be a very powerful tool in describing quantum par-
ticles in classical fields too. And this is the “second quantization” we use in quantum
10
chemistry, which vaguely relates to its original sense of field quantization.
Ab initio correlation methods and Green’s function methods make extensive use
of second quantization in the derivation. The reader is encouraged to investigate
standard textbooks for details about the second quantization, especially Ref. [12] and
[19]. Appendix A briefly outlines the conventions and a list of important identities
used in this Dissertation.
Using second quantization, the normal ordered Hamiltonian is
HˆN “ FˆN ` GˆN (1.26)
“
ÿ
r
rtr:ru ` 1
4
ÿ
pqrs
xpq||srytp:q:rsu, (1.27)
The original Schrodinger equation can be rewritten as
HˆN |Ψy “ Ecorr|Ψy, (1.28)
We will discuss various post-HF correlation treatments with second quantization
techniques below.
1.2.3 Configuration interaction
The most straightforward post-HF correction is configuration interaction (CI) in
terms of formalism. In CI, the wavefunction is approximated by a series of excitation
determinants,
|Ψy “ p1`
ÿ
ia
tai ta:iu ` 12!
ÿ
ijab
tabij ta:ib:ju ¨ ¨ ¨ q|ΦHFy. (1.29)
Eq. (1.29) is exact within the one-particle basis set expansion if excitations of all
orders are included, which is called full CI (FCI). The computational complexity
grows exponentially as the basis set increases in FCI, and thus it is seldom used
except for very small systems. By truncating the excitation to a certain order, we
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obtain a truncated CI. CI singles (CIS) where only single excitations are included,
does not correct the ground state energy due to Brillouin’s theorem[1]. Projecting
Eq. (1.28) to single excitation determinants, we have an eigenvalue equation, i.e. the
CIS equation,ÿ
jb
xΦHF|ti:auHˆNtb:ju|ΦHFytbj “ ω
ÿ
jb
xΦHF|ti:autb:ju|ΦHFytbj (1.30)
“ ω tai . (1.31)
CIS can be used to solve single excitation energies, related to time-dependent Hartree-
Fock methods.
The simplest CI with corrections to the ground state is CI doubles (CID), where
only tabij ’s are included in Eq. (1.29). A common implementation is CI with singles
and doubles (CISD), where all but excitations up to doubles remain. Projecting
Eq. (1.28) onto xΦHF|, xΦHF|ti:au, and xΦHF|ti:aj:bu respectively, we have the CISD
equation
1
4
ÿ
ijab
tabij xΦHF|HˆNta:ib:ju|ΦHFy “ Ecorr,
ÿ
ia
tai xΦHF|tk:cuHˆNta:iu|ΦHFy ` 14
ÿ
ijab
tabij xΦHF|tk:cuHˆNta:ib:ju|ΦHFy “ Ecorrtck,
ÿ
ia
tai xΦHF|tk:cl:duHˆNta:iu|ΦHFy ` 14
ÿ
ijab
tabij xΦHF|tk:cl:duHˆNta:ib:ju|ΦHFy “ Ecorrtcdkl .
(1.32)
Although the number of matrix elements in the CISD equation scales as OpL8q, since
the number of nonzero elements scales as OpL6q, the computational complexity scales
as OpL6q. The CID equation is almost the same as the CISD equation with all tai
set zero. Computational complexity of CID is also OpL6q. All truncated CI methods
violate size-extensivity. Consequently, truncated CI is usually not preferable in real
applications.
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1.2.4 Perturbation Theory
This subsection uses special perturbation theory techniques to attain correlation en-
ergies order by order. The order here refers to the order of the two-electron interac-
tion. The perturbation theory in a more general sense is outlined in Subsection 1.4.1.
Refer to Ref. [12] for details of derivations in this subsection.
It is convenient to introduce the projection operator
Pˆ “ |ΦHFyxΦHF|, (1.33)
and
Qˆ “ Iˆ ´ Pˆ “ Iˆ ´ |ΦHFyxΦHF|. (1.34)
Both Pˆ and Qˆ are idempotent by definition,
Pˆ 2 “ Pˆ , (1.35)
Qˆ2 “ Qˆ. (1.36)
With intermediate normalization
xΦHF|Ψy “ 1, (1.37)
Eq. (1.27) can be rewritten as
Ecorr “ xΦHF|HˆN |Ψy, (1.38)
and
QˆpGˆN ´ Ecorrq|Ψy “ ´QˆFˆN |Ψy. (1.39)
Note that
FˆN “ QˆFˆNQˆ, (1.40)
since FˆN |ΦHFy “ xΦHF|FˆN “ 0. We can define a resolvent
Rˆ “ Qˆ 1´FˆN
Qˆ, (1.41)
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which acts as the negative of the pseudoinverse of FˆN
RˆFˆN “ FˆN Rˆ “ ´Qˆ. (1.42)
Thus, multiplying Rˆ on both sides of Eq. (1.39), we have
Qˆ|Ψy “ RˆpGˆN ´ Ecorrq|Ψy (1.43)
“ RˆpGˆN ´ EcorrqpPˆ ` Qˆq|Ψy (1.44)
“ RˆpGˆN ´ Ecorrq|ΦHFy ` RˆpGˆN ´ EcorrqQˆ|Ψy. (1.45)
Expanding Qˆ|Ψy repeatedly in Eq. (1.45), we have
Qˆ|Ψy “
8ÿ
m“1
rRˆpGˆN ´ Ecorrqsm|ΦHFy, (1.46)
given that the series summation converges. Combining Eqs. (1.38), (1.40) and (1.46)
gives the basic working equation for correlation energies in PT
Ecorr “ xΦHF|GˆN
8ÿ
m“1
rRˆpGˆN ´ Ecorrqsm|ΦHFy. (1.47)
We now expand Eq. (1.47), rearranging terms order by order according to GˆN ,
Ecorr “ xΦHF|GˆN RˆGˆN |ΦHFy
` xΦHF|GˆN RˆpGˆN ´ EcorrqRˆGˆN |ΦHFy
` ¨ ¨ ¨ (1.48)
“ xΦHF|GˆN RˆGˆN |ΦHFy
` xΦHF|GˆN RˆGˆN RˆGˆN |ΦHFy ´ xΦHF|GˆN RˆxΦHF|GˆN RˆGˆN |ΦHFyRˆGˆN |ΦHFy ` ¨ ¨ ¨
` ¨ ¨ ¨ (1.49)
“ xΦHF|GˆN RˆGˆN |ΦHFy (1.50)
` xΦHF|GˆN RˆGˆN RˆGˆN |ΦHFy (1.51)
` ¨ ¨ ¨ . (1.52)
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Therefore, we have the formal expressions for the second order correlation energy,
i.e. MP2 correlation energy,
Ep2q “ xΦHF|GˆN RˆGˆN |ΦHFy (1.53)
and the third order correlation energy
Ep3q “ xΦHF|GˆN RˆGˆN RˆGˆN |ΦHFy. (1.54)
PT expressions get very involved to higher order. See Ref. [12] for examples. Using
the definition of the resolvent, the detailed expression of Ep2q is
Ep2q “ xΦHF|GˆNQˆ 1´FˆN
QˆGˆN |ΦHFy
“ xΦHF|GˆN
ÿ
I‰0
|ΦIyxΦI | 1´FˆN
ÿ
J‰0
|ΦJyxΦJ |GˆN |ΦHFy
“
ˆ
1
p2!q2
˙2 ÿ
ijabkcld
xΦHF|GˆNta:ib:ju|ΦHFy
ˆ xΦHF|tj:bi:au 1´FˆN
tc:kd:lu|ΦHFyxΦHF|tl:dk:cuGˆN |ΦHFy
“ 1
16
ÿ
ijab
xab||ijy 4
abij
xij||aby
“ 1
4
ÿ
ijab
|xab||ijy|2
abij
. (1.55)
where
abij “ i ` j ´ a ´ b. (1.56)
Most post-HF correlation methods works on MOs rather than AOs. The two-electron
integral transformation from AO basis to MO basis scales as OpL5q, which is the most
time consuming process for MP2 correlation energy calculations. Time complexity of
MPx increases dramatically with respect to the order x. For example, MP3 and MP4
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scale as OpL7q, and thus are seldom used since CCSD scales as OpL6q and performs
much better.
1.2.5 Coupled-cluster theory
The formalism of coupled-cluster (CC) theory is much more complicated compared
to CI and PT. Instead of using a linear excitation operator in CI, CC employs an ex-
ponential excitation operator, exppTˆ q. The reason for using the exponential operator
is not straightforward and is always a puzzle for quantum chemistry beginners. Some
reasoning for the choice of the exponential operator can be found in Ref. [12]. One
good justification for using exponential operators is that the resulting correlation
energy is size-extensive. This subsection only briefly discusses the CC formalism.
In CC theory, the wavefunction is approximated as
|CCy “ exppTˆ q|ΦHFy, (1.57)
where
Tˆ “ Tˆ1 ` Tˆ2 ` ¨ ¨ ¨ , (1.58)
with Tˆn an n-body excitation operator. The CC wavefunction including all level of
excitations in Tˆ , namely full CC (interestingly, to the best of my knowledge, no one
use the term full CC), is exact, the same as FCI. Note that the number of degrees
of freedom in the full CC wavefunction and the FCI wavefunction is the same.
Solving full CC is not practical and we normally need truncations in Tˆ . The
simplest CC is CC doubles (CCD), where only Tˆ2 is included in Tˆ . Tˆ “ Tˆ1 ` Tˆ2
makes CC singles and doubles (CCSD). We will derive CCD equations as a heuristic
example. Readers are encouraged to refer to Shavitt and Bartlett[12] for details of
CC theory.
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In CCD, the wavefunction is expressed as
|CCDy “ exppTˆ2q|ΦHFy “
8ÿ
n“0
1
n!
Tˆ n2 |ΦHFy, (1.59)
with
Tˆ2 “
ÿ
iąj,aąb
tabij ta:ib:ju “ 14
ÿ
ijab
tabij ta:ib:ju. (1.60)
Treating |CCDy as an eigenvector of Hˆ, we have
Hˆ exppTˆ2q|ΦHFy “ ECCD exppTˆ2q|ΦHFy. (1.61)
Multiplying xΦHF| to Eq. (1.61), we have
ECCD “ xΦHF|Hˆp1` Tˆ2q|ΦHFy, (1.62)
where higher orders in the exponential expansion have zero contributions since Hˆ
contains only one and two body interactions. Multiplying xΦHF|ti:aj:bu to Eq. (1.61),
we have
ECCDt
ab
ij “ xΦHF|ti:aj:buHˆp1` Tˆ2 ` Tˆ 22 {2q|ΦHFy. (1.63)
After some straightforward but tedious algebra, Eqs. (1.62) and (1.63) become the
energy equation,
ECCD ´ EHF “ 1
4
ÿ
ijab
tabij xab||ijy, (1.64)
and the amplitude equation,
abij t
ab
ij “ xab||ijy ` 12
ÿ
cd
xab||cdytcdij ` 12
ÿ
kl
xij||klytabkl
´
ÿ
kc
pxbk||cjytacik ´ xbk||ciytacjk ´ xak||cjytbcik ` xak||ciytbcjkq
`
ÿ
klcd
xkl||cdyr1
4
tcdij t
cd
kl ´ 12pt
ac
ij t
bd
kl ` tbdij tackl q ´ 12pt
ab
ik t
cd
jl ` tcdiktabjl q ` ptacik tbdjl ` tbdiktacjl qs.
(1.65)
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The amplitude equation is solved iteratively. The computation of the quadratic
term of t is the most time consuming process, which scales as OpL6q. In total,
CCD scales as OpL6q, the same as CCSD. CCSD(T) is a post-CCSD treatment with
perturbative triple corrections which scales as OpL7q.
1.2.6 Remarks on ab initio methods
CI, PT and CC are good ways to capture dynamical correlations. However, in or-
der to capture static correlations, we need multi-reference configuration interactions
(MRCI), multi-reference perturbation theory (MRPT), and multi-reference coupled-
cluster (MRCC), based on a multi-configuration self-consistent field calculation (MC-
SCF)[1, 12]. The mathematics involved in multi-reference methods are much more
complicated than the single-reference counterparts.
This short review of ab initio wavefunction methods only serves as an appetizer
of those standard textbooks on this subject. Through the review we see that for
wavefunction methods, we always have a systematic way to approach the FCI result,
from CISD to CISDT to CISDTQ, from MP2 to MP3 to MP4, from CCSD to CCSD
to CCSDT, etc. However, the computational complexity grows drastically for every
step forward. Therefore people try different routes to reach the holy grail. DFT is
one of the most famous and widely used route of it.
1.3 Density-functional theory
The practice of using density alone to calculate properties of a system predates the
formal establishment of density-functional theory (DFT), for solely computational
merits. The Thomas-Fermi-Dirac model, the von Wasacker’s gradient correction, and
Slater’s Xα model[4] are examples of these pre-Hohenberg-Kohn[20] DFT practice.
When we talk about DFT nowadays, implicitly we refer to Kohn-Sham[21] (KS) DFT
established by Hohenberg, Kohn, and Sham. Readers are encouraged to investigate
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Ref. [4] for details not covered in this brief review.
1.3.1 Hohenberg-Kohn theorems
This subsection proves two important theorems established by Hohenberg and Kohn[20]
that set the foundation of DFT.
Theorem 1. (Hohenberg-Kohn Theorem I) For a non-degenerate ground state, the
ground state electron density uniquely determines the external potential up to an
additive constant.
Proof. Given a Hamiltonian with a non-degenerate ground state
Hˆ “ Tˆ ` vˆext ` Vˆee, (1.66)
where Tˆ , vˆext and Vˆee are kinetic, external potential (nuclear attractive potential for
a molecular system), and two-electron interaction operators, respectively, we have
its ground state wavefunction Ψ and density ρprq. The ground state energy is
E0 “ xΨ|Tˆ ` Vˆee|Ψy `
ż
drvprqρprq. (1.67)
Assuming there is another Hamiltonian Hˆ 1 with another external potential vˆ1ext that
produces the same density ρprq
Hˆ 1 “ Tˆ ` vˆ1ext ` Vˆee. (1.68)
We then have the ground state energy of Hˆ 1,
E 10 “ xΨ1|Tˆ ` Vˆee|Ψ1y `
ż
drvprqρprq, (1.69)
where |Ψ1y is the ground state wavefunction of Hˆ 1. According to the variational
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principle, we have
E0 “ xΨ|Hˆ|Ψy (1.70)
ě xΨ1|Hˆ|Ψ1y (1.71)
“ xΨ1|Hˆ 1|Ψ1y `
ż
drpvextprq ´ v1extprqqρprq (1.72)
“ E 10 `
ż
drpvextprq ´ v1extprqqρprq. (1.73)
Following a similar approach, we also have
E 10 ě E0 `
ż
drpv1extprq ´ vextprqqρprq. (1.74)
Therefore, we have
E0 ` E 10 ě E 10 ` E0, (1.75)
indicating the both Eq. (1.71) and (1.74) should use equal signs. Since |Ψy is non-
degenerate, Eq. (1.71) can take equal sign only when |Ψ1y is the same as |Ψy up to a
trivial phase factor. Therefore, Hˆ and Hˆ 1 share the same ground state wavefunction,
Hˆ|Ψy “ E0|Ψy, (1.76)
Hˆ 1|Ψy “ E 10|Ψy. (1.77)
Subtracting Eq. (1.77) from Eq. (1.76), we have
pvˆext ´ vˆ1extq|Ψy “ pE0 ´ E 10q|Ψy. (1.78)
Since vˆext ´ vˆ1ext is a multiplicative operator, |Ψy is its eigenvector only if it is a
constant. Therefore, vˆext ´ vˆ1ext “ const.
HK Theorem I proves that the ground state density determines vext (up to a
constant) and thus Hˆ and thus |Ψy and the ground state energy E0. The dictation
of the ground state energy forms a functional
E0 “ Evrρs “ xΨ|Tˆ ` Vˆee|Ψy `
ż
drρprqvprq. (1.79)
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HK Theorem II provides a variational principle for the ground state energy E0.
Theorem 2. (Hohenberg-Kohn Theorem II) For a trial density ρ˜prq such that ρ˜prq ě
0 and
ş
drρ˜prq “ N , there is a variational principle for the functional in Eq. (1.79)
EHKv rρ˜s ě E0, (1.80)
where the minimizer is the ground state density ρprq.
Proof. Following the variational principle from the wavefunction theory,
EHKv rρ˜s “ xΨ˜|Hˆ|Ψ˜y (1.81)
ě xΨ|Hˆ|Ψy (1.82)
“ E0, (1.83)
where Ψ˜ is the wavefunction that ρ˜ determines according to HK Theorem I. Since
the ground state of Hˆ is non-degenerate, Eq. (1.82) can take the equal sign if and
only if |Ψ˜y is also the ground state wavefunction of Hˆ. Therefore, the minimizer of
this energy functional is the ground state density ρ.
Note that to make use of HK Theorem I, the trial density in HK Theorem II should
be a ground state density of some external potential. The set of these densities
is called v-representable densities in DFT. Additionally, no degeneracy is allowed
for the ground state, which means these theorems fail to apply to even a carbon
atom. Basically, HK theorems justify the use of electron density as the fundamental
variable to describe the system. Later, Levy constrained search formalism solves the
v-representability and non-degeneracy problems of HK theorems.
1.3.2 The Levy constrained-search functional
Levy present a constrained-search formalism to resolve the v-representability and the
non-degeneracy issue. The Levy constrained-search functional[22] is defined as
ELevyv rρ˜s “ min
ΨÑρ˜xΨ|Tˆ ` Vˆee|Ψy `
ż
drρ˜prqvprq, (1.84)
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where Ψ Ñ ρ indicates that the minimization is a constrained optimization within
the space xΨ|ρˆprq|Ψy “ ρprq. Therefore, the Levy functional is defined for all N -
representable densities, i.e. densities that are from some electronic wavefunction, but
not necessary of a ground state. The space of N -representable densities is a much
larger space than that of the v-representable densities. The minimizer of the Levy
functional is the ground state density
min
ρ˜
ELevyv rρ˜s “ min
ρ˜
min
ΨÑρ˜xΨ|Hˆ|Ψy (1.85)
“ min
Ψ
xΨ|Hˆ|Ψy (1.86)
“ E0 (1.87)
Note that although the ground state of Hˆ is degenerate, the minimization is still
justified. Therefore, the Levy constrained-search functional behaves the same as the
HK functional, while killing non-degeneracy and v-representability issues.
With an energy functional Evrρs in hand, according to the variational principle in
DFT, the minimization problem is minρEvrρs subject to the constraint
ş
drρprq “ N .
This constrained optimization is solved by Lagrangian multiplier methods. Defining
L “ Evrρs ´ µp
ż
drρprq ´Nq (1.88)
then the optimal solution requires
δEvrρs
δρprq “ µ. (1.89)
1.3.3 Kohn-Sham formalism
HK theorems are existence theorems but not construction theorems. The difficulty to
devise proper functionals that are useful has never been easy. Historically, the kinetic
energy has been approximated by Thomas-Fermi (TF) functional from homogeneous
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electron gas
TTFrρs “ CF
ż
drρ5{3prq, with CF “ 3
10
p3pi2q2{3, (1.90)
or TF with a von Weizsacker gradient correction
TW rρs “ 1
8
ż
dr
|∇ρ|2
ρprq . (1.91)
Neither kinetic functional works well enough to have actual impact in quantum chem-
istry. According to the virial theorem, kinetic energy contributes 100% to the total
energy[4]. Therefore, errors in kinetic energy will seriously deteriorate the total
energy. Kohn and Sham[21] proposed to compromise pure DFT with a little wave-
function contribution by approximating the many-body kinetic energy by the kinetic
energy of a non-interacting system with the same electron density. Basically, this is
a repartition of the energy
xΨ|Tˆ ` Vˆee|Ψy “ T rρs ` Veerρs “ Tsrρs ` Jrρs ` EXCrρs, (1.92)
with the exchange-correlation energy defined as
EXCrρs “ T rρs ´ Tsrρs ` Veerρs ´ Jrρs (1.93)
and the classical Coulomb energy (also called the Hartree term in some DFT dialect,
although Hartree’s theory[17] does not suffer from the self-interaction error as in the
Hartree approximation in DFT)
Jrρs “ 1
2
ż ż
drdr1
ρprqρpr1q
|r´ r1| . (1.94)
Tsrρs is the kinetic energy of a non-interacting system of the density ρ. It turns out
that Tsrρs is a better approximation to T rρs than TF and Weiszacker approximations.
Since the contribution of EXC to the total energy is much smaller than that of kinetic
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energy, approximations on EXC is more likely to deliver better total energy. Up to
now, Eq. (1.92) only repartitions the energies, thus the formalism is still exact.
With this repartitioning, Eq. (1.89) becomes
δTsrρs
δρprq ` vsprq “ µ (1.95)
with the effective potential
vsprq “ vextprq ` vJprq ` vXCprq, (1.96)
the Coulomb potential
vJprq “
ż
dr1
ρpr1q
|r´ r1| , (1.97)
and the exchange-correlation potential
vXCprq “ δEXCrρs
δρprq . (1.98)
Directly solving Eq. (1.95) is not straightforward. We observe that a non-interacting
system
Hˆs|Ψsy “ pTˆ ` vˆsq|Ψsy “ Es|Ψsy, (1.99)
also gives Eq. (1.95) if using the Lagrangian multiplier technique. Since Hˆs has only
one-body interaction, the eigenvector is just a Slater determinant. Each orbital is an
eigenvector of the effective Hamiltonian
Hˆs|φuy “ u|φuy. (1.100)
When approximating the KS MOs with AO expansions, we also need the Aufbau
principle to pick the lowest N orbitals to form the Slater determinant. The resulting
density, ρsprq, equals the full interacting density ρprq as stated in the KS construction.
Eq. (1.100) also needs to be solved self-consistently as Hˆs depends on vJ and vXC
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which depend on ρ which depends on |φiy1s. Thus the algorithms of HF and KS are
very similar as they both need SCF procedures. By implementing density fitting,
KS-DFT scales as OpL3q, which is even better than HF.
Note that ρsprq “ ρprq requires that the interacting density ρprq can be repre-
sented as the ground state density of some vs. This representability is called vs-
representability, which has never been proven, although it is generally conjectured to
be true.
When the quantum chemistry community says DFT, they normally refer to KS-
DFT by default, while there is still some development of orbital-free DFT (OF-
DFT)[23]. OF-DFT is favorable due to its lower scaling with respect to L. However,
owing to the low accuracy of the kinetic functional, the practice of OF-DFT is only
limited to OF-DFT developers to do dynamics.
1.3.4 Exchange-correlation energy
KS formalism hides anything complicated in the mysterious exchange-correlation
energy EXCrρs which still requires approximations. HK theorems only prove the ex-
istence of such functional, but there is no prescription of how to construct such func-
tional. Slater’s Xα method use Slater exchange functional to approximate EXCrρs.
The first post-KS exchange-correlation functional is the local density approximation
(LDA), the first rung in Jacob’s ladder to the DFT heaven according to Perdew and
Schmidt’s categorization[24],
ELDAXC “
ż
drLDAXC pρprqq, (1.101)
where LDAXC pnq is the exchange-correlation energy per particle in homogeneous elec-
tron gas of density n. There are two popular versions of parametrization of LDA,
i.e. VWN5[25] and PZ81[26], both from fitting homogeneous electron gas QMC
calculations[27]. The results of these two implementations are very similar. The
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thermochemistry behavior of LDA is never satisfactory to the chemistry community.
The second rung of approximations are to add density gradient information to the
exchange correlation functional, i.e. generalized gradient approximation (GGA)
EGGAXC “
ż
drGGAXC pρprq, |∇ρprq|q. (1.102)
Compared to the simple unique idea in LDA construction, the form and the phi-
losophy to build GGA varies a lot. Lee-Yang-Parr[28] correlation functional was
derived through fitting data from a helium atom, while Perdew-Burke-Ernzerhof[29]
exchange-correlation functional was built based on some exact conditions of EXC.
The third rung of approximations are meta-GGA which has density Laplacian and
kinetic energy density as ingredients,
Emeta-GGAXC “
ż
drGGAXC pρprq, |∇ρprq|,∇2ρprq, τprqq, (1.103)
where the kinetic energy density is
τprq “
ÿ
i
´1
2
|∇φiprq|2. (1.104)
The fourth rung of the ladder can utilize occupied orbitals in EXC. Hybrid functionals
which include some HF exchange energy is of the fourth rung of the ladder. The
most successful functional, B3LYP[28, 30, 31] contains 20% of HF exchange, which
becomes a synonym of DFT in the computational organic chemistry community.
With the concept of hybrid functionals, the HF approximation can also be considered
as a functional. The fifth rung of functional makes use of unoccupied orbitals, which
includes MP2 correlation energies, random phase approximation (RPA) correlation
energies, etc. in EXC. However, including unoccupied orbitals simply makes FCI
a fifth rung functional, which is useless for practical use. As the components of
EXC go far beyond pure density dependent, criticism has posed on DFT for its
arbitrariness[32].
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1.3.5 Challenges of DFT
Historically, DFT has gained its reputation for its low computational scaling and fair
accuracy. DFT does perform well for a variety of range of systems. However, DFT
still has difficulty describing molecule dissociation, charge-transfer excitations, van
der Waals interactions, transition states, band gaps, etc. There is an expedient fix for
the van der Waals interactions by explicit inclusion of terms with C6 coefficients[33],
which corrects the total energy well but has no effect on the electronic structure. The
rest of the errors can be understood as fractional charge errors and fractional spin
errors[34]. There are two important exact conditions for the density functionals: the
linearity condition and the constancy condition[35, 36]. The linearity condition states
that the ground state energy of a system with a fractional number of electrons should
be a linear interpolation of the energies of the two adjacent integer points, and the
constancy condition requires that the ground state energy of a system with a fixed
number of total electrons but a fractional number of α electrons should be constant.
The violations of the linearity and the constancy conditions are the fractional charge
and fractional spin errors respectively.
Fig 1.1 is the famous example to demonstrate the fractional spin and fractional
charge errors with systems with no more than two electrons, adopted from Ref. [34].
Fig 1.1a illustrates the fractional charge errors in H`2 dissociation. The left pane of
Fig 1.1a is the binding curve of H`2 , while the right pane is the energy of a hydrogen
atom with a fractional number of electrons. In this case, Eref is the energy of a
neutral hydrogen atom for the corresponding functional, which is the correct limit of
H`2 dissociation. HF is exact for any one electron system, thus the binding curve of
HF functional is exact. It is clearly shown that LDA and B3LYP are qualitatively
wrong for R ą 3 A˚. In the right pane, the fractional charge error is defined as
efcrN s “ ErN, 0s ´N ¨ Er1, 0s, 0 ď N ď 1, (1.105)
27
0 5 10 15 20
R / Angstrom
-0.12
-0.08
-0.04
0
0.04
E
-E
re
f
/ a
u
HF
B3LYP
LDA
0 0.2 0.4 0.6 0.8 1
Fractional Charge
(a) Fractional charge errors in H`2
0 5 10
R / Angstrom
-0.2
-0.1
0
0.1
0.2
0.3
E
-E
re
f
/ a
u
HF
B3LYP
LDA
0 0.2 0.4 0.6 0.8 1
Fractional spin
(b) Fractional spin errors in H2
Figure 1.1: Fractional charge and spin errors illustrated by H`2 and H2. PES
calculations are done in Gaussian 09[8], while fractional charge and fractional spin
calculations are done in QM4D[37]. Basis sets are all 6-31G. H2 binding curves are
calculated with restricted orbitals.
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where ErNα, Nβs is the energy of a hydrogen atom with Nα α electrons and Nβ β
electrons. The exact energy of ErN, 0s (0 ď N ď 1) should be the linear interpolation
of Er0, 0s and Er1, 0s, while Er0, 0s “ 0 since no electron is present. The deviation
from the linearity condition is the fractional charge error as depicted in the right
pane. The right pane shows that B3LYP and LDA have very large fractional charge
error at N “ 0.5, while HF has no fractional charge error for this system at all. It is
also striking that the dissociation limits on the left pane match the fractional charge
errors at N “ 0.5. Although H`2 always has one electron in total for any R, each
atom has effectively half an electron as the molecule is stretched. Thus the error in
the binding curve of H`2 is interpreted as an error induced by the fractional charge
error. The simple illustration in Fig 1.1a provides a vivid example of how fractional
charge error affects charged molecule dissociation. Fractional charge errors are also
the culprit underestimating band gaps in semiconductors.
Similarly, Fig 1.1b illustrates the fractional spin errors in H2 dissociation. The
left pane of Fig 1.1b is the binding curve of H2, while the right pane is the energy of a
hydrogen atom with Nα α electrons and Nβ “ 1´Nα β electrons. In this case, Eref is
twice the energy of a neutral hydrogen atom for the corresponding functional, which
is the correct limit of H2 dissociation. The correct binding curve should reach zero
at the dissociation limit, while all functionals significantly deviate from the correct
limit. The fractional spin error is defined as the difference between the energy of
a functional for a fractional spin system and the correct energy from the constancy
condition,
efsrN s “ ErN, 1´N s ´ Er1, 0s, 0 ď N ď 1. (1.106)
Note that efs is symmetric, i.e. efsrN s “ efsr1´N s, while the fractional charge error
is not. All functionals have maximal fractional spin errors at N “ 0.5. It is also ob-
served that the dissociation limits of H2 match the maximal fractional spin errors for
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the corresponding functional. Thus the wrong dissociation behavior of H2 is consid-
ered as being induced by the fractional spin error. Fractional spin errors are related
to static correlation energies which are essential for strongly correlated systems. It
is also interesting to see that the order of fractional spin errors HFąB3LYPąLDA,
is contrary to the order of the fractional charge errors LDAąB3LYP"HF.
Fractional charge and fractional spin errors, which are fundamental errors to a
functional, are considered to be the source of many errors in DFT applications,
such as band gap prediction, transition state calculations, etc[34–36, 38, 39]. The
linearity condition and the constancy condition can be combined to form the flat-
plane condition[40]. Many efforts have been invested to reduce these errors, including
MCY functionals[41, 42], scaled modified functionals[43, 44], and BNL functionals[45,
46], and B03/B05 functionals[47, 48]. However, these functionals usually solve one
problem by creating others. No satisfactory solution is accepted in general.
1.3.6 Remarks on DFT
In most cases, DFT has moderate accuracy with a relative low scaling. However, DFT
skids on many systems such as molecule dissociation, charge-transfer excitations, van
der Waals interactions, etc. These pathological issues are always haunting when we
try to apply DFT outside its comfort zone. On the other hand, in the ab initio world,
HF has very small fractional charge errors for cations, MC-SCF can qualitatively
treat molecule dissociation, and MP2 captures van der Waals interactions well. In
some sense, the approximations in DFT that make the computation handy sacrifice
some performance.
There are still ongoing development in DFT trying to eliminates those annoying
errors. No one knows whether there will be one satisfactory functional in the future.
In my perspective, the sole in DFT lies on approximations. Although it has not
been proved (to the best of my knowledge), FCI is very likely to be NP-complete
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(nondeterministic polynomial time) and does not have a solution in polynomial time.
Therefore, an EXC that produces FCI exchange-correlation energies will also be NP-
complete, and thus useless. Only through proper approximations can DFT (and also
ab initio methods) be improved.
1.4 Response calculations
Most of the methods introduced in the previous sections are used to calculate static
ground state properties, such as ground state energies, densities, etc. Many prop-
erties of a system are actually related to the response. For example, the UV-Vis
spectrum of a molecule is the response to external periodic electromagnetic fields.
Response calculations can be categorized into two different types: static re-
sponse and dynamic response, depending on whether the perturbative field is time-
dependent or not. Static responses include static polarizability, forces on atoms,
Hessian matrices, etc. Especially, force calculations are essential for geometry op-
timization, which is usually the first step to study a system. Dynamic responses
include density-density response function, quasi-particle energies and such. Usually,
the poles of the dynamic response functions are the excitation energies. Therefore,
most excited state studies are done through dynamic response calculations.
The quantum theory to describe the response to external fields is perturbation
theory[49]. Static response and dynamic response are results from time-independent
and time-dependent perturbation theory, respectively. These two responses, nonethe-
less, are not totally distinguishable. For example, employing a time-dependent
perturbation of two-electron interaction can derive the correlation energies of the
ground state[19]. Subsection 1.4.1 describes the theory of static response and time-
independent perturbation theory. Then in Subsection 1.4.2, we present a very pow-
erful method called time-dependent density-functional theory to calculate excited
states in DFT framework. In Subsection 1.4.3, we will introduce equation-of-motion
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method applied dominantly to ab initio reference, which is also closely related to the
Green’s function methods. A summary is drawn in Subsection 1.4.4 to discuss some
of the underlying connections between different methods.
1.4.1 Static response
Static response is relatively easy to derive. In fact, static response is the zero-
frequency limit of the dynamic response. The basic technique for static response
derivation is time-independent perturbation theory. For details of the theory, read-
ers can refer to Ref. [49] and [17]. The basic concepts of perturbation theory for
nondegenerate systems is sketched in this subsection. For each different quantum
chemistry methods, the detailed derivations would look very distinct. The perturba-
tion theory in the correlation energy method, MPx in Subsection 1.2.4, is a special
case of this more general perturbation theory.
Suppose we have a system governed by a Hamiltonian H0 whose spectra is known,
H0|φp0qi y “ p0qi |φp0qi y (1.107)
Now there is a small perturbation H1 that applies to the system. With time-
independent perturbation theory, we can study the new system without actually
solving the Schrodinger equation with the Hamiltonian H0 `H1. Defining a Hamil-
tonian of an intermediate interaction with 0 ď λ ď 1,
Hpλq “ H0 ` λH1, (1.108)
we have a Schrodinger equation for each intermediate interaction
Hpλq|φipλqy “ ipλq|φipλqy. (1.109)
Next we will do Taylor expansions to all quantities in Eq. (1.109). The Taylor
expansion of the Hamiltonian is just Eq. (1.108). The Taylor expansions of the
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wavefunction and the eigenvalue can be expressed as
|φipλqy “ |φp0qi y ` λ|φp1qi y ` λ
2
2!
|φp2qi y ¨ ¨ ¨ (1.110)
and
ipλq “ p0qi ` λp1qi ` λ
2
2!

p2q
i ¨ ¨ ¨ (1.111)
Note that almost all textbooks use an expansion that the factor 1{n! is absorbed in
|φpnqi y and pnqi [17, 49]. Such convention does simplify some derivations for just one
perturbative field. However, the coefficients with this convention become less appre-
ciated when extended to perturbation theory with multiple perturbative fields, as in
Section 2.4. Therefore, we use Taylor expansions throughout in this Dissertation.
Note also that we use an intermediate normalization such that
xp0qi |ipλqy “ 1. (1.112)
Eq. (1.109) is solved order by order with respect to λ. The zeroth order of
Eq. (1.109) is Eq. (1.107), which has already been solved regardless of the perturba-
tion. The first order of Eq. (1.109) is
H1|φp0qi y `H0|φp1qi y “ p0qi |φp1qi y ` p1qi |φp0qi y. (1.113)
Multiplying xp0qj | to the left of Eq. (1.113), using Eq. (1.107), we have
xφp0qj |H1|φp0qi y “ pp0qi ´ p0qj qxφp0qj |φp1qi y ` δijp1qi . (1.114)
If i “ j, we have the first order eigenvalue

p1q
i “ xφp0qi |H1|φp0qi y. (1.115)
If i ‰ j, given that i has no degenerate levels, we have
xφp0qj |φp1qi y “
xφp0qj |H1|φp0qi y

p0q
i ´ p0qj
. (1.116)
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Thus, the first order wavefunction can be expressed as
|φp1qi y “
ÿ
j‰i
xφp0qj |H1|φp0qi y

p0q
i ´ p0qj
|φp0qj y, (1.117)
with no |φp0qi y contribution due to the intermediate normalization.
With the wavefunction, we can calculate the first order property change of an
observable A
∆A « xφp0qi |A|φp1qi y ` xφp1qi |A|φp0qi y (1.118)
Higher order results can be solved accordingly.
1.4.2 Time-dependent density-functional theory
Time-dependent density-functional theory (TDDFT) studies the response of a system
exposed to a time dependent external potential. The time-dependent version of
Hohenberg-Kohn theorems have been proven and set the fundamentals of TDDFT[50,
51]. This subsection only discusses adiabatic linear-response TDDFT[52], which has
become a standard method to calculate linear electronic spectra.
Suppose a stationary system is perturbed by a time-dependent external field (such
as a laser beam), the external field changes
vextpr, tq “ v0extprq ` v1extpr, tq. (1.119)
Due to the perturbation, the orbitals, the density and the effective potential are all
affected. Expanding up to the first order, the perturbed system becomes
ϕiσpr, tq “ ϕ0iσpr, tq ` ϕ1iσpr, tq, (1.120)
ρσpr, tq “ ρ0σprq ` ρ1σpr, tq. (1.121)
and
Hs,σpr, tq “ H0s,σprq `H1s,σpr, tq. (1.122)
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We have explicitly separated the spin from spatial coordinates for clear presentations.
The time-dependent SCF equation is
Hs,σpr, tqϕiσpr, tq “ iBϕiσpr, tqBt , (1.123)
with the orthonormalizationż
drϕ˚pσpr, tqϕqσpr, tq “ δpq. (1.124)
These equations are solved order by order to achieve the response to the order of our
interest. The derivation below is actually part of time-dependent coupled-perturbed
SCF (CP-SCF) equations[53].
The zeroth order solution of Eq. (1.123) is trivial,
ϕ0iσpr, tq “ φiσprqe´iiσt, (1.125)
where φiσprq is the unperturbed orbital.
The first order of Eq. (1.123) is
H0s,σprqϕ1iσpr, tq `H1s,σpr, tqϕ0iσpr, tq “ iBϕ
1
iσpr, tq
Bt . (1.126)
Multiplying ϕ0˚pσpr, tq from the left of Eq. (1.126), we have
ϕ0˚pσpr, tqH0s,σprqϕ1iσpr, tq ` ϕ0˚pσpr, tqH1s,σpr, tqϕ0iσpr, tq
“iBϕ
0˚
pσpr, tqϕ1iσpr, tq
Bt ´ i
Bϕ0˚pσpr, tq
Bt ϕ
1
iσpr, tq. (1.127)
Using the complex conjugate of the zeroth order of Eq. (1.123) and integrating over
r, we have
eippσ´iσqtxφpσ|Hˆ1s,σptq|φiσy “ i
Bxϕ0pσptq|ϕ1iσptqy
Bt . (1.128)
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Thus
ipxϕ0pσptq|ϕ1iσptqy ´ xϕ0pσp´8q|ϕ1iσp´8qyq “
ż t
´8
dτeippσ´iσqτxφ0pσ|Hˆ1s,σpτq|φiσy.
(1.129)
With an adiabatic slowly-switching-on field, the perturbation is zero at time tÑ ´8,
and thus |ϕ1iσp´8qy “ 0. The RHS of Eq. (1.129) in an abstracted form can be
simplified by Fourier transformationż t
´8
dτeiτfpτq (1.130)
“
ż 8
´8
dτθpt´ τqeiτfpτq (1.131)
“
ż 8
´8
dτθpt´ τqeiτ
ż 8
´8
dω
e´iωτ
2pi
fpωq (1.132)
“
ż 8
´8
dω
1
2pi
fpωq
ż 8
´8
dτθpt´ τqeip´ωqτ (1.133)
“
ż 8
´8
dω
e´ipω´qt
2pi
fpωq
ż 8
´8
dτθpt´ τqeipω´qpt´τq (1.134)
“ eit
ż 8
´8
dω
e´iωt
2pi
fpωq
ż 8
´8
dτθpτqeipω´qτ (1.135)
“ ´eit
ż 8
´8
dω
e´iωt
2pi
fpωq
ipω ´ q ´ η , (1.136)
where fpωq is the Fourier transformation of fptq, and η is an infinitesimal positive
number to ensure the convergence of the integral. Therefore, Eq. (1.129) becomes
e´ippσ´iσqtxϕ0pσptq|ϕ1iσptqy “
ż 8
´8
dω
e´iωt
2pi
xφp|H1s,σpωq|φiy
ω ´ pp ´ iq ` iη . (1.137)
Note that RHS of Eq. (1.137) is an inverse Fourier transformation.
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On the other hand, the first order density is
ρ1σpr, tq “
ÿ
i
rϕ0˚iσ pr, tqϕ1iσpr, tq ` ϕ1˚iσ pr, tqϕ0iσpr, tqs (1.138)
“
ÿ
ip
rϕ0˚iσ pr, tqϕ0pσpr, tqxϕ0pσptq|ϕ1iσptqy ` xϕ1iσptq|ϕ0pσptqyϕ0˚pσpr, tqϕ0iσpr, tqs
(1.139)
“
ÿ
ia
rϕ0˚iσ pr, tqϕ0aσpr, tqxϕ0aσptq|ϕ1iσptqy ` xϕ1iσptq|ϕ0aσptqyϕ0˚aσpr, tqϕ0iσpr, tqs
(1.140)
“
ÿ
ia
rφ˚iσprqφaσprqe´ipa´iqtxϕ0aσptq|ϕ1iσptqy
` eipa´iqtxϕ1iσptq|ϕ0aσptqyφ˚aσprqφiσprqs (1.141)
where any occupied p in the summation is zero sinceÿ
ij
rϕ0˚iσ pr, tqϕ0jσpr, tqxϕ0jσptq|ϕ1iσptqy ` xϕ1iσptq|ϕ0jσptqyϕ0˚jσpr, tqϕ0iσpr, tqs (1.142)
“
ÿ
ij
ϕ0˚iσ pr, tqϕ0jσpr, tqrxϕ0jσptq|ϕ1iσptqy ` xϕ1jσptq|ϕ0iσptqys (1.143)
“ 0, (1.144)
where we have used the first order orthonormalization condition
xϕ0jσptq|ϕ1iσptqy ` xϕ1jσptq|ϕ0iσptqy “ 0. (1.145)
Using the stationary basis φ, the first order density matrix with Fourier transforma-
tion is
P 1aiσpωq “
xφa|H1s,σpωq|φiy
ω ´ pa ´ iq ` iη , (1.146)
and
P 1iaσpωq “
xφi|H1s,σpωq|φay
´ω ´ pa ´ iq ´ iη . (1.147)
From now on, we will drop the infinitesimal η as it does not affect the derivations
hereafter.
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The first order effective potential H1s,σpωq contains external perturbation v1extpωq
and density response of v1J and v
1
XC. Thus, we have
rω ´ pa ´ iqsP 1aiσpωq “ v1ext,aiσpωq ` v1J,aiσpωq ` v1XC,aiσpωq, (1.148)
r´ω ´ pa ´ iqsP 1iaσpωq “ v1ext,iaσpωq ` v1J,iaσpωq ` v1XC,iaσpωq. (1.149)
The exchange-correlation response could have memory effect due to the electron-
electron interaction. In the adiabatic approximation, we ignore all memory effect of
exchange-correlation potentials. Defining the adiabatic kernel K such that
Kpqσ,rsτ “ δpvJ ` vXCqpqσ
δPrsτ
(1.150)
“ ppq|srq `
ż ż
drdr1φ˚pσprqφqσprqfστXCpr, r1qφ˚s pr1qφrpr1q, (1.151)
where
fστXCpr, r1q “ δ
2EXCrρs
δρσprqδρτ pr1q , (1.152)
we have
pvJpωq ` vXCpωqq1pqσ “
ÿ
rsτ
Kpqσ,rsτP
1
rsτ pωq. (1.153)
Note that the adiabatic kernel has the symmetry
Kpqσ,rsτ “ K˚qpσ,srτ “ Krsτ,pqσ “ K˚srτ,qpσ. (1.154)
Consequently, Eqs. (1.148) and (1.149) become
rω ´ pa ´ iqsP 1aiσpωq “ v1ext,aiσpωq `
ÿ
jbτ
pKaiσ,jbτP 1jbτ pωq `Kaiσ,bjτP 1bjτ pωqq,
(1.155)
r´ω ´ pa ´ iqsP 1iaσpωq “ v1ext,iaσpωq `
ÿ
jbτ
pKiaσ,jbτP 1jbτ pωq `Kiaσ,bjτP 1bjτ pωqq.
(1.156)
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Finally, we haveÿ
jbτ
Aiaσ,jbτP
1
jbτ pωq `
ÿ
jbτ
Biaσ,jbτP
1
bjτ pωq “ ωP 1iaσpωq ´ v1ext,iaσpωq (1.157)
ÿ
jbτ
B˚jbσ,iaτP
1
jbτ pωq `
ÿ
jbτ
A˚iaσ,jbτP
1
bjτ pωq “ ´ωP 1aiσpωq ´ v1ext,aiσpωq, (1.158)
where
Aiaσ,jbτ “ δστδijδabpaσ ´ iσq `Kiaσ,jbτ , (1.159)
and
Biaσ,jbτ “ Kiaσ,bjτ . (1.160)
For the zero field limit, Eqs. (1.157) and (1.158) describe the eigenmode of the
electronic system. The resulting generalized eigenvalue equation becomes
„
A B
B: A˚
 „
X
Y

“ ω
„
I 0
0 ´I
 „
X
Y

, (1.161)
where Xiaσ “ Piaσpωq and Yiaσ “ Paiσpωq. Setting fXC “ 0 in TDDFT makes
the random phase approximation (RPA) in Green’s function method. There is also
an approximation called Tamm-Dancoff approximation (TDA) which sets B zero.
Eq. (1.161) is the working equation for adiabatic linear-response TDDFT. Using
Davidson’s algorithm, TDDFT can be solved in a time complexity of OpL4q. TDDFT
can capture valence single excitations well. However, due to the dimension mismatch
and the adiabatic kernel, TDDFT does not contain information about excitations of
double or above. Additionally, TDDFT fails to get the correct 1{R trend of charge-
transfer excitations[54].
Eq. (1.161) is a very typical form for dynamic response calculations. Using a HF
reference and HF functional, Eq. (1.161) is then the TDHF equation, which can also
be derived from equation-of-motion framework.
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1.4.3 Equation-of-motion methods
In the ab initio framework, the standard way to calculate dynamic response is
equation-of-motion (EOM) methods. The equations in EOM methods usually are
very similar to those in Green’s function methods; sometimes they are even identi-
cal. Green’s function methods are a composite of techniques backed by many-body
perturbation theories to study various responses. It has connections with both ab
initio methods and DFT. Currently Green’s function methods are more popular in
solid state physics than in chemistry, probably due to its solid-state origin. This sub-
section focuses the EOM formalism. The reader is encouraged to investigate Green’s
function methods in standard textbooks[19, 55, 56].
Rowe’s EOM formalism[2, 57] starts from an electronic Hamiltonian Hˆ with its
exact spectra:
Hˆ|My “ EM |My. (1.162)
Note that Hˆ is expressed in second quantization and |My ’s do not have to have
the same number of electrons. Suppose we have an initial state |0y whose excitation
spectra we want to study. For an excitation |0y Ñ |F y and F ‰ 0, defining an
excitation operator
Oˆ:F “ |F yx0|, (1.163)
we have
Oˆ:F |0y “ |F y, (1.164)
and
OˆF |0y “ 0. (1.165)
The excitation energy ωF “ EF ´ EI can then be expressed as
ωF “ x0|rOˆF , Hˆ, Oˆ
:
F s|0y
x0|rOˆF , Oˆ:F s|0y
, (1.166)
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where the double commutator is
rAˆ, Bˆ, Cˆs “ 1
2
rAˆ, rBˆ, Cˆss ` 1
2
rrAˆ, Bˆs, Cˆs, (1.167)
for Bosonic excitation operators (operators as products of even number of electron
creation and/or annihilation operators), or
rAˆ, Bˆ, Cˆs “ 1
2
tAˆ, rBˆ, Cˆsu ` 1
2
trAˆ, Bˆs, Cˆu. (1.168)
for Fermionic excitation operators (operators as products of odd number of electron
creation and/or annihilation operators)[2, 58].
By approximating the initial state |0y and the excitation operator Oˆ:F , we can
obtain an eigenvalue equation derived from Eq. (1.166). Expanding Oˆ:F as a linear
combination of some operators,
Oˆ:F “
ÿ
I
XIF Qˆ
:
I ´
ÿ
I
YIF QˆI , (1.169)
the resulting generalized eigenvalue equation is
„
A B
B: A˚
 „
XF
YF

“ ωF
„
C D
D: ´C˚
 „
XF
YF

, (1.170)
where
AIJ “ x0|rQˆI , Hˆ, Qˆ:J s|0y, (1.171)
BIJ “ ´x0|rQˆI , Hˆ, QˆJ s|0y, (1.172)
CIJ “ x0|rQˆI , Qˆ:J s|0y, (1.173)
and
DIJ “ ´x0|rQˆI , QˆJ s|0y. (1.174)
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As an example, we will derive the TDHF equation. The TDHF equation is
achieved by approximating |0y as a HF Slater determinant |ΦHFy, and the excitation
operator as a linear combination of particle-hole excitations and its deexcitations
Oˆ:F “
ÿ
ia
Xia,F ta:iu ´
ÿ
ia
Yia,F ti:au. (1.175)
The resulting EOM eigenvalue equation is the same equation as in TDDFT (Eq. (1.161))
„
A B
B: A˚
 „
X
Y

“ ω
„
I 0
0 ´I
 „
X
Y

(1.176)
except for the matrix elements for A and B are
Aia,jb “ δijδabpa ´ iq ` xia||bjy, (1.177)
and
Bia,jb “ xia||jby. (1.178)
The TDA of Eq. (1.176) simply becomes the CIS equation in Eq. (1.31).
1.4.4 Summary of response calculations
Response calculations are the pivoting point to connect ab initio, DFT and Green’s
function methods. TDHF from EOM, TDDFT from DFT and RPA from Green’s
function methods actually result in very similar working equations. Some dynamic
response properties can even aid correlation energy calculations, such as RPA cor-
relation energies. Although to the first order these working equations share similar
pattern, they become quite different going beyond the first order approximation. For
example, EE-EOM-CC equations in the ab initio framework will be very different
from the GW-BSE[59] equation from DFT and Green’s function method. However,
in terms of studying response properties we hope we can gain deeper insight into the
mechanism behind the veils of the equations.
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1.5 Concluding remarks of the review
It is always inspiring to read quantum chemistry literature. Despite great success
over the past 80 years, there are still many urgent problems to be solved. The
correlation energies and the response are still the central of the topics.
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2Fukui function and response function for nonlocal
and fractional systems
2.1 Introduction
Conceptual DFT, alternatively named density-functional reactivity theory, has been
a powerful tool to perceive chemical problems[4, 60], with quantitative indexes of
chemical reactivity traced back to electron densities based on Hohenberg-Kohn the-
orems [20]. Many important quantities, including, but not limited to, the chemical
potential (the negative of the electronegativity), the chemical hardness, the softness,
and the Fukui functions, were proposed to understand the mechanism of chemistry.
All indexes of chemical reactivity in conceptual DFT are deduced from the energy
derivatives in a general form[61]
δp`qE
δNpδvq
. (2.1)
Many researchers have devoted to rationalizing chemistry in the framework of con-
ceptual DFT and achieved fruitful accomplishment.[61–73]
Besides providing insight into chemistry, conceptual DFT also introduces a per-
spective to study density-functional approximations (DFAs) in terms of derivatives in
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Eq. (2.1). It is well-known that common DFAs still bear systematic errors highlighted
as fractional charge errors and fractional spin errors[34, 35, 38, 40], despite their great
success for many chemical systems. With the extension to fractional systems[74–77],
the linearity and constancy conditions for exact functionals are revealed. The lin-
earity condition states that the energy for a fractional system should be the energy
interpolating the two adjacent integer points, restricting the chemical potential to be
a constant, which is violated by most of DFAs. Enforcing the energetic linearity con-
dition leads to some recent breakthroughs of density functional development, such as
Mori-Sanchez-Cohen-Yang series functionals[41, 42], the scaled-modified local den-
sity approximation[43, 44], and Baer-Neuhauser-Livshits functional[45, 46, 78, 79].
These functionals tend to perform better in aspects of band gaps, charge-transfer
states, and etc. Their encouraging results suggest that fulfilling the exact conditions
is a promising route to tackle the functional problem.
While the linearity condition for the energies of fractional charge systems is a
global condition, independent of the real space coordinate r, using the energy deriva-
tives of Eq. (2.1) within the linearity condition allows one to explore the same con-
dition for (infinitely) many different external potential variations, as demonstrated
in the Fukui conditions derived previously[80]. Since the linearity of the energy
functional is general for any local external potential, it remains valid for a system
with perturbed external potentials. Each distinct perturbation will generate a new
linearity condition, resulting in numerous new conditions. Therefore, one single en-
ergetic linearity condition is transformed to infinitely many exact conditions. Such
local conditions for a given physical system are satisfied at every real space point r
and thus offers very rich and detailed information on the exact energy functional.
Presently, we plan to develop more exact conditions which can be useful for functional
development.
It is the perturbed energies, or in other words, the energy derivatives, that link
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exact density functional conditions to the conceptual DFT. We recently developed
the analytical expressions of p` q “ 2 derivatives (i.e. the linear-response functions,
the Fukui functions, and the chemical hardness)[80], enabling us to study functionals
in the space of r (the Fukui function fprq) and even in the space of pr, r1q (the
linear-response function χpr, r1q). Since these real spaces have richer information of
the functional, they will provide more guidance in functional study than just the
global indexes. In order to fully explore the functionals, it is necessary to extend the
expressions from integer to fractional systems, and also to higher order. In this work,
we extend the analytical expressions of p ` q “ 2 derivatives to fractional systems,
and also systems with nonlocal potential. The analytical expressions of p ` q “ 3
derivatives at integer points are also developed. These expressions link the exact
conditions of linearity conditions for fractional charges and constancy conditions for
fractional spins to equations in the real space. This approach can also be extended
to express constancy conditions for fractional spins in real space.
The Chapter is organized as follows. Section 2.2 introduces the energy functional
ErN, vs and its derivatives containing important chemical information in conceptual
DFT. Section 2.3 connects the derivatives of ErN, vs with the linearity condition.
The analytical expressions of derivatives are then derived in Section 2.4. Section
2.5 discusses the extensions of ErN, vs to systems with a nonlocal potential. The
constancy condition in terms of derivatives is covered in Section 2.6. Finally, Section
2.7 concludes this work.
2.2 ErN, vs and its derivatives
Within Born-Oppenheimer approximation, the ground state chemistry is mainly gov-
erned by the time-independent Schrodinger equation of the electrons
HˆΦ “ EΦ, (2.2)
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with Hˆ being the nonrelativistic electronic Hamiltonian with an external potential
vprq. According to the variational principle, the ground state energy for a pure state
with an integer number of electrons is
Epure staterN, vs “ min
ΦÑN
xΦ|Hˆ|Φy
xΦ|Φy , (2.3)
where N is the number of electrons in the system, which is an integer for a pure
state. In ensemble theory, the system is described by the density matrix Γ rather
than the wavefunction Φ, and the total number of electrons N is continuous and not
necessarily an integer. Then the ground-state energy functional ErN, vs is defined
through an energy minimization,
ErN, vs “ min
ΓÑN TrpΓHˆq, (2.4)
where Γ is a density matrix of a zero-temperature grand-canonical ensemble[76]. We
now make the Taylor expansion of the functional ErN, vs as
δErN, vs
“ δE
δN
δN `
ż
dr
δE
δvprqδvprq `
ż
dr
δ2E
δNδvprqδvprq ˆ δN `
1
2
δ2E
δN2
pδNq2
` 1
2
ż
drdr1
δ2E
δvprqδvpr1qδvprqδvpr
1q ` 1
6
δ3E
δN3
pδNq3
` 1
6
ż
drdr1dr2
δ3E
δvprqδvpr1qδvpr2qδvprqδvpr
1qδvpr2q
` 1
2
ż
dr
δ3E
δN2δvprqδvprq ˆ pδNq
2 ` 1
2
ż
drdr1
δ3E
δNδvprq `
ÿ
p`q“4
OppδNqppδvqqq
(2.5)
Note that all derivatives with respect to N when N is an integer need to be taken
at either the left or right limit of the derivatives, because of the energy derivative
discontinuity at integer N [76] (to be discussed in Section 2.3). To simplify the
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expressions, throughout this Chapter, we have not indicated the variables that are
held fixed in the partial differentiations, as they are clear from the context. Some
derivatives are well-known chemical reactivity indexes, such as the chemical potential
(the Fermi energy)[81]
δE
δN
“ µ, (2.6)
the electron density
δE
δvprq “ ρprq, (2.7)
the Fukui function[62]
δ2E
δNδvprq “
Bρprq
BN “ fprq, (2.8)
the chemical hardness[82]
δ2E
δN2
“ η, (2.9)
the linear-response function
δ2E
δvprqδvpr1q “
δρprq
δvpr1q “ χpr, r
1q, (2.10)
the chemical hyperhardness[61]
δ3E
δN3
“ γ, (2.11)
the dual descriptor[83]
δ3E
δN2δvprq “ f
p2qprq, (2.12)
the Fukui response function[84, 85]
δ3E
δNδvprqδvpr1q “ gpr, r
1q, (2.13)
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Table 2.1: δp`qE{δNpδvq in the Taylor expansion of ErN, vs up to the order of
p` q “ 3. See the text for the meaning of each derivative.
HHHHHHp
q
0 1 2 3
0 E ρprq χpr, r1q χp2qpr, r1, r2q
1 µ fprq gpr, r1q -
2 η f p2qprq - -
3 γ - - -
and the second-order response function
δ3E
δvprqδvpr1qδvpr1q “ χ
p2qpr, r1, r2q. (2.14)
Table 2.1 summarizes Eqs. (2.6)-(2.14).
Since the derivatives with respect to N “ N0 at integers have to specify a direc-
tion, we have ˆ
δE
δN
˙
N´0
“ µ´ “ ´I “ EN0 ´ EN0´1, (2.15)
ˆ
δE
δN
˙
N`0
“ µ` “ ´A “ EN0`1 ´ EN0 , (2.16)
ˆBρprq
BN
˙
N´0
“ f´prq “ ρN0prq ´ ρN0´1prq, (2.17)
ˆBρprq
BN
˙
N`0
“ f`prq “ ρN0`1prq ´ ρN0prq (2.18)
and so forth, using the energy linearity conditions [76, 86]. It is worth noting that
some derivatives with respect to N in this context are different from those in tra-
ditional conceptual DFT. For instance, the hardness η in conceptual DFT is half
of the band gap, i.e. ηCDFT “ pI ´ Aq{2 “ pµ` ´ µ´q{2. Nonetheless, since all
N derivatives are taken in one direction here, due to the linearity of the functional
ErN, vs, η is uniformly zero in this definition for all N . Similar discrepancies exist
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for f p2qprq and γ. Note also that some derivatives may not be uniquely defined due
to spatial degeneracy. For example, in a neutral carbon atom, the nonrelativistic
ground state is a 3P state of 9-fold degeneracy, with three degrees of freedom in
spatial symmetry (Lz “ 1, 0, ´1q and spin symmetry (Sz “ 1, 0, ´1) respectively.
Since in nonrelativistic limit, the spin-orbit coupling does not lift the degeneracy,
the system can be well described in the uncoupled picture specified by quantum
numbers Lz and Sz. In the
3P carbon atom, the global derivatives such as µ and
η still exist with well-defined values. However, all the derivatives with respect to
vprq could be problematic. First, there is no unique ρprq for this carbon atom, since
different Lz’s render distinct total densities. Second, χpr, r1q is ill-defined, as some
infinitesimal δvpr1q could lead to finite change of the density ρprq. However, note
that this indeterminacy can be dealt with if one focuses on a specific system from
the collections of degenerate states. In order to avoid the difficulty, no degeneracy
resulting from spatial symmetry is discussed throughout this Chapter. Spin degen-
eracy is still compatible with this spinless E ´N theory when only the total density
is concerned. The total density ρprq is in fact an expectation value of a spin-free
operator and thus is independent of the value of Sz. For instance, the ground state
of carbene CH2 being
3B1, choices of Sz do not influence the total density.
Overall, under the premises that the system bears no spatial degeneracy and that
all the derivatives with respect to N at integer N specify a direction, ErN, vs could
have all the derivatives in Eq. (2.5) well defined.
2.3 The linearity condition and its extensions
Assuming the energy convexity, i.e.
EvpN0 ` 1q ` EvpN0 ´ 1q ě 2EvpN0q, (2.19)
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where N0 is an integer, and EvpN0 ` 1q, EvpN0 ´ 1q, and EvpN0q are ground state
energies of a physical system with an external potential vprq with N0 ` 1, N0 ´ 1,
and N0 electrons respectively, the energy functional ErN, vs at a fractional system
is [76]
ErN0 ` λ, vs “ p1´ λqErN0, vs ` λErN0 ` 1, vs, (2.20)
with 0 ď λ ď 1. In other words, ErN, vs at a fractional N is a linear interpolation
of the two neighboring integer points ErtN u , vs and ErtN u` 1, vs, where tN u is the
floor function[87] that returns the largest integer less than or equal to N . Thus
ErN, vs “ ptN u` 1´NqErtN u , vs ` pN ´ tN uqErtN u` 1, vs. (2.21)
Eq. (2.20), as a consequence of both ensemble[76] and pure state theories[77], reveals
an exact condition for a fractional system, namely the linearity condition. The
violation of Eq. (2.20) in commonly used density functional approximations is the
delocalization error, which accounts for the tendency of approximate functionals to
give much too low energies for delocalized charge distributions, such as in the wrong
dissociation limit for charged molecules, and etc[39].
The linearity condition as of a global condition for density functionals has inspired
fruitful functional development[41–46, 79]. As shown in Eq. (2.5), the variation of
the energy functional actually contains much more information. Taking derivatives
of both sides in Eq. (2.20) with respect to λ and/or vprq, we have, up to first order,
the chemical potential condition [80]
µN0`λ “ ErN0 ` 1, vs ´ ErN0, vs, (2.22)
and the electron density condition
ρN0`λprq “ p1´ λqρN0prq ` λρN0`1prq. (2.23)
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Going beyond the first order, we can further explore the linearity condition by
taking higher order derivatives of Eq. (2.20). Up to the second order, we have the
hardness condition [80]
ηN0`λ “ 0, (2.24)
the Fukui function condition[80]
fN0`λprq “ ρN0`1prq ´ ρN0prq, (2.25)
and the linear-response function condition
χN0`λpr, r1q “ p1´ λqχN0pr, r1q ` λχN0`1pr, r1q. (2.26)
New in this Chapter, we developed the exact conditions up to the third order, as the
hyperhardness condition ˆ
δ3E
δN3
˙
N“N0`λ
“ 0, (2.27)
the dual descriptor condition
ˆ
δ3E
δN2δvprq
˙
N“N0`λ
“ 0, (2.28)
the Fukui response function condition
ˆ
δ3E
δNδvprqδvpr1q
˙
N“N0`λ
“ χN0`1pr, r1q ´ χN0pr, r1q, (2.29)
and the second-order response function conditionˆ
δ3E
δvprqδvpr1qδvpr2q
˙
N“N0`λ
“ p1´ λq
ˆ
δ3E
δvprqδvpr1qδvpr2q
˙
N“N0
` λ
ˆ
δ3E
δvprqδvpr1qδvpr2q
˙
N“N0`1
. (2.30)
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Eqs. (2.22)-(2.30) are all exact conditions derived from the linearity condition, yet
they contain richer information as the conditions are satisfied at each r, pr, r1q, or
even pr, r1, r2q point. The linearity condition of the density Eq. (2.23) was derived
in the original work of Perdew, Parr, Levy, and Balduz[76], where the more general
result on the linearity condition of pN0 ` λq density matrix was also given. As a
consequence of the linearity of the density matrix condition, other properties such
as expectation values of the density matrix, also have the linearity conditions. This
was pointed out by Ayers as the “linear mixing rule” which also led to Eqs. (2.25)
and (2.26).[88] These local conditions in conjunction with the analytical expressions
for the derivatives, developed in the next section, should be more powerful than
the global condition of Eq. (2.20) alone in providing guidance for density-functional
development.
2.4 Analytical expressions for derivatives in Kohn-Sham and gener-
alized Kohn-Sham framework
Kohn-Sham (KS)[21] and generalized Kohn-Sham (GKS)[89] formalisms decompose
the total electronic energy into kinetic energy Ts of a noninteracting system with
identical electron density, external potential, classical Coulomb repulsion J , and
exchange-correlation energy EXC which accounts for all the missing quantum effect
in the previous terms,
Erρs “ Ts `
ż
vprqρprqdr` Jrρs ` EXC. (2.31)
The main difference between KS and GKS is that EXC of a KS system is an explicit
functional of the density ρprq while EXC of GKS is an explicit functional of the
noninteracting density matrix ρspr, r1q. The minimization of the total energy with
respect to the one-electron orbitals of the reference non-interacting system lead to a
set of one electron equations with a local potential in the case of KS and a nonlocal
53
potential in the case of GKS. In a fractional system, all orbitals have an occupation
number nuτ P r0, 1s, and the non-interacting kinetic energy and the density matrix
are expressed as
Ts “
ÿ
iτ
niτ xφiτ | ´ 1
2
∇2|φiτy , (2.32)
and
ρspr, r1q “
ÿ
iτ
niτφiτ prqφ˚iτ pr1q. (2.33)
In this Chapter, we use the index convention stated in Page 9 except that f and σ
are exclusively used as the orbital and spin indexes of the frontier orbital. Within the
framework of KS/GKS formalism, analytical expressions for all p` q “ 1 derivatives
are well established. The total density is just the diagonal element of the KS density
matrix in Eq. (2.33), while the chemical potential is related to the KS/GKS frontier
orbital eigenvalues
µ “ fσ “ xφfσ|Hˆσ|φfσy , (2.34)
as established by Cohen et al.[36, 90]. Among higher derivatives, the linear-response
function (also called density-density response function ) was the earliest to be stud-
ied. Casida offered solutions to frequency-dependent linear-response problems, from
which the static linear-response function could be deduced[52]. Handy and coworkers
obtained analytical expressions for both frequency-dependent and static polarizabil-
ity and hyperpolarizability, which contain all essential ingredients for the linear and
second-order response functions[53, 91, 92]. Flores-Moreno et al. developed analyt-
ical expressions for the linear-response function and the Fukui function within the
framework of auxiliary DFT[93, 94]. Baer and coworkers also developed an iterative
expression for chemical hardness in view of energetic curvature[95, 96]. Recently, the
analytical expressions of all three p ` q “ 2 derivatives at integer limit have been
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systematically developed by Yang and coworkers.[80]. This Chapter will extend the
derivation to fractional systems and derivatives of higher order.
All the derivatives can be viewed as results of perturbation based on the self-
consistent field equations,
Hˆτ |φiτy “ iτ |φiτy, (2.35)
subject to the orthonormalization
xφiτ |φuτy “ δiuτ , (2.36)
where Hˆτ “ ´1{2∇2 ` vˆext ` vˆJ ` vˆXC is the noninteracting effective Hamilto-
nian. Eqs. (2.33), (2.35) and (2.36) should be solved self-consistently as Hˆτ de-
pends on ρspr, r1q or ρprq. These equations under perturbations are called coupled-
perturbed self-consistent field (CP-SCF) equations, by solving which all derivatives
could be obtained. For a system of an integer number of electrons, a unitary trans-
formation within the occupied orbitals (or within the unoccupied orbitals) will not
change the total energy or the total density. This enables a special choice of uni-
tary transformation to simplify derivations in various previous works on response
theories[53, 91, 97, 98], viz. using Hˆτ |φiτy “ řj jiτ |φjτy rather than Eq. (2.35).
However, when a system has fractional occupations, the orbitals have to be canoni-
cal to define clearly occupation numbers. Even for p ` q “ 3 derivatives at integer,
we still have to use canonical orbitals because of their potentially fractional connec-
tions. Therefore, throughout this Chapter, all orbitals are canonical orbitals as in
Eq. (2.35).
2.4.1 p` q “ 2 derivatives of a system with a fractional number of electrons
To solve the CP-SCF equations, perturbations of external potentials or occupation
numbers will be introduced, then Eqs. (2.33), (2.35) and (2.36) will be solved order
by order. In the problem of p ` q “ 2 derivatives, perturbations λAδpr ´RAq and
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λBδpr ´ RBq are introduced. The SCF system is then perturbed, with the orbital
variation
|φiτy “ |φ0iτy ` λA|φAiτy ` λB|φBiτy ` λAλB|φABiτ y ¨ ¨ ¨ , (2.37)
the noninteracting effective Hamiltonian variation
Hˆτ “ Hˆ0τ ` λAHˆBτ ` λBHˆBτ ` λAλBHˆABτ ` ¨ ¨ ¨ , (2.38)
the eigenvalue variation
iτ “ 0iτ ` λAAiτ ` λBBiτ ` λAλBABiτ ` ¨ ¨ ¨ , (2.39)
and the density matrix variation
ρs,τ “ ρ0s,τ ` λAρAs,τ ` λBρBs,τ ` λAλBρABs,τ ` ¨ ¨ ¨ . (2.40)
Note that Hˆτ is the noninteracting effective Hamiltonian and thus contains a non-
vanishing cross derivative HˆABτ . In fact, one single perturbative field is sufficient to
deduce all the p`q “ 2 derivatives, as demonstrated in our previous publication[80].
Nonetheless, the second perturbative field will be necessary to establish δ3E{δv3
and δ3E{δNδv2 in the later stage. The zeroth order CP-SCF equations are just the
normal SCF equations with trivial unperturbed solutions. For the first order, the
CP-SCF equations are,
HˆXτ |φiτy ` Hˆτ |φXiτy “ Xiτ |φiτy ` iτ |φXiτy, (2.41)
xφXuτ |φiτy ` xφuτ |φXiτy “ 0, (2.42)
and
ρXs,τ pr, r1q “
ÿ
i
nirφiτ prqφXiτ pr1q ` φXiτ prqφiτ pr1qs, (2.43)
where the superscript “0” is omitted when no confusion is caused, and a generic
superscript X represents either A or B for the first order response. Additionally, all
orbitals are taken to be real because there is no magnetic field in our study.
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ρXs,τ pr, r1q can be further simplified as
ρXs,τ pr, r1q “
ÿ
i,u
niτ xφXiτ |φuτy rφiτ prqφuτ pr1q ` φuτ prqφiτ pr1qs
“
ÿ
i,u
niτ p1´ nuτ q xφXiτ |φuτy rφiτ prqφuτ pr1q ` φuτ prqφiτ pr1qs
`
ÿ
i,u
niτnuτ xφXiτ |φuτy rφiτ prqφuτ pr1q ` φuτ prqφiτ pr1qs
“
ÿ
ia
niτ p1´ naτ q xφXiτ |φaτy rφiτ prqφaτ pr1q ` φaτ prqφiτ pr1qs,
where Eq. (2.42) is applied to eliminate the occupied-occupied block. Applying xφaτ |
to the both sides of Eq. (2.41) results in
xφaτ |HˆXτ |φiτy ` aτxφaτ |φXiτy “ δiaXiτ ` iτxφaτ |φXiτy.
Defining the occupation-scaled orbitals[99, 100]
φ˜iτ “ ?niτφiτ , φ˜aτ “
?
1´ naτφaτ , (2.44)
and the occupation-scaled first-order density matrix,
P˜Xiaτ “ P˜Xaiτ “
a
niτ p1´ naτ qxφaτ |φXiτy, (2.45)
then
ρXs,τ pr, r1q “
ÿ
ia
P˜Xiaτ rφ˜iτ prqφ˜aτ pr1q ` φ˜aτ prqφ˜iτ pr1qs, (2.46)
and for a ‰ i
´paτ ´ iτ qP˜Xiaτ “ xφ˜aτ |HˆXτ |φ˜iτy
“ φ˜iτ pRXqφ˜aτ pRXq `
ÿ
jbζ
pK˜iaτ,jbζ ` K˜iaτ,bjζqδP˜Xjbζ , (2.47)
where, the kernel is, for a KS system,
Kuvτ,stζ “
ż
drdr1φuτ prqφvτ prq
„
1
|r´ r1| `
δ2EXC
δρτ prqδρζpr1q

φtζpr1qφsζpr1q, (2.48)
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and for a GKS system,
Kuvτ,stζ “
ż
dr1dr
1
1dr2dr
1
2φuτ pr11qφvτ pr1qφtζpr2qφsζpr12q
ˆ
„
δpr1 ´ r11qδpr2 ´ r12q
|r1 ´ r12| `
δ2EXC
δρτ pr1, r11qδρζpr2, r12q

, (2.49)
while the occupation-scaled kernel K˜ is K evaluated with occupation-scaled orbitals.
Eq. (2.47) then becomes
ÿ
jbζ
M˜iaτ,jbζP˜
X
jbζ “ ´φ˜iτ pRXqφ˜aτ pRXq, (2.50)
where
M˜iaτ,jbζ “ A˜iaτ,jbζ ` B˜iaτ,jbζ , (2.51)
A˜iaτ,jbζ “ δτζδijδabpaτ ´ iτ q ` K˜iaτ,jbζ , (2.52)
and
B˜iaτ,jbζ “ K˜iaτ,bjζ . (2.53)
The matrix M˜ is not directly invertible for a fractional system, as it contains sin-
gular values due to the existence of zero excitation energies. To eliminate the zero
excitations, a singular value decomposition is carried out,
A˜´ B˜ “ DΣV: “ DΣrVH V0s:, (2.54)
where the submatrices VH and V0 are the non-singular and singular space, respec-
tively. The justification for projecting out the singular values of the matrix A˜ ´ B˜
rather than A˜ ` B˜ comes from linear-response time-dependent DFT equation[52],
i.e.
pA˜´ B˜q1{2pA˜` B˜qpA˜´ B˜q1{2Z “ ω2Z, (2.55)
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with ω the excitation energies. Then the solution of Eq. (2.50) is
P˜Xiaτ “ ´
ÿ
jbζ
tVHrV:HpA˜` B˜qVHs´1V:Huiaτ,jbζ φ˜jζpRXqφ˜bζpRXq. (2.56)
We will denote the projected inversion in Eq. (2.56) as M˜´1 from now on for sim-
plicity, but note that the formal M˜´1 is actually carried out in the way of Eq. (2.56).
Through the relation χ “ řτ ρXτ , we have the analytical expression for the linear-
response function
χpr, r1q “ ´2
ÿ
iaτ,jbζ
pM˜´1qiaτ,jbζ φ˜iτ prqφ˜aτ prqφ˜jζpr1qφ˜bζpr1q. (2.57)
The Fukui function fprq is readily available through the relation fpRXq “ Xfσ “
xφfσ|HˆXσ |φfσy,
fprq “ |φfσprq|2 ´ 2
ÿ
iaτ,jbζ
Kffσ,iaτGiaτ,jbζφjζprqφbζprq, (2.58)
with the matrix G defined as
G “ CM˜´1C,
and Ciaτ,jbζ “ δτζδijδab
a
niτ p1´ naτ q. Accordingly, the chemical hardness η can be
derived via Hellmann-Feynman theorem,
η “ BµBN “
Bxφfσ|Hˆσ|φfσy
BN “ xφfσ|
BHˆσ
BN |φfσy
“
ż
dr1xφfσ|δpvˆJ ` vˆ
σ
XCq
δρτ pr1q
Bρτ pr1q
BN |φfσy
“ Kffσ,ffσ ´ 2
ÿ
iaτ,jbζ
Kffσ,iaτGiaτ,jbζKffσ,jbζ . (2.59)
Eqs. (2.57)-(2.59) are generalization of the previous work on Fukui functions at frac-
tional systems. All these expressions reduce to previous results at integer limit[80].
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2.4.2 δ3E{δv3 and δ3E{δNδv2 for a system with an integer number of electrons
Geerlings and De Proft summarized the chemical significance of p`q “ 3 derivatives
in their recent extensive review on conceptual DFT[61]. The lack of practical imple-
mentations of analytical derivatives hindered the study of these derivatives. Among
all four p ` q “ 3 derivatives, the analytical expression for δ3E{δv3 was actually
derived for frequency-dependent hyperpolarizability by Rice et al.[53, 91, 97], and
for static hyperpolarizability by Cowell et al.[92], yet they are not widely known by
the conceptual DFT community. They utilized non-canonical orbitals during the
derivation to simplify the solution of the CP-SCF equations. In this work, as we are
dealing with a system with possible fractional occupations, only canonical orbitals
can be used to define the occupation numbers clearly. Therefore, all derivations in
this work remain in the form of canonical orbitals, and the derivative δ3E{δv3 will
be re-derived based on canonical orbitals, which proves to be equivalent with the
approach using non-canonical orbitals by previous workers.
δ3E{δv3 and δ3E{δNδv2 could be perceived as cross derivatives in the second
order response with the above-mentioned perturbations, λAδpr ´RAq and λBδpr ´
RBq. Specifically, řτ ρABτ “ δ3E{δv3 and ABfσ “ δ3E{δNδv2. The second order CP-
SCF equations for a fractional system become very complicated, thus all p ` q “ 3
derivatives are studied only for integer systems. Defining
P 1jbζprq “ ´
ÿ
kcθ
pM´1qjbζ,kcθφkθprqφcθprq, (2.60)
H1uvτ prq “ xφuτ |δHˆτ{δvprq|φvτy “ φuτ prqφvτ prq `
ÿ
jbζ
pKuvτ,jbζ `Kuvτ,bjζqP 1jbζprq,
(2.61)
Qabτ pr, r1q “
ÿ
i
rP 1iaτ prqP 1ibτ pr1q ` P 1iaτ pr1qP 1ibτ prqs, (2.62)
Qijτ pr, r1q “
ÿ
a
rP 1iaτ prqP 1jaτ pr1q ` P 1iaτ pr1qP 1jaτ prqs, (2.63)
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Fuvτ,stζ,xyθ “
ż
drdr1dr2φuτ prqφvτ prqφsζpr1qφtζpr1qφxθpr2qφyθpr2q δ
3EXC
δρτ prqδρζpr1qδρθpr2q ,
(2.64)
Wiaτ pr, r1q “
ÿ
j
rP 1jaτ prqH1jiτ pr1q ` P 1jaτ pr1qH1jiτ prqs
´
ÿ
b
rH1abτ prqP 1ibτ pr1q `H1abτ pr1qP 1ibτ prqs
´
ÿ
bcζ
Kiaτ,bcζQbcζpr, r1q `
ÿ
jkζ
Kiaτ,jkζQjkζpr, r1q
´ 4
ÿ
jbζ,kcθ
Faiτ,jbζ,kcθP
1
jbζprqP 1kcθpr1q, (2.65)
and
Ziaτ pr, r1q “
ÿ
jbζ
pM´1qiaτ,jbζWiaτ pr, r1q, (2.66)
where we have used the M matrix in Eq. (2.51) with standard normalized orbitals ,
we achieve the solutions of the CP-SCF equations,
χp2qpr, r1, r2q “ δ
3E
δvprqδvpr1qδvpr2q “
δ2ρprq
δvpr1qδvpr2q
“ 2
ÿ
iaτ
φiτ prqφaτ prqZiaτ pr1, r2q `
ÿ
abτ
φaτ prqφbτ prqQabτ pr1, r2q
´
ÿ
ijτ
φiτ prqφjτ prqQijτ pr1, r2q, (2.67)
and
gpr, r1q “ δ
3E
δNδvprqδvpr1q “
δ2fσ
δvprqδvpr1q
“ 2
ÿ
u
1H
1
fuσprqH1fuσpr1q
fσ ´ uσ ` 4
ÿ
iaτ,jbζ
Fffσ,iaτ,jbζP
1
iaτ prqP 1jbζpr1q
` 2
ÿ
iaτ
Kffσ,iaτZiaτ pr, r1q `
ÿ
abτ
Kffσ,abτQabτ pr, r1q ´
ÿ
ijτ
Kffσ,ijτQijτ pr, r1q.
(2.68)
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where the summation
ř1 excludes all orbitals degenerate to φfσ. The second-order
response function χp2q is compatible with the static hyperpolarizability expression
using non-canonical orbitals[92]. See the Appendix A for details of the derivation.
2.4.3 δ3E{δN2δv and δ3E{δN3 for a system with an integer number of electrons
The derivations of δ3E{δN2δv and δ3E{δN3 share the same CP-SCF equations with
the “perturbation” of δN . Parallel to the approach in Subsection 2.4.1, all essential
elements in CP-SCF equations are expanded according to orders of δN in Taylor
series. Under the perturbation, the orbitals become,
|φ¯iτy “ |φ¯0iτy ` pδNq|φ¯1iτy ` 12pδNq
2|φ¯2iτy ` ¨ ¨ ¨ , (2.69)
the noninteracting effective Hamiltonian becomes
ˆ¯Hτ “ ˆ¯H0τ ` pδNq ˆ¯H1τ ` 12pδNq
2 ˆ¯H2τ ` ¨ ¨ ¨ , (2.70)
the eigenvalues become
¯iτ “ ¯0iτ ` pδNq¯1iτ ` 12pδNq
2¯2iτ ` ¨ ¨ ¨ , (2.71)
and the density matrix becomes
ρ¯s,τ “ ρ¯0s,τ ` pδNqρ¯1s,τ ` 12pδNq
2ρ¯2s,τ ` ¨ ¨ ¨ . (2.72)
For simplicity, only integer systems will be studied for these two derivatives. As usual,
the superscript “0” will be omitted when no confusion is caused. The extra bars for
the variables are added to distinguish perturbative variables in this subsection with
those in the previous subsection. Then
ř
τ ρ¯
2
τ “ δ3E{δN2δv and ¯2fσ “ δ3E{δN3.
Defining,
P¯ 1iaτ “ ´
ÿ
jbζ
Kffσ,jbζpM´1qiaτ,jbζ , (2.73)
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H¯1uvτ “ xφuτ | ˆ¯H1τ |φvτy “ Kuvτ,ffσ `
ÿ
jbζ
pKuvτ,jbζ `Kuvτ,bjζqP¯ 1jbζ , (2.74)
Q¯ijτ “
ÿ
a
P¯ 1iaτ P¯
1
jaτ , (2.75)
Q¯abτ “
ÿ
i
P¯ 1iaτ P¯
1
ibτ , (2.76)
fuvζ “ δσζδufδvf `
ÿ
jbζ
P¯ 1jbθpδujδbv ` δubδvjq, (2.77)
W¯iaτ “ 2
ÿ
jkζ
Kiaτ,jkζQ¯jkζ ´ 2
ÿ
bcζ
Kiaτ,bcζQ¯bcζ ´ 2
ÿ
u
1 pKiaτ,fuσ `Kiaτ,ufσqH¯1fuσ
fσ ´ uσ
´ 2
ÿ
b
H¯1abτ P¯
1
ibτ ` 2
ÿ
j
P¯ 1jaτH¯
1
jiτ ´
ÿ
uvζ,stθ
Fiaτ,uvζ,stθfuvζfstθ, (2.78)
and
Z¯iaτ “
ÿ
jbζ
pM´1qiaτ,jbζW¯jbζ , (2.79)
where the summation
ř1 excludes all orbitals degenerate to φfσ, and the definitions
of M and Fuvτ,stζ,xyθ remain the same as in the previous subsection, thus
f p2qprq “ δ
3E
δN2δvprq “ 2
ÿ
iaτ
φiτ prqφaτ prqZ¯iaτ ` 2
ÿ
abτ
φaτ prqφbτ prqQ¯abτ
´ 2
ÿ
ijτ
φiτ prqφjτ prqQ¯ijτ ` 4
ÿ
u
1φfσprqφuσprq H¯
1
fuσ
fσ ´ uσ (2.80)
and
γ “ δ
3E
δN3
“ 2
ÿ
iaτ
Kffσ,iaτ Z¯iaτ ` 2
ÿ
abτ
Kffσ,abτ Q¯abτ ´ 2
ÿ
ijτ
Kffσ,ijτ Q¯ijτ
` 4
ÿ
u
1Kffσ,fuσH¯
1
fuσ
fσ ´ uσ `
ÿ
uvζ,stθ
Fffσ,uvζ,stθfuvζfstθ ` 2
ÿ
u
1 |H¯1fuσ|2
fσ ´ uσ .
(2.81)
Detailed derivations are given in the Appendix B.
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2.4.4 Numerical verification
The analytical expressions of fractional p ` q “ 2 derivatives and integer p ` q “ 3
derivatives are implemented in QM4D[37]. All the derivatives in this section has
been numerically tested.
Fig 2.1 shows the analytical and numerical linear-response function and Fukui
function for fractional systems, using Becke three-parameter exchange functional[30]
and Lee-Yang-Parr correlation functional[28] (B3LYP) with 6-31G(d) basis sets. In
Fig 2.1a, the fractional linear-response function of a lithium atom centered at origin
with 1.8 α electrons and 1.0 β electron is calculated. The numerical χpr1,Rq is
obtained by introducing a potential of a Dirac delta function at R,
χpr1,Rq „ ρrvprq ` λδpr´Rqspr
1q ´ ρrvprq ´ λδpr´Rqspr1q
2λ
.
The delta potential can be implemented exactly by adding the delta potential matrix
elements into the KS/GKS Fock matrix,
vδuv “
ż
drφuprqδpr´Rqφvprq “ φupRqφvpRq,
which barely increases any computation efforts. The Fukui function of a lithium
atom with 1.8 α electrons and 1.2 β electrons is shown in Fig 2.1b. The analytical
and numerical derivatives agree well in these figures.
Two p ` q “ 3 derivatives, δ3E{δNδv2 and δ3E{δN2δv, are also evaluated for a
neutral CO molecule, as illustrated in Fig 2.2. The VWN5[25] parametrization of
the local-density functional approximation (LDA) is used, in conjunction with the
basis set 6-31G(d). The numerical derivatives related to N will inevitably require
p` q “ 2 derivatives at fractional systems. To avoid the possible issue of unbounded
anions, only the electron removal direction pδN ă 0q is considered. All numerical
and analytical derivatives overlap in Fig 2.2.
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These numerical calculations verified that the analytical expressions for the deriva-
tives are correct.
2.5 Extensions to nonlocal Fukui functions and linear-response func-
tions
In the previous sections an analytical function ErN, vs and its derivatives with a
local potential vprq are discussed. We now extend the local potential vprq to a
special nonlocal potential wpr, r1q which is coupled with the KS/GKS density matrix
ρspr, r1q,
ErN,wpr, r1qs “ Tsrρss `
ż
wpr, r1qρspr1, rqdrdr1 ` Jrρss ` EXCrρss, (2.82)
where ρspr1, rq is the KS/GKS density matrix defined in Eq. (2.33) rather than the
one-body reduced density matrix (1-RDM) of the interacting system,
γ1pr, r1q “ xΨg|ψ:prqψpr1q|Ψgy, (2.83)
with |Ψgy being the ground state wavefunction of the interacting system. For simplic-
ity, we have only used the spinless nonlocal potential wpr, r1q here, but the extension
to spin nonlocal potential wpx,x1q is straightforward. Such external nonlocal po-
tentials wpr, r1q are nonphysical; nonetheless, effective nonlocal potential has been
widely used in quantum mechanics, such as Hartree-Fock (HF) potential and pseu-
dopotential representing core electrons.
The external nonlocal potential wpr, r1q is dual to the KS/GKS 1-RDM ρspr1, rq in
the interacting system, as the local potential is dual to the electron density[101]. The
dual to ρspr1, rq in a GKS noninteracting system is the optimized effective nonlocal
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(b) Numerical and analytical fαprq of a Li atom with
Nα “ 1.8 and Nβ “ 1.2
Figure 2.1: Numerical calculations of the linear-response functions and the Fukui
functions of a fractional system. All calculations are performed in the level B3LYP/6-
31G(d) in QM4D package[37]. λ’s in subfigures (a) and (b) indicate the stepsize for
the numerical derivatives. The path of the plot is along the z-axis for both subfigures.
(a) The linear-response function of Li0.2` with Nα “ 1.8 and Nβ “ 1.0. A δ potential
at R “ p0.0, 0.0, 1.0q au is set to evaluate the numerical derivative. (b) The α-spin
Fukui function fαprq “ Bρprq{BNα of a special lithium atom with 1.8 α electrons and
1.2 β electrons.
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Figure 2.2: Numerical and analytical p ` q “ 3 derivatives for CO molecule at
the level of LDA/6-31G(d). The plot path is along the z-axis. The coordinates of
the carbon and the oxygen atoms are (0.0, 0.0, 2.0) and (0.0, 0.0, 4.104777) au,
respectively. λ indicates the stepsize of the numerical derivatives for all cases. When
N derivative is concerned, only electron removal direction is considered.
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potential vspr, r1q[102]. In potential functional point of view, the introduction of
the external nonlocal potential wpr, r1q is a natural consequence of the potential
functional theory for GKS systems. The external nonlocal potential is the sum of
the normal local potential and the additive pure nonlocal potential; the real physical
system resides in the regime where the pure nonlocal potential vanishes. Yet the
nonlocal part of the external potential enables the study of special features such as
nonlocal response. The use of external nonlocal potential is very similar to the use
of spin specific local potential in spin DFT. To incorporate spin densities into DFT,
a fictitious magnetic field coupled only with spin densities is introduced (see, for
example, Page 169 of Ref.[4]), leading to spin specific local potentials. In that case,
the spin density and the spin specific local potential are dual to each other. In the
dual picture, the extensions to nonlocal systems provide a clear understanding of the
GKS systems.
Parallel to the functional ErN, vs, the derivatives of ErN,ws are defined as the
chemical potential with an external nonlocal potential
µ “ δE
δN
, (2.84)
the density matrix,
ρspr1, rq “ δE
δwpr, r1q , (2.85)
the chemical hardness with an external nonlocal potential,
η “ δ
2E
δN2
, (2.86)
the nonlocal Fukui function
fwpr, r1q “ δ
2E
δNδwpr1, rq “
δρspr, r1q
δN
, (2.87)
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and the nonlocal linear-response function
χwpr1, r2; r11, r12q “ δ
2E
δwpr11, r1qδwpr2, r12q “
δρspr1, r11q
δwpr2, r12q . (2.88)
Note that the nonlocal Fukui function fwpr, r1q is different from the object called the
Fukui matrix in Ref. [103], where the Fukui matrix was defined with the physical
1-RDM.
With a general external nonlocal potential wpr, r1q, the E vs N curve is not
necessarily piecewise linear, as the proof of the linearity condition cannot be easily
extended to systems with an external nonlocal potential wpr, r1q[76, 77, 86]. Never-
theless, at the limit wpr, r1q Ñ vprqδpr´r1q, the feature of the E vs N curve for a local
potential vprq preserves. At the local potential limit, we can obtain the analytical
expressions for the nonlocal Fukui function
fwpr, r1q “ φfσprqφfσpr1q ´
ÿ
jbζ,kcθ
Kffσ,jbζGjbζ,kcθrφkθprqφcθpr1q ` φkθpr1qφcθprqs,
(2.89)
and nonlocal linear-response function
χwpr1, r2; r11, r12q “ ´
ÿ
iaτ,jbζ
Giaτ,jbζrφiτ pr1qφaτ pr11qφjζpr12qφbζpr2q
` φiτ pr11qφaτ pr1qφjζpr2qφbζpr12qs. (2.90)
Although the total energy and the total density is linear with respect to N at
the local potential limit, ρspr, r1q and χwpr1, r2; r11, r12q may not be linear . Since
ρprq “ ρspr, rq and χpr, r1q “ χwpr, r1; r, r1q, the diagonal elements are still linear at
the local potential limit. This information is also useful as an exact condition of the
functional. Combining Eqs. (2.87) and (2.89), we have
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δρspr, r1q
δN
“ φfσprqφfσpr1q ´
ÿ
jbζ,kcθ
Kffσ,jbζGjbζ,kcθrφkθprqφcθpr1q ` φkθpr1qφcθprqs.
(2.91)
ρprq at a fractional system can be obtained by a linear interpolation between two
adjacent integer electron densities, then ρspr, r1q for the fractional system can be
calculated via Wu-Yang optimized-effective-potential method[104]. For the exact
functional, a finite difference derivative of ρspr, r1q with respect to N , i.e. the left-
hand side, should be equal to the analytical expression in the right-hand side in Eq.
(2.91). This two-point nonlocal Fukui function is more favorable than the local Fukui
function in terms of density functional study, because it is more convenient to work
on a matrix (xφu|fw|φvyq than a real-space function.
The nonlocal linear-response function χw in general has no direct physical mean-
ing, as it is not connected to the 1-RDM of the real interacting system in nature.
However, it is a quantity essential in understanding linear-response time-dependent
GKS method[52], e.g. linear-response time-dependent HF or linear-response time-
dependent hybid functionals such as B3LYP. The TD-GKS equation of these systems
in terms of time-dependent nonlocal linear-response function is
χwp1,2; 11,21q “ χsp1,2; 11,21q `
ż
d3d31d4d41χsp1,3; 11,31;ωq
ˆ fHXCp31,41; 3,4qχwp4,2; 41,21q, (2.92)
where k is a compact notation of prk, σk, tkq and fHXC is the kernel in the Eq. (2.49),
which is a four-point function for GKS. χs in Eq. (2.92) is the GKS noninteracting
nonlocal linear-response function, also a four-point function. The TD-GKS equa-
tion can be understood clearly via the use of the nonlocal linear-response function
χwp1,2; 11,21q. In TDDFT calculation, the Fourier transformation of Eq. (2.92) is
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the well-known Dyson-like equation for TDDFT in frequency domain,
χwpx1,x2; x11,x12;ωq “ χspx1,x2; x11,x12;ωq `
ż
dx3dx
1
3dx4dx
1
4χspx1,x3; x11,x13;ωq
ˆ fHXCpx13,x14; x3,x4;ωqχwpx4,x2; x14,x12;ωq. (2.93)
On the other hand, in many-body Green function theory, the Bethe-Salpeter
equation[105] (BSE) is an accurate method to calculate optical properties. Refer to
Ref. [106] for a recent review on this topic. BSE can be expressed in another Dyson
equation,
Lp1,2; 11,21q “ L0p1,2; 11,21q`
ż
d3d31d4d41L0p1,3; 11,31qΞp31,41; 3,4qLp4,2; 41,21q,
(2.94)
where L is the two-body correlation function, L0 is the noninteracting part of the
two-body correlation function, and Ξ represents an effective two-body interaction.
Although sharing a similar form, Eqs. (2.92) and (2.94) contains distinct the physical
contents. Based on the definition, L is the response of the one-body Green function
with respect to the external nonlocal potential,
Lpx1t1,x2t2; x11t11,x12t`2 q “ ´iδG1px1t1,x
1
1t
1
1q
δUpx2,x12, t2q , (2.95)
where Upx2,x12, t2q is the nonlocal potential coupled with 1-RDM. Therefore, L ac-
tually can represent the interacting 1-RDM response, since one-body Green function
is related to the 1-RDM through
xΨg|ψ:prtqψpr1tq|Ψgy “ ´i
ÿ
σ
G1prσt, r1σt`q. (2.96)
χw, on the other hand, measures the KS/GKS 1-RDM response with respect to
the external nonlocal potential coupled with the KS/GKS 1-RDM, as shown in Eq.
71
(2.88). TD-GKS of Eq. (2.92) not only resembles BSE of Eq. (2.94) in the appear-
ance, they also contain some identical physical significance, i.e.
χwpx1t1,x2t2; x1t1,x2t2q “ Lpx1t1,x2t2; x1t`1 ,x2t`2 q “ χpx1,x2; t1 ´ t2q (2.97)
at t1 ą t2, where χpx1,x2; t1´ t2q is the density-density response function of the sys-
tem. Note that although χwpx1t1,x2t2; x1t1,x2t2q and Lpx1t1,x2t2; x1t`1 ,x2t`2 q share
precisely the same diagonal elements and excitation spectrum, they have distinct
off diagonal elements. It is both the similarity and the distinction that make the
comparison of these two theories interesting.
2.6 The constancy condition and its extensions
In the common application of DFT, the term density-functional theory actually refers
to spin-density-functional theory, especially when treating open-shell species. The
original Hohenberg-Kohn theorem[20] was spin free; spin was introduced in a later
stage[107, 108]. As an intrinsic property of electrons, spin plays a very important
part in atoms and molecules. The inclusion of spin improves numerical accuracy of
most DFAs, while complicating the theory with the fractional-spin error[35]. It was
recently reported that the fractional-spin error can account for singlet-triplet spin
gaps[16, 109], making its nature more abstruse. See Ref. [110] for a recent review
on spin-DFT.
When spin is involved, the energy functional ofErN, vs is extended to ErNα, Nβ, vs
such that
ErNα, Nβ, vs “ min
ΓÑNα,Nβ
TrpΓHˆq. (2.98)
These two functionals are related through
ErN, vs “ min
Nα`Nβ“N
ErNα, Nβ, vs. (2.99)
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When the ground state has spin degeneracy, there exist a series of Γ fulfilling the
minimization of Eq. (2.98). Therefore, we have the constancy condition [35]
ErN{2´ κ,N{2` κ, vs “ ErN{2` S¯, N{2´ S¯, vs, (2.100)
where κ P r´S¯, S¯s is the index of spin polarization of the system, and S¯ “ ptN u `
1´NqStNu ` pN ´ tN uqStNu`1 is the possible maximal spin polarization for κ, with
SM the spin quantum number of the system with number of electrons M . The state
on the right-hand side of Eq. (2.100) is the maximal spin-polarized state, while the
state on the left-hand side of Eq. (2.100) is a state between the two opposite maximal
spin-polarized states. The ground state is free from spin degeneracy only when N
is an even integer and the ground state is singlet, i.e. S¯ “ SN “ 0. The violation
of the constancy condition is also common in most DFAs, attributed to the failure
of dissociation limit of homonuclear molecules and the incorrect description of Mott
insulators. Combination of the linearity condition of Eq. (2.20) and the constancy
condition of Eq. (2.100) results in the flat-plan condition, as shown by Mori-Sa´nchez,
Cohen, and Yang[40].
Parallel to Eq. (2.5), given no spatial degeneracy, assuming the derivatives with
respect to Nα or Nβ have a specific direction when Nα`Nβ is an integer, ErNα, Nβ, vs
can also be expanded in Taylor series,
δErNα, Nβ, vs “ µα ˆ δNα ` µβ ˆ δNβ `
ż
drρprqδvprq
` 1
2
ηαα ˆ pδNαq2 ` ηαβ ˆ δNαδNβ ` 1
2
ηββ ˆ pδNβq2
`
ż
drfαprqδvprq ˆ δNα `
ż
drfβprqδvprq ˆ δNβ
` 1
2
ż
drdr1χpr, r1qδvprqδvpr1q `
ÿ
p`q`r“3
OppδNαqppδNβqqpδvqrq,
(2.101)
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where the spin chemical potential is
µτ “ δE
δNτ
, (2.102)
the spin chemical hardness is
ητζ “ δ
2E
δNτδNζ
, (2.103)
and the spin Fukui function is
fτ prq “ δ
2E
δNτδvprq . (2.104)
Taking derivatives of both sides in Eq. (2.100) with respect to the spin polarization
index κ and the external potential vprq, we have the spin chemical potential condition,
µα ´ µβ “ 0, (2.105)
the spin density condition,
ρrN{2` κ,N{2´ κsprq “ ρrN{2` S¯, N{2´ S¯sprq, (2.106)
the spin Fukui function condition,
fαprq ´ fβprq “ 0, (2.107)
the spin hardness condition,
ηαα ´ 2ηαβ ` ηββ “ 0, (2.108)
the condition on the linear-response function
χrN{2` κ,N{2´ κspr, r1q “ χrN{2` S¯, N{2´ S¯spr, r1q, (2.109)
Bχpr, r1q
BNα ´
Bχpr, r1q
BNβ “ 0, (2.110)
and other higher-order derivatives. Eq. (2.105) is recently obtained through the
constancy condition by Yang et al.[90].
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The evaluations of these derivatives are straight forward, with the knowledge of
the analytical derivatives in Section 2.4. fτ prq and Bχpr, r1q{BNτ could be obtained
replacing φfσ with φfτ in Eq. (2.58) and Eq. (2.68). The expression of ητζ is similar
to that in Eq. (2.59),
ητζ “ Kffτ,ffζ ´ 2
ÿ
jbθ,kcξ
Kffτ,jbθGjbθ,kcξKffζ,kcξ. (2.111)
Eqs. (2.105)-(2.110) form a new set of exact conditions for functionals derived
from the constancy conditions, some of which contain richer information in r and
even pr, r1q space.
2.7 Conclusions
In this work, analytical expressions of the energy derivatives δp`qE{δNpδvq are ex-
plored. These derivatives are obtained from CP-SCF equations for a KS or GKS
formalism. All p` q “ 2 derivatives, namely the linear-response function, the Fukui
function, and the chemical hardness, for a system with a fractional number of elec-
trons, and all p` q “ 3 derivatives, namely the second-order response function, the
Fukui response function, the dual descriptor, and the hyperhardness, for a system
with an integer number of electrons, can be evaluated analytically. All analytical
derivatives are verified by finite difference numerical derivatives.
Besides the significance of these analytical expressions in conceptual DFT, the
analytical derivatives enable a series of derived exact conditions as Eqs. (2.24)-(2.30)
based on the linearity condition, and Eqs. (2.105)-(2.110) based on the constancy
condition. Many of these conditions contains local information, establishing exact
conditions at r, pr, r1q, and even pr, r1, r2q space. These local conditions will be more
powerful in future functional development.
The Fukui function and the linear-response function are also extended to systems
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with a special external nonlocal potential. This extension enables another exact con-
dition based on the nonlocal Fukui function. Additionally, the nonlocal potential is
essential to understand the underlying theory of the linear-response time-dependent
density-functional theory with generalized Kohn-Sham functionals.
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3Linear-response time-dependent density-functional
theory with pairing fields
3.1 Introduction
Particle-particle random phase approximation[57, 111–116] (pp-RPA) has been a
widely-known method in nuclear physics and textbook material[55, 117] to describe
pairing vibrations in nuclei. Recent introduction of pp-RPA[118] to quantum chem-
istry demonstrated a very interesting perspective. Pp-RPA is the first density-
functional approximation (DFA) to satisfy the flat-plane condition exactly[40, 118],
and outperforms traditional direct particle-hole random phase approximation in
many aspects[119]. Theoretical analysis reveals that the correlation energy from pp-
RPA with Hartree-Fock references is equivalent to ladder-coupled-cluster doubles[15,
120]. Additionally, the N ˘ 2 excitation energies from pp-RPA can be used to
capture valence, double, charge transfer, and Rydberg excitations with a poten-
tial OpL4q scaling[121]. Viewed as an approximation to the pairing-matrix-pairing
matrix (pp) response function, in this Chapter we establish the connection of the
pp-RPA formalism to the time-dependent density-functional theory (TDDFT) for
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superconductors[122, 123] as a special case for non-superconducting system.
Density-functional theory[4, 20, 21] (DFT) has been a robust ground state elec-
tronic structure theory by treating the electronic density,
ρprq “
ÿ
σ
xΦ|ψˆ:pxqψˆpxq|Φy, (3.1)
instead of the wavefunction, as the basic variable. In Eq. (3.1), x is the generalized
coordinate that includes both spatial coordinate r and spin coordinate σ, while ψˆ:
and ψˆ are field creation and annihilation operators in the second quantized form.
The time dependent extension of DFT, i.e. TDDFT [50–52], further enables us to
explore the physics and chemistry of excited states. The adiabatic linear-response
formalism of TDDFT[52] has been a routine method to study particle-hole excitations
for various systems with moderate complexity and accuracy.[124–129]
In superconducting systems, due to the non-vanishing pairing matrix,
κpx,x1q “ xΦ|ψˆpx1qψˆpxq|Φy, (3.2)
the density ρprq alone does not contain all the properties of the system. Accord-
ingly, the Hohenberg-Kohn theorem[20] for superconductors in equilibrium at finite
temperature was established for singlet[130] and triplet[131] pairing interactions, us-
ing ρprq and κpx,x1q as basic variables. The corresponding Kohn-Sham model[21]
is also proposed by mapping ρprq and κpx,x1q to those of a non-interacting system
with non-vanishing pairing fields. As for the time-dependent extension, Wacker,
Ku¨mmel, and Gross[132] (WKG) further proved a Runge-Gross-like theorem[50] for
superconductors, which states that the time evolution of the density (ρpr, tq), the
diagonal component of the singlet pairing matrix (κpr Ò, r Ó; tq), and the current
density (jpr, tq) uniquely determine the scalar potential (vpr, tq), the diagonal com-
ponent of the singlet pairing field (Dpr Ò, r Ó; tq), and the vector potential (Apr, tq),
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up to a gauge transformation. Unfortunately, the Runge-Gross-like theorem involv-
ing the general pairing matrix of Eq. (3.2) has not been proven, probably due to the
difficulty resulting from the non-locality of κpx,x1q. In fact, the TDDFT formalism
for superconductors of Ref. [122] and [123] was built on the adiabatic linear response
of singlet pairing matrix of a Kohn-Sham-like system, where the WKG theorem is
not applicable. A kernel of the local-density approximation (LDA) which accounts
only singlet effects was also proposed as a screened Coulomb potential[123, 133], with
numerical results presented in Ref. [134].
For normal non-superconducting systems such as atoms and molecules, the pair-
ing matrix κ is identically zero in the absence of external pairing fields. However, the
fluctuation of the pairing matrix, i.e. the pp response function, is non-vanishing, even
for a normal system[118]. Such fluctuation is related to N ˘ 2 excitation energies,
where double ionization and double electron attachment processes are involved. The
mean-field description of this pairing matrix fluctuation, i.e. pp-RPA[55, 117], has
been used to calculate the Auger spectroscopy[135–138]. Recently, Yang et al.[121]
developed a scheme to calculate neutral excitations based on pp-RPA, demonstrating
promising results. To capture the effect beyond the mean-field approximation, one
can resort to ab initio wavefunction techniques, which utilize correlated ground state
wavefunctions and include higher order excitation operators. Double-ionization-
potential/double-electron-attachment equation-of-motion coupled-cluster singles and
doubles (DIP/DEA-EOM-CC)[139, 140] are examples of such approaches.
However, because of the steep scaling of the ab initio wavefunction method, we
are interested in the DFT formalism of the pp response function. In previous works,
the kernel in the pp-RPA equation is always the bare Coulomb, where the potential
of other approximate functionals with pairing matrix dependence has never been
explored. The TDDFT method for superconductors is a closely related theory; how-
ever, triplet excitations are totally absent, and the pp response function on normal
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systems has not been inferred. In this Chapter, we establish the linear-response
time-dependent density-functional theory with pairing fields (TDDFT-P) to tackle
the N ˘ 2 excitation problem of non-superconducting systems, with its connection
to and extension of the TDDFT for superconductors. Both the adiabatic and non-
adibatic versions of linear-response TDDFT-P are explored. Especially, the adiabatic
TDDFT-P justified the practice of utilizing orbitals and eigenvalues of common DFAs
in pp-RPA equations[118, 119, 121]. Such an extension enables us to capture effects
beyond mean-field approximations in N ˘ 2 excitations, and would also make it
possible to capture neutral excitations better by suitable approaches[121, 141].
This article is organized as follows. Section 3.2 reviews the counterparts of
the Hohenberg-Kohn theorem and the Kohn-Sham model in superconducting sys-
tems. Section 3.3 establishes the adiabatic linear-response TDDFT-P for systems
in the non-superconducting limit. Section 3.4 further extends the theory to include
frequency-dependent particle-particle kernels. Section 3.5 concludes this article.
3.2 DFT with pairing interactions
In this section the theory of time-independent DFT with pairing interactions is re-
viewed for completeness. The theory is mainly based on the work of Ref. [130] and
[131]. We also extend the definition of the functionals involved.
We consider a general Hamiltonian including a pairing potential (in atomic units),
Hˆ “ Tˆ ` Vˆ ` Dˆ ` Wˆ , (3.3)
where Tˆ is the kinetic energy operator,
Tˆ “ ´1
2
ż
dxψˆ:pxq∇2ψˆpxq, (3.4)
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Vˆ is the normal external potential,
Vˆ “
ż
dxvprqψˆ:pxqψˆpxq, (3.5)
Dˆ is the external pairing field,
Dˆ “ 1
2
ż
dxdx1rD˚px,x1qψˆpx1qψˆpxq ` h.c.s, (3.6)
and Wˆ is the two electron interaction
Wˆ “ 1
2
ż
dx1dx
1
1dx2dx
1
2wpx1,x2,x12,x11qψˆ:px1qψˆ:px2qψˆpx12qψˆpx11q. (3.7)
In Eq. (3.6), h.c. represents the Hermitian conjugate of the previous term. For a
superconducting system, w in Eq. (3.7) includes the phonon – or other medium, such
as antiferromagnetic correlation in high temperature superconductors – mediated
electron-electron interaction[130, 131], while for a non-superconducting system, w is
just the Coulomb potential as the only electron-electron interaction in atoms and
molecules in quantum chemistry,
wNSpx1,x2,x12,x11q “ δpx2,x12qδpx1,x11q 1|r1 ´ r2| , (3.8)
where NS stands for non-superconducting. Refer to Ref. [130] and [131] for different
models of w’s in a superconducting system. A physical external pairing field D only
exists when the system is juxtaposed to a superconducting material. Here it is just
used as a mathematical tool to establish the theory, and we will take the external
pairing field at zero limit in the end[130, 131, 142]. Since rDˆ, Nˆ s ‰ 0, where Nˆ is the
number operator, the system is not electron number conserving. We will introduce
the chemical potential µ to control the electron number, such that the expectation
value of Hˆ 1 “ Hˆ ´ µNˆ , i.e. the grand potential Ω , rather than the total energy, is
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minimized. A generalized ensemble density matrix Γˆ could be defined as
Γˆ “
ÿ
I
γI |ΦIyxΦI |, (3.9)
where γI ’s are non-negative weights that sum to unity, and |ΦIy’s are vectors in the
Fock space which are linear combinations of vectors in Hilbert spaces associated with
different particle numbers. Note that although DFT of superconductors normally
treats systems at finite temperature[130, 131], we focus on the zero-temperature
formalism as we are interested in its connection to quantum chemistry. Thus Γˆ in
Eq. (3.9) is a zero-temperature ensemble rather than a finite-temperature ensemble.
Then the density and the pairing matrix of an ensemble Γˆ can be expressed as
ρprq “ TrrΓˆρˆprqs and
κpx,x1q “ TrrΓˆψˆpx1qψˆpxqs. (3.10)
The zero-temperature ground state grand potential is then the following minimum:
Ω0rvprq ´ µ,Dpx,x1qs “ min
Γˆ
TrpΓˆHˆ 1q. (3.11)
Apart from the normal density ρprq, the pairing matrix κpx,x1q is also important
in the presence of an internal pairing interaction from Wˆ or an external pairing in-
teraction from Dˆ. The pairing matrix has also been called the pairing tensor[117],
the anomalous density[122, 123], or the non-local gap function[130] in different con-
text. Due to the anticommutation relations of Fermionic field operators, the pairing
matrix is always antisymmetric,
κpx,x1q “ ´κpx1,xq. (3.12)
As a consequence, only the antisymmetric part of the pairing field Dpx,x1q will have
nonzero contribution to the total energy. We therefore require that the pairing field
should also be antisymmetric,
Dpx,x1q “ ´Dpx1,xq. (3.13)
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Capelle et al.[131] presented the Hohenberg-Kohn theorem of this system, stating
that there exists a one-to-one mapping between the ground state densities pρprq and
κpx,x1qq and the ensemble operator for the system. So there is a density functional
ΩHKrρprq, κpx,x1qs that maps the ensemble representable density and pairing matrix
to its ground state grand potential. The density and pairing matrix are said to
be v&D ensemble representable if they can come from an ensemble of ground state
wavefunction(s) of some external potential v and external pairing potential D.
We now further generalize this functional to Fock space N¯ representable density
and pairing matrices using the Levy constrained search definition[22],
Ωrρprq, κpx,x1qs
“ inf
ΓˆÑpρ,κq
TrpΓˆHˆ 1q (3.14)
“ inf
ΓˆÑpρ,κq
"
TrrΓˆpTˆ ` Wˆ qs `
ż
drpvprq ´ µqρprq ´ 1
2
ż
dxdx1rD˚px,x1qκpx1,xq ` h.c.s
*
(3.15)
“FLevyrρ, κs `
ż
drpvprq ´ µqρprq ´ 1
2
ż
dxdx1rD˚px,x1qκpx1,xq ` h.c.s. (3.16)
Note that Fock space N¯ representability is different from the fractional-N¯ repre-
sentability in Ref. [143]. The Fock space N¯ representable density and pairing matrix
in Eqs. (3.14)-(3.16) are only required to come from a Fermionic ensemble density
matrix (not necessarily of a ground state), a much less constrained condition than
the v&D ensemble representability. The Fock space N¯ representability and the v&D
representability are the superconducting counterpart of N representability and v rep-
resentability in conventional DFT[4]. The universal functional FLevyrρprq, κpx,x1qs
thus contains the kinetic and two-body interaction energy. Alternatively, we can use
the Lieb-type definition for this universal functional[144]:
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FLiebrρprq, κpx,x1qs “ sup
v,D
tΩ0rvprq ´ µ,Dpx,x1qs ´
ż
drpvprq ´ µqρprq
` 1
2
ż
dxdx1rD˚px,x1qκpx1,xq ` h.c.su, (3.17)
with Ω0 defined in Eq. (3.11).
Now we assume the non-interacting v&D ensemble representability of Fock space
N¯ representable densities and pairing matrices, in which the density and the pairing
matrix of an interacting ground state system (w ‰ 0) can be represented by a
density and a pairing matrix of a non-interacting system (w “ 0). In other words,
for ρprq and κpx,x1q of an interacting ground state, there is always ρsprq and κspx,x1q
from a non-interacting system with normal potential vsprq and and pairing potential
Dspx,x1q such that
ρprq “ ρsprq, (3.18)
and
κpx,x1q “ κspx,x1q. (3.19)
Then we can have the grand potential decomposition,[123, 130, 131, 133, 142]
Ωrρ, κs “ V rρs ´ µN `Grκs ` FLevyrρ, κs (3.20)
“ Tsrρ, κs ` V rρs `Grκs ` Jrρs `Rrκs ` EXCrρ, κs ´ µN, (3.21)
where Tsrρ, κs is the kinetic energy of the hypothetical non-interacting system with
the same density and the pairing matrix, V rρs “ TrpΓˆVˆ q, Grκs “ TrpΓˆDˆq, Jrρs is
the mean-field energy of the particle-hole channel (usually called the Hartree term
in DFT),
Jrρs “ 1
2
ż
ρprqρpr1q
|r´ r1| drdr
1, (3.22)
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and Rrκs is the mean-field energy of the particle-particle channel
Rrκs “ 1
2
ż
κpx,x1qκ˚px,x1q
|r´ r1| dxdx
1. (3.23)
EXCrρ, κs includes all the quantum effects that are absent in the other energy terms,
EXCrρ, κs “ FLevyrρ, κs ´ Tsrρ, κs ´ Jrρs ´Rrκs
“ T rρ, κs `W rρ, κs ´ Tsrρ, κs ´ Jrρs ´Rrκs. (3.24)
The corresponding Kohn-Sham-like non-interacting system is governed by the
non-interacting Hamiltonian
Hˆs “
ż
dxψˆ:pxqr´1
2
∇2`vsprqsψˆpxq`1
2
ż
dxdx1rDspx,x1qψˆ:pxqψˆ:px1q`h.c.s, (3.25)
with the non-interacting normal potential
vsprq “ vprq `
ż
ρpr1q
|r´ r1|dr
1 `
ˆ
δEXCrρ, κs
δρprq
˙
κ
, (3.26)
and the non-interacting pairing potential
Dspx,x1q “ Dpx,x1q `DRpx,x1q `DXCpx,x1q, (3.27)
where
DRpx,x1q “ κpx,x
1q
|r´ r1| , (3.28)
and
DXCpx,x1q “
ˆ
δEXCrρ, κs
δκ˚px,x1q
˙
ρ
. (3.29)
The resulting self-consistent equation for this non-interacting system is the well-
known Kohn-Sham Bogoliubov-de Gennes (KS-BdG) equation[123, 134, 145], or the
Hartree-Fock-Bogoliubov equation for the Hartree-Fock approximate functional[117,
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146]. The KS-BdG equation and its solution are not necessary to establish the linear
response theory in Section 3.3 and 3.4, and are thus not addressed here. Refer to
standard textbooks such as Ref. [55] and [117] for details of the equation and its
solution.
3.3 Adiabatic linear-response TDDFT-P for non-superconducting sys-
tems
We now establish the theory for adiabatic linear-response TDDFT with pairing
fields (TDDFT-P) for non-superconducting systems. This generalizes the previous
TDDFT for superconductors with singlet-only excitations[122, 123] to include triplet
excitations. The adiabatic linear-response TDDFT-P provides a theoretical founda-
tion for using adiabatic DFAs in the pp-RPA equation. Especially, it justifies the
application of orbitals and eigenvalues from common DFAs in the pp-RPA equation.
Suppose we perturb the interacting non-superconducting system with a small
paring field
δDpx,x1; tq “
ÿ
pq
δDpqptqϕppxqϕqpx1q. (3.30)
In this Chapter we will use the same index convention as in Page 9. For simplicity,
we only discuss non-degenerate ground states which can be represented as vectors in
the Hilbert space for non-superconducting systems. According to the linear response
theory[55, 118], the linear response of the pairing matrix is related to the pairing
field by a pp response function,
Kpx,x1; y,y1; tq “ ´iθptqxΦgs|rψˆHpx1tqψˆHpxtq, ψˆ:pyqψˆ:py1qs|Φgsy, (3.31)
such that
δκpx,x1; tq “
ż
dτdydy1Kpx,x1; y,y1; t´ τqδDpy,y1; τq, (3.32)
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with ψˆHpxtq “ eiHˆ 1tψˆpxqe´iHˆ 1t the interacting field operator in the Heisenberg picture
and θptq the Heaviside step function. Expressed in a one-particle basis and transferred
to the frequency domain, Eq. (3.32) becomes
δκpqpωq “
ÿ
rs
Kpq,rspωqδDrspωq,
with
Kpq,rspωq “
ż
dteiωtdxdx1dydy1Kpx,x1; y,y1; tqϕ˚ppxqϕ˚q px1qϕrpyqϕspy1q. (3.33)
The pp response function is related to the correlation energy and N ˘ 2 excitation
energies.[118, 121] Specifically, if we perturb the corresponding KS-BdG system with
a small pairing field δDspx,x1; tq “ řpq δDspqptqϕppxqϕqpx1q, the pp response function
is
K0px,x1; y,y1; tq “ ´iθptqxΦgss |rψˆHspx1tqψˆHspxtq, ψˆ:pyqψˆ:py1qs|Φgss y, (3.34)
with ψˆHspxtq “ eiHˆ 1stψˆpxqe´iHˆ 1st the non-interacting field operator in the interacting
picture. The corresponding first order pairing matrix variation is,
δκspx,x1; tq “
ż
dτdydy1K0px,x1; y,y1; t´ τqδDspy,y1; τq. (3.35)
For a non-interacting non-superconducting system, K0pq,rspωq is trivial[55, 118],
K0pq,rspωq “ pδprδqs ´ δqrδpsqθpp´ F qθpq ´ F q ´ θpF ´ pqθpF ´ qqω ´ pp ` q ´ 2µq ` iη , (3.36)
where F represents the Fermi level such that p´F ą 0 if p is an unoccupied orbital
and p ´ F ă 0 if p is an occupied orbital. Accordingly, we can express the linear
response of the pairing matrix as,
δκsijpωq “ ´
δDsijpωq
ω ´ pi ` j ´ 2µq ` iη , (3.37)
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δκsabpωq “ δD
s
abpωq
ω ´ pa ` b ´ 2µq ` iη , (3.38)
and δκsiapωq “ δκsaipωq “ 0. η is an infinitesimal positive number to ensure the
convergence of the Fourier transformation. For the derivations below, we will drop
η as it does not affect the resulting equation.
To establish the adiabatic linear-response TDDFT-P, we assume that a) the first
order interacting pairing matrix variation δκpx,x1;ωq can be represented by the first
order non-interacting pairing matrix variation δκspx,x1;ωq, and that b) the response
of δDspx,x1;ωq to δκpy,y1;ωq is adiabatic. The representability assumption enables
us to study a many-body interacting system in terms of its non-interacting KS-BdG
system. From now on we will drop the subscript or superscript of κ as δκs “ δκ.
Approximation a) is made in analogy to the assumption in conventional TDDFT
where the first order density change in the KS system also represents the first order
density change in the interacting system, viz δρs “ δρ.The conditions under which
this assumption is valid are perhaps more restrictive than in DFT, and we consider
this an ad hoc assumption that enables us to formulate a linear-response TDDFT-P.
Under an external pairing field perturbation of Eq. (3.30), using Eqs. (3.37)-(3.38),
we have
´rω ´ pi ` j ´ 2µqsδκijpωq “ δDsijpωq
“ δDijpωq ` δDRijpωq ` δDXCij pωq
“ δDijpωq `
ÿ
kąl
Lij,klδκklpωq `
ÿ
cąd
Lij,cdδκcdpωq,
(3.39)
and
rω ´ pa ` b ´ 2µqsδκabpωq “ δDabpωq `
ÿ
kąl
Lab,klδκklpωq `
ÿ
cąd
Lab,cdδκcdpωq, (3.40)
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where the adiabatic pp response kernel is
Lpq,rs “ xpq||rsy ` 2
ż
dx1dx2dx
1
1dx
1
2ϕ
˚
ppx1qϕ˚q px11q
ˆ
ˆ
δ2EXCrρ, κs
δκ˚px1,x11qδκpx2,x12q
˙
ρ
ϕrpx2qϕspx12q, (3.41)
with xpq||rsy defined in Eq. (1.7). The adiabatic pp response kernel has the same
symmetry as the antisymmetrized two-electron integral
Lpq,rs “ ´Lpq,sr “ ´Lqp,rs “ Lqp,sr “ L˚rs,pq. (3.42)
Then we rearrange Eqs. (3.39) and (3.40) using a compact matrix notation,
„
A B
B: C
 „
X
Y

´ ω
„
I 0
0 ´I
 „
X
Y

“ ´
„
δDpp
δDhh

, (3.43)
where
Aab,cd “ pa ` b ´ 2µqδacδbd ` Lab,cd, (3.44)
Bab,ij “ Lab,ij, (3.45)
Cij,kl “ ´pi ` j ´ 2µqδikδjl ` Lij,kl, (3.46)
Xab “ δκabpωq, (3.47)
Yij “ δκijpωq, (3.48)
rδDppsab “ δDabpωq, (3.49)
and “
δDhh
‰
ij
“ δDijpωq. (3.50)
Note that all matrix indexes require a ą b or i ą j to eliminate the redundancy and
that the two identity matrices I’s have different dimensions. With Eq. (3.43), the
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pp response function in real-space representation can be expressed as
Kpx1,x11; x2,x12;ωq “ ´
ÿ
aąb,cąd
rMpωq´1sab,cdΨab,cdpx1,x11,x2,x12q
´
ÿ
iąj,kąl
rMpωq´1sij,klΨij,klpx1,x11,x2,x12q, (3.51)
where
Mpωq “
„
A B
B: C

´ ω
„
I 0
0 ´I

, (3.52)
and
Ψpq,rspx1,x11,x2,x12q “ ϕppx1qϕqpx11qϕ˚r px2qϕ˚s px12q ´ ϕppx1qϕqpx11qϕ˚s px2qϕ˚r px12q
´ ϕqpx1qϕppx11qϕ˚r px2qϕ˚s px12q ` ϕqpx1qϕppx11qϕ˚s px2qϕ˚r px12q.
(3.53)
Eq. (3.43) describes the response of the pairing matrix with respect to the pairing
field perturbation, similar to a driven harmonic oscillator. Alternatively, we can
study the eigenmode of the system by eliminating the driving force δD. The resulting
eigenvalue equation is
„
A B
B: C
 „
X
Y

“ ω
„
I 0
0 ´I
 „
X
Y

, (3.54)
with the eigenvalues N ` 2 excitation energies
ωN`2n “ ΩN`2n ´ ΩN0 “ EN`2n ´ EN0 ´ 2µ, (3.55)
and N ´ 2 excitation energies
ωN´2n “ ΩN0 ´ ΩN´2n “ EN0 ´ EN´2n ´ 2µ. (3.56)
These eigenvalues are also the poles of the pp response function in Eq. (3.51). Eq.
(3.54) can be solved for every interacting strength so the correlation energy can also
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be covered in the adiabatic-connection fluctuation-dissipation approach, similar to
the correlation energy beyond ph-RPA.[147–149]
The accuracy of Eq. (3.54) relies on how physical the approximation of Eq. (3.41)
is. For a non-superconducting system, both κ and δEXCrρ, κs{δκ˚ are zero, thus the
only explicit contribution of EXC to L is
lim
κÑ0
δ2EXCrρ, κs
δκ˚δκ
. (3.57)
The dependency of EXC with respect to κ is non-trivial and not well understood as
the exchange-correlation functional in traditional DFT. The simplest approximation
to EXCrρ, κs is to neglect the pairing matrix dependence,
EDFAXC rρ, κs ” EDFAXC rρ, κ “ 0s “ EDFAXC rρs, (3.58)
where EDFAXC rρs is the common exchange-correlation energy functionals in DFT. When
the approximation of Eq. (3.58) is adopted, EXC has zero contribution to L and the
resulting pp kernel is
LDFApq,rs “ xpq||rsy, (3.59)
identical to the kernel in pp-RPA[55, 117]. The use of Eq. (3.59) has been a nat-
ural consequence of the mean-field approximation in pp-RPA when a Hartree-Fock
reference is deployed. Now in view of TDDFT-P, Eq. (3.59) can be interpreted as
a kernel under the approximation of Eq. (3.58) for any pairing matrix free DFAs.
More importantly, the TDDFT-P perspective rationalizes the practice of using or-
bitals and eigenvalues from common DFAs (such as B3LYP or PBE) in the pp-RPA
equation[118, 119, 121]. If the pp-RPA equation is derived through the equation-of-
motion ansatz, since the KS orbitals are not eigenvectors of the Fock matrix, thus
the resulting matrix elements will contains the non-diagonal Fock matrix elements
in Eqs. (3.44) and (3.46). It is clear now that the pp-RPA equation can utilize DFT
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reference according to the approximation of Eq. (3.58), which is a main result of this
Chapter.
In the aforementioned approximation, EXC has zero contribution to L. Ref. [133]
and [123] presented an LDA functional for the pp interaction with non-zero EXC
contribution to L, which in principle could be used to calculate N ˘ 2 excitation
energies. However, their LDA is just a Coulomb with screening counting only singlet
interactions, which is not the true LDA. The true LDA should include the energies
of homogeneous electron gas at different pairing fields, like that in the local-spin-
density approximation. Unfortunately, to the best of our knowledge, no quantum
Monte Carlo calculations for the homogeneous electron gas were performed under
pairing fields. Thus, a true LDA functional accounts for both singlet and triplet
interactions is still in need.
In summary, adiabatic linear-response TDDFT-P justifies the use of common
pairing matrix independent DFAs in the pp-RPA equation by the approximation of
Eq. (3.58). This approximation leads to the working equation of pp-RPA using
common DFAs as practiced in Ref. [118, 119, 121]. Additionally, TDDFT-P allows
other pairing matrix dependent functionals EXCrρ, κs to be used to calculate N ˘ 2
excitations in the pp-RPA equation.
3.4 Linear-response TDDFT-P with frequency-dependent pp kernels
Section 3.3 establishes the theory of adiabatic linear-response TDDFT-P. We demon-
strate in this section that the extension beyond the adiabatic approximation can also
be formulated by just adopting the same representability approximation as that in
Section 3.3.
WKG[132] proved that there is a one-to-one mapping between the time evolution
of pρpr; tq, κpr Ò, r Ó; tq, jpr; tqq and the field pvpr; tq, Dpr Ò, r Ó; tq,Apr; tqq, except
for a gauge transformation. However, the one-to-one mapping involving the general
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pairing matrix κpx,x1; tq and the general pairing field Dpx,x1; tq has not been proved,
and the existence of this one-to-one mapping is still unknown. In fact, the linear-
response TDDFT for superconductors[122, 123] was built on an approximation of
the kernel rather than on the WKG one-to-one mapping.
Due to the absence of the proof of the one-to-one mapping between densities
pρpr, tq, κpr, r1; tqq and potentials pvprtq, Dpx,x1; tqq, it is not straightforward to present
the Dyson-like equation of TDDFT-P. If one follows the usual TDDFT derivation,
the density-density response function can be expressed as[128]
χpr1t1; r2t2q “ δρpr1t1q
δvpr2t2q (3.60)
“
ż
dr3dt3
δρspr1t1q
δvspr3t3q
δvspr3t3q
δvpr2t2q (3.61)
“
ż
dr3dt3
δρspr1t1q
δvspr3t3q
ˆ
δvpr3t3q
δvpr2t2q `
δpvspr3t3q ´ vpr3t3qq
δvpr2t2q
˙
(3.62)
“
ż
dr3dt3
δρspr1t1q
δvspr3t3q
ˆ
ˆ
δpr3t3, r2t2q `
ż
dr4dt4
δpvspr3t3q ´ vpr3t3qq
δρpr4t4q
δρpr4t4q
δvpr2t2q
˙
(3.63)
“ χspr1t1; r2t2q `
ż
dr3dt3dr4dt4χspr1t1; r3t3qfMBpr3t3; r4t4qχpr4t4; r2t2q,
(3.64)
where the non-adiabatic kernel representing the many-body (MB) memory effect is
fMBpr3t3; r4t4q “ δpvspr3t3q ´ vpr3t3qq
δρpr4t4q . (3.65)
The existence of the derivatives of vspr3t3q and vpr3t3q with respect to ρpr4t4q is
guaranteed by the Runge-Gross theorem[50]: there is a one-to-one mapping between
vpr3t3q (vspr3t3q) and ρpr4t4q up to an additive merely time-dependent function in the
potential. However, in deriving the pp response function δκspx1,x11; t1q{δDpx2,x12; t2q
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following Eqs. (3.60)-(3.64), the difficulty lies in the use of the chain rule in Eq.
(3.63): due to the lack of the proof of the particle-particle counterpart of the Runge-
Gross theorem, it is unknown whether the map D Ñ κ (Ds Ñ κ) is invertible
and thus the corresponding derivative δpDs ´Dq{δκ may not be rigorously defined.
Therefore, a frequency dependent pp kernel for TDDFT-PF is not as straightforward
as that in TDDFT.
We bypass the difficulty of the lack of the proof of the one-to-one mapping by
adopting Assumption a) in Section 3.3 and introducing a special probe of δD˜ that is
bijectively mapped to δκ˜. The pp response function so defined is thus invertible and
contains the same spectrum of the original pp response function. The final Dyson-like
equation is then
K˜pωq “ K˜spωq ` K˜spωqL˜pωqK˜pωq, (3.66)
where we have expressed the equation in frequency domain and used matrix multi-
plication to denote integration, and the frequency dependent pp kernel is
L˜pωq “ δpD˜spωq ´ D˜pωqq
δκ˜pωq , (3.67)
and the projected interacting and non-interacting linear-response pp response func-
tions are defined
K˜pωq “ δκ˜pωq
δD˜pωq ,
and
K˜spωq “ δκ˜pωq
δD˜spωq
.
Refer to Appendix ?? for mathematical details.
Similar to non-adiabatic linear-response TDDFT where double and higher-rank
excitations could be included, with a frequency dependent pp kernel of L˜pωq, the
dynamic effects of particle-particle (hole-hole) excitations could be accounted, while
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in DIP/DAE-EOM-CC methods such effects must come from higher-rank excita-
tions such as 3-particle-1-hole and 4-particle-2-hole excitation operators[141, 150].
The Dyson-like equation of Eq. (3.64) justifies the use of frequency dependent pp
kernel in the pp-RPA equation of Eq. (3.43). Additionally, if we cast the adiabatic
approximation in L˜pωq, i.e. using Eq. (3.41), we recover exactly the same results as
in Section 3.3.
3.5 Conclusions
We establish the linear response time-dependent density-functional theory with pair-
ing fields (TDDFT-P) for non-superconducting systems, for pairing fields of general
spins including both singlet and triplet interactions. Although the pairing density is
identically zero for a non-superconducting system, its linear response is non-zero and
contains important information of N˘2 excitation energies as well as the correlation
energy of the N´electron system. Due to the lack of a one-to-one mapping proof of
the pρprtq, κpx,x1; tqq and pvprtq´µ,Dpx,x1; tqq, the time dependent response theory
is not a straightforward generalization of the normal TDDFT. By assuming that
any linear-response pairing matrix generated from a pairing field perturbation of an
interacting non-superconducting system can be reproduced by the linear-response
pairing matrix generated from some pairing field perturbation of a non-interacting
non-superconducting system, the Dyson-like equation for the pp response function
is obtained, with a frequency dependent pp kernel. We also present the adiabatic
linear-response theory in which the kernel is derived from the second order deriva-
tives of the exchange-correlation energy with respect to the pairing matrix. The
adiabatic theory is an extension of the previous TDDFT for superconductors to in-
clude triplet excitations[123], and applies to non-superconducting systems like atoms
and molecules. TDDFT-P can be a useful theory to capture N ˘ 2 excitations and
correlation energies[121], going beyond the simplest pp-RPA.
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Furthermore, TDDFT-P rationalizes the use of orbitals and eigenvalues directly
from DFAs in the pp-RPA equation. The singlet-only LDA functional for supercon-
ductors in Ref. [133] and [123] could be used for TDDFT-PF calculations, but this
functional does not include triplet state information and will probably not be that
useful for this purpose. With better approximation of the pp kernel, one can have
more accurate N ˘ 2 excitation energies and ground state correlation energies, and
even important neutral excitation energies.
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4Ladder-Coupled-Cluster Doubles and its
equivalence to particle-particle random phase
approximation
4.1 Introduction
The random phase approximation (RPA) was originally proposed in the 1950s by
Pine and Bohm[151, 152] to treat the homogeneous electron gas. Since then, the
idea of RPA has spawned the studies of excitation energies, linear-response functions
and correlation energies in solid state physics[153–156], nuclear physics[55, 117, 157–
160], and quantum chemistry[161–164]. In the recent decade, there has been a re-
naissance of interest in the RPA correlation energy in quantum chemistry because of
its good description of van der Waals interaction[164], the correct dissociation limit
of H2[165] and, through the adiabatic connection its link to density-functional theory
(DFT)[164]. These features have motivated the development of efficient implemen-
tations, leading to relatively low scaling algorithms (OpL4 logLq by Eshuis et al.[166]
and OpL4q by Ren et al.[167] with L the number of basis functions) and going beyond
RPA is an active field of research that achieves exciting results[99, 147–149, 168–170].
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Recently, van Aggelen et al.[118] established an adiabatic connection for the
exchange-correlation energy in terms of the dynamic pairing matrix fluctuation, par-
allel to the adiabatic connection fluctuation dissipation (ACFD) theorem in terms of
the density fluctuation[155, 171]. Like the ACFD theorem, this adiabatic connection
is in principle exact, but requires the particle-particle propagator as a function of the
interaction strength. The particle-particle channel of random phase approximation
(pp-RPA) is the first-order approximation to the paring matrix fluctuation. The first
applications of the pp-RPA correlation energies to molecular systems provide promis-
ing results in describing systems with both fractional charge and fractional spin.[118]
The RPA usually applied in quantum chemistry describes exclusively the particle-
hole channel of correlations. To distinguish the two RPAs of different channels, we
will, hereafter, refer to the conventional particle-hole RPA as ph-RPA. In nuclear
physics, pp-RPA[55, 57, 111–117, 172, 173], also known as Brueckner’s theory[174–
177], is also widely discussed. In chemistry, however, pp-RPA has only been used
in computational study of Auger spectroscopy which involves double ionization of
molecules[135, 137], before van Aggelen et al.[118].
In the diagrammatic language extensively used in many-body perturbation-theory
(MBPT), the ph-RPA correlation energy is the sum of all ring diagrams[55, 178].
Based on the same diagrammatic arguments, already in the seminal work of Cˇ´ızˇek[179],
ph-RPA has been identified as a subset of the coupled-cluster doubles (CCD) equa-
tions, i.e. accounting only for the ring summation terms. The ph-RPA wavefunction
being of an exponential form is textbook knowledge[117]. Despite the well-known
equivalence between the ph-RPA correlation energy and summation of all ring dia-
grams in direct ring-CCD, the mathematical connection between the linear ph-RPA
equation and the quadratic equation in direct ring-CCD has only recently been pre-
sented by Scuseria et al.[180], while ideas can be traced back to work done forty
years before.[181] In the particle-particle channel, the pp-RPA correlation energy
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can be interpreted as the sum of all ladder diagrams[55]. As the sum of all lad-
der diagrams, methods like pp-RPA have also been closely related to the “ladder
approximation” in the literature[182]. Again, considering the diagrams involved,
Cˇ´ızˇek identified the sum of all ladder diagrams as a subset of CCD, which might
be called ladder-CCD[179] and the exponential form of the pp-RPA wavefunction is
also textbook knowledge[117]. However, we are not aware of any explicit demonstra-
tion of the equivalence of the linear form of the pp-RPA equation and the quadratic
ladder-CCD equation. The purpose of this paper is, following Ref. [180], to es-
tablish this connection between the two sets of seemingly distinct equations. Since
pp-RPA is a straightforward approximation in Green’s function theory[118], the es-
tablishment of this connection might shed light on the relationship between Green’s
function based methods and coupled-cluster theory, a perspective from which both
fields could benefit. Furthermore, it is our hope that the insight gained from linking
Green’s functions, coupled-cluster theory and DFT provides new stimulus to develop
novel density functional approximations. Moreover, the coupled-cluster connection
opens up a direct way to obtain molecular properties from a virtual orbital dependent
density functional and the pp-RPA based excited states can straightforwardly be ob-
tained via equation-of-motion coupled-cluster[12, 139, 183, 184] or, linear-response
coupled-cluster theory[185, 186].
4.2 The pp-RPA equation and its stability
The pp-RPA equation can be derived from the two-particle Green’s function, the
equation-of-motion ansatz, or the time-dependent Hartree-Fock-Bogoliubov approx-
imation (TDHFB)[55, 57, 117, 118]. The resulting generalized eigenvalue equation
is very similar to the ph-RPA equation (see, for example, Ref. [55, 117, 164, 180] for
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the ph-RPA equation),
„
A B
B: C
 „
xn
yn

“ ωn
„
I 0
0 ´I
 „
xn
yn

, (4.1)
where
Aab,cd “ pc ` d ´ 2νqδacδbd ` xab||cdy, (4.2)
Cij,kl “ ´pk ` l ´ 2νqδkiδjl ` xij||kly, (4.3)
and
Bab,ij “ xab||ijy. (4.4)
We use the index convention stated in Page 9 except that m, n are used to denote
eigenvector and eigenvalue indexes. Additionally, u is the molecular orbital eigen-
value, and xuv||sty is the antisymmetrized two-electron integral defined in Eq. (1.7).
The chemical potential ν is not an necessity in the equation-of-motion[57, 117] or the
two-particle Green’s function derivation[118]; while during the derivation from the
the TDHFB[55], ν is used to ensure that the ground state has the desired number
of electrons N . In practice, it is usually approximated to be half of HOMO (high-
est occupied molecular orbital) and LUMO (lowest unoccupied molecular orbital)
eigenvalues[118]. We will later show that the exact choice of the chemical potential
is unimportant within a certain range as long as the pp-RPA equation is stable.
The indexes of the matrix are either hole pairs or particle pairs. These indexes
have only i ą j for hole pairs and a ą b for particle pairs to eliminate the redundancy.
The number of particle (hole) pairs is
Nppphhq “ 1
2
Nvir(occ)pNvir(occ) ´ 1q, (4.5)
where Nvir(occ) is the number of virtual (occupied) orbitals. In general, Npp is much
larger than Nhh. The the upper left (lower right) identity matrix in Eq. (4.1) has
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the same dimension as A (C). Throughout the paper, the dimensions of identity
matrices will be omitted as they are clear from the context. The difference of the
dimensions of A and C makes the solution of the pp-RPA equation quite different
from that of the usual ph-RPA equation or the linear-response time-dependent DFT
equation[52]. Nevertheless, Eq. (4.1) and the ph-RPA equation share conceptually
similar properties as discussed in Ref. [158].
For simplicity, we use a compact matrix notation
Mzn “ ωnWzn, (4.6)
to denote Eq. (4.1), where M is the Hermitian matrix on the left hand side
M “
„
A B
B: C

, (4.7)
W is the non-positive definite metric
W “
„
I 0
0 ´I

, (4.8)
and zn is the full eigenvector
zn “
„
xn
yn

, (4.9)
with its eigenvalue ωn. Due to the non-positive definite metric W, Eq. (4.1) is not
guaranteed to have all real eigenvalues. We call z:nWzn the signature of an eigenvec-
tor zn. The signature can be positive, zero, or negative. The zero signature coincides
with an imaginary eigenvalue (see Appendix D.1), while positive and negative signa-
tures are associated with real eigenvalues. We categorize the eigenvectors according
to their signature, where eigenvectors with positive signatures are called N ` 2 exci-
tations and eigenvectors with negative signatures are called N ´ 2 excitations. For
a diagonalizable pp-RPA equation with all real eigenvalues, according to Subsection
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D.2 in the Appendix, the orthonormalization of the eigenvectors can be written as,
Z:WZ “ W, (4.10)
with all N ` 2 eigenvectors to the left of all N ´ 2 eigenvectors in Z. This special
arrangement will be kept all through the paper.
When all the eigenvalues of a diagonalizable pp-RPA equation are real, the pp-
RPA equation is defined to be stable if all the N`2 excitation eigenvalues are positive
and N ´ 2 excitation eigenvalues are negative, i.e. minn ωN`2n ą 0 ą maxm ωN´2m .
With the eigenvector arrangement according to signatures, the stability condition
can be expressed in a concise equation,
signpωq “ W, (4.11)
where signpωq is the sign function[187] of the eigenvalue matrix ω, which gives
rsignpωqsnm “ δnmsignpωnq since ω is diagonal. Note that Eq. (4.10) is a neces-
sary but not sufficient condition for the stability of Eq. (4.11).
These eigenvalues are interpreted as the double ionization and double electron
attachment energies in a molecular system, i.e.
ωN`2n “ EN`2n ´ EN0 ´ 2ν, (4.12)
are the N ` 2 excitation energies, and
ωN´2n “ EN0 ´ EN´2n ´ 2ν, (4.13)
the N ´ 2 excitation energies. With the eigenvalue interpretation of Eqs. (4.12)-
(4.13), an unstable pp-RPA equation violates the energy convexity condition[4]. It
has not been proved that such stability is intrinsic for a self-consistent solution of
a Hartree-Fock or Kohn-Sham/generalized Kohn-Sham molecular system, but in
practice unstable solutions have never been encountered for molecular systems so
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far in Ref.[118] and in present work, as compared to the notorious instability issue
of ph-RPA with exchange, namely the Hartree-Fock instability[158, 188, 189].
The stability condition of the pp-RPA equation is equivalent to the positive def-
initeness of the matrix M (see Appendix D.3 and Ref. [55] for further details).
With the whole spectrum of a stable pp-RPA equation, the pp-RPA correlation
energy can be expressed in several equivalent ways[118]
Epp-RPAc “
ÿ
m
ωN`2m ´ TrA “ ´
ÿ
n
ωN´2n ´ TrC “ 12
ÿ
n
|ωn| ´ 1
2
TrM. (4.14)
The precise value of ν is irrelevant for the correlation energy since it cancels out in
the expression, Eq. (4.14), as long as
min
m
pEN`2m ´ EN0 q ą 2ν ą max
n
pEN0 ´ EN´2n q,
such that the N ` 2 eigenvalues are positive and the N ´ 2 eigenvalues are negative.
A proper chemical potential also categorizes M to be positive definite, equivalent to
the stability condition (see Subsection D.3 in the Appendix for details).
4.3 Proof of the equivalence of pp-RPA and ladder-CCD
The CCD ansatz, the simplest method in the coupled cluster family, expresses the
wavefunction as
|CCDy “ eTˆ2 |Φ0y, (4.15)
where |Φ0y is a single Slater determinant, and Tˆ2 is the two-body cluster operator
Tˆ2 “ 1p2!q2
ÿ
ijab
tabij aˆ
:iˆbˆ:jˆ “
iąj,aąbÿ
ijab
tabij aˆ
:iˆbˆ:jˆ, (4.16)
where aˆ:, iˆ are the creation and annihilation operators for spin orbital a and i, re-
spectively and tabij is the double excitation amplitude, having the symmetry
tabij “ ´tabji “ ´tbaij “ tbaji . (4.17)
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The correlation energy is expressed in terms of the amplitudes through the energy
equation
ECCDc “
iąj,aąbÿ
ijab
xij||abytabij , (4.18)
while the amplitudes tabij are solved for by the CCD amplitude equation (see Ref. [12]
for extensive discussions),
abij t
ab
ij “ xab||ijy ` 12
ÿ
cd
xab||cdytcdij ` 12
ÿ
kl
xij||klytabkl
´
ÿ
kc
pxbk||cjytacik ´ xbk||ciytacjk ´ xak||cjytbcik ` xak||ciytbcjkq
`
ÿ
klcd
xkl||cdyr1
4
tcdij t
ab
kl ´ 12pt
ac
ij t
bd
kl ` tbdij tackl q ´ 12pt
ab
ik t
cd
jl ` tcdiktabjl q ` ptacik tbdjl ` tbdiktacjl qs.
(4.19)
By allowing only particle-hole summations in Eq. (4.19), Scuseria et al.[180] have
shown that the amplitude equation reduces to the ph-RPA equation with exchange,
i.e., the time-dependent Hartree-Fock (TDHF) equation. Further eliminating the
exchange terms in the two-electron integrals yields the conventional direct ph-RPA.
Similarly, if we allow only summations of particle pairs and hole pairs, Eq. (4.19)
becomesÿ
kl
pk ` lqtabklδkiδjl ´
ÿ
cd
pc ` dqtcdij δacδbd
“xab||ijy ` 1
2
ÿ
cd
xab||cdytcdij ` 12
ÿ
kl
xij||klytabkl ` 14
ÿ
kl,cd
tabkl xkl||cdytcdij . (4.20)
We refer to this truncated CCD as ladder-CCD, due to its restriction to ladder
diagrams included in the correlation energy[179]. The exponential wavefunction of
Eq. (4.15) with exponent of Eq. (4.25) has been proposed in Ref. [117], together with
a similar form for ph-RPA, however without exploring their connection to the form
104
of truncated CCD, a question worth while investigating, considering that the there
are several possibilities to evaluate the energy of an exponential wavefunction[190].
By utilizing the antisymmetry of the two-electron integrals xuv||sty “ ´xuv||tsy, Eq.
(4.20) can be rearranged as
cądÿ
cd
Aab,cdt
cd
ij `
kąlÿ
kl
Cij,klt
ab
kl `Bab,ij `
kąl,cądÿ
kl,cd
tabklB
˚
cd,klt
cd
ij “ 0, (4.21)
with A, B, and C defined in Eqs. (4.2)-(4.4). Denoting the amplitude as a matrix
Tab,ij “ tabij , Eq. (4.21) results in an algebraic matrix equation
AT`TC`B`TB:T “ 0. (4.22)
Now, we will show that the pp-RPA equation of Eq. (4.1) is equivalent to the ladder-
CCD amplitude equation under the assumption that the pp-RPA equation is stable.
The pp-RPA equation for only the N ` 2 excitations reads,„
A B
B: C
 „
X
Y

“
„
I 0
0 ´I
 „
X
Y

ωN`2, (4.23)
where dim X “ Np ˆNp, dim Y “ Nh ˆNp, and dimωN`2 “ Np ˆNp. Multiplying
X´1 from the right on Eq. (4.23) gives
„
A B
B: C
 „
I
T˜:

“
„
I 0
0 ´I
 „
I
T˜:

R, (4.24)
where
T˜ “ pYX´1q:, (4.25)
and
R “ XωN`2X´1. (4.26)
The invertibility of X is guaranteed by a stable pp-RPA equation (see Subsection
D.4 in the Appendix for the detailed proof). Multiplying rT˜: 1s from the left Eq.
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(4.24) becomes
T˜:A` T˜:BT˜: `B: `CT˜: “ 0. (4.27)
Comparing Eq. (4.22) and Eq. (4.27), we infer that T “ T˜.
The particle-particle block of Eq. (4.24) gives
A`BT: “ R. (4.28)
Then, the ladder-CCD correlation energy of Eq. (4.18) can be expressed as
Eladder´CCDc “ TrpB:Tq “ rTrpR´Aqs˚ “
ÿ
m
ωN`2m ´ TrA, (4.29)
which is identical to the pp-RPA correlation energy in Eq. (4.14). From Eqs. (4.20)-
(4.22), it is also clear that the chemical potential has no contribution because they
cancel each other in the CCD equations through AT`TC.
Alternatively, one can also derive the equivalence using the N ´ 2 excitation
eigenvectors with similar techniques. The resulting amplitude will be the same,
while the correlation energy expression will be the second equation in Eq. (4.14). An
alternative proof of equivalence can also be formulated using a Schur decomposition
in analogy to Appendix 5 in Ref. [180].
In conclusion, the correlation energy from pp-RPA is equivalent to that of ladder-
CCD, assuming that the pp-RPA equation is stable. The equivalence raises the ques-
tion if the nonlinear ladder-CCD equations always converge to the unique solution
of the linear pp-RPA equation system.
4.4 Numerical demonstrations
All coupled cluster and second-order Møller–Plesset perturbation theory (MP2) com-
putations reported herein are performed in a locally modified version of CFOUR[191],
while pp-RPA is performed with QM4D[37].
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Concerning the algorithm, truncating the CCD equations to include only the
ladder diagrams (Eq. (4.20)) can be seen as a small modification of the CCD equa-
tions or a small extension of the linearized CCD, also known as CEPA(0) or D-
MBPT(8)[12], amplitude equations. Note that the computationally most expensive
term of coupled-cluster singles and doubles (CCSD), scaling as N2occN
4
vir, is the major
part of the term quadratic in the amplitudes of Eq. (4.20). In terms of efficiency,
the matrix multiplications necessary for solving the non-linear system of equations
in standard coupled cluster algorithms are traded against the diagonalization in the
pp-RPA algorithm, which, at the non-optimized stage of the code,[37] is significantly
slower than solving the non-linear equations. However, the diagonalization has the
indisputable advantage that the solution is unique, whereas the non-linear coupled
cluster equations have multiple minima (most of them lacking any physical meaning),
without an a priori guarantee or check that the “correct” solution is found.[12]
All computations are carried out in the unrestricted Hartree-Fock (UHF) frame-
work, but without breaking spatial symmetry. The correlation consistent basis sets of
Dunning and coworkers[192, 193] have been applied with cartesian d- and f- atomic-
orbitals. The ladder-CCD amplitudes are found to converge essentially as fast (or
with a couple of iterations less) than the corresponding CCSD equations.
All total energies of ladder-CCD and pp-RPA (see Table 4.2) agree exceedingly
well, the largest difference being 10´5 Hartree, which is on the same order of mag-
nitude as the difference in nuclear repulsion energy between the two programs and
can have its origin in, e.g., integral screening (SCF and CC iteration convergence
has been checked carefully). In terms of correlation energy, ladder-CCD captures
between 43% (Be) to 80% (Ne) of CCSD, while the full CCD energy recovers about
99%. Note that MP2 has min and max values of 70% and 99% for the same sys-
tems. Furthermore, changing to a DFT reference leads to an increased (in absolute
terms) correlation energy, with min/max values reaching 51(54)% and 92 (95)% for
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B3LYP[28, 30] (PBE[29]) orbitals. It is important to point out that the present pp-
RPA@DFT is not equivalent to ladder-CCD with a DFT reference when following
the usual practice in the coupled cluster community[194, 195]: for pp-RPA@DFT,
the molecular orbital energies are the eigenvalues of the Kohn-Sham Hamiltonian.
However, the use of DFT orbitals in coupled cluster computations is considered as
a “non-HF” reference wavefunction, for which the one-particle Hamiltonian is not
diagonal and the corresponding terms can be accounted for, yielding results that are
much closer to HF based computations.[196, 197]
As a graphical illustration, Fig 4.1a shows the case of a dissociating cationic dimer
(Ne`2 ), a typical probe for (de)localization error. We are using a spatial symmetry
(D8h) preserving unrestricted HF reference wavefunction for Ne`2 which corresponds
to the 2Σg ground state, as compared to F
`
2 the ground state of which is
2Πg[198].
Again, the total energies of ladder-CCD and pp-RPA are identical to numerical
precision (considering the two very different algorithms and programs), but not in
very good agreement with CCSD. To further investigate the (de)localization error[39],
Fig 4.1b shows the binding energy with respect to the separated fragments. The
binding energy of ladder-CCD is in fairly good agreement with CCSD and only a
small “bump” is observed somewhere between 3 and 4 A˚, revealing that the missing
absolute correlation energies in ladder-CCD compared to CCSD are almost irrelevant
for the binding energy. The localization error of HF is over-corrected by MP2,
but increasing the correlation treatment to the coupled cluster level improves the
dissociation limit further, leading to the previously reported[118] negligible fractional
charge error.
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Figure 4.1: The potential energy surface (a) and the binding curve (b) of Ne`2 of
various methods with the aug-cc-pVTZ basis set. The total energies of pp-RPA are
substantially in error (a), since the correlation energy of the ladder diagrams is not
very well balanced (MP2 total energies are, on the scale of the figure, indistinguish-
able from CCD, and pp-RPA is correct through second order[118]). However, the
binding energy (b) reveals that the missing correlation energy cancels almost per-
fectly out, yielding a pp-RPA binding energy curve very close to CCD, while MP2
deviates from CCSD in the other direction (overbinding).
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Table 4.1: Atomization energies (in kcal mol-1) of various methods. Geometries are
taken from the G3 set[199, 200]. Experimental atomization energies are taken from
Ref. [201–204]. The basis set is cc-pVTZ. The mean absolute deviation (MAD) is
with respect to experimental data.
CH4 H2O NH3 CH2O MAD
HF 327.9 153.8 199.3 255.5 96.5
pp-RPA@HF 392.8 208.7 264.9 343.5 28.2
ladder-CCD 392.8 208.7 264.9 343.5 28.2
pp-RPA@PBE 410.7 225.8 284.5 373.5 7.0
pp-RPA@B3LYP 406.4 221.7 279.8 366.8 12
MP2 416.3 230.3 290.2 378.1 4.2
CCD 416.4 223.2 287.7 359.7 8.9
CCSD 416.6 223.6 288.1 361.6 8.2
Exp. 419.2 232.2 297.5 373.6 –
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Table 4.2: Total energies of lCCD and related methods. Geometries are taken from the G3 set[199, 200]. The basis set is
cc-pVTZ. All energies are in Hartree.
HF pp-RPA@HF ladder-CCD pp-RPA@PBE pp-RPA@B3LYP MP2 CCD CCSD
He -2.861154 -2.885608 -2.885608 -2.889343 -2.888504 -2.894441 -2.900328 -2.900351
Li -7.432706 -7.443903 -7.443903 -7.444664 -7.444450 -7.446781 -7.449184 -7.449243
Be -14.572875 -14.598923 -14.598923 -14.605231 -14.603533 -14.614751 -14.632242 -14.632817
B -24.532104 -24.566435 -24.566436 -24.575674 -24.573063 -24.584950 -24.604746 -24.605490
C -37.691663 -37.746778 -37.746778 -37.760145 -37.756583 -37.769564 -37.789208 -37.789809
N -54.400883 -54.482916 -54.482916 -54.500883 -54.496235 -54.509992 -54.525553 -54.525893
O -74.811910 -74.933839 -74.933839 -74.959853 -74.953384 -74.969918 -74.985506 -74.986128
F -99.405657 -99.576884 -99.576884 -99.611587 -99.603292 -99.622736 -99.633484 -99.634177
Ne -128.532010 -128.760771 -128.760771 -128.804849 -128.794546 -128.816523 -128.817814 -128.818536
CH4 -40.213408 -40.372051 -40.372054 -40.411910 -40.402169 -40.432266 -40.452031 -40.452991
H2O -76.056687 -76.266046 -76.266049 -76.318304 -76.305731 -76.336459 -76.340863 -76.342084
NH3 -56.217964 -56.404439 -56.404440 -56.452289 -56.440556 -56.471921 -56.483441 -56.484474
CH2O -113.910280 -114.227562 -114.227552 -114.313824 -114.293495 -114.341669 -114.347547 -114.351726
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Similarly to the binding energy of Ne`2 , the atomization energies (Table 4.1) il-
lustrate that the correlation energy missing in ladder-CCD largely cancels out when
computing reaction energies. For the four molecules considered, ladder-CCD pro-
vides 77% on of the correction between the HF and CCSD atomization energies on
average. This is to be compared with MP2 which recovers on average 107%. How-
ever, the mean absolute deviation for pp-RPA@PBE compared to the experimental
values is substantially better, having the same level of accuracy as CCSD. In sum-
mary, the numerical analysis shows that ladder-CCD and pp-RPA are equivalent and
that pp-RPA covers a substantial amount of correlation energy that is relevant for
atomization energies of typical small molecules in Table 4.1. An efficient pp-RPA im-
plementation has, therefore, the potential to become a valuable electronic structure
theory.
4.5 Conclusions
The connection between the linear pp-RPA equation and the quadratic ladder-CCD
equation has been established and numerically verified. The numerical assessment
suggests that pp-RPA is fairly accurate for some reaction energies, despite its incom-
plete diagram summation. This mathematical connection is helpful in understanding
the relationship between Green’s function theory and coupled-cluster methods. The
ladder-CCD perspective of pp-RPA makes the study of its ground and excited state
properties straightforward.
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5Second random phase approximations
5.1 Introduction
The particle-hole random phase approximation (ph-RPA)[151, 152] has been a conve-
nient method to study particle-hole excitations and correlation energies for nuclei[55,
58, 117, 157–159], molecules[161–164] and solids[154–156]. The ph-RPA can be
viewed as a response in time-dependent Hartree theory where exchange correlation
contribution is omitted in time-dependent density-functional theory (TDDFT)[52],
as the correlation energies of all ring diagrams[55], or alternatively as a ring approx-
imation in coupled-cluster doubles[180]. Viewed as a correlation energy functional
from adiabatic connection in density-functional theory[164], there is a renaissance
of the ph-RPA in the quantum chemistry community due to its good description of
van der Waals interaction[164] and the correct dissociation limit of H2[165]. These
features have incentivized developments of fast algorithms for ph-RPA correlation
energies[161, 167]. Nonetheless, the ph-RPA exhibits formidable fractional charge
errors which prohibit the applications of the ph-RPA to many systems.[99]
On the other hand, the particle-particle random phase approximation (pp-RPA)[57,
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111–113, 172, 173], also known as Brueckner’s theory[174–176], has been a textbook
method in nuclear physics to study pairing vibrations[55, 117]. The pp-RPA can
be interpreted as the time-dependent Hartree-Fock-Bogoliubov approximation[55],
as linear-response time-dependent density-functional theory with pairing fields at
the zero pairing field limit[14], as the adiabatic connection of the pairing matrix
fluctuation[118], as the sum of all ladder diagrams[55], or as a ladder approximation
in coupled-cluster doubles[15, 179]. Recent applications of the pp-RPA in molecular
systems reveal that the pp-RPA satisfies the flat-plane condition[40, 118] and has
better thermochemistry behavior than ph-RPA[119]. The pp-RPA can also capture
double excitations from an N ´ 2 reference, which is impossible for adiabatic linear-
response TDDFT[121]. However, due to the limitation of the N ´ 2 reference con-
struction, single excitations from non-highest occupied molecular orbitals (HOMO)
are absent in the pp-RPA. In this Chapter, we develop the restricted second particle-
hole random-phase approximation and the restricted second particle-particle random
phase approximation that can capture the full single excitation spectrum and some
double excitations.
The second particle-hole random phase approximation (2ph-RPA)[58, 205–208]
is a natural extension of ph-RPA or time-dependent Hartree-Fock (TDHF) in the
equation-of-motion (EOM)[57] framework, where the the excitation operators include
both single and double excitations. 2ph-RPA has been used in nuclear physics[206,
207] and metal clusters[208] to study double excitations, but not in chemistry in
general. Parallel to the 2ph-RPA, we devise here the second particle-particle ran-
dom phase approximation (2pp-RPA) that supplements the pp-RPA excitation op-
erators with three-particle-one-hole (3p1h) and one-particle-three-hole (1p3h) op-
erators. From an N ´ 2 reference, 2pp-RPA has all critical double excitations
in the pp-RPA, plus all single excitations and some triple excitations. The com-
putational scaling of the 2ph-RPA and the 2pp-RPA can be reduced by placing
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some rational restrictions on the excitation operators, leading to formal scaling
of OpL4q, the same scaling of TDDFT and the pp-RPA. The philosophy behind
the 2ph-RPA and the 2pp-RPA is very similar to including 3p1h/1p3h operators
and above in double-ionization-potential/double-electron-affinity equation-of-motion
coupled-cluster (DIP/DEA-EOM-CC) methods[141, 150].
This Chapter is organized as follows. The theories of the 2ph-RPA and the
2pp-RPA and their restrictions are described in Section 5.2. Section 5.3 presents
the implementation and calculation details for these methods. Results are shown in
Section 5.4 with discussions. Finally, Section 5.5 concludes this Chapter.
5.2 Theory
5.2.1 2ph-RPA formalism
The second particle-hole random phase approximation (2ph-RPA) is the EOM with
|0y using HF wavefunction and Qˆ:I including all single and double particle-hole exci-
tation operators, i.e. operators of ta:iu and ta:ib:ju. t¨ ¨ ¨ u indicates the operator is
normal ordered with respect to the Fermi sea.[12] The resulting eigenvalue equation
is[58, 205–208]
»——–
ASS ASD BSS 0
A:SD ADD 0 0
B:SS 0 AS˚S AS˚D
0 0 ATSD AD˚D
fiffiffifl
»——–
XS
XD
YS
YD
fiffiffifl “ ω
»——–
ISS 0 0 0
0 IDD 0 0
0 0 ´ISS 0
0 0 0 ´IDD
fiffiffifl
»——–
XS
XD
YS
YD
fiffiffifl ,
(5.1)
where subscripts S and D denote the single and double excitation blocks respectively,
and I is an identity matrix. The matrix elements are
Aia,jb “ δijFab ´ δabFji ` xaj||iby, (5.2)
Aia,kcld “ Upklqrδikxal||cdys ´ Upcdqrδacxkl||idys, (5.3)
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Aiajb,kcld “ UpabqUpijqrUpcdqδjlδikδbdFac ´ UpklqδbdδacδjlFkis ` Upabqrδacδbdxkl||ijys
(5.4)
` Upijqrδikδjlxab||cdys ` UpijqUpabqUpklqUpcdqrδikδacxbl||jdys, (5.5)
and
Bia,jb “ xij||aby, (5.6)
where Fpq is the Fock matrix element, xpq||rsy is an antisymmetrized two-electron
integral defined in Eq. (1.7), and Uppqq is an operator that antisymmetrizes the term
with respect to p and q,
Uppqqfpp, qq “ fpp, qq ´ fpq, pq. (5.7)
Note that only the single-single block of the B matrix is nonzero. For a HF reference,
Fpq “ δpqp where p is the molecular orbital eigenvalue.
It is interesting to compare Eq. (5.1) and the CISD equation in Eq. (1.32)
»– 0 0 A0D0 ASS ASD
A:0D A
:
SD ADD
fifl»– X0XS
XD
fifl “ E
»– X0XS
XD
fifl , (5.8)
where
A0,iajb “ xij||aby “ Bia,jb, (5.9)
and ASS, ASD and ADD are defined the same as those in 2ph-RPA. Therefore,
the CISD matrix and the 2ph-RPA matrix contain exactly the same amount of
information. However, the rearrangement of matrix elements makes CISD and 2ph-
RPA dramatically different.
It is also noted that the matrix in the time-dependent Hartree-Fock (TDHF)
equation in Eq. (1.176) is a submatrix of the 2ph-RPA matrix. It is well-known that
TDHF suffers from HF instability issues for many systems. Therefore, any instability
in TDHF leads to instability in 2ph-RPA. TDA is the approximation to set the B
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matrix zero, which could ameliorate some instability issues and improve the result.
The second particle-hole Tamm-Dancoff approximation (2ph-TDA) is then
„
ASS ASD
A:SD ADD
 „
XS
XD

“ ω
„
XS
XD

. (5.10)
5.2.2 2pp-RPA formalism
Parallel to the 2ph-RPA, by complementing the three-particle one-hole ta:b:c:iu and
one-particle three-hole ta:ijku operators in the pp-RPA equation, we derive the 2pp-
RPA equation using Wick’s theorem contraction[12],»———–
A2p,2p A2p,3p1h B2p,2h 0
A:2p,3p1h A3p1h,3p1h 0 0
B:2p,2h 0 C2h,2h C2h,1p3h
0 0 C:2h,1p3h C3p1h,3p1h
fiffiffiffifl
»——–
X2p
X3p1h
Y2h
Y1p3h
fiffiffifl
“ω
»——–
I2p,2p 0 0 0
0 I3p1h,3p1h 0 0
0 0 ´I2h,2h 0
0 0 0 ´I3p1h,3p1h
fiffiffifl
»——–
X2p
X3p1h
Y2h
Y1p3h
fiffiffifl , (5.11)
with
Aab,de “ UpabqUpdeqrδbeFads ` xab||dey, (5.12)
Aab,defl “ 1
2
UpabqUpdefqrδadxbl||efys, (5.13)
Aabci,defl “ 1
2
δilUpabcqUpdefqrFadδbeδcf s ´ FliUpabcqrδadδbeδcf s
´ 1
2
UpabcqUpdefqrδadδbexcl||fiys ` 1
4
UpabcqUpdefqrδilδcfxab||deys,
(5.14)
Bab,lm “ xab||lmy, (5.15)
Cij,lm “ ´UpijqUplmqrδjmFils ` xij||lmy, (5.16)
Cij,dlmn “ 1
2
UpijqUplmnqrδjnxdi||lmys, (5.17)
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and
Caijk,dlmn “ FdaUpijkqrδilδjmδkns ´ 1
2
δadUpijkqUplmnqrFilδjmδkns
´ 1
2
UpijkqUplmnqrδjmδknxdi||alys ` 1
4
UpijkqUplmnqrδadδknxij||lmys.
(5.18)
Again, only the 2p-2h block of the B matrix is nonzero.
Similarly, we can obtain 2pp-TDA by setting B zero,„
A2p,2p A2p,3p1h
A:2p,3p1h A3p1h,3p1h
 „
X2p
X3p1h

“ ω
„
X2p
X3p1h

. (5.19)
5.2.3 Excited state properties
In EOM, since there is no explicit excited state wavefunction, properties of excited
states such as density matrices and S2 expectation values are not directly available.
The motivation for excited state property calculations comes from the need to dis-
tinguish spin states in the results for an unrestricted calculation. There were a few
discussions on this topic in the literature. The original proposal for excited state
properties by Rowe is1
xF |Wˆ |F yRowe “ x0|Wˆ |0y ` x0|rOˆF , Wˆ , Oˆ
:
F s|0y
x0|rOˆF , Oˆ:F s0y
. (5.20)
Alternatively, we can use the expression
xF |Wˆ |F yRowe “ x0|Wˆ |0y `
„
XF
YF
: „
ApW q BpW q
BpW q: ApW q˚
 „
XF
YF

„
XF
YF
: „
C D
D: ´C˚
 „
XF
YF
 , (5.21)
with ApW q and BpW q defined as in Eqs. (4.2) and (4.4) but replacing Hˆ with Wˆ .
Ref. [209, 210] proposed other formulas, however, due to the complexity of their
1 Note that in Ref. [58] the denominator x0|rOˆF , Oˆ:F s0y is absent, probably they assume to study
the excited state and not the deexcited state and the normalization is one by default.
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expressions, Eq. (5.20) is the most used expressions. Eq. (5.20) does not always
produce reasonably values. For example, for triplet excited states from a closed-shell
singlet reference in TDDFT[211],
xF |Sˆ2|F yRowe “ 2pX
:
FXF `Y:FYF q
X:FXF ´Y:FYF
, (5.22)
which is normally larger than 2. On the other hand, Casida explicitly assigned the
excited state wavefunction |F y in TDDFT[52],
|F yCasida “
ÿ
ia
c
a ´ i
ωF
Zia,F ta:iu|0y, (5.23)
where ZF is the orthonormal eigenvector of a transformed TDDFT equation,
rpA´Bq1{2pA`BqpA´Bq1{2sZF “ ω2FZF . (5.24)
In TDDFT, ZF is related to XF and YF ,
ZF “ pA´Bq´1{2pXF `YF q. (5.25)
Casida’s explicit construction of the wavefunction enables the calculation of excited
state expectation values. In this way, Casida’s expectation value is equivalent to
xF |Wˆ |F yCasida “ x0|Wˆ |0y ` 1
ωF
Z:F p∆q1{2ApW qp∆q1{2ZF , (5.26)
with ∆ia,jb “ δijδabpa ´ iq. Ipatov et al.[211] also proposed another expectation
value formula
xF |Wˆ |F yIpatov “ x0|Wˆ |0y ` Z:FApW qZF . (5.27)
Eqs. (5.26) and (5.27) are preferable for delivering exact xF |Sˆ2|F y for closed-shell
triplet excitations. In this subsection, we will discuss some other possible expressions
for excited state properties.
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Eqs. (5.26) and (5.27) actually resembles the expectation value expressions in
TDA,
xF |Wˆ |F yTDA “ x0|Wˆ |0y ` X
:
FApW qXF
X:FXF
. (5.28)
Therefore, we deem that BpW q and YF may not be useful in expectation evaluation,
and propose to use Eq. (5.28) for general EOM solutions. Note that for hole-hole
excitations in pp-RPA/2pp-RPA solutions, Eq. (5.28) should be slightly modified,
xF |Wˆ |F yTDA(hh) “ x0|Wˆ |0y ´ Y
:
FCpW qYF
Y:FYF
. (5.29)
Note also that in EOM the normalization requires that
X:FXF ´Y:FYF “ signpX:FXF ´Y:FYF q,
therefore the normalization factors in Eqs. (5.28) and (5.29) are required. Alterna-
tively, Eq. (5.22) delivers an intuition that reversing the sign of the Y:FYF term may
be a good way to calculate expectation values. Thus we have a revised expression
xF |Wˆ |F yRev “ x0|Wˆ |0y
` X
:
FApW qXF `X:FBpW qYF `Y:FBpW q:XF `Y:FGpW qYF
X:FXF `Y:FYF
(5.30)
where GpW q “ ApW q˚ for particle-hole excitations and GpW q “ CpW q for particle-
particle or hole-hole excitations. Note that for Wˆ “ Hˆ, Eq. (5.30) could produce
excitation energies quite different from the eigenvalues from the original EOM equa-
tions. The performance of expressions above will be discussed in Section 5.3.
Before we conclude this subsection, we have a brief description of obtaining the
matrix elements of ApW q, BpW q, and CpW q for Sˆ2. The Sˆ2 operator can be ex-
pressed as
Sˆ2 “ Sˆ`Sˆ´ ` Sˆ2z ´ Sˆz. (5.31)
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Since both the reference and excited states are Sˆz eigenvectors from construction,
the operator we need to study is
Σˆ “ Sˆ`Sˆ´. (5.32)
Using normal order techniques, Σˆ can be partitioned into a constant, a one-body
operator, and a two-body operator,
Σˆ “
ÿ
pqrs
xp|Sˆ`|qyxr|Sˆ´|syp:qr:s
“
ÿ
ia
xi|Sˆ`|ayxa|Sˆ´|iy `
ÿ
psa
xp|Sˆ`|ayxa|Sˆ´|sytp:su `
ÿ
qri
xi|Sˆ`|qyxr|Sˆ´|iytqr:u
`
ÿ
pqrs
xp|Sˆ`|qyxr|Sˆ´|sytp:qr:su
“
ÿ
ia
xi|Sˆ`|ayxa|Sˆ´|iy `
ÿ
pq
p
ÿ
a
xp|Sˆ`|ayxa|Sˆ´|qy ´
ÿ
i
xi|Sˆ`|qyxp|Sˆ´|iyqtp:qu
´ 1
4
ÿ
pqrs
rUppqqUprsqxp|Sˆ`|ryxq|Sˆ´|systp:q:rsu, (5.33)
where we have assumed that all orbitals are either α or β orbitals. Therefore, the
normal ordered matrix elements of Σˆ are
pΣ1Nqpq “
ÿ
a
xp|Sˆ`|ayxa|Sˆ´|qy ´
ÿ
i
xi|Sˆ`|qyxp|Sˆ´|iy, (5.34)
and
pΣ2Nqpq,rs “ ´UppqqUprsqxp|Sˆ`|ryxq|Sˆ´|sy. (5.35)
All these matrix elements can be expressed via the spatial overlap matrix between
α and β orbitals. Then the resulting matrix elements of ApΣq, BpΣq and CpΣq are
the same as those in A, B and C except that Fpq is replaced by pΣ1Nqpq and that
xpq||rsy is replaced by pΣ2Nqpq,rs.
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5.2.4 Orbital restrictions
Those eigenvalue problems in 2RPAs (i.e. the 2ph-RPA, the 2ph-TDA, the 2pp-
RPA, and the 2pp-TDA) stated above are still too time-consuming to be solved, with
scaling of OpL6q even employing Davidson’s algorithm[212]. Our goal for utilizing
these extended models is to capture all single excitations and the most important
– low-lying – double excitations that remedies the lack of double excitations in the
RPA or the missing of non-HOMO single excitations in the pp-RPA. Therefore, for
the 2ph-RPA and the 2ph-TDA, we will restrict the double excitation tensors to
include only double excitations from HOMOs. The resulting models are thus named
the restricted second random phase approximation (r2ph-RPA) and the restricted
second Tamm-Dancoff approximation (r2ph-TDA). Depending on the degeneracy
of frontier orbitals, HOMOs may include multiple spatial orbitals. The resulting
excitation operator for the r2ph-TDA is then
Oˆ:F “
ÿ
ia
Xiata:iu ` 1
4
i,jPHOMOsÿ
ijab
Xiajbta:ib:ju, (5.36)
and similar for the r2ph-RPA.
On the other hand, for the 2pp-TDA, we limit the 3p1h excitation operator
to include only those excitations that place two electrons back to HOMOs of the
N -electron state (the LUMOs of the (N ´ 2)-electron state). Then the resulting
r2pp-TDA operator is
Oˆ:F “
ÿ
ab
Xabta:b:u ` 1
6
b,cPHOMOsÿ
abci
Xabcita:b:c:iu. (5.37)
Note that the HOMOs in Eqs. (5.36) and (5.37) are both HOMOs for N -electron
states. If the N -electron state has degenerate HOMOs (e.g. HOMOs of benzene
have two-fold degenerate), the self-consistent pN ´2q-electron state is likely to break
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the spatial symmetry which could cause problems for excitation energy calculations.
Therefore, HOMOs in 2pp-TDA usually contains one spatial orbital (two spin or-
bitals). Due to the asymmetry of 3p1h operators and 1p3h operators, restricting
3p1h operators but not 1p3h operators seems unbalanced for the 2pp-RPA. There-
fore the restricted 2pp-RPA will not be discussed.
With these orbital restrictions, the scaling of the r2ph-RPA, the r2ph-TDA, and
the r2pp-TDA can be reduced to OpL4q with Davidson’s diagonalization[212].
5.3 Computation details
All the methods described above are implemented in QM4D[37], except for the un-
balanced restricted 2pp-RPA. For testing purposes, all excitations have ∆Sz “ 0, and
only closed-shell systems are tested. At the current stage, we only implemented direct
diagonalization which scales as OpL6q even for restricted 2RPAs. All calculations in
QM4D, except for FCI results in GAMESS[9]. By default, neutral excitation ener-
gies for electron number conserving EOMs are calculated at an N´electron reference,
while DIP/DEA-EOM excitations are calculated at an pN ´ 2q-electron reference,
with the excitation energies expressed as differences of double electron affinities of an
N -electron state with the lowest N -electron state. All calculations use HF references
unless noted otherwise.
5.4 Results
5.4.1 Sˆ2 expression tests
We first study the behavior of various xSˆ2y formulas for CO with 6-31G basis set as
an example for the triplet excited states a13Σ` (pi Ñ pi˚). It is noted that results from
Rowe’s formula deviate from the exact value (2) very much, especially for pp-RPA
and 2pp-RPA. Both TDA and Rev formulas deliver the exact value for all RPAs.
They expectation values from the TDA and the Rev formula give no difference for
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Table 5.1: Sˆ2 expectation values for different formulas. The state to study is the
a13Σ`ppi Ñ pi˚q state of CO, with the basis set 6-31G. Rowe, TDA and Rev refers to
Eqs. (5.20), (5.28) and (5.30) respectively.
Formula Rowe TDA Rev
TDHF 2.133 2.000 2.000
2ph-RPA 2.215 2.000 2.000
pp-RPA 2.003 2.000 2.000
2pp-RPA 2.004 2.000 2.000
all examples in this study. The xSˆ2y assignments for the rest of the calculations in
this Chapter use the TDA formula by default.
5.4.2 H2O
H2O is used as a test case for all methods with a relatively small basis set 6-31G.
Since the basis set is small enough, all 2RPAs without restrictions can be tested. All
data are listed in Table 5.2, with FCI calculations in the same basis set as a reference.
CIS, TDHF and TDDFT-B3LYP[28, 30, 31] are most practiced methods to calculate
single excitations, with the average errors of 0.5-1.0 eV. As a general trend, the 2ph-
RPA/2ph-TDA and the r2ph-RPA/r2ph-TDA systematically pull down excitations
from CIS and TDHF. The 2ph-RPA and the 2ph-TDA correct CIS and TDHF ex-
citation energies in the correct direction, but underestimate the excitation energies
by more than 1.5 eV. This is probably caused by the unbalanced treatment between
the excited and ground states. Interestingly, with hole restrictions, the r2ph-RPA
and the r2ph-TDA produce much better results, with errors below 0.5 eV. Pp-RPA
and pp-TDA substantially underestimate the excitation energies, probably due to
its HF reference, as the same calculations with a B3LYP reference reduce the error
to about 1.0 eV. At this time, the 2pp-RPA and the 2pp-TDA produce better re-
sults while the the r2pp-TDA overestimate most excitations. The pp-RPA and the
pp-TDA fails to capture single excitations from non-HOMO level, such as 3A1 and
1A1 in Table 5.2. The 2pp-RPA, the 2pp-TDA and the r2pp-TDA are all cable of
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Table 5.2: H2O excitation spectra with different methods using a small basis set
6-31G. All calculations are done in QM4D[37], except for FCI in Gamess[9]. Unit:
eV.
State 3B1
1B1
3A1
3A2
1A2
1A1 MSE
b
FCI 7.63 8.37 9.85 10.07 10.58 10.93 -
CIS 8.33 9.3 10.12 10.55 11.2 11.77 0.64
TDHF 8.20 9.24 9.8 10.42 11.13 11.69 0.51
TDDFTa 6.92 7.72 8.66 9.24 9.83 9.88 -0.87
2ph-RPA 5.83 6.61 7.89 8.27 8.79 9.11 -1.82
2ph-TDA 5.95 6.67 8.15 8.38 8.86 9.19 -1.71
r2ph-RPA 7.68 8.75 9.8 9.98 10.7 11.68 0.19
r2ph-TDA 7.8 8.8 10.11 10.1 10.77 11.77 0.32
pp-RPA 3.09 3.60 NA 5.49 5.76 NA -4.68
pp-TDA 2.98 3.49 NA 5.38 5.65 NA -4.79
2pp-RPA 7.58 8.34 12.65 9.98 10.49 13.65 0.87
2pp-TDA 7.46 8.22 12.53 9.86 10.37 13.53 0.75
r2pp-TDA 11.25 11.79 12.56 13.67 13.95 13.53 3.22
a: TDDFT with B3LYP functional.
b: mean signed error. For pp-RPA and pp-TDA, 3A1 and
1A1 states are excluded.
producing these non-HOMO excitations. Note that for all states studied here, no
double excitations are involved.
We also tested the use of B3LYP references in the 2ph-RPA and the 2pp-RPA,
where we use the eigenvalues and orbitals from B3LYP instead of HF in Eqs. (5.2)-
(5.6) and (5.12)-(5.17). Neither the 2ph-RPA nor the 2pp-RPA based on B3LYP
reference achieve reasonable excitation energies: the 2ph-RPA has many imaginary
and negative excitations, while the 2pp-RPA predicts many low-lying double excita-
tions. The bad performance of B3LYP reference is probably because the KS reference
cannot response properly to the two-body interaction.
5.4.3 Be
Be is a small atom with low-lying double excitations. Table 5.3 shows excitation
energies of various methods with the basis set aug-cc-pVTZ with no f functions. Note
that HF reference of the Be atom suffers from instability. Therefore, TDHF, the 2ph-
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RPA, and the r2ph-RPA have imaginary eigenvalues. These eigenvalues are labeled
explicitly imaginary rather than negative in some package[8] and literature[211]. At
this case, pp-series methods are very accurate, since there are only two valence
electrons in the system. CIS, TDHF and TDDFT cannot capture double excitations
as expected. Among methods based on N -electron reference, r2ph-TDA is the best
as it is free from stability issues and capable of describing double excitations while
keeping the MSE relatively low. In fact, r2ph-TDA systematically underestimates the
excitation energies, showing that there seems to be a missing ground state correlation
energies. We think this is related to the HF instability issue where this „1 eV
correlation energy comes from. The example of BH also confirms this hypothesis.
5.4.4 BH
The BH molecule has both low-lying double excitations and non-HOMO single exci-
tations. Table 5.4 lists some lowest excitations. The ground state configuration for
BH is p1σq2p2σq2p3σq2, where 1σ is the 1s orbital of the B atom, while the two low-
est virtual orbitals are 1pi and 4σ. CIS, TDHF and B3LYP miss quite a few double
excitations from 3σ to 1pi. The 2ph-TDA captures all these double excitations, while
the r2ph-RPA, the r2ph-TDA, the pp-RPA, the pp-TDA and the r2pp-TDA fail to
capture the quintet 5Σ. Such a quintet state may not be of chemical interest as it
probably has little coupling with the ground and other low-lying excited states due
to its special high spin angular momentum. Again, a systematic downshift of r2ph-
TDA excitation energies is observed, probably related to the HF instability. The
pp-RPA and the pp-TDA could not describe single excitations from non-HOMO or-
bitals, such as the two transitions of 2σ Ñ 1pi. R2pp-TDA remedies this issue with
qualitative descriptions on these transitions. Overall, the best method in Table 5.4
that capture most of the important excited states and with good quantitative results
is r2ph-TDA.
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Table 5.3: Be excitation spectra with different methods using the basis set aug-cc-pVTZ with no f functions. All calculations
are done in QM4D[37], except for FCI in Gamess[9]. Unit: eV.
Configuration 1s22s2p 1s22s2p 1s22s3s 1s22s3s 1s22p2 1s22s3p 1s22p2 MSEc
Term 3P 1P 3S 1S 1D 3P 3P -
Exp.a 2.73 5.28 6.46 6.78 7.05 7.3 7.46 -
FCI 2.72 5.33 6.43 6.77 7.16 7.42 7.4 0.03
CIS 1.70 5.10 5.53 6.17 NA 6.56 NA -0.65
TDHFd -0.96i 4.84 5.49 6.16 NA 6.55 NA -1.64
TDDFTb 2.10 4.90 5.69 5.97 NA 6.08 NA -0.65
2ph-RPAd -1.27i 3.74 5.12 5.45 5.92 6.15 6.19 -1.76
2ph-TDA 1.45 4.07 5.16 5.47 5.92 6.16 6.19 -1.22
r2ph-RPAd -1.22i 3.77 5.15 5.47 5.94 6.17 6.21 -1.73
r2ph-TDA 1.49 4.10 5.19 5.49 5.94 6.18 6.21 -1.19
pp-RPA 2.73 5.36 6.44 6.77 7.18 7.43 7.46 0.06
pp-TDA 2.73 5.36 6.44 6.77 7.18 7.42 7.45 0.06
r2pp-TDA 2.73 5.34 6.44 6.77 7.18 7.43 7.46 0.06
a: Experimental values from NIST.
b: TDDFT with B3LYP functional.
c: MSE stands for mean signed error. The weights from spatial degeneracy are accounted. For CIS, TDHF and TDDFT,
double excitations are excluded.
d: HF reference of the Be atom suffers from instability problem. The first “negative” triplet excitation energies are actually
imaginary.
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Table 5.4: BH excitation spectra with different methods using the basis set cc-pVTZ with no f functions. All calculations
are done in QM4D[37], except for FCI in Gamess[9]. Unit: eV.
Term Transition FCI CIS TDHF B3LYP
2ph-
TDA
r2ph-
RPA
r2ph-
TDA
pp-
RPA
pp-
TDA
r2pp-
TDA
3Π 3σ Ñ 1pi 1.36 0.54 -1.63i -0.44i -0.35 -1.63i 0.24 1.64 1.61 2.40
1Π 3σ Ñ 1pi 3.01 2.87 2.66 2.71 1.25 1.84 2.11 3.25 3.22 4.26
3Σ 3σ2 Ñ 1pi2 4.79 NA NA NA 3.47 4.42 4.42 5.51 5.48 6.57
1∆ 3σ2 Ñ 1pi2 6.00 NA NA NA 4.65 5.15 5.15 6.24 6.20 7.29
1Σ 3σ2 Ñ 1pi2 7.13 NA NA NA 5.43 5.97 5.97 7.08 7.09 8.16
5Σ 2σ3σ Ñ 1pi2 7.74 NA NA NA 5.86 NA NA NA NA NA
3Σ 3σ Ñ 4σ 7.74 7.38 7.23 7.09 6.10 6.74 6.87 7.07 7.04 8.02
3Π 2σ Ñ 1pi 8.17 8.16 7.82 7.56 6.54 7.59 7.91 NA NA 10.61
1Σ 3σ Ñ 4σ 8.35 8.31 8.29 7.72 6.67 7.39 7.41 7.64 7.61 8.58
1Π 2σ Ñ 1pi 10.20 10.92 10.89 9.88 8.50 10.55 10.65 NA NA 12.09
MSE - - -0.09 -0.65 -0.73 -1.63 -1.00 -0.62 0.08 0.05 1.37
a: For all excitations studied here,
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5.4.5 CO
Various methods are tested on the CO molecule with results tabulated in Table 5.5.
No double excitations are involved in the range of spectra of interest. The pp-TDA
fails to capture single excitations from non-HOMO orbitals, such as pi Ñ pi˚ tran-
sitions. The r2pp-TDA qualitatively captures these states, however, systematically
overestimating all excitation energies. For this system, HF reference is stable, and
r2ph-TDA has the same level of error of CIS, TDHF and TDDFT, with relatively
low average errors.
5.4.6 Correlation energy offsets
Fig 5.1 plots the r2ph-TDA excitation energies with respect to the reference exci-
tation energies for H2O, Be, BH, and CO. The figure shows that the r2ph-TDA
underestimates most of the excitation energies of Be, BH, and CO, especially those
low-lying excitations. We speculate that this is due to some ground state correlation
energy offsets caused by the uncorrelated HF reference. In fact, Be and BH suffer
from HF instability and CO has a triple bond, all demonstrating some strong cor-
relation. As a reference, the CISD correlation energies are -0.35 eV for H2O, -1.24
eV for Be, -2.56 eV for BH, and -0.86 eV for CO, calculated from Gaussian 03[8].
Although these correlation energies do not match the offset in Fig 5.1, these numbers
suggest that the correlation energies are correlated to the systematic underestimation
of r2ph-TDA excitation energies.
5.5 Conclusions
2RPAs are tested to study molecular excitations. Based on orbital restrictions, the
r2ph-RPA, the r2ph-TDA and the r2pp-TDA can describe all single excitations, and
double excitations from HOMOs, with formal scaling of OpL4q. Since the r2ph-RPA
inherits all instability issues from TDHF, we suggest that the r2ph-TDA is preferable
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Figure 5.1: R2ph-TDA vs. reference excitation energies for H2O, Be, BH, and CO.
Basis sets are all aug-cc-pVTZ without f functions except that H2O uses 6-31G. The
reference values for Be and CO are experimental values, while H2O and BH use FCI
excitation energies from the same basis sets.
compared to the r2ph-RPA. The r2ph-TDA could systematically underestimates the
excitation energies for systems with strong correlations, specially for systems with HF
instability, probably due to the loss of ground state correlations. In theory, the r2pp-
TDA is capable to describe what the r2ph-TDA can capture. However, the r2pp-
TDA usually overestimates the excitation energies. Additionally, because the N ´ 2
reference may be degenerate and the SCF result could deteriorate the symmetry, the
r2pp-TDA is not advisable in general. Non-HF references are also tested for 2RPAs,
yet the resulting excitation energies do not seem reasonable probably due to the
incompetence of KS systems in responding two-body interactions. In conclusion, the
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r2ph-TDA is recommended to study systems with both single and double excitations.
Beyond the excitation energy tests, we also propose some expressions on property
evaluations that are at least suitable for xSˆ2y calculations.
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Table 5.5: CO excitation spectra with different methods using the basis set cc-pVTZ with no f functions. All calculations
are done in QM4D[37], except for FCI in Gamess[9]. Unit: eV.
State Transition Exp CIS TDHF TDDFT r2ph-TDA pp-TDA r2pp-TDA
a3Π σ Ñ pi˚ 6.32 5.67 5.07 5.69 5.34 5.55 9.12
a13Σ` pi Ñ pi˚ 8.51 7.34 5.79 7.51 7.33 NA 12.85
A1Π σ Ñ pi˚ 8.51 8.84 8.55 8.21 8.04 7.83 11.54
d3∆ pi Ñ pi˚ 9.36 8.28 7.37 8.23 8.27 NA 13.90
e3Σ´ pi Ñ pi˚ 9.88 9.27 8.89 9.30 9.15 NA 14.82
I1Σ´ pi Ñ pi˚ 9.88 9.27 8.89 9.30 9.26 NA 15.03
D1∆ pi Ñ pi˚ 10.23 9.69 9.49 9.63 9.57 NA 15.35
b3Σ` σ Ñ 3s 10.40 11.20 11.10 9.89 10.68 8.88 12.50
B1Σ` σ Ñ 3s 10.78 12.18 12.14 10.37 11.23 9.34 12.88
j3Σ` σ Ñ 3pσ 11.30 12.44 12.42 10.62 11.77 9.68 13.28
C1Σ` σ Ñ 3pσ 11.40 12.78 12.76 10.77 11.96 9.94 13.46
c3Π σ Ñ 3ppi 11.55 12.57 12.39 10.87 11.93 9.98 13.59
E1Π σ Ñ 3ppi 11.53 12.89 12.88 10.98 12.08 10.12 13.76
MSE - - 0.17 -0.19 -0.64 -0.28 -1.24 2.37
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6Variational fractional spin density-functional theory
for diradicals
6.1 Introduction
Diradicals are chemical species that have two electrons occupying two degenerate, or
nearly-degenerate, frontier molecular orbitals[213]. Diradicals can exist as fleeting
reactive intermediates in chemical reactions[214–217] or as stable structures used in
molecular magnets[218–221] and other molecular electronic devices[222, 223]. Dirad-
icals typically have low lying singlet and triplet states and the energy gap between
these states (∆EST “ ESinglet´ETriplet) can be used as a predictive tool of their elec-
tronic properties and reactivity. Accurate predictions of the singlet-triplet energy
gaps remains a challenge for conventional density-functional theory because of the
multireference nature of the singlet state[224, 225]. Therefore, most computational
studies involving singlet diradicals utilize ab initio multireference methods, such as
CASSCF[226–228], CASPT2[229, 230], or multireference CC theory[231, 232]. Un-
fortunately, all these multireference ab initio methods are extremely computationally
demanding.
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This work is an extension to the previous work of fractional-spin density-functional
theory (DFT) approaches to compute the ST gaps of diradicals[109]. Direct appli-
cation of DFT usually takes the form of unrestricted calculations and is complicated
with spin contamination that leads to overstabilization of singlet states similar to
unrestricted Hartree-Fock calculations [226, 227, 233, 234]. Many efforts have been
devoted to understanding and correcting spin contamination.[42, 227, 235–237] , and
a factor-of-2 correction is normally needed to account for spin contamination[238].
One can also use spin-projection to improve the accuracy of unrestricted methods for
calculating ST gaps [233, 239–241], but it is not a self-consistent approach and does
not provide satisfactory densities. Despite the difficulty in describing singlet diradi-
cals, DFT calculations of the high-spin triplet states (Ms “ 1) are stable and reliable
[242]. Thus several methods have been developed to address the singlet states of di-
radicals based on the electronic structure obtained from triplet-state computations.
For instance, various spin-flip approaches treat the high-spin triplet state (Ms “ 1)
as the ground state and obtain the ST gaps using one-electron excitations involving
a spin-flip process [243–247].
Recently, fractional-spin DFT (FS-DFT)[109] was proposed to calculate of singlet-
triplet energy gaps for diradicals. FS-DFT is a special case of DFT with fractional or-
bital occupations[36, 75, 76, 86]. The fractional spin concept was originally proposed
to illustrate current limitations of conventional functionals[35, 40]. In using FS-DFT
for calculation of singlet diradical states, degenerate energy levels are assigned frac-
tional occupancy with zero net spin by assigning equal fractional-spin occupancies
(0.5 α-spin and 0.5 β-spin) for each of the degenerate (or nearly-degenerate) frontier
molecular orbitals.
In this Chapter, FS-DFT is extended to a variational fractional-spin density-
functional theory (VFS-DFT) with optimization of the fractional occupation num-
bers. The paper is organized as follows. In Secction 6.2, we show how VFS-DFT
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can be formulated by analogy to configuration interaction. We further present com-
putational results for several diradicals to illustrate fractional-spin optimization of
the singlet diradical energy in Section 6.3, with emphasis on the interesting case of
C2v diradicals, for which FS-DFT and VFS-DFT can capture different singlet states.
VFS-DFT reduces to FS-DFT for diradicals where the frontier orbitals belong to the
same multidimensional irreducible representation. For diradicals in which the frontier
orbitals can be confined to disjoint sets of atoms, neither FS-DFT nor VFS-DFT can
predict correct gaps due to previously-identified fractional-spin (non-dynamical cor-
relation, or static correlation) errors in conventional density functionals[35, 36, 40].
We conclude our work in Section 6.4.
6.2 Methods
6.2.1 Density-functional theory with fractional occupation numbers
Kohn-Sham DFT [20, 21] (KS-DFT) maps a real interacting system onto a fictitious
non-interacting system with the same electron density via
Evrρs “ TSrρs `
ż
vprqρprqdr` Jrρs ` EXCrρs, (6.1)
where TS is the kinetic energy of the non-interacting system with the same electron
density ρ as the interacting system, v is the external potential, J is the electron-
electron Coulomb interaction, and all other energy contributions constitute the ex-
change correlation energy EXC. The approximation of EXC is key to the accuracy of
DFT since there is no clear route to the exact functional for all chemical systems.
DFT can be extended to densities obtained with fractional orbital occupations[36,
75–77, 86],
ρσprq “
ÿ
i
nσi |φσi |2, (6.2)
where σ denotes different spins and nσi is the occupation number of orbital φ
σ
i , which
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can be any number between 0 and 1. The energy expression in Eq. (6.1) then
becomes,
Evrρs “
ÿ
σ
ÿ
i
nσi xφσi | ´ 12∇
2|φσi y ` Jrρs `
ż
vprqρprqdr` EXCrρs. (6.3)
The fractional occupation numbers introduced in Eq. (6.3) form the basis for two
important exact conditions in DFT: the fractional-charge linearity condition and the
fractional-spin constancy condition[35, 36, 40, 86], which are commonly violated by
all density functional approximations. These two conditions have guided develop-
ment of many novel functionals[42, 43, 46, 248]. The concept of fractional number of
electrons has also been utilized to calculate redox potentials[249, 250]. In this work,
we employ DFT with fractional occupation numbers to calculate singlet-triplet en-
ergy gaps of diradical systems.
6.2.2 Variational-fractional-spin DFT for diradicals
Figure 6.1: All six configurations in a two-level diradical model
Diradicals can be described by two electrons occupying two (nearly) degenerate
frontier orbitals a and b. This system contains six configurations as enumerated in
Fig 6.1 using Szabo and Ostlund’s notation[1]. Note that configurations |aa¯y and
|bb¯y were not considered in our previous FS-DFT work[109]. The minimal building
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blocks of spin-adapted singlet and triplet wavefunctions are
OΦ
1
0 “ 1{
?
2p|ab¯y ´ |a¯byq, (6.4)
AΦ
1
0 “ |aa¯y , (6.5)
BΦ
1
0 “ |bb¯y , (6.6)
Φ3´1 “ |a¯b¯y , (6.7)
Φ30 “ 1{
?
2p|ab¯y ` |a¯byq, (6.8)
Φ31 “ |aby , (6.9)
where the superscript denotes the multiplicity (1 for singlet and 3 for triplet) and the
subscript indicates the eigenvalues of Sz (i.e., the spin operator in the z direction).
The left subscripts A, B, and O are used to distinguish between three different singlet
states (i.e., OΦ
1
0, AΦ
1
0, and BΦ
1
0). The wavefunction of OΦ
1
0 is sometimes referred as
the “open-shell singlet”.
In FS-DFT, an ensemble density can be constructed to obtain the same density
described by OΦ
1
0,
ρFS-DFT “ ρrOΦ10s “ 1{2ρr|aa¯ys ` 1{2ρr|bb¯ys. (6.10)
An algebraic analysis of the occupation numbers in ρFS-DFT reveals that
nαa “ nβa “ nαb “ nβb “ 1{2.
This ensemble density is constructed from the restricted spin orbitals and does not
contain spin contamination. However, when full configuration interaction (FCI) is
considered within the subspace in Fig 6.1, AΦ
1
0 and BΦ
1
0 can interact with OΦ
1
0 and
thus the complete singlet state wave function is
Ψ10 “ c1pOΦ10q ` c2 |aa¯y ` c3 |bb¯y , (6.11)
where c1, c2, and c3 are FCI coefficients with the normalization constraint c
2
1`c22`c23 “
1.
137
Therefore, assuming real orbitals, the density associated with the FCI singlet
state in Eq. (6.11) is
ρrΨ10s “
“
φa φb
‰ „ c21{2` c22 pc1c2 ` c1c3q{?2
pc1c2 ` c1c3q{
?
2 c21{2` c23
 „
φa
φb

. (6.12)
To eliminate the cross terms φaφb, we consider instead the two natural orbitals ψp
and ψq, which diagonalize the coefficient matrix in Eq. (6.12). The corresponding
eigenvalues are
cp, cq “ 1
2
˘ 1
2
pc2 ` c3q
a
2´ pc2 ` c3q2,
where the normalization constraint has been applied. We then rewrite ρrΨ10s in
terms of natural orbitals, which yields the variational-fractional-spin DFT (VFS-
DFT) density in this work,
ρVFS-DFT “ ρrΨ10s “ cpρr|pp¯ys ` cqρr|qq¯ys. (6.13)
The coefficients in Eq. (6.13) are related to the frontier orbital occupation numbers
by
nαp “ nβp “ cp , nαq “ nβq “ 1´ cp “ cq, cp, cq P r0, 1s. (6.14)
The FS-DFT density in Eq. (6.10), corresponds to the special case with cp “ cq “ 1{2
and the natural orbitals are a and b in Eq. (6.13). In VFS-DFT, cp is optimized to
minimize the singlet state energy. Such optimization can be viewed as a version of
the occupation optimization approach proposed by Ayers and Yang[251] within the
framework of KS-DFT, but with the constraint that the resulting electron density
is consistent with a singlet state. The ensemble density constructed by VFS-DFT
is more flexible to describe the density of the diradical ground-state singlet. The
concept of occupation number variation was previously studied in the spin-restricted
ensemble-referenced Kohn-Sham method by Filatov and Shaik[252–255] and by Wang
and Schwarz[256], with different total energy expressions.
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In VFS-DFT, the energy derivative with respect to cp for a singlet state can be
readily derived using Janak’s Theorem[75] (the general expression of this derivative
in generalized Kohn-Sham calculations with nonlocal potential is given by Cohen,
Mori-Sa´nchez, and Yang[36])
dESpcpq
dcp
“ BESBcp ´
BES
Bcp “ ´2pq ´ pq “ ´2∆gap. (6.15)
Here p and q are eigenvalues of ψp and ψq, while ∆gap “ q´p is the eigenvalue gap
of the two frontier orbitals, which should not be confused with the ST gap, ∆EST.
At the energy minimum with no constraints, ψp and ψq become degenerate, such
that p “ q “ F , where F denotes the frontier orbital level. This degeneracy can
also be explained by the Aufbau principle. Assuming both cp and cq are fractional,
p ‰ q would result in a hole in the system, which violates the Aufbau principle.
The cp optimization to minimize the total energy can be performed efficiently with
this derivative information in Eq. (6.15). Such degeneracy is also consistent with
previous research[75, 81].
With the objective function of ESpcpq, we propose an algorithm to optimize the
occupation number of the frontier orbital φp as follows,
1. With an initial guess or updated occupation number for cp, establish occupation
patterns according to Eq. (6.14);
2. Do a restricted SCF calculation according to the density and energy expressions
in Eq. (6.2) and Eq. (6.3);
3. If not converged, go to Step 1 with an updated cp according to Eq. (6.15).
Please note that occupation numbers are all 1 for orbitals below the frontier orbital
level and all 0 for orbitals above the frontier orbital level. The only changeable
occupation numbers are cp and cq of the frontier orbitals. Actually, for a typical
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Figure 6.2: Structure of trimethylenemethane, cyclobutadiene, and octacene
diradical since it is just a one-dimensional problem, we carry out a scan of ES versus
cp instead of an optimization.
6.2.3 Computational details
VFS-DFT calculations were performed using the Amsterdam Density Functional
(ADF) program[257] and the PBE[29] generalized-gradient approximation (GGA)
functional in conjunction with the Slater-type TZP basis set. We have also used
the VWN5 parametrization[25] of the local-density approximation (LDA) and the
PBE functional implemented in the QM4D program [37] with the 6-311++G(2d,2p)
Gaussian basis set. The use of PBE and LDA functionals were based on their bet-
ter performance for fractional spin systems relative to hybrid functionals[36, 109].
The geometries used for NH, NF, O2, OH
`, and trimethylenemethane (TMM) were
adopted from our previous work[109]. Carbene-like molecule geometries were consis-
tent with the calculations in Slipchenko and Krylov’s work[244], where all geometries
were summarized in Footnote/Ref. 86. The geometry of cyclobutadiene was taken
from the work of Saito et al [258]. ¨CH2CH2CH2¨ and octacene geometries were op-
timized using UB3LYP/6-31G(d) with Gaussian 03[8] program. Fig 6.2 shows the
structures of TMM, cyclobutadiene, and octacene.
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Triplet-state energies were computed using unrestricted DFT. Since minimization
of the VFS-DFT singlet-state energy with respect to cp is a one-dimensional problem,
we performed scans over values between 0 and 1 rather than a complete optimization
to analyze how variations in cp affect the energy.
6.3 Results and Discussion
6.3.1 Degenerate frontier orbitals
Fig 6.3 shows the PBE/TZP VFS-DFT scan profiles of the singlet-triplet energy
gaps (∆EST) and the partially-occupied orbital-energy gaps (∆gap) as a function of
occupation number (cp) for six representative diradicals: O2, NF, NH, OH
`, TMM,
and cyclobutadiene. Note that ∆EST curves will have the same shape as ES curves,
because ET is a constant, independent of cp. The ∆gap curves are shown as well,
since ∆gap is related to the derivative of ES according to Eq. (6.15). As expected
from symmetry arguments, all of these diradicals show a variational minimum and
optimal occupation number cp “ 1{2, in that the two frontier orbitals belong to the
same multidimensional irreducible representation. This situation is associated with
exactly degenerate orbitals, such that ∆gap “ 0 and VFS-DFT reduces to FS-DFT
for these cases.
6.3.2 Non-degenerate frontier orbitals
As another extreme, results for stretched H2 and ¨CH2CH2CH2¨ in Fig 6.4 show that
both ∆EST and ∆gap curves are almost flat. While the orbital-energy gap ∆gap is
quite small (ca. 1 kcal/mol for stretched H2 and 3 kcal/mol for ¨CH2CH2CH2¨), it is
non-zero for the entire range of cp values such that the two frontier orbitals never
become degenerate. The σ-orbital is always lower in energy than the σ˚ and these
orbitals would only become degenerate if the two H atoms or terminal CH2 groups
were infinitely separated. Both the orbital and singlet-triplet gaps are minimized with
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(f) Square cyclobutadiene
Figure 6.3: Plots of PBE singlet-triplet (∆EST “ ESpcpq´ET) and orbital (∆gap “
q ´ p) energy gaps as functions of cp for six diradicals. The adiabatic ∆EST is used
for all cases, except cyclobutadiene, where the vertical ∆EST is used. All data were
calculated in ADF with the TZP basis set.
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Figure 6.4: Plots of PBE vertical singlet-triplet (∆EST “ ESpcpq´ET) and orbital
(∆gap “ q´p) energy gaps as functions of cp for stretched H2 and the ¨CH2CH2CH2¨
diradical. All data were calculated in ADF with the TZP basis set.
cp “ 1 and the usual integer occupation numbers are obtained, which are identical
to the solutions with a normal restricted KS-DFT calculation with the designated
functionals. ∆gap being non-zero does not violate the Aufbau principle, as the higher
energetic orbital is fully unoccupied and the lower energetic orbital is fully occupied,
with no hole below the frontier orbital level.
6.3.3 Two types of diradicals
The LDA and PBE singlet-triplet energy gaps obtained from VFS-DFT for diradicals
are present in Table 6.1. These diradicals are grouped into two blocks for reasons
discussed below. As stated previously, VFS-DFT reduces to FS-DFT for the di-
radicals in the upper block and reasserts the validity of the FS-DFT approach. To
the contrary, VFS-DFT always overestimates ∆EST of diradicals in the lower block
compared to the reference values, even predicting the wrong signs for stretched H2
and cyclobutadiene. We observe that the reference ∆EST’s for diradicals in the lower
block are fairly small compared to the values in the upper block.
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Table 6.1: Singlet-triplet energy gaps (in kcal/mol) calculated with VFS-DFT using
the LDA and PBE functionals with the 6-311++G(2d,2p) basis set calculated by
QM4D. The numbers in the parentheses indicate the optimal occupation number,
cp.
Moleculesa Ref. VFS-LDA VFS-PBE
NH 35.9c 35.9(0.50) 41.1(0.50)
NF 34.3c 30.3(0.50) 34.0(0.50)
OH` 50.5c 48.4(0.50) 54.8(0.50)
O2 22.6
c 23.6(0.50) 26.2(0.50)
TMMb 16.1c 15.4(0.50) 21.5(0.50)
Cyclobutadiene -8.1d 12.41(0.50) 16.53(0.50)
H2(RHH “5 A˚) -0.002e 40.3(1.00) 50.5(1.00)
¨CH2CH2CH2¨ 1.8e 12.8(1.00) 20.4(1.00)
a The geometries of the molecules in the upper block are adopted from our previous
work[109]. The geometry of square cyclobutadiene is adopted from Ref. [241]. The
¨CH2CH2CH2¨ geometry is optimized with UB3LYP/6-31G(d) in Gaussian 03[8].
∆EST’s for NH, NF, OH
`, and O2 are adiabatic gaps, while those for TMM, square
cyclobutadiene, stretched H2, and ¨CH2CH2CH2¨ are vertical gaps.
b Trimethylenemethane.
c Experimental values from Ref. [244] are used.
d CASSCF/MkCCSD values from Ref. [241].
e CASMP2 results were computed by Gaussian 03[8]. Specifically,
CASMP2(2,4)/6-311++G(2d,2p) for H2 and CASMP2(8,8)/6-311++G(2d,2p) for¨CH2CH2CH2¨.
According to Borden and Davidson[259], diradicals can be divided into two groups
based on whether their frontier orbitals are confined to different sets of atoms. Their
argument was based on Hu¨ckel-theory analysis of conjugated hydrocarbon diradicals,
which can be generalized to all diradical systems. If the frontier orbitals (FO) can
be confined to separate sets of atoms (disjoint or FO-separable), the ∆EST is very
small and the sign may be positive or negative; if the frontier orbitals cannot be
confined to separate sets of atoms (FO-non-separable), the ∆EST is positive and
usually considerable. TMM and cyclobutadiene were prototypes of FO-non-separable
and FO-separable diradicals in Borden and Davidson’s original work[259]. In Table
6.1, all diradicals in the upper block are FO-non-separable, while diradicals in the
lower block are FO-separable. Our calculation suggests that VFS-DFT with LDA
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or PBE gives much larger errors for FO-separable diradicals. Since by definition
the FS-DFT gaps are always no smaller than VFS-DFT gaps, the FS-DFT gaps for
FO-separable diradicals would be even worse.
The distinct behavior of two different kinds of diradicals brought our atten-
tion to fractional-spin error. The failure of common functionals to describe the
stretched hydrogen molecule is well understood in terms of the “fractional-spin” or
“non-dynamical correlation” error[35, 36]. However, current results indicate that
fractional-spin error may be very different from case to case. Thus, we briefly review
the concept of fractional-spin error below.
Yang, Zhang, and Ayers[77] proved that with the exact density functional, for
an N -electron system with g degenerate ground states, the energy of an arbitrary
ensemble density of orthogonal ground state wavefunctions is constant.
Ev
«
gÿ
i“1
ciρi
ff
“ Evrρis “ E0vpNq (6.16)
In this equation, Ev is the energy functional, and ρi is the electron density of one of
the g ground-state wavefunctions Ψi. The weighting factors ci’s are all non-negative
and sum to unity. The degeneracy could be generated from spin and or spatial sym-
metry. The violation of Eq. 6.16 is usually referred as fractional-spin error in the
spin-degenerate case (however, such error could also originate from spatial symme-
try). For example, Fig 6.5 is a partial reproduction of Fig 2 in Ref. [35], which
describes the error as a spin-polarized carbon atom at ξ “ 0 gradually becomes spin-
compensated at ξ “ 1. Fig 6.5 is essential to explain the wrong dissociation limit
of C2 molecule for common density functionals, with the dissociation error twice as
the fractional spin error at ξ “ 1. At the same time, the state at ξ “ 1 is the
very fractional-spin state where we obtain the singlet-triplet energy gap for a car-
bon atom, i.e. 31.5 kcal/mol for LDA and 34.1 kcal/mol for PBE, compared to the
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experimental 29.1 kcal/mol. Following this logic, for fractional-spin-error-free func-
tionals, the error at ξ “ 1 will be zero, then the fractional-spin ansatz renders ∆EST
as zero, interpreting the FS-DFT density as an Ms “ 0 triplet state rather than a
singlet state. This contradiction lies in the definition of the functional. The exact
ground-state (spin) density functional (defined in the Levy constrained search[22])
is free from fractional-spin error and symmetry-independent. However, the singlet-
triplet energy gap involves an excited state in general, thus a spin-specific (or more
generally, symmetry-specific)[260] density functional is needed. Unfortunately, cur-
rent functionals are neither fractional-spin error free nor spin-specific. Commonly
used ground-state functional approximations describe well the highest Ms state of
the lowest energy of each spin eigenstates, for example, the Ms “ 1 state of the
lowest energy triplet state. The lack of symmetry-specific functional complicates the
challenge of the fractional spin error. Nevertheless, FS-DFT/VFS-DFT are still good
ansatz to capture singlet states.
In the context of such symmetry non-specific functionals, fractional-spin errors
are still very distinct from system to system. Previous study and our test calculations
on a spherical carbon atom indicate that fractional-spin errors of systems with spatial
degeneracy and localized orbitals tend to be much smaller in scale. The success of
VFS-DFT in FO-non-separable diradicals may be rooted in similar reasoning. The
details are still being studied.
6.3.4 Carbene-like diradicals
We next consider the interesting case of the XH2 diradical (X=C, N, Si, P), in which
the frontier orbitals are of different symmetry (A1 and B1) and are therefore possibly,
but not necessarily, degenerate. Hence, the optimal cp cannot be predicted a priori.
146
0 0.2 0.4 0.6 0.8 1
Fractional spin index ξ
0
50
100
150
200
F r
a c
t i o
n a
l  s
p i
n  
e r
r o
r  /
 k
c a
l / m
o l
LDA
PBE
B3LYP
HF
Figure 6.5: Fractional spin error of a carbon atom as the two electrons in p shell be-
come depolarized. The fractional spin error is defined as epξq “ EDFArp1´ξ{2qpρ2px`
ρ2pyq, ξ{2pρ2px ` ρ2pyqs ´ EDFArρ2px ` ρ2py , 0s, with 1s and 2s doubly occupied. At
ξ “ 0, two electrons in p shell are fully polarized, while at ξ “ 1, two electrons in p
shell are fully spin-compensated. The energy at ξ “ 0 is set zero for each functional.
The calculations are performed with 6-311++G(2d,2p) basis set in a modified version
of NWChem package[10].
The two low-lying singlet states in these molecules are 1A1 and
1B1 states,
Φp1B1q “ 1{
?
2p|a1b¯1y ´ |a¯1b1yq, (6.17)
Φp1A1q “ 1{
?
1` λ2p|a1a¯1y ´ λ |b1b¯1yq. (6.18)
Fig 6.6 presents fractional scan profiles for CH2 at bond angles ranging from
90˝ to 180˝, with a fixed bond length of 1.1089 A˚, which is the equilibrium bond
length for the 1A1 state[244]. As the bond angle increases from 90
˝ to 180˝, the
optimal cp decreases from 1.0 to 0.5. At the linear configuration, we find the optimal
cp “ 1{2, and VFS-DFT reduces to FS-DFT, as expected from symmetry analysis.
Davidson[261] has shown that when a CH2-like C2v diradical is straightened, the
1A1 state and the
1B1 states become a set of twofold degenerate
1∆g states. This
occurs because the a1 and b1 orbitals of C2v symmetry become a pair of degenerate
piu orbitals of D8h symmetry. When the fixed bond length is changed from 1.1089
A˚ to 1.0748 A˚, the equilibrium bond length of 1B1 state, the energy differences are
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usually less than 1 kcal/mol. Scan profiles of NH`2 , SiH2, and PH
`
2 all have very
similar overall trends with increasing bond angle.
In this special symmetry of C2v, Φp1B1q and Φp1A1q do not interact even in the
configuration interaction picture owing to different symmetry. In other words, c1, c2
and c3 in Eq. (6.11) cannot be nonzero at the same time. In case c1 “ 0, we will
have Φp1A1q, with optimal cp “ λ2{p1`λ2q (or 1{p1`λ2q, depending on the indexing
of the orbital). On the other hand, in case c2 “ c3 “ 0, the full CI wavefunction is
just Φp1B1q, with fixed optimal occupation number cp “ 1{2. If energies are assigned
such that
Ep1B1q “ EFS-DFT “ ESpcp “ 1{2q,
Ep1A1q “ EVFS-DFT “ min
cp
ESpcpq,
then the potential-energy surfaces of the two singlet states for CH2 and NH
`
2 can be
obtained from the fractional scan profiles at each angle. These results are shown in
Fig 6.6, and compared to reference high-level ab initio potential-energy surfaces[262–
264]. It is clear from the potential-energy surfaces that the glancing intersection[265]
that occurs at the linear configuration of CH2 and NH
`
2 is captured by this combina-
tion of FS-DFT and VFS-DFT approaches. The equilibrium bond angles for the 1B1
and 1A1 states from PBE are qualitative close to the reference data, viz. 141.56
˝ and
101.89˝ for CH2, and 161.47˝ and 107.96˝ for NH`2 [244]. While the FS/VFS-DFT
potential-energy surfaces are qualitatively correct, the quantitative well depths are
not accurately reproduced. This is nevertheless impressive considering that only the
simple LDA and PBE functionals were used and it is possible that more advanced
functionals could produce more accurate potential-energy surfaces.
We present the adiabatic ∆EST’s of both
1A1 and
1B1 states for four C2v diradicals
in Table 6.2. Note that for SiH2 and PH
`
2 the ground states are
1A1 state rather
than triplet and the optimal occupation number is cp “ 1, indicating the solutions are
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Figure 6.6: PBE fractional scan profiles for selected bond angles for the CH2 and
NH`2 molecules by ADF. Potential-energy surfaces obtained with a combined FS-
DFT and VFS-DFT approach are compared to literature MRCI data[262–264]. All
calculations used fixed equilibrium bond lengths for the 1A1 state, adopted from
Footnote/Ref. 86 in Slipchenko and Krylov’s work[244], which are 1.1089 A˚ and
1.0459 A˚ for CH2 and NH
`
2 , respectively. The ∆EST is the adiabatic energy gap.
restored to the normal KS-DFT calculation with integer occupations. Results show
that the 1B1 reference values always fall between the FS-LDA and FS-PBE gaps. The
error of both functionals is about 3 kcal/mol. For 1A1 states, the differences between
LDA and PBE functionals tend to be smaller, while both functionals systematically
overestimate ∆EST for about 3-5 kcal/mol.
In general, VFS-DFT will always reach the lowest-energy singlet state regardless
of the symmetry. However, with special symmetry, the combination of FS-DFT and
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Table 6.2: Adiabatic singlet-triplet energy gaps for C2v diradicals in kcal/mol by
QM4D
CH2 NH
`
2 SiH2 PH
`
2 MUE
1B1
FS-LDA 30.24 41.03 18.96 22.98 -3.1
FS-PBE 36.22 47.82 24.01 28.81 2.8
Ref. 31.74a 43.55b 23.5˘0.7c 27.˘1.e
1A1
f
VFS-LDA 14.13(1.0) 34.55(1.0) -18.92(1.0) -15.65(1.0) 3.5
VFS-PBE 15.66(1.0) 35.45(1.0) -16.09(1.0) -12.75(1.0) 5.5
Ref. 9.03a 29.16b -21.0˘0.7d -17.˘1.e
a Experimental values from Ref. [263].
b MRCI values from Ref. [262].
c Experimental values from Ref. [266].
d Experimental values from Ref. [267].
e Experimental values from Ref. [268].
f The values in the parentheses in 1A1 series indicate the optimal occupation
number cp.
VFS-DFT can potentially capture more than just the lowest singlet state. Above is
a vivid example that the lower-energy 1A1 state is captured with VFS-DFT and the
higher-energy 1B1 state with FS-DFT in carbene-like diradicals. The treatment of
the 1B1 state in FS-DFT is very similar to the perspective of constrained-DFT[269]
or block-localized-wavefunction DFT[270], in that the ground state with constraints
generally corresponds to an excited state. The main difference is that the constraint
imposed by FS-DFT is placed on the Kohn-Sham molecular orbital occupation num-
ber rather than spatial localization.
6.3.5 Octacene
Polyacenes are potential semiconducting materials that can be used in develop-
ment of field-effect transistors[271]. Prediction of their singlet-triplet energy gaps is
of considerable interest and also challenging due to their comparatively large molec-
ular sizes. We will consider the case of octacene as a prototypical large polyacene.
The point group of octacene is D2h, which is a direct product of the C2v and Ci
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Figure 6.7: Plots of PBE vertical singlet-triplet (∆EST “ ESpcpq´ET) and orbital
(∆gap “ q´p) energy gaps as a function of cp for octacene. All data were calculated
in ADF with the TZP basis set.
point groups. Similar to C2v, D2h does not have a multidimensional irreducible rep-
resentation. Therefore, we expect that FS-DFT and VFS-DFT can capture the 1B3u
state (corresponding to 1B1 state in C2v group) and the
1Ag state (corresponding
to 1A1 state in C2v group) respectively. The PBE fractional spin scan profile of
octacene is plotted in Fig 6.7. The resulting ∆EST is -3.3 kcal/mol for
1Ag state
and 5.5 kcal/mol for 1B3u state. From the scan profile, the two frontier orbitals
never become degenerate and the minimum ∆EST occurs at cp “ 1.0. Therefore,
VFS-DFT lowers the singlet energy (relative to FS-DFT), capturing 1Ag state as the
ground state. The conclusion in our previous work[109] that the triplet state was
the ground state was biased by the inability to capture 1Ag state within FS-DFT
framework. The VFS-DFT result is comparable with the previous broken-symmetry
unrestricted DFT calculations[272]. Quantitatively, the VFS-DFT gap is close to the
previous studies, i.e. -5.8 kcal/mol for B3LYP/6-31G(d) and -2.9 kcal/mol BLYP/6-
31G(d).[272] However, it should be noted that octacene is reported to have disjoint
features[109, 272], like ¨CH2CH2CH2¨ and stretched H2. Since conventional function-
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als perform poorly for disjoint diradicals, due to fractional-spin error, our predictions
of the gap are likely overestimated.
6.4 Conclusions
VFS-DFT was developed as an extension of our previous FS-DFT approach to com-
pute singlet-triplet energy gaps of diradicals. For normal molecules with close-shell
singlet ground states, the VFS-DFT approach reduces to normal KS-DFT calcula-
tions with integer occupations. VFS-DFT was applied to several types of diradicals
and it was found that VFS-DFT reduces to FS-DFT if the frontier orbitals belong
to the same multidimensional irreducible representation. In the case of carbene-like
diradicals, the 1A1 and
1B1 states can be captured by VFS-DFT and FS-DFT, respec-
tively. While VFS-DFT performs well for frontier-orbital non-separable diradicals,
it drastically overestimates ∆EST for frontier-orbital separable (disjoint) diradicals,
because of fractional-spin error. Our calculations thus suggest that fractional-spin er-
rors inherent in conventional density-functional approximations are much more signif-
icant for FO-separable diradicals. The detailed connection between FO-separability
and the the magnitude of fractional-spin error requires further study. A brief re-
view on the fractional-spin errors shows that the concept of spin-specific functional
is needed for DFT to calculate ∆EST.
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Appendix A
Second Quantization
A.1 Operator and wavefunction representations
This Dissertation uses the same convention as in Shavitt and Bartlett[12]. The basic
second quantization operators are the creation operator a:u which creates a particle
of φu, and its Hermitian conjugate, the annihilation operator au which annihilates a
particle of φu. For simplicity, when there is no confusion, we use u
: and u to represent
a:u and au respectively. We assume that the set of orbitals φ’s are orthonormalized.
There is a vacuum state |vacy which contains no electrons. Any wavefunction can
be generated by creating particles from the vacuum state. For example, a one-particle
wavefunction ket of φu is
|φuy “ |uy “ u:|vacy, (A.1)
while the annihilation of the same particle returns |φuy to a vacuum
u|uy “ |vacy. (A.2)
Any annihilation operator acting on a vacuum state produces zero,
u|vacy “ 0. (A.3)
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For Fermions, the antisymmetrization of the particles require
tu:, vu ” u:v ` vu: “ δuv, (A.4)
tu, vu ” uv ` vu “ 0, (A.5)
tu:, v:u ” u:v: ` v:u: “ 0, (A.6)
where t , u is an anticommutator. Eqs. (A.4)-(A.6) are the most important basic
equations used in the derivation.
A HF determinant in Eq. (1.3) can be expressed as
|ΦHFy “ |φ1φ2 ¨ ¨ ¨φNy “ a:1a:2 ¨ ¨ ¨ a:N |vacy “
ź
i
i:|vacy. (A.7)
A single excitation configuration can be expressed as a:i|ΦHFy, while a double exci-
tation configuration can be expressed as a:ib:j|ΦHFy, etc.
A one-body operator can be expressed as
hˆ “
ÿ
pq
|pyxp|hˆ|qyxq| “
ÿ
pq
hpqp
:q, (A.8)
while a two-body operator can be expressed as
Gˆ “
ÿ
pqrs
1
2
|pqyxpq|Gˆ1
2
|sryxsr| “ 1
4
ÿ
pqrs
xpq|Gˆ|sryp:q:rs. (A.9)
If Gˆ is the two electron repulsion,
xpq|Gˆ|sry “
ż
dx1dx2
1?
2!
ˇˇˇˇ
φppx1q φppx2q
φqpx1q φqpx2q
ˇˇˇˇ˚
1
r12
1?
2!
ˇˇˇˇ
φspx1q φspx2q
φrpx1q φrpx2q
ˇˇˇˇ
“ 1
2
ż
dx1dx2pφppx1qφqpx2q ´ φqpx1qφppx2qq˚
ˆ 1
r12
pφspx1qφrpx2q ´ φrpx1qφspx2qq
“ xpq||sry (A.10)
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Thus the electronic Hamiltonian in second quantization is
Hˆ “
ÿ
pq
hpqp
:q ` 1
4
ÿ
pqrs
xpq||sryp:q:rs. (A.11)
A.2 Normal order
Deriving second quantization formula is mainly based on Eqs. (A.4)-(A.6). How-
ever, the maths involved become very complicated when the number of operators
increases. One way to simplify the derivation is to use normal order in Wick’s theo-
rem contraction[12].
An operator is referred as in normal order if all killer operators with respect to
some reference is to the right of all non-killer operators. The reference we use will
be the HF wavefunction in Eq. (A.7), and the killer operators are a for all virtual
orbitals and i: for all occupied orbitals. We define a procedure to bring a string
of operators to normal order by reorganizing the operators into normal order while
multiplying the signature of the necessary permutation. This procedure is denoted
by a pair of curly bracket. For example,
tabu “ ab “ ´ba, (A.12)
tiju “ ij “ ´ji, (A.13)
ta:b:u “ a:b: “ ´b:a:, (A.14)
ti:j:u “ i:j: “ ´j:i:. (A.15)
ta:iu “ a:i “ ´ia:, (A.16)
Note that there may be more than one way to reorganize the operators into normal
order, but due to the factor of the signature of the necessary permutation, they are
all equivalent. Here are some more examples where there is only one unique normal
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ordered form for each of them,
ta:bu “ a:b, (A.17)
tab:u “ ´b:a, (A.18)
tij:u “ ij:, (A.19)
ti:ju “ ´ji:. (A.20)
A normal ordered contraction of a pair of operators is defined as
AˆBˆ “ AˆBˆ ´ tAˆBˆu (A.21)
The only nonzero pair contractions are those that are not normal ordered, i.e.
i:j “ i:j ´ ti:ju “ i:j ` ji: “ δij, (A.22)
and
ab: “ ab: ´ tab:u “ ab: ` ba: “ δab. (A.23)
Wick’s theorem proved that a string of operators equals its normal ordered plus all
possible pair contractions. For example, for a string of four creation and annihilation
operators,
AˆBˆCˆDˆ “ tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu
` tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu ` tAˆBˆCˆDˆu (A.24)
“ tAˆBˆCˆDˆu ` AˆBˆtCˆDˆu ` tAˆBˆuCˆDˆ ` BˆCˆtAˆDˆu ` AˆDˆtBˆCˆu
´ AˆCˆtBˆDˆu ´ BˆDˆtAˆCˆu ´ BˆDˆAˆCˆ ` BˆCˆAˆDˆ ` AˆBˆCˆDˆ. (A.25)
Details of the proof and the form of the contractions can be found in Ref. [12].
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Now we will work though how to obtain a normal ordered electronic Hamiltonian.
For the two body part, we have
Gˆ “ 1
4
ÿ
pqrs
xpq||sryp:q:rs (A.26)
“ 1
4
ÿ
pqrs
xpq||sryptp:q:rsu ` q:rtp:su ` p:stq:ru
´ p:rtq:su ´ q:stp:ru ` p:q:rs` p:q:rsq. (A.27)
Since only i:j “ δij is nonzero, the equation can be simplified as
Gˆ “ 1
4
ÿ
pqrs
xpq||srytp:q:rsu `
ÿ
ipq
xpi||qiytp:qu ` 1
2
ÿ
ij
xji||jiy (A.28)
“ 1
4
ÿ
pqrs
xpq||srytp:q:rsu `
ÿ
pq
pJpq ´Kpqqtp:qu ` 1
2
ÿ
ij
xji||jiy, (A.29)
where J and K are defined in Eqs. (1.20) and (1.21). The one body part of the
Hamiltonian is,
hˆ “
ÿ
pq
hpqp
:q (A.30)
“
ÿ
pq
hpqptp:qu ` p:qq (A.31)
“
ÿ
pq
hpqtp:qu `
ÿ
i
hii. (A.32)
Therefore, we have
Hˆ “ hˆ` Gˆ (A.33)
“
ÿ
i
hii ` 1
2
ÿ
ij
xji||jiy `
ÿ
pq
phpq ` Jpq ´Kpqqtp:qu ` 1
4
ÿ
pqrs
xpq||srytp:q:rsu
(A.34)
“ EHF `
ÿ
p
ptp:pu ` 1
4
ÿ
pqrs
xpq||srytp:q:rsu, (A.35)
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where we have used Eqs. (1.18) and (1.6). Defining the normal ordered Fock operator
FˆN “
ÿ
p
ptp:pu, (A.36)
and the normal ordered two electron interaction operator
GˆN “ 1
4
ÿ
pqrs
xpq||srytp:q:rsu, (A.37)
then the normal ordered Hamiltonian is
HˆN “ FˆN ` GˆN . (A.38)
Normal ordered operators simplify the evaluation of integrals. For example, if we
want to evaluate xΦHF|XˆYˆ |ΦHFy, we have
xΦHF|XˆYˆ |ΦHFy “ xΦHF|pXHF ` XˆNqpYHF ` YˆNq|ΦHFy (A.39)
“ XHFYHF `XHFxΦHF|YˆN |ΦHFy ` YHFxΦHF|XˆN |ΦHFy
` xΦHF|XˆN YˆN |ΦHFy (A.40)
“ XHFYHF ` XˆN YˆN , (A.41)
where the HF expectation value of a normal ordered operator is always zero since a
normal ordered operator is a killer either to the left or to the right (or both), and
XˆN YˆN denotes the complete contraction between XˆN and YˆN leaving no operators
uncontracted. By using normal ordered operators, the integral evaluation is much
simpler with Wick’s theorem and directly leads to Feynman diagram representations.
158
Appendix B
Detailed derivations for Fukui and response
functions
B.1 Detailed derivations of δ3E{δv3 and δ3E{δNδv2
This section presents the detailed derivations in Subsection 2.4.2. Please note that
all the notations in this section are inherited from Subsection 2.4.2, incompatible
with those in Subsection 2.4.3. For an integer system, the CP-SCF equations for the
order λAλB are
HˆABτ |φiτy ` HˆAτ |φBiτy ` HˆBτ |φAiτy ` Hˆτ |φABiτ y “ ABiτ |φiτy ` Aiτ |φBiτy ` Biτ |φAiτy ` iτ |φABiτ y,
(B.1)
xφABuτ |φiτy ` xφAuτ |φBiτy ` xφBuτ |φAiτy ` xφuτ |φABiτ y “ 0, (B.2)
and
ρABs,τ pr, r1q “
ÿ
i
rφABiτ prqφiτ pr1q ` φAiτ prqφBiτ pr1q ` φBiτ prqφAiτ pr1q ` φiτ prqφABiτ pr1qs. (B.3)
As usual, the superscript “0” is omitted when no confusion is caused. By expanding
φAiτ , φ
B
iτ , and φ
AB
iτ in the basis of unperturbed orbitals, and utilizing the orthonor-
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malization of Eq. (B.2), ρABs,τ could be cast into
ρABs,τ pr, r1q “
ÿ
ia
rφiτ prqφaτ pr1q ` φaτ prqφiτ pr1qsrPABiaτ `Qiaτ pRA,RBqs
´
ÿ
ij
φiτ prqφjτ pr1qQijτ pRA,RBq `
ÿ
ab
φaτ prqφbτ pr1qQabτ pRA,RBq,
(B.4)
where Qabτ pRA,RBq and Qijτ pRA,RBq are defined in Eqs. (2.62)-(2.63), and we
have additionally
PABiaτ “ xφaτ |φABiτ y, (B.5)
and
Qiaτ pRA,RBq “
ÿ
j
pxφaτ |φAjτyxφBjτ |φiτy ` xφaτ |φBjτyxφAjτ |φiτyq. (B.6)
In Eq. (B.4), it seems that only PABiaτ is unknown so far, as all Q matrices are just
first order response. However, the definition of Qiaτ involves xφXjτ |φiτy, X “ A or
B, which could be problematic when φiτ and φjτ are degenerate. This difficulty
can be alleviated by utilizing a special choice of unitary transformation such that
xφXjτ |φiτy “ 0, as was widely used to derive various response properties[53, 91, 97, 98].
For canonical orbitals, nonetheless, xφXjτ |φiτy is non-zero and will only be canceled
out after combining other terms, as will be shown later.
Applying xφaτ | to Eq. (B.1), we have
xφaτ |HˆABτ |φiτy ` paτ ´ iτ qPABiaτ
“Aiτxφaτ |φBiτy ` Biτxφaτ |φAiτy ´ pxφaτ |HˆAτ |φBiτy ` xφaτ |HˆBτ |φAiτyq, (B.7)
where the term xφaτ |HˆAτ |φBiτy also has contribution from the troublesome xφjτ |φBiτy.
Whatsoever, the two terms in the parenthesis on the right hand side of Eq. (B.7)
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can be simplified to
xφaτ |HˆAτ |φBiτy ` xφaτ |HˆBτ |φAiτy
“
ÿ
u
pxφaτ |HˆAτ |φuτyxφuτ |φBiτy ` xφaτ |HˆBτ |φuτyxφuτ |φAiτyq
“
ÿ
b
rH1abτ pRAqP 1ibτ pRBq `H1abτ pRBqP 1ibτ pRAqs
`
ÿ
j
pxφaτ |HˆAτ |φjτyxφjτ |φBiτy ` xφaτ |HˆBτ |φjτyxφjτ |φAiτyq
“
ÿ
b
rH1abτ pRAqP 1ibτ pRBq `H1abτ pRBqP 1ibτ pRAqs
`
ÿ
j
pjτ ´ aτ qpP 1jaτ pRAqxφjτ |φBiτy ` P 1jaτ pRBqxφjτ |φAiτyq
“
ÿ
b
rH1abτ pRAqP 1ibτ pRBq `H1abτ pRBqP 1ibτ pRAqs
´
ÿ
j
paτ ´ iτ qrP 1jaτ pRAqxφjτ |φBiτy ` P 1jaτ pRBqxφjτ |φAiτys
´
ÿ
j
piτ ´ jτ qrP 1jaτ pRAqxφjτ |φBiτy ` P 1jaτ pRBqxφjτ |φAiτys
“
ÿ
b
rH1abτ pRAqP 1ibτ pRBq `H1abτ pRBqP 1ibτ pRAqs
` paτ ´ iτ qQiaτ pRA,RBq ´
ÿ
j‰i
rP 1jaτ pRAqH1jiτ pRBq ` P 1jaτ pRBqH1jiτ pRAqs, (B.8)
where P 1 and H1 are defined in Eqs. (2.60) and (2.61). Apparently, according to
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the definitions, P 1iaτ pRXq “ PXiaτ and H1uvτ pRXq “ HXuvτ . On the other hand,
xφaτ |HˆABτ |φiτy “ xφaτ | B
2Hˆτ
BλABλB |φiτy
“ xφaτ |B
2pvˆJ ` vˆτXCq
BλABλB |φiτy
“
ÿ
ζ,θ
ż
drdr1xφaτ | δ
2pvˆJ ` vˆτXCq
δρζprqδρθpr1q |φiτyρ
A
ζ prqρBθ pr1q
`
ÿ
ζ
ż
drxφaτ |δpvˆJ ` vˆ
τ
XCq
δρζprq |φiτyρ
AB
ζ prq
“ 4
ÿ
jbζ,kcθ
Fiaτ,jbζ,kcθP
1
jbζpRAqP 1kcθpRBq `
ÿ
bcζ
Kiaτ,bcζQbcζpRA,RBq
`
ÿ
jbζ
Kiaτ,jbζrPABjbζ `QjbζpRA,RBqs ´
ÿ
jkζ
Kiaτ,jkζQjkζpRA,RBq,
(B.9)
where Eqs. (B.4), (2.60), and (2.64) have been applied.
Combining Eqs. (B.7), (B.8), and (B.9), noting that Xiτ “ HXiiτ , we have
ÿ
jbζ
Miaτ,jbζrPABjbζ `QjbζpRA,RBqs “ Wiaτ pRA,RBq, (B.10)
where M and W are defined in Eqs. (2.51) (using conventional orbitals normal-
ized to one) and (2.65), respectively. Now that Wiaτ contains only first order
response independent of xφiτ |φXjτy elements, PABjbζ ` QjbζpRA,RBq are unambigu-
ously defined as ZjbζpRA,RBq. Then the diagonal element in Eq. (B.4) becomes
δ3E{δvprqδvpRAqδvpRBq, as shown in Eq. (2.67). Since ZjbζpRA,RBq as a whole en-
ters ρAB, the final expression is robust regardless of the ill-definedQjbζ . Also, the final
expression of Eq. (2.67) is compatible with the previous results using non-canonical
orbital conventions xφiτ |φXjτy “ 0. Using definitions in Eqs. (2.60)-(2.66),Eq. (2.67)
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can also be rewritten as
χp2qpr, r1, r2q “ 8
ÿ
iaτ,jbζ,kcθ
Fiaτ,jbζ,kcθP
1
iaτ prqP 1jbζpr1qP 1kcθpr2q
`
ÿ
abτ
rH1abτ pr2qQabτ pr, r1q `H1abτ pr1qQabτ pr, r2q `H1abτ prqQabτ pr1, r2qs
´
ÿ
ijτ
rH1ijτ pr2qQijτ pr, r1q `H1ijτ pr1qQijτ pr, r1q `H1ijτ prqQijτ pr1, r2qs,
(B.11)
which explicitly demonstrates the symmetry of χp2q and closely resembles the static
hyperpolarizability expression in Ref [92].
Applying xφiτ | to Eq. (B.7), and setting φiτ “ φfσ, we have ABfσ “ xφfσ|HˆABσ |φfσy`
xφfσ|HˆAσ |φBfσy`xφfσ|HˆBσ |φAfσy. xφfσ|HˆABσ |φfσy is readily available by applying δ3E{δv3
in Eq. (2.67) to Eq. (B.9). The first order terms in the expression are
xφfσ|HˆAσ |φBfσy`xφfσ|HˆBσ |φAfσy “
ÿ
u
rxφfσ|HˆAσ |φuσyxφuσ|φBfσy`xφfσ|HˆBσ |φuσyxφuσ|φAfσys,
(B.12)
which could be unstable if there are more than one degenerate frontier orbitals. In
fact, we have implicitly apply an perturbation of occupation number to establish
fσ “ µ, thus the zeroth order orbital φfσ is set regardless of the perturbation HˆX .
In other words, we are not interested with the real derivative δ3E{δNδv2 which could
be ill-defined as the N ´ 1 or N ` 1 state is degenerate when the frontier orbitals are
degenerate; instead, we want to explore δ3E{δnfσδv2 with a specific chosen frontier
orbital φfσ. Replacing φiτ with φfσ in Eq. (2.41) and applying another frontier
orbital xφf 1σ| to both sides, we have
xφf 1σ|HˆXσ |φfσy “ Xfσδf 1f , (B.13)
where fσ “ f 1σ is applied. Therefore, all frontier orbitals in the summation of Eq.
(B.12) will be omitted, and we finally reach the expression of ABfσ in Eq. (2.80).
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B.2 Detailed derivations of δ3E{δN 2δv and δ3E{δN 3
Parallel to the previous section, this section shows the detailed derivations in Sub-
section 2.4.3. Please note that all the notations in this section are inherited from
Subsection 2.4.3, incompatible from those in Subsection 2.4.2.
The first order equations are
Hˆτ |φ¯1iτy ` ˆ¯H1τ |φiτy “ iτ |φ¯1iτy ` ¯1iτ |φiτy, (B.14)
and
xφ¯1uτ |φiτy ` xφuτ |φ¯1iτy “ 0, (B.15)
which are actually already solved by the analytical Fukui function, i.e.
ρ¯1s,τ pr, r1q “ δτσφfσprqφfσpr1q `
ÿ
ia
P¯ 1iaτ rφiτ prqφaτ pr1q ` φaτ prqφiτ pr1qs, (B.16)
and
fprq “ ρ¯1prq “ |φfσ|2 ` 2
ÿ
iaτ
P¯ 1iaτφiτ prqφaτ prq, (B.17)
with P¯ 1iaτ defined in Eq. (2.73). Eq. (B.16) is nothing but the nonlocal Fukui
function in Eq. (2.89).
The second order equations are
ˆ¯H2τ |φiτy ` 2 ˆ¯H1τ |φ¯1iτy ` Hˆτ |φ¯2iτy “ ¯2iτ |φ¯iτy ` 2¯1iτ |φ¯1iτy ` iτ |φ¯2iτy, (B.18)
and
xφ¯2uτ |φiτy ` 2xφ¯1uτ |φ¯1iτy ` xφuτ |φ¯2iτy “ 0, (B.19)
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while the KS density matrix variation is
ρ¯2s,τ pr, r1q “
ÿ
i
rφ¯2iτ prqφiτ pr1q ` 2φ¯1iτ prqφ¯1iτ pr1q ` φiτ prqφ¯2iτ pr1qs
` 2φ¯1fτ prqφfτ pr1q ` 2φfτ prqφ¯1fτ pr1q
“
ÿ
ai
pP¯ 2iaτ ` 2Q¯iaτ qrφaτ prqφiτ pr1q ` φiτ prqφaτ pr1qs
`
ÿ
ab
φaτ prqφbτ pr1q2Q¯abτ ´
ÿ
ij
φiτ prqφjτ pr1q2Q¯ijτ
`
ÿ
u
2rφuτ prqφfτ pr1q ` φuτ pr1qφfτ prqsxφuτ |φ¯1fτy, (B.20)
where Q¯abτ and Q¯ijτ are defined in Eqs. (2.76) and (2.75), and P¯
2
iaτ “ xφ¯2iτ |φaτy,
Q¯iaτ “ řkxφ¯1kτ |φiτyP¯ 1kaτ . Similar to the perturbation of dv2, terms as xφ¯1kτ |φiτy in
Q¯iaτ could be troublesome. As for the frontier orbital perturbation, xφuτ |φ¯1fτy in Eq.
(B.20) is well defined for uτ ‰ fτ . When u and f are degenerate, i.e. both frontier
orbitals, the perturbation δN should actually be interpreted as δnfσ, and the change
of the occupation number will deteriorate the symmetry of the electron density and
thus Hˆτ . Therefore, xφf 1σ| ˆ¯Hnσ |φfσy “ 0 and xφ¯nf 1σ|φfσy “ 0 for all orders of n with
arbitrary degenerate frontier orbitals f 1 ‰ f and f 1σ “ fσ. Hence the degenerate
orbital contribution in the last term of Eq. (B.20) can be omitted and the summation
can be replaced by
ř1.
Applying xφaτ | to both sides of Eq. (B.18), we have
xφaτ | ˆ¯H2τ |φiτy ` paτ ´ iτ qP¯ 2iaτ “ 2¯1iτxφaτ |φ¯1iτy ´ 2xφaτ | ˆ¯H1τ |φ¯1iτy. (B.21)
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The second-order effective Hamiltonian can be expanded as
xφaτ | ˆ¯H2τ |φiτy “
ÿ
jbζ
pKaiτ,jbζ `Kaiτ,bjζqpP¯ 2jbζ ` 2Q¯jbζq ` 2
ÿ
bcζ
Kaiτ,bcζQ¯bcζ
´ 2
ÿ
jkζ
Kaiτ,jkζQ¯jkζ ` 2
ÿ
u
1pKaiτ,fuσ `Kaiτ,ufσqxφ¯1fσ|φuσy
`
ÿ
uvζ,stθ
Faiτ,uvζ,stθfuvζfstθ, (B.22)
where fuvζ is the KS density matrix of the Fukui function, defined in Eq. (2.77).
The last term on the right-hand side in Eq. (B.21) can also be expressed as
xφaτ | ¯ˆH1τ |φ¯1iτy “
ÿ
b
xφaτ | ˆ¯H1τ |φbτyxφbτ |φ¯1iτy `
ÿ
j
xφaτ | ˆ¯H1τ |φjτyxφjτ |φ¯1iτy
“
ÿ
b
H¯1abτ P¯
1
ibτ `
ÿ
j
pjτ ´ aτ qP¯ 1jaτxφjτ |φ¯1iτy
“
ÿ
b
H¯1abτ P¯
1
ibτ ´
ÿ
j
paτ ´ iτ qP¯ 1jaτxφjτ |φ¯1iτy ´
ÿ
j
piτ ´ jτ qP¯ 1jaτxφjτ |φ¯1iτy
“
ÿ
b
H¯1abτ P¯
1
ibτ ` paτ ´ iτ qQ¯iaτ ´
ÿ
j‰i
P¯ 1jaτH¯
1
jiτ . (B.23)
Combining Eqs. (B.21)-(B.23), we reachÿ
jbζ
Miaτ,jbζrP¯ 2jbζ ` 2Q¯jbζs “ W¯iaτ , (B.24)
with Miaτ,jbζ and W¯iaτ defined in Eqs. (2.51) (using conventional orbitals normalized
to one) and (2.78). Again, W¯iaτ contains only first order response and free from
degeneracy issue. Setting Z¯iaτ “ P¯ 2iaτ ` 2Q¯iaτ , Eq. (B.24) is solved by Eq. (2.79).
Then the diagonal element of Eq. (B.20) delivers the Fukui response function in Eq.
(2.80).
Replacing φiτ with the frontier orbital φfσ in Eq. (B.18), and applying xφfσ| to
both sides, we have
¯2fσ “ xφfσ| ˆ¯H2σ|φfσy ` 2xφfσ| ˆ¯H1σ|φ¯1fσy,
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in which the first term can be expressed from ρ¯2τ and ρ¯
1
τ , while the second term from
first order response. Therefore, we reach the hyperhardness in Eq. (2.81).
In summary, the second-order CP-SCF equations are solved for both the external
potential perturbation and the occupation number perturbation. In the framework
of canonical orbitals, terms like xφjτ |φXiτy (X “ A, B, or 1) are seemingly trouble-
some during the derivations. The final expressions, however, are free from these
undetermined terms. The numerical results verify that the techniques to get rid of
these terms are valid.
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Appendix C
Mathematical Details of Non-Adiabatic
Linear-Response TDDFT-P
In absence of the proof of the time-dependent one-to-one mapping between the pair-
ing matrix and the pairing field, the the inclusion of the frequency dependent effects
can merely be introduced based on some assumption. We adopt Assumption a) in
Section 3.3; i.e., we assume that at the zero pairing field limit, any first order pairing
matrix of an interacting non-superconducting system induced by a pairing field can
be reproduced by the first order pairing matrix induced by a pairing field in a non-
interacting non-superconducting system. Concisely, it can be expressed as following:
for every δDpωq, there exists a δDspωq such that
δκpωq “ KpωqδDpωq “ KspωqδDspωq, (C.1)
where we have used matrix multiplication to represent integrals. In this way, δDspωq,
δDpωq, and δκpωq are vectors in the linear space V of general functions gpx,x1q of two
points. Then Kspωq and Kpωq are linear operators on V . In the language of linear
algebra (see, for example, Ref. [274]), the aforementioned assumption is equivalent
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to
ImKpωq Ď ImKspωq, (C.2)
where ImS is the image of a linear operator S,
ImS “ tv P V |v “ Su,u P Vu. (C.3)
This linear-response representability is less restrictive than the full representability,
as the full representability of κpωq requires response of all orders should equal. This is
the only assumption necessary to establish the Dyson-like equation for non-adiabatic
linear-response TDDFT-P. Note that the particle-hole blocks in Kspωq and δκpωq
are zero, as indicated in Eq. (3.36). Therefore Kspωq is rank deficient and not
invertible, and so is Kpωq. The non-invertibility makes it difficult to derive the
Dyson-like equation in the straightforward way as stated in Section 3.4, yet we can
bypass such difficulty by restricting the perturbing field. Also note that although
there is no particle-hole terms in δκpωq due to the rank deficiency of Kspωq in Eq.
(C.1), the full response κpωq could have a non-zero particle-hole block.
We perturb the interacting non-superconducting system with a specially designed
pairing field δD˜pωq such that
δD˜pωq P ImK´pωq, (C.4)
where K´pωq is the Moore-Penrose pseudoinverse (see, for example, Ref. [275]) of
matrix Kpωq. Such pairing perturbation will generate first order pairing matrix
δκ˜pωq “ KpωqδD˜pωq. (C.5)
According to Eq. (C.1), there are infinitely many δDspωq’s to satisfy the conditions
due to the rank deficiency of Kspωq described above. However, we can choose a
specific solution δD˜spωq that fulfills Eq. (C.1),
δD˜spωq “ K´s pωqδκ˜pωq “ K´s pωqKpωqδD˜pωq, (C.6)
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without ambiguity. Owing to the constraint of Eq. (C.4), the pairing field can also
be expressed by the first order pairing matrix perturbation
δD˜pωq “ K´pωqδκ˜pωq. (C.7)
Now we introduce a projected linear-response functions
K˜pωq “ δκ˜pωq
δD˜pωq , (C.8)
and
K˜spωq “ δκ˜pωq
δD˜spωq
, (C.9)
which only response to the selected fields δD˜pωq and δD˜spωq. When acting on δD˜pωq
(δD˜spωq), K˜ (K˜sq gives the same result as Kpωq (Kspωq).
Defining δD˜MBpωq “ δD˜spωq ´ δD˜pωq, where the subscript MB denotes many-
body effects, we have
δD˜MBpωq “ rK˜´s pωq ´ K˜´pωqsδκ˜pωq, (C.10)
which enables us to define the functional derivative
L˜pωq “ δpD˜spωq ´ D˜pωqq
δκ˜pωq “
δD˜MBpωq
δκ˜pωq “ K˜
´
s pωq ´ K˜´pωq (C.11)
as the general frequency-dependent pp response kernel. Then, we can express the
Dyson-like equation
K˜pωq “ δκ˜pωq
δD˜pωq (C.12)
“ δκ˜pωq
δD˜spωq
δD˜spωq
δD˜pωq (C.13)
“ K˜spI` δD˜MBpωq
δκ˜pωq
δκ˜pωq
δD˜pωqq (C.14)
“ K˜spωq ` K˜spωqL˜pωqK˜pωq. (C.15)
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The multiplication by δD˜sand its inverse in the second step are allowed because
from Eqs. (C.2), (C.6) and (C.7) it follows that all quantities are in ImK´pωq. With
only the assumption that the first order pairing matrix of an interacting system can
be represented by a first order pairing matrix of some non-interacting system, we
obtain the Dyson-like equation with a frequency-dependent pp kernel, which is not
necessarily a second order derivative of some functional. Note that if the original
δDspωq and δκpωq were used, the derivative of Eq. (C.11) would be undefined since
δDspωq and δDpωq are not necessarily a function of δκpωq.
It is essential to introduce δD˜pωq in the way expressed in Eq. (C.4). We bypass
the difficulty of the absence of a one-to-one mapping in Eq. (C.1) by choosing a
specific type of perturbation in Eq. (C.4). Although there is no one-to-one mapping
between δDpωq and δκpωq, there is a one-to-one mapping between δD˜pωq and δκ˜pωq
as shown in Eqs. (C.5) and (C.7). For every δD˜pωq that satisfies Eq. (C.5), any
δD˜1 “ s ` δD˜pωq with s P KerKpωq is also a solution of Eq. (C.5), where KerKpωq
is the kernel (or the null space)[274] of the linear operator Kpωq,
KerKpωq “ tx P V |Kpωqx “ 0u. (C.16)
The constraint of Eq. (C.4) specifies the solution associated with s “ 0 so that
the one-to-one mapping between δD˜pωq and δκ˜pωq can be established. Using the
Hohenberg-Kohn[20] or Runge-Gross[50] language, we can say that δDpωq can be
uniquely determined from δκpωq, up to an unimportant additive vector s P KerKpωq.
Fig C.1a illustrates the relationship of this mapping. Each distinct vector s P
KerKpωq generates a unique coset (represented as an oval in Fig C.1a) of s `
ImK´pωq “ ts` x|x P ImK´pωqu, the image of which is exactly ImKpωq because
ty P V |y “ Kpωqps` xq,x P ImK´pωq, s P KerKpωqu
“ty P V |y “ Kpωqx,x P ImK´pωqu “ ImKpωq.
We design the perturbation δD˜pωq such that it belongs to the coset associated with
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s “ 0, hence a one-to-one mapping (isomorphism) between δD˜pωq and δκ˜pωq can
be established. Figure C.1b shows the density-density response function map, i.e.
the linear order of the Runge-Gross map[50], as an analogy to the Kpωq map in this
paper. For the linear order of the Runge-Gross map, i.e.
δρpωq “ χpωqδvpωq, (C.17)
there is no one-to-one mapping between δρpωq and δvpωq, since cpωq ` δvpωq with
cpωq any spatial independent vector will not generate a new δρpωq which is generated
by δvpωq. Note that δρpωq and δvpωq now represent functions with one coordinate
index δρpr, ωq and δvpr, ωq as they are both local, different from the non-local δκpωq
and δDpωq with two coordinate indexes. Nevertheless, we can achieve the one-to-one
mapping between δv˜pωq and δρ˜pωq by designing the perturbation δv˜pωq such that
δv˜pωq P Imχ´pωq. Such a potential-centric perspective is an example of the potential
functional in Ref. [101].
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(a) The Kpωq map (b) The χpωq map
Figure C.1: The illustration of the one-to-one mapping between (a) δD˜pωq and
δκ˜pωq, and (b) δv˜pωq and δρ˜pωq. In (a), s and s1 are different vectors in KerKpωq.
The small ovals in the domain represents different cosets. A coset is defined as
s ` ImK´pωq “ ts ` x|x P ImK´pωqu. The image of each coset is the full image
ImKpωq. We design the perturbation such that δD˜pωq only resides in one single
oval, thus there is a one-to-one mapping between δD˜pωq and δκ˜pωq, despite the
overall many-to-one mapping between δDpωq and δκ˜pωq. An analogy is present in
(b) for the χpωq map. In this case, c and c1 are different vectors in Kerχpωq. Any
spatial coordinate independent vector c belongs to Kerχpωq and generates a coset
c ` Imχ´pωq. The one-to-one mapping between δv˜pωq and δρ˜pωq is fulfilled by
designing the perturbation δv˜pωq.
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Appendix D
Mathematical analysis of the pp-RPA equation
The appendix discusses many mathematical properties of the pp-RPA equation.
These properties are conceptually very similar to those of ph-RPA equation as shown
in Ref. [158].
D.1 The zero signature of an eigenvector with an imaginary eigen-
value
For an eigenvalue ωn and eigenvector zn, we have
Mzn “ ωnWzn. (D.1)
The Hermitian conjugate of Eq. (D.1) becomes
z:nM “ ω˚nz:nW. (D.2)
Multiplying z:n to the left of Eq. (D.1) and zn to the right of Eq. (D.2), we have
z:nMzn “ ωnz:nWzn “ ω˚nz:nWzn.
Therefore
pωn ´ ω˚nqpz:nWznq “ 0. (D.3)
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For an imaginary eigenvalue ωn ‰ ωn˚, the signature z:nWzn “ 0.
D.2 The orthonormalization of eigenvectors with all real eigenvalues
Using the same approach in Subsection D.1 in the Appendix but with two different
eigenvalues and eigenvectors, we have
z:nMzm “ ωmz:nWzm “ ω˚nz:nWzm,
and
pωm ´ ω˚nqpz:nWzmq “ 0. (D.4)
Therefore, when two real eigenvalues are different (ωm ‰ ωn˚), the two eigenvectors
are orthogonal under the metric W (z:nWzm “ 0). Since linear combination of
eigenvectors of a degenerate eigenvalue stays in the same eigenspace, we can choose
the eigenvectors of a degenerate eigenvalue to orthogonal to each other within the
eigenspace. When all eigenvalues are real, eigenvectors can, therefore, be chosen
to be orthogonalized under the metric W. For a diagonalizable pp-RPA equation
with all real eigenvalues, z:nWzn should not be zero, otherwise we have z:nWZ “
0, which indicates the eigenvector matrix is rank-deficit, which contradicts with
the diagonalizability assumption. Therefore, the signatures of eigenvectors are all
nonzero for a diagonalizable pp-RPA equation with all real eigenvalues. The resulting
orthonormalization can be written as
Z:WZ “ Λ, (D.5)
where Λ is a diagonal matrix with only˘1 diagonal elements. According to Sylvester’s
law of inertia[273], W and Λ share the same number of `1’s and ´1’s. In another
word, there are Npp N ` 2 excitations and Nhh N ´ 2 excitations, according to the
definition of N ˘ 2 excitations in Sec. 4.2. We can further arrange the eigenvectors
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such that eigenvectors with positive signatures stay in the left of Z, then finally we
reach the normalization condition
Z:WZ “ W. (D.6)
D.3 The equivalence between stability and positive definiteness of M
First we show that the stability condition of Eq. (4.11) leads to the positive defi-
niteness of M.
From the stability of the pp-RPA equation (Eq. (4.11)) and the normalization
(Eq. (4.10)), we have
c:Mc “
ÿ
mn
pzmcmq:Mpzncnq
“
ÿ
mn
c˚mz
:
mωnWzncn
“
ÿ
n
c˚mδmnWmnωncn
“
ÿ
mn
c˚m|ωm|δmncn
“
ÿ
m
|cm|2|ωm| ą 0,
with an arbitrary nonzero column vector c. Thus, M is positive definite for a pp-RPA
equation.
Next, we show that the reverse is also true.
Given that M is positive definite, the pp-RPA equation in the compact form
reads
Mzn “ ωnWzn. (D.7)
Since M is positive definite, Eq. (4.6) could be rewritten as
L:zn “ ωnL´1W
`
L´1
˘:
L:zn,
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where M “ LL: is the Cholesky decomposition. With z˜n “ L:zn and W˜ “
L´1W pL´1q: , then the eigenvalue problem
W˜z˜n “ ω˜nz˜n (D.8)
is diagonalizable with all real eigenvalues, since W˜: “ W˜ by definition. Additionally,
all eigenvalues of W˜, ω˜n’s, will be nonzero, since zero eigenvalue indicates detpW˜q “
0 which contradicts the definition of W˜. With orthonormalization of the eigenvectors
z˜:nz˜m “ δnm|ω˜n|´1, Eq. (4.6) can be diagonalized with real eigenvalues
ωn “ ω˜´1n , (D.9)
and eigenvector orthonormalization with the eigenvalue sign constraints (the eigen-
vectors are arranged in the same way as in Subsection D.2 in the Appendix),
z:nWzm “ δmnsignpωmq “ Wnm. (D.10)
Eq. (D.10) guarantees that the minn ω
N`2
n ą 0 ą maxm ωN´2m . Therefore, by defini-
tion, this pp-RPA equation is stable since all the eigenvalues are real and the N ` 2
and N ´ 2 excitation spectra are nicely separated.
In summary, the stability condition of an pp-RPA equation is equivalent to the
positive definiteness of M.
D.4 The invertibility of X for a stable pp-RPA equation
We now prove the invertibility of X in Sec. 4.3. According to Subsection D.2 in
the Appendix, the eigenvalues of a stable pp-RPA equation are orthonormalized
according to
Z:WZ “ W. (D.11)
For only N ` 2 excitation vectors,
Z:N`2WZN`2 “ I, (D.12)
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where
ZN`2 “
„
X
Y

,
with X and Y the particle-particle and hole-hole block of the N ` 2 excitation
eigenvector matrices. Expanding Eq. (D.12), we have
X:X´Y:Y “ I. (D.13)
Therefore, X:X “ I `Y:Y is positive definite, and X is invertible, otherwise X:X
will not be positive definite.
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