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LIMIT SHAPES AND LOCAL STATISTICS FOR THE STOCHASTIC
SIX-VERTEX MODEL
AMOL AGGARWAL
Abstract. In this paper we consider the stochastic six-vertex model on a cylinder with arbitrary
initial data. First, we show that it exhibits a limit shape in the thermodynamic limit, whose
density profile is given by the entropy solution to an explicit, non-linear conservation law that
was predicted by Gwa-Spohn in 1992 and by Reshetikhin-Sridhar in 2018. Then, we show that
the local statistics of this model around any continuity point of its limit shape are given by an
infinite-volume, translation-invariant Gibbs measure of the appropriate slope.
Contents
1. Introduction 1
2. Monotonicity and Couplings 10
3. Classification of Translation-Invariant Stationary Measures 20
4. Limit Shape for Double-Sided Bernoulli Boundary Data 24
5. Proof of Theorem 1.1 34
6. Proof of Theorem 1.3 41
7. Proof of Proposition 6.2 50
References 58
1. Introduction
1.1. Preface. Over the past several decades, a substantial amount of effort has been directed
towards the understanding of limit shapes and local statistics for statistical mechanical models. In
this paper we analyze these two phenomena for the six-vertex model with stochastic weights.
In the context of dimer models, one of the earlier results along this direction concerned the limit
shape phenomenon exhibited by domino tilings, stating that the height function of a uniformly
random tiling of a large domain is likely to concentrate (after suitable normalization) around a global
limit. This was first established in the case when the domain is an Aztec diamond by Cohn-Elkies-
Propp [22], who provided an exact form for the limit shape. Later, this result was substantially
generalized by Cohn-Kenyon-Propp [23] to domino tilings of essentially arbitrary domains. The
latter work expressed the limit shape through a variational principle, namely, as the maximizer
of a certain (explicit) concave functional, which was later rewritten by Kenyon-Okounkov [44] as
the solution to a complex wave equation that in many cases can be solved through the method of
characteristics.
A salient feature of these limit shapes is that they can be inhomogeneous for certain choices
of the boundary, that is, the density of tiles can (asymptotically non-negligibly) differ in different
1
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regions of the rescaled domain D. Thus a question of interest is to understand how the boundary
data affect the local statistics, the joint law of nearly neighboring tiles, of a random tiling.
The physical prediction (see, for example, Conjecture 13.5 of [23] and Section 1.5 of [42]) in this
context is that these local statistics should be determined by (the gradient of) the global limiting
height function H : D → R for the tiling model. More specifically, around some point (u, v) ∈ D,
they should be given by the unique [66] infinite-volume, translation-invariant, ergodic Gibbs measure
with slope equal to ∇H(u, v); these infinite-volume Gibbs measures are explicit, as they can be
expressed as a determinantal point process with a known kernel [43, 45]. For many choices of
boundary data, this prediction has been shown to hold true [9, 21, 32, 33, 38, 40, 52, 56, 58, 62, 63].
The proofs of these results on limit shapes and local statistics were largely based on the deter-
minantal (free-fermionic) structure underlying the tiling models [39]. So, they were also applicable
to some classes of more general dimer models [20, 29, 45], where such structure persists.
Yet, the solvability of the six-vertex model is of a substantially different nature and can be
attributed to a one-parameter family of mutually commuting transfer operators, which can be
diagonalized through the quantum inverse scattering method (algebraic Bethe ansatz); see the books
of Baxter [11] and Korepin-Bogoliubov-Izergin [47]. This framework expresses the eigenvalues of
these operators in terms of solutions to an intricate system of non-linear equations called the Bethe
equations. These equations are known to simplify considerably in the five-vertex degeneration of
the six-vertex model, in which one of the six weights of the model is set to 0. Using this fact, de
Gier-Kenyon-Watson [30] recently established the variational principle for the limit shape of the
five-vertex model with general boundary conditions.
Based on earlier free energy predictions due to Lieb [53] and Sutherland-Yang-Yang [68] (which
were in turn based on a heuristic analysis of the Bethe equations), variational principles have also
been conjectured for the general six-vertex model under arbitrary boundary conditions [70, 57, 59].
However, for most values of the six-vertex weights, it is unknown how to analyze the Bethe equations.
Partly for this reason, the limit shape phenomenon had until now remained without understanding
for any other type of six-vertex model (except under certain families of boundary data). Moreover,
we are not aware of any previous results on the local statistics for a non-free-fermionic six-vertex
model on a finite domain.
In this paper we consider the stochastic six-vertex model, which was introduced by Gwa-Spohn
[34] in 1992 as an instance of the six-vertex model whose weights are stochastic and therefore give
rise to a Markovian transfer matrix. Its weights are given on the left side of Figure 1; we will
describe the model in more detail in Section 1.2 below.
Over the past several years, this model has received considerable interest [1, 10, 14, 15, 16, 24, 25,
27] in the probability and mathematical physics communities, due to the fact that it is one of the
simplest models that lies in the intersection of two-dimensional statistical mechanics and stochastic
integrability; as such, it exhibits a number of interesting physical phenomena. For instance, under
suitable limit degenerations, it converges to the asymmetric simple exclusion process (ASEP) [1, 15];
the Kardar-Parisi-Zhang (KPZ) equation [25, 27]; and a stochastic variant of the telegraph equation
[16]. Furthermore, it is a member of the KPZ universality class [34], exhibiting fluctuations of order
N1/3 [2, 3, 10, 14, 15] and correlations on spatial scales of order N2/3 [24] on a domain of size N .
The limit shape phenomenon for the stochastic six-vertex model, run under arbitrary initial
(boundary) data, was predicted in the original physics work [34]. In particular, it was predicted
there that the limiting height function H of this model should satisfy a Hamilton-Jacobi equation of
the form ∂yH = ϕ(∂xH), for a suitable function ϕ (given by (1.2) below). An alternative heuristic
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derivation of the same predicted limit shape, assuming the conjectural variational principle for the
general six-vertex model, was provided more recently by Reshetikhin-Sridhar in [60].
Under certain classes of initial data, this prediction has been proven. Indeed, in [15], Borodin-
Corwin-Gorin address the limit shape (and fluctuations) for this model when run under domain-wall
boundary data; this was later extended in [3] to the case of (generalized) Bernoulli initial data.
Although both of these results imply precise asymptotic statements about the stochastic six-vertex
model in their respective settings, the algebraic analysis implemented in their proofs requires that
the boundary data be of a special type, and so does not apply to the case of general initial data.
As mentioned above, there seem to have been no previous results on local statistics for the
stochastic six-vertex model when run under any type of (deterministic) initial data. Still, assuming
the equation for the limit shape proposed in [34, 60], one can formulate a prediction for how they
should behave in analogy with what was explained above in the case of tiling models. Specifically,
around some point (u, v) in our rescaled domain, the local statistics around (u, v) should be given by
an infinite-volume, translation-invariant, ergodic Gibbs measure for the stochastic six-vertex model
whose slope is equal to ∇H(u, v). Denoting ρ = G(u, v) = ∂xH(u, v) and using the predicted
identity ∂yH = ϕ(G), the slope of this Gibbs measure can be alternatively expressed as
(
ρ, ϕ(ρ)
)
.
In particular, any such slope must lie on the curve
{
(s, t) : t = ϕ(s)
}
. In the physics literature, this
curve is sometimes referred to as the conical singularity (also known as the tricritical point [36, 57]
or KPZ point [55]) of the ferroelectric six-vertex model, as it is where three phases of the six-vertex
model are predicted to coexist and the free energy to be singular [19, 36, 67].
In Appendix A.2 of [2], an infinite-volume, translation-invariant Gibbs measure for the stochastic
six-vertex model with slope
(
ρ, ϕ(ρ)
)
was introduced for each slope on this conical singularity. We
will denote this measure by µ(ρ) and will recall its precise definition in Section 1.3 below. The
analog of the local statistics prediction for the stochastic six-vertex model then states that, around
(u, v), the local statistics should be given by this measure µ(ρ), where ρ = ∂xH(u, v).
Although the measure µ(ρ) is not known to be given by a determinantal point process, [2]
establishes both qualitative and quantitative properties about it, which are considerably different
from those for infinite-volume, translation-invariant Gibbs measures for tiling models. For instance,
it was shown by Kenyon that the local statistics for random tilings are conformally invariant [40]
with Gaussian free field fluctuations [41, 45]. In contrast, the six-vertex measures µ(ρ) are quite
anisotropic, exhibiting Baik-Rains fluctuations of exponent 13 along a single direction and Gaussian
fluctuations of exponent 12 elsewhere [2]. The latter point can again be viewed as a manifestation
of the fact that the stochastic six-vertex model is in the KPZ universality class.
In this paper we establish both the limit shape (see Theorem 1.1 below) and local statistics (see
Theorem 1.3 below) predictions for the stochastic six-vertex model under arbitrary initial data.
In particular, the latter provides the first local statistics result for a non-free-fermionic six-vertex
model.
Since the stochastic six-vertex model is not known to be determinantal, and since we remain
unable to analyze the general Bethe equations, our methods will be different from the ones used
previously to analyze dimer models and the five-vertex model. In particular, we first (as in [34]
or Section 2.2 of [15]) reinterpret the stochastic six-vertex model as a discrete-time interacting
particle system. Then, we analyze this system by suitably adapting hydrodynamical limit methods
developed for continuous-time, attractive interacting particle systems to the discrete-time setting.
To that end, we first show that the stochastic six-vertex model is monotone and attractive. The
first refers to the fact that the stochastic six-vertex model preserves ordering with respect to particle
locations, and the second refers to the existence of a coupling between stochastic six-vertex models
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such that coupled particles will almost surely always remain coupled. The proof of attractivity will
be based on an explicit coupling that arises from the multi-class (or higher rank) stochastic six-
vertex model. The weights for that model were introduced in the independent works of Bazhanov
[12] and Jimbo [37], although they were studied from the perspective of stochastic dynamics more
recently [18, 50, 51]; a more general framework for producing integrable systems with stochastic
weights was provided in [4]. In our particular setting, it will be useful to adopt a mild modification
of this model by allowing the classes of particles to decrease when they couple.
Next we establish the limit shape, or hydrodynamical limit, of the stochastic six-vertex model in
the special case when run under double-sided Bernoulli initial data. If the resulting limiting profile
exhibits a rarefaction fan, then this result can be accessed using the algebraic framework of [2, 3].
However, in the alternative setting when the limiting profile exhibits a shock, we are not aware of
exact identities for the stochastic six-vertex model that are amenable to asymptotic analysis.
So, we instead modify the framework that was introduced by Andjel-Vares [5] to study attractive
interacting particle systems with double-sided Bernoulli initial data to apply in our setting. In
addition to requiring the attractivity of the stochastic six-vertex model, these methods also require
a classification of the translation-invariant stationary measures for the model. Therefore, we provide
a classification of such measures through a suitable adaptation of the work of Liggett [54], who
established the analogous result for the ASEP.
Then, we apply the framework of Bahadoran-Guiol-Ravishankar-Saada [6] (see also the survey [7]
and references therein) that establishes hydrodynamical limit for monotone, attractive interacting
particle systems under arbitrary initial data, assuming that one understands these limits in the case
of double-sided Bernoulli initial data. This will lead to the proof of the limit shape Theorem 1.1.
Before proceeding, let us mention that there also exist other developed methods [61, 69, 64]
for establishing the hydrodynamical limit for continuous-time, asymmetric particle systems. To
our understanding, in order to access the limit with an arbitrary initial profile, they all require
attractivity of the underlying particle system (with the exception of the relative entropy method
of Yau [69], which instead requires differentiability of the limit shape, an assumption that does not
hold in our setting). The first was due to Rezakhanlou [61] and was based on a microscopic entropy
estimate. Later, an alternative proof (that applied to a different class of models) was provided by
Seppäläinen, obtained by interpreting the particle system as a random growth model.
Unfortunately, we were unable to implement any of these methods for the stochastic six-vertex
model, due to the fact that its dynamics are given by discrete-time, sequential updates. For instance,
the microscopic entropy estimate from [61] is proven using the generator for the interacting particle
system; however, for the stochastic six-vertex model, this generator is a (sort of intricate) matrix
that we were not able to analyze. Furthermore, the stochastic six-vertex model can be viewed as a
random growth model, but with elaborate sequential update dynamics that we were also unable to
analyze. Since the methods of [6] were instead largely based on the monotonicity and attractivity
of the model, and on properties of the limit shape, they were more amenable to establish the
hydrodynamical limit in our specific setting.
To establish the local statistics result Theorem 1.3, we follow the framework introduced by
Bahadoran-Mountford [8], who established the corresponding result for the ASEP through an anal-
ysis of the multi-species ASEP. The analog here will be to analyze the dynamics of the multi-species
stochastic six-vertex model. As in [8], this will require an “approximate coupling” statement (given
by Proposition 6.2 below) that essentially states that a stochastic six-vertex model with an approx-
imately constant density profile can be coupled with a stationary stochastic six-vertex model such
that the two models nearly couple after a sufficiently long time.
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This statement can be viewed as a generalization of the two-block estimate (see, for instance,
Lemma 3.2 in Chapter 5 of the book [46] by Kipnis) for interacting particle systems. Indeed, in the
case of the ASEP, [8] essentially reduced it to a two-block estimate that had earlier been proven by
Kosygina [48]. In our setting of the stochastic six-vertex model, we will establish the approximate
coupling statement directly, through a suitable adaptation of the method implemented in [48] of
equating two different approximations for the total current of the model. Although these expressions
for the total current from [48] were obtained using the generator of the ASEP (which we recall is a
bit intricate in our six-vertex situation), it will still be possible to establish analogs of them in our
discrete-time setting, using the monotonicity and attractivity of the stochastic six-vertex model, as
well as properties of its stationary measures.
The remainder of this section is organized as follows. In Section 1.2 we define the model of interest
to us, which is the stochastic six-vertex model on the discrete cylinder. In Section 1.4 we state our
results, which constitute a limit shape phenomenon and local statistics for this model with generic
boundary data; the latter result will require a certain class of infinite-volume translation-invariant
Gibbs measures, which we recall in Section 1.3.
Throughout this article, we fix real numbers 0 < b1 < b2 < 1 and λ > 0. Furthermore, for
any probability measure µ, we let Pµ and Eµ denote the probability measure and expectation with
respect to µ, respectively. Additionally, we denote the complement of any event E by Ec.
1.2. The Model. Let N ≥ 1 be a positive integer and set L = ⌊λN⌋. Define the discrete
torus T = TN = Z/NZ and the discrete cylinder C = CN ;L = T × {1, 2, . . . , L}. We view
the cylinder C as a graph by connecting vertices (x1, y1), (x2, y2) ∈ C if (x1 − x2, y1 − y2) ∈{
(−1, 0), (1, 0), (0,−1), (0, 1)}; the torus T can be viewed as a graph in a similar way.
Now let us define six-vertex ensembles on C. To that end, an arrow configuration is a quadruple
(i1, j1; i2, j2) such that i1, j1, i2, j2 ∈ {0, 1} and i1 + j1 = i2 + j2. We view such a quadruple as an
assignment of arrows to a vertex v ∈ C. Specifically, i1 and j1 denote the numbers of vertical and
horizontal arrows entering v, respectively; similarly, i2 and j2 denote the numbers of vertical and
horizontal arrows exiting v, respectively. The fact that i1+ j1 = i2+ j2 means that the numbers of
incoming and outgoing arrows at v are equal; this is sometimes referred to as arrow conservation.
There are six possible arrow configurations, which are depicted on the left side of Figure 1.
A six-vertex ensemble on C is defined to be an assignment of an arrow configuration to each
vertex of C in such a way that neighboring arrow configurations are consistent ; this means that, if
v1, v2 ∈ C are two adjacent vertices, then there is an arrow to v2 in the configuration at v1 if and only
if there is an arrow from v1 in the configuration at v2. Observe in particular that the arrows in a
six-vertex ensemble form up-right directed paths connecting vertices of C, which emanate vertically
from a vertex in T × {0} and exit vertically through a vertex in T × {L+ 1}; see the right side of
Figure 1 for a depiction.
Boundary data for a six-vertex ensemble on C is prescribed by dictating which elements of T×{0}
are entrance sites for a path; this can be defined through a sequence ψ =
(
ψ(x)
)
x∈T
∈ {0, 1}T,
where ψ(x) denotes the indicator for the event that a path vertically enters C through the vertex
(i, 1). For example, on the right side of Figure 1, we have ψ = (1, 1, 0, 0, 1). One could also prescribe
which sites on T × {L + 1} are exit sites for a path (which would be defined through a sequence
χ =
(
χ(x)
) ∈ {0, 1}T, similar to the one above) but, following [60], we will not do this here and will
instead sum over all possible such exiting locations; this corresponds to a free boundary condition
on the upper end of the cylinder C.
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(0, 0; 0, 0) (0, 1; 0, 1) (1, 0; 1, 0)
(1, 0; 0, 1) (0, 1; 1, 0) (1, 1; 1, 1)
1 b2 b1
1− b1 1− b2 1
1
2
3
4
5
6
7
0 1 2 3 4
L
N
Figure 1. The chart to the left shows all six possible arrow configurations, along
with the associated vertex weights. An example of a six-vertex ensemble on C5;7 is
shown to the right.
Now, fix some N -tuple ψ =
(
ψ(x)
)
and, following [34], let us define a probability measure
P = P(b1, b2) = PN(b1, b2;λ;ψ) on the set E = EN ;L;ψ of six-vertex ensembles on C with boundary
condition given by ψ. To that end, we first define a vertex weight w(i1, j1; i2, j2) to each arrow
configuration (i1, j1; i2, j2), given explicitly by
w(1, 0; 1, 0) = b1; w(0, 1;0, 1) = b2; w(1, 0; 0, 1) = 1− b1; w(0, 1; 1, 0) = 1− b2;
w(0, 0; 0, 0) = 1 = w(1, 1; 1, 1),
(1.1)
and w(i1, j1; i2, j2) = 0 for any (i1, j1; i2, j2) not of the above form; see the left side of Figure 1
for a depiction. These weights are stochastic, in that
∑
i2,j2
w(i1, j1; i2, j2) = 1 for any fixed
(i1, j1) ∈ {0, 1} × {0, 1}.
We view w(i1, j1; i2, j2) as the weight of a vertex in a six-vertex ensemble whose arrow configu-
ration is (i1, j1; i2, j2). Then, we define the weight w(E) of a six-vertex ensemble E ∈ E as equal to
the product of the weights of all vertices in the ensemble. By induction on L, the stochasticity of
the weights (1.1) can be used to deduce that
∑
E∈E w(E) = 1.
Now let P denote the probability measure on E that assigns probability w(E) to any ensemble
E ∈ E. This probability measure is called the stochastic six-vertex model on C and was introduced
by Gwa-Spohn [34] in 1992.
1.3. Infinite-Volume Translation-Invariant Gibbs Measures. Although our results in this
paper will primarily concern the stochastic six-vertex model on the (finite) cylinder C, certain six-
vertex measures in infinite-volume will arise as limit points of local statistics for the model in our
setting. Therefore, in this section we recall a class of infinite-volume, translation-invariant Gibbs
measures for the stochastic six-vertex model that was introduced in Section A.2 of [2].
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These models will be defined on all of Z2, but let us first define the stochastic six-vertex model
on the nonnegative quadrant. To that end, we fix (possibly random) boundary conditions on the
nonnegative quadrant, that is, vertices on the positive x-axis and positive y-axis that are entrance
sites for a directed path. For ρ1, ρ2 ∈ [0, 1], a boundary condition that will be of particular interest to
us is double-sided (ρ1, ρ2)-Bernoulli boundary data, in which sites on the y-axis are independently
entrance sites with probability ρ1, and sites on the x-axis are independently entrance sites with
probability ρ2.
Following [15, 17, 26], the stochastic six-vertex model on the quadrant is defined to be a prob-
ability measure P = P(b1, b2) that is the limit of a family of probability measures Pn = Pn(b1, b2)
defined on the set of six-vertex ensembles whose vertices are all contained in triangles of the form
Tn = {(x, y) ∈ Z2≥0 : x+ y ≤ n}. The first such probability measure P1 is supported on the unique
six-vertex ensemble on T1 with no arrows.
For each positive integer n, we define Pn+1 from Pn through the following Markovian update
rules. Use Pn to sample a six-vertex ensemble En on Tn. This gives arrow configurations (of the
type shown on the left side of Figure 1) to all vertices in the positive quadrant strictly below the
diagonal Dn = {(x, y) ∈ Z2>0 : x + y = n}. Each vertex on Dn is also given “half” of an arrow
configuration, in the sense that it is given the directions of all entering paths but no direction of
any exiting path.
To extend En to an ensemble on Tn+1, we must “complete” the configurations (specify the exiting
paths) at all vertices (x, y) ∈ Dn. Any half-configuration can be completed in at most two ways;
selecting between these completions is done randomly, according to the probabilities (1.1). All
choices are mutually independent.
In this way, we obtain a random ensemble En+1 on Tn+1; the resulting probability measure on
path ensembles with vertices in Tn+1 is denoted Pn+1. Define the limit P = limn→∞ Pn.
Let us next explain how to use this six-vertex model on the quadrant to define a certain class
of translation-invariant six-vertex models on all of Z2. To that end, we first define κ > 1 and
ϕ : [0, 1]→ [0, 1] by
κ =
1− b1
1− b2 > 1; ϕ(z) =
κz
(κ− 1)z + 1 , for any z ∈ [0, 1].(1.2)
Now, fix ρ ∈ [0, 1], and consider the stochastic six-vertex model on the nonnegative quadrant
with double-sided
(
ϕ(ρ), ρ
)
-Bernoulli initial data; denote the associated measure on the set of six-
vertex ensembles on Z2>0 by µ0 = µ0(ρ). It was shown as Lemma A.2 of [2] that this measure is
translation-invariant in the following sense.
Sample a six-vertex ensemble E with respect to µ0. For any (x, y) ∈ Z2≥0, let χ(v)(x, y) de-
note the indicator for the event that an arrow in E vertically exits from (x, y); that is, letting(
i1(x, y), j1(x, y); i2(x, y), j2(x, y)
)
denote the arrow configuration at (x, y), we set χ(v)(x, y) =
i1(x, y + 1) = i2(x, y). Similarly, χ
(h)(x, y) = j1(x + 1, y) = j2(x, y) denotes the indicator for the
event that an arrow in E horizontally exits through (x, y). Then, for any (x, y) ∈ Z2≥0, the random
variables
{
χ(h)(x, y + 1), χ(h)(x, y + 2), . . .
} ∪ {χ(v)(x + 1, y), χ(v)(x + 2, y), . . .} are mutually in-
dependent. Furthermore, each χ(h)(x, y) and χ(v)(x, y) is a 0 − 1 Bernoulli random variable with
mean ϕ(ρ) and ρ, respectively.
Observe in particular that, if (x, y) = (0, 0), then this is the definition of double-sided
(
ϕ(ρ), ρ
)
-
Bernoulli initial data for µ0. The fact that it is also true for any (x, y) ∈ Z2≥0 allows us to define
a family of measures µN = µN (ρ) as follows. For each integer N ≥ 1, let µN = µN (ρ) denote
the measure on Z2≥−N formed by translating µ0 by (−N,−N) (that is, N spaces down and to the
8 AMOL AGGARWAL
left). Due to the translation-invariance of µ0 mentioned above, these measures are compatible in
the sense that µM is the restriction of µN to Z
2
>−M , for any integers N ≥M ≥ 0.
Therefore, we can define the limit µ = µ(ρ) = limN→∞ µN (ρ) on all of Z
2. By the translation-
invariance of µ0, this limit is quickly seen to be invariant with respect to any vertical or horizontal
shift. Thus, µ(ρ) is an infinite-volume, translation-invariant Gibbs measure for the stochastic six-
vertex model.
Such measures are typically classified by their slope, which under the above notation is defined
to be the pair
(
E
[
χ(v)(0, 0)
]
,E
[
χ(h)(0, 0)
])
. In particular, the slope of µ(ρ) is equal to
(
ρ, ϕ(ρ)
)
.
Thus, the above procedure produces a one-parameter family of infinite-volume, translation-invariant
Gibbs measures for the stochastic six-vertex model.
1.4. Results. In this paper we will be interested in the stochastic six-vertex model in the thermo-
dynamic limit, that is, in properties of the measure P as N tends to ∞ (while 0 < b1 < b2 < 1 and
λ > 0 remain fixed). We will in particular analyze two properties, namely, a limit shape phenome-
non and the local statistics, of this model. We will see that the former determines the latter, so we
begin by explaining the limit shape phenomenon in more detail.
To that end, we require some additional notation. With any six-vertex ensemble E on C = CN ;L
under boundary condition ψ =
(
ψ(x)
) ∈ {0, 1}N , we associate a particle configuration η = (ηy(x)),
where x and y range over TN and {0, 1, . . . , L}, respectively. Specifically, we set ηy(x) to be the
indicator for the event that there exists a (vertical) arrow in E directed from (x, y) to (x, y + 1);
this coincides with the quantity χ(v)(x, y) from Section 1.3.1 For instance, η0(x) = ψ(x) for each
x ∈ TN . The measure P from Section 1.2 induces a probability measure on the set of particle
configurations η with η0 = ψ; we also denote this measure on particle configurations by P .
We would first like to understand the global limit of a randomly chosen particle configuration
η (or path ensemble E) sampled from the measure P (under some given boundary conditions), as
N tends to ∞. More specifically, we will show that the normalized random function η⌊yN⌋
(⌊xN⌋)
weakly converges in probability to a deterministic function Gy(x) on (x, y) ∈ T × [0, λ], where
T = R/Z denotes a torus; this is known as a limit shape phenomenon.
Such a result is given by the following theorem, which was originally predicted by Gwa-Spohn
as equation (5) of [34] and then later by Reshetikhin-Sridhar as Proposition 3 of [60].
Theorem 1.1. Fix real numbers 0 < b1 < b2 < 1 and λ, ε > 0, and a measurable function
Ψ : T → [0, 1]. Recalling ϕ from (1.2), let Gy(x) = G(x, y) denote the entropy solution to the
conservation law
∂
∂y
G(x, y) +
∂
∂x
(
ϕ
(
G(x, y)
))
= 0,(1.3)
on T× [0, λ], with initial data given by G0(x) = G(x, 0) = Ψ(x) for each x ∈ T.
For each integer N ≥ 1, let ψ = ψ(N) = (ψ(x)) = (ψ(N)(x))
x∈TN
∈ {0, 1}N denote a boundary
condition, and assume that
lim
N→∞
sup
0≤x1≤x2≤1
∣∣∣∣∣∣ 1N
⌊x2N⌋∑
j=⌊x1N⌋
ψ(N)(j)−
∫ x2
x1
Ψ(x)dx
∣∣∣∣∣∣ = 0.(1.4)
1Our results to be described below can also be formulated and established in terms of the horizontal edge indicators{
χ(h)(x, y)
}
but for brevity we will not pursue this here.
LIMIT SHAPES AND LOCAL STATISTICS FOR THE STOCHASTIC SIX-VERTEX MODEL 9
Furthermore, for each N ≥ 1, let η = η(N) = (ηy(x)) = (η(N)y (x)) denote a particle configuration
sampled with respect to the measure PN
(
b1, b2;λ;ψ
(N)
)
from Section 1.2. Then,
lim
N→∞
P
 max
0≤X1≤X2<N
0≤Y1≤Y2≤L
∣∣∣∣ 1N2
Y2∑
y=Y1
X2∑
x=X1
ηy(x) −
∫ Y2/N
Y1/N
∫ X2/N
X1/N
Gy(x)dxdy
∣∣∣∣ > ε
 = 0.(1.5)
Remark 1.2. The equation (1.3) cannot be interpreted in the strong sense, since its solutions can
develop singularities (called shocks) in finite time. However, weak solutions to (1.3) are not unique,
and so one requires a way of specifying one “physically relevant” solution to the equation. This is
known as the entropy solution and can be defined as the unique weak solution to (1.3) satisfying
the entropy inequality, which in this case states that∫ λ
0
∫
T
(
∂yf(s, t)
∣∣G(s, t)− c∣∣+ ∂xf(s, t)∣∣∣ϕ(G(s, t)) − ϕ(c)∣∣∣)dsdt+ ∫
T
∣∣G(s, 0)− c∣∣f(s, 0)ds ≥ 0,
for any nonnegative, smooth function f : T × [0, λ] → R and constant c ∈ R; see equation (2.6) of
the book [65]. For bounded, measurable initial data, the existence and uniqueness of such a solution
(measurable and bounded on T × [0, λ], and also continuous in t) is due to Kružkov [49]; see also
Theorem 2.3.5 of [65].
Next, let us describe our results on local statistics for the stochastic six-vertex model; these
concern the largeN limit of the joint distribution (in a random six-vertex ensemble sampled from P)
of the arrow configurations assigned to vertices that are in a finite neighborhood of some (X,Y ) ∈
CN ;L. The following theorem states that these local statistics are given by the infinite-volume
translation-invariant Gibbs measures µ(ρ) (with slope
(
ρ, ϕ(ρ)
)
) described in Section 1.3, where ρ
is determined by the global limit shape Theorem 1.1. In what follows, for any six-vertex ensemble
E on a domain D, we denote by E|Λ the restriction of E to some subset Λ ⊆ D.
Theorem 1.3. Adopt the notation and assumptions of Theorem 1.1. Fix an integer k > 0 and
some pair (u, v) ∈ T × (0, λ) such that that (u, v) is a continuity point of G; denote G(u, v) = ρ.
For each integer N ≥ 1, let UN ∈ TN and VN ∈ [k + 1, L] be integers such that limN→∞ UNN = u
and limN→∞
VN
N = v.
Sample six-vertex ensembles E = E(N) on C with respect to the measure PN
(
b1, b2;λ;ψ
(N)
)
from
Section 1.2, and F = Fρ on Z2 with respect to the measure µ(ρ) from Section 1.3. Then, the law
of E|[UN−k,UN+k]×[VN−k,VN+k] converges to that of F|[−k,k]×[−k,k], as N tends to ∞.
Remark 1.4. Both Theorem 1.1 and Theorem 1.3 admit analogs when the cylinder CN ;L is replaced
by an N×L rectangle, after fixing boundary data along its left and bottom boundaries and allowing
free boundary conditions along its top and right boundaries. In this case, the global limit is again
given by the entropy solution to the equation (1.3) (now on [0, 1]× [0, λ]) with specified boundary
conditions along the x-axis and y-axis. Moreover, the local statistics are given by the infinite-
volume translation-invariant Gibbs measures from Section 1.3 whose slopes are again prescribed by
the global law. It is plausible that these results can be established through similar methods as used
to show Theorem 1.1 and Theorem 1.3, but we will not pursue this here for the sake of brevity.
The remainder of this paper is organized as follows. In Section 2 we first explain how to reinter-
pret the stochastic six-vertex model as an interacting particle system, and then provide monotone
and attractive couplings between several such systems.
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We next establish the limit shape result given by Theorem 1.1 for the stochastic six-vertex model.
This will require understanding the limit shape of the model in the case of double-sided Bernoulli
initial data, which will in turn require a classification of the extremal, translation-invariant, sta-
tionary measures for the stochastic six-vertex model. Thus, in Section 3 we will classify all such
measures. Then, we will establish the hydrodynamical limit for the stochastic six-vertex model
with double-sided Bernoulli initial data in Section 4, which will be used in Section 5 to prove the
limit shape Theorem 1.1 for the stochastic six-vertex model with arbitrary initial data.
After this, we will establish the local statistics result Theorem 1.3. In particular, we will prove
this statement in Section 6, conditional on a certain “approximate coupling” result, which will then
be shown in Section 7.
Acknowledgments. The author heartily thanks Alexei Borodin, Ivan Corwin, and Jeffrey Kuan
for enlightening discussions. The author is also grateful to the anonymous referee for helpful sug-
gestions on an earlier draft of this manuscript. This work was partially supported by the NSF
Graduate Research Fellowship under grant number DGE1144152 and NSF grant DMS-1664619.
2. Monotonicity and Couplings
The proofs of Theorem 1.1 and Theorem 1.3 will largely use certain monotonicity results and
couplings that we provide in this section. However, before describing them, we first in Section 2.1
explain a way of sampling the stochastic six-vertex model on the discrete upper half-plane through
an interacting particle system. We then establish a monotonicity result for the stochastic six-vertex
model in Section 2.2. Next, in Section 2.3, we recall the definition of the multi-class stochastic six-
vertex model from [51], which will be used to introduce the coupling of interest to us in Section 2.4.
2.1. An Associated Particle System. In this section we provide an alternative (equivalent) def-
inition of the stochastic six-vertex model as an interacting particle system on Z, partially following
Section 2.2 of [15].
Here, we will consider the stochastic six-vertex model on the discrete upper half-plane H =
Z×Z≥0 with some boundary condition ψ =
(
ψ(x)
)
x∈Z
∈ {0, 1}Z; let the set of six-vertex ensembles
on H with boundary data ψ be denoted by Eψ. As explained in Section 1.4, any six-vertex ensemble
E ∈ Eψ can be expressed through a particle configuration η =
{
ηt(x)
}
, where (x, t) ranges over
H; under this notation, ηt(x) is the indicator for the existence of a vertical arrow in E directed
from (x, t) to (x, t + 1). As in [15], we will view these vertical arrows as particles; the parameters
x ∈ Z and t ∈ Z≥0 will index space and time, respectively. Thus, ηt(x) denotes the indicator for
the existence of a particle at location x at time t; arrow conservation then implies that the total
number of particles is conserved over time.
Initial data at time t = 0 for this particle system is then prescribed by the boundary data; set
η0(x) = ψ(x) for each x ∈ Z. We assume for the moment that the system has finitely many particles
(this assumption will later be removed), which is equivalent to the condition that
∑∞
x=−∞ ψ(x) <∞.
These particles will then jump according to certain stochastic dynamics, defined below.
In what follows, it will be useful to tag the particles of the model, meaning that we track their
evolution over time by indexing them based on initial position. Specifically, let the initial positions
of the particles be denoted by p0 =
(
p0(−M), p0(1−M), . . . , p0(N)
)
, so that there are M +N +1
particles in the system; then, η0(x) = ψ(x) = 1x∈p0 for each x ∈ Z. We order the particles of p0
such that p0(−M) < p0(1−M) < · · · < p0(N). The particle initially at site p0(k) will be referred
to as particle k for each k ∈ [−M,N ]. For each k ∈ Z and t > 0, pt(k) will denote the position of
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particle k at time t. For any t ∈ Z≥0, we set pt(i) = −∞ for each i < −M and pt(i) =∞ for each
i > N .
Definition 2.1. Given the locations pt−1 =
(
pt−1(−M), pt−1(1−M), . . . , pt−1(N)
)
of all particles
at some time t− 1 ≥ 0, their locations pt =
(
pt(−M), pt(1 −M), . . . , pt(N)
)
at time t are defined
according to the following stochastic procedure.
(1) Let
{
χt(x)
}
x∈Z
and
{
jt(x)
}
x∈Z
denote a sequence of mutually independent random vari-
ables, with each χt(x) a b1-Bernoulli 0−1 random variable and each jt(x) chosen according
to the b2-geometric distribution. Specifically, for each x ∈ Z, we set P
[
χt(x) = 1] = b1 =
1− P[χt(x) = 0] and P[jt(x) = r] = (1− b2)br−12 for any integer r ≥ 1.
(2) Let k ∈ [−M,N ] be an integer, and assume that pt(k−1) has been set; denote x = pt−1(k).
(a) If pt(k−1) < x, then set pt(k) = min
{
x+jt(x), pt−1(k+1)
}
if χt(x) = 0 and pt(k) = x
if χt(x) = 1.
(b) If pt(k − 1) = x, then set pt(k) = min
{
x+ jt(x), pt−1(k + 1)
}
.
Stated alternatively, for each k ∈ {−M, 1 −M, . . . , N} (in that order), particle k jumps some
nonnegative number of spaces to the right, as follows. It will first decide whether to move or stay.
If particle k− 1 has not jumped onto particle k’s original position pt−1(k) = x, then particle k will
choose to stay or move with probabilities b1 and 1− b1, respectively; this is defined by the random
variable χt(x). If instead particle k − 1 jumped onto particle k’s original position, then particle k
cannot stay and must move. If particle k decides to move, then it will jump to the right according
to a b2-geometric distribution (given by jt(x)), ending at the time t− 1 location of particle k+ 1 if
it attempts to jump to the right of it.
This provides a way of sampling a random particle position sequence p = pt = (pt) =
(
pt(k)
)
under some initial data ψ =
(
ψ(x)
)
. By setting ηt(x) = 1x∈pt for any (x, t) ∈ H, this determines
a random particle configuration η = ηt = (ηt) =
(
ηt(k)
)
, which in turn determines a random six-
vertex ensemble E ∈ Eψ . Denote the probability of selecting such an E under this procedure by
p(E).
It is quickly observed that −∞ < pt(k) < ∞ almost surely for each k ∈ [−M,N ] and t ∈ Z≥0,
meaning that the associated vertex ensemble E only contains finitely vertices that are not assigned
arrow configuration (0, 0; 0, 0). Thus, the weight w(E) (recall Section 1.2) of any such ensemble is
almost surely well-defined. The following proposition, which was originally observed in Section 2.2
of [15] and can quickly be verified from the above definitions, indicates that above induced measure
on Eψ coincides with the six-vertex measure introduced in Section 1.2.
Lemma 2.2 ([15, Section 2.2]). Under the above notation, we have that p(E) = w(E) for any
six-vertex ensemble E ∈ Eψ.
Based on the sampling procedure given by Definition 2.1, we can define the stochastic six-vertex
model with infinitely many particles through a method similar to the one implemented by Harris
[35] in the context of the ASEP on Z. More specifically, let p0 =
(
p0(k)
)
k∈Z
denote a possibly
infinite particle position sequence on Z. For a fixed N ∈ Z≥1, the stochastic six-vertex model
pt =
(
pt(k)
)
for t ∈ [0, N ] is defined as follows.
First sample mutually independent random variables
{
χt(x)
}
and
{
jt(x)
}
for (x, t) ∈ Z ×
{1, 2, . . . , N} as in Definition 2.1. We call an integer k separating if
χt(k + t) = 0 and max
m<k+t
(
jt(m) +m
) ≤ k + t, for each t ∈ [1, N ].(2.1)
We then have the following lemma.
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Lemma 2.3. There almost surely exists a (random) doubly-infinite sequence of integers · · · <
R−1 < R0 < R1 < · · · such that Ri is separating for each i ∈ Z.
Proof. For each k ∈ Z, let F (k) denote the event that k is not separating. Furthermore, for any
u ∈ Z and v ∈ Z≥1, define the event E(u; v) =
⋂u+v2
k=u+1 F (k) that no separating integers exist in
the interval [u+ 1, u+ v2]. We claim that
P
[
E(u; v)
] ≤ c−1(1− c)v(2.2)
for some sufficiently small constant c = c(b2, N) > 0.
To that end, first define the events
F1(k; t) =
{
χt(k + t) = 1
} ∪{ max
k+t−v≤m<k+t
(
jt(m) +m
)
> k + t
}
;
F2(k; t) =
{
max
m<k+t−v
(
jt(m) +m
)
> k + t
}
,
for any integers k ∈ [u + 1, u+ v2] and t ∈ [1, N ]. Then, F (k) = ⋃Nt=1 (F1(k; t) ∪ F2(k; t)), so that
E(u; v) ⊆
v⋂
i=1
(
N⋃
t=1
F1(u+ iv; t)
)
∪
v⋃
i=1
N⋃
t=1
F2(u+ iv; t).(2.3)
Observe that the events F1(u+ iv; t) are mutually independent as (i, v) ranges over [1, v]× [1, N ],
since F1(u+ iv; t) depends only on the random variables
{
χt(u+ iv+ t)
}∪{jt(u+ iv− v+ t), jt(u+
iv − v + t+ 1), . . . , jt(u + iv + t − 1)}. Furthermore, for fixed i ∈ [1, v], the events
{
F2(u + iv; t)
}
are mutually independent over t ∈ [1, N ].
Using these facts, let us bound the probability of the first event on the right side of (2.3). To
do this, observe for any (k, t) ∈ [u + 1, u + v2] × [1, N ] that P[χt(k + t) = 1] = b1 and that
P
[
jt(k+ t−m) ≤ m
]
= 1− bm2 , for any m > 0. The independence of these events therefore implies
that P
[
F1(u+ iv; t)
]
= 1− (1− b1)
∏∞
m=1(1− bm2 ) < 1− c1, for some constant c1 = c1(b2) > 0 (since
b1 < b2). Hence,
P
[
v⋂
i=1
(
N⋃
t=1
F1(u+ iv; t)
)]
≤ (1− cN1 )v.(2.4)
To bound the probability of the second event on the right side of (2.3), observe that
P
[
F2(u + iv; t)
]
= 1−
∞∏
m=v+1
(
1− P[jt(u + iv + t−m) > m]) = 1− ∞∏
m=v+1
(1− bm−12 ) ≤ cv2 ,
(2.5)
for some constant c2 = c2(b2) < 1 and any i ∈ [1, v]. Thus, combining (2.3), (2.4), (2.5), and a
union bound yields
P
[
E(u; v)
] ≤ (1− cN1 )v + v(1− (1− cv2)N ),
from which (2.2) follows. Thus,
∑∞
i=1 P
[
E(5k; 2k)
]
+
∑∞
i=1 P
[
E(−5k; 2k)] < ∞, from which we
deduce the lemma from the Borel-Cantelli lemma. 
LIMIT SHAPES AND LOCAL STATISTICS FOR THE STOCHASTIC SIX-VERTEX MODEL 13
Letting · · · < R−1 < R0 < R1 < · · · be as in Lemma 2.3, we can sample the stochastic six-vertex
model on each finite domain
Di =
{
(x, t) ∈ Z× {0, 1, . . . , N} : Ri + t < x ≤ Ri+1 + t
}
through Definition 2.1. The stochastic six-vertex models on these domains Di are mutually disjoint,
since (2.1) and the dynamics described in Definition 2.1 together imply that any particle in [Ri +
t, Ri+1 + t − 1] at time t − 1 must be in the interval [Ri + t + 1, Ri+1 + t] at time t. Since⋃
i∈Z Di = Z×{0, 1, . . . , N}, the union of these finite stochastic six-vertex models on the Di yields
an infinite stochastic six-vertex model on Z × {0, 1, . . . , N}. The particle configuration η = ηt is
obtained by setting ηt(x) = 1x∈pt for each x ∈ Z and t ∈ {0, 1, . . . , N}, from which one obtains the
associated six-vertex ensemble E .
2.2. Monotonicity. In this section we establish Proposition 2.6 below, which is a monotonicity
result for the stochastic six-vertex model with respect to a certain ordering on particle position se-
quences. We begin by defining this ordering on both particle configurations and position sequences.
Definition 2.4. Let η =
(
η(i)
) ∈ {0, 1}Z and ξ = (ξ(i))
i∈Z
∈ {0, 1}Z denote particle configurations
on Z. We say that η ≥ ξ (or equivalently that ξ ≤ η) if η(i) ≥ ξ(i) for each i ∈ Z. Furthermore, if
p =
(
p(k)
)
and q =
(
q(k)
)
denote two sequences of particle positions on Z, then we say that p ≥ q
(or equivalently that q ≤ p) if p(k) ≥ q(k) for each k.
Remark 2.5. If η and ξ are two particle configurations associated with two sequences p and q of
particle positions, respectively, then η ≥ ξ has no direct implication on whether p ≥ q.
The following proposition now states that the stochastic six-vertex model preserves ordering with
respect to particle position sequences, in a certain sense. We refer to this as monotonicity.
Proposition 2.6. Let p0 =
(
p0(k)
)
and q0 =
(
q0(k)
)
denote two finite particle position sequences
such that p0 ≥ q0. Also let pt = (pt)t≥0 and qt = (qt)t≥0 denote the stochastic six-vertex models
run with initial data p0 and q0, respectively. Then it is possible to couple the laws of pt and qt so
that pt ≥ qt almost surely for each integer t ≥ 0.
Proof. It suffices to establish this proposition when t = 1, for then the result would follow from
induction on t and the Markov property of the stochastic six-vertex model. Thus, let us assume that
t = 0 and first exhibit this coupling when p0 and q0 differ in one site. Letting q0 =
(
q0(−M), q0(1−
M), . . . , q0(N)
)
and p0 =
(
p0(−M), p0(1−M), . . . , p0(N)
)
, this means that there exists some integer
k ∈ [−M,N ] such that p0(i) = q0(i) for all i ∈ [−M,N ] \ {k} and p0(k) = q0(k) + 1.
To that end, let
{
χ(k)
}
k∈Z
and
{
j(k)
}
k∈Z
denote sequences of mutually independent random
variables, with each χ(k) a b1-Bernoulli 0 − 1 random variable and each j(k) chosen according to
the b2-geometric distribution (as in Definition 2.1). Using these random variables, we can sample
p1(i) and q1(i) for each i < k−1 through a procedure similar to the one described by Definition 2.1,
except where we index the randomness by particle number instead of by site.
More specifically, for any i < k − 1, the following explains how to sample p1(i) assuming that
p1(i− 1) has been set; here, we let x = p0(i).
(1) If p1(i − 1) < x, then set p1(i) = min
{
x + j(i), p0(i + 1)
}
if χ(i) = 0 and p1(i) = x if
χ(i) = 1.
(2) If p0(i− 1) = x, then set p1(i) = min
{
x+ j(x), p0(i+ 1)
}
.
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We use the same procedure to sample q1(i) when i < k − 1. In particular, since the same
randomness (given by the χ(i) and j(i)) is used to sample p1(i) and q1(i), and since p0(m) = q0(m)
for each m ≤ k − 1, we have that p1(i) = q1(i) for each i < k − 1 under this coupling.
The locations p1(k − 1), q1(k − 1), p1(k), and q1(k) will be sampled slightly differently. Once
again, the procedure below is described only for p, but we use the same one for q. In what follows,
we let x = p0(k − 1).
(1) If χ(k − 1) = 1 and p0(k − 2) < x, then set p1(k − 1) = x. In this case, further set
p1(k) = p0(k) if χ(k) = 1 and set p1(k) = max
{
p0(k) + j(k), p0(k + 1)
}
if χ(k) = 0.
(2) Assume instead that χ(k − 1) = 0 or p0(k − 2) = x.
(a) If x+ j(k− 1) < p0(k), then set p1(k − 1) = x+ j(k− 1). Further set p1(k) = p0(k) if
χ(k) = 1, and set p1(k) = min
{
p0(k) + j(k), p0(k + 1)
}
if χ(k) = 0.
(b) If p0(k) ≤ x+j(k−1) < p0(k+1), then set p1(k−1) = p0(k) and p1(k) = x+j(k−1)+1.
(c) If x+ j(k − 1) ≥ p0(k + 1), then set p1(k − 1) = p0(k) and p1(k) = p0(k + 1).
Thus, if particle k − 1 does not attempt to jump to or past p0(k), then particles k − 1 and
k are sampled individually, as before. Otherwise, the new locations of the particles are sampled
simultaneously, according to the randomness given by j(k − 1).
Next, for i > k, we sample the locations p1(i) and q1(i) as described above in the case i < k− 1.
Although this procedure is different from the one given by Definition 2.1, one can quickly verify
that it samples a particle position sequence according to the stochastic six-vertex measure from
Section 1.2 (as in Lemma 2.2).
Thus, this provides a coupling between p1 and q1. We claim under this coupling that p1 ≥ q1
almost surely, to which end we must show that p1(i) ≥ q1(i) for each i ∈ Z. It was observed above
that p1(i) = q1(i) when i < k− 1, that is, p1 and q1 coincide to the left of their (k− 1)-th particles.
Let us now verify the claim when i = k − 1. To that end, first assume that χ(k − 1) = 1 and
q1(k − 2) = p1(k − 2) < p0(k − 1) = q0(k − 1). Then, the (k − 1)th particles of p0 and q0 do not
move, and so q1(k − 1) = q0(k − 1) = p0(k − 1) = p1(k − 1). If instead either χ(k − 1) = 0 or
q1(k−2) = p1(k−2) = p0(k−1) = q0(k−1), then the (k−1)-th particles of p0 and q0 jump, and we
have that q1(k−1) = max
{
q0(k−1)+j(k−1), q0(k)
} ≤ max{p0(k−1)+j(k−1), p0(k)} = p1(k−1).
Thus, in either case, p1(k − 1) ≥ q1(k − 1).
Next we analyze when i = k. First, suppose that q0(k − 1) + j(k − 1) < q0(k), so that the
(k− 1)-th particle of q0 does not attempt to jump at or to the right of q0(k). Then either χ(k) = 1,
in which case the k-th particles of p0 and q0 do not jump and q1(k) = q0(k) < p0(k) = p1(k),
or χ(k) = 0, in which case the k-th particles of q0 and p0 both jump and part 2(a) of the above
coupling yields q1(k) = max
{
q0(k) + j(k), q0(k + 1)
} ≤ max{p0(k) + j(k), p0(k + 1)} = p1(k).
Next suppose that q0(k − 1) + j(k − 1) ≥ q0(k + 1), that is, the (k − 1)-th particle of q0
attempts to jump at or to the right of q0(k+1). Then, the same holds for p0 (namely, p0(k− 1)+
j(k − 1) ≥ p0(k + 1)), and so part 2(c) of the above coupling applied to both p0 and q0 implies
q1(k) = q0(k + 1) = p0(k + 1) = p1(k).
Now, assume that q0(k) ≤ q0(k−1)+ j(k−1) < q0(k+1). Then, there are two cases to consider.
The first is if q0(k − 1) + j(k − 1) > q0(k), that is, the (k − 1)-th particle of q0 attempts to jump
to the right of q0(k). Then, the same holds for p0 (namely, p0(k − 1) + j(k − 1) ≥ p0(k)), and so
part 2(b) of the above coupling applied to both p0 and q0 yields q1(k) = q0(k− 1)+ j(k− 1)+ 1 =
p0(k−1)+j(k−1)+1 = p1(k). The second is if q0(k−1)+j(k−1) = q0(k), in which case part 2(b)
of the above coupling (applied to q0) implies q1(k) = q0(k − 1) + j(k − 1) + 1 = q0(k) + 1 = p0(k).
Since p0(k) ≤ p1(k), this implies that q1(k) ≤ p1(k), thereby confirming the claim when i = k.
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Next suppose that i > k. If χ(i) = 1 and q1(i − 1) < q0(i), then the i-th particle of q0 does not
jump, and so q1(i) = q0(i) = p0(i) ≤ p1(i). If either χ(i) = 0 or q1(i−1) = q0(i), then either χ(i) = 0
or p1(i− 1) = p0(i) (since p0(i) = q0(i) and p1(i− 1) ≥ q1(i− 1)). Thus, the i-th particles of p0 and
q0 both jump, and so q1(i) = max
{
q0(i) + j(i), q0(i + 1)
}
= max
{
p0(i) + j(i), p0(i + 1)
}
= p1(i).
This confirms the existence of the claimed coupling when p0 and q0 differ in one site.
If p0 and q0 do not differ in one site, then let p0 =
(
p0(−M), p0(1 − M), . . . , p0(N)
)
and
q0 =
(
q0(−U), q1(1 − U), . . . , q0(V )
)
. Further set p0(i) = −∞ if i < −M ; p0(i) = ∞ if i > N ;
q0(i) = −∞ if i < −U ; and q0(i) = ∞ if i < V . There then exists a doubly infinite sequence
sequence · · · ≤ r(−1)0 ≤ r(0)0 ≤ r(1)0 , . . . of particle position sequences on Z ∪ {−∞,∞} such that the
following two statements hold.
(1) For each i ∈ Z, r(i)0 and r(i+1)0 are either equal or differ in one site.
(2) We have that limk→∞ r
(−k)
0 = q0 and limk→∞ r
(k)
0 = p0.
For each i ∈ Z, let r(i)1 denote the stochastic six-vertex model with initial data r(i)0 , run for
one time step. The above yields a coupling between
(
r
(i)
1 , r
(i+1)
1
)
such that r
(i)
1 ≤ r(i+1) almost
surely for each i; these induce couplings between
(
r
(−k)
1 , r
(k)
1
)
for each k > 0 such that r
(−k)
1 ≤ r(k)1
almost surely. By letting k tend to ∞, the compactness of the set of particle position sequences on
Z ∪ {−∞,∞} yields a coupling between p1 and q1 such that p1 ≥ q1 almost surely. 
2.3. Multi-Class Stochastic Six-Vertex Model. In this section we recall the definition of a
multi-class variant of the stochastic six-vertex model, as it will be useful later to introduce couplings
in Section 2.4. This model arises as the spin 12 case of the stochastic Uq
(
ŝln+1
)
vertex models, which
were originally introduced in [12, 37] and also studied in a number of recent works [51, 18, 50, 4].
Throughout this section, we fix integers t ≥ 0 and n ≥ 1.
For simplicity, we will only define this model on a single row R = Rt = Z × {t} ⊂ H, but its
definition on other domains is entirely analogous. We first require the notion of a multi-class arrow
configuration. Analogous to arrow configurations from Section 1.2, a multi-class arrow configuration
is a quadruple (i1, j1; i2, j2) with i1, j1, i2, j2 ∈ {1, 2, . . . , n} ∪ {∞} such that we have the equality
of (unordered) sets {i1, j1} = {i2, j2}.
We view the labels {1, 2, . . . , n}∪ {∞} as classes, and we view the quadruple (i1, j1; i2, j2) as an
assignment of labeled arrows to a vertex v ∈ R. More specifically, i1 and j1 denote the classes of
the incoming vertical and horizontal arrows at v, respectively, and i2 and j2 denote the classes of
the outgoing vertical and horizontal arrows at v; see Figure 2. The equality {i1, j1} = {i2, j2} is
again a form of arrow conservation. Thus, each edge along, entering, or exiting R is assigned some
class; it will be useful to view the class ∞ as denoting the absence of an arrow.
Amulti-class (or higher rank) six-vertex ensemble onR is an assignment of multi-class arrow con-
figurations to each vertex of R in such a way that neighboring arrow configurations are consistent;
this means that there is an arrow of class r ∈ {1, 2, . . . , n} ∪ {∞} to (x + 1, t) in the configuration
at (x, t) if and only if there is one of class r from (x, t) in the configuration at (x + 1, t). These
arrows then form up-right directed paths (each of which has a class) on R that emanate vertically
from the line y = t− 1 and exit R vertically through the line y = t+1; see Figure 3 for an example.
A boundary condition is given by a sequence ψ =
(
ψ(x)
) ∈ {0, 1, . . . , n}Z; here, ψ(x) = r ∈
{1, 2, . . . , n} means that an arrow of class r enters H vertically through (x, t − 1), and ψ(x) = 0
means that no arrow (or, equivalently, one of class ∞) enters through (x, t− 1). We (temporarily)
assume that
∑∞
x=−∞ ψ(x) <∞, that is, the ensemble consists of only finitely many paths.
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(j, j; j, j) (i, i; i, i) (i, j; i, j) (j, i; j, i) (i, j; j, i) (j, i; i, j)
1 1 b1 b2 1− b1 1− b2
Figure 2. The top row in the chart depicts arrow configurations at vertices
in the multi-class stochastic six-vertex model; the bottom row shows the corre-
sponding probabilities. Here, the solid and dashed arrows correspond to classes
i, j ∈ {1, . . . , n} ∪ {∞}, respectively, satisfying i < j.
We once again assign vertex weights to multi-class arrow configurations by setting
w(i, i; i, i) = 1; w(i, j; i, j) = b1; w(j, i; j,i) = b2; w(i, j; j, i) = 1− b1; w(j, i; i, j) = 1− b2,
(2.6)
for any i, j ∈ {1, 2, . . . , n}∪{∞}, where we assume that i < j for the last four equalities in (2.6). If
(i1, j1; i2, j2) is not of the above form, then we set w(i1, j1; i2, j2) = 0; see Figure 2 for a depiction.
Remark 2.7. Observe that the weights (2.6) are similar to those (1.1) of the original stochastic
six-vertex model. In particular, in the multi-class setting, lower class arrows view higher class ones
as non-existent.
As in Section 1.2, we view w(i1, j1; i2, j2) as the weight of a vertex with arrow configuration
(i1, j1; i2, j2). Any multi-class six-vertex ensemble E on R is assigned a weight w(E) equal to the
product of the weights of all of its vertices. For a finite boundary condition ψ, we define the multi-
class stochastic six-vertex model on R as a probability measure on the set E = Eψ;n of multi-class
six-vertex ensembles on R with boundary condition ψ such that the probability assigned to any
E ∈ E is equal to w(E). The stochasticity of the weights (2.6) ensures that ∑E∈E w(E) = 1.
Remark 2.8. Let m ∈ [1, n] be an integer. By Remark 2.7, there is an concatenation procedure that
degenerates an n-class stochastic six-vertex model to an m-class one. Specifically, let 0 = j0 < j1 <
j2 < · · · < jm ≤ n be integers; and consider the multi-class six-vertex model described above but
where each arrow of class r ∈ [ji−1 + 1, ji] is replaced with one of class i for every i ∈ [1,m], and
each arrow of class r ∈ [jm+1,∞] replaced by one of class∞. This produces a measure on m-class
six-vertex ensembles that, by Remark 2.7, coincides with the m-class stochastic six-vertex model.
As in Section 1.4, we can associate a particle configuration η =
(
ηy(x)
)
(where (x, y) ranges over
Z × {t − 1, t}) to a multi-class six-vertex ensemble E ∈ E. Specifically, if the arrow from (x, y) to
(x, y+1) is assigned some class r ∈ {1, 2, . . . , n} in E , then we set ηy(x) = r. If this arrow is instead
assigned class ∞, then we set ηy(x) = 0. Observe that ψ(x) = ηt−1(x) for each x ∈ Z.
Similarly to in Section 2.1, we may view a vertical arrow of class r ∈ {1, 2, . . . , n} directed from
(x, s) to (x, s+1) in a multi-class six-vertex ensemble as a particle of class r at location x and time
s. In this way, a multi-class stochastic six-vertex model on R can be viewed as one time step of an
interacting particle system on Z represented by a sequence p =
(
p(r)
)
of particle positions. Here,
r ranges over the classes {1, 2, . . . , n}, and p(r) = (p(r)s ) = (p(r)s (−Mr), p(r)s (1−Mr), . . . , p(r)s (Nr))
denotes the tagged positions of the class r particles in the system, which are ordered so that
p
(r)
s (−Mr) < p(r)s (1−Mr) < · · · < p(r)s (Nr). We also set p(r)t (i) = −∞ for i < −Mr and p(r)t (i) =∞
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−5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8
Figure 3. An example of a multi-class six-vertex ensemble on R is depicted
above in the case n = 2. The solid, dashed, and dotted edges correspond to classes
1, 2, and ∞, respectively.
for i > Nr; it will further be convenient to set p
(0)
s to be empty for s ∈ {t − 1, t}. Observe that
ηt−1(x) = ψ(x) is equal to r ∈ {1, 2, . . . , n} if x ∈ p(r)0 and is equal to 0 otherwise.
Given the initial data pt−1 =
(
p
(r)
t−1
)
, we can sample pt =
(
p
(r)
t
)
by having the particles in pt−1
jump according to the following stochastic dynamics. Observe under these dynamics that particles
of lower class move first, ignoring all particles of higher class.
(1) For each r ∈ {1, 2, . . . , n} and x ∈ Z, let {χ(r)(x)} and {j(r)(x)} denote mutually inde-
pendent random variables, with each χ(r)(x) a b1-Bernoulli 0− 1 random variable and each
j(r)(x) chosen according to the b1-geometric distribution (as in Definition 2.1).
(2) Now let r ∈ {1, 2, . . . , n} denote a class; assume that p(m)t has been defined for each integer
m ∈ [0, r− 1], and that p(r)t (k− 1) has been defined for some integer k ∈ [−Mr, Nr]. Stated
alternatively, the time t location of each particle of class lower than r has been set, as has
that of the (k − 1)-th particle of class r.
We will explain how to define the location of the k-th particle of class r, p
(r)
t (k); let x =
p
(r)
t−1(k) denote the particle’s original position, and abbreviate χ = χ
(r)(x) and j = j(r)(x).
This particle will first choose to either move or stay, as follows.
(a) It stays if there exists some m ∈ {1, 2, . . . , r − 1} and i ∈ Z such that p(m)t−1(i) < x <
p
(m)
t (i), that is, if there exists a particle of class lower than r that jumped from the
left to the right of x. See the x = 3 coordinate of Figure 3 for an example.
(b) It moves if x ∈ ⋃r−1m=0 p(m)t ∪ {pt(k − 1)}, that is, if a particle has already jumped to
site x. See the x = 4 and x = 5 coordinates of Figure 3 for examples.
(c) Excluding the above two events, it stays if χ = 1 and moves if χ = 0. Stated alterna-
tively, it will otherwise stay or move with probabilities b1 and 1− b1, respectively.
(3) If the particle stays, then set p
(r)
t (k) = x.
(4) If the particle moves, then define the following quantities.
(a) Let U ∈ Z denote the minimal integer with U > x such that there exist integers
m ∈ [1, r − 1] and i ∈ Z such that p(m)t−1(i) = U < p(m)t (i). Stated alternatively, U
denotes the original location of the leftmost particle to the right of x that is of class
less than r and that decided to move.
(b) Let V ∈ Z denote the minimal integer with V > x such that there exist x1, x2, . . . , xj ∈
Z satisfying x < x1 < x2 < · · · < xj = V such, for each h ∈ [1, j], there do not exist
m ∈ [1, r − 1] and k ∈ Z for which p(m)t−1(k) = xh = p(m)t (k). Stated alternatively, V
denotes where the k-th particle of class r would end if it jumped j spaces to the right,
skipping over any particles of lower class that decided to stay.
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Now set p
(r)
t (k) = min
{
U, V, pt−1(k + 1)
}
. Stated alternatively, the particle jumps to
the right according to a b2-geometric distribution, skipping any particles of lower class that
decided to stay, but neither passing the (k + 1)-th particle of class r nor any particles of
lower class that decided to move.
This provides a way of sampling a random multi-class particle position sequence p =
(
p
(r)
s
)
=(
p
(r)
s (k)
)
under some initial data ψ =
(
ψ(r)(x)
)
. From this, one obtains a random multi-class
particle configuration η = ηs = (ηs) =
(
ηs(k)
)
, which in turn determines a random multi-class
six-vertex ensemble E ∈ Eψ;n. Denote the probability of selecting such an E under this procedure
by q(E).
The following proposition, which is similar to Lemma 2.2, indicates that above induced measure
on Eψ;n coincides with the multi-class six-vertex measure introduced above. Its proof is a quick
consequence of the previous definitions and is therefore omitted.
Proposition 2.9. Under the above notation, we have that q(E) = w(E) for any multi-class six-
vertex ensemble E ∈ Eψ;n.
Through a similar procedure as explained in Section 2.1, one can also define the multi-class
stochastic six-vertex model in the case of infinitely many particles; for brevity, we will not describe
this in detail here.
We conclude this section with the following lemma that bounds the speed of a tagged particle in
a multi-class stochastic six-vertex model.
Lemma 2.10. Under the above notation, we have that P
[
p
(r)
t (k) − p(r)t−1(k) ≥ v
] ≤ bv−12 , for any
integers v, t ≥ 0; r ∈ [1, n]; and k ∈ [−Mr, Nr].
Proof. Let us abbreviate Xs = p
(r)
s (k), for each s ∈ {t− 1, t}. Consider the event F = Fv on which
Xt −Xt−1 ≥ v. If m ≥ 0 denotes the number of lower class particles (that is, with class between 1
and r− 1) in the interval [Xt+1, Xt+ v− 1] then, in order for Fv to have occurred, each of these m
particles must not have moved and Xt must have attempted to jump to the right by at least v−m
spaces. These events are independent; the former and latter occur with probabilities at most bm1
and bv−m−12 , respectively. Thus, the lemma follows from the fact that b1 < b2. 
Remark 2.11. It can quickly by verified (through an entirely analogous proof) that Lemma 2.10
also holds for the multi-class stochastic six-vertex model on a cylinder, instead of on the upper
half-plane.
2.4. Coupling. In this section we describe a coupling that will be used in the proofs of Theorem 1.1
and Theorem 1.3; this will partly proceed through the multi-class stochastic six-vertex model of
Section 2.3.
Fix an integer n ≥ 1. Let us describe a coupling, which we refer to as the higher rank (or
multi-class) coupling, that couples 2n stochastic six-vertex models. More specifically, let η
(m)
0 =(
η
(m)
0 (x)
) ∈ {0, 1}Z and ξ(m)0 = (ξ(m)0 (x)) ∈ {0, 1}Z, for each m ∈ {1, 2, . . . n}, denote 2n particle
configurations on Z; assume that η
(i)
0 ≤ η(j)0 and ξ(i)0 ≤ ξ(j)0 for 1 ≤ i ≤ j ≤ n. Denote the particle
position sequences associated with η
(m)
0 and ξ
(m)
0 by p
(m)
0 =
(
p
(m)
0 (k)
)
and q
(m)
0 =
(
q
(m)
0 (k)
)
for
eachm ∈ [1, n], respectively. Let p(m) = (p(m)t ) = (p(m)t (k)) and q(m) = (q(m)t ) = (q(m)t (k)) denote
stochastic six-vertex models run with initial data p
(m)
0 and q
(m)
0 , respectively. We will couple these
models as follows.
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Suppose that each of the p
(m)
t−1 and q
(m)
t−1 have been jointly defined for some integer t ≥ 1; we will
then explain how to sample each of the p
(m)
t and q
(m)
t . To that end, let the particle configurations
associated with each p
(m)
t−1 and q
(m)
t−1 be η
(m)
t−1 and ξ
(m)
t−1 , respectively; assume that η
(i)
t−1 ≤ η(j)t−1 and
ξ
(i)
t−1 ≤ ξ(j)t−1 for each 1 ≤ i ≤ j ≤ n. For convenience, define η(0)t−1 and ξ(0)t−1 to be the configurations
with no particles, and define η
(n+1)
t−1 and ξ
(n+1)
t−1 to be the configurations that have a particle at every
integer site.
Definition 2.12. We will first assign a class, which is an integer in {1, 2, . . . , 2n}, to every particle
in each of the η
(m)
t−1 and ξ
(m)
t−1 , as follows.
(1) Any particle in
(
η
(i)
t−1\η(i−1)t−1
)∩(ξ(j)t−1\ξ(j−1)t−1 ) is assigned class i+j−1, for each i, j ∈ [1, n+1]
with (i, j) 6= (n+ 1, n+ 1).
(2) Any particle in η
(i)
t−1∩η(j)t−1 is assigned the same class in η(i)t−1 and in η(j)t−1, for each i, j ∈ [1, n];
the same statement holds if η is replaced by ξ.
Example 2.13. If n = 1 and we abbreviate ηt−1 = η
(1)
t−1 and ξt−1 = ξ
(1)
t−1, then each particle of
ηt−1 ∩ ξt−1 is of class 1, while each particle in ηt−1 \ ξt−1 or ξt−1 \ ηt−1 is of class 2.
For any integers m ∈ [1, n] and r ∈ [1, 2n], let p(m)t−1;r =
(
p
(m)
t−1;r(k)
)
and q
(m)
t−1;r =
(
p
(m)
t−1;r(k)
)
denote the respective particle position sequences for the class r particles in η
(m)
t−1 and ξ
(m)
t−1 , respec-
tively. Now we can define the following procedure that jointly couples the 2n stochastic six-vertex
models p(m) and q(m) for one time step.
Definition 2.14. Sample each p
(m)
t;r and q
(m)
t;r (given p
(m)
t−1;r and q
(m)
t−1;r) according to the same
dynamics as explained in Section 2.3, under which the random variables
{
χ(r)(x)
}
and
{
j(r)(k)
}
are coupled across all 2n multi-class stochastic six-vertex models. Applying the m = 1 case of the
concatenation procedure explained in Remark 2.8 to each of these 2n multi-class models induces a
coupling between the original 2n stochastic six-vertex particle configurations p
(m)
t and q
(m)
t . We
refer to this as the higher rank coupling.
Remark 2.15. In most cases of interest to us, we will couple n+1 (and not 2n) stochastic six-vertex
models, given by ηt and ξ
(m)
t for m ∈ {1, 2, . . . , n}. This can be viewed as a special case of the
above framework, where we set η
(1)
t = ηt and η
(m)
t to be empty for m ∈ {2, 3, . . . , n}.
Observe in this case that the class of a particle not in ηt−1 determines which ξ
(m)
t−1 it lies in.
It follows from Definition 2.14 that this coupling is attractive, meaning that a pair of particles
in two different stochastic six-vertex models that are coupled at time t− 1 remain coupled at time
t. In particular, this implies that η
(i)
t ≤ η(j)t and ξ(i)t ≤ ξ(j)t if 1 ≤ i ≤ j ≤ n, which allows us to
repeat the sampling described above for larger values of t. This produces a simultaneous coupling
of all 2n models η(m) and ξ(m) for all finite times.
Remark 2.16. We should clarify that each particle is re-assigned its class at each time step under
this procedure, that is, the class of a particle can change over time. However, we can still track
the trajectory of each particle in any of the 2n models. It is quickly verified that the class of any
particle tagged in this way is always non-increasing over time, and that it decreases only if the
particle couples with another one.
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We can now quickly use the higher rank coupling to derive estimates on the behavior of discrep-
ancies between two coupled stochastic six-vertex models. In particular, we establish the following
proposition indicating that the speed of such discrepancies is bounded with high probability.
Proposition 2.17. There exists a constant c = c(b2) > 0 such that the following holds. Let
p =
(
pt(k)
)
and q =
(
qt(k)
)
denote particle position sequences for two stochastic six-vertex models,
which are coupled under the higher rank coupling of Definition 2.14.
Let M,N,R > 0 denote integers. Assume that p0(k) = q0(k) for each k ∈ Z such that either
p0(k) ∈ [−N,N ] or q0(k) ∈ [−N,N ]; also assume that B = N − 2M1−b2 − R > 0. Let E denote the
event on which there exists some (j, t) ∈ Z×[0,M ] for which pt(j) 6= qt(j) and either pt(j) ∈ [−R,N ]
or qt(j) ∈ [−R,N ]. Then, P[E] ≤ c−1e−c(M+B).
Proof. Let Xt and Yt denote the positions of the rightmost second-class particles in pt and qt
(under the higher rank coupling) originally at time 0 to the left of site N + 1, respectively. Since
p0 ∩ [−N,N ] = q0 ∩ [−N,N ], we have that X0, Y0 ≤ −N . Observe from Lemma 2.10 that
P[Xt −Xt−1 ≥ k] ≤ bk−12 , and P[Yt − Yt−1 ≥ k] ≤ bk−12 , for each integer k ≥ 1.(2.7)
Since the jumps {Xt − Xt−1} are mutually independent, a large deviations estimate for sums of
independent geometric random variables yields a constant c = c(b2) > 0 such that
P
[
Xt −X0 ≥ 2t
1− b2 + k
]
≤ e−c(t+k), for any integers t, k ≥ 0,(2.8)
and similarly for Yt − Y0.
Now, on the event E, we must have that max1≤t≤M{Xt−X0, Yt−Y0} ≥ N−R. In view of (2.8)
and a union bound, this occurs with probability at most 2Me−c(M+B). The lemma then follows
from decreasing c if necessary. 
3. Classification of Translation-Invariant Stationary Measures
In this section we classify the translation-invariant stationary measures for the stochastic six-
vertex model; the analogous result for the ASEP was shown by Liggett in [54]. We first state the
classification result in Section 3.1, and then we establish it in Section 3.2.
3.1. Translation-Invariant Stationary Measures. In this section we state a classification result
for the translation-invariant and stationary measures of the stochastic six-vertex model, given by
Theorem 3.6 below (which will be established in Section 3.2). We begin by defining operators
Mt and St that act on the space of probability measures on sets of particle configurations; the
first essentially applies the stochastic six-vertex model for one time step, and the second is a shift
operator.
Definition 3.1. Let µ denote a probability measure on the set of particle configurations on Z, that
is, on {0, 1}Z. For each integer t ≥ 0, let Mtµ denote the probability measure on {0, 1}Z defined as
follows. Let η0 =
(
η0(x)
) ∈ {0, 1}Z denote a (random) particle configuration sampled from µ, and
run the stochastic six-vertex model η =
(
ηs(x)
)
with initial data given by η0. Then, Mtµ denotes
the law of the particle configuration ηt =
(
ηt(x)
)
of the model at time t.
Definition 3.2. For any m ∈ Z and particle configuration η = (η(x)) ∈ {0, 1}Z, let Smη =(
Smη(x)
) ∈ {0, 1}Z denote the particle configuration obtained by shifting η to the left by m, that
is, by setting Smη(x) = η(x +m) for each x ∈ Z. Then, Sm induces an operator on the space of
measures on {0, 1}Z.
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Remark 3.3. For any t ∈ Z≥0 and m ∈ Z, we have that Mt = (M1)t and Sm = (S1)m. Further-
more, Mt and Sm commute.
Now we can define translation-invariant, stationary, and extremal measures for the stochastic
six-vertex model.
Definition 3.4. Let P = P
({0, 1}Z) denote the space of probability measures on {0, 1}Z. We say
that an element µ ∈ P is translation-invariant if Smµ = µ for any m ∈ Z, and that it is stationary
if Mtµ = µ for any t ∈ Z≥0. Denote the sets of translation-invariant and stationary measures by
T ⊂ P and S ⊂ P, respectively.
We furthermore call µ extremal if, for any decomposition µ = pµ1 + (1 − p)µ2 with µ1, µ2 ∈ P
and p ∈ (0, 1), we have that µ1 = µ = µ2.
Example 3.5. Fix ρ ∈ [0, 1], and let Υ = Υ(ρ) ∈ P({0, 1}Z) denote the product ρ-Bernoulli
measure on {0, 1}Z; in particular, if η = (η(x)) ∈ {0, 1}Z is sampled under Υ, then E[η(x)] = ρ for
any x ∈ Z. Then, one can quickly verify that Υ is translation-invariant and extremal.
Furthermore, observe that Υ defines the distribution of the particle configuration at time t = 0
associated with a six-vertex ensemble sampled from the infinite-volume translation-invariant Gibbs
measure µ(ρ) from Section 1.3. The translation-invariance (with respect to vertical shifts) of this
measure implies that Υ is stationary. Thus, Υ ∈ T ∩ S and is extremal.
The following theorem indicates that the measures from Example 3.5 constitute all extremal
elements of T ∩ S. Its proof will be given in Section 3.2 below.
Theorem 3.6. If µ ∈ T ∩ S is extremal, then µ = Υ(ρ) (from Example 3.5) for some ρ ∈ [0, 1].
3.2. Proof of Theorem 3.6. In this section we establish Theorem 3.6, whose proof will be partially
based on the framework introduced by Liggett to establish Theorem 1.1 of [54]. To that end, for any
finite interval I ⊂ Z and two particle configurations η = (η(x)) ∈ {0, 1}Z and ξ = (ξ(x)) ∈ {0, 1}Z,
we first define
R(I; η, ξ) = 1−
∏
x,y∈I
(
1− η(x)ξ(y)(1− η(y))(1− ξ(x))).(3.1)
Observe in particular that either the (x, y) or (y, x) term of the product on the right side of (3.1)
is equal to 0 if and only if
(
η(x), η(y); ξ(x), ξ(y)
)
= (1, 0; 0, 1) or
(
η(x), η(y); ξ(x), ξ(y)
)
= (0, 1; 1, 0).
Thus, R(I; η, ξ) = 0 if η and ξ are ordered on I, meaning that η|I ≥ ξ|I or η|I ≤ ξ|I , where η|I
and ξ|I denote the restrictions of η and ξ to I, respectively; this is equivalent to the statement that
either η(i) ≥ ξ(i) for each i ∈ I or η(i) ≤ ξ(i) for each i ∈ I. Otherwise, R(I; η, ξ) = 1.
Now we can state the following proposition, which is similar to Lemma 2.2 of [46] (see also
the proof of Lemma 3.1 in [54]) and implies that suitably coupled stochastic six-vertex models are
typically ordered on intervals that are not too large.
Proposition 3.7. There exists a constant C = C(b1, b2) > 1 such that the following holds. Let
k, n,M,N ≥ 1 be integers, and let η0 =
(
η0(x)
) ∈ {0, 1}Z and ξ(m)0 = (ξ(m)0 (x)) ∈ {0, 1}Z for each
m ∈ {1, 2, . . . , n} denote particle configurations on Z. Assume that η0(x) = 0 = ξ(m)0 (x) for any
|x| > N and m ∈ {1, 2, . . . , n}, and that ξ(i)0 ≤ ξ(j)0 for any integers 1 ≤ i ≤ j ≤ n.
Let ηt and ξ
(m)
t denote stochastic six-vertex models with initial data η0 and ξ
(m)
0 , respectively,
which are mutually coupled under the higher rank coupling of Definition 2.14 (recall Remark 2.15).
Also let I be a set of of pairwise disjoint intervals such that ⋃I∈I I = Z and |I| = k for each I ∈ I.
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Then,
M−1∑
t=0
n∑
m=1
∑
I∈I
E
[
R(I; ηt, ξ(m)t )] ≤ CknN.
Proof. In view of Definition 2.14 and the m = 1 case of the concatenation procedure for the multi-
class stochastic six-vertex model described in Remark 2.8, it suffices to address the n = 1 case of
this proposition. Thus, assume that n = 1, and abbreviate ξt = ξ
(1)
t ; we will show that
M−1∑
t=0
∑
I∈I
E
[R(I; ηt, ξt)] ≤ CkN.(3.2)
For any finite particle configurations η =
(
η(x)
) ∈ {0, 1}Z and ξ = (ξ(x)) ∈ {0, 1}Z, define
f(η, ξ) =
∑
x∈Z
∣∣η(x) − ξ(x)∣∣.
Then, the attractivity of the higher rank coupling implies that f(ηt, ξt) is non-increasing in t.
Thus, since ηt and ξt each have at most 2N + 1 ≤ 3N particles for any t ≥ 0, it follows that
f(η0, ξ0)− f(ηM , ξM ) ≤ f(η0, ξ0) ≤ 6N.(3.3)
Now, let g(t) = f(ηt−1, ξt−1) − f(ηt, ξt) ≥ 0 for each integer t ∈ [1,M ]. We claim that there
exists a constant c = c(b1, b2) > 0 for which
E
[
g(t)
] ≥ ck∑
I∈I
E
[R(I; ηt−1, ξt−1)].(3.4)
Then, (3.2) would follow from (3.3) and (3.4).
To establish (3.4), let t ∈ [1,M ] and I = [u, v] ∈ I denote an integer and interval, respectively;
recall the assignment of classes from Definition 2.12 (and Example 2.13, in our setting). Let E(I; t)
denote the event that there exists uncoupled (class 2) particles in ηt−1∩ I and ξt−1∩ I that become
coupled (first class) at time t. Then, g(t) ≥∑I∈I 1E(I;t), so that
E
[
g(t)
] ≥∑
I∈I
P
[
E(I; t)
]
.(3.5)
Now let us restrict to the event that R(I; ηt−1, ξt−1) = 1. Then, there exist x, y ∈ I such that
ηt−1(x) = 1 = ξt−1(y) and ηt−1(y) = 0 = ξt−1(x); these particles at sites x and y are uncoupled (of
class 2) at time t− 1. We may assume that x < y and that there is no z ∈ [x+ 1, y − 1] for which
η(z) 6= ξ(z).
Define the event F (I; t) on which the following hold. In the below, we recall the notation defining
the dynamics of the multi-class stochastic six-vertex model from Section 2.3.
(1) For any z < x, we have that j
(1)
t (z) + z ≤ x.
(2) We have that χ
(1)
t (z) = 1 for each z ∈ [x, y] and that χ(1)t (y + 1) = 0.
(3) We have that χ
(2)
t (x) = 0 = χ
(2)
t (y).
(4) Letting h < k denote the number of coupled (class 1) particles in η and ξ in the interval
[x+ 1, y − 1], we have that j(2)t (x) = y − x− h+ 1 and j(2)t (y) = 1.
Observe that, on F (I; t), the uncoupled particles at locations x and y in ηt−1 and ξt−1, respec-
tively, couple at time t. Indeed, the first and second conditions above imply that no first class
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particles in ηt−1
(
[x+1, y− 1]) = ξt−1([x+1, y− 1]) move; the second, third, and fourth then imply
that the second class particles at ηt−1(x) and ξt−1(y) both move to site y + 1 at time t.
Thus, 1E(I;t) ≥ R(I; ηt−1, ξt−1)1F (I;t). Furthermore, since the four events described above are
mutually independent, it can quickly be deduced that P
[
F (I; t)
∣∣R(I; ηt−1, ξt−1) = 1] ≥ ck, for some
constant c = c(b1, b2) > 0. Thus,
P
[
E(I; t)
] ≥ P[F (I; t)∣∣R(I; ηt−1, ξt−1) = 1]E[R(I; ηt−1, ξt−1)] ≥ ckE[R(I; ηt−1, ξt−1)],
which by (3.5) implies (3.4). As explained earlier, this yields the proposition. 
We next require the following definition, which provides stationary, translation-invariant, and
extremal measures for the dynamics of the coupled process of two stochastic six-vertex models; it
is analogous to Definition 3.4.
Definition 3.8. Denote by P
({0, 1}Z × {0, 1}Z) the space of probability measures on {0, 1}Z ×
{0, 1}Z. Let ν ∈ P({0, 1}Z × {0, 1}Z), and let (η0, ξ0) denote a pair of (random) particle configura-
tions on Z sampled with respect to ν. Let ηs and ξs denote stochastic six-vertex models with initial
data η0 and ξ0, respectively, coupled under the higher rank coupling of Definition 2.14.
The measure ν is stationary with respect to the higher rank coupling if the joint law of (ηt, ξt)
is equal to that of (η0, ξ0) for any t ∈ Z≥0, and it is translation-invariant if the joint law of(
Smη0,Smξ0
)
is equal to that of (η0, ξ0) for any m ∈ Z. We further call ν extremal if, for any
ν1, ν2 ∈ P
({0, 1}Z×{0, 1}Z) and p ∈ (0, 1) such that ν = pν1+(1− p)ν2, we have that ν1 = ν = ν2.
We next deduce the following corollary, which states that coupled translation-invariant stationary
measures on particle configurations can be ordered in a certain sense.
Corollary 3.9. Let ν denote a probability measure on {0, 1}Z×{0, 1}Z that is translation-invariant
and stationary with respect to the higher rank coupling. If (η, ξ) is a random pair of particle
configurations sampled under ν, then P
[{η ≥ ξ} ∪ {ξ ≥ η}] = 1.
Proof. Denote η0 = η =
(
η0(x)
) ∈ {0, 1}Z and ξ0 = ξ = (ξ0(x)) ∈ {0, 1}Z. For any integer N ≥ 1,
define the particle configurations η
(N)
0 =
(
η
(N)
0 (x)
)
and ξ
(N)
0 =
(
ξ
(N)
0 (x)
)
by setting
η
(N)
0 (x) = η0(x)1|x|≤N ; ξ
(N)
0 (x) = ξ
(N)
0 (x)1|x|≤N ,(3.6)
for any x ∈ Z. Let µ(N)1 and µ(N)2 denote the laws of η(N)0 and µ(N)2 , respectively; they are coupled
with µ1 and µ2, respectively, through (3.6).
Further let ηt, η
(N)
t , ξt, and ξ
(N)
t denote the stochastic six-vertex models with initial data given
by η0, η
(N)
0 , ξ0, and ξ
(N)
0 , respectively, coupled through (3.6) at time 0 and through the n = 2 case
of the higher rank coupling of Definition 2.14 for times t ≥ 1. For any t, N ∈ Z≥1, let ν(N)t denote
the joint law of
(
ηt, η
(N)
t ξt, ξ
(N)
t
) ∈ ({0, 1}Z)4. Define γ(N)t = 1t ∑t−1s=0 ν(N)s , for any t, N ∈ Z≥1;
observe that the marginal of γ
(N)
t on the first and third components yields ν, due to the stationarity
of ν with respect to the higher rank coupling.
Now let M ∈ Z≥1; define k =
⌊
(logN)1/2
⌋
; and let I denote a partition of Z into (pairwise
disjoint) intervals such that |I| = k for each I ∈ I. Then, Proposition 3.7 yields the existence of a
constant C = C(b1, b2) > 1 such that∑
I∈I
E
γ
(N)
M
[
R(I; η(N), ξ(N))] ≤ CM−1N3/2.(3.7)
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Furthermore Proposition 2.17 implies the existence of a constant c = c(b2) > 0 such that the
following holds if M = ⌊cN⌋. With probability at least 1− c−1e−cM , we have that ηt(x) = η(N)t (x)
and ξt(x) = ξ
(N)
t (x) for each |x| ≤ M and t ∈ [1,M ]. Combining this with (3.7), the fact that
R(I; η, ξ) ≤ 1, and a Markov estimate yields after increasing C if necessary that∑
I∈I
I⊆[−cN,cN ]
Eν
[R(I; η, ξ)] ≤ CN1/2 + 3cNe−cM .
Thus, the translation-invariance of γM and the facts that k =
⌊
(logN)1/2
⌋
and that there are at
most 3cNk intervals I ∈ I such that I ⊆ [−cN, cN ] together imply that
Pν
[
R([−m,m]; η, ξ) = 1] ≤ C(logN)1/2N−1/2 + Ce−N/C ,
for any integer m ≤ k3 , after increasing C = C(b1, b2) if necessary. Recalling the definition (3.1) of
R, it follows that
Pν
[{η ≥ ξ} ∪ {ξ ≥ η}] = lim
m→∞
Pν
[
R([−m,m]; η, ξ) = 0] = 1,
from which we deduce the corollary. 
Next, we require the following lemma; its proof is very similar to that of Lemma 2.3 of [54] and
is therefore omitted.
Lemma 3.10 ([54, Lemma 2.3]). Let µ1, µ2 ∈ T ∩ S denote two extremal, translation-invariant,
stationary probability measures on {0, 1}Z. Then, there exists a coupling ν ∈ P({0, 1}Z × {0, 1}Z)
between µ1 and µ2 that is extremal, translation-invariant, and stationary with respect to the higher
rank coupling.
Now we can establish Theorem 3.6.
Proof of Theorem 3.6. Let η =
(
η(x)
) ∈ {0, 1}Z denote a (random) particle configuration on Z
sampled under µ, and set ρ = E
[
η(0)
]
. For any θ ∈ [0, 1], Lemma 3.10 implies the existence of a
coupling ν = νθ ∈ P
({0, 1}Z × {0, 1}Z) between µ and Υ(θ) that is extremal, translation-invariant,
and stationary with respect to the higher rank coupling.
Corollary 3.9 then yields Pν
[{η ≥ ξ}∪ {ξ ≥ η}] = 1, if (η, ξ) is sampled under ν. The ergodicity
(or extremality) of ν implies that either P[η ≥ ξ] = 1 or P[ξ ≥ η] = 1. Denoting η = (η(x)) and
ξ =
(
ξ(x)
)
, we have that P
[
η(0) = 1
]
= ρ and P
[
ξ(0) = 1
]
= θ. Thus, Pν
[
η ≥ ξ] = 1 if ρ > θ and
Pν
[
ξ ≥ η] if θ > ρ. The continuity of the measures Υ(θ) in θ then yields that µ = Υ(ρ). 
4. Limit Shape for Double-Sided Bernoulli Boundary Data
In this section we analyze the limit shape for the stochastic six-vertex model on the discrete
upper half-plane H = Z × Z≥0 with double-sided (θ, ρ)-Bernoulli initial data. Given the couplings
introduced in Section 2.4 and the classification of the translation-invariant stationary measures for
the stochastic six-vertex model from Section 3, this will closely follow the framework introduced by
Andjel-Vares in [5], who established the analogous limit shape result for continuous-time, attractive
interacting particle systems on Z (see also the work [13] of Benassi-Fouque).
In particular, we will first in Section 4.1 state the limit shape result (given by Theorem 4.2 below)
and establish it in the case θ ≥ ρ as an application of the attractivity of the stochastic six-vertex
model and the results of [3]. Then, in Section 4.2, we reduce the θ < ρ case of Theorem 4.2 to a local
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limit statement, Theorem 4.9. Following [5], we will then analyze properties of subsequential local
limits of the stochastic six-vertex model in Section 4.3, which we will use to establish Theorem 4.9
in Section 4.4.
4.1. Limit Shape When θ ≥ ρ. In this section we will state the limit shape theorem for the
stochastic six-vertex model with (θ, ρ)-Bernoulli initial data and outline its proof in the case θ ≥ ρ.
Before doing so, however, let us define this boundary data more precisely. Throughout this section,
we fix real numbers θ, ρ ∈ [0, 1].
Definition 4.1. Let Υ = Υ(θ;ρ) ∈ P({0, 1}Z) denote the product measure on {0, 1}Z, under which
PΥ
[
η(x) = 1
]
= θ1x≤0 + ρ1x>0 for each x ∈ Z.
Thus, Υ denotes a double-sided (θ, ρ)-Bernoulli particle configuration, in which particles at or to
the left of site 0 are occupied with probability θ, and particles to the right of 0 are occupied with
probability ρ. Observe in particular that Υ(ρ;ρ) = Υ(ρ) (recall Example 3.5).
Now we can state the limit shape theorem for the stochastic six-vertex model under (θ, ρ)-
Bernoulli initial data. Observe that it is analogous to Theorem 1.1, except that we only consider
one value of y.
Theorem 4.2. Fix a real number ε > 0, and let η0 =
(
η0(x)
) ∈ {0, 1}Z denote a (random)
particle configuration sampled under the measure Υ(θ;ρ) from Definition 4.1. Further let ηt denote
the stochastic six-vertex model on Z with initial data η0, and set Gy(x) = G(x, y) to be the entropy
solution to the equation (1.3) on R×[0, 1] with initial data given by G0(x) = G(x, 0) = θ1x≤0+ρ1x>0
for each x ∈ R. Then,
lim
N→∞
P
[
max
−N
ε
<X1<X2<
N
ε
∣∣∣∣ 1N
X2∑
x=X1
ηN (x)−
∫ X2/N
X1/N
G1(x)dx
∣∣∣∣ > ε
]
= 0.
Remark 4.3. Under the initial data G0(x) = θ1x≤0+ ρ1x>0, the function G1(x) is entirely explicit.
Indeed, if θ < ρ, then it is discontinuous (exhibiting a shock) and is given by
G(x, 1) = θ, if x ≤ ϑ; G(x, 1) = ρ, if x > ϑ,(4.1)
where (recalling the function ϕ from (1.2)) we have set
ϑ = ϑ(θ, ρ) =
ϕ(ρ) − ϕ(θ)
ρ− θ .(4.2)
If instead θ ≥ ρ, then it is continuous (exhibiting a rarefaction fan) and given by
G1(x) = θ if x ≤ ϕ′(θ); G1(x) = ρ if x ≥ ϕ′(ρ);
G1(x) = (ϕ
′)−1(x) =
√
κx−1 − 1
κ− 1 if ϕ
′(θ) < x < ϕ′(ρ).
(4.3)
We will address the θ < ρ and θ ≥ ρ cases of Theorem 4.2 separately; see Proposition 4.7 (if
θ ≥ ρ) and Proposition 4.8 (if θ < ρ) below. In the case θ < ρ, the proof of Theorem 4.2 will be
given in detail in Section 4.2, Section 4.3, and Section 4.4, proceeding along the lines of what was
explained in Section 3 of [5]. In the case θ ≥ ρ, we only outline the proof since, given our analysis
when θ < ρ, that in the alternative case θ ≥ ρ is very similar to that of Section 4 of [5].
There also exist at least two alternative potential routes towards Theorem 4.2 when θ ≥ ρ;
the first would be through an asymptotic analysis of the Fredholm determinant identity given by
Theorem 4.5 of [2]. The second would be by combining monotonicity results (see Definition 4.4
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and Remark 4.5 below) with Theorem 1.6 of [3], which addresses the case ρ = 0. In fact, the latter
route is the one that we will outline below.
To that end, we require the following definition that provides a partial ordering on P
({0, 1}Z).
Definition 4.4. Let µ1, µ2 ∈ P
({0, 1}Z). We say that µ1 ≥ µ2 (or equivalently µ2 ≤ µ1) if there
exists a coupling ν ∈ P({0, 1}Z × {0, 1}Z) with marginals (µ1, µ2) such that the following holds. If
(η, ξ) is a pair of (random) particle configurations sampled with respect to ν, then Pν [η ≥ ξ] = 1.
Remark 4.5. Observe that this ordering is transitive in that, if µ1 ≥ µ2 and µ2 ≥ µ3, then µ1 ≥ µ3.
Recalling the operators Mt and Sm from Definition 3.1 and Definition 3.2, respectively, µ1 ≥ µ2
further implies that Smµ1 ≥ Smµ2 for any m ∈ Z. Additionally, the attractivity of the higher rank
coupling from Definition 2.14 yields that µ1 ≥ µ2 implies Mtµ1 ≥Mtµ2, for any t ∈ Z≥0.
The following lemma provides examples of this ordering.
Lemma 4.6. Let f : Z → [0, 1] and g : Z → [0, 1] denote two functions. For h ∈ {f, g}, let Υ(h)
denote the product measure on {0, 1}Z, under which PΥ(h)
[
η(x) = 1
]
= h(x) for each x ∈ Z. If
f(x) ≥ g(x) for each x ∈ Z, then Υ(f) ≥ Υ(g).
Proof. Define two (random) particle configurations η =
(
η(x)
) ∈ {0, 1}Z and ξ = (ξ(x)) ∈ {0, 1}Z
as follows. For each x ∈ Z, let U(x) ∈ [0, 1] denote a uniform random variable, and set η(x) =
1U(x)≤f(x) and ξ(x) = 1U(x)≤g(x). Then η ≥ ξ almost surely, and the marginal distributions of η
and ξ are Υ(f) and Υ(g), respectively. Thus, Υ(f) ≥ Υ(g). 
Now we can outline a proof of the following proposition.
Proposition 4.7. If θ ≥ ρ, then Theorem 4.2 holds.
Proof (Outline). Define the (random) particle configurations ω0 =
(
ω0(x)
)
, ξ
(θ)
0 =
(
ξ
(θ)
0 (x)
)
, ξ
(ρ)
0 =(
ξ
(ρ)
0 (x)
)
, and ζ0 =
(
ζ0(x)
)
on {0, 1}Z, sampled from the measures Υ(θ;0), Υ(θ), Υ(ρ), and Υ(1;ρ),
respectively. By Lemma 4.6, we can couple these particle configurations with η0 in such a way that
ω0 ≤ η0 ≤ ξ(θ)0 ; ξ(ρ)0 ≤ η0 ≤ ζ0; and ω0 ≤ η0 ≤ ξ(θ)0 ≤ ξ(ρ)0 ≤ η0 ≤ ζ0
Now let ωt, ξ
(θ)
t , ξ
(ρ)
t , and ζt denote the stochastic six-vertex models with initial data ω0, ξ
(θ)
0 ,
ξ
(ρ)
0 , and ζ0, respectively. Couple ηt with
(
ωt, ξ
(θ)
t
)
and
(
ξ
(ρ)
t , ζt
)
under the n = 2 case of the higher
rank coupling of Definition 2.14 (recall Remark 2.15) so that ωt ≤ ηt ≤ ξ(θ)t and ξ(ρ)t ≤ ηt ≤ ζt, for
each t ≥ 0.
Next, let At(x) = A(x, t) and Bt(x) = B(x, t) denote the entropy solutions to the equation (1.3)
on R × [0, 1] with initial data A(x, 0) = θ1x≤0 and B(x, 0) = 1x≤0 + ρ1x>0, respectively. Then,
Theorem 1.6 of [3] implies that
lim
N→∞
max
−N
ε
<X1<X2<
N
ε
P
[∣∣∣∣ 1N
X2∑
x=X1
ωN (x)−
∫ X2/N
X1/N
A1(x)dx
∣∣∣∣ > ε
]
= 0.(4.4)
Furthermore, by combining Theorem 1.6 of [3] with the duality of the stochastic six-vertex model
that switches each particle with the absence of a particle, we obtain that
lim
N→∞
max
−N
ε
<X1<X2<
N
ε
P
[∣∣∣∣ 1N
X2∑
x=X1
ζN (x) −
∫ X2/N
X1/N
B1(x)dx
∣∣∣∣ > ε
]
= 0.(4.5)
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Combining (4.4); (4.5); the facts that ωt ≤ ηt ≤ ξ(θ)t and ξ(ρ)t ≤ ηt ≤ ζt; the stationarity of ξ(θ)
and ξ(ρ); and a large deviations estimate for sums of independent Bernoulli random variables yields
lim
N→∞
max
−N
ε
<X1<X2<
N
ε
P
[
1
N
X2∑
x=X1
ηN (x) −
∫ X2/N
X1/N
(
max
{
A1(x), ρ
})
dx < −ε
]
= 0;
lim
N→∞
max
−N
ε
<X1<X2<
N
ε
P
[
1
N
X2∑
x=X1
ηN (x) −
∫ X2/N
X1/N
(
min
{
B1(x), θ
})
dx > ε
]
= 0.
(4.6)
Now the proposition follows from (4.6), the fact that max
{
A1(x), ρ
}
= G1(x) = min
{
B1(x), θ
}
(due to the explicit descriptions for A1, B1, and G1 given by (4.3)), and a union bound. 
4.2. Reduction to a Local Limit Result. In view of Proposition 4.7, it suffices to establish the
following proposition in order to prove Theorem 4.2.
Proposition 4.8. If θ < ρ, then Theorem 4.2 holds.
To prove Proposition 4.8 we will establish the theorem below (in Section 4.4), which is a statement
about the fixed-time local statistics of the stochastic six-vertex model ηt sampled under the θ < ρ
case of Theorem 4.2. In what follows, we recall the operators Mt and Sm from Definition 3.1 and
Definition 3.2, respectively.
Theorem 4.9. Adopt the notation of Theorem 4.2, and assume that θ < ρ. Fix some u ∈ R that
is a continuity point of G1(x), and set σ = G(u, 1). Then, for any increasing sequence of integers
X1 < X2 < · · · such that limT→∞ T−1XT = u, we have that
lim
T→∞
SXTMTΥ
(θ;ρ) = Υ(σ).
It follows from Lemma 4.6 that S−1Υ
(θ;ρ) ≤ Υ(θ;ρ) ≤ S1Υ(θ;ρ) if θ < ρ. Using this fact, we can
establish Proposition 4.8 assuming Theorem 4.9.
Proof of Proposition 4.8 Assuming Theorem 4.9. By a union bound, the fact that G1(x) ∈ [0, 1],
and the fact that ηN (x) ∈ {0, 1}, it suffices to show that
lim
N→∞
P
[∣∣∣∣ 1N
X2∑
x=X1
ηN (x) −
∫ x2
x1
G1(x)dx
∣∣∣∣ > ε
]
= 0,
for any X1, X2 ∈
[− Nε , Nε ] such that X1 < X2.
Again by a union bound and the facts that G1(x), ηN (x) ∈ [0, 1], we may assume that either
X1 >
(
ϑ+ ε4
)
N or that X2 <
(
ϑ− ε4
)
N (where we recall ϑ from (4.2)). Since these two cases are
entirely analogous, let us assume the former. In this case, the explicit description (4.1) for G(x, 1)
implies that it suffices to show
lim
N→∞
P
[∣∣∣∣ X2∑
x=X1
ηN (x)− ρ(X2 −X1)
∣∣∣∣ > εN
]
= 0,(4.7)
SinceΥ(θ;ρ) ≤ Υ(ρ) by Lemma 4.6, a large deviations estimate for 0−1Bernoulli random variables
and Remark 4.5 together imply that
lim
N→∞
P
[
X2∑
x=X1
ηN (x) − ρ(X2 −X1) > εN
]
= 0,(4.8)
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so it remains to establish the lower bound on
∑X2
x=X1
ηN (x).
To that end, let m > 0 be an arbitrary integer; for any measure µ ∈ P({0, 1}Z), let µ|[−m,m]
denote the marginal of µ on {0, 1}[−m,m]. Then, Theorem 4.9 and Lemma 4.6 together yield
S⌊xN⌋MNΥ
(θ;ρ)
∣∣
[−m,m]
≥ Υ(ρ−ε/4)|[−m,m] for any x ≥ ϑ + ε8 , if N is sufficiently large. Thus,
it follows from the fact that S1Υ
(θ;ρ) ≥ Υ(θ;ρ) and Remark 4.5 that SXMNΥ(θ;ρ)|[−m,m] ≥
Υ(ρ−ε/4)|[−m,m] for any X ≥ X1 (for sufficiently large N).
Now define Y0 < Y1 < · · · < YM by setting Y0 = X1, Yi = Yi−1 +m for each i ∈ [1,M ], where
M is defined by imposing that X2 −m < YM ≤ X2. For each i ∈ [1,M ], also define the event
Ei =
{
Yi∑
x=Yi−1+1
ηN (x) <
(
ρ− ε
2
)
m
}
.
A large deviations bound for 0−1 Bernoulli random variables then yields a constant c = c(ε) > 0
such that P
[
Ei
] ≤ c−1e−cm for each i ∈ [1,M ], if N is sufficiently large. Letting F denote the event
on which at most e−cm/2M of the Ei hold, a Markov estimate then yields that P[F ] < c
−1e−cm/2.
Hence,
P
[
X2∑
x=X1
ηN (x) <
(
ρ− ε
2
)
(1 − e−cm/2)mM
]
≤ P[F ] < c−1e−cm/2.(4.9)
Now (4.7) follows from combining (4.8) with the large m limit of (4.9). 
Thus, it remains to establish Theorem 4.9. To that end, we begin with the following lemma that
establishes Theorem 4.9 when u is either sufficiently small or large.
Lemma 4.10. Fix real numbers x ≥ 31−b2 and y < 0. Let X1, X2, . . . and Y1, Y2, . . . denote
increasing sequences of integers such that limT→∞ T
−1XT ≤ x and limT→∞ T−1YT ≤ y. Then,
lim
T→∞
SXTMTΥ
(θ;ρ) = Υ(ρ); lim
T→∞
SYTMTΥ
(θ;ρ) = Υ(θ).(4.10)
Proof. Both statements of (4.10) follow in a similar way from Proposition 2.17, so let us only
establish the first; we may assume that XT ≥
(
2
1−b2
+1
)
T for each T > 0. Let η0 =
(
η0(i)
) ∈ {0, 1}Z
and ξ0 =
(
ξ0(i)
) ∈ {0, 1}Z denote two (random) particle configurations sampled from the measures
Υ(θ;ρ) and Υ(ρ), respectively, which are coupled in such a way that η0(i) = ξ0(i) for each i > 0.
Let η =
(
ηt(i)
)
and ξ =
(
ξt(i)
)
denote two stochastic six-vertex models with initial data given
by η0 and ξ0, respectively, which are coupled under the higher rank coupling of Definition 2.14.
Then, Proposition 2.17 yields a constant c = c(b2) > 0 such that the probability that ηT and ξT
differ on the interval
[
XT − T2 , XT + T2
]
is at most c−1e−cT , for each T > 0. This implies that
limT→∞SXTMTΥ
(θ;ρ) = limT→∞SXTMTΥ
(ρ) = Υ(ρ), where the latter equality follows from the
fact that Υ(ρ) ∈ S ∩ T is stationary and translation-invariant. 
4.3. Subsequential Local Limits. In this section we derive several properties of subsequential
local limits of the stochastic six-vertex model. We begin with the following lemma, whose statement
(and proof) is similar to that of Lemma 3.1 in [5]; it states that certain subsequential local limits
in our model are translation-invariant and stationary.
Lemma 4.11. Let µ ∈ P = P({0, 1}Z) be such that either S1µ ≥ µ or S1µ ≤ µ. Then any
increasing sequence of positive integers T = (T1, T2, . . .) admits an infinite subsequence Tn1 < Tn2 <
· · · and a countable, dense subset of the real numbers D = D(T ) ⊂ R such that the following holds.
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For any nonzero v ∈ D, there exists a stationary, translation-invariant measure µ = µv ∈ T ∩ S
such that the three limits,
lim
k→∞
1
Tnk
Tnk−1∑
j=0
S⌊vj⌋Mjµ; lim
k→∞
1
Tnk
Tnk−1∑
j=0
S⌊v(j+1)⌋Mjµ;
lim
k→∞
1
⌊vTnk⌋
Tnk−1∑
j=0
⌊v(j+1)⌋−1∑
x=⌊vj⌋
SxMjµ,
(4.11)
all exist2 and are equal to µv. In particular, there exists a measure γ = γv on [0, 1] such that
µv =
∫ 1
0 Υ
(a)γv(da).
Proof. Let us assume that S1µ ≥ µ, since the alternative case µ ≥ S1µ is entirely analogous.
Since P is compact, there exists an increasing subsequence R = (R1, R2, . . .) ⊆ T and a dense,
countable subset V = V (T ) ⊂ R such that the limit
lim
k→∞
1
Rk
Rk−1∑
j=0
S⌊vj⌋Mjµ = µv,(4.12)
exists for each v ∈ V . Since S1µ ≥ µ, Remark 3.3 and Remark 4.5 together imply that SmMtµ =
MtSmµ ≥ Mtµ and S−mMtµ = MtS−mµ ≤ Mtµ for any nonnegative integers m and t. Thus,
Smµv ≥ µv ≥ S−mµv for any m ∈ Z≥0.
Now, for each v ∈ V , set F (v) = Eµv
[
η(0)
]
, where η =
(
η(x)
) ∈ {0, 1}Z is sampled under µv.
The fact that Smµ ≥ µ for any m > 0 implies that F is non-decreasing in v. Thus, there exists a
countable dense subset D ⊂ R so that, for any ε > 0 and v ∈ D, there exist v1, v2 ∈ V such that
v1 < v < v2 and F (v2)−F (v1) < ε. The domain of F can then be extended to V ∪D by continuity.
By again applying the compactness of P, we may assume (after replacing R with an increasing
subsequence if necessary) that the limit (4.12) also exists for each v ∈ D. We claim that µv ∈ T∩S
for any v ∈ D.
To see that µv is translation-invariant, first observe that S1µ ≥ µ implies that Eµu
[
η(0)
] ≤
Eµv
[
η(0)
] ≤ Eµw[η(0)] for any u, v, w ∈ V ∪D such that u ≤ v ≤ w. Therefore, F (v) = Eµv [η(0)]
for any v ∈ D. For any v ∈ V ∪D, also define the quantities
A(v) = lim
m→∞
ES−mµv
[
η(0)
]
; B(v) = lim
m→∞
ESmµv
[
η(0)
]
.
These limits exist since ES−mµv
[
η(0)
]
and ESmµv
[
η(0)
]
are non-increasing and non-decreasing
in m > 0, respectively. Again using the fact that Smµ ≥ µ ≥ S−mµ for any m > 0, it follows that
A(v) ≤ F (v) ≤ B(v) and A(v), B(v) ∈ [F (u), F (w)] for any u, v, w ∈ V ∪D such that u < v < w.
Since limu→v F (u) = F (v) for any v ∈ D (where the limit in u is taken over D), it follows that
A(v) = F (v) = B(v) for any v ∈ D.
Since Eµv
[
η(x)
]
is non-decreasing in x, it follows that Eµv
[
η(x)
]
is constant over x ∈ Z for any
v ∈ D. Combining this with the fact that S1µv ≥ µv ≥ S−1µv, we deduce that µv is translation-
invariant.
Next, let us verify that µv is stationary; we only consider the case v > 0, since the alternative
case v < 0 is entirely analogous. To that end, let Nt = S⌊vt⌋Mt and observe by Remark 3.3 that
2To make sense of the last sum in (4.11) when v < 0, we view
∑j
x=i f(x) = −
∑i
x=j f(x) for any i > j.
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Nt+1 ∈ {N1Nt,N1NtS1}. Thus, since S1µv ≥ µv ≥ S−1µv, the definition (4.12) of µv and its
translation-invariance together yield that
N1µv = lim
k→∞
1
Rk
Rk−1∑
j=0
N1Njµ ≤ lim
k→∞
1
Rk
Rk−1∑
j=0
Nj+1µ = µv,
and
N1µv = N1S1µv = lim
k→∞
1
Rk
Rk−1∑
j=0
N1NjS1µ ≥ lim
k→∞
1
Rk
Rk−1∑
j=0
Nj+1µ = µv,
so N1µv = µv. This, with the translation-invariance of µv yields that M1µv = µv, meaning that
µv is stationary.
Now, the compactness of P yields the existence of an increasing subsequence (Tn1 , Tn2 , . . .) ⊆ R
such that the three limits in (4.11) all exist. We have verified that the first limit is equal to
µv ∈ T ∩ S. Denoting the second and third limits in (4.11) by µ(1)v and µ(2)v respectively, the fact
that S1µ ≥ µ ≥ S−1µ implies that S−⌈v⌉−1µv ≤ µ(1)v ≤ S⌈v⌉+1µv and similarly for µ(2)v . Thus,
µ
(1)
v = µv = µ
(2)
v since µv ∈ T.
The last statement of the lemma follows from the fact that µ ∈ T ∩ S and the classification of
the extremal elements of T ∩ S provided by Theorem 3.6. 
Next, we have the following lemma, which is the analog of Lemma 3.2 of [5].
Proposition 4.12. Adopt the notation of Lemma 4.11, and relabel Tnk = Tk for each k ∈ Z≥1.
For each k, let ηTk =
(
ηTk(x)
) ∈ {0, 1}Z denote a (random) particle configuration sampled under
the measure MTkΥ
(θ;ρ). Then,
lim
k→∞
1
Tk
⌊wTk⌋∑
x=⌊uTk⌋
E
[
ηTk(x)
]
= Λ(w)− Λ(u),(4.13)
for any u,w ∈ D satisfying u < w, where we have denoted
Λ(v) =
∫ 1
0
(
va− ϕ(a))γv(da), for any v ∈ D.
Proof. Let η0 =
(
η0(x)
) ∈ {0, 1}Z denote a (random) particle configuration on Z, sampled under
the measure Υ(θ;ρ), and let ηt denote a stochastic six-vertex model with initial data η0. For any
integer t ≥ 0, define
A(t) =
⌊wt⌋∑
x=⌊ut⌋
ηt(x); B(t) = A(t+ 1)− A(t).(4.14)
Let E denote the (almost surely unique) six-vertex ensemble associated with the process ηt.
Recall from Section 1.3 the vertical and horizontal indicators χ(v)(x, y) and χ(h)(x, y) denoting the
indicators for an edge in E between ((x, y), (x, y + 1)) and ((x, y), (x + 1, y)), respectively. It is
quickly verified that
B(t) = Y(t)− X(t),(4.15)
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where
Y(t) =
⌊w(t+1)⌋∑
x=⌊wt⌋+1
χ(v)(x, t)−
⌊u(t+1)⌋−1∑
x=⌊ut⌋
χ(v)(x, t);
X(t) = χ(h)
(⌊w(t+ 1)⌋, t+ 1)− χ(h)(⌊u(t+ 1)⌋ − 1, t+ 1).
Applying the third limit in (4.11) from Lemma 4.11, we deduce that
lim
k→∞
1
Tk
Tk−1∑
t=0
Y(t) =
∫ 1
0
waγw(da)−
∫ 1
0
uaγu(da).(4.16)
To estimate the sum of X(t), fix a ∈ [0, 1]; let ξ0 =
(
ξ0(x)
) ∈ {0, 1}Z denote a random particle
configuration sampled from the measure Υ(a); let ξt denote the stochastic six-vertex model with
initial data ξ0; and let F = F (a) denote the (almost surely unique) associated six-vertex ensemble.
Then, the translation-invariance (with respect to both vertical and horizontal shifts) of the Gibbs
measure µ(a) from Section 1.3 implies that the law of F is the restriction of µ(a) to the upper
half-plane H. Thus, EF
[
χ(h)(x, y)
]
= ϕ(a), for any (x, y) ∈ Z2.
It follows from the second limit in (4.11) from Lemma 4.11 that
lim
k→∞
1
Tk
Tk−1∑
t=0
X(t) =
∫ 1
0
ϕ(a)γw(da)−
∫ 1
0
ϕ(a)γu(da).(4.17)
Thus, the proposition follows from (4.14), (4.15), (4.16), and (4.17). 
4.4. Proof of Theorem 4.9. In this section we establish Theorem 4.9. Before doing so, however,
we require the following lemma, whose statement (and proof) is similar to that of Proposition 3.5
of [5]; it allows one to replace an averaged convergence of local statistics with non-averaged one,
under a certain ordering assumption.
Lemma 4.13. Fix x ∈ R and σ ∈ [0, 1], and let µ ∈ P({0, 1}Z) be such that S1µ ≥ µ and µ ≤ Υ(σ).
Suppose that, for any sequence of integers X1, X2, . . . tending to ∞ such that limT→∞ T−1XT > x
exists, we have
lim
T→∞
1
T
T−1∑
j=0
SXjMjµ = Υ
(σ).(4.18)
Then, for any sequence X1, X2, . . . tending to ∞ such that limT→∞ T−1XT > x exists, we have
lim
T→∞
SXTMTµ = Υ
(σ).
The analogous statement holds if we instead assume that µ ≥ Υ(σ) and limT→∞ T−1XT < x.
Proof. We will only address the first case, when µ ≤ Υ(σ) and limT→∞ T−1XT > x, since the proof
in the alternative case (µ ≥ Υ(σ) and limT→∞ T−1XT < x) is entirely analogous.
To that end, assume to the contrary that there exist integers Y1 < Y2 < · · · such that the limit
limT→∞ T
−1YT = y > x exists and limT→∞SYTMTµ 6= Υ(σ). Let η0 =
(
η0(i)
) ∈ {0, 1}Z denote
a (random) particle configuration on Z sampled according to the measure µ, and let ηt denote the
stochastic six-vertex model run under initial data η0.
Then the fact that µ ≤ Υ(σ) yields a positive real number ε ∈ (0, y − x) and subsequence
Yn1 < Yn2 < · · · of (Y1, Y2, . . .) such that, for each k ∈ Z≥1, there exists a uniformly bounded jk ∈ Z,
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for which E
[
ηTnk (Ynk + jk)
]
< σ − ε. Since S1µ ≥ µ, it follows that E
[
ηTnk (Ynk + j)
]
< σ − ε for
any j ≤ mink≥1 jk (which is finite, in view of the uniform boundedness of the {jk}). For notational
convenience, let us assume that mink≥1 jk = 0.
Letting z = y − ε2 < x, it follows for sufficiently large N that
⌊yTnk ⌋∑
i=⌊zTnk ⌋
E
[
ηTnk (i)
]
< (σ − ε)(⌊yTnk⌋ − ⌊zTnk⌋)+ 1.
Now, the fact that each horizontal edge of a six-vertex ensemble can accommodate at most one
arrow implies that
∑b
i=a ηt+1(i) ≤
∑b
i=a ηt(i)+1 for any integers a, b, t with a < b and t ≥ 0. Thus,
for sufficiently large N , any integer k ≥ 1, and any real number δ > 0, we have that
⌊yT⌋∑
i=⌊zT⌋
E
[
ηT (i)
] ≤ ⌊yTnk⌋∑
i=⌊zTnk ⌋
E
[
ηT (i)
]
+
(|y|+ |z|)δTnk + 2
<
⌊yTnk⌋∑
i=⌊zTnk ⌋
E
[
ηTnk (i)
]
+
(|y|+ |z|+ 1)δTnk + 3
≤
(
(σ − ε)(y − z) + δ(|y|+ |z|+ 1))Tnk + 5,
for each T ∈ [Tnk , (1 + δ)Tnk]. From this and the fact that µ ≤ Υ(σ), we deduce that
T−1∑
j=0
⌊yj⌋∑
i=⌊zj⌋
E
[
ηj(i)
]
=
Tnk−1∑
j=0
⌊yj⌋∑
i=⌊zj⌋
E
[
ηj(i)
]
+
T−1∑
j=Tnk
⌊yj⌋∑
i=⌊zj⌋
E
[
ηj(i)
]
<
(z − y)σT 2nk
2
+
(|y|+ |z|+ 1)Tnk + δ((σ − ε)(y − z) + δ(y + 1))T 2nk + 5δTnk ,
(4.19)
for any T ∈ [Tnk , (1 + δ)Tnk].
Next, (4.18) implies that T−1
∑T−1
j=0 E
[
ηj
(⌊zj⌋)] > σ − δ2, for sufficiently large T . Again using
the fact that µ ≤ S1µ ≤ Υ(ρ) yields that
T−1∑
j=0
⌊yj⌋∑
i=⌊zj⌋
E
[
ηj(i)
]
>
T 2(z − y)(σ − δ2)
2
,
which contradicts (4.19) with T =
⌊
(1+δ)Tnk
⌋
, for sufficiently large k and small δ = δ(y, z, ε, σ) > 0.
This implies the lemma. 
Now we can establish Theorem 4.9.
Proof of Theorem 4.9. Throughout this proof, set µ = Υ(θ;ρ). In view of the explicit form for Gy(x)
given by Remark 4.3, it suffices to show that
lim
T→∞
SXTMTµ = Υ
(θ), if u < ϑ; lim
T→∞
SXTMTµ = Υ
(ρ), if u > ϑ.(4.20)
We begin by establishing the former identity in (4.20). To that end, let t = (t1, t2, . . .) denote
an arbitrary increasing sequence of positive integers. Then there exists an increasing subsequence
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(T1, T2, . . .) ⊆ t and a dense subset D = D(t) ⊂ R such that the statements of Lemma 4.11 hold.
For v ∈ D, let us first show that γv = δθ if v < ϑ.
To that end, fix real numbers v, w ∈ D with v < ϑ and w < 0; then Lemma 4.10 implies that
γw = δθ. Furthermore, since Υ
(θ) ≤ µ ≤ Υ(ρ) (by Lemma 4.6), Remark 4.5 implies the measure γv
is supported on the interval [θ, ρ]. Thus, Proposition 4.12 yields
Λ(v)− Λ(w) = lim
k→∞
1
Tk
⌊vTk⌋∑
x=⌊wTk⌋
E
[
ηTk(x)
] ≥ θ(v − w).
Since γw = δθ, this means that∫ ρ
θ
(
va− ϕ(a))γv(da)− θw + ϕ(θ) ≥ θ(v − w).
Recalling the definition (4.2) of ϑ and the fact that ϕ′(z) > 0 > ϕ′′(z) for z ∈ [0, 1], we obtain
v
∫ ρ
θ
(a− θ)γv(da) ≥
∫ ρ
θ
(
ϕ(a)− ϕ(θ))γv(da) ≥ ϑ ∫ ρ
θ
(a− θ)γs(da).
Since v < ϑ, it follows that
∫ ρ
θ (a− θ)γv(da) = 0, which means that γv = δθ. So,
lim
k→∞
1
Tk
Tk∑
j=1
S⌊vj⌋Mjµ = Υ
(θ), if v ∈ (−∞, ϑ) ∩D.
Since D ⊂ R is dense and S1µ ≥ µ ≥ S−1µ, it follows that
lim
k→∞
1
Tk
Tk∑
j=1
S⌊uj⌋Mjµ = Υ
(θ),
for arbitrary u ∈ R (not necessarily in D) satisfying u < ϑ. Since this holds along a subsequence
(T1, T2, . . .) of an arbitrary increasing sequence t of integers, we deduce
lim
T→∞
1
T
T∑
j=1
S⌊uj⌋Mjµ = Υ
(θ), for u < ϑ.
Then, since Υ(θ) ≤ µ and S1µ ≥ µ, we obtain from Lemma 4.13 that
lim
T→∞
S⌊uT⌋MTµ = Υ
(θ), for u < ϑ,
and so the first statement of (4.20) follows from the fact that S−1µ ≤ µ ≤ S1µ.
Next let us address the second statement of (4.20); assume to the contrary that it is false.
Observe that Remark 4.5, the fact that µ ≤ Υ(ρ), and the translation-invariance and stationarity of
Υ(ρ) together imply that SXTMTµ ≤ Υ(ρ). Therefore, there exists a real number ε > 0; a sequence
t = (t1, t2, . . .) of positive integers tending to ∞; and a uniformly bounded sequence of integers
j = (j1, j2, . . .) such that E
[
ηtk(Xtk + jk)
]
< ρ− ε for sufficiently large k ∈ Z≥1. Then there again
exists an increasing subsequence (T1, T2, . . .) ⊆ t and a dense subset D = D(t) ⊂ R such that the
statements of Lemma 4.11 hold.
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Now fix real numbers w, r ∈ D with w < 0 and r > 31−b2 , so that γw = δθ and γr = δρ by
Lemma 4.10. Then, Proposition 4.12 yields
lim
k→∞
1
Tk
⌊rTk⌋∑
i=⌊wTk⌋
E
[
ηTk(i)
]
= Λ(r) − Λ(w) = rρ− ϕ(ρ) − wθ + ϕ(θ) = (r − ϑ)ρ+ (ϑ− w)θ.(4.21)
Since E
[
ηTk(XTk + jk)
]
< ρ − ε for sufficiently large k ∈ Z≥1; since j is uniformly bounded;
and since S1µ ≥ µ, we have for any v < u that E
[
ηTk(x)
]
< ρ − ε whenever x < vTk and k is
sufficiently large. Next let ς ∈ (0, u−ϑ) be some small positive number, and let s ∈ D be such that
ϑ− ς < s < ϑ. Then the first statement of (4.20) implies that limk→∞ E
[
ηTk(x)
]
< θ+ ς whenever
x ∈ [wTk, sTk
]
and k is sufficiently large. Fixing some p ∈ (ϑ, ϑ+ ς)∩D (which exists since D ⊂ R
is dense), we deduce using µ ≤ Υ(ρ) that
lim
k→∞
1
Tk
⌊rTk⌋∑
i=⌊wTk⌋
E
[
ηTk(i)
]
= lim
k→∞
1
Tk
(
⌊sTk⌋∑
i=⌊wTk⌋
E
[
ηTk(i)
]
+
⌊pTk⌋∑
i=⌊sTk⌋
E
[
ηTk(i)
]
+
⌊vTk⌋∑
i=⌊pTk⌋
E
[
ηTk(i)
]
+
⌊rTk⌋∑
i=⌊vTk⌋
E
[
ηTk(i)
])
< (θ + ς)(ϑ− w) + 2ς + (v − ϑ)(ρ− ε) + (r − v)ρ
< (r − ϑ)ρ+ (ϑ− w)θ,
for v ∈ (ϑ+ ς, u) and sufficiently small ς = ς(ε, w, ϑ, v, u) > 0. This contradicts (4.21), and so the
second statement of (4.20) also holds. 
5. Proof of Theorem 1.1
In this section we establish Theorem 1.1, which provides the limit shape for the stochastic six-
vertex model on the cylinder with arbitrary boundary data. We first in Section 5.1 analyze the limit
shape of the stochastic six-vertex model on the upper half-plane H = Z×Z≥0; given the content of
the previous sections, this will follow the framework introduced by Bahadoran-Guiol-Ravishankar-
Saada [6], who provided a procedure to understand the limit profile of attractive interacting particle
systems under arbitrary initial data, assuming that one has access to it under double-sided Bernoulli
initial data. Then, in Section 5.2 we apply these results to establish Theorem 1.1 on the cylinder.
5.1. Limit Shape on the Upper Half-Plane. In this section we establish the fixed-time analog
of Theorem 1.1 on the upper half-plane, given as follows.
Theorem 5.1. Fix real numbers 0 < b1 < b2 < 1 and λ, ε > 0, and a measurable function
Ψ : R → [0, 1] supported on [0, 1]. Let Gy(x) = G(x, y) denote the entropy solution to (1.3) on
R× [0, λ], with initial data given by G0(x) = G(x, 0) = Ψ(x) for each x ∈ R.
For each N ∈ Z≥1, let ψ = ψ(N) =
(
ψ(x)
)
=
(
ψ(N)(x)
)
x∈Z
∈ {0, 1}Z denote a boundary
condition such that ψ(x) = 0 if x /∈ [1, N ], and assume that (1.4) holds. Furthermore, for each N ,
let η = η(N) =
(
ηy(x)
)
=
(
η
(N)
y (x)
)
denote a stochastic six-vertex model with initial data given by
η0 = η
(N)
0 = ψ
(N). Then,
lim
N→∞
P
[
max
−N
ε
≤X1≤X2≤
N
ε
∣∣∣∣ 1N
X2∑
x=X1
η⌊λN⌋(x)−
∫ X2/N
X1/N
Gλ(x)dx
∣∣∣∣ > ε
]
= 0.
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The proof of Theorem 5.1 will proceed similarly to what was explained in Section 3 of [6]. Before
continuing, we require some properties of the entropy solution of the conservation law (1.3), to
which end we require some additional notation. We begin with the following definition, which
provides a semi-group operator for the solution to (1.3).
Definition 5.2. Fix a compactly supported, measurable function u : R → [0, 1]. For any real
number t ≥ 0, define Ptu(x) = G(x, t) for each x ∈ R, where G denotes the entropy solution of the
equation (1.3) on R× R≥0, with initial data G(x, 0) = u(x).
Since (1.3) admits unique entropy solutions, we have that PsPt = Ps+t for any s, t ≥ 0.
Next, for any compactly supported, measurable functions u, v : R→ [0, 1], define for any x ∈ R
I(x;u) =
∫ x
−∞
u(y)dy; I(x; v) =
∫ x
−∞
v(y)dy; ∆(u, v) = sup
x∈R
∣∣I(x;u)− I(x; v)∣∣.
Now we can state the following lemma, which appears as Theorem 3.1 of [6]. The first part of
the below statement is given by Proposition 2.3.6 of [65]; the second part follows from the fact that
the function I = I(x;u) satisfies the Hamilton-Jacobi equation ∂tI = ϕ(∂xI) and a comparison
principle (see Theorem 5.3 of [28]) for such equations.
Lemma 5.3 ([6, Theorem 3.1]). For any compactly supported, measurable functions u, v : R→ [0, 1]
and real numbers t ≥ 0 and c > κ ≥ maxz∈[0,1]
∣∣ϕ′(z)∣∣, the following statements hold.
(1) If u(x) = v(x) for each x ∈ [A,B] and some real numbers A < B, then Ptu(x) = Ptv(x)
for each x ∈ [A+ ct, B − ct].
(2) We have that ∆(Ptu,Ptv) ≤ ∆(u, v).
Remark 5.4. The first part of Lemma 5.3 also applies to solutions of (1.3) on the torus T. More
specifically, suppose that G(x, t) and H(x, t) are two solutions of (1.3) on T × R≥0 such that
G(x, 0) = H(x, 0) for each x ∈ [A,B] and some A,B ∈ T. If d(A,B) ≥ 2ct, (where d(A,B) denotes
the distance between A and B on T), then G(x, t) = H(x, t) for each x ∈ [A+ ct, B − ct].
It will be useful to have discrete analogs of the two properties from Lemma 5.3 for the stochastic
six-vertex model; Proposition 2.17 is such an analog of the first property. The following lemma
provides a discrete analog of the second. In the below, for any positive integer N ≥ 1; compactly
supported, measurable function f : R → [0, 1]; and two finite particle configurations η = (η(x)) ∈
{0, 1}Z and ξ = (ξ(x)) ∈ {0, 1}Z, we define
∆N (η, ξ) =
1
N
max
x∈Z
∣∣∣∣∣
x∑
i=−∞
(
η(i)− ξ(i))∣∣∣∣∣ ; ∆N (η; f) = supx∈R
∣∣∣∣∫ x
−∞
(
η
(⌊yN⌋)− f(y))dy∣∣∣∣ .
Lemma 5.5. Fix real numbers t, ε, δ, ς ≥ 0; an integer N ≥ 1; and a compactly supported, measur-
able function f : R→ [0, 1]. Let η0 =
(
η0(x)
) ∈ {0, 1}Z and ξ0 = (ξ0(x)) ∈ {0, 1}Z denote two finite
particle configurations on Z, such that ∆N
(
η0, ξ0
) ≤ δ. Further let ηs and ξs denote stochastic
six-vertex models run with initial data η0 and ξ0, respectively.
If P
[
∆N (ξt; f) > ε
] ≤ ς, then P[∆N (ηt; f) > ε+ δ] ≤ 2ς.
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Proof. By a union bound, it suffices to show that
P
[
sup
x∈R
∫ x
−∞
(
ηt
(⌊yN⌋)− f(y))dy > ε+ δ] ≤ ς ;
P
[
inf
x∈R
∫ x
−∞
(
ηt
(⌊yN⌋)− f(y))dy < −ε− δ] ≤ ς.(5.1)
Let us only establish the former bound in (5.1), since the proof of the latter is very similar. To that
end, for each s ∈ Z≥0, let ps =
(
ps(1), ps(2), . . . , ps(N1)
)
and qs =
(
qs(1), qs(2), . . . , qs(N2)
)
denote
the particle position sequences associated with ηs and ξs, respectively; also set ps(i) = −∞ = qs(i)
for each i ≤ 0; ps(i) =∞ for each i > N1; and qs(i) =∞ for each i > N2.
Define rs =
(
rs(k)
)
by setting rs(k) = ps
(
k+⌊δN⌋) for each (k, s) ∈ Z×Z≥0, that is, by shifting
the labeling in the particle position sequence for ps by ⌊δN⌋. Then the fact that ∆N (η0, ξ0) ≤ δ
implies that q0 ≤ r0, which together with Proposition 2.6 yields a coupling between q and r such
that qs ≤ rs for each s ≥ 0.
Thus, defining the events
E1 =
{
sup
x∈R
∫ x
−∞
(
ηt
(⌊yN⌋)− f(y))dy > ε+ δ}; E2 =
{
sup
x∈R
∫ x
−∞
(
ξt
(⌊yN⌋)− f(y))dy > ε},
we have that E1 ⊆ E2 under this coupling. Hence, P[E1] ≤ P[E2] ≤ P
[
∆N (ξt; f) > ε
] ≤ ς , which
implies the first bound in (5.1). As mentioned previously, the proof of the second estimate there is
very similar and therefore omitted. This implies the lemma. 
Before proceeding to the proof of Theorem 5.1, we require the following lemma, which states that
functions of bounded variation can be well-approximated by a sum of piecewise constant functions,
whose step sizes are bounded below; it appears as Lemma 3.6 of [6].
Lemma 5.6 ([6, Lemma 3.6]). Fix a positive number ε > 0 and a compactly supported function
f : R → [0, 1] of bounded variation. There exist an integer r > 0 and real numbers δ > 0;
x0 < x1 < x2 < · · · < xr; and ρ1, ρ2, . . . , ρr ∈ [0, 1] (all dependent on ε and f) such that the
following two properties hold.
(1) For each i ∈ [1, r], we have that |xi − xi−1| ≥ δ.
(2) Denoting fδ(x) =
∑r
i=1 ρi1xi−1<x≤xi for each x ∈ R, we have that ∆(f, fδ) < εδ.
We can now establish Theorem 5.1.
Proof of Theorem 5.1. The proof of this theorem will follow the framework of [6], which is based on
an algorithm of Glimm [31] for numerically approximating solutions of hyperbolic conservation laws.
More specifically, we first use Lemma 5.6 to approximate Ψ by a piecewise constant function Ψ0;δ
whose step sizes are lower bounded by some δ > 0. Then, we let ξs ∈ {0, 1}Z denote a stochastic
six-vertex model whose initial data ξ0 is given by a product measure approximating Ψ0;δ. Since ξ0
“locally coincides” with double-sided Bernoulli boundary data, Proposition 2.17, Theorem 4.2, and
the first part of Lemma 5.3 will together imply that the global law of ξs converges to that of PsΨ0;δ,
if s ≤ cδ (for some sufficiently small constant c = c(b2) > 0). Furthermore, since ∆N (η0, ξ0) is small
with high probability, Lemma 5.6 will imply that ∆N (ηs, ξs) is also likely small. Hence, the global
law of ηs will be close to that of PsΨ0;δ ≈ PsΨ, assuming that s < cδ is sufficiently small. We will
then inductively repeat this procedure to increase the value of s to λ.
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Let us now implement this procedure in detail. In view of the second part of Lemma 5.3,
Lemma 5.5, and the fact that any measurable function can be approximated by one that is of
bounded variation, we may assume that Ψ is of bounded variation. Then, the first part of Lemma 5.3
and the sixth part of Proposition 2.3.6 of [65] imply thatPtΨ is compactly supported and of bounded
variation for each t ≥ 0.
Then, for any t ∈ [0, λ], Lemma 5.6, yields the existence of an integer r = r(t) > 0 and real
numbers δ = δ(t) > 0; 0 = x0 < x1 < x2 < · · · < xr; and ρ0, ρ1, . . . , ρr ∈ [0, 1] (all dependent on t, ε,
and Ψ) such that the following two properties hold. First, |xi−xi−1| ≥ δ for each i ∈ [1, r]. Second,
denoting Ψt;δ(x) =
∑r
i=0 ρr1xi−1<x≤xi for each x ∈ R, we have that ∆
(
PtΨ,Ψt;δ
)
< (1−b2)εδ768λ .
Next, set s(t) = min
{ (1−b2)δ(t)
8 , λ− t
}
and define the interval I(t) =
[
t, t+ s(t)
]
for each t ≥ 0.
Since
⋃
t∈[0,λ) I(t) = [0, λ] is compact, there exists a finite, increasing sequence T =
(
t0, t1, . . . , tM )
with t0 = 0 such that [0, λ] ⊆
⋃
t∈T I(t). We may assume that tM + s(tM ) = λ; that s(tM ) =
(1−b2)δ(tM )
8 ; and that
∑
t∈T s(t) ≤ 3λ. For each k ∈ [0,M ], define rk = r(tk); δk = δ(tk); sk = s(tk);
and Ik = I(tk).
We claim that
max
0≤s≤sk
lim
N→∞
P
[
∆N
(
η(tk+s)N ;Ptk+sΨ
)
>
(1 − b2)ε
96λ
k∑
i=0
δi +
ε
4
]
= 0,(5.2)
for each k ∈ [−1,M ], where we define t−1 = 0 = s−1. To that end, we induct on k, the statement
being true when k = −1 by (1.4). Thus, assume (5.2) holds for k = m− 1 and some m ∈ [0,M ], so
that limN→∞ P[EN ] = 0, where we have defined the event
E = EN =
{
∆N
(
ηtmN ;PtmΨ
)
>
(1 − b2)ε
96λ
m−1∑
i=0
δi +
ε
4
}
.(5.3)
We will show that (5.2) holds for k = m. To that end, fix s ∈ [0, sm], and observe by the second
statement of Lemma 5.3 that
∆N (η(tm+s)N ;Ptm+sΨ) ≤ ∆N (η(tm+s)N ;PsΨtm;δ) + ∆(PsΨtm;δ,Ptm+sΨ)
≤ ∆N (η(tm+s)N ;PsΨtm;δ) + ∆(Ψtm;δ,PtmΨ)
≤ ∆N (η(tm+s)N ;PsΨtm;δ) +
(1− b2)εδm
768λ
.
(5.4)
Now, recall the numbers r ≥ 1; δ > 0; x0 < x1 < · · · < xr ; and ρ1, ρ2, . . . , ρr ∈ [0, 1] associated
with tm, and further set ρ0 = 0 = ρr+1, x−1 = −∞, and xr+1 = ∞. Let ξ0 =
(
ξ0(x)
) ∈ {0, 1}Z
denote a random particle configuration on Z, with the
{
ξ0(x)
}
being mutually independent 0 − 1
Bernoulli random variables, such that P
[
ξ0(x) = 1
]
= ρi if xi−1 <
x
N ≤ xi, for each i ∈ [0, r + 1].
The profile for the initial data ξ0 therefore approximates Ψtm;δm . Let ξt denote the stochastic
six-vertex model, run with this initial data ξ0.
Furthermore, for each i ∈ [1, r + 1], let ζ(i)0 =
(
ζ
(i)
0 (x)
) ∈ {0, 1}Z denote a random (double-sided
Bernoulli) particle configuration on Z, where the
{
ζ
(i)
0 (x)
}
are mutually independent, such that
P
[
ζ
(i)
0 (x) = 1
]
= ρi−1 whenever
x
N ≤ xi−1 and P
[
ζ
(i)
0 (x) = 1
]
= ρi whenever
x
N > xi−1. Further
couple ξ0 and each ζ
(i)
0 such that ξ0(x) = ζ
(i)
0 (x) whenever
x
N ∈ [xi−2, xi]. For each i, let ζ
(i)
t denote
stochastic six-vertex model with initial data ζ
(i)
0 , and couple ζ
(i)
t with ξt under the higher rank
coupling of Definition 2.14.
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Next, for each i ∈ [1, r + 1], define the function fi : R → [0, 1] by setting fi(x) = ρi−11x≤xi +
ρi1x>xi for every x ∈ R. Then, Theorem 4.2 implies for each i that
lim
N→∞
P
[
max
−N
ε
≤X1≤X2≤
N
ε
∣∣∣∣ 1N
X2∑
x=X1
ζ
(i)
sN (x)−
∫ X2/N
X1/N
Psfi(x)
∣∣∣∣ > (1− b2)εδ768(r + 1)λ
]
= 0,
By Proposition 2.17 and the fact that 4s1−b2 ≤ δ2 , we then obtain that
lim
N→∞
P
[
max
X1,X2
∣∣∣∣ 1N
X2∑
x=X1
ξsN (x)−
∫ X2/N
X1/N
Psfi(x)
∣∣∣∣ > (1− b2)εδ768(r + 1)λ
]
= 0,(5.5)
where (X1, X2) is taken over all such pairs satisfying max
{(
xi−1 +
δ
2
)
N,−Nε
} ≤ X1 ≤ X2 ≤
min
{(
xi+1 − δ2
)
N, Nε
}
.
Next, since Ψtm;δ(x) = fi(x) for each x ∈ [xi−1, xi+1], it follows from the first part of Lemma 5.3
and the estimate 2s1−b2 ≤ δ4 that PsΨtm;δ(x) = Psfi(x) for each x ∈
[
xi−1+
δ
4 , xi+1− δ4
]
. Therefore,
the fact that
⋃r+1
i=0
[
xi−1 +
δ
4 , xi − δ4
]
= R implies from (5.5) and a union bound that
lim
N→∞
P
[
max
−N
ε
≤X1≤X2≤
N
ε
∣∣∣∣ 1N
X2∑
x=X1
ξsN (x) −
∫ X2/N
X1/N
PsΨtm;δ
∣∣∣∣ > (1 − b2)εδ768λ
]
= 0,
which yields
lim
N→∞
P
[
∆N (ξsN ;PsΨtm;δ) >
(1− b2)εδ
384λ
]
= 0,(5.6)
since by Proposition 2.17 the probability that ξsN contains a particle outside of the interval
[−Nε , Nε ]
tends to 0, as N tends to ∞ (assuming that ε > 0 is sufficiently small).
Now, for each integer N ≥ 1, define the event
F = FN =
{
∆N (ξ0; Ψtm;δ) >
(1− b2)εδ
768λ
}
.
Large deviations bounds for sums of 0−1 Bernoulli random variables then yield limN→∞ P[FN ] = 0.
Next observe that
1Ec∆N (ηtmN ; Ψtm;δ) ≤ 1Ec∆N (ηtmN ;PtmΨ) +∆(PtmΨ;Ψtm;δ)
≤ (1− b2)ε
96λ
m−1∑
i=0
δi +
ε
4
+
(1− b2)εδ
768λ
,
which, together with (5.6) and Lemma 5.5, implies that
lim
N→∞
P
[
1Ec1F c∆N (η(tm+s)N ;PsΨtm;δ) >
(1− b2)ε
96λ
m−1∑
i=0
δi +
(1− b2)εδm
192λ
+
ε
4
]
= 0.
Combined with (5.4) and the facts that limN→∞ P[EN ] = 0 = limN→∞ P[FN ], this yields
lim
N→∞
P
[
∆N (η(tm+s)N ,Ptm+sΨ) >
(1− b2)ε
96λ
m∑
i=0
δi +
ε
4
]
= 0,
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which verifies (5.2). Taking k = M and s = λ − tM = sM in (5.2) and using the fact that∑M
i=1 δi =
8
1−b2
∑M
i=1 si ≤ 24λ1−b2 then gives limN→∞ P
[
∆N (ηλN ,PλΨ) >
ε
2
]
= 0, from which we
deduce the theorem. 
5.2. Comparing the Cylinder to the Upper Half-Plane. In this section we establish Theo-
rem 1.1 by comparing the stochastic six-vertex model on the cylinder C = CN ;L = TN×{1, 2, . . . , L}
to that on the upper-half plane H = Z× Z≥0.
To that end, we begin with the following proposition, which bounds the speed of discrepancies
between suitably coupled stochastic six-vertex models on the cylinder and on the upper half-plane.
In the below, we recall from Section 1.4 that any six-vertex ensemble E on C can be associated
with a particle configuration
(
ηy(x)
)
. By letting ηy(x) denote the indicator for the existence of a
particle at site x ∈ T = TN and time y ∈ {1, 2, . . . , L}, we can view the stochastic six-vertex model
on C as an interacting particle system on T. Under this correspondence, the (non-crossing) directed
up-right paths in E are the space-time trajectories for particles.
As in Section 2.1, we can tag these particles. Set p0 =
(
p0(−M), p0(1 −M), . . . , p0(R)
)
, where
p0(k) denotes the initial position of particle k ∈ [−M,R]; we assume that no particle exists between
p0(k) and p0(k+1), for each k ∈ [−M,R]. Then, let pt(k) denote the position of particle k ∈ [−M,R]
at time t ∈ [1, L], and set pt =
(
pt(−M), pt(1 −M), . . . , pt(R)
)
. This associates E with a particle
position sequence pt.
Proposition 5.7. There exists a constant c = c(b2) > 0 such that the following holds. Let N,L ≥ 1
and A ≥ 0 denote integers such that A < N , and let p0 =
(
p0(k)
)
and q0 =
(
q0(k)
)
denote (finite)
particle position sequences on T = TN and Z, respectively. Assume that p0(k) = q0(k) for each
k ∈ Z such that either p0(k) ∈ [0, A] or q0(k) ∈ [0, A]. Assume further that 0 < 4L1−b2 < A− 4L1−b2 <
A+ 4L1−b2 < N , and let ps and qs denote the stochastic six-vertex models on C = CN ;L and H with
initial data p0 and q0, respectively.
Then, it is possible to couple ps and qs in such a way that P[E] ≤ c−1e−cL, where E denotes
the event that there exists a pair (k, t) ∈ Z× [0, L] such that pt(k) 6= qt(k) and either pt(k) or qt(k)
is in the interval
[
4L
1−b2
, A− 4L1−b2
]
.
Proof. Let U ≤ V denote the integers (if they exist) such that q0(U − 1) < 0 ≤ q0(U) ≤ q0(V ) ≤
A < q0(V +1), and letm0 =
(
m0(U),m0(U+1), . . . ,m0(V )
)
and r0 =
(
r0(U), r0(U+1), . . . , r0(V )
)
denote the particle position sequences on T and Z, respectively, obtained by settingm0(k) = r0(k) =
p0(k) = q0(k) for each k ∈ [U, V ]. Stated alternatively, m0 and r0 are obtained from p0 and q0,
respectively, by removing all particles outside of the interval [0, A].
Now let ms and rs denote the stochastic six-vertex models on T and Z with initial data m0 and
r0, respectively. We will exhibit couplings between (ps,ms), (ms, rs), and (rs,qs) such that these
pairs of stochastic six-vertex models agree with high probability on the interval I =
[
4L
1−b2
, A− 4L1−b2
]
for each s ∈ [1, L]. This will induce a coupling between (ps,qs) with the same property.
The models (rs,qs), will be coupled through the higher rank coupling of Definition 2.14. To
couple (ms, rs), let F (r) denote the event on which there exists some s ∈ [1, L] such that rs(V ) ≥ N .
Also let F (m) denote the event on which there exists some s ∈ [1, L] such that ms(V ) < ms−1(V )
(meaning that there exists a particle in m that passes site N at some point during the time interval
[1, L]). Set p(m) = P
[
F (m)c
]
and p(r) = P
[
F (r)c
]
.
LettingW denote a uniformly random variable on [0, 1], we then sample (ms) and (rs) as follows.
(1) If W ≤ min {p(m), p(r)}, then sample (ms) conditional on F (m)c, and set (rs) = (ms).
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(2) If min
{
p(m), p(r)
}
< W ≤ max{p(m), p(r)}, then let x,y ∈ {m, r} be distinct so that
p(x) = min
{
p(m), p(r)
}
and p(y) = max
{
p(m), p(r)
}
. Sample xs conditional on F (x)
and ys conditional on F (y)
c independently.
(3) IfW > max
{
p(m), p(r)
}
, then samplems conditional on F (m) and rs conditional on F (r)
independently.
That this yields a couping between ms and rs follows from the fact that the weight (recall Sec-
tion 1.2) of any finite six-vertex ensemble E , each of whose paths do not intersect the vertical line
x = N , does not depend on whether the domain of E is C or H.
To couple (ms,ps) consider a multi-class stochastic six-vertex model n (recall Section 2.3) on
C, with two classes. Its boundary data ψ =
(
ψ(x)
) ∈ {0, 1, 2}Z is defined by setting ψ(x) = 0
if x /∈ p0; ψ(x) = 1 if x ∈ m0; and ψ(x) = 2 if x ∈ p0 \m0. Denote the positions of the first
and second class particles at time s in this model by n
(1)
s =
(
n
(1)
s (U), n
(1)
s (U +1), . . . , n
(1)
s (V )
)
and
n
(2)
s =
(
n
(2)
s (B), n
(2)
s (B + 1), . . . , n
(2)
s (D)
)
, respectively. Then, define ps = (ps) =
(
n
(1)
s
) ∪ (n(2)s ),
that is, by ignoring the class labels in n; also definems = (ms) =
(
n
(1)
s ), that is, by only considering
the first class particles in n. By Remark 2.8, this yields a coupling between (ms,ps).
Thus, we have defined couplings between the pairs (ps,ms), (ms, rs), and (rs,qs) of stochastic
six-vertex models. Let E1, E2, and E3 denote the events that (ps,ms), (ms, rs), and (rs,qs)
differ on I × [1, L], respectively; will bound P[E1], P[E2], and P[E3]. Observe that Proposition 2.17
guarantees the existence of a constant c = c(b2) > 0 such that P[E3] ≤ c−1e−cL.
Next, E1 is contained in the event that there exists a second-class particle that enters I at some
point during the time interval [1, L]. Thus, Lemma 2.10, Remark 2.11, and a large deviations
estimate for sums of independent geometric random variables together imply that P[E1] ≤ c−1e−cL
(after decreasing c if necessary).
We bound P[E2] analogously, by observing that P[E2] ≤ max
{
1 − p(m), 1 − p(r)} ≤ c−1e−cL,
where the last estimate again follows from Lemma 2.10, Remark 2.11, and a large deviations bound.
Hence, P[E] ≤ P[E1] + P[E2] + P[E3] ≤ 3c−1e−cL, from which we deduce the proposition. 
Now we can establish Theorem 1.1.
Proof of Theorem 1.1. The proof of this theorem will be similar to that of Theorem 5.1. For each
s ≥ 0 and function f : T→ [0, 1], we (similarly to in Definition 5.2) define Qsf(x) = G(x, s), where
G(x, t) denotes the entropy solution of the equation (1.3) on T × R≥0, with initial data given by
G(x, 0) = f(x) for each x ∈ T.
For any fixed ̟, ε > 0, let us first show that
lim
N→∞
P
[
max
0≤X1≤X2<N
∣∣∣∣ 1N
X2∑
x=X1
η⌊̟N⌋(x) −
∫ X2/N
X1/N
Q̟Ψ(y)dy
∣∣∣∣ > ε
]
= 0.(5.7)
Setting δ = 1−b232 and M =
⌈
̟
δ
⌉− 1, we claim for any integer k ∈ [−1,M ] that
max
s∈[0,δ]
lim
N→∞
P
[
max
0≤X1≤X2<N
∣∣∣∣ 1N
X2∑
x=X1
η⌊(kδ+s)N⌋(x)−
∫ X2/N
X1/N
Qkδ+sΨ(y)dy
∣∣∣∣ > ς
]
= 0,(5.8)
for any ς > 0, where we define ηm(x) = η0(x) for any x ∈ T if m ≤ 0, and Gt(y) = G0(y) for
any y ∈ T if t ≤ 0. To verify (5.8), we induct on k, the statement being true by (1.4) if k = −1.
Thus let m ∈ [0,M ] denote an integer, and assume that (5.8) holds for k = m− 1, which implies in
LIMIT SHAPES AND LOCAL STATISTICS FOR THE STOCHASTIC SIX-VERTEX MODEL 41
particular for any ς > 0 that
P
[
max
0≤X1≤X2<N
∣∣∣∣ 1N
X2∑
x=X1
η⌊mδN⌋(x)−
∫ X2/N
X1/N
QmδΨ(y)dy
∣∣∣∣ > ς
]
= 0.(5.9)
We will then show that (5.8) holds for k = m.
To do this, let us fix s ∈ [0, δ] and define the intervals I1 =
(
0, 34
) ⊂ T and I2 = ( 12 , 54) ⊂ T;
observe that I1 ∪ I2 = T. Depending on the context, we may also view I1 and I2 as intervals R.
We then define functions f1, f2 : T → [0, 1] by setting fj(x) = QmδΨ(x)1x∈Ij , for each x ∈ T
and j ∈ {1, 2}. The corresponding functions on R are denoted by g1, g2 : R → [0, 1], defined by
setting gj(x) = QmδΨ(x)1x∈Ij , for each x ∈ R and j ∈ {1, 2}, where we view QmδΨ as a 1-periodic
function on R.
Similarly, we define (random) particle configurations ξ
(1)
0 =
(
ξ
(1)
0 (x)
) ∈ {0, 1}Z and ξ(2)0 =(
ξ
(2)
0 (x)
) ∈ {0, 1}Z on Z by setting ξ(j)0 (x) = η⌊mδN⌋(x)1x/N∈Ij , for each x ∈ Z and j ∈ {1, 2}.
Further let
(
ξ
(j)
t
)
denote the stochastic six-vertex model on Z, with initial data given by ξ
(j)
0 , for
each j ∈ {1, 2}.
Then, Theorem 5.1 and (5.9) together imply for each j ∈ {1, 2} and any ς > 0 that
P
[
max
−N≤X1≤X2≤2N
∣∣∣∣ 1N
X2∑
x=X1
ξ
(j)
⌊(mδ+s)N⌋(x) −
∫ X2/N
X1/N
Psgj(y)dy
∣∣∣∣ > ς2
]
= 0.(5.10)
Now, the first part of Lemma 5.3 and the estimate 2δ1−b2 ≤ 116 together imply that the function
Ptg1 is supported on the interval
[− 116 , 1316] whenever t ≤ δ. Thus, Ptg1 can be viewed as a function
on T that is equal to 0 on a neighborhood of 78 . Combining this with the fact that Ptg1 solves the
equation (1.3) on R×R≥0, we deduce that it satisfies the same equation (1.3) on T× [0, δ]. Hence,
Ptg1 = Qtf1 for any t ∈ [0, δ]. Similarly, Ptg2 = Qtf2 whenever t ∈ [0, δ].
Thus, Proposition 5.7 and (5.10) together imply that
P
[
max
X1
N
,
X2
N
∈Ij
∣∣∣∣ X2∑
x=X1
η⌊(mδ+s)N⌋(x)−
∫ X2/N
X1/N
Qsfj(y)dy
∣∣∣∣ > ς2
]
= 0,(5.11)
for each j ∈ {1, 2}, where we have defined the intervals I1 =
[
1
8 ,
5
8
] ⊂ T and I2 = [ 58 , 98] ⊂ T (and
we assume that X2 ≤ X1). Now (5.8) follows from (5.11); the fact that Qtfj(x) = Qmδ+tΨ(x) for
each x ∈ Ij , t ∈ (0, δ], and j ∈ {1, 2} (by Remark 5.4); and the fact that I1 ∪ I2 = T. Then (5.7)
follows from (5.8) by setting k =M , s = ̟ −Mδ, and ς = ε.
Now (1.5) is a consequence of (5.7); a union bound; the fact that ηy(x), Gy(x) ∈ [0, 1] for each
x and y; the continuity of Gy(x) in y; and the fact that
X2∑
x=X1
ηY−1(x)− 1 ≤
X2∑
x=X1
ηY (x) ≤
X2∑
x=X1
ηY−1(x) + 1,(5.12)
for any integers 0 ≤ X1 ≤ X2 < N and Y > 0. 
6. Proof of Theorem 1.3
In this section we establish Theorem 1.3. We begin in Section 6.1 by reducing it to Theo-
rem 6.1 below, which essentially addresses the case of a constant density profile. Then, we introduce
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and state properties of several couplings in Section 6.2. Following the framework of Bahadoran-
Mountford [8], we then use these couplings to prove Theorem 6.1 in Section 6.3.
6.1. Reduction to a Constant Density Profile. In this section we reduce Theorem 1.3 to the
following theorem, which is similar to (A) and (B) in Section 4 of [8]. It essentially states that if a
stochastic six-vertex model ηt with initial profile η0 of approximately constant density ρ ∈ (0, 1) is
run for a sufficiently large time t, then ηt can likely be coupled between two stationary distributions
with densities ρ− ε and ρ+ ε, for any ε > 0.
Theorem 6.1. Fix ε ∈ (0, 12) and ρ ∈ [ε, 1 − ε]. Let ξ(ρ−ε)0 = (ξ(ρ−ε)0 (x)) ∈ {0, 1}Z and ξ(ρ+ε)0 =(
ξ
(ρ+ε)
0 (x)
) ∈ {0, 1}Z denote two (random) particle configurations on Z sampled with respect to the
measures Υ(ρ−ε) and Υ(ρ+ε), respectively (from Example 3.5), which are coupled so that ξ
(ρ−ε)
0 ≤
ξ
(ρ+ε)
0 almost surely. Furthermore, for each N ∈ Z≥1, let η0 = η(N)0 =
(
η0(x)
)
=
(
η
(N)
0 (x)
) ∈ {0, 1}Z
denote a particle configuration such that η(x) = 0 whenever |x| > 8N1−b2 .
Assume for any c ∈ (0, 81−b2
)
that
lim
N→∞
1
cN
⌊cN⌋∑
x=0
η0(x) = ρ = lim
N→∞
1
cN
0∑
x=−⌊cN⌋
η0(x),(6.1)
and let ηt, ξ
(ρ−ε)
t , and ξ
(ρ+ε)
t denote the stochastic six-vertex models on Z, with initial data η0,
ξ
(ρ−ε)
0 , and ξ
(ρ+ε)
0 , respectively, which are mutually coupled under the higher rank coupling of Def-
inition 2.14 (recall Remark 2.15). Also let E
(1)
N and E
(2)
N denote the events on which there exists
some (i, t) ∈ [−N,N ]× [N2 , 2N] such that ηt(i) > ξ(ρ+ε)t (i) and ηt(i) < ξ(ρ−ε)t (i), respectively.
Then, denoting EN = E
(1)
N ∪ E(2)N , we have that limN→∞ P[EN ] = 0.
Assuming Theorem 6.1, we can establish Theorem 1.3.
Proof of Theorem 1.3 Assuming Theorem 6.1. It suffices to show that any subsequential limit of
the laws of
{E|[UN−k,UN+k]×[VN−k,VN+k]} is equal to the law of F|[−k,k]×[−k,k]. To that end, fix
some increasing sequence N1 < N2 < · · · of positive integers.
By (1.5); the fact that ηy(x), Gy(x) ∈ [0, 1] for each x and y; the continuity of Gy(x) in y; and
(5.12), there exists of a sequence of real numbers {ςN} tending to 0 such that
lim
N→∞
P
 max
0≤X1≤X2<N
0≤Y≤L
∣∣∣∣ 1N
X2∑
x=X1
ηY (x)−
∫ X2/N
X1/N
GY/N (x)dx
∣∣∣∣ > ςN
 = 0.
Thus a union bound; the Borel-Cantelli lemma; the continuity of Gy(x) at (u, v); and the fact
that G(u, v) = ρ together yield an increasing sequence 1 ≤ m1 < m2 < · · · of positive integers and
a decreasing sequence {δN} of real numbers tending to 0 such that the following holds. Denoting
Mj = ⌊Nmjδj⌋ for each j ∈ Z≥1, we have limj→∞Mj =∞ and the almost sure limit
lim
j→∞
max
X1,X2
∣∣∣∣ 1X2 −X1
X2∑
x=X1
ηYj (x) − ρ
∣∣∣∣ = 0,(6.2)
where we have set Yj = Vmj −Mj , and (X1, X2) =
(
X
(j)
1 , X
(j)
2
)
ranges over all pairs of integers in
[0, N) satisfying Umj − δ1/2j Nmj ≤ X1 < X1 + δ2jNmj ≤ X2 ≤ Umj + δ1/2j Nmj .
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Now define the (random) particle configuration ζ = ζ(Mj) =
(
ζ0(x)
)
=
(
ζ
(Mj)
0 (x)
) ∈ {0, 1}Z on
Z by setting ζ0(x) = η
(Nmj )
Yj
(
x + Umj
)
if |x| ≤ 8Mj1−b2 and ζ0(x) = 0 otherwise. Then (6.2) implies
that (6.1) holds with the η0 and N there equal to the ζ0 and Mj here, respectively. By Remark 2.8,
Theorem 6.1, and the Borel-Cantelli lemma, there almost surely exist an integer j0 > 0 and a
decreasing sequence {εj} of positive real numbers tending to 0 such that the following holds, after
restricting the {mj} to a subsequence if necessary.
For each integer j ≥ 1, let ξ(ρ−εj)0 , ξ(ρ)0 , and ξ(ρ+εj)0 denote (random) particle configurations
on Z, sampled from the measures Υ(ρ−εj), Υ(ρ), and Υ(ρ+εj), respectively, which are mutually
coupled so that ξ
(ρ+εj)
0 ≥ ξ(ρ+εi)0 ≥ ξ(ρ)0 ≥ ξ(ρ−εi)0 ≥ ξ(ρ−εj)0 whenever i > j. Further let ζ(Mj)t ,
ξ
(ρ−εj)
t , ξ
(ρ)
t , and ξ
(ρ+εj)
t denote the stochastic six-vertex models with initial data ζ
(Mj)
0 , ξ
(ρ−εj)
0 ,
ξ
(ρ)
0 , and ξ
(ρ+εj)
t , respectively, which are mutually coupled under the higher rank coupling. Then,
ξ
(ρ−εj)
t (x) ≤ ζ(Mj)t (x) ≤ ξ(ρ+εj)t (x) holds almost surely whenever j > j0, x ∈ [−Mj,Mj ], and
t ∈ [Mj2 , 2Mj].
Therefore, the attractivity of the higher rank coupling together with the Borel-Cantelli lemma
and a union bound yield (after restricting to a further subsequence of the {mj} and increasing j0
if necessary) a nondecreasing sequence of positive integers (K1,K2, . . .) tending to ∞ such that
ζ
(Mj)
Mj−k
(x) = ξ
(ρ)
Mj−k
(x) holds almost surely whenever x ∈ [−Kj,Kj ] and j > j0. Next, let F = F (ρ)
and G(Mj) denote the (almost surely unique) six-vertex ensembles on H = Z × Z≥0 associated
with ξ
(ρ)
t and η
(Mj)
t , respectively, for each j ∈ Z≥1. Then Proposition 2.17 and another appli-
cation of the Borel-Cantelli lemma imply (again after if necessary restricting to a subsequence
of the {mj}, increasing j0, and decreasing the {Kj} while still having them tend to ∞) that
G(Mj)
∣∣
[−Kj ,Kj]×[Mj−k,Mj+k]
= F|[−Kj ,Kj]×[Mj−k,Mj+k] holds almost surely for each j > j0.
This and Proposition 5.7 together imply that it is possible to couple the stochastic six-vertex
models η
(Nmj )
t and ζ
(Mj)
t on C and H, respectively, so that
E(Nmj )∣∣
[Umj−k,Umj+k]×[Vmj−k,Vmj+k]
= G(Mj)|[−k,k]×[Mj−k,Mj+k] = F|[−k,k]×[Mj−k,Mj+k],
holds almost surely for each j > j0 (after restricting to a subsequence of the {mj} and increasing j0
if necessary). Since the law of F (ρ) is given by the restriction of the measure µ(ρ) from Section 1.3
to H, and since µ(ρ) is invariant with respect to vertical shifts, it follows that any limit point
of the laws of
{E∣∣
[UN−k,UN+k]×[VN−k,VN+k]
}
is equal to that of F|[−k,k]×[−k,k]. This yields the
theorem. 
6.2. Additional Couplings. In this section we describe and provide properties of several couplings
that will be used in the proof of Theorem 6.1.
We begin by stating the following proposition, whose analog for the ASEP was established as
Proposition 12 of [8]. It essentially states that a stochastic six-vertex model with an approximately
constant initial density profile will “almost” couple with a stationary stochastic six-vertex model,
after being run for a sufficiently long time. Its proof will be given in Section 7 below.
Proposition 6.2. Adopt the notation and assumptions of Theorem 6.1, and fix ς > 0. Let ξ
(ρ)
0 =(
ξ
(ρ)
0 (x)
) ∈ {0, 1}Z denote a (random) particle configuration on Z, sampled under the measure Υ(ρ)
of Example 3.5. Further let ξ
(ρ)
t denote the stochastic six-vertex model with initial data ξ
(ρ)
0 that is
coupled with ηt through the higher rank coupling of Definition 2.14.
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Then, letting R =
⌊
N
1−b2
⌋
and Y =
⌊
N
4
⌋
, there exists a constant C = C(b1, b2, ς) > 0 such that
P
[
4R∑
x=−4R
∣∣ηY (x)− ξ(ρ)Y (x)∣∣ > ςN
]
<
C
logN
.
Next, we require two additional stochastic six-vertex models given by the following definition.
In what follows, we recall the measure Υ(θ;ρ) from Definition 4.1, and also the operator S from
Definition 3.2.
Definition 6.3. Fix X ∈ Z, and let ω0 = ω(X)0 = ω(ρ;ε;X)0 =
(
ω0(x)
) ∈ {0, 1}Z and ζ0 = ζ(X)0 =
ζ
(ρ;ε;X)
0 =
(
ζ0(x)
) ∈ {0, 1}Z denote two particle configurations on Z, sampled according to the
measures S−XΥ
(ρ;ρ+ε) and S−XΥ
(ρ+ε;ρ), respectively. In particular, P
[
ω0(x)
]
= ρ and P
[
ζ0(x)
]
=
ρ + ε whenever x ≤ X , and P[ω0(x)] = ρ + ε and P[ζ0(x)] = ρ whenever x > X . Further let ωt
and ζt denote the stochastic six-vertex models with initial data ω0 and ζ0, respectively.
We now have the following lemma, whose statement (and proof) is similar to that of Lemma 10
and Lemma 11 of [8] (which address the ASEP). It considers the systems ωt, ζt, and ξ
(ρ+ε)
t when
coupled under the higher rank coupling and provides a lower bound on the number of second class
particles in a specific interval. In what follows, we recall the function ϕ from (1.2).
Lemma 6.4. Adopt the notation of Theorem 6.1 and Definition 6.3; let γ > 0 denote a real number;
let M > 0 denote an integer; and assume that ω0 ≤ ξ(ρ+ε)0 and ζ0 ≤ ξ(ρ+ε)0 almost surely. Defining
u < v by
u = ϕ′(ρ) +
7εϕ′′(ρ)
8
; v = ϕ′(ρ) +
5εϕ′′(ρ)
8
,(6.3)
there exist constants c1 = c1(b1, b2) ∈ (0, 1) and c2 = c2(b1, b2) ∈ (0, 1) such that the following two
statements hold.
(1) Couple ωt ≤ ξ(ρ+ε)t under the higher rank coupling. If ε < c1 and γ ≤ c1ε, then
lim
M→∞
P
⌊(v+γ)M⌋∑
x=⌊vM⌋
(
ξ
(ρ+ε)
M (X + x) − ωM (X + x)
)
< c1εγM
 = 0.
(2) Couple ζt ≤ ξ(ρ+ε)t under the higher rank coupling. If ε < c2 and γ ≤ c2ε, then
lim
M→∞
P
 ⌊uM⌋∑
x=⌊(u−γ)M⌋
(
ξ
(ρ+ε)
M (X + x)− ζM (X + x)
)
< c2εγM
 = 0.
Proof. Both of these statements follow in a similar way from Theorem 4.2. Hence, we only establish
the latter (with respect to ζ); we may assume that X = 0.
To that end, recall that the entropy solution G1(x) = G(x, 1) of the equation (1.3) on R× R≥0
with initial data G0(x) = (ρ+ ε)1x≤0 + ρ1x>0 is explicitly given by
G1(x) = ρ+ ε if x ≤ ϕ′(ρ+ ε); G1(x) = ρ if x ≥ ϕ′(ρ);
G1(x) = (ϕ
′)−1(x) =
√
κx−1 − 1
κ− 1 if ϕ
′(ρ+ ε) < x < ϕ′(ρ).
(6.4)
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Now, Theorem 4.2, the fact that ξ
(ρ+ε)
t is stationary for any t ≥ 0, and a large deviations estimate
for sums of independent 0− 1 Bernoulli random variables together imply for any ς > 0 that
lim
M→∞
P
 1
M
⌊uM⌋∑
x=⌊(u−γ)M⌋
(
ξ
(ρ+ε)
M (x) − ζM (x)
)
<
∫ u
u−γ
(
ρ+ ε−G1(x)
)
dx− ς
 = 0.(6.5)
Next, a Taylor expansion and the fact that ϕ′′(ρ) < 0 together imply that ϕ′(ρ+ε) < u+ εϕ
′′(ρ)
16 ,
for sufficiently small ε. Thus, from (6.4), a Taylor expansion, and the fact that any derivative of ϕ
is bounded away from 0, it quickly follows that there exists a constant c = c(b1, b2) > 0 such that∫ u
u−γ
(
ρ+ ε−G1(x)
)
> cεγ for γ < cε. The second statement of the lemma (with c2 =
c
2 ) therefore
follows from (6.5) upon setting ς = cεγ2 . 
6.3. Proof of Theorem 6.1. In this section we establish Theorem 6.1. To that end, it suffices
to show that limN→∞ P
[
E
(1)
N
]
= 0 = limN→∞ P
[
E
(2)
N
]
. We will only show the first of these two
equalities, as the proof of the latter is entirely analogous. Given the content of the previous sections,
this will follow Section 4 of [8].
Throughout this section, we set R =
⌊
N
1−b2
⌋
, Y =
⌊
N
4
⌋
, and Z =
⌊
N
2
⌋
. Additionally, let
ξ
(ρ)
0 =
(
ξ
(ρ)
0 (x)
) ∈ {0, 1}Z denote a (random) particle configuration on Z sampled from the measure
Υ(ρ) from Example 3.5. Assume that ξ
(ρ)
0 and ξ
(ρ+ε)
0 are coupled so that ξ
(ρ)
0 ≤ ξ(ρ+ε)0 . Let(
ξ
(ρ)
t
)
denote the stochastic six-vertex model with initial data ξ
(ρ)
0 , and mutually couple ηt and
ξ
(ρ)
t ≤ ξ(ρ+ε)t under the higher rank coupling of Definition 2.14 (recall Remark 2.15).
Now we define several events that will be useful to us. Let A = AN denote the event on which
at least one of the following three possibilities occur.
(1) There exists a particle in ηY ∩
(
(−∞,−2R] ∪ [2R,∞)) that enters the interval [−N,N ] at
some time t ∈ [Y, 2N ].
(2) There exists a particle in ηZ ∩
(
(−∞, 2R] ∪ [2R,∞)) that enters the interval [−N,N ] at
some time t ∈ [Z, 2N ].
(3) There exists a particle in ηY ∩
(
(−∞,−4R] ∪ [4R,∞)) that enters the interval [−3R, 3R]
at some time t ∈ [Y, Z].
Furthermore, for any ς > 0, define the event
BN (ς) =
{
4R∑
x=−4R
∣∣ηY (x) − ξ(ρ)Y (x)∣∣ > ςN
}
.
Next, for any δ > 0, and define the set
X = Xδ = Xδ;N =
{
X :
X
⌊δN⌋ ∈ Z
}
∩ [−4R, 4R],
consisting of integer multiples of ⌊δN⌋ in the interval [−4R, 4R]. Let ω(X)0 , ζ(X)0 for each X ∈ X be
particle configurations as in Definition 6.3. Assume that ω
(X)
0 and ζ
(X)
0 are coupled with ξ
(ρ)
Y and
ξ
(ρ+ε)
Y so that ξ
(ρ)
Y ≤ ω(X)0 ≤ ξ(ρ+ε)Y and ξ(ρ)Y ≤ ζ(X)0 ≤ ξ(ρ+ε)Y , for each X ∈ X .
Further couple the ω
(X)
t and ζ
(X)
t with ηY+t, ξ
(ρ)
Y+t, and ξ
(ρ+ε)
Y+t under the n = 3 case of the
higher rank coupling (recall Remark 2.15), where we set the ηt there to be the ηY+t here and the
ξ
(1)
t ≤ ξ(2)t ≤ ξ(3)t there to be the ξ(ρ)Y+t ≤ ω(X)t ≤ ξ(ρ+ε)Y+t (or ξ(ρ)Y+t ≤ ζ(X)t ≤ ξ(ρ+ε)Y+t ) here.
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Recalling the quantities u and v from (6.3) and the constants c1 and c2 from Lemma 6.4, we
define for any integer M ≥ Y and real number γ > 0 the events
FM (ω;X ; γ) =

⌊(v+γ)(M−Y )⌋∑
x=⌊v(M−Y )⌋
(
ξ
(ρ+ε)
M (X + x)− ω(X)M−Y (X + x)
)
<
c1εγN
4
 ;
FM (ζ;X ; γ) =

⌊u(M−Y )⌋∑
x=⌊(u−γ)(M−Y )⌋
(
ξ
(ρ+ε)
M (X + x) − ζ(X)M−Y (X + x)
)
<
c2εγN
4
 ;
FM (ω; δ; γ) =
⋂
X∈Xδ;N
FM (ω;X ; γ); FM (ζ; δ; γ) =
⋂
X∈Xδ;N
FM (ζ;X ; γ).
Then, for any ε < min{c1, c2}, ς, δ > 0, and 0 < γ ≤ εmin{c1, c2}, Lemma 2.10, Proposition 6.2,
Lemma 6.4, a large deviations estimate for sums of independent geometric random variables, and
a union bound yield a constant c = c(b2) > 0 such that
P[AN ] ≤ c−1e−cN ; lim
N→∞
P
[
BN (ς)
]
= 0; lim
N→∞
P
[
FZ(ω; δ; γ)
]
= 0 = lim
N→∞
P
[
FZ(ζ; δ; γ)
]
.(6.6)
Thus, defining the events
FN (ω; δ; ς ; γ) = AN ∪BN (ς) ∪ FZ(ω; δ; γ); FN (ζ; δ; ς ; γ) = AN ∪BN (ς) ∪ FZ(ζ; δ; γ),
it follows from (6.6) that
lim
N→∞
P
[
FN (ω; δ; ς ; γ)
]
= 0 = lim
N→∞
P
[
FN (ζ; δ; ς ; γ)
]
.(6.7)
Now let
(
pt(k)
)
denote the particle configuration associated with the stochastic six-vertex model
η = η(N). For any integers U, V ∈ [−3R, 3R], let EN (U ;V ) denote the event on which there exists
a k ∈ Z for which pY (k) = U ; pZ(k) = V ; and ξ(ρ+ε)Y (U) = 0 = ξ(ρ+ε)Z (V ). Stated alternatively,
EN (U ;V ) denotes the event on which there exists a particle in η at site U and time Y that moves
to site V at time Z, which is uncoupled with a particle in
(
ξ
(ρ+ε)
t
)
for each t ≤ Z. Then, since
AN ⊆ FN (ω; δ; ς ; γ) ∩ FN (ζ; δ; ς ; γ), we have that
E
(1)
N ⊆ FN (ω; δ; ς ; γ) ∪ FN (ζ; δ; ς ; γ) ∪
⋃
−3R≤U≤V≤3R
EN (U ;V )
=
⋃
−3R≤U≤V≤3R
(
FN (ω; δ; ς ; γ)
c ∩EN (U ;V )
) ∩ (FN (ζ; δ; ς ; γ)c ∩ EN (U ;V ))
∪ FN (ω; δ; ς ; γ) ∪ FN (ζ; δ; ς ; γ).
(6.8)
The following two lemmas bound P
[
FN (ω; δ; ς ; γ)
c∩EN (U ;V )
]
and P
[
FN (ζ; δ; ς ; γ)
c∩EN (U ;V )
]
when V − U is sufficiently small or large, respectively. Here, we recall u and v from (6.3).
Lemma 6.5. There exists a constant c = c(ε, ς) > 0 such that the following holds. Assume that
c1εγ > 16δ + 8ς and that U, V ∈ [−3R, 3R] are integers satisfying V − U < v(Z − Y ). Then
P
[
FN (ω; δ; ς ; γ)
c ∩ EN (U ;V )
]
< c−1e−cN .
Proof. Throughout this proof, let X ∈ X be such that U ≤ X ≤ U+δN . Abbreviate ω = ω(X), and
mutually couple ηt and
(
ξ
(ρ)
t , ωt−Y , ξ
(ρ+ε)
t
)
under the higher rank coupling (recall Remark 2.15). Let(
qt(k)
)
denote the positions of the fourth class particles in ξ
(ρ+ε)
t (namely, those not in ηt ∪ ωt−Y ).
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In order to establish this lemma, we will show that each fourth class particle that starts to the
left of U at time Y and ends to the right of V at time Z provides an “opportunity” for pt(k) to
couple; the number of such particles will be bounded below by a positive multiple of N , due to
the event FN (ω;X ; γ). Next, the probability that p(k) “declines” the opportunity presented by any
such particle will be bounded away from 1, and these decisions will essentially be independent.
Therefore, the probability that p(k) remains uncoupled (declines all opportunities) until time Z
will decay exponentially in N .
To implement this in more detail, we condition on ηt for t ≤ Z, and define the event GN (U ;V ) ={
ηY (U) = 1 = ηZ(V )
}
. Restricting to BN (ς) ∩ GN (U ;V ), let Wt = pt(k) ∈ ηt denote the tagged
position of the particle (which is fourth class under the coupling described above) in η such that
WY = U and WZ = V .
Next, similarly to in Section 4 of [8], define the sequence of integers T0 < T1 < T2 < · · · by
setting T0 = Y and the remaining Ti as follows. For each i > 0, let Ti denote the minimum integer
larger than Ti−1 such that the following two conditions hold.
(1) The particle pTi−1(k) ∈ ηTi−1 is uncoupled with one in η(ξ+ε)Ti−1 , that is, ξ
(ρ+ε)
Ti−1
(WTi−1) = 0.
(2) A fourth class particle in ξ
(ρ+ε)
Ti−1
to the left of WTi−1 at time Ti − 1 jumped either to
or to the right of WTi at time Ti. Stated alternatively, there exists m ∈ Z such that
qTi−1(m) < WTi−1 and rTi(m) ≥ WTi , where rt(m) denotes the tagged position (recall
Remark 2.16) of the particle qTi−1(m).
If no such integer exists, then we set Tj = ∞ for each j ≥ i. Observe that Tj = ∞ if either the
particle pt(k) couples with one of ξ
(ρ+ε)
t for some t ≤ Tj−1, or if no particle in ξ(ρ+ε)t not in ωt ∪ ηt
jumps from the left of pt(k) to the right of (or to) pt(k) for any t ≥ Tj−1. These times t = Ti
indicate when pt(k) is presented with the “opportunity” to couple.
Under the above notation, define the event Ωj =
{
rTj (m) > WTj
}
, for each integer j ≥ 1. Stated
alternatively, Ωj denotes the event on which there exists a fourth particle in ξTj−1 that jumps to
the right of pTj (k) at time Tj. This happens if and only if pTj (k) does not (“declines” to) couple
with a particle in ξ
(ρ+ε)
Tj
. Therefore, letting M ≥ 0 denote the minimal integer such that TM+1 > Z,
it follows that
EN (U ;V ) ⊆ GN (U ;V ) ∩
M⋂
j=1
Ωj .(6.9)
Now, observe that if X is a b2-geometric random variable then P[X = i|X ≥ i] ≥ b2, for any
integer i ≥ 0. Recalling the definition of the sampling for the multi-class stochastic six-vertex
model (from Section 2.3), let us apply this fact when the X here is equal to the j(4)
(
qTi−1(m)
)
there (which denotes the number of spaces that qTi−1(m) attempts to jump to the right), and the
i here is equal to WTi − qTi−1 − h there, where h denotes the number of particles of class at most
3 in ξ
(ρ+ε)
Ti−1
∩ [qTi−1(m),WTi] that decided to stay. It follows that P[rTj (m) = WTj ∣∣⋂j−1i=1 Ωi] ≥ b2,
for each j ∈ [1,M ]. Hence, P[Ωj∣∣⋂j−1i=1 Ωi] ≤ 1− b2 for each j ≥ 1, and so
P
Dn ∩ M⋂
j=1
Ωj
 ≤ (1− b2)n, where Dn = {M ≥ n},(6.10)
for any integer n ≥ 0.
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We next claim that Dn ⊆ FN (ω; δ; ς ; γ)c ∩GN (U ;V ) for any n ≤ ςN . To that end, observe that
the facts that FN (ω; δ; ς ; γ)
c ⊆ FZ(ω;X ; γ)c; that U ≤ X ≤ U + δN ; that ξ(ρ+ε) ≥ ω; and that
c1εγ ≥ 16δ + 8ς together yield
(v+γ)(Z−Y )∑
x=v(Z−Y )
(
ξρ+εZ (x+ U)− ωZ−Y (x+ U)
)
≥
(v+γ)(Z−Y )∑
x=v(Z−Y )
(
ξρ+εZ (x+X)− ωZ−Y (x+X)
)− 2δN
1FN (ω;δ;ς;γ)c
≥
(
c1εγN
4
− 2δN
)
1FN (ω;δ;ς;γ)c ≥ (2ς + 2δ)N1FN (ω;δ;ς;γ)c .
In particular, since V < U + v(Z −Y ); since X ≤ U ≤ X+ δN ; and since ω0 and ζ(ρ+ε)Y coincide
to the right of site X , this implies that upon restricting to FN (ω; δ; ς ; γ)
c, there exists a set T
consisting of at least 2ςN particles in ξ(ρ+ε) \ ω that passed from at or to the left of U at time Y
to the right of V at time Z. These are third class particles in the system
(
ξ(ρ), ω, ξ(ρ+ε)
)
coupled
under the higher rank coupling.
Since FN (ω; δ; ς ; γ)
c ⊆ BN (ς)c, there exist at most ςN particles in ηY ∩ [−4R, 4R] that are not
coupled with a particle in ξ(ρ). Thus, the facts that FN (ω; δ; ς ; γ)
c ⊆ AcN and that ξ(ρ+ε) ≥ ω ≥ ξ(ρ)
together imply that at most ςN particles in T will couple with some particle pt(n) ≥ −3R for n ≤ k
(that is, a particle in ηt between −3R and pt(k)) and t ∈ [Y, Z]. Removing these particles from T
forms a set S consisting of at least ςN particles.
Denote the trajectories of these particles in S (as tagged third class particles in the coupled system(
ξ(ρ), ω, ξ(ρ+ε)
)
), by St(1) < St(2) < . . . < St(K), for some integerK ≥ ςN . On the eventGN (U ;V )
there exists for each i ∈ [1,K] an integer ti ∈ [Y +1, Z] for which Sti−1(i) < Wti−1 ≤Wti ≤ Sti(i).
Hence, ti ∈ {T1, T2, . . . , TM} for each i ∈ [1,K]. Since the {ti} are all distinct, it follows that
Dn ⊆ FN (ω; δ; ς ; γ)c ∩GN (U ;V ) for any n ≥ ςN .
Now the lemma follows from (6.9) and (6.10). 
Lemma 6.6. There exists a constant c = c(ε, ς, δ) > 0 such that the following holds. Assume
that c2εγ > 20δ + 4ς and that U, V ∈ [−3R, 3R] are integers satisfying V − U > u(Z − Y ). Then
P
[
FN (ζ; δ; ς ; γ)
c ∩ EN (U ;V )
]
< c−1e−cN .
Proof. Again let X ∈ X be such that U ≤ X ≤ U + δN , abbreviate ζ = ζ(X), and mutually couple
ηt and
(
ξ
(ρ)
t , ζt−Y , ξ
(ρ+ε)
t
)
under the higher rank coupling (recall Remark 2.15). The proof of this
lemma will proceed similarly to that of Lemma 6.5, except that pt(k) will now be presented with
an opportunity to couple for every fourth class particle in this coupled system that passes from the
right of U at time Y to the left of V at time Z.
To that end, let us condition on
(
ξ
(ρ)
t , ζt−Y , ξ
(ρ+ε)
t
)
for t ≤ Z and on ηt for t ≤ Y . Restrict to the
event FN (ζ; δ; ς ; γ)∩
{
ηY (U) = 1
}
, and letWt = pt(k) ∈ ηt denote the tagged position of the particle
in η (under the coupling described above) such that WY = U . Further let M = min{Z, T − 1},
where T denotes the minimal time (if it exists) at which WT ∈ ξ(ρ+ε)T (that is, when pT (k) couples
with a particle in ξ
(ρ+ε)
T ).
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Since FN (ζ; δ; ς ; γ)
c ⊆ FZ(ζ;X ; γ)c and c2εγ > 20δ + 4ς , we deduce that
u(Z−Y )∑
x=(u−γ)(Z−Y )
(
ξρ+εZ (x+ U)− ζZ−Y (x+ U)
) ≥ (c2εγN
4
− 2δN
)
1FN (ζ;δ;ς;γ)c
≥ (ς + 3δ)N1FN (ζ;δ;ς;γ)c .
Since U ≤ X ≤ U + δN and V − U > u(Z − Y ), this implies, upon restricting to FN (ζ; δ; ς ; γ)c,
that there exists a set T consisting of at least (ς + δ)N particles in ξ(ρ+ε) \ ζ that passed from
the right of U at time Y to the left of V at time Z. Since FN (ζ; δ; ς ; γ)
c ⊆ BN (ς)c, there exist
at most ςN particles in ηY ∩ [−4R, 4R] that are not coupled with one in ξ(ρ). Therefore, since
FN (ζ; δ; ς ; γ)
c ⊆ AcN , at most ςN particles in T will couple with a particle in pt(n) ≥ −3R for
n ≤ k and t ∈ [Y, Z]. Removing these particles from T forms a set S consisting of at least δN
particles.
Denote the tagged positions of the particles in S as third-class particles in the coupled system(
ξ(ρ), ζ, ξ(ρ+ε)
)
by St(1) < St(2) < · · · < St(K), for some K ≥ δN . For each i ≥ 0, let rt denote the
maximal integer r ≥ 1 for which there existsm ∈ [1,K] for whichWt−1 < St−1(m) ≤ St(m+r−1) ≤
Wt; if no such integer exists, then we set rt = 0. Stated alternatively, rt denotes the number of
particles in S over which pt(k) jumps at time t.
Under this notation, define the events
Gt = {rt ≥ 1}; Ωt =
{
Wt > St(m+ rt − 1)
}
;
G(ν) =
{
Z∑
t=Y
1Gt ≥ νN
}
; H = {WY = U} ∩ {WZ ≥ V },
for any ν > 0. In particular, Gt denotes the event on which pt(k) jumps over at least one particle,
and Ωt denotes the one on which pt(k) does not couple with a particle in S. Then,
EN (U ;V ) ⊆ H ∩
Z⋂
t=Y
Ωt.(6.11)
Now, recall that, if X is a b2-geometric random variable, then P[X > i|X ≥ i] ≤ 1 − b2, for
any integer i ≥ 0. Thus, the definition of the sampling procedure for the multi-class stochastic
six-vertex model (from Section 2.3) implies that 1GtP
[
Ωt
∣∣⋂t−1
j=Y Ωj
] ≤ 1 − b2 for any t ∈ [Y,M ].
This sampling procedure also implies that there exists a b2-geometric random variable Xt, given
by the quantity j
(4)
t
(
pt−1(k)
)
from Section 2.3 (which denotes how many spaces p(k) attempts to
jump to the right at time t), such that rt satisfies rt ≤ Xt almost surely.
Furthermore, since Wt must jump over each particle in S on the event H , we must have that∑Z
t=Y Xt ≥
∑Z
t=Y rt ≥ |S| ≥ δN , upon restricting toH∩FN (ζ; δ; ς ; γ). Since the {Xt} are mutually
independent, a large deviations estimate for sums of independent geometric random variables and
a union bound quickly yield the existence of constants c3 = c3(b2) > 0 and c = c(b2, ς, δ) > 0 such
that, if ν < c3δ, then the probability that there exists a subset D ⊆ [Y, Z] such that |D| ≤ νN and∑
t∈DXt ≥ δN is at most c−1e−cN . Thus, P
[
G(ν)c ∩H ∩ FN (ζ; δ; ς ; γ)
] ≤ c−1e−cN if ν < c3δ.
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Hence, since 1GtP
[
Ωt
∣∣⋂t−1
j=Y Ωj
] ≤ 1− b2 for any t ∈ [Y,M ], we deduce if ν < c3δ that
P
[
H ∩ FN (ζ; δ; ς ; γ) ∩
Z⋂
t=Y
Ωt
]
≤ P
[
G(ν) ∩
Z⋂
t=Y
Ωt
]
+ P
[
G(ν)c ∩H ∩ FN (ζ; δ; ς ; γ)
]
≤ (1 − b2)νN + c−1e−cN ,
after decreasing c if necessary. By (6.11), this implies the lemma. 
Now we can establish Theorem 6.1.
Proof of Theorem 6.1 Assuming Proposition 6.2. We may assume that ε < min{c1, c2}. Let γ > 0
satisfy γ < εmin
{
c1, c2
}
, and let ς, δ > 0 satisfy max{ς, δ} < εγmin{ c124 , c224}. Then, (6.8), (6.7),
Lemma 6.5, Lemma 6.6, the fact that U and V either satisfy V −U < v(Z−Y ) or V −U > u(Z−Y )
(since u < v), and a union bound together yield limN→∞ P
[
E
(1)
N
]
= 0. As mentioned previously,
the proof that limN→∞ P
[
E
(2)
N
]
= 0 is entirely analogous and therefore omitted. This yields the
theorem. 
7. Proof of Proposition 6.2
In this section we establish Proposition 6.2. To that end, first observe from Proposition 3.7
that the any two stochastic six-vertex models ηt and ξt coupled under the higher rank coupling
approximately become locally ordered after run for a sufficiently long time. This can be used to
deduce that, on almost every interval I ⊂ Z that is not too large, the law of ηt is likely to be
approximately a product Bernoulli (stationary) distribution with some density ρI ∈ [0, 1]. Thus,
assuming that the initial data η0 satisfies (6.1), one must show that almost all of the ρI are all
approximately equal to ρ.
The proof of this statement will be partially based on the framework introduced by Kosygina
used to establish a two-block estimate for the ASEP, given by Theorem 4.1 of [48]. More specifically
we will approximate the total current, that is the total distance that all particles moved to the right,
in both a “global” (in terms of ρ) and “local” (in terms of the ρI) way. The former will be done in
Section 7.1 and the latter in Section 7.2. Then, in Section 7.3, we will equate these two expressions;
this with the concavity of the function ϕ from (1.2) will then imply that ρI ≈ ρ for most I.
7.1. Global Approximation. In this section we establish the following lemma that “globally”
estimates the total current of the stochastic six-vertex model.
Lemma 7.1. Adopt the notation and assumptions of Theorem 6.1, and fix a real number ̟ ∈ (0, 1).
Let pt =
(
pt(1), pt(2), . . . , pt(M)
)
denote the particle position sequence associated with ηt. Then,
there exists a constant c = c(b2, ̟) > 0 such that
P
[∣∣∣∣ M∑
i=1
(
p⌊̟N⌋(i)− p0(i)
)−̟ρ−1ϕ(ρ)MN ∣∣∣∣ > 60̟2N2(1− b2)2
]
≤ c−1e−cN .
Proof. Set R =
⌊
N
1−b2
⌋
, and set pt(i) = −∞ if i ≤ 0 and pt(i) =∞ if i > M . Then observe by (6.1)
that
∣∣ρ−1ϕ(ρ)M − 16ϕ(ρ)R∣∣ ≤ ̟R for sufficiently large N . Thus, by a union bound, it suffices to
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show the existence of a constant c = c(b2, ̟) > 0 such that
P
[
M∑
i=1
(
p⌊̟N⌋(i)− p0(i)
)
> 16ϕ(ρ)̟RN + 59̟2R2
]
≤ c−1e−cN ;
P
[
M∑
i=1
(
p⌊̟N⌋(i)− p0(i)
)
< 16ϕ(ρ)̟RN − 59̟2R2
]
≤ c−1e−cN ,
(7.1)
which we will do by comparing p to a stationary stochastic six-vertex model q.
We only establish the first estimate in (7.1), since the proof of the latter is entirely analogous.
To that end, let q0 denote a particle position sequence sampled according to the measure induced
by Υ(ρ), that is, q0 denotes the particle position sequence for a ρ-stationary stochastic six-vertex
model. We index the particles of q0 so that q0(0) < p0(1) + ̟
2R < q0(1). Further define the
particle position sequence r0 by setting r0(k) = q0(k) if k ≤M and r0(k) =∞ for k > M .
Let G1 denote the event on which p0(k) < r0(k) < p0(k)+2̟
2R, for each k ∈ [1,M ]. Then (6.1)
and a large deviations estimate for sums of independent 0 − 1 Bernoulli random variables imply
that P[Gc1] ≤ c−1e−cN , for some constant c = c(b2, ̟) > 0.
Now let qt and rt denote stochastic six-vertex models run under initial data q0 and r0, re-
spectively, which are coupled under the higher rank coupling of Definition 2.14. It follows from
Proposition 2.6 that
P
[
M∑
i=1
(
p⌊̟N⌋(i)− p0(i)
)
> 16ϕ(ρ)̟RN + 59̟2R2
]
≤ P
[
1G1
M∑
i=1
(
p⌊̟N⌋(i)− p0(i)
)
> 16ϕ(ρ)̟RN + 59̟2R2
]
+ P[Gc1]
≤ P
[
1G1
M∑
i=1
(
r⌊̟N⌋(i)− p0(i)
)
> 16ϕ(ρ)̟RN + 59̟2R2
]
+ c−1e−cN
≤ P
[
M∑
i=1
(
r⌊̟N⌋(i)− r0(i)
)
> 16ϕ(ρ)̟RN + 27̟2R2
]
+ c−1e−cN .
(7.2)
Next, let G2 denote the event on which there exists an integer t ∈ [0, ̟N ] for which qt ∩
[
(3̟−
8)R, (8 − 3̟)R] 6= rt ∩ [(3̟ − 8)R, (8 − 3̟)R]. Then Proposition 2.17 yields P[G2] ≤ c−1e−cN ,
after decreasing c if necessary. Additionally, let G3 denote the event that there exists an integer
i ∈ [1,M ] for which q⌊̟N⌋(i) − q0(i) ≥ 2̟R. Then Lemma 2.10 and a large deviation estimate
for sums of independent geometric random variables together imply that P[G3] ≤ c−1e−cN , after
further decreasing c if necessary. It follows that
P
[
M∑
i=1
(
r⌊̟N⌋(i)− r0(i)
)
> 16ϕ(ρ)̟RN + 27̟2R2
]
≤ P
[
1Gc21G
c
3
M∑
i=1
(
r⌊̟N⌋(i)− r0(i)
)
> 16ϕ(ρ)̟RN + 27̟2R2
]
+ P[G2] + P[G3]
≤ P
[
1Gc3
M∑
i=1
(
q⌊̟N⌋(i)− q0(i)
)
> 16ϕ(ρ)̟RN + 3̟2R2
]
+ 2c−1e−cN .
(7.3)
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Now let E denote the six-vertex ensemble on H corresponding to qt, and recall from Section 1.3
the horizontal indicators χ(h)(x, y) for this ensemble denoting the number of arrows along the edge
connecting
(
(x, y), (x + 1, y)
)
. Upon restricting to the event Gc3, we have that qt(i) ∈
[− 8R, (8 +
2̟)R
]
for each i ∈ [1,M ]. Hence,
1Gc3
M∑
i=1
(
q⌊̟N⌋(i)− q0(i)
) ≤ ⌊8R+2̟R⌋∑
x=−⌊8R⌋
⌊̟N⌋∑
y=1
χ(h)(x, y).(7.4)
Next observe that the law of E is given by the restriction of the measure µ(ρ) (from Section 1.3) to
H. The translation-invariance of µ(ρ) implies for any fixed x ∈ Z that the {χ(h)(x, y)}
y∈[0,̟N ]
are
mutually independent 0− 1 Bernoulli random variables with means ϕ(ρ). Thus, a large deviations
estimate for sums of 0− 1 Bernoulli random variables yields (after decreasing c if necessary) that
P
⌊8R+2̟R⌋∑
x=−⌊8R⌋
⌊̟N⌋∑
y=1
χ(h)(x, y) > ϕ(ρ)(16R+ 2̟R)̟N +̟2RN
 ≤ c−1e−cN .(7.5)
The first bound in (7.1) then follows from (7.2), (7.3), (7.4), (7.5), the fact that R ≥ N , and the
fact that ϕ(ρ) ∈ [0, 1]. As mentioned previously, the proof of the second bound is entirely analogous
and therefore omitted. 
7.2. Local Approximation. In this section we provide a local approximation of the total current.
To that end, set A = ⌈N1/8⌉ > 0, and define ρj = jA for each j ∈ [0, A]. Further let ξ
(ρj)
0 ∈ {0, 1}Z
denote a (random) particle configuration on Z, sampled according to the measure Υ(ρj), for each
j ∈ [0, A]. Assume that these particle configurations are mutually coupled so that ξ(ρi)0 ≤ ξ(ρj)0
whenever 0 ≤ i ≤ j ≤ A. For each j ∈ [0, A], let (ξ(ρj)t ) denote the stochastic six-vertex model
with initial data ξ
(ρj)
0 ; mutually couple these models with ηt under the higher rank coupling of
Definition 2.14 (recall Remark 2.15).
Now set k = ⌈(logN)1/4⌉ > 0; fix ̟ ∈ (0, 1); and let I denote a set of pairwise disjoint intervals
such that
⋃
I∈I I = Z and |I| = k for each I ∈ I. Recalling the function R(I; η, ξ) from (3.1),
Proposition 3.7 yields a constant C = C(b1, b2, ̟) > 0 such that
E
 1
⌊̟N⌋
⌊̟N⌋∑
t=0
A∑
j=0
∑
I∈I
R(I; ηt, ξ(ρj)t )
 < CN1/3.(7.6)
The following definition provides certain events and “local densities” that will be of use to us.
Definition 7.2. For each interval I ∈ I and integer t ∈ [0, ̟N ], define the events
F (I; t) = FN (I; t) =

A∑
j=0
R(I; ηt, ξ(ρj)t ) > 0
 ; F = FN =
 1⌊̟N⌋
⌊̟N⌋∑
t=1
∑
I∈I
1F (I;t) > N
2/3
 .
Further fix some I and t, and assume that F (I; t)c holds. Then, there exists some j = j(I; t) ∈
[0, A− 1] for which ξ(ρj)t
∣∣
I
≤ ηt|I ≤ ξ(ρj+1)t
∣∣
I
. We define ρ(I; t) = ρj = ρj(I;t).
In particular, F (I; t)c denotes the event on which ηt and all of the ξ
(ρj)
t are ordered when
restricted to I; F c denotes the event on which most of the F (I; t)c hold; and ρ(I; t) denotes the
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approximate density in η of an interval I at time t. Observe by (7.6) and a Markov estimate that
P[F ] ≤ CN−1/3.
The following lemma now provides a “local” approximation for the total current.
Lemma 7.3. Adopting the notation of Lemma 7.1, there exists a constant C = C(b1, b2, ̟) > 0
such that
P
∣∣∣∣∣
M∑
i=1
(
p⌊̟N⌋(i)− p0(i)
)− k ⌊̟N⌋−1∑
t=0
∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t)c
∣∣∣∣∣ > CN2(logN)1/256
 ≤ C
logN
.
Proof. Throughout this proof, we again set R =
⌊
N
1−b2
⌋
. Let E denote the six-vertex ensemble on H
associated with pt, and recall from Section 1.3 the horizontal indicators χ
(h)(x, y) for this ensemble
denoting the number of arrows connecting
(
(x, y), (x + 1, y)
)
. Then, we have that
M∑
i=1
(
p⌊̟N⌋(i)− p0(i)
)
=
∑
x∈Z
⌊̟N⌋∑
t=1
χ(h)(x, t).(7.7)
We will now essentially approximate
∑
x∈I χ
(h)(x, t) by the associated stationary quantity, which
will be ϕ
(
ρ(I; t)
)
k, whenever F (I; t)c holds. To that end, it will first be useful to bound the location
of the rightmost particle in ηs. In particular, Lemma 2.10 and a large deviations estimate for sums
of independent geometric random variables yields a constant c = c(b2) > 0 satisfying
P[G0] < c
−1e−cN , where G0 =
{
p⌊̟N⌋(M) ≥ 16R
}
.(7.8)
Next, let us fix some integer t ∈ [1, ̟N ] and interval I = [u, v] ∈ I with v = u+ k− 1. Abbreviate
j = j(I; t− 1) and observe by a union bound that, for sufficiently large N ,
P
[
G1(I; t− 1)
] ≤ k(ρj+1 − ρj) ≤ 1
N1/16
(7.9)
where
G1(I; t− 1) =
{
ξ
(ρj)
t−1
∣∣
I
6= ξ(ρj+1)t−1
∣∣
I
}
∩ F (I; t− 1)c.
Now, let F = F (ρj) denote the six-vertex ensemble on H corresponding to (ξ(ρj)s ), and further
let m =
⌊
(logN)1/8
⌋
and n =
⌊
(logN)1/16
⌋
. On G1(I; t− 1)c ∩F (I; t− 1)c, we have that ξ(ρj)t−1
∣∣
I
=
ηt|I = ξ(ρj+1)t−1
∣∣
I
, so Proposition 2.17 indicates that E and F (ρj) will likely coincide around (u+v2 , t).
More precisely, define the interval J = J(I) = [u+m, v −m] ⊂ I and the event
G2(I; t− 1) =
{
E|J×[t−1,t+n] 6= F (ρj)
∣∣
J×[t−1,t+n]
}
∩ F (I; t− 1)c.
Then, for sufficiently large N , Proposition 2.17 yields
P
[
G2(I; t− 1) ∩G1(I; t− 1)c
] ≤ 1
(logN)5
.(7.10)
Next, recall from Section 1.3 that, for each fixed x ∈ J , the {χ(h)(x, y)} are (with respect to
F (ρj)) mutually independent Bernoulli 0− 1 random variables with means ϕ(ρj). Thus, we deduce
from a moderate deviations event for sums of such random variables that, for sufficiently large N ,
P
[
G3(I; t− 1)
] ≤ 1
(logN)5
,(7.11)
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where
G3(I; t− 1) =
{
max
x∈J
∣∣∣∣ t+n−1∑
y=t
χh(x, y)− nϕ
(
ρ(I; t)
)∣∣∣∣ > n3/4
}
∩ F (I; t− 1)c.
Additionally define the event
G4(I; t− 1) =
t+n−1⋃
s=t
(
F (I; s− 1) ∪G1(I; s− 1) ∪G2(I; s− 1) ∪G3(I; s− 1)
)
.
Then (7.9), (7.10), (7.11), and union bound imply that
P
[
G4(I; t− 1) ∩
t+n−1⋂
s=t
F (I; s− 1)c
]
≤ 1
(logN)4
,
for sufficiently large N . Therefore, defining the event
G = F ∪G0 ∪

⌊̟N⌋∑
t=1
∑
I∈I
1G4(I;t−1) >
N2
(logN)2
 ,
we deduce from the fact that P[F ] ≤ CN−1/3 for some constant C = C(b1, b2, ̟) > 0 (recall
Definition 7.2), (7.8), and a Markov estimate that P[G] ≤ (logN)−1 for sufficiently large N .
Now, let us approximate the right side of (7.7) restricting to the event Gc. To that end, first
observe that
1Gc
∣∣∣∣∣∣
⌊̟N⌋∑
t=1
∑
x∈Z
χ(h)(x, t)−
⌊̟N⌋∑
t=1
∑
I∈I
1G4(I;t−1)c
∑
x∈I
χ(h)(x, t)
∣∣∣∣∣∣ < N
2k
(logN)2
≤ N
2
logN
.(7.12)
Next, since χ(x, t)1Gc = 0 whenever |x| ≥ 16R (from the event G0), we have that
1Gc
∣∣∣∣∣∣
⌊̟N⌋∑
t=1
∑
I∈I
1G4(I;t−1)c
∑
x∈I
χ(h)(x, t)−
⌊̟N⌋∑
t=1
∑
I∈I
1G4(I;t−1)c
∑
x∈J(I)
χ(h)(x, t)
∣∣∣∣∣∣ ≤ 64̟mk−1RN,
(7.13)
Additionally, for the same reason and from the event G, we have that
1Gc
∣∣∣∣∣
⌊̟N⌋∑
t=1
∑
I∈I
1G4(I;t−1)c
∑
x∈J(I)
χ(h)(x, t)
− 1
n
⌊̟N⌋∑
t=1
∑
I∈I
1G4(I;t−1)c
∑
x∈J(I)
t+n−1∑
s=t
χ(h)(x, s)
∣∣∣∣∣ < kN2(logN)2 + 64nR.
(7.14)
From the event G3(I; t− 1)c, we have for sufficiently large N that
1Gc
∣∣∣∣∣ 1n
⌊̟N⌋∑
t=1
∑
I∈I
1G4(I;t−1)c
∑
x∈J(I)
t+n−1∑
s=t
χ(h)(x, s)
−
⌊̟N⌋∑
t=1
∑
I∈I
ϕ
(
ρ(I; t)
)
(k − 2m)1G4(I;t−1)c
∣∣∣∣∣ < n−1/8N2.
(7.15)
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Moreover, since 1Gc0ρ(I; t) = 0 for |x| ≥ 16R, we have
1Gc
∣∣∣∣∣∣
⌊̟N⌋∑
t=1
∑
I∈I
ϕ
(
ρ(I; t)
)
(k − 2m)1G4(I;t−1)c − k
⌊̟N⌋∑
t=1
∑
I∈I
ϕ
(
ρ(I; t)
)
1G4(I;t−1)c
∣∣∣∣∣∣ < 64̟mk−1NR;
1Gc
∣∣∣∣∣∣k
⌊̟N⌋∑
t=1
∑
I∈I
ϕ
(
ρ(I; t)
)
1G4(I;t−1)c − k
⌊̟N⌋∑
t=1
∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t−1)c
∣∣∣∣∣∣ < 2kN
2
(logN)2
.
(7.16)
Now (7.12), (7.13), (7.14), (7.15), (7.16), and the fact that P[G] ≤ (logN)−1 together imply the
lemma. 
7.3. Proof of the Approximate Coupling. In this section we establish Proposition 6.2; through-
out, we adopt the notation of that proposition and of Section 7.2. For any ̟ > 0, let us define the
subset of intervals J ⊂ I by
J = {I : I ⊂ [− (8 + 3̟)R, (8 + 3̟)R]; I ∈ I}.
From Lemma 7.1, Lemma 7.3, and the fact that ϕ′′(0) < 0, we will deduce the following corollary,
which essentially states that ρ(I; t) is typically equal to ρ.
Corollary 7.4. Under the notation of Lemma 7.3, there exist constants C1 = C1(b1, b2) > 0 and
C2 = C2(b1, b2, ̟) > 0 such that
P
⌊̟N⌋−1∑
t=1
∑
I∈J
∣∣ρ(I; t)1F (I;t)c − ρ∣∣2 > C1k−1̟2N2
 ≤ C2
logN
.
Proof. We first claim that k
∑
I∈J ρ(I; t)1F (I;t)c ≈
∑
x∈Z ηt(x) = M ≈ 16Rρ, for most t ∈ [0, ̟N ],
with high probability. To that end, it will first be useful to bound the position of the rightmost
particle in p. Thus, observe by Lemma 2.10 and a large deviations estimate for sums of independent
geometric random variables that there exists a constant C3 = C3(b2, ̟) > 0 such that
P[G0] ≤ C3e−N/C3 , where G0 =
{
p⌊̟N⌋(M) > (8 + 3̟)R
}
.(7.17)
Next, we will show that
∑
x∈I ηt(x) ≈ ρ(I; t)k with high probability whenever F (I; t)c holds.
Indeed, a moderate deviations estimate for sums of independent Bernoulli 0 − 1 random variables
yields
P
[∣∣∣∣∑
x∈I
ξ
(ρi)
t (x) − kρi
∣∣∣∣ > k3/4
]
<
C4
(logN)4
,(7.18)
for some constant C4 > 0 and any i ∈ [0, A].
Now, fixing I ∈ I and t ∈ [0, ̟N ] and restricting to the event F (I; t)c and abbreviating j = j(I; t)
yields ξ
(ρj)
t
∣∣
I
≤ ηt|I ≤ ξ(ρj+1)t |I . Therefore, by (7.18) and a union bound we obtain
P
[
G1(I; t)
]
<
2C4
(logN)4
, where G1(I; t) =
{
1F (I;t)c
∣∣∣∣∑
x∈I
ηt(x)− kρ(I; t)
∣∣∣∣ > 2k3/4 + 2kA
}
.
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Thus, for each t ∈ [0, ̟N ], a Markov estimate yields a constant C5 = C5(b2) > 0 such that
P
[
G1(t)
]
<
C5
(logN)3
, where G1(t) =
{∑
I∈J
1G1(I;t) >
N
k logN
}
.(7.19)
Next, to establish that k
∑
I∈J ρ(I; t)1F (I;t)c ≈
∑
x∈Z ηt(x) = M ≈ 16Rρ, for most t ∈ [0, ̟N ] (as
stated above), observe for sufficiently large N that G2(t) ⊆ G0 ∪G1(t) ∪ F (t), where
G2(t) =
{∣∣∣∣k∑
I∈J
ρ(I; t)1F (I;t)c − 16Rρ
∣∣∣∣ > 2̟N
}
; F (t) =
{∑
I∈J
1F (I;t) > N
5/6
}
.(7.20)
Indeed, this holds since (6.1) and ηt(x) ∈ {0, 1} imply that |16Rρ−M | < ̟N and
1F (t)c1Gc01G1(t)c
∣∣∣∣∣k∑
I∈J
ρ(I; t)1F (I;t)c −M
∣∣∣∣∣ ≤ 1F (t)c1G1(t)c
∣∣∣∣∣k∑
I∈J
ρ(I; t)1F (I;t)c −
∑
I∈J
∑
x∈I
ηt(x)
∣∣∣∣∣
≤
∑
I∈J
∣∣∣∣∣∑
x∈I
ηt(x) − kρ(I; t)
∣∣∣∣∣ 1F (I;t)c1G1(I;t) + 3NlogN
≤ |J |
(
2k3/4 +
2k
A
)
+
3N
logN
< ̟N,
respectively, both for sufficiently large N .
We next bound the number of t ∈ [0, ̟N ] for which G2(t) holds. To that end, define the events
G1 =

⌊̟N⌋∑
t=0
1G1(t) >
N
logN
 ; G2 =

⌊̟N⌋∑
t=0
1G2(t) >
2N
logN
 .
Then, a Markov estimate implies for sufficiently large N that
P[G1] <
C5
(logN)2
; P[G2] ≤ P[F ] + P[G0] + P[G1] ≤ C6
(logN)2
,(7.21)
for some constant C6 = C6(b1, b2, ̟) > 0, where we have applied (7.17), (7.19), and the fact that
P[F ] ≤ C7N−1/3 for some constant C7 = C7(b1, b2, ̟) > 0 (recall Definition 7.2 and below).
Now define ρ(t) = |J |−1∑I∈J ρ(I; t)1F (I;t)c for each t ∈ [0, ̟N ], so that 1G2(t)∣∣ρ(t)− ρ∣∣ ≤ 3̟,
since
∣∣ 16R
k|J | − 1
∣∣ < ̟2 . Since ϕ(0) = 0, we have that
1Gc0
∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t)c = 1Gc0
∑
I∈J
ϕ
(
ρ(I; t)1F (I;t)c
)
= 1Gc0
(
ϕ
(
ρ(t)
)|J |+ ∑
I∈J
∫ ρ(I;t)1F (I;t)c
ρ(t)
∫ z
0
ϕ′′(s)dsdz
)
.
Thus, since maxz∈[0,1] ϕ
′′(z) < −2(b2 − b1)2 < 0, it follows that
1Gc2(b2 − b1)2
⌊̟N⌋−1∑
t=0
∑
I∈J
∣∣ρ(t)− ρ(I; t)1F (I;t)c∣∣2
≤ 1Gc2
⌊̟N⌋−1∑
t=0
(
ϕ
(
ρ(t)
)|J | −∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t)c
)
,
(7.22)
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where we have used that G0 ⊆ G2. Since 1G2(t)
∣∣ρ(t) − ρ∣∣ ≤ 3̟, we have for sufficiently large N
that
1Gc2
⌊̟N⌋−1∑
t=0
∑
I∈J
∣∣ρ(t)− ρ(I; t)1F (I;t)c∣∣2 ≥ 1F c1Gc01Gc2 ⌊̟N⌋−1∑
t=0
∑
I∈J
∣∣ρ− ρ(I; t)1F (I;t)c∣∣2
− C8̟2k−1N2,
(7.23)
for some constant C8 = C8(b2) > 0. Again using the fact that 1G2(t)
∣∣ρ(t) − ρ∣∣ ≤ 3̟ yields for
sufficiently large N that
1Gc2
⌊̟N⌋−1∑
t=0
(
ϕ
(
ρ(t)
)|J | −∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t)c
)
≤ 1Gc2
⌊̟N⌋−1∑
t=0
(
ϕ(ρ)|J | −
∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t)c
)
+ 3κ̟2|J |N
≤ 1Gc2
̟ρ−1k−1ϕ(ρ)MN − ⌊̟N⌋−1∑
t=0
∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t)c
+ C9̟2k−1N2,
(7.24)
for some constant C9 = C9(b2) > 0, where we have used (6.1) (to approximate
∣∣ϕ(ρ)|J | −
ρ−1k−1ϕ(ρ)M
∣∣ ≤ ̟k−1N , for sufficiently large N) and the fact that maxz∈[0,1] ϕ′(z) ≤ κ. Since
Lemma 7.1, Lemma 7.3, and a union bound together yield constants C10 = C10(b1, b2) > 0 and
C11 = C11(b1, b2, ̟) > 0 such that
P
[∣∣∣∣̟ρ−1k−1ϕ(ρ)MN − ⌊̟N⌋−1∑
t=0
∑
I∈I
ϕ
(
ρ(I; t)
)
1F (I;t)c
∣∣∣∣ > C10̟2k−1N2
]
<
C11
logN
,
the corollary follows from (7.21), (7.22), (7.23), and (7.24). 
We can now establish Proposition 6.2.
Proof of Proposition 6.2. Let ̟ ∈ (0, 1); adopt the notation of Corollary 7.4; assume that ξ(ρ)0 is
coupled with the ξ
(ρj)
0 such that ξ
(ρi)
0 ≤ ξ(ρ)0 ≤ ξ(ρj)0 whenever 0 ≤ ρi ≤ ρ ≤ ρj ≤ 1; and mutually
couple ξ
(ρ)
t with ηt and the
(
ξ
(ρj)
t
)
under the higher rank coupling (recall Remark 2.15). For each
interval I ∈ J and integer t ∈ [0, ̟N − 1], define the events
D0(I; t) =
{∣∣ρ(I; t)1F (I;t)c − ρ∣∣ > ̟1/4}; D0(t) =
{∑
I∈J
1D0(I;t) > k
−1̟1/4N
}
;
D0 = G0 ∪
⌊̟N⌋−1⋂
t=0
(
D0(t) ∪ F (t)
)
,
where we recall G0 and F (t) from (7.17) and (7.20), respectively. Then Corollary 7.4 and the
facts that P[G0] < Ce
−N/C and P[F ] < CN−1/3 for some constant C = C(b1, b2, ̟) > 0 (recall
Definition 7.2 and below) together yield that P[D0] ≤ C(logN)−1, whenever ̟ is sufficiently small
(after increasing C if necessary).
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Restricting to Dc0, there exists some integer t = t0 ∈ [0, ̟N − 1] such that D0(t)c ∩ F (t)c ∩Gc0
holds. Then, define the events
D1(I) =
{∣∣∣∣∑
x∈I
ξ
(ρ)
t0 (x) − ρk
∣∣∣∣ > ̟1/4k
}
∪
{
1D0(I;t0)c1F (I;t0)c
∣∣∣∣∑
x∈I
ξ
(ρ(I;t0))
t0 (x) − ρk
∣∣∣∣ > 2̟1/4k
}
∪
{
1D0(I;t0)c1F (I;t0)c
∣∣∣∣∑
x∈I
ξ
(ρ(I;t0)+1)
t0 (x)− ρk
∣∣∣∣ > 2̟1/4k
}
;
D1 =
{∑
I∈J
1D1(I) > ̟
1/4k−1N
}
.
Then, a large deviations estimate for sums of independent Bernoulli 0 − 1 random variables
yields that P
[
D1(I)
] ≤ C(logN)−2, after increasing C if necessary, which implies by a Markov
estimate that P[D1] ≤ C(logN)−1. Now, since ξ(ρ)t and the ξ(ρj)t are mutually ordered, and since
ξ
(ρ(I;t))
t |I ≤ ηt|I ≤ ξ(ρ(I;t)+1)t |I whenever F (I; t)c holds, we deduce for sufficiently small ̟ that
1Dc01D
c
1
8R∑
x=−8R
∣∣ηt0(x)− ξ(ρ)t0 (x)∣∣ ≤ 1Dc01Dc1 ∑
I∈J
∑
x∈I
∣∣ηt0(x) − ξ(ρ)t0 (x)∣∣
≤
∑
I∈J
∑
x∈I
∣∣ηt0(x) − ξ(ρ)t0 (x)∣∣1D1(I)c1D0(I;t0)c + 2̟1/4N
≤ 6̟1/4k|J |+ 2̟1/4N < ςN.
(7.25)
Now, from Lemma 2.10 and a large deviations estimate for sums of independent geometric
random variables, we find that the probability of an uncoupled particle between
(
ηt0 , ξ
(ρ)
t0
)
outside
of [−8R, 8R] entering [−4R, 4R] at some point during time interval [t0, Y ] is bounded by Ce−N/C ,
after increasing C if necessary. By (7.25), it follows that
P
[
4R∑
x=−4R
∣∣ηY (x) − ξ(ρ)Y (x)∣∣ > ςN
]
< P[D0] + P[D1] + Ce
−N/C ,
from which we deduce the proposition since P[D0],P[D1] ≤ C(logN)−1. 
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