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Abstract
Wind turbine blades experience unsteady aerodynamic loading under various offdesign conditions. The fatigue loading reduces the operational time of the wind
turbine hence leads to an increase in the Cost of Energy (CoE) of the wind power.
In this study, active flow control with unsteady blowing actuators was applied to a
two-dimensional wind turbine airfoil to alleviate the unsteady aerodynamic loading
and improve the aerodynamic performance, particularly under large scale freestream
disturbances. A low speed, open jet aeroacoustic wind tunnel was designed and constructed based on an existing anechoic chamber for this investigation. A theoretical
analysis based on a Blade Element Momentum (BEM) algorithm was performed to
evaluate the effect of flow control on the power output of the wind turbines. The
result from the assessment indicates a 60% increase in operational range could be
achieved with flow control. In addition, experimental investigations were carried
out utilizing surface dynamic pressure sensors, a force balance and Particle Image
Velocimetry (PIV) flow field measurement techniques. The results show that the
fluctuating loading generated by an upstream cylinder wake was reduced by up to
12% using a proportional closed loop control algorithm at 27 degree angle of incidence. Under the same unsteady freestream conditions, the averaged lift coefficient
at 19 degree angle of incidence was enhanced by up to 20% while the pressure drag
coefficient was reduced by up to 10%.
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ũ

periodic fluctuation velocity

u0

zero-order uncertainty

uins

instantaneous velocity

ur

random velocity

urms

root mean square of the turbulent velocity

utotal

total random uncertainty

ṽ

periodic fluctuation velocity in the cross-flow direction

wjet

blowing slot width

Wtunnel

wind tunnel width

X(k)

corrected spectrum of x(t)

X̃(k)

raw spectrum of x(t)

Xte

projected distance between the center of the blowing slot to the
xx

trailing edge on the chord
x(t)

a time series signal

x̄

sample mean of x(t)

y(t)

a time series signal

zα

Normal distribution variable

zf

Fisher Z-transformation variable

α

airfoil angle of attack

λ

wind turbine tip speed ratio

µx

population mean of x(t)

ρ

air density

ρc

population correlation function

τ

preset control time lag

χ2

chi-square distribution variable

Ω

wind turbine rotor rotational angular velocity

ω

flow angular velocity right behind the wind turbine rotor
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Chapter 1
Introduction
Wind energy is one of the fastest growing renewable energy sources around the world.
According to the data published by the National Renewable Energy Laboratory(NREL)[41],
wind energy generation grew by a factor of 13 between 2000 and 2011 worldwide. In
United States, wind energy has accounted for about 75% of the newly installed renewable electricity capacity in 2011. Figure 1.1 indicates the distinctive rapid growth
of wind power among other current available renewable technologies in U.S.

Figure 1.1: U.S. renewable electricity generation by technology. Source: NREL[41]
However, despite the fast growing pace, wind energy only constitutes a very small
1

portion of the overall electricity production. The same data from NREL shows that
only 4% of the total U.S. electricity generation in 2011 was from wind energy. To
further spur the growth of the wind energy industry, in 2008, the United States Department of Energy initiated a mission to increase the wind energy’s contribution to
U.S. electricity supply. The goal of the project was to make wind energy provide
20% of the electricity by 2030 in U.S. One of the key factors to achieve this objective
is a lower Cost of Energy (CoE) for the wind power. After many years of research
and development, the CoE of the electricity generated from modern utility-scale size
wind turbines has been reduced to a commercially feasible level. However, the cost,
especially that of off-shore wind power, is still too high to directly compete with
more traditional power generation technologies based on fossil fuels and hydroelectric systems without government financial support[35]. From an engineering point
of view, there are several areas which could be improved to further reduce the CoE
of the wind energy. First, the overall efficiency of individual wind turbines could be
improved. This means more efficient aerodynamic designs of the blade, more efficient
gearboxes and generators. Secondly, the effectiveness of a wind farm as a whole could
be improved. This requires a better understanding of the interaction between wind
turbines and turbulent wake structures in a wind farm and optimizing the distribution of the turbines. Thirdly, reliability of wind turbines could be improved. A lower
failure rate and longer lifetime span would decrease the operational and maintenance
cost. In addition, advanced energy storage technologies could be useful considering
the intermittent nature of the wind energy.

This research presented here tries to tackle the first two aspects of the problem
with active flow control methodology. Wind tunnel experiments were performed at
Syracuse University to investigate the effectiveness of the technology.
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1.1
1.1.1

Wind Energy Overview
Wind Turbine and Wind Farm

A wind turbine is a machine that converts the kinetic energy of the wind into electric
energy. Prior to the existence of wind turbines, wind have been used as a mean of
propulsion for boats since 5000BC[21]. In the 1st century A.D, people started to
utilize wind as a source of mechanical power[126]. Towards the end of the 19th century, following the discovery of electricity and invention of small electrical generators,
first generation wind turbines were designed and built[126]. There are two types of
wind turbines categorized by the orientation of the rotor axis as shown in Figure 1.2:
Horizontal Axis Wind Turbine (HAWT) and Vertical Axis Wind Turbine (VAWT).
In addition, one can divide wind turbines into two types by the driving force: lift and
drag. This research focuses on lift type of HAWTs, because VAWTs and drag type
machines are not common in the recent decade, due to the lower power coefficient
Cp and higher dynamic loading on the blade comparing with lift driven HAWTs[90].
In the following part of the document, the word ”wind turbine” will specify HAWTs
driven by the lift force.

Wind turbine performance is commonly characterized by the power output versus
hub height wind speed as shown in Figure 1.3. There are three special wind speeds
defining the operational envelope of the wind turbine. The cut-in speed is the minimal
wind speed at which the wind turbine starts to deliver power. The rated wind speed
or wind speed range is where the maximum power output occurs. The cut-out speed
is the maximum speed at which the machine is allowed to safely produce power. The
wind turbine only delivers the nameplate (design) power at the rated wind speed. If
the wind velocity is smaller than the manufacturer rated value or greater than the
cut-out speed, the wind turbine will not produce as much power as it is rated for.
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Figure 1.2: An example of the VAWT and HAWT. Left is a 6kW VAWT built by a
British company, Quiterevolution, and right is a 3MW HAWT built by the Danish
company, Vestas. Source: Quietrevolution and Vestas.
Therefore, in practice, the averaged power output seldom reaches the designed value.

Modern wind turbines consist of four major parts: rotor, drive train, generator
and supporting structures. The wind turbine rotor uses aerodynamics to convert
the kinetic energy in the wind into mechanical energy. The drive train then transfer the mechanical energy to the generator and eventually the mechanical energy is
transformed into the electrical energy in the generator. A efficient and reliable wind
turbine requires careful designs spanning across aerodynamic, mechanical and electrical disciplines.

Modern wind turbine rotors consist of two or more blades with specially designed
airfoil shape cross-sections. When the wind passes with a certain velocity, a pressure difference due to the circulation around the airfoil is generated between top and
bottom surfaces of the blade[6]. As a result, a component of the pressure difference
produces a net torque on the blade with respective to the hub, rotating the blade and
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Figure 1.3: Power curve for Vestas V110 2.0MW wind turbine. Source: Vestas[140].
driving an electrical generator through a drive train. The kinetic energy in the wind
is then converted into electrical energy. One-dimensional linear momentum theory
combined with a simple actuator disc model for the wind turbine rotor can be used to
estimate the power generated by wind turbines. The detailed derivation can be found
in the reference[90]. For an ideal wind turbine rotor, the maximum power coefficient
Cp , also known as the Betz limit, is 0.59. This indicates that 59% of the kinetic
energy of the wind can be converted to the torque to drive the generator. In practice,
even under the design condition, the power coefficients of modern utility-scale wind
turbines can only achieve around 70% of the Betz limit. This value can be estimated
from published wind turbine power curves and specifications. In order to capture
more energy, the most straightforward solution is to increase the the size of the rotor.
As of January in 2013, the Enercon E126 is the most powerful wind turbine among
all operational machines. It has a rotor diameter of 126 meters with a nameplate
output of 7.5 MW.
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One of the most important components of the wind turbine is the rotor blade. In
the early stage of the wind turbine development, designers chose to use existing airfoils developed for aeronautical applications such as NACA 44xx and NACA 230xx[1]
as the cross-section shape of the blade. One of the reasons was that they felt the
differences between the aircraft application and the wind energy application were
minimal in terms of the airfoil selection: both of them are pursuing higher aerodynamic efficiency and lower pitching moment. At that time, optimization of the blade
twist and taper seemed far more critical. However, the experience gained from many
years of the turbine operation in the field highlighted two significant disadvantages
of such airfoils. First, this group of airfoils’ aerodynamic performance were very sensitive to the leading edge roughness. After operating in the field for a while, dirt
and insects accumulated on the blade along the leading edge, resulting in a power
output drop as much as 40%[90]. In addition, the aircraft airfoils tended to have an
aggressive aerodynamic performance which means the slope of the lift curve was relatively large. For the pitch-controlled wind turbine, this feature resulted in excessive
loads or fluctuating loads during wind gust because the pitch system could not rotate
the blade into stall in time to offset the sudden large increase in the lift even with a
small change in relative angle of attack. To address these issues, in the early 1990s,
researchers in the wind energy community started to design wind turbine airfoils with
larger leading edge thickness and less aggressive aerodynamic performance. In United
States, NREL developed a family of S-Series airfoils for three different classes of wind
turbines[132]. Around the same time, in Europe, Delft University of Technology of
Netherlands carried out a similar project and designed a family of airfoils[137]. Those
new types of wind turbine airfoils were designed with a larger than 25% of the chord
length thickness for mid-span and inboard locations on the blade. Experiments[1, 139]
have shown that under certain constraints, the larger the airfoil thickness is, the less
sensitive the airfoil is to the leading edge roughness. In addition, the lift curve slope

6

is affected by the airfoil thickness as well[1]. On the structural side, a thicker airfoil
cross-section certainly provides greater blade strength which is critical to the modern
large wind turbine with rotor diameter larger than 100 meters.

The other components of a wind turbine such as drive trains and generators are
also critical to the power generation and reliability. Many researchers from different
disciplines have studied and improved the performance of these parts over the years.
Polinder et al.[109] and Li et al.[79] summarize and compare different types of wind
generator systems with different drive trains. It was suggested that the doubly-fed
induction generator system with single-stage gearbox was a cost effective combination while maintaining high energy converting efficiency. Energy storage is another
active research field related to the wind energy. The intermittent nature of the wind
produces irregularities in power output over time. Inexpensive and reliable batteries
would minimize this shortcoming and further decrease the CoE of the wind power.
Paatero et al.[107] found through simulation that short-term power fluctuations of
an individual wind turbine could be reduced by 10% with an energy storage capacity
of 3kWh per MW generated wind power. References report some of the recent progresses on this aspect[107, 113, 69].

To maximize the use of the land and reduce the managerial as well as maintenance
cost, multiple turbines are installed in a confined area and this array of wind turbines
is called a wind farm. There are two types of wind farms categorized by the location:
onshore and offshore. In U.S and China, most of the wind farms are onshore given
the vast available land area and plenty of wind resources[34], whereas in some parts
of Europe, offshore wind power constitutes a significant portion of the overall wind
energy production. One of the approaches to evaluate the performance of the wind
farm is to evaluate the capacity factor, which is defined by the actual power output
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normalized by the nameplate power output of the wind farm. A high capacity factor
indicates an efficient wind farm. In general, offshore wind farms have higher capacity
factors[40] thanks to the larger and steadier wind speed offshore. Also, offshore wind
farms are less visually obtrusive and normally do not have noise issues because they
are far from human habitats. However, the most significant setback of the offshore
wind farms is the expensive installation and maintenance cost. According to the International Renewable Energy Agency(IRENA)[65], the capital cost of offshore wind
power is around twice that of onshore projects. Typical spacings between wind turbines in a wind farm vary from 6 to 10 rotor diameters to reduce the wake interaction
and for the wind kinetic energy to recover. However, through simulation, Meyers
and Meneveau[94] suggested that a spacing of 15 rotor diameter was more efficient
considering turbine performance as well as economical factors and cost.

1.1.2

Current Issues on the Aerodynamic Aspect

Current commercial wind turbine rotors are optimized for certain design conditions
such as steady wind speed or a prescribed wind shear profile. However, in the field,
wind turbines often work at off-design conditions. For individual utility-scale wind
turbines, their rotors are located in the bottom region of the atmospheric boundary
layer of which the average velocity profile varies with time, temperature and terrains. It is difficult, if not impossible, to optimize the aerodynamic performance of
the rotor to accommodate all these different types of flows in the design stage. In
addition, the turbulence and wind gusts bring smaller time scale disturbances to the
flow[135], making the incoming wind condition even unsteadier. Researchers[117, 37]
have shown that both of the vertical wind shear and the turbulence in the free stream
had a considerable affect on the power curve of the wind turbine. Figure 1.4 is a
photo taken from an offshore wind farm in Denmark. It clearly shows the large wake
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structures throughout the wind farm. As a result, the power output of downstream
turbines were reduced by as much as 35% on average as indicated by Figure 1.5. In
the meantime, both field data and simulation work[136, 76] showed that the unsteady
aerodynamic loading on wind turbine blades was significant increased inside the wake
as indicated in Figure 1.6. Optimizing the wind farm layout could potentially improve the flow condition hence mitigating these issues in an average sense[99, 25].
However, the accuracy of the optimization algorithms heavily rely on the accuracy
of the numerical wake models as well as the statistical models of the on-site wind
condition. In addition, the layout optimization approach is incapable of dealing with
extreme conditions.

Figure 1.4: Wake structures across the offshore wind farm Horns rev in Denmark.
Source: Aeolus

To tackle these issues, engineers and researchers have developed pitch controlled
technologies which have been widely applied to the modern commercial wind turbines. The idea is to change the pitch angle of the blade hence change the relative
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Figure 1.5: Relative power loss across the first ten rows of the wind turbines inside
Horns rev offshore wind farm at wind speed 9-10 m/s. Source: Méchali[92]

Figure 1.6: Field measurements of flapwise bending moment on wind turbine blades
with/without wake interaction in an off-shore wind farm. It is clear that the loading on
the blade was higher with the wake interaction. Source: Thomsen and Sørenson[136].
angle of attack to the flow in different wind conditions. This way, the aerodynamic
loading as well as power output could be modulated. However, there are two major
10

shortcomings of this control mechanism. First, the effort and energy needed to rotate
a large wind turbine blade are significant. Second, since the flow condition can be
significantly different across the span of the blade, the uniform pitch angle change
would not necessarily provide optimal solution locally. Naturally, a better approach
would be providing control locally in real time across the span of the blade with minimal energy input. This leads to the core topic of this research: active flow control
on wind turbine blades.

1.1.3

Wake Interaction

From a fundamental research point of view, this study focuses on a flow configuration
that an two-dimensional airfoil interacts with an upstream circular cylinder wake. In
other words, this research investigates the aerodynamics for an airfoil in an unsteady
flow condition.

Much research has been done studying the effect of the airfoil pitching on the
unsteady boundary layer separation(dynamic stall). Through experimental and simulation investigations, Shih et al.[127] found that on an airfoil pitching at a constant
rate, the boundary layer separation near the leading edge generates a vortical structure. The evolution of this vortex dominates the aerodynamic performance of the
airfoil. In addition, the vortex triggers a counter-rotating vortex near the trailing
edge. Hibbs studied the effect of the dynamic stall on the performance of wind turbines using simulations[57]. He concluded that the performance of the wind turbine
under non-uniform inflow conditions was not greatly different from that obtained in
the uniform inflow case. However, the instantaneous loading on the wind turbine
blade under the non-uniform conditions deviated significantly from the uniform conditions.
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For rotorcraft applications, the rotating blades constantly experience vortical
structures generated by the previous blade tip. Also, in a typical turbomachinery, a
rotor is set downstream of a stator which commonly consists of airfoil shape vanes.
Therefore, the interaction between vortical structures in the freestream and airfoils
have been studied especially for various forms of tandem airfoil configurations. Lee[77]
experimentally investigated two in-tandem airfoils undergoing sinusoidal oscillations
and focused on the dynamic loading as well as the boundary layer characteristics on
the downstream airfoil. The results showed that the boundary layer on the downstream airfoil exhibited different characteristics persistently from those observed on
the baseline oscillating airfoil. McCroskey[91] gave a review on the unsteady airfoil
aerodynamics in general while Peters[?] reported the theoretical progress on the same
subject.

From an aeroacoustic point of view, Munekata et al.[100] studied the aerodynamic
sound generated from wake interaction of circular cylinder and airfoil in tandem configuration. They found that the sound pressure level and the peak frequency decrease
with increasing attack angle of airfoil due to the diffusive wake structure from the
upstream cylinder.

In addition, Eldredge and Pisani[36] studied the passive locomotion of a simple
articulated ellipses system in the wake of a cylinder at low Reynolds number (Re
= 100). The focus of that research, however, was to investigate how the fish-like
geometry extracts energy from the cylinder wake and propels itself upstream.
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1.2

Flow Control

Flow control is a methodology that changes certain flow conditions to desired states.
Over the past three decades, much research has been done in this field focusing on
different aspects of flows. Applications include but not limited to: transition control,
turbulence suppression or enhancement, or boundary layer separation control. The
ensuing effects can be drag reduction, lift enhancement, mixing augmentation, heat
transfer enhancement, flow-induced noise reduction and so forth[54]. Flow control
technologies can be categorized into two types: passive and active. Passive control
does not require external energy input to realize the control mechanism whereas active
does. Therefore, passive control tends to be more reliable and easier to implement.
However, the setback for passive control mechanisms is their inability to adjust to
off-design or dynamically changing flow conditions. Active flow control methodologies can be further divided into sub-categories as shown in Figure 1.7. Predetermined
control systems do not have sensors, therefore all the control parameters are preset
prior to the operation. On the other hand, the interactive systems have sensors in the
control loop. If the sensor information is used in real time to drive the controller, then
the system is a closed-loop controller, otherwise it is an open-loop controller. In wind
turbine applications, there are three main objectives of the flow control: Firstly, to
reduce the aerodynamic loading on the wind turbine blade, especially during extreme
weather or unsteady conditions[67]; secondly, to improve the aerodynamic performance of the rotors, i.e. increase the operational envelope; and thirdly, to mitigate
the far-field aeroacoustic noise.
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Figure 1.7: Diagram of the flow control methodologies. Source: Kral[72].

1.2.1

Passive Flow Control

Passive flow control devices are modifications or additions to the original geometry
associated with the flow. For wind turbine applications, various passive flow control
techniques have been studied and implemented on turbine blades with a main focus
on the power production improvement.

One of the most common apparati for delaying boundary layer separation is the
vortex generator. First documented by Taylor[134], vortex generators typically take
forms of small vanes with an angle to the incoming flow on a surface as shown in
Figure 1.8. These angled vanes create a pressure difference between their two sides.
As a result, streamwise vortices are formed over the top of the vane not unlike the
tip vortices from an airplane wing. These vortices then entrain the momentum from
the freestream outside the boundary layer while pushing out the stagnant fluid near
14

the solid surface. This process energizes the boundary layer and therefore makes it
more resistant to the separation caused by the adverse pressure gradient and viscous
effect. To delay the separation of a turbulent boundary layer, the typical height of
vortex generators ranges from 10% to 50% of the boundary layer thickness[81]. This
has been proven to provide enough momentum mixing while maintaining a manageable drag penalty. A comprehensive review for the vortex generator can be found in
reference[81]. Engineers started to apply vortex generators on wind turbine blades
in the early 1980s as shown in Figure 1.9. Field measurements have shown benefits of vortex generators on the power production of the wind turbine[106, 96]. In
particular, Øye has shown that with vortex generators on the inner part of blades,
a stall-regulated wind turbine power output was increased by more than 20%[106].
However, some researchers found a decrease in annual power production and an increase in the aerodynamic loading with the vortex generators[51]. They argued that
this was because the vortex generators only provided benefits during moderate wind
speed while negatively affected the power and loading at lower wind speed.

Figure 1.8: Schematics of flow physics of vortex generators on an airfoil surface.
Source: Xue et al.[150].

Other passive flow control mechanisms for wind turbine applications have also
been investigated. Multiple groups of researchers have studied the effect of winglets on
the performance of the wind turbine rotor either experimentally[43] or numerically[62,
66]. Winglet is a near vertical extension of the wing or blade tips.The working principle of winglets is that they prevent or alleviate the formation of the tip vortices on
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Figure 1.9: Vortex generators on a Südwind S70 1500 kW turbine blade. Source:
Olivier Cleynen
the wind turbine blade, hence reduce the induced drag and increase the aerodynamic
performance. Gertz et al.[43] have shown that the power output can be increased by
roughly 5% with winglets. Figure 1.10 shows the winglet on the current largest wind
turbine E-126.

Gurney flaps have also been investigated by researchers recently for wind turbine
blades[70, 119]. Gurney flaps are small flat plates installed on the pressure side of the
airfoil at or near the trailing edge. At low angle of attacks, they essentially increase
the effective camber of the airfoil and hence increase the lift. At high angle of attack,
the low pressure zone downstream the flap alleviates the adverse pressure gradient
on the suction side. As a result, the boundary layer separation is delayed and maxi-
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Figure 1.10: A winglet on a E-126 wind turbine blade. Source: Enercon
mum lift coefficient is achieved. Kentifield[70] reported a performance enhancement
on a Nordtank 65 kW wind turbine. In addition, surface treatments have also been
investigated for wind turbine applications. Chamorro et al.[24] and Sareen et al.[120]
both achieved skin friction drag reduction up to 6% for the same wind turbine airfoil
using riblet films on the surface of the airfoil. Riblet film is a surface treatment with
small triangle shape grooves on the surface. To date, even though there is no agreement on the exact drag reduction mechanism of riblets, a preliminary conclusion has
been drawn that the decrease in shear stress on the riblet sidewalls near the trough
is responsible for the reduction[24].

On the aeroacoustic side, in order to reduce the far-field noise of the wind turbine
rotor, Howe proposed to use serrated(sawtooth shape), trailing edge airfoils to reduce
the trailing edge noise based on his theoretical analysis[59]. The argument was that
a serrated trailing edge had less effective spanwise length contributing to the sound
generation. Results from various experiments and field measurements have confirmed
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this hypothesis[31, 53, 16]. In particular, Oerlemans et al.[104] found a maximum reduction of 5dB for a 2.3 MW wind turbine rotor as shown in Figure 1.11. A survey of
different serrated trailing edge studies can be found in reference[11] and reference[143].

Figure 1.11: A wind turbine blade with sawtooth shape trailing edge. Source: Oelemans et al.[104]

1.2.2

Active Flow Control

Active flow control modifies the flow state through various types of actuators. Actuators developed for different applications have been investigated previously. For
wind turbine blade applications, the focus is on the aerodynamic loading mitigation
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and improvement on the power output. Johnson et al.[67] reviewed and summarized
available active flow control devices as shown in Figure 1.12.

Figure 1.12: A diagram of available active flow control actuators and their characteristics. Source: Johnson et al.[67]

Trailing edge flaps, also known as ailerons, are widely used on modern aircrafts
to change the aerodynamic performance of the wing. They can change the effective
camber of the wing during the flight and therefore change the aerodynamic forces. In
the 1990s, NREL started the research of trailing edge flaps on wind turbine blades
for power regulation and aerodynamic braking[95, 97, 98]. Simulation results by Stuart et al.[130] indicated that trailing edge load control could be beneficial to power
regulation and blade root bending moments alleviation during wind gusts and turbulent wind conditions. Some non-traditional trailing edge flaps have also been studied.
Airfoils capable of actively changing trailing edge geometries have been developed.
An example is shown in Figure 1.13. Buhl et al.[19] showed that these devices could
change the standard deviation of the normal force experienced by airfoil by up to
95% in a wind gust and 81% in a turbulent flow.
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Figure 1.13: An airfoil model with capability of actively changing trailing edge geometry. Source: Kota et al.[71]
Oscillatory excitation actuators have been extensively studied over the past three
decades, among which, many of the studies focus on separation control over airfoil
surfaces pursuing lift enhancement and drag reduction. Leading edge blowing on the
suction side of the airfoil injects extra momentum into its boundary layer so that
the flow could overcome a higher adverse pressure gradient, hence be kept attached
for higher angles of attack. On the other hand, suction actuation vacuums out the
stagnant, low momentum fluids near the boundary and brings extra momentum from
the freestream.

This concept of controlling boundary layer separation by blowing/suction was first
discussed by Prandtl.[110] in his seminal boundary layer paper. However, not until
early 1960s did researchers start to seriously investigate this boundary layer control approach. Lachmann[73] provides an exhaustive discussion about steady blowing/suction method in boundary layer control. He showed in his book that a significant aerodynamic performance enhancement could be reached with steady blowing/suction actuations. In this period of time, some mass production military aircrafts
such as Lockheed’s F-104 and Mikoyan-Gurevich MiG-21 adapted this technology but
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the performance fell short of expectation mainly because of the system complexity
and excessive compressor bleeds needed to achieve meaningful lift enhancement.[50]

To solve these issues, periodic excitations instead of steady blowing/suction actuations have been studied. Advantages of the unsteady excitation comparing with
steady actuations are two folds: 1. Large coherent structures and vortices introduced
by oscillatory blowing/suction enhance the transport of momentum across the shear
layer, hence energizing the boundary layer in a more effective way[17, 147]. 2. Periodic
excitation reduces the overall momentum injection, hence the energy consumption, of
the actuation system by factors to orders of magnitudes[149]. Using dynamic actuation to excite the flow was first assessed by Schubauer and Skramstad[121] in 1948.
Through oscillatory perturbation, they triggered the Tollmien-Schlichting instability
in a laminar boundary layer to initiate the transition of the boundary layer on a flat
plate to turbulence. Inspired by this work, in 1975, Collins and Zelenevitz[26] used
sound to excite boundary layer over a NACA 2412 wing to delay the separation at
53,000 Reynolds number. The results showed up to 56% of the maximum lift coefficient increase. Many similar investigations have been performed following the success
of Collins and Zelenevitz on different airfoils using acoustic excitations[112, 151, 86]
and benefits in lift enhancement were widely observed. However, results were facility dependent and acoustic excitations above 100dB are required to obtain meaningful result. As an alternative, hydrodynamic perturbations started to attract attention. Neuburger and Wygnanski[102] first demonstrated this concept using vibrating ribbons on a NACA 0015 airfoil, and 42% increase in maximum lift coefficient was observed. After that, similar studies using periodic excitations of various
forms[9, 60, 30, 122, 149] have been carried out for different types of airfoil shapes.
An overview of those works can be found in the reference[50]. Periodic excitations
have also been applied to bluff body type of geometries. Wallace et al.[144] success-
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fully achieved boundary layer separation delay on a pitching 3D turret using unsteady
suction actuation as shown in Figure 1.14. For wind turbine applications, Cerretelli
et al.[23] used bi-stable jets on a DU-96 airfoil section to obtain up to 50% lift enhancement as shown in Figure 1.15.

(a) Streamwise velocity component contour
without unsteady suction for a 3D turret.

(b) Streamwise velocity component contour
with unsteady suction for a 3D turret.

Figure 1.14: The effect of the unsteady suction on a 3D turret. With the active flow
control, the size of the separation bubble has been significantly reduced especially
around the aperture of the turret. Sources: Shea.[125]

The optimal perturbation frequency and amplitude were also studied for the oscillatory excitation actuation. The dimensionless reduced frequency F + ≡ Fv Xte /U∞
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Figure 1.15: Comparison of lift coefficients with different levels of control effort on a
rough DU-96 airfoil: No control, low blowing momentum and high blowing momentum. A significant lift enhancement was achieved by the control over a wide range of
angle of attacks. UPA stands for Unsteady Pressure Actuator and symbol * stands
for a reference state. Source: Cerretelli et al.[23]
was often used as a characteristic of the excitation frequency, where Fv is the dimensional perturbation frequency and Xte is the distance between the actuation and the
2
2
trailing edge. On the other hand, momentum coefficient Cµ ≡ Ujet
wjet ljet /(1/2U∞
CS)

was generally used to describe the ratio of the actuator momentum addition to the
freestream momentum. On the frequency side, Greenblatt et al.[49] have shown that
the most effective excitation frequency for a NACA 0015 airfoil was at F + ∼ 1 as
indicated in the Figure 1.16. Similar results were obtained by Zhou et al.[152]. However, Amitay et al.[5] found reduced frequency of order 10 or 20 to be effective using
synthetic jets. On the amplitude side, it was shown by Hasdai[56] that an increase
in momentum coefficient generated an increase in the maximum lift coefficient for a
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NACA 0012 airfoil at α = 22◦ . Moreover, he also showed that unsteady excitation
performed better than steady excitation at relatively low momentum coefficients as
indicated in Figure 1.17.

Figure 1.16: The effect of the reduced frequency on the lift on a NACA 0015 airfoil
at α = 16◦ with two different Cµ . Source: Greenblatt et al.[48]
Zero-net-mass flux devices such as synthetic jets and plasma actuators are variations of traditional unsteady blowing/suction apparatuses. Developed by Amitay et
al.[5], synthetic jet actuators typically utilize an oscillatory piezoelectric membrane
to provide periodic pressure change in a confined cavity as shown in Figure 1.18.
This pressure fluctuation then creates a periodic alternating velocity and vortices at
the orifice and therefore excites the flow field outside the device. Pinier et al.[108]
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Figure 1.17: The effect of the momentum coefficient on the maximum lift on a NACA
0012 airfoil at α = 22◦ . Source: Hasdai[56]
delayed the boundary layer separation on a NACA 4412 airfoil with a closed-loop,
leading edge synthetic jet actuation as shown in Figure 1.19. Maldonado et al.[87]
showed that with synthetic jet actuation, the power spectral density of the tip vibration on a wind turbine blade model was attenuated as shown in Figure 1.20.

The aerodynamic principles of plasma actuators are similar to the piezoelectricdisk synthetic jet devices except for the flow driving mechanism. Plasma actuators
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Figure 1.18: Illustration of the synthetic jet actuator. Source: Design World
generate a plasma flow by creating a high AC voltage difference between two electrodes within a short distance. This plasma then acts like a body force driving the
surrounding fluid. A schematic illustration of a typical plasma actuator is shown in
Figure 1.21. Nelson et al.[101] reported an enhancement in lift using leading edge
plasma actuators for a wind turbine airfoil section as shown in Figure 1.22. Cork et
al.[27] gave a recent review of plasma actuators and related applications.

Other active flow control mechanisms have also been investigated. Active versions
of vortex generators and gurney flaps of various forms attracted attention from many
researchers. Barrett et al.[12] investigated the effect of the active vortex generator
on a NACA 4415 airfoil. An increase in the aerodynamic efficiency was observed experimentally over the static vortex generator. Different configurations of retractable
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Figure 1.19: Mean velocity field on the suction surface of a NACA 4412 airfoil at 16
degree angle of attack. a) control off and b) control on. The size of the separation
region was considerably reduced. Source: Pinier et al.[108]
trailing edge flaps were investigated by Lee et al.[75] using CFD analysis. Modification of the lift curve was found across a wide range of angle of attacks as shown
in Figure 1.23. van Dam et al.[138] studied the rotating trailing edge (microflaps)
on the wind turbine blade aerodynamic loading control computationally. The results
suggested the possibility of using this device to control the blade loading in real time.
In addition, hybrid methods have been evaluated. Shea[124] used a combination of
synthetic jet actuators and static gurney flaps to achieve aerodynamic control over a
NACA 652 A015 airfoil section.

Active flow control techniques have also been used to tackle aeroacoustic problems.
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Figure 1.20: Reduction of a wind turbine blade model tip vibration was achieved
by piezo-disk synthetic jet actuations at various frequencies and waveforms. Source:
Maldonado et al.[87]

Figure 1.21: A diagram of a typical plasma actuator. Source: Nelson et al.[101]
Low et al.[84] used piezoelectric synthetic actuator array coupled with a closed-loop
control algorithm near a high speed jet nozzle to reduce the far-field noise. Approximately 1dB noise reduction was observed from the far-field microphone array as
shown in Figure 1.24. Cattafesta et al.[22] summarized active flow control techniques
used to mitigate the cavity flow induced noise. For the wind turbine aeroacoustic
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Figure 1.22: Lift enhancement achieved by leading edge plasma actuation on a S827
wind turbine airfoil section near the stall angle of attack. Source: Nelson et al.[101]

Figure 1.23: Change of lift coefficients at various angle of attacks and different trailing
edge configurations using active miniature trailing edge control surfaces. Source: Lee
et al.[75]
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application, to the best knowledge of the author, there has been no study found in
the literature to date.

Figure 1.24: Approximately 1dB far field noise reduction was achieved by using synthetic jet actuators with a close-loop control algorithm. Source: Low[83]

1.2.3

Summary

A wide range of flow control techniques have been investigated for wind turbine applications over the past 30 years. Passive control devices have advantages of simplicity,
reliability and no need for external energy input, but they generally suffer from drag
or aerodynamic loading penalties especially during off-design conditions. Among active actuators, trailing edge flaps have relatively slow response due to their size and
weight. Active Gurney flaps and similar devices solved this issue, however they still
require mechanical linkages and drivers, hence they are relatively difficult to implement and maintain. Moreover, due to the modification to the trailing edge, extra
noise could be generated[4]. Synthetic jet actuators including piezoelectric driven
and plasma driven devices have fast responses with minimal mechanical moving parts
and energy input. The reliability and scalability are the two major setbacks for these
types of devices. Unsteady blowing/suction actuators, on the other hand, are more
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reliable, and at the same time with minimal moving part. The modern unsteady
valve provides swift enough reaction to the wind turbine applications given the turbulent integral time scale in the atmospheric boundary layer is often in the order of
10 seconds[33]. In particular, dust, icing and insects would not affect the performance
of blowing actuators so much on the wind turbine blade because the jet coming out
of the blowing slot will clean itself given enough driving pressure. Therefore, this
research chose the unsteady blowing system as the active flow control actuators.
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Chapter 2
Facility and Instrumentation
2.1

Wind Tunnel

Experiments for this research were conducted in a low speed, open circuit, open test
section, aeroacoustic wind tunnel at Syracuse University. The Syracuse University
Aeroacoustic Wind Tunnel (SUAWT) was designed and constructed by the author
with help from Professor Mark Glauser, Professor Basman Elhadidi and many undergraduate and graduate students between 2009 and 2010. The test section is located
inside an existing anechoic chamber originally used for jet noise research to fully utilize this venue for wind tunnel aeroacoustic and aerodynamic research. The wind
tunnel consists of two circuits as shown in Figure 2.1.
The front loop is composed of five major parts: a blower, a diffuser, a settling
chamber, a contraction and a settling section prior to the open test section. This
circuit is responsible for pushing and homogenizing the airflow. The blower is a
make-up air (MUA) unit originally used to provide co-flow for jet experiments. The
MUA is a variable speed unit driven by an electric motor with a maximum power
output of 11.2 kW and a corresponding flow rate of 6.6 m3 /s. Through an internal
gas burner, the blower is also capable of heating the air up to 305 K at the maximum
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Figure 2.1: A schematic drawing of the Syracuse University low speed anechoic wind
tunnel.
flow rate. This feature is used to keep the flow temperature relatively constant during
experiments.
After the blower, the airflow enters a diffuser section with a square cross-section.
The purpose of the diffuser is to reduce the airflow velocity and therefore to reduce the
total pressure losses prior to the test section, since most of losses scale with velocity
squared[10]. The velocity reduction is achieved by gradually increasing the crosssectional area. Given the fixed flow rate and negligible compressibility at this Mach
number (smaller than 0.1), the continuity can only be satisfied through a decrease
in velocity. However, the static pressure increases along with the reduction of the
velocity according to the Bernoulli’s equation[2]. Therefore, a too aggressive diverging
angle or an excessive length will build up a strong adverse pressure gradient, and the
boundary layer will then separate from the walls, inducing a large loss in the total
pressure. It was suggested by Barlow et al.[10] that the divergent angle should be
3◦ or less in conjunction with an area ratio of approximately 3 to fully prevent the
turbulent boundary layer from separating from the wall. Due to the space limit,
the SUAWT diffuser expands from a 1.13m × 1.13m square cross-sectional area to a
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2.30m × 2.30m square area in a 2.47 m distance. The corresponding divergent angle
is 13◦ . Adverse effects induced by the aggressive angle are compensated by a small
area ratio of 2.47. A picture of the diffuser is shown in Figure 2.2.

Figure 2.2: A picture of the diffuser.
In order to reduce the pressure loss and maintain parallel mean flow at 90◦ corners,
three stacks of aluminum turning vane assemblies were secured together to guide
the flow at each corner as shown in figure 2.3. Vanes of airfoil shape are relatively
insensitive to the incoming flow nonuniformities because of their round leading edge
shape and they often produce less pressure losses[10]. However, experiments[148, 118]
showed that stack of bent flat plates, if designed properly, could also achieve minimum
pressure loss and great uniformity at the exit. It was suggested[10] that the gap to
chord ratio of the vane cascade should be greater than 3. In this case, the gap to
chord ratio is 5.8. The shape and dimensions of individual vanes and gaps are shown
in Figure 2.4. This design was based on Winters’s[148].
The section before the contraction is the settling chamber. The purpose of this
section is to spatially homogenize the turbulent flow before the contraction and test
section. The SUAWT settling chamber consists of one honeycomb and two turbulent
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Figure 2.3: A CAD drawing of the turning vane assembly. The red lines highlight
the joint location of individual stacks.
screens. The flow first passes through the aluminum honeycomb screen consisting of
hexagon cells as illustrated in Figure 2.5. As described by Prandtl:“A honeycomb is a
guiding device through which the individual air filaments are rendered parallel[111].”
The averaged length-to-cell-diameter of this particular screen is 7.9 and the averaged
porosity (defined as projected hole area normalized by the total area, the same as the
unity minus the solidity) is 0.73 per recommendations from reference[10] to achieve
less pressure loss and better uniformity of the flow.
Honeycomb screens are only capable of improving the directional uniformity of the
flow, not the velocity magnitudes. Turbulent screens are needed to obtain uniform
standard reference velocity. As mentioned previously, the pressure loss is scaled as
approximately the square of the velocity on a wire screen. Therefore the damping force
on the high flow velocity region is much higher than that of low velocity. Consequently,
the velocities become comparable upon passing through the screen[111]. In addition,
many researchers[74, 82, 13] have shown that wire screens can reduce the intensity
of the freestream turbulence. According to Groth and Johansson[52], the freestream
turbulence becomes homogeneous after 20 mesh size and the streamwise turbulence
intensity is suppressed by more than 30% after 100 mesh width as shown in Figure 2.6.
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(a) Dimensions of an individual vane. Unit is in inches. The leading
edge of the vane is 4◦ to the flow and the thickness of the vanes is 2
mm.

(b) The dimension of the gap between vanes.

Figure 2.4: Illustrations of turning vanes used by the SUAWT.
Moreover, Groth and Johansson also showed that a large reduction was achieved when
the Reynolds number based on the wire hydraulic diameter Red was smaller than 40
and the porosity was greater than 0.5. Two turbulent screens used by the SUAWT
are rectangular meshed with averaged porosity of 0.58 as shown in Figure 2.7. The
effective mesh width (square root of the rectangular mesh area) is 1.27 mm and Red
= 28. The spacing between two turbulent screens is 0.23 m which is approximately
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(b) A photo of the actual aluminum
honeycomb screen.

(a) Dimensions of the honeycomb
screen.

Figure 2.5: Illustrations of the honeycomb screen.
180 screen mesh width.

Figure 2.6: The decay of the streamwise turbulence intensity of a screen (mesh width
M = 0.52 cm, solidity σ = 0.35 and Red = 330). The streamwise distance x was
normalized by the mesh size M. Source: Groth and Johansson[52].

The flow enters the contraction after the settling chamber. A contraction acceler37

(a) Dimensions of the turbulent
screen.

(b) A photo of the actual nylon turbulent screen.

Figure 2.7: Illustrations of the turbulent screen.
ates the flow to the desired test section speed through a decrease of the cross-sectional
area. In the mean time, the fluctuating vorticities in the streamwise direction are
amplified whereas those normal to the streamwise direction are compressed through
vortex stretching. Consequently, the induced turbulent velocities in the streamwise
direction are suppressed whereas an absolute increase in turbulent velocities happen
in the cross-stream directions.[135] The most important design parameter of a contraction is the contraction ratio which is defined as the cross-sectional area ratio of
the inlet to the outlet. Constrained by the space and cost limits, the SUAWT contraction has a contraction ratio of 6 which is adequate for a wind tunnel with free
stream velocity smaller than 40 m/s[14]. The cross-section shape of a contraction is
another important aspect. Circular shapes have an advantage of smooth curvature on
the wall whereas rectangular shapes inherit four sharp corners. Although the corner
flows are more liable to separate due to their low momentum plus secondary flows
and cross-flows, it was shown by Mehta[93] that the adverse effects, in the absence
of separations, were essentially local and did not migrate to the center of the section.
In conjunction with a low cost and an easy connection to the rest the tunnel, the
SUAWT adapts a square cross-section shape.

38

Even though the mean flow is accelerating throughout the contraction, it was
shown that local adverse pressure gradient could exist for an axisymmetric or a rectangular contraction near the inlet and exit of the contraction[14, 131]. This is because
the static pressure near the curved wall is higher than the free stream static pressure
at the same streamwise location. Near the inlet, the static pressure from far upstream
must increase to provide the higher than the averaged wall pressure before the contraction begins. The converse phenomenon happens near the exit of the contraction.
These adverse pressure gradients, if not properly dealt with, could induce local separated flow. Hence the uniformity could be reduced and turbulence intensity could
rise in the test section. Based on the design of Bell et al.[14], a fifth-order polynomial
as shown in Equation (2.1) was used as the shape for each wall of the 3D contraction.
The flow is contracted from a 2.30m × 2.30m square section to a 1m × 1m square
section in a distance of 1.14 m.

Y (X) = Hi − (Hi − He )[6(X 0 )5 − 15(X 0 )4 + 10(X 0 )3 ]

(2.1)

Hi and He correspond to the height of the inlet and the outlet respectively and X, Y
stand for the streamwise and cross-stream direction coordinates. X’ is defined as the
streamwise coordinates normalized by the overall length of the contraction. Figure 2.8
shows the shape and the dimension of the contraction used by the SUAWT.
After the contraction, there is a 3.66 m long constant area settling section before the open jet test area. This section serves to guide the flow passing an existing
high speed jet rig inside the anechoic chamber and it was designed to be removable for a swift transition between jet noise research mode and wind tunnel mode.
The test section is 1m × 1m and 2.4 m long, located in an anechoic chamber of size
7.92m × 6.10m × 4.27m. All internal surfaces of the chamber is lined with fiberglass
wedges of a 150 Hz low pass cut-off frequency. Near the exit of the settling duct,
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(a) Design shape of contraction walls
is a fifth-order polynomial.
(b) A photo of the contraction installed. The contraction was fabricated using fiberglass.

Figure 2.8: Illustrations of the contraction.
the velocity can achieve a maximum of 6 m/s corresponding to a Reynolds number
around 380,000 based on the hydraulic diameter of the square cross-section. A plume
catcher was original designed to collect the exhaust air downstream of the test section, however, due to noise concerns, it was taken down after a few tests and the
beginning of the back loop duct was used instead. A fan then extract the air out
of the chamber through the back circuit with a square cross-section of 1.14 m side
outside the building. The same type of turning vane stacks were used at two corners
in the back loop to reduce the power loss. The fan originally serves as the exhaust
fan for the high speed jet research. It is driven by a 7.46 kW electric motor running
at 1645 rpm, producing a flow rate of 5.33m3 /s.

The inner side of the front loop duct is lined with 2 layers of Linacoustic R RC
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fiberglass insulations (50 mm thick in total) to absorb the blower fan noise and environmental background noise. The specification of insulation is shown in Figure 2.9
given by the manufacture. The back loop and the removable setting duct before the
test section are covered by a single layer of the same material due to the cost reason.

Figure 2.9: Specifications of the Linacoustic R insulation sheet. Two layers of 25mm
thick sheets are used for the front loop and single layer of 25mm sheets are used for
the back loop. “NRC” in the table header stands for “Noise Reduction Coefficient”.
It is an averaged value of coefficients across all tested frequency bands. The detail
description of the testing process can be found in References[63, 64]. Source: Johns
Manville.[89]

2.2

Airfoil Model and Actuation System

A DU-96-W180 airfoil, which was developed for wind turbine applications by Delft
University[137], was fabricated for the purpose of this research using Stereolithography (SLA) rapid prototyping technology with DMX-SL

TM

100 resin. The manufac-

turing tolerance was ±0.13 mm and the surface of the model was sanded after the
manufacturing process. The final contour of the airfoil was not measured.
The airfoil model has a chord of 242 mm and a span of 1 m (aspect ratio of 4.1) with
a maximum thickness of 18% of the chord (located at x/C= 0.35) which corresponds
to 45 mm. It consists of 5 modules along the span for ease of instrumentation as well
as to realize different test configurations. Two 12.7mm × 12.7mm square aluminum
spars go through the model for alignment and structural support. In addition, a
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1/4”- 20 threaded rod throughout the inside of the model is used to lock five modules
together in spanwise direction with two nuts on each end. Figure 2.10 is a CAD
drawing of the airfoil section.

Figure 2.10: A CAD drawing of the whole airfoil model.
Each module is composed of a main skeleton and 9 removable actuator inserts
in a 3 × 3 pattern as shown in Figure 2.11. Small pins and mating holes on both
sides of each module are used to constraint the relative locations of sections with
respect to each other. Additionally, two round holes of 19 mm diameter on sides of
each module throughout the span are passages for electric cables and compressed air
tubes. Three rows of blowing slots are located at 10%, 50% and 85% of chord length
respectively from the leading edge. The row at the 85% chord location has slots on
both the suction and pressure surfaces whereas the others only open to the suction
side. A total of 15 blowing slots span across each row over the airfoil model. Slots
on actuator inserts are 39 mm (0.4% of the span) by 1 mm (0.04% of the chord)
in dimension. The distance between two neighboring ends of two adjacent slots in
spanwise direction is 25.4 mm (2.5% of the span). As a result, 59% of the airfoil span
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is covered by actuator slots.

The first row of actuators near the leading edge was designed to effectively excite
the boundary layer and enhance momentum mixing. This has been shown by Ho
and Huang[58] that introducing excitation near the origin of the flow was an effective
and convenient method to achieve mixing. Further studies[8, 123, 48] indicated that
actuations located at x/c ≤ 10% provided considerable lift enhancement for a wide
variety of airfoils. Moreover, in general, the closer the actuators are to the leading
edge, the better performance. Due to space constraint, the blowing slots in this study
are located at 10% of the chord length. The mid-chord actuator row was designed
for control of reattached flow and two opposing rows of slots near the trailing edge
were designed to control the trailing edge aeroacoustic noise. Moreover, different
spatial combinations of actuations could be used. Different slot angles, varying from
opposing to the freestream (airfoil incident angle was zero) to normal to the wall,
have also been studied by Hsiao et al.[8] to determine the effect of lift enhancement.
They found that injection angles had insignificant effect comparing with the location
of the slots. For the present study, blowing slots are designed to be normal to the
airfoil surface, and only the x/c = 10% row of actuators were used. Eighteen holes
of 1.5 mm inner diameter open on both side of the airfoil (9 on each side) at the
mid-span. They are designed for dynamic surface pressure measurement.
Each blowing slot connects to a small rectangular cavity of dimension: 39mm ×
6mm × 1mm. One 90◦ elbow connector with 3.47 mm inner diameter, 9.7 mm off
the closest side of the cavity is used as compressed air inlet for every slot as shown
in Figure 2.12. This design is mainly constrained by geometrical limitations. Plastic
tubes of 6.35 mm inner diameter with 2 m length connect the actuators to a manifold
which split the compressed air source to 15 channels. Upstream of the manifold,
a computer-controlled solenoid valve with 6.35 mm inner diameter pipe connection
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(a) A module skeleton
without actuator inserts.

(b) A complete module, top
view.

(c) A complete module,
bottom view.

Figure 2.11: CAD drawings of the center module with/without actuator inserts.
Pressure taps are shown.
turns on and off the blowing actuation. Prior to the valve, a manual pressure regulator
is used to preset the back pressure prior to tests. The overall actuation system
is connected to a compressed air tank pressurized to 689 kPa. A Kaeser KT 850
compressor with 51 m3 /h flow rate[68] in conjunction with a Kaeser HTRD dryer
were used to sustain the pressure level.

Figure 2.12: A illustration of the back of the actuator inserts.
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2.3

Instrumentation

A three-component external AEROLAB force balance was used in one experiment to
measure the aerodynamic force applied on the airfoil model. It is a pyramidal strain
gauge balance designed to measure lift, drag and pitching moment of various test
objects in a wind tunnel. A strain gauge deforms when it is subjected to an external force. This geometrical deformation leads to a change to its electric resistance.
Through an electric circuit, such as a Wheatstone bridge, a corresponding change
in output voltage signal is established. This force balance is capable of adjusting
the yaw angle of the model in 0.1◦ increments in a horizontal plane. The maximum
measurable values for the lift, drag and the pitching moment components are 444.8
N, 177.9 N and 11.3 Nm, respectively. In this study, the “drag” component was
used to measure the aerodynamic forces normal to the flow velocity on the horizontal
plane. The calibration for the force balance was done with a linear correlation with
the voltage output and known weights.
Eighteen dynamic pressure transducers were implemented inside the airfoil model
to measure the unsteady surface pressure on both side of the airfoil along the chord
at the mid-span as illustrated in Figure 2.13. The locations of the sensors projected
on the chord are given in Table 2.1. Similar to the force balance, pressure transducers convert the physical deformation of certain piezoelectric material to varying
voltage signals. These pressure sensors are manufactured by a German company SENSORTECHNICS (serial number: HCLA 12X5EB). They are pre-calibrated dual port
(low and high pressure port) differential pressure sensors operating within ±1250 Pa
pressure range. 5 volt DC voltage with minimal 5 mA DC current are needed to
power the sensor. The response delay of the sensor is 0.5 ms corresponding to 2 kHz
frequency. The output signal is 2.25±2V. During experiments, the low pressure ports
of the transducers were open to one sealed chamber inside the airfoil model as a common reference where the high pressure ports were connected to 1 mm diameter orifices
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Suction Side
1
2
3
4
5
6
7
8
9

Location(x/C)
0.06
0.15
0.25
0.35
0.45
0.54
0.64
0.74
0.83

Pressure Side
10
11
12
13
14
15
16
17
18

Location(x/C)
0.83
0.73
0.63
0.54
0.44
0.34
0.24
0.14
0.05

Table 2.1: Locations of the surface pressure transducers.
on the airfoil surfaces by plastic tubes (165 mm long and 1 mm in inner diameter).
In addition, one pressure transducer was used to measure the surface pressure on a
cylinder installed inside the wind tunnel. The low pressure port of this particular
pressure transducer was open to the inside of the closed cylinder tube while the high
pressure port was connected to the cylinder surface through a 15 mm long tube of
the same type and diameter that was used for the airfoil. Based on the method suggested by Iberall[61], it was estimated at 1 kHz that the pressure amplitude change
through the tubing was negligible whereas the frequency attenuation was less than 3%
of the oscillatory period. Consequently, given the Nyquist frequency of the pressure
measurement was at 1 kHz throughout this study, the affects of the tubing on the
measurement were negligible.

Figure 2.13: Locations of 18 pressure taps around the airfoil mid-span.
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As indicated in Figure 2.14, six microphones were installed in the far-field, 10
chord lengths away from the leading edge of the airfoil (at 0◦ incident angle) to
measure the acoustic pressure. All the microphones are located on the mid-span
plane of the airfoil model and distributed on both sides of the model with 30◦ apart.
The condenser microphones used in this study are G.R.A.S. 1/4” 40BE type, in
conjunction with G.R.A.S. 26CB preamplifier, this sound measurement package has
a frequency response as shown in Figure 2.15. They can generally achieve ±1dB
response from 4 Hz to 40 kHz with a dynamic range of 166 dB[46]. The sensitivities
of the microphones are calibrated individually prior to each test using G.R.A.S 42AB
sound calibrator. This calibrator outputs a 1 kHz tonal sound at 114dB with 1%
distortion[47]. A relation can be built between the spectrum of measured voltage
output and the known peak amplitude produced by the calibrator.

Figure 2.14: A top view of the far-field microphone array configuration.
A pitot static tube and hotwire anemometry were used to measure the velocity in
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Figure 2.15: A typical frequency response of the G.R.A.S. 40BE free-field microphone.
The upper curve is the auto-compensated response whereas the lower one is the
original pressure signal. Source: G.R.A.S.[46]
the flow. The pitot static tube combined with a MKS pressure transducer measures
the wind tunnel freestream dynamic pressure. The velocity can be calculated using
Bernoulli’s relation as shown in Equation (2.2), where Pd is the freestream dynamic
pressure and ρ is the air density.
s
U∞ =

2Pd
ρ

(2.2)

In this study, a hotwire anemometry system was used to measure the velocity at
exits of the blowing slots. The hotwire anemometry utilizes the cooling effect of the
flowing air on a small heated metal wire (typically ranges from 5 µm to 20 µm in
diameter as shown in Figure 2.16) or film to measure the velocity. In general, given
a fixed geometry and air properties, the overall heat transfer coefficient between a
heated solid body and surrounding fluids increases with the flow velocity. In turn, the
temperature variations result in change of the electric resistance of the metal wire.
Using an electric bridge, a Wheatstone bridge for instance, a corresponding voltage
change can be measured. Through a calibration, correlations between the voltage
variation and the velocity change can be found. It was suggested by George[42],
Glauser[45] and other researchers[18]that a fourth order polynomial relation between
the voltage and velocity generated low error between the experimental data and the
numerical curve fit.
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Hotwire anemometry is widely used in various types of turbulent flow measurements because it is capable of resolving velocity changes faster than 40 kHz frequency.
The hotwire system used in this research was a tungsten wire type probe powered
by Constant Temperature Anemometry (CTA) units of type 56C01 from Dantec Dynamics. The probes’ diameter is 5µm and the length is 1.5 mm. A 56C16 general
purpose bridge also from Dantec Dynamics was used to output the voltage signal. The
calibration was done using a TSI 1128A Manual Velocity Calibrator which generated
a small air jet with adjustable velocity from a compressed air source. In conjunction
with a pressure transducer (measures pressures from 0 to 1333 Pa) connected to the
equipment, jet velocity can be calculated based on the Bernoulli’s principle. On the
other hand, the hotwire was secured near the exit of the jet nozzle inside the potential
core with the wire longitude axis perpendicular to the flow velocity. By adjusting and
measuring the velocity of the jet in the meantime monitoring the voltage output of
the hotwire, a series of data points in velocity and voltage space can be recorded.
Correlations then can be established for the actual experiment. Since the calibration
curve is sensitive to the ambient temperature, to achieve a better accuracy, hotwires
were always calibrated before each test.
A Dantec Particle Image Velocimetry (PIV) system was used to measure the two
component velocity field on the suction side of the airfoil. A typical PIV measurement
system consists of three major parts: lasers, cameras and control equipments. In
addition, seedings are needed as the indicators of the flow field. The laser illuminated
a plane from the seeded flow in a pulsating fashion, while cameras capture photos
of the lighted window. Between two successive snapshots, particles (seeds) have
moved with the flow hence their positions within the measurement window change
correspondingly. By statistically finding the cross-correlation between locations of the
particles in the two snapshots, flow velocities at various spatial points are calculated.
A typical PIV setup can be found in Figure 2.17. A standard PIV system only
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Figure 2.16: An example of the hotwire probe. Source: Dantec.[29]
measures the velocity components parallel to the measurement windows, whereas a
stereoscopic PIV system acquires three components of the velocity vector by utilizing
multiple cameras angled to the window. In 2006, Elsinga et al.[38] developed a
tomographic PIV system which measures three components velocity field within a
three dimensional volume using multiple cameras placed along different observation
directions.

Figure 2.17: An illustration of a typical PIV setup in a wind tunnel. Source: Raffel
et al.[114]
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The laser system used by the Dantec PIV package is a Gemini 200 Nd:YAG unit
produced by the New Wave Research. It is a dual laser cavity semiconductor system
consisting of two water cooling towers, two control panels and one laser head assembly.
The repetition rate of the laser is 15 Hz producing 200 mJ energy at 532 nm per pulse.
The pulsating laser beam is guided through a Dantec 80X11 Light-guiding arm and
spread out by a Dantec 80X20 optical assembly to a light sheet.
Two 12-bit Dantec HiSense PIV CCD cameras coupled with various Nikon Nikkor
lenses were used to capture the flow field in a two component configuration. The cameras have a resolution of 1024×1280 and a firing rate of 4 Hz. This limits the overall
sampling rate of the PIV system to 4 Hz. A Dantec FlowMap R hub is responsible for
the synchronization and timing between the laser and the cameras. Inside the hub, a
National Instrument (NI) 32-bit PCI-1424 frame grabber card acquires images from
the cameras at a maximum 200 Mbytes/s rate. A PC was used to control the hub
and store original snapshots through a 100Mb Ethernet direct connection using the
Dantec FlowManager software.
The seeding is an important part of the PIV measurement. As shown in Figure 2.18, a too low seeding density will bias the measured displacement towards zero
between two successive snapshots. The seeding for the present study was provided
by a smoke machine (Model name: SHOW FOGGER PRO) with adjustable flow
rate manufactured by Ultratec (formerly Le Maitre Special Effects). The machine is
capable of continuously generating smokes at a maximum rate of 1.55 m3 /s. During
the test, different flow rates were tested to achieve the best seeding density in the
flow.
The calibration of the PIV system involves building a cross-correlation between
the physical space and pictures in pixel space in terms of the scale factor and angle
correction. Dantec FlowManager software has dedicated functions for the calibration
process. A standard Dantec 200 mm × 200 mm calibration plate with 37 × 37 grid
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Figure 2.18: The effect of the seeding density on the measurement accuracy calculated
by a Monte Carlo simulation. It is clear from this figure that when the seeding density
is smaller than 12 particles per interrogation area, the measured displacement is
smaller than the physical displacement. Source: Dantec.[28]
points (5 mm spacing) was used in this study.
The Data Acquisition (DAQ) system is based on the National Instrument PXI
platform. PXI is a computer dedicated to the data acquisition/output applications
running on a dual boot system: Microsoft Windows XP and National Instrument
Real-Time OS. In this study, NI PXI-1042 and NI PXI-1000B chassis with the same
NI-8108 controller were used to house a variety of data acquisition cards. An additional SCXI chassis was also used as an extension of the main PXI chassis. A NI
PXI-6070E (1.25 MS/s, 12-bit, 16 channels, DC coupled) Multifunction DAQ card
was used to connect and acquire data from the SCXI to a PXI chassis. Three NI
PXI-4472 (102.4 kS/s, 24-bit, 8 channels, DC coupled) Dynamic Signal Acquisition
Modules were used to measure surface pressure data. Hotwire test and PIV trigger
also used PXI-4472s for the acquisition. A NI PXI-6733 (1MS/s, 16-bit, 8 channels,
DC coupled) analog output card combined with a NI TB-2705 terminal block were
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used for the control signal output. On the SCXI chassis, one NI SCXI-1531 (8 channels, AC coupled) accelerometer input module was used to power the microphones
and condition the microphones’ output signal. One NI SCXI-1520 (8 channels, DC
coupled) universal strain gauge input module with a NI SCXI-1314 terminal block was
used to interface with the force balance. Standard BNC cables and SMB coaxial cables were used whenever feasible to minimize signal attenuations and electromagnetic
interferences.
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Chapter 3
BEM Analysis
3.1

BEM Principles

Blade Element Momentum (BEM) method is used to theoretically evaluate the potential effect of the active flow control on the power output of the wind turbines. This
method was first proposed by Betz and Glauert[44] in the 1930s to predict steady state
wind turbine rotor aerodynamic performances. After more than 70 years, this method
is still a fundamental part of many commercial and research wind turbine design and
analysis software packages. The software WT Perf released by NREL uses steady
BEM model to predict the wind turbine performance while FAST, also developed by
NREL, is based on the unsteady BEM algorithm to predict the overall performance
as well as the aero-elastic characteristics of the wind turbine in a turbulent flow.
A BEM algorithm first divides a wind turbine blade into small sections (elements)
along the span. Within each section, the geometry of the blade as well as the flow
conditions around the blade are assumed to be linearly varying in the spanwise direction. Given an airfoil profile and corresponding lift and drag curve from either
experimental dataset or simulations, aerodynamic forces for each blade section can
be readily computed. However, the flow conditions, such as the wind velocity at the
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leading edge of the blade as well as the relative angle of attack, are required for the
analysis. One-dimensional momentum (both linear and angular) theory provides the
aforementioned requirements. The momentum theory assumes that:
• the flow is incompressible and steady;
• there is no frictional drag on the wind turbine rotor;
• static pressures far upstream and far downstream of the rotor are assumed to
be the same;
• the rotor has an infinite number of blades
Under these assumptions, using the control volume analysis, torque (Q) and thrust
(T) can be calculated for each annular section on the rotor disk given by equations:

dQ = 4a0 (1 − a)ρUwind πΩr3 dr

(3.1)

2
dT = 4a(1 − a)ρUwind
πrdr

(3.2)

a = (Uwind − U )/Uwind

(3.3)

Where:

a0 =

ω
2Ω

(3.4)

Where a and a0 are the axial induction factor and the angular induction factor respectively. Ω is the rotor angular velocity and ω is the flow angular velocity immediately
downstream of the rotor plane. r is the radial distance from the hub to the rotor annular section. The axial and angular induction factors are unknown, but by equating
these two equations for torques and thrusts from the momentum theory to the local
blade element aerodynamic force calculations, the system of equations can be solved.
The details about the BEM theory can be found in Reference[55].
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Figure 3.1: S809 airfoil with 21% maximum thickness. Source: NREL[129]
A numerical iteration algorithm is created to solve the system of nonlinear equations to calculate the torque and the thrust based on Reference[55]. The power coefficient of the overall wind turbine rotor can be obtained from the integration of the
individual contributions from each blade element along the span. A tip loss correction
factor based on Prandtl’s method is introduced into the algorithm to account for the
power loss due to the tip vortices. In addition, an empirical turbulent wake correction
factor[90] is implemented in the code to compensate for the error associated with the
steady flow model in the wake.

3.2

Blade Design

A virtual wind turbine blade is optimally designed based on the theoretical optimal
values for a=1/3 and a’=0 (Betz limit). For this study, a NREL S809 airfoil is
selected as the cross-section shape throughout the entire span. S809 airfoil is a laminar
flow airfoil, specially developed for the wind turbine applications with a maximum
thickness of 21% of the chord. The shape of the airfoil is shown in Figure 3.1. The
reason of choosing this particular airfoil is that the experimental lift and drag data
for a wide range of angles of attack are available for different Reynolds numbers. This
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is critical for the BEM algorithm to accurately evaluate the performance of the blade.
The design conditions are:
• wind speed: Uwind = 10 m/s;
• tip speed ratio: λ (Ratio of the blade rotational speed divided by the wind
speed) = 5;
• blade number: B = 3;
• design power output: P = 1MW;
• design power coefficient: Cp = 0.5;
Based on these conditions, the radius is calculated to be 33 m and the rotational
speed is about 15 RPM. The blade is equally divided into 20 segments along the
span. According to Reference[20], the maximum aerodynamic efficiency of this airfoil
at 300,000 Reynolds number is obtained with a 6 degree angle of attack. The blade is
twisted along the span to ensure this optimal angle at the design conditions as shown
in Figure 3.2. The pitch angle is larger near the root of the blade because the relative
angle of attack in that region is lower than it is near the tip due to the lower local
linear velocity. A large pitch angle is needed to compensate for this affect. The chord
length distribution along the span is also optimized as shown in Figure 3.3. Similar
to the pitch angle distribution, the chord is generally larger near the root to offset the
effect due to the low local linear velocity. However, an excessive chord length near the
root can be difficult to manufacture. In addition, most of the power is produced from
the outboard of the blade. As a result, a smaller chord comparing with the optimal
design near the root is beneficial from a practical point of view. In this study, the
chord is cut off at a maximum 7 m (c/R = 0.21).
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Figure 3.2: The pitch distribution along the span of the virtual blade.
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Figure 3.3: The chord distribution along the span of the virtual blade. The maximum
chord length is limited to 7 meters for practical purposes.
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Test Data and Modified Data for S809 at Re=300,000
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Figure 3.4: Lift and drag curves are modified by assuming the flow separation is
delayed by 5 degree angles of attack and the corresponding lift and drag coefficients
stay constant. The original lift and drag data are from Reference[20].

3.3

Assessment of Flow Control

The developed BEM algorithm and the numerical wind turbine model are then used
to theoretically evaluate the influence of the flow control on the power output of a
wind turbine with a constant tip speed ratio of 5. The assumption made here is that
the flow control delays the stall of the wind turbine blade by 5 degree angles of attack
across the span. As a result, the lift and drag coefficients stay constant after the
stall for 5 degrees before they return to the original value obtained from experimental
data as shown in Figure 3.4. In this case, at Reynolds number is 300,000, the original
separation angle is 14 degree and the corresponding lift and drag coefficients are
0.9 and 0.1, respectively. Therefore, the modified lift curve and drag curve have a
constant value of 0.9 and 0.1 between 14 and 19 degree angles of attack before they
go back to the original experimental values at 20 degree. This modified lift and drag
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Figure 3.5: The comparison of the power output of the wind turbine with/without
flow control and control at different spanwise locations.
curve are then used as the input to the BEM algorithm. The wind turbine power
output is then calculated for the cases with/without control as well as different control
locations along the span as shown in Figure 3.5. The result shows a 15% increase in
the maximum power output with the control either on the whole blade or only on the
half of the blade near the tip. In practice, the power output is regulated to a constant
designed value once the wind speed reaches the rated wind speed. In this case, the
design power output is 1000 kW indicated in the figure by a dashed line. Therefore,
without considering other factors such as aero-elastic loading and electric generator
responses, the control can extend the nominal operating range of the machine by 60%
at the rated power.
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Chapter 4
Control Mechanism
In this research, the duty cycle control is used to drive the solenoid valve. Duty
cycle control is similar to the Pulse Width Modulation (PWM) method. Pulse train
shape of voltage signals are generated by a computer based controller at a constant
frequency (25 Hz or 30 Hz in this study due to the limitation of the valve switching
speed). An example of the actual output signal with 50% duty cycle is shown in
Figure 4.1.
At the high voltage level (1.2V), a relay is excited. As a result, a 24V DC voltage is
supplied to the normally closed solenoid valve. An electric diagram for the relay-valve
circuit is shown in Figure 4.2.
By controlling the duty cycle of the pulse signal, the opening time of the valve
is accordingly changed. The blowing momentum in one period is in turn controlled.
Figure 4.3 shows the total momentum coefficient normalized by 6 m/s freestream
velocity for different duty cycles at 275.8 kPa back pressure. The blowing velocity
was measured by a hotwire at 1mm height away from the blowing slot for one blowing
slot for 1.5 second at 20kHz sampling rate. Time average was performed to compute
the mean blowing momentum. An approximate linear relationship between the duty
cycle and blowing momentum is achieved within the 45% to 80% duty cycle range.
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Figure 4.1: An example of the output control signal at 25 Hz constant frequency.

Figure 4.2: A diagram of the electric circuit for the valve control.
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The increase in Cµ between the 80% duty cycle to the steady blowing (100% duty
cycle) is smaller than 2%. This indicates that at this back pressure level and frequency,
the flow rate through the valve is saturated. The maximum Cµ is about 0.6% at 80%
duty cycle. In this study, the valve operates within the linear duty cycle range: 45%
to 75% due to the limitation of the valve response.
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Figure 4.3: Time averaged total blowing momentum coefficient over the airfoil span
at different duty cycles.
For the closed-loop control, two control algorithms are developed and applied in
the study. The first one is the proportional control as shown in Figure 4.4. The
sensing information (fluctuating surface pressure) is first passed through a second
order Butterworth low pass filter at 15Hz cut-off frequency to eliminate the noise and
high frequency information in the flow beyond the actuator’s bandwidth. Then the
filtered signal is delayed by a given phase lag (0.04 second, 30% of the driving period
at 25 Hz in this case) and multiplied by a constant gain to scale it roughly between
the values of 0 and 100. A bound function is then applied to the processed signal
to limit its range between 45 and 75. Values outside this range are rounded to the
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nearest bound. This is to ensure that the valve is running according to the control
without jitter. This bounded value is the duty cycle for a pulse train generator and
the generated pulse is finally sent to the valve. The algorithm is realized in LabView
8.6.1 under Real Time environment to achieve a better time resolution.

Figure 4.4: A diagram of the proportional closed-loop algorithm.

The cut-off frequency is set to be 15 Hz because that the dominant flow structure
has a frequency around 7 Hz. 15 Hz should cover one higher harmonic of the dominant
frequency. The phase lag 0.04 second is a result of trial and error process during the
experiment. It matches the integral time scale of the vortical structure shed from the
cylinder.
The second control algorithm used in this study is the Proportional and Differential (PD) control. This controller adds filtered derivative information of the signal
into the control so it is aware of the trend. The overall process of the PD controller is
identical to the proportional controller except that it has an extra differential branch
and the proportional branch does not have a phase delay. A control diagram is shown
in Figure 4.5. In this case, the real time integrated lift coefficient is used as the

Figure 4.5: A diagram of the PD closed-loop algorithm.
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feedback signal with no phase lag. The low-pass filter is also set at 15 Hz cut-off
frequency to avoid the noise and pass the dominant flow frequency and its first high
harmonic. The valve is running at 30 Hz.
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Chapter 5
Experiment One: Unsteady
Aerodynamic Loading
5.1

Objectives

The objectives of this experiment set are:
1. Test and evaluate the effect of the leading edge periodic excitation on the aerodynamic performance of the airfoil with open-loop control under steady incoming flow conditions.
2. Design and implement a proportional closed-loop controller using surface pressure information as the input and leading edge blowing as the actuation.
3. Apply this control system to mitigate the aerodynamic loading fluctuation experienced by the airfoil model under large scale freestream unsteadiness produced
by a two-dimensional cylinder wake.

66

5.2

Experimental Setup

The two-dimensional airfoil model was vertically set up on the force balance in a
cantilever configuration at the exit of the open jet wind tunnel. The top of the airfoil
model was not secured. At zero incident angle, the airfoil chord was parallel with
wind tunnel centerline hence it was parallel with the flow. The angle of incidence
then coincided with the angle of attack. The pivot point of the rotation was at 1/4
chord length. The chord plane was at the center of the wind tunnel exit plane. A
picture of the setup is shown in Figure 5.1.

Figure 5.1: A picture of the experimental setup. The airfoil was located on a force balance in a cantilever configuration. The two-dimensional cylinder is visible upstream
of the test section inside the wind tunnel.
The Reynolds number based on the chord length of the airfoil was 100,000. A
turbulence trip wire was attached to the suction surface of the airfoil at approximately 3% of the chord away from the leading edge across the entire span to trigger
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the boundary layer into turbulent. A CAD drawing of the trip wire is shown in
Figure 5.2. The thickness of the trip wire was approximately 1/8 of the local displacement thickness at zero degree angle of attack evaluated by the XFOIL package.
The Reynolds number based on the thickness of the trip wire was 200.

Figure 5.2: A CAD drawing of the turbulence trip wire.
To produce large scale unsteadiness in the freestream simulating flow conditions
inside a wind farm, a two-dimensional cylinder of 203 mm diameter (aspect ratio
Hcyl /Dcyl = 4.9) was vertically installed at the centerline of the wind tunnel, in a
cross-flow configuration, 7 diameters upstream (center of the cylinder to the edge of
the exit) of the wind tunnel exit as shown in Figure 5.3. This cross-flow cylinder was
instrumented with one pressure transducer as mentioned in Chapter 2. The pressure
transducer was at the mid-height of the cylinder, oriented 90◦ to the flow to measure
the unsteady pressure fluctuation on one side of the cylinder.
The flow around a two-dimensional cylinder is a canonical fluid dynamic configuration and it has been intensively studied theoretically, experimentally and numerically.
Mallock[88] first observed the asymmetric vortex pairs inside the cylinder wake experimentally in 1907. Four years later, in 1911 and 1912, von Kármán first proposed
a theoretical explanation for the phenomenon using inviscid flow and linear stability
analysis[141, 142]. This asymmetric pattern of the vortex street is therefore named
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(a) A schematic of the experimental setup with the cross-flow cylinder
upstream.

(b) A picture of the installed cylinder inside the wind tunnel.

Figure 5.3: Illustrations of the experimental setup with a cylinder upstream.
after von Kármán. The formation of the vortex street is due to the unsteady boundary layer separation on each side of the cylinder at certain Reynolds numbers. These
vortex pairs convect downstream and are eventually dissipated by the viscosity in
the fluids. The patterns of the shed vortices vary with Reynolds number based on
the diameter of the cylinder. A comprehensive review of the vortex dynamics in the
cylinder wake can be found in Reference[146].
For the present study, the Reynolds number based on the cylinder diameter was
78,000 (subcritical). Fully turbulent wake with a peak shedding Strouhal number
(≡ fvs Dcyl /U∞ where fvs is the dimensional vortex shedding frequency) around 0.2 is
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expected at this Reynolds number and aspect ratio[103]. The diameter of the cylinder
was chosen to be comparable with the chord length of the airfoil (Dcyl /C = 0.8). The
reason was that the top part of the utility-scale size wind turbine tower had a diameter
similar to the chord length of the root or middle section of the blade. In addition,
it was designed that the vortex shedding frequency fvs was below 20 Hz. This was
to ensure that the potential vortex shedding induced noise was below the frequency
threshold of human ears for a better quality of the aeroacoustic measurements. The
distance between the cylinder and the exit of the wind tunnel was 7 cylinder diameters
(5.87 airfoil chord length) to match the typical spacing between turbines in a wind
farm.

5.3

Wind Tunnel Blockage

Given the setup, the blockage ratio of the cylinder inside the wind tunnel was 0.2.
The velocity increment (ratio of the increased velocity to the uncorrected freestream
velocity) near the cylinder surface due to the solid-blockage was 0.034 calculated
by Equation (5.1). This equation was derived for the blockage correction of a twodimensional vertical cylinder in a cross-flow orientation in a two-dimensional wind
tunnel based on the potential flow theory. Details can be found in Barlow et al.[10].
In this equation, Rcyl and Wtunnel represent the radius of the cylinder and the width
of the wind tunnel respectively.
2
π 2 Rcyl
sb =
2 Wtunnel

(5.1)

The wake blockage is another type of artificial influence on the flow velocity due
the existence of the wind tunnel walls. The cylinder model reduces the wind tunnel cross-section area. Therefore the average freestream velocity is increased. As a
result, according to Bernoulli’s equation, the static pressure is reduced. A negative
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pressure gradient is then generated in the streamwise direction and the flow inside
the boundary layer on the cylinder surface is accelerated. To take this phenomenon
into consideration, a wake blockage correction was calculated through Equation (5.2).
For this case, the velocity increment was calculated to be 0.056. The drag coefficient
cd for the cylinder in this equation was chosen as 1.2 from the literature research[2].

wb =

Dcyl cd
4Wtunnel

(5.2)

The overall blockage correction coefficient  = sb + wb = 0.09. The corrected
velocity at the cylinder is then U∞ (1 + ).
For the airfoil model, the blockage effect is not taken into account since it was
located in an open jet test section. According to Barlow et al.[10], the blockage effect
is negligible.

5.4
5.4.1

Results
Without Cylinder

First, tests were performed without the cylinder upstream. The lift coefficients are
calculated from the force balance measurement for angles of attack ranging from 0
to 30 degrees without actuation. The lift curve is shown in Figure 5.4. The CL
approximately linearly increases until 12 degree angle of attack, after which the slope
of the CL curve starts to gradually decrease. This is due to the trailing edge separation
which is in general agreement with a test carried out by DU[137]. The CL first drops
around 20 degree due to the leading edge separation[137]. Around 24 degree, the CL
recovers and reaches its maximum value: 0.84 and then drops again.
The open loop control was performed with a constant 50% duty cycle. The resulting lift curve is shown in Figure 5.5. Generally a similar trend is observed comparing
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Figure 5.4: Baseline lift curve without cylinder upstream.
with the baseline case, however a higher maximum lift coefficient is achieved.
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Figure 5.5: Open loop lift curve without cylinder upstream.
To better compare these two cases, the CL difference normalized by the baseline
CL is plotted over the entire range of angle of attack in Figure 5.6. When the angle
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of attack is below 6 degrees, the open loop control has an adverse affect on the lift
coefficient. This negative lift difference is reduced with the increase in angle of attack.
A possible explanation for this is that the boundary layer is blown off the suction
surface at low angles of attack and flow separation is introduced by the momentum
injection, resulting in a decrease in CL by more than 10% at zero degree angle of
attack. The decrease of the negative effect on the CL with the increase of the angle
is because the momentum injection angle relative to the flow is accordingly reduced
with the angle of attack. The boundary layer is therefore not lifted by the injected
momentum as severely as it is at lower angles of attack. Between 6 degrees and
20 degrees, the influence of the open loop control is not significant. After that, the
actuation starts to steadily enhance the lift coefficient and an up to 12% increase in CL
is obtained at 26 degree angle of attack. This is because the extra injected momentum
by the actuation energized the boundary layer and the high adverse pressure gradient
at originally stall angles is overcome.
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Figure 5.6: Normalized lift coefficient enhancement versus angle of attack.
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5.4.2

With Cylinder

In this part of the study, the two dimensional cylinder was installed upstream of
the test section to generate large scale unsteadiness. The turbulent wake from the
cylinder traveled downstream and interacted with the airfoil in the open test section.
Constant changes in the effective angle of attack as well as turbulence intensity were
experienced by the airfoil model. As a result, unsteady aerodynamic loading was
observed from the force balance measurement.
First, freestream flow conditions are studied using hotwire measurement at the
mid-height of the tunnel exit from the left wall to the center of the tunnel. Figure 5.7
and Figure 5.8 show the mean velocity profiles and the streamwise component of the
turbulence intensity across the half width of the exit of the tunnel respectively. In
both figures, the cylinder projection on the exit plane is highlighted with a vertical
red dashed line.
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Figure 5.7: Mean velocity profiles across the half width of the wind tunnel in the
mid-height plane from the left wall with and without cylinder upstream. The black
dashed curve represents the freestream blockage corrected velocity profile without the
cylinder.
The averaged velocity in the cylinder wake is higher than the plain wind tunnel
averaged velocity due to the blockage. After the blockage correction, a broad mo74

0.35
0.3

Without Cylinder
With Cylinder

urms /Ū
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Figure 5.8: Streamwise turbulence intensity profiles across the half width of the
wind tunnel in the mid-height plane from the left wall with and without cylinder
upstream.Ū is the local time averaged velocity.
mentum deficit profile can be observed by comparing the corrected plain wind tunnel
velocity profile with the cylinder wake velocity profile. The maximum momentum
deficit is about 16% at the center of the wind tunnel. Assuming symmetry about the
vertical center line, approximately 70% of the wind tunnel width is covered by the
cylinder wake. The boundary layer thickness on one side of the wall for the plain
wind tunnel case at the exit is about 7% of the tunnel width. The boundary layer
thickness on the wind tunnel wall for the cylinder case is difficult to define from the
mean velocity profile, as the freestream velocity is not uniform across the wind tunnel
width.
The streamwise turbulent intensity defined by urms /Ū is indicated in Figure 5.8
for both plain wind tunnel case and the cylinder wake case. For the plain wind tunnel
condition, the freestream turbulence intensity near the center of the tunnel is about
2%. The turbulence intensity peaks inside the boundary layer near the wall at a value
of 19% and gradually goes down and stabilizes at 2% outside the boundary layer. For
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the cylinder wake case, the turbulence intensity is higher than the plain tunnel case
across the overall half width of the tunnel. After an initial decrease in the intensity
inside the boundary layer, a steady increase is found from x/Wtunnel = 0.05 to 0.38
reaching a maximum value of 0.28 followed by a slight decrease. The high turbulence
intensity in the freestream is due to the shed turbulence coherent structure from the
upstream cylinder.
The Power Spectral Density (PSD) of the surface pressure signal from the surface
of the cylinder was also measured and it is presented in Figure 5.9. The Strouhal
number, St, is the flow frequency fvs normalized by the diameter of the cylinder and
the blockage corrected wind tunnel velocity. The dominant peak at St = 0.23 (corresponding to approximately 7 Hz) represents the shedding frequency of the cylinder.
Another peak at St = 0.42 (13 Hz) from the pressure PSD is due to the vibration of
the cylinder itself.
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Figure 5.9: The power spectral density function in Strouhal number space measured
from the pressure sensor on the cylinder surface normal to the flow. The highest
peak is located at St = 0.23. The uncertainty in freestream velocity as well as the
freestream turbulence contribute to the relative high uncertainty of the peak Strouhal
number.

76

The integral scale of the velocity at the center of the wind tunnel exit is computed
from the auto-correlation coefficient of the hotwire velocity measurement as shown in
Figure 5.10. The first point closest to the zero correlation coefficient is taken as an
estimate of the integral time scale. In this case, it is found to be 0.04 s. The length
scale of the turbulent structure is then calculated using Taylor’s frozen turbulence
hypothesis[133] assuming the convective velocity of the vortical structure to be 0.86
of the blockage corrected freestream velocity: 5.3 m/s[80]. The result indicates that
the length scale of the vortical structure is 0.22 m which corresponds to 91% of the
airfoil chord length. In addition, given the shedding period is about 0.14 second,
there is a 0.1 second lag between the end of the first vortical structure and the
beginning of the next one passing through the same spatial location at the exit of
the wind tunnel generated from one side of the cylinder. Using the same convective
velocity, the spatial distance between the two vortical structures is 0.53 m. In other
words, the convective time scale of the vortical structure constitutes 30% of the
shedding period. In order to investigate the evolution of the large coherent structure
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Figure 5.10: Auto-Correlation coefficient of the velocity at the center of the wind
tunnel exit. From this figure, the integral time scale is estimated to be 0.04 second.
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in the flow, phase-averaging is performed. This technique is based on the idea of the
velocity triple decomposition proposed by Reynolds and Hussain[115]. Traditional
Reynolds decomposition treats the velocities which deviate from the global mean as
the turbulent fluctuation. However, when the flow field has a dominant oscillatory
structure, which is the case in the cylinder near wake, the large coherent structures
can be identified if the velocity deviation from the global mean is further decomposed
into oscillatory fluctuations and random fluctuations as the following:

uins = Ū + ũ + ur

(5.3)

where uins is the instantaneous velocity, Ū is the global (ensemble) mean of the velocity, ũ is the oscillatory velocity fluctuation and ur is the random velocity fluctuation.
If ũ is obtained through phase-averaging, the large coherent structures in the flow
field are then determined. Furthermore, the random fluctuations can be treated as
the turbulent velocity fluctuation around the oscillatory large coherent structures.
The phase-averaging algorithm tracks all the peaks from the cylinder surface pressure time series and evenly divides the time between two adjacent peaks into a fix
number of bins. The algorithm then finds the corresponding simultaneous velocities
from the hotwire measurements and allocates them into corresponding bins. After the
algorithm exhausts all the points in the velocity time series, an average is performed
for each bin to obtain the phase-averaged values. The upstream cylinder pressure
signal is chosen as the flow phase indicator. In addition, the cylinder resembles the
upstream wind turbine tower in the real wind farm applications. From a control point
of the view, the signals from the upstream wind turbine provide information about
the incoming flow condition for the downstream machine before the event generated
at the upstream turbine affects the downstream machines. This gives the controller
time to react to the incoming event.
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The result for 12 bins averaging for the magnitude of the ũ at the exit of the wind
tunnel during one cycle is shown in Figure 5.11. Due to the vortex shedding, the
magnitude of the velocity profile across the wind tunnel exit varies approximately in
phase except for the velocities inside the boundary layer and the center of the tunnel.
The viscous effect in the boundary layer slows down the evolution of the magnitude
of the ũ, creating an approximately 90◦ lag. Near the center of the wind tunnel exit,
the magnitude of the ũ as well as the amplitude of its variation is smaller in general.
This is clearly observed in measurements taken at the center of the wind tunnel and
x/Wtunnel = 0.47. This is caused by the influence from the vortical structures shed
from the opposite side of the cylinder. The turbulent vortical coherent structure
on the other half plane of the wind tunnel exit always induces a velocity with an
opposite sign near the center of the exit on the present side of the tunnel. Therefore,
the velocities induced by both sides of the cylinder within this region offset each other.
However, since the vortices are shed from the cylinder in a alternating fashion, they
reach the tunnel exit at different time. Hence even at the very center of the tunnel,
the magnitude of the oscillatory fluctuation velocity is not zero. The induced velocites
from the vorticity in the flow follow the Biot-Savart law and they decay linearly with
relative distance away from the vorticity. This explains why the magnitude of the
velocity recovers at locations away from the center of the tunnel.
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ũ (m/s)

0.5

0

−0.5

−1

−1.5
0

0.05

0.1

0.15

0.2

0.25
x/Wtunnel

270◦

84

1.5

1
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Figure 5.11: The evolution of the magnitude of the ũ in one cycle at the exit of the
wind tunnel.

85

Next, the airfoil was installed in the test section in a cantilever configuration
at 27 degree angle of incidence. The dynamic response of the airfoil model was
acquired by the force balance. The objective of this particular part of the study
was to reduce the unsteady aerodynamic loading experienced by the airfoil using a
closed-loop control algorithm. In order to build a controller, real time flow or loading
information is needed. The ideal case would be using force balance measurements
as the real time feedback signal as it senses the control objective (dynamic loading)
directly. However, the dynamic response of the force balance in this study is not as fast
and reliable as the pressure transducer on the airfoil surface. In addition, as indicated
in Figure 5.12, the pressure signals acquired by the first two sensors near the leading
edge have a relative high correlation with the force balance measurement. Therefore,
a proportional closed-loop controller was built utilizing either the first (feedforward)
or the second sensor (feedback) on the airfoil surface with valve running at a constant
frequency of 25 Hz. The detail of the closed-loop control mechanism can be found in
Chapter 4.
The PSDs from the force balance measurements with and without the closed loop
control are shown in Figure 5.13. This is the force response of the cantilevered airfoil
at the fixed end. The data are low-pass filtered at 100 Hz because the frequency
response of the force balance is good up to 150 Hz. In the baseline case, the largest
peak appears at approximately 3 Hz followed by a peak with comparable height
around 6.6 Hz and smaller peaks around 13 Hz, 19 Hz, 22 Hz, 36 Hz, respectively.
These are associated with the vibration of the airfoil with fundamental frequency of
3 Hz. In the closed loop controlled case, using the first sensor near the leading edge,
the magnitude of the first peak is decreased by 73% and the second peak magnitude
is decreased by 49%. The locations of the peaks have not changed in any observable
way. The PSD is increased at frequency higher than 40 Hz possibly due to the
introduction of the duty cycle modulated excitation. But the level of the increase in
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Figure 5.12: The cross-correlation coefficients between the surface pressure information on the airfoil and the airfoil loading measurement from the force balance.
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this range is low compared with the decrease in the major peaks at low frequency
range. To quantify the overall effect of the control, standard deviations (RMS) of
the force balance signals are calculated for the cases with and without control. The
result shows that the RMS of the control case is 11% lower than the baseline. This
clearly proves the effect of the closed-loop control on the unsteady loading reduction.
On the other hand, similar results are found using the second sensor as the feedback
signal source, which is not presented here.
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Figure 5.13: The PSDs of the force balance measurement with/without closed-loop
control.
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Chapter 6
Experiment Two: Aerodynamic
Performance during Unsteady
Conditions
6.1

Objectives

The objectives of this experiment set are:
1. Design and implement a PD closed-loop controller using real time integrated
lift from the surface pressure sensors as the input and leading edge blowing as
the actuation.
2. Use the controller to improve the aerodynamic performance of the airfoil inside
the cylinder wake.
3. Perform PIV measurements over the suction surface of the airfoil to better
understand the flow physics during the airfoil and cylinder wake interaction.
4. Using the phase-averaging technique and POD method to explore the coherent
energetic flow structures.
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6.2

Experimental Setup

This set of experiments were performed in a very similar configuration as described
in Chapter 5. A photo of the experimental setup and an illustration diagram are
shown in Figure 6.1. The first difference between this experiment and the previous
one is that the airfoil was secured on both ends in this part whereas it was not fixed
on the top end previously. This was to reduce the vibration of the airfoil model so
good quality PIV measurements can be achieved. The second difference is that the
force balance was not used in this part of the test because it was difficult to correctly
measure aerodynamic forces using the force balance with the other end of the airfoil
secured. This study focuses on the 19 degree angle of attack since it is the leading
edge separation angle in the steady flow conditions.
For controls, the actuation was applied to the middle section of the airfoil covering
20% of the span where the pressure sensors were located. This was to concentrate
the control authority near where the sensors were.

6.3

Results

6.3.1

Computation of the Lift and Pressure Drag Coefficient

In this experiment, two dimensional lift and pressure drag coefficients are estimated
through the integration of the surface pressure at the mid-span of the model. The
procedures are the following:
1. Calculate the surface pressure coefficient Cp from the pressure measurement.
2. Calculate the normal and tangential unit vectors at the locations of each pressure transducer at the given angle of attack.
3. Calculate the components of the pressure coefficient in lift and drag directions.
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(a) A photo of the experimental setup for this part of the study.
The PIV laser sheet is visible in the picture at the mid-span. The
movement of the particle is captured by two cameras below the airfoil.

(b) An illustration of the experimental setup. The PIV measurement
window covers the entire chord of the airfoil.

Figure 6.1: Illustrations of the experimental setup
4. Calculate the distance on the airfoil surface between sensors for the integration.
5. Integrate all the lift and drag components around the airfoil surface using the
trapezoidal rule.
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6.3.2

Lift and Pressure Drag Coefficient

First, the baseline case without actuation is investigated. At 19 degree angle of attack
with the cylinder upstream, the lift and pressure drag coefficient fluctuate as shown
in Figure 6.2. This indicates a strong influence of the upstream cylinder which is
consistent with the direct force balance measurement from the previous experiment.
The time averaged 2D lift coefficient cl is 0.96 with a RM S at 0.33 and time averaged
2D pressure drag coefficient is 0.19 with a RM S at 0.35. The aerodynamic efficiency
cl /cd is approximately 5.
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Figure 6.2: Part of the time series measurement of the lift and pressure drag coefficient
without the control.
In the frequency domain, the PSDs of the cl , cd and simultaneous pressure signal
from the cylinder are presented in Figure 6.3. The dominant peak for all three signals
are located at the same Strouhal number: 0.23, which is the shedding frequency of
the cylinder. This again shows the dominant effect of the shedding structures from
the upstream cylinder on the aerodynamic performance of the airfoil. The second
peak on the cylinder PSD at around St = 0.42 does not reflect on the lift and drag
spectra. This implies that this frequency is associated with an event on the cylinder
alone. Through a simple vibration analysis, it is shown that this frequency is a result
of the mechanical vibration induced by the vortex shedding.
Since the aerodynamic forces closely follow the shedding frequency from the cylin92
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Figure 6.3: Power Spectral Density functions for cl , cd from the airfoil and pressure
signal from the cylinder surface.
der, a phase-average is performed to investigate the variation of the cl and cd in one
shedding cycle. The result for 12 bins averaging during one cycle is shown in Figure 6.4.
2.5

2

cl
cd
Pressure from the cylinder

cl,cd

1.5

1

0.5

0

−0.5
−50

0

50

100

150
200
Phase Angle(degree)

250

300

350

400

Figure 6.4: Phase-averaged cl and cd signals. The phased averaged cylinder surface
pressure signal is shown on the top with arbitrary amplitude unit.

The lift and pressure drag coefficients exhibit a sinusoidal pattern in one cycle
similar to the pressure signal from the cylinder due to the periodic change in the
freestream flow direction. In addition, these two aerodynamic coefficients are gener-
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ally in phase while they have an approximately 60 degrees phase lag comparing with
the cylinder pressure signal upstream.
To improve the aerodynamic performance of the airfoil under large scale unsteadiness, the same actuation system driven by a PD controller was used. This control
algorithm first computes the lift coefficient from the integration of the surface pressure in real time. It then uses this real time lift coefficient as the feedback signal to
calculate the duty cycle of the valve running at 30 Hz. The control did not change
the oscillatory nature of the flow around the airfoil surface as shown in Figure 6.5.
The dominant peaks for both the cl and cd are still located at the cylinder shedding
frequency. However, a narrow peak is found at St = 0.9 on both of the lift and pressure drag coefficient PSD corresponding to about 27 Hz. This is due to the periodic
excitation generated by the actuators.
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Figure 6.5: Power Spectral Density functions of cl , cd and pressure signal from the
cylinder surface with control.
Phase averaged cl and cd for the control case are also computed and shown in
Figure 6.6. It is clear from this graph that the control does not change the phase
relations between cl , cd and cylinder pressure in any significant way.
On the other hand, when the control case compares with the baseline case, as
shown in Figure 6.7, a maximum of 19% increase in cl and 11% decrease in pressure
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Figure 6.6: Phase-averaged cl and cd signals from the control case.
drag are obtained. The lift increment shows a peak at the minimum lift coefficient
phase angle which indicates the controller works most efficiently around the minimum
lift point. For the pressure drag case, there is no one significant peak at certain phase
angle. It generally fluctuates around 8% line.
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Figure 6.7: The change in phase-averaged cl and cd signals from the baseline case to
the control case.
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6.3.3

Surface Pressure PSD

In this section, the surface pressure PSDs are studied for the 9 sensors on the suction
surface of the airfoil as shown in Figure 6.8. The PSDs are ensemble averaged over
64 blocks of data of 5 seconds long, sampled at 2 kHz. Baseline and control cases are
compared.

Figure 6.8: The number and the locations of the pressure transducers studied in this
section. The location of the actuator slot is also highlighted here.
The PSDs from the first four pressure sensors near the leading edge are showed
in Figure 6.9. The 7 Hz shedding frequency from the upstream cylinder is clearly the
dominant peak in the frequency domain for all four sensors with or without control.
Its higher harmonics at 14 Hz and 21 Hz are also visible especially from the sensor
number 2. For all these four sensors, the PSDs are essentially identical between the
baseline case and the control case, except that the control case has sharp peaks located
at the actuation frequency 30 Hz and its higher harmonics. Although the first sensor
does not directly pick up the 30 Hz driving frequency because it is upstream of the
actuator, it indeed senses some higher harmonics of the actuation particularly at 120
Hz. This indicates that the influence of the actuation travels upstream of the blowing
slot. PSDs of the next five sensors on the suction surface are shown in Figure 6.10. On
this part of the surface, the cylinder influence is still strong. The 7 Hz and its higher
harmonics remain the largest peaks in the power spectra, although their amplitudes
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Figure 6.9: PSDs from the first four pressure sensors near the leading edge of the
airfoil.
are one order of magnitude smaller than the upstream sensors. Comparing with the
leading edge region, a broad peak on the power spectra shows around 200 Hz on
every sensors in this region except for sensor number 6. This indicates that the flow
has events that are happening around 200 Hz in the region where the largest adverse
pressure gradient exists. The pressure sensor number 6, however, does not pick up
this particular frequency. The exact reason is unknown and further analysis using
advanced signal processing tools is needed. In addition, the overall amplitude of the
sensor 5 is higher than the amplitude from the sensor 4. This indicates an increase
in the overall fluctuating pressure level at location 5.
The control reduces the power spectrum of the pressure between 10 Hz and 100 Hz
for all four sensors. This indicates that the periodic actuation reduces the fluctuating
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pressure in this frequency band in this part of the airfoil surface. The higher harmonic
of the actuation frequency at 120 Hz appears again. This indicates that the 120 Hz
component of the periodic actuation has the most significant influence on the pressure
sensors away from the leading edge blowing slot on the suction surface.
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Figure 6.10: PSDs from the last five pressure sensors on the suction side of the airfoil.
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6.3.4

PIV Investigation

The unsteady velocity field over the suction surface of the airfoil is investigated
through PIV measurements in this section for the baseline case to gain an insight
into the flow physics. As described previously, the PIV window covers the suction
surface across the chord at the mid-span of the airfoil.
Four consecutive instantaneous PIV snapshots are shown in Figure 6.11 in terms
of the streamwise velocity component (u) contour. As shown in this Figure, the instantaneous flow field is highly unsteady and various flow structures can be identified.

(a) t = 0 s

(b) t = 0.25 s

(c) t = 0.5 s

(d) t = 1 s

Figure 6.11: Contours of consecutive instantaneous streamwise velocity component
within one second.

As revealed from the previous surface pressure analysis, the flow field is different
between the leading edge region and the trailing edge region. The flow is dominated
by the cylinder wake near the leading edge whereas a broader turbulence spectrum is
observed near the trailing edge. Therefore, the leading edge (up to 55% of the chord)
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and trailing edge velocity fields are investigated individually in the following studies.
Leading Edge
First, the ensemble averaged velocity field, as shown in Figure 6.12, is studied. The
flow accelerates from the leading edge to the maximum thickness of the airfoil then
gradually deaccelerates afterward. In the ensemble averaged sense, the flow is separated at approximately 35% of the chord.

Figure 6.12: Contour of the streamwise velocity component (u) in the leading edge
region. Arrows highlight the in plane velocity vectors.
Considering the dominance of the cylinder wake in the leading edge region, a
phase-averaging is performed to extract the oscillatory unsteadiness in the velocity
field due to the large coherent structures shed from the upstream cylinder. The
phase-averaging algorithm is similar to the one that was used previously for the lift
and pressure drag coefficient phase-average. It utilizes the upstream cylinder pressure
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signal as a phase indicator, and allocates PIV snapshots into 12 bins over 2π phase
angle. The contours for the cross-flow oscillatory fluctuating velocity component (ṽ)
and velocity vectors at 12 different phase angles in the leading edge region are shown
in Figure 6.13. The ṽ is chosen to show here over ũ because the ũ better represent
the moving structures in the flow. The mask of the airfoil is slightly larger than
the actual airfoil shape to eliminate the noisy data near the surface. The negative
ṽ (blue) means the flow is moving down towards the airfoil suction surface while
the positive values (red) indicate the flow is moving upwards, away from the airfoil.
In the first 90◦ phase angle, a counterclockwise rotating structure is generated near
35% of the chord and convected downstream and away from the airfoil surface in
phase. The location of this event is in the vicinity of the separation point revealed
from the ensemble averaged u velocity contour as shown in Figure ??. This indicates
that the leading edge separation is related to the vortex shedding from the upstream
cylinder. On the other hand, in the phase angle 300◦ and 330◦ , a similar structure
with an opposite rotating direction is observed at the approximately same location
of the chord. This rotating direction change is due to the influence of the negative
freestream vortical structures on the pressure side of the airfoil.
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Figure 6.13: Phase-averaged oscillatory fluctuating velocity field ṽ (cross-flow velocity
component) evolves at different phase angles near the leading edge.
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Proper Orthogonal Decomposition (POD) method is also used here to extract
the energetic coherent structures in the flow field. The introduction and the detail
algorithm of the POD method is described in Appendix C. The first four modes of
the POD spatial eigenfunctions for the u and v velocity component in the leading
region are presented in Figure 6.14 and Figure 6.15 respectively.
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Figure 6.14: Contours of the POD spatial eigenfunctions for the u velocity component
near the leading edge.
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Figure 6.15: Contours of the POD spatial eigenfunctions for the v velocity component
near the leading edge.
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As shown in Figure 6.16, the first four modes contain approximately 60% of the
total fluctuating energy of the flow for the u velocity component and 75% for the v
velocity component, which indicates that the corresponding spatial eigenfunctions are
indeed representations of the energetic coherent structures in the flow. In addition,
the high energy of the first four modes implies that the flow is dominated by these
revealed large structures.
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edge.

Figure 6.16: The energy convergence of the POD modes for u and v velocity components near the leading edge.
The phase-dependent conditional POD is also performed to explore the evolution
of the energetic flow structures in different phase angles. PIV snapshots are allocated
into 12 corresponding phase angles and the POD is implemented to each phase angle
individually. By observation, only the spatial distribution of the second mode of the
v velocity component in the leading edge region changes significantly in phase, as
shown in Figure 6.17. This implies that this particular mode carries the influence of
the large scale unsteadiness from the freestream.
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Figure 6.17: Phase-dependent, v component, second mode POD spatial eigenfunctions evolves at different phase angles near the leading edge.
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Figure 6.18: Ensemble averaged v velocity component in the leading edge region.
The spatial eigenfunctions of the first mode, on the other hand, are invariant
in phase and essentially the same as the first mode of the ensemble POD shown
previously in Figure 6.15. When this mode is compared with the ensemble averaged
v velocity component in the same region as shown in Figure 6.18, a great similarity
is observed. This indicates that the most energetic fluctuating structure in the flow
field in the leading edge region is induced by the mean flow.
Trailing Edge
The ensemble averaged velocity contour for the u velocity component in the trailing
edge area is shown in Figure 6.19. The magnitude of the u velocity is lower near the
surface of the airfoil and higher in the freestream. A wake region is generated behind
the trailing edge of the airfoil. From the ensemble averaging point of view, the flow
is attached to the airfoil surface and no reversed flow is observed.
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Figure 6.19: Contour of the streamwise velocity component (u) in the leading edge
region. Arrows highlight the in plane velocity vectors.
As a comparison and continuation to the leading edge region, the phase-averaged
velocity contours for ũ near the trailing edge are shown in Figure 6.20. As expected,
the flow field in this region is less organized than the leading edge region, large vortical
structures are not easy to be identified from the velocity vectors. However, in some
phase angles, strong reversed flow can be seen near the trailing edge surface and in
the wake region.
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Phase = 300◦

Phase = 330◦

Figure 6.20: Phase-averaged oscillatory fluctuating velocity field ũ (cross-flow velocity
component) evolves at different phase angles near the trailing edge.
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In this case, the phase-averaging is clearly not the ideal tool to investigate the
coherent flow structure in the flow. Which is expected because the flow is no longer
dominated by the oscillatory event induced by the cylinder wake. The POD method
for both u and v velocity components are used to study the energetic structures. The
first four POD eigenfunctions are shown in Figure 6.21 and Figure 6.22 respectively.
It is clear from the first four POD modes that organized structures exist near the
trailing edge region off the airfoil surface. They are the results of the interaction of
the incoming large scale unsteadiness from the freestream and the airfoil local flow
conditions.
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Mode 1

Mode 2
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Mode 3

Mode 4

Figure 6.21: Contours of the POD spatial eigenfunctions for the u velocity component
near the trailing edge.
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Mode 1

Mode 2
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Mode 3

Mode 4

Figure 6.22: Contours of the POD spatial eigenfunctions for the v velocity component
near the trailing edge.
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The energy convergence of the POD coefficients are shown in Figure 6.23. In this
region, the convergence rate is slower than the rate in the leading edge region. The
first four coefficients only consist of 44% of the total fluctuating energy of the flow
for the u component and 39% for the v component. This indicates the flow near the
trailing edge region is more homogeneous so that the fluctuating energy is more evenly
distributed in different structures (length scales), whereas the fluctuating energy is
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concentrated on the dominant coherent structures in the leading edge region.
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Figure 6.23: The energy convergence of the POD modes for u and v velocity components near the trailing edge.
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Chapter 7
Conclusions and Future Work
A low speed aeroacoustic wind tunnel was designed and constructed based on an
existing jet noise research facility located at the Syracuse University Skytop campus.
The open loop, open jet wind tunnel has a 1m × 1m test section located inside an
anechoic chamber used for aeroacoustic measurements. The maximum test section
velocity is 6 m/s with 2.5% turbulence intensity. A heater was used to minimize
temperature hence density fluctuations, during experiments.
A two-dimensional DU-96-W180 wind turbine airfoil model instrumented with
static pressure transducers and actuators was designed and fabricated for the presented study. A pneumatic actuation system was built to provide periodic momentum
injections into the boundary layer on the suction surface of the airfoil controlled by a
computer. Two closed-loop control algorithms (Proportion control and PD control)
were created based on National Instrument Labview development package.
Prior to the experimental work, a theoretically analysis was performed to evaluate
the effect of flow control on the wind turbine power output. A numerical assessment
tool was created based on the steady BEM method. Given the dimensions of the rotor,
this algorithm is capable of predicting wind turbine power outputs for different wind
speeds. An optimized wind turbine blade was designed for the numerical evaluation
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under certain design conditions. By assuming that flow control can delay the stall
by 5 degree angles of attack, the result indicates that the maximum power output of
the turbine could be increased by 15% or the operating envelope could be enlarged
by 60%.
This study focused on two experiments. In the first experiment, the airfoil model
was vertically installed on a force balance in a cantilever beam configuration. Open
loop control with 50% duty cycle was used to enhance the maximum lift coefficient.
The result shows that a maximum of 12% increase in the lift coefficient is obtained
at 26 degree angle of attack. In the other part of this experiment, a two-dimensional
cylinder was installed 7 diameters upstream of the wind tunnel exit in a cross-flow
configuration. The vortical structures shed from the cylinder created an unsteady
forcing on the airfoil in the test section. Hotwire anemometry was used to characterize the velocity profile and turbulence intensity at the exit of the wind tunnel
with/without the cylinder upstream. The result shows a momentum deficit profile
covering approximately 70% of the tunnel width produced by the upstream cylinder.
Phase-averages are applied to the instantaneous velocity measurement to investigate
the oscillatory fluctuation due to the vortex shedding, based on the concept of the
velocity triple decomposition. The magnitude of the velocities across a large portion
at the exit of the wind tunnel vary in phase except for the velocity near the center of
the tunnel and inside the boundary layer. The out of phase velocities in the center of
the wind tunnel is likely due to the influence of the negatively induced velocity from
the vortical structures shed from the opposite side of the cylinder. A pressure sensor
on one side of the cylinder 90◦ to the flow monitored the static pressure fluctuation
on the cylinder surface. The Strouhal number measured from the pressure sensor is
0.22 (7 Hz). The integral time scale of the vortical structure in the cylinder wake is
0.04 second which constitutes 30% of the period. The length scale of the structure
is computed to be 0.53 m (91% of the chord). A proportional closed loop controller
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was used to mitigate the fluctuating loading of the model at the force balance caused
by the unsteady aerodynamic loading at 27 degree angle of incidence. The result indicates that the fluctuating loading is consistently reduced by up to 12% using single
pressure real time measurement near the leading edge as the feedback/feedforward
signal.
In the second experiment, the airfoil was also vertically setup at the wind tunnel
exit, but it was secured from both ends without the force balance. Surface pressure
measurements were integrated to obtain lift and pressure drag coefficients. A PD
controller was developed using real time integrated lift coefficients as the feedback
signal. At 19 degree angle of incidence, the phase-averaged lift and drag coefficients
are computed using the static pressure signal from the cylinder surface as the indicator
signal for both the baseline and the control case. The results show that the phaseaveraged lift and pressure drag coefficients lag approximately 60◦ of the cylinder
pressure signal. With the control, the phase-average lift coefficient is increased by
up to 20% while the pressure drag coefficient is reduced by up to 10%. The pressure
PSDs on the suction surface are investigated. The baseline and the control cases
are compared to pinpoint the effects of the control. Beside the actuation frequency
30 Hz and its higher harmonics, the control reduces the amplitude of the PSDs of the
pressure fluctuations lower than 100 Hz after approximately mid-chord. A wavelet
analysis is also performed. The wavelet scalograms for the pressure signal from the
pressure sensor 6 located at 54% of the chord indicate the intermittent characteristic
of the flow on the airfoil upper surface.
PIV measurements were taken to investigate the flow field when the airfoil was at
19◦ angle of incidence. The instantaneous PIV snapshots indicate the flow field on
the suction surface is unsteady. From the ensemble averaged point of view, the flow
is attached to the airfoil surface throughout the suction surface. The phase-averaging
is performed using the cylinder pressure signal as the phase indicator. The results
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show that structures of alternating sign are generated near the maximum thickness
of the airfoil and are convected downstream. In the trailing edge region, the flow is
more turbulent and the large coherent structures can not be identified by the phaseaveraging technique. In addition, a POD analysis was carried out to further study the
coherent structures in the flow field for leading edge region and trailing edge region
separately. The results show that large energetic coherent structures exist in both
leading edge and trailing edge regions. The leading edge structures have a higher
portion of the total energy compared with the trailing edge ones. This indicates
that the flow near the leading edge is dominated by the cylinder wake whereas the
flow near the trailing edge region has a broader energy distribution among different
structures. A conditional, phase-dependent POD analysis was also performed for the
flow field near the leading edge region, the results indicate that the second POD mode
captures the large scale freestream disturbances while the fluctuating structures in
the first POD mode is induced by the mean flow.
Further analysis, discussions and research can be done following this work. On
the fundamental research side:
1. The far-field microphone acoustic data for different angles of attack with/without
control, with/without cylinder upstream can be investigated;
2. The PIV data for the control case can be analyzed to study the effects of the
control;
3. Advanced analysis tools such as wavelet analysis can be used to process the
data prior to the phase-averaging to achieve more accurate results;
4. In order to better mimic real world wind turbine applications, instead of a
circular cylinder, one can use other devices such as a dynamic grid to generate
an unsteady incoming flow with a richer turbulence spectrum;
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5. Airfoil pitching can be introduced to the experiment under unsteady flow conditions as another step towards real wind turbine field working conditions.
On the application research side:
1. The control system developed in this work can be applied to an actual wind
turbine rotor to assess the influence of the control on a rotating frame;
2. Eventually, this work can be implemented in an array of full size wind turbines to
realize the final goal of this study: increasing the overall lifespan and improving
the power output of the wind turbines in an unsteady flow environment.

138

Appendix A
Methods of Statistical Analysis
This chapter gives an overview of various time series analysis approaches used in this
study. All the measurements taken in this study were assumed to be statistically
stationary and ergodic processes. As a result, time averages were performed in substitute for ensemble averages in calculations of different statistics quantities. Most
of the equations in the following part of this chapter were taken from [105, 15]. All
the equations presented here are in discretized forms. Continuous version of these
equations can be found in [105, 15].

A.1

Mean, Variance and Standard Deviation

The sample mean is defined and calculated as:
N −1
1 X
x(i)
x̄ =
N i=0

(A.1)

where N is the total number of the sample and x(i) is the sample series.
The unbiased sample variance is defined and calculated as:

s2 =

N −1
1 X
[x(i) − x̄]2
N − 1 i=0
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(A.2)

The unbiased standard deviation also known as the Root Mean Square (RMS) is:
v
u
u
s=t

A.2

N −1
1 X
[x(i) − x̄]2
N − 1 i=0

(A.3)

Power, Cross Spectral Density and Correlations

The Discrete Fourier Transform (DFT) of the x(i) and the inverse DFT (iDFT) are
calculated using Equation(A.4) and Equation(A.5) respectively. ∆t is the sampling
interval and k is the multiple of the fundamental harmonic frequency. T stands for
the record length in seconds. X̃(k) is the raw spectrum. The individual frequency
component is defined in Equation(A.6). This transform pair converts data back and
forth between time domain and frequency domain (spectrum). In this section, all the
mean values were removed from the signals prior to the calculation to avoid statistic
bias.
X̃(k) = ∆t

N
−1
X

x(i) exp (−j2πik/N )

(A.4)

i=0

x(i) =

N −1
1 X
X̃(k) exp (j2πik/N )
T k=0

fk =

k
N δt

(A.5)

(A.6)

Prior to the calculation, zeros were padded to the end of the time series data
to make the total number of samples as the next integer power of 2 if N was not
an integer power of 2 itself. This was to increase the calculation speed of the FFT
algorithm. The symbol N is used to describe this modified length. Then another set
of zeros, with length of N, were added to the end of the data. The reason was to avoid
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the circular effect of the DFT for the auto and cross-correlation calculations. Zero
padding in time domain can also increase the numeric resolution in frequency domain,
however the effective resolution bandwidth stays the same. The actual calculation
was performed using MATLAB FFT algorithm with total number of 2N points.
The Power Spectral Density (PSD) is calculated directly using the spectrum from
the DFT. However, due to the finite size of the sample, biased error (leakage) will
contaminate the PSD if not deal with properly. In this study, the Goodman spectral
window was applied to the raw spectrum prior to the calculation of the PSD per
suggestion of Otnes and Enochson[105]. This process is indicated in Equation(A.7).

X(k) = X̃(k) +

3
X

b(i)[X̃(k − i) − X̃(k + i)]

(A.7a)

i=1

k = 0, 1, 2..., N − 1;

(A.7b)

b(1) = −0.35; b(2) = −0.0875; b(3) = −0.0625

(A.7c)

The PSD is then calculated using corrected spectrum in Equation(A.8). Scale factor
1.267 is needed for the Goodman window and the ensemble average is used to smooth
the spectral by reducing the variance of the PSD.

Sx (k) =

1.267
|X(k)|2
T

(A.8)

For the cases of Cross Spectral Density (CSD) function, identical procedures are
applied except that two spectra from two signals x(t) and y(t) are involved instead
of one in the cases of PSD calculations. The Equation(A.9) is the final step of CSD
calculation where X ∗ (k) is the complex conjugate of the X(k).

Sxy =

1.267 ∗
X (k)Y (k)
T
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(A.9)

Raw PSD and CSD are calculated in Equation(A.10) and Equation(A.11) as means
of calculating other statistics.
1
|X̃(k)|2
T

(A.10)

1 ∗
X̃ (k)Ỹ (k)
T

(A.11)

S̃x (k) =

S̃xy (k) =

To reduce the computational time, Cross and Auto correlations in time domain
are calculated indirectly from the iDFT of the CSD and PSD respectively. In this
case, raw CSD and PSD before leakage correction are used. Note that trailing zeros
of the same length of the sample must be padded to the record before the DFT, which
in this case is taken care of during the CSD and PSD calculation. Equation(A.13)
and Equation(A.12) define the Cross-correlation and Auto-correlation respectively.

sx (i) =
sx (i) =

N
iDF T [S̃x (k)] i = N + 1, N + 2, N + 3, ..., 2N − 1
i−N

sxy (i) =
sxy (i) =

N
iDF T [S̃x (k)] i = 0, 1, 2, ..., N − 1
N −i

N
iDF T [S̃xy (k)] i = 0, 1, 2, ..., N − 1
N −i

N
iDF T [S̃xy (k)] i = N + 1, N + 2, N + 3, ..., 2N − 1
i−N

(A.12a)
(A.12b)

(A.13a)
(A.13b)

It is common to normalize correlation functions and yield correlation coefficients.
The normalizations are shown in Equation(A.14) and Equation(A.15).

rx =

sx
sx (0)
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(A.14)

rxy =

sxy (i)
sx (0)sy (0)
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(A.15)

Appendix B
Uncertainty Analysis
This chapter presents the uncertainty analysis used in this study for various measured quantities and calculated statistics. The framework of the analysis and procedures in this study follows Dieck[32]. The statistical analysis is based on Bendat and
Piersol[15], Walpole[145] as well as Otnes and Enochson[105]. Human errors and any
other preventable blunders are excluded from the analysis.
By definition, error is defined as the difference between the measured value and
the true value. Since the true value is never known to us, true error is impossible to
obtain by experiments. However, we can estimate the error using the concept of the
uncertainty. Uncertainty is an estimate of the limits of the true error. There are two
types of uncertainties: systematic (biased) uncertainty and random (precision) uncertainty. Systematic uncertainties are constant during the experiment hence do not
contribute to the data scattering, whereas random uncertainties vary throughout the
test and are the very reason of the data scattering. These two types of uncertainties
are calculated differently and combined in a RMS sense.
During the calibration process, random uncertainties can occur along with the
systematic uncertainties. However, in this study, the calibration uncertainties are
treated as systematic uncertainties in the actual experiment because they do not
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vary throughout tests once the calibration is done.

B.1

Random Uncertainties

Random uncertainties are mainly from the data reduction process when various statistics are extracted from the data. Accordingly, statistical estimates are needed to
quantify this kind of uncertainties. This kind of uncertainties can often be reduced
by increasing the number of repetitions of the test. The standard uncertainty for
a statistical estimator is defined as the standard deviation of the estimator. The
nomenclature used in this part is consistent with Appendix A.
The uniformly minimum variance unbiased (UMVU) estimator of the population
mean is the sample mean x̄ which follows a normal distribution with N degree of
freedom. The standard uncertainty associated with this estimator is (calculate from
the standard deviation of the normal distribution):
s
ux̄ = √
N

(B.1)

Where s is the sample standard deviation and N is the number of samples in one
record.
The differences between two means follow the t distribution. The standard uncertainty of the differences between two means µ1 − µ2 is given in Equation(B.2). In
this study, the true variances from both test populations are assumed to be equal.
The degree of the freedom for the t distribution is N1 + N 2 − 2.
r

1
1
u∆x̄ = sp
+
N1 N2
s
(N1 − 1)s21 + (N2 − 1)s22
sp =
N1 + N2 − 2

(B.2a)
(B.2b)

The UMVU estimator for the population variance is s2 following a chi-square (χ2 )
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distribution with N-1 degree of freedom. The standard uncertainty is then:
r
us2 = s

2

2
N −1

(B.3)

The UMVU estimator of the population standard deviation is Kn s with N-1 degree
of freedom where
r
Kn =

N −1
N −1
N
exp(ln Γ(
) − ln Γ( ))
2
2
2

(B.4)

However, it was shown[78] that when N > 10, Kn ≈ 1. Hence s can be used as the
estimator for the population standard deviation. The standard uncertainty is then:
1
us ≈ p
2(N − 1)

(B.5)

Under reasonable conditions[105], The PSD and CSD estimates before ensemble
average follow a chi-square (χ2 ) distribution with 2Be T degree of freedom. T is the
sample length in second and Be is the effective resolution bandwidth which is equal
to 1/T. The standard uncertainty is then:
S(k)
= S(k)2
uP SD,CSD = √
Be T

(B.6)

This is obvious too large (100% uncertainty after normalized by S(k)). To reduce
the uncertainty, ensemble average is needed. The improved standard uncertainty for
PSD and CSD is then:
S(k)
uP SD,CSD = √
Nb

(B.7)

Where Nb is the number of blocks used for the ensemble average.
Standard uncertainties for correlation functions are difficult to construct over the
entire continuous time lags without knowing the true correlations priori. This is
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because the values in correlation functions are often correlated with each other unlike
the cases of PSD and CSD. However, individual uncertainties for discrete values within
a correlation function can be calculated using Equation(B.8). N is the length of the
record before the doubling.
s
ur ≈ r(i)

1 + r−2 (i)
N ∗ Nb

(B.8)

The standard uncertainties in the frequency axis when PSD or CSD are measured
are given by Equation(B.9).
uf =

1
2T

(B.9)

The standard uncertainties for the time lags in correlation coefficients are calculated using the following Equation(B.10). ∆t is the sampling interval in second.

uτ ≈

1.86∆t
ur
π

(B.10)

The standard uncertainty for a curve fit is calculated using Equation(B.11).
s
ucurvef it ≈

PN

− γic )2
N −K

i=1 (γi

(B.11)

Where γi is the ith data point and γic is the corresponding curve fit point for γi . N is
the number of points used in the curve fit. K is the number of curve fit coefficients.

B.2

Systematic Uncertainties

Systematic uncertainties are from the imperfect instruments and calibration process.
In this study, the uncertainties associated with the instruments are obtained from the
manufacture specification. The uncertainty associated with the resolution is based
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on the zero order method:
1
u0 = ± resolution (95%)
2

(B.12)

If no information is available, zero is assumed to be the uncertainty. If the instrument
is calibrated in the laboratory, uncertainties for the calibration is calculated, otherwise
zero is assumed. Table B.1 lists all the systematic uncertainty sources throughout
the experiment.
Table B.1: Instrument Uncertainties
Instrument

Systematic Uncertainty

Force Balance
Pressure Transducer
Pitot Static Tube
Microphone
Hotwire
Airfoil Chord
Airfoil Span
Cylinder Diameter
Clean Wind Tunnel Speed

0
6.25 Pa (0.01 V)
0.001 Pa
1 dB
0
0.001 m
0.006 m
0.001 m
0.02 m/s

Calibration Uncertainty
random
systematic
0.27 N
0
0
0
0
0
0
0
0.07 m/s
0
0
0
0
0
0
0
0
0

Calibration uncertainties only apply to the absolute measurements. When a test
purpose is to compare two or more measurements collected using the exact same
equipments within a short period of time and only one calibration is performed,
calibration uncertainties are not taken into consideration for the comparison. This
is because the uncertainties associated with the calibration process are consistent for
the results, hence they are eventually offset by each other during the comparison.
In this research, 12 bit or higher resolution ADCs are used to sample the analog
signals. The uncertainties associated with the digitization process are ignored because
they are generally two orders magnitude smaller than the other uncertainties sources.
The standard uncertainty for a numerical integration scheme using the Trapezoidal
rule is computed using Equation(B.13). In this equation, a and b are the upper and
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lower bound of the integral. h is the numerical integration interval and f” is the
second derivative of the integration function evaluated numerically.

utrapz =

B.3

h2 (b − a)
max(f 00 )
12

(B.13)

Combine Uncertainties

To combine all the uncertainties from various sources together for a certain measurement, RMS method is applied. First, all the systematic uncertainties are added
together using the following equation:

usystematic =

qX

(bi )

(B.14)

Where bi stands for all the systematic uncertainties.
Similarly, all the random uncertainties are combined:

urandom =

qX

(ui )

(B.15)

Where ui stands for all the random uncertainties.
Finally, these two types of uncertainties are combined together using ASME uncertainty model with 95% confidence interval:

utotal

q
= ±2.00 (usystematic )2 + (urandom )2

(B.16)

This model is suitable for the cases where the degrees of freedom are over 30. All the
experiment carried in this study have degrees of freedom well over this requirement.
The coefficient 2.00 in front is the value from the Student’s t distribution at 95%
confidence interval.
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B.4

Uncertainty Propagation

If the results are calculated through multiple independent measurements, the measurement uncertainties need to be propagated to evaluate the final errors for the
results. In this study, standard error propagation technique based on the analytical partial derivative method as well as the numerical partial derivative approach
(Sequential Perturbation) are used[39]. Both methods utilize the Taylor’s Series expansion and only keep the first order term in the series. The analytical equation for
the uncertainty propagation is the following:
v
u L
uX
uR = t [(∂R/∂xi )2 u2i ]

(B.17)

i=1

Where the result R is a function of variables x1 , x2 , ..., xL and ui is the individual
total systematic or random uncertainty from the corresponding variable. The partial
derivatives are called the influence coefficient. Systematic and random uncertainties
from contributing variables need to propagate individually and be combined using
the method mentioned previously to computer the final uncertainty for R.
If the analytical partial derivatives are difficult to compute, numerical partial
derivatives are used instead. The detail numerical procedures are as following:
1. If the result R is a function of variables x1 , x2 , ..., xL , calculate the estimation
R0 using measurement values
2. Calculate the R with added uncertainty values to the variables from measure-
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ments:

R1+ = f (x1 + ux1 , x2 , ..., xL ),

(B.18a)

R2+ = f (x1 , x2 + ux2 , ..., xL ),

(B.18b)

...

(B.18c)

RL+ = f (x1 , x2 , ..., xL + uxL )

(B.18d)

3. Repeat Step 2 for the lower bound case:

R1− = f (x1 − ux1 , x2 , ..., xL ),

(B.19a)

R2− = f (x1 , x2 − ux2 , ..., xL ),

(B.19b)

...

(B.19c)

RL− = f (x1 , x2 , ..., xL − uxL )

(B.19d)

4. Compute the differences in R. i = 1,2,3...,L.

∆Ri+ = Ri+ − R0

(B.20a)

∆Ri− = Ri− − R0

(B.20b)

5. Evaluate the uncertainty contribution from each variable:
|Ri+ | + |Ri− |
∆Ri =
2

(B.21)

6. The final uncertainty in the result is:
v
u L
uX
uR = ±t (∆Ri )2
i=1
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at 95% conf idence level

(B.22)

Appendix C
Proper Orthogonal Decomposition
This chapter gives an overview of the method of the Proper Orthogonal Decomposition (POD). This method has been introduced and applied to disciplines other than
fluid mechanics such as image processing[116], signal analysis[3] and data compression[7]
under various different names such as Karhunen-Loève decomposition, principle components analysis, singular system analysis and singular value decomposition. It was
first introduced in the context of turbulence by Lumley[85] in the 1960s. Glauser[45]
used this method to investigate the coherent structures in a turbulent jet mixing
layer. The fundamental idea behind the POD is to find a set of orthogonal transformation bases for a given data, by solving an integral eigenvalue problem, so that
the variances (fluctuating energy) of the data are in the descending order along POD
modes: the first POD mode contain the largest variance and the second POD mode
has the variance that is only smaller than the first mode and so forth. With this very
powerful property, POD is often used to expose the dominant features and trends
from experimental data.
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C.1

Principles

A series representation of the vector u(x,t) with finite dimension N is:

uN (x, t) =

N
X

aj (t)φj (x)

(C.1)

j=1

where x is a vector represents spatial locations and t is the time.
The POD finds an optimal base φ so the averaged projection of u(x,t) onto φ is
maximized:
max

< |(u, φ)|2 >
||φ||2

(C.2)

This optimization problem becomes an integral eigenvalue problem (Fredholm
integral equation of second kind):
Z

< u(x, t)u∗ (x0 , t) > φ(x0 )dx0 = λφ(x)

(C.3)

The kernel of the integral is defined as the autocorrelation function R(x, x0 ) ≡<
u(x, t)u∗ (x0 , t) >.

Sirovich[128] proposed to estimate the autocorrelation matrix

R(x,x’) using the following method to reduce the computation time when the number
of the time supports is smaller than the number of the spatial points:
N
1 X
R(x, x ) =
u(x, t)u∗ (x, t0 )
N j=1
0

(C.4)

Using this method (Snapshot POD), the POD modes and time-dependent POD
coefficients can be calculated by solving the eigenvalue problem:

RA = λA

(C.5)

where A is the eigenvector matrix and λ is a diagonal matrix with eigenvalues on the
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diagonal. The eigenvalues represent the fluctuating energy and the eigenvectors are
the time-dependent POD coefficient a(t). If the eigenvector matrix is projected onto
the original vector field u(x,t), the POD mode is obtained:

φ(x) = u(x, t) ∗ A

(C.6)

The POD modes imply the spatial coherent structures in the flow while the timedependent POD coefficients contain time evolution information of the flow structures.

C.2

Reconstruction

The original vector field at certain time can be reconstructed with only first a few
energetic modes to reduce the dimension of the data using:

ũ = φA

where φ is the POD mode matrix and A is the POD coefficient matrix.
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(C.7)
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