Consider a channel W along with a given input distribution PX . In certain settings, such as in the construction of polar codes, the output alphabet of W is 'too large', and hence we replace W by a channel Q having a smaller output alphabet. We say that Q is upgraded with respect to W if W is obtained from Q by processing its output. In this case, the mutual information I(PX , W ) between the input and output of W is upper-bounded by the mutual information I(PX , Q) between the input and output of Q. In this paper, we present an algorithm that produces an upgraded channel Q from W , as a function of PX and the required output alphabet size of Q, denoted L. We show that the difference in mutual informations is 'small'. Namely, it is O(L −2/(|X |−1) ), where |X | is the size of the input alphabet. This power law of L is optimal.
I. INTRODUCTION
In his seminal paper on polar codes, Arıkan introduced synthetic channels [2, equation (5) ], also called bit-channels. These synthetic channels have a binary input alphabet and an intractably large output alphabet. Namely, the output alphabet size of such a channel is at least 2 N , where N is the length of the polar code. When decoding a polar code, this large set does not pose a problem: the decoder must contend with only a single element from the output alphabet. Neither is the output alphabet size a problem when encoding a polar code. However, when constructing a polar code, the vast size of the output alphabet is very much an issue. Since polar codes have since been generalized in many ways, let us call the polar codes introduced in [2] 'vanilla polar codes'. To construct a vanilla polar code, one has to pick the 'almost noiseless' synthetic channels. That is, essentially, to calculate the probability of a maximum-likelihood (ML) decoder misdecoding the input to the synthetic channel, upon seeing the output of the channel. Clearly, the trivial method of iterating over all possible outputs in order to calculate this quantity will not work, since we cannot iterate over an intractably large set.
A crucial observation is that instead of considering the original synthetic channel, one may approximate it by another channel having a much smaller output alphabet size [3] . Namely, if a channel has a manageable output alphabet size, we may directly calculate the probability of ML misdecoding. A further observation is that if the approximating channel is degraded with respect to the synthetic channel -the approximating channel can be obtained by processing the output of the synthetic channel -then the probability of Or Ordentlich is with the School of Computer Science and Engineering, Hebrew University of Jerusalem, Israel (email: or.ordentlich@mail.huji.ac.il). Ido Tal is with the Viterbi Department of Electrical Engineering, Technion, Haifa 32000, Israel (email: idotal@ee.technion.ac.il).
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These observations, combined with [4, Lemma 1.8], were used in [5] for constructing vanilla polar codes. The key part was an algorithm which transformed a given channel into a degraded approximating channel with a prescribed output alphabet size. This algorithm was used, successively, to approximate each of the N synthetic channels by a corresponding degrading channel. The k approximating channels with the smallest probability of ML misdecoding were used to construct a vanilla polar code with a prescribed dimension k. Summing the ML misdecoding probabilities of these k approximating channels gives an upper bound on the probability of misdecoding the polar code using the successive cancellation decoder.
If W is degraded with respect to Q, we will also say that Q is upgraded with respect to W . In [5] , a companion algorithm, approximating a given channel by an upgraded channel with a prescribed output alphabet size was also given. In the context of the vanilla polar codes presented in [2] , the importance of this companion algorithm was rather secondary. That is, it resulted in a lower bound on the misdecoding probability of the synthetic channel, and thus one could gauge, through the sandwich property, the closeness of the approximation of the misdecoding probability.
Shortly after their introduction in [2] , polar codes were generalized in various directions. Three important generalizations that soon followed are those to lossy compression [6] , asymmetric channels [7] , and the wiretap channel [8] - [11] . In these settings, the construction of the polar code also calls for searching for synthetic channels that are 'very noisy'. That is, a maximum a-posteriori (MAP) decoder trying to guess the input to the channel given the output must have a probability of failure close to 1/2. The same problem of an intractably large output alphabet manifests itself, and the same solution of approximating the channel may be called upon, save for one difference: we now use the upgrading algorithm in [2] in order to lower bound the above probability of MAP misdecoding. Thus, in these contexts, an upgrading approximation is a key part of constructing the polar code, and ceases to be a tool of secondary importance. A more recent example of a polar coding variant in which upgrading plays a key role in the construction process is that of polar codes for settings with memory [12]- [16] .
A partial list of papers relating to upgrading and degrading approximations is [17] - [30] . Specifically, [26] contains a generalization of the upgrading approximation presented in [5] to cases in which the input has a non-uniform binary distribution. Our result extends this result to the case in which the input alphabet is non-binary. Our key idea is to apply a reduction to the binary case, inspired by [27] , in order to use the algorithm in [26] . Our algorithm will have an optimal power law, a concept we will shortly define.
II. SETTING
We are given a channel W : X → Y, where X is termed the input alphabet and Y is termed the output alphabet. We denote the probability of receiving y ∈ Y given that x ∈ X was transmitted by W (y|x). We are also given an input distribution P X . That is, we denote by P X (x) the probability that x ∈ X was the input to the channel. In this paper, we will assume that both X and Y are finite. 1 We denote the mutual information between the input and output of W as
where X and Y are random variables with joint distribution
Let Q : X → Z be a channel with the same input alphabet as W : X → Y. We say that Q is upgraded with respect to W if we can obtain W by processing the output of Q. That is, if there exists a third channel Φ : Z → Y such that, for every x ∈ X and y ∈ Y,
Our goal in this paper is, given an input distribution P X , a channel W : X → Y, and a parameter L, to construct a channel Q : X → Z that is upgraded with respect to W and whose output alphabet size satisfies |Z| ≤ L. Many such channels Q exist. By the data processing inequality, it must hold that I(P X , Q) ≥ I(P X , W ) .
Hence, our figure of merit of how well Q approximates W will be the difference I(P X , Q)−I(P X , W ). It turns out that there exist pairs of input distributions and channels for which such an approximation is inherently 'hard'. That is, [26, Section IV] shows a P X and W for which
for every valid choice of Q. Our method will produce, for any P X and W , a Q for which
Hence, (2) and (3) imply that our algorithm has an optimal power law. We note that in this paper, |X | is assumed to be a fixed constant. That is, in the asymptotic notation used in (2) and (3), the multiplying constant generally does depend on |X |. Two comments are in order. First, recall that we have assumed that the output alphabet of W is finite. In many important settings, this will not be the case. For example, if W models the addition of Gaussian noise to a given input. In such a case, we may use the upgrading algorithm in [23] , as a preliminary step. That is, the algorithm in [23] constructs an upgraded channel Q satisfying I(P X , Q) − I(P X , W ) = O(L −1/(|X |−1) ). Note that this expression is worse than (3), since the −2 in (3) has been replaced by −1. However, for the preliminary step, we may run [23] with L 2 in place of L, and then run the algorithm we will shortly introduce on the resulting channel. Clearly, the difference between the original W and the final Q will be O(L −2/(|X |−1) ). Also, it is easy to see that since we have applied two upgrading operations in series, the final channel is upgraded with respect to the initial one. Second, we would like to stress that our algorithm does not generally find the Q which minimizes I(P X , Q) − I(P X , W ). The problem of finding such a Q has been solved for |X | = 2 in [26, Section V], but remains open for |X | > 2.
III. MARKOV CHAIN REPRESENTATION

A. Distributions notation
In this paper, several probability distributions will be defined and used. For example, we will denote by P * X,Z,Y (x, z, y) a probability distribution on x ∈ X , z ∈ Z, and y ∈ Y. The subscript X, Z, Y serves two purposes. The first purpose is to detail how the 'corresponding random variables' are defined. Namely, since the first, second, and third entries in the subscript (function arguments list) are X (x), Z (z), Y (y), the corresponding random variables are X, Z, and Y . Also, the probability of X = x, Z = z and Y = y equals P * X,Z,Y (x, z, y). We denote the probability of this event as
We will always detail under which probability distribution P is calculated. The second purpose of the subscript X, Z, Y is to define derived probability distributions. For example, P * Z|Y (z|y) denotes the probability that Z = z given that Y = y, where Z and Y are the random variables described earlier. That is,
.
To avoid corner cases (such as division by zero in the above definition), we will always assume without loss of generality (w.l.o.g.) that there are no symbols with probability zero. That is, for each x ∈ X it holds that P * X (x) > 0 (otherwise we could remove x from X ), etc.
B. Restatement of setting
We find it conceptually simpler 2 to merge the input distribution P X (x) and channel W (y|x) into one joint distribution P X,Y (x, y) as in (1) . We will call this the 'given distribution'. We now restate our setting as follows. 1) We are given a distribution P X,Y (x, y), where x ∈ X and y ∈ Y, both sets being finite. 2) We must find a distribution P * X,Z,Y (x, z, y), where x ∈ X , z ∈ Z, y ∈ Y. We require that |Z| ≤ L.
3) The marginalization of P * X,Z,Y (x, z, y) over z must produce P X,Y (x, y). Namely, for all x ∈ X and y ∈ Y,
4) The corresponding random variables X, Z, Y must form a Markov chain. Namely, we may write, for all x ∈ X , z ∈ Z, y ∈ Y,
That is, the last term P * Y |Z (y|z) is not a function of x; our processing of Z to form Y is done without knowledge of X. 5) Our figure of merit is the difference
where the second equality follows by the Markov property. A simple observation that will greatly simplify our derivations is that X − Z − Y form a Markov chain in this order iff Y − Z − X do. That is, we may replace (4) by the equivalent condition P * X,Z,Y (x, z, y) = P * Y (y)P * Z|Y (z|y)P * X|Z (x|z) .
IV. THE ALGORITHM
A. Upgradation for the Binary Case
Our key idea is to apply a reduction from the case in which the input alphabet X is non-binary to a case in which the input alphabet is binary. In aid of this, we recall that in [26, Section VI] , an efficient upgrading algorithm, termed 'greedy-split' for the binary-input case is presented. Namely, denote by
the binary alphabet. Then, given a joint distribution P X ,Y (x , y), where x ∈ X and y ∈ Y, we have an algorithm which produces, for a given L, a distribution P * X ,Z ,Y (x , z , y) such that the conditions in Section III are fulfilled, and the mutual information difference is O(L −2 ).
In Appendix A we recall the greedy-split algorithm from [26] , and give a full self contained proof for the bound I(X ; Z ) − I(X ; Y ) = O(L −2 ), with improved constants compared to [26, Theorem 17] . Namely, we prove the following. 3 Theorem 1: Let (X, Y ) ∼ P X,Y be random variables in X ×Y, where |X | = 2 and Y is discrete. For any natural L ≥ 2, there exists a random variable Z of cardinality |Z| = L, such that X − Z − Y form a Markov chain in this order, and
3 Throughout, all logarithms are taken to the natural base.
Our proof follows that of [26, Theorem 17] , essentially step by step, but is simpler and shorter. This is mainly due to a simplification of the "sphere-packing" argument. In [26] , it was argued that given n distributions P 1 , . . . , P n in the (q − 1)-dimensional simplex, if n is sufficiently large, we must be able to find P i and P j ,
The argument leading to this conclusion was of a sphere-packing nature. As the same argument was needed in [26] also for the analysis of a channel degradation algorithm, termed 'greedy-merge', for general alphabet sizes, the sphere-packing argument was derived for general q. This led to various technical complications, which in turn led to rather loose constants. Restricting attention to q = 2, the simplex reduces to the [0, 1] interval, and the derivation of the sphere-packing bound is significantly simplified, leading also to better constants in the bound.
Moreover, in [27, Proposition 7] an efficient "black-box" degradation procedure for the case of a general alphabet X was proposed, based on an efficient degradation procedure for the case of binary X . In Theorem 18, stated and proved in Appendix A, we leverage our refined sphere-packing bound for the binary case, to obtain improved performance guarantees for the greedy-merge algorithm, for binary X. Using the blackbox approach from [27, Proposition 7], we then improve the constants from [26, Theorem 1] to the following.
B. Upgradation for the General Case
Denote the input alphabet size as
Similarly to the method in [27] , we will now use the 'onehot' representation of x ∈ X to affect the reduction. Namely, w.l.o.g. let us assume that
We will replace x ∈ X by a length q − 1 vector g(x) = (x 1 , x 2 , . . . , x q−1 ), such that
Namely, for 1 ≤ i ≤ q − 1, we map x = i to the vector g(x) of length q − 1 that has entry i equal to 1, and all other entries equal to 0. We map x = q to g(q), the all-zero vector of length q−1. Since the mapping g is one-to-one an onto, we will often abuse notation and simply write x = (x 1 , x 2 , . . . , x q−1 ). Given the joint distribution P X,Y , let X and Y be corresponding random variables. Recalling our convention of denoting X = (X 1 , X 2 , . . . , X q−1 ), our first step is to define the following q − 1 joint distributions:
where
is the all-zero vector of length i − 1, and
there is no conditioning. We apply the binary-input upgrading algorithm to each of the above distributions, but require that the resulting output alphabet size be at most
Thus, for each 1 ≤ i ≤ q − 1, we are given as output a distribution β
By definition, we may write this distribution as
Xi|Zi (x |z ) , and furthermore, we have that the concatenation of the channels β
Xi|Y : Y → X . Namely, for all y ∈ Y and x ∈ X , we have that
We also recall for future use that the corresponding random variables satisfy (7), with Λ in place of L. We use the above q−1 distribution in order to define the distribution P * X,Y,Z . Denote z = (z 1 , z 2 , . . . , z q−1 ). Also, recall our one-hot convention for x, namely x = (x 1 , x 2 , . . . , x q−1 ). Then, for
Our main result is the following.
Theorem 3: The distribution P * X,Z,Y (x, z, y) specified in (12) is a valid probability distribution, it induces a Markov chain X − Z − Y in this order, and it marginalizes to
The time complexity of constructing P * X,Z,Y (x, z, y), and optionally marginalizing it to P * X,Z (x, z) is O(|Y| log |Y|).
V. PROOF OF THEOREM 3 A. Informal Explanation
In this subsection we give an intuitive reasoning to why the proposed construction, i.e., the joint distribution on (X, Z, Y ) specified by (13) , indeed induces the correct marginal distribution on (X, Y ), satisfies the required Markov relation X − Z − Y , and attains a small mutual information gap I(X; Z) − I(X; Y ).
We begin, by writing the joint distribution on (X, Y ) as
Next, note that by definition of our one-hot encoding, for all
and y ∈ Y, we have that
It follows that we can "simulate" the channel P Xi|Y,
: Y → {0, 1}, and then multiplying the result, which we denoteX i , by
Recalling that by (9) , the channels P Xi|Y,X i−1
Xi|Y , and noting that the events {X i−1
Xi|Y and then generating X q−1 1 by the deterministic transformation
) .
This view of the generation process of (X, Y ) is illustrated in Figure 1 .
Recall that by (11) , for all i = 1, . . . , q − 1, the channel α
Xi|Y is equivalent to the concatenation of the channels β Xi|Zi . It therefore immediately follows that the joint
, as written in (16) . The functions f i are defined as Figure 2 induces the same marginal distribution on (X, Y ) as P X,Y (x, y). Furthermore, under the distribution depicted in Figure 2 
Observing that the distribution depicted in Figure 2 is precisely the one prescribed in (12), we conclude that (12) is indeed a valid distribution for the upgradation problem.
To quantify the increase of mutual information due to this upgradation procedure, we write
where (17) follows since X i is deterministically equal to 0 unless X i−1
Next, we observe that by construction of the distribution, the Markov
and in particular
Substituting (19) into (18), we get
Now, recalling that by construction of β
and noting that
we obtain
B. Formal Proof
Claim 4: The function P * X,Z,Y defined in (12) is a valid probability distribution. Specifically, summing the last parenthesized expression in (12) over all x ∈ X yields 1; summing the first parenthesized expression in (12) over all z ∈ Z yields 1, summing the term P Y (y) over all y ∈ Y yields 1.
Proof: By inspection, all the expressions involved are non-negative. Fix some z ∈ Z and consider the last parenthesized expression in (12) . We abuse notation and write
. . Fig. 2 . A schematic illustration of the distributed constructed in (12) . The functions f i are defined as
where for the first equality we recall by (13) that vectors (x 1 , x 2 , . . . , x q−1 ) with support greater than 1 contribute nothing to the above sum, and the RHS is short for
Starting from the innermost sum (i = q − 1) and working out, and recalling the definition of γ (i) in (13), we see that the above equals 1.
The sub-claim about the first parenthesized quantity in (12) is proved similarly. The sub-claim about summing P Y (y) over all y ∈ Y follows trivially, by virtue of P Y being a probability distribution.
Claim 5: Let the random variables X, Z, and Y be defined by the distribution P * X,Z,Y given in (12) . Then, X, Z, Y form a Markov chain.
Proof: We must show that P * X,Z,Y can be factored as in (6), where each term in this factor is a valid probability distribution. By Claim 4 and inspection of (12), this is indeed the case.
Claim 6: Marginalizing the distribution P * X,Z,Y defined in (12) over all z ∈ Z results in the original joint distribution P X,Y .
Proof: Fix some x ∈ X and y ∈ Y. We must show that
By inspection of (12) , this is equivalent to proving that
As before, we may simplify the RHS to
Recall that 1 ≤ x ≤ q. Consider first a term i in the product, where i > x. In this case x i−1 1 is non-zero, and hence γ
Now consider a term i for in the product (21) for which i ≤ x. In this case, x i−1 1 is the zero-vector of length i − 1, and hence γ
Xi|Zi (x i |z i ), by (13) . Hence, term i in (21) is
by virtue of the upgrading process having the marginalization property. Combining these two observations with the definition of α (i) in (9), we simplify (21) to
where the probabilities are calculated according to the given probability distribution P X,Y . Recalling the one-hot convention, we see that for both the case x = q as well as the case x < q, the above indeed equals the LHS of (20). Claim 7: Let X, Z, and Y be the random variables corresponding to the distribution P * X,Z,Y defined in (12) . Fix 0 ≤ j ≤ q − 1. Then, for x j ∈ X , z j ∈ Z j , and y ∈ Y, We have
Proof: It suffices to prove that P(X j = x j , X j−1
We get the LHS of (23) by fixing x j−1 1 = 0 i−1 1 , and summing P * (x, z, y) over all x q−1 j+1 , z q j+1 , and z j−1
1
. Summing (12) over only the first two terms, x q−1 j+1 and z q j+1 , causes both products in (12) to be from 1 to j. Also, since x j−1 1 = 0 j−1 , we get from (13) that the γ (i) term in the second product of (12) can be replaced by β (i)
Xi|Zi (x i |z i ). Thus, we have,
where the second equality follows from the Markovity promised by our upgrading procedure. Recall that we have yet to sum over all z j−1
. Doing so causes all terms on the RHS of (24), save for the term i = j to be marginalized to β (i)
Xi|Y (x i |y). Now we recall that by the definition of upgrading, β (i)
Xi|Y (x i |y), and by the definition of α (i) in (9) we conclude that
Xj ,Zj |Y (x j , z j |y) , (25) where the probabilities P(·) above are calculated according to the given probability distribution P X,Y , by virtue of this being the probability distribution through which the α (i) are defined. We now note that the RHS of (25) can be simplified to
Xj ,Zj |Y (x j , z j |y) , where again, the P are according to the given probability distribution P X,Y . Thus,
Xj ,Zj |Y (x j , z j |y) = P(X j−1
Xj ,Zj ,Y (x j , z j , y) , proving (23) . Now that we have established the P * X,Z,Y is a valid probability distribution, in the sense of upgrading P X,Y , we give a bound on the upgrading performance. That is, define the random variables X, Z, and Y according to P * X,Y,Z . We now bound H(X|Y ) − H(X|Z) from above.
Lemma 8: Let a joint distribution P X,Y and a parameter L be given. Construct P * X,Z,Y be as defined in (12) . Let the random variables X, Z, and Y be defined according to P * X,Z,Y . Then,
Proof: Recall that our figure of merit is I(X; Z|Y ), by (5) . From the chain rule,
where (a) follows from the one-hot representation: if X i−1 1 = 0 i−1 1 , then X i is a degenerate random variable always equal to 0. It would be easy to bound the term I(X i ; Z|Y, X i−1 1 = 0 i−1 1 ), if Z were replace by Z i . Namely, Claim 7 and our binary-input upgrading algorithm ensures that 4
Thus, our result will be proved once we show that
By the chain rule, this is equivalent to showing that
. . , Z q−1 ), as defined above. That is, we must show that X i and Z ∼i are independent, when conditioning on an event A of the form
Hence, fix y ∈ Y, x i ∈ X , and z ∈ Z, and let us show that
We now use (12) and (13) to write each term of (27) explicitly. Namely, one easily gets that
Xj |Y (0|y)
Zj |Y (z j |y)
Zj |Y (z j |y) .
Using the above, we easily verify (27) .
Proof of Theorem 3: By Claims 5 and 6, we have indeed constructed an upgrading of the original distribution. Lemma 8 ensures that the difference in entropies satisfies (14) , by (10) and (26) . Also, the output alphabet size is at most Λ q−1 ≤ L, which follows by recalling that Z = Z q−1 1 and the definition of Λ in (10) .
All that remains is to discuss the complexity of our algorithm. The construction of the distributions α (i) given in (9) for 1 ≤ i ≤ q − 1 is easy to derive, if for each y ∈ Y and 0 ≤ i ≤ q − 1 we have the probabilities P(Y = y, X i 1 = 0 i ) at hand. Next, we note that P(Y = y, X i 1 = 0 i ) is readily computed from P(Y = y, X i+1 1 = 0 i+1 ). Thus, the calculation of all of the α (i) takes time O(q · |Y|), which is O(|Y|) since we treat q as a constant.
In order to calculate the distributions β (i) for 1 ≤ i ≤ q − 1, the binary upgrading algorithm is run, taking time O(|Y| log |Y|) for each of the q − 1 invocations. Thus, the time needed to construct the joint distribution P * X,Z,Y is O(q · |Y| log |Y|).
Let us now discuss the complexity of marginalizing P * X,Z,Y to produce P * X,Z . Clearly, this can be accomplished in time O(q · |Y| · |Z|). However, we can do better by first noting that even though we produce, for 1 ≤ i ≤ q − 1, a joint probability β (i) (x , y, z i ) involving three variables: x ∈ X binary, y ∈ Y, and z ∈ Z (i) , this probability distribution is very sparse. Namely, for each y ∈ Y there are at most two z i ∈ Z (i) such that β (i) (y, z i ) > 0. This is proved by induction on the number of upgrading steps in the binary upgrading algorithm.
The key observation is that a symbol which is removed from the output alphabet due to upgrading is 'split' between two neighboring symbols, as can be seen in (41) below.
As the first step of our efficient marginalization, for each 1 ≤ i ≤ q − 1 and y ∈ Y, let us build the subset Z (i) (y) of Z (i) for which the probability β (i) (y, z i ) is positive if and only if z i ∈ Z (i) (y). As explained earlier, the size of such a set Z (i) (y) is always at most 2. Also, the time needed to construct these sets is O(q · |Y|), if the binary upgrading algorithm is modified to retain the relevant information.
Next, in order to calculate P * X,Z , we define an array indexed by x ∈ X and z = (z (1) , z (2) , . . . , z (q−1) ) ∈ Z. All entries of the array are initialized to 0. Then, we have an outermost loop on all y ∈ Y, a mid-level loop on all z = (z (1) , z (2) , . . . , z (q−1) ) such that z (i) ∈ Z (i) (y) for all 1 ≤ i ≤ q − 1, and an inner-most loop on x, going from 1 up to q. The operation carried out in the innermost loop is adding P * X,Z,Y (x, z, y) to entry (x, y) of our table. Clearly, when the calculation finishes, entry (x, z) of our table equals P * X,Z (x, z). Note also that by (12) and (13), we can share calculations between different values of x, such that time needed for the inner most loop to cycle over all x ∈ X is O(q). It follows that the cost of marginalizing P * X,Z,Y to produce P * X,Z can be accomplished in time O(q · 2 q−1 · |Y|). Since we treat q as a constant, the total time needed to produce either P * X,Z,Y or P * X,Z is O(|Y| log |Y|).
APPENDIX A UPGRADATION AND DEGRADATION IN THE BINARY CASE
The purpose of this section is to sharpen some of the results of [26] , as well as provide simpler and shorter proofs. The main contribution of the section is a simple derivation of a sphere-packing bound for the simple case of |X | = 2, provided in Subsection A-A. Then, in Subsection A-B and Subsection A-C, we essentially repeat the arguments from [26] in order to leverage the improved sphere-packing bound of Subsection A-A to improved upper bounds on the loss of upgradation and degradation, respectively, for the case of |X | = 2. While these bounds are sharper than those reported in [26] , the proofs in these subsections do not contain new ideas and are brought merely for completeness. As this paper shows, upper bounds on the loss of upgradation for this special case, immediately yield tight bounds (in terms of the powerlaw) for general |X |. Similarly, in [27, Proposition 7] it was shown that upper bounds on the loss of degradation in the binary case yields tight power-law bounds for general |X |. In Subsection A-D we repeat that derivation in order to obtain sharper bounds on the loss for degradation for general |X |.
A. Sphere-Packing in the Simplex of Bernoulli Distributions
Let h 2 (p) = −p log(p) − (1 − p) log(1 − p) be the binary entropy function. By the concavity of p → h 2 (p) we have that 1] . The next lemma upper bounds this difference universally for all α ∈ [0, 1], using relatively simple functions of p 0 , p 1 . We remind the reader that logarithms are taken to the natural base.
Lemma 9: For any 0 ≤ p 0 ≤ p 1 ≤ 1 and α ∈ [0, 1], we have that
We note that, up to constants, the upper bound p 1 − p 0 and the upper bound (p1−p0) 2 2 min{p0,1−p1} , respectively, can be obtained by specializing [24, Lemma 1] and [26, ] to the binary case.
Proof: Let A ∼ Ber(1−α) and let B be a binary random variable with conditional distributions [B|A = 0] ∼ Ber(p 0 ), and [B|A = 1] ∼ Ber(p 1 ). With these definitions, we have that
Using the variational formula for mutual information [31, Chapter 2, Equation (3.7)], we write (28) where D(P Q) is the KL divergence between P and Q, D(P X|A Q X|A |P A ) = E a∼P A [D(P X|A=a Q X|A=a )], and d 2 (p q) = p log p q + (1 − p) log 1−p 1−q is the binary KL divergence. To obtain an upper bound, we may take p = p1 1+p1−p0 in (28) . Noting that this choice satisfies p 0 ≤ p ≤ p 1 , we have that
and
Substituting (29) and (30) into (28), yields
We will obtain another upper bound using the fact that KL divergence is dominated by χ 2 divergence. Specifically [32, eq. (5) ], D(P Q) ≤ log(1 + χ 2 (P Q)). For the binary case, this bound reads
Now, applying this bound on (28) with the choice p = p0+p1 2 , yields
Combining (31) and (33) establishes the claim.
Leveraging this result, it is easy to obtain the following "sphere-packing" bound for Bernoulli distributions.
Corollary 10: Let n ≥ 1 be an integer. Given n+1 numbers 0 ≤ p 0 ≤ p 1 ≤ · · · ≤ p n ≤ 1, there must exist an index i ∈ [n], such that for any α ∈ [0, 1] we have
Proof: Let m = n+1 2 , and assume p m ≤ 1/2. We will deal with the case p m > 1/2 later. Set α ∈ [0, 1] and let ∆ min
We will show that we must have that p m ≥ ∆(m+1) 2
4
, and together with p m ≤ 1/2, this will imply that ∆ ≤ 2 (m+1) 2 . By Lemma 9, we have that
In particular, this implies that for any i ∈ [n] we have
As p 0 ≥ 0, (36) shows that p 1 ≥ ∆. Since p i ≤ 1/2 for all i ≤ m, we have that min{p i−1 , 1 − p i } = p i−1 in this range. Thus, for all 2 ≤ i ≤ m, the second term in (36) dominates the maximum, and
Definingp i = pi ∆ , we obtain the recursion:
It is readily verified by induction thatp m ≥ (m+1) 2
, which implies that p m ≥ ∆ (m+1) 2 4 , as claimed. If p m > 1/2, we replace each p i withp i = 1 − p i , such that nowp m < 1/2. Now, reorder (reverse) the probabilities such that 0 ≤p 1 ≤ . . . ≤p n . We are guaranteed that after
Thus, repeating the same argument, we must have that ∆ ≤ 2 (m +1) 2 . Combining this with ∆ ≤ 2 (m+1) 2 , and the fact that both m + 1 ≥ (n + 1)/2 and m + 1 ≥ (n + 1)/2, we establish the claim.
B. Upgradation for Binary X
We define a procedure that constructs from a joint distribution P XY on X × Y with |X | = 2, a distribution P XZY on X × Z × Y with |Z| = |Y| − 1, such that z∈Z P XZY (x, z, y) = P XY (x, y), and X − Z − Y form a Markov chain in this order.
Definition 11 (Splitting ith symbol of Y): Let (X, Y ) ∼ P XY be random variables in X × Y, where X = {0, 1} and Y = {1, . . . , |Y|}. Let p i = Pr(X = 0|Y = i) and assume without loss of generality that p 1 ≤ · · · ≤ p |Y| . For any
and P i X|Z (0|z) = p z for all z ∈ Y \ {i}. Proposition 12 (Cost of split): Under the distribution P i Y ZX , we have that X − Z − Y form a Markov chain in this order, P i XY = P XY , and
Proof: Clearly, Y − Z − X form a Markov chain in this order under P i Y ZX , and consequently, so do X − Z − Y . By definition P i Y = P Y , and therefore, to prove that P i XY = P XY , it suffices to show that P i X|Y = P X|Y . To that end, write
as α i p i−1 + (1 − α i )p i+1 = p i by definition of α i . For the mutual information gap, we first have to compute P i ZX = P i Z P i X|Z . To this end, write
and recall that P i X|Z (0|z) = p z . We can now write
as claimed.
Theorem 13: Let (X, Y ) ∼ P XY be random variables in X × Y, where X = {0, 1} and Y = {1, . . . , |Y|}. Let p i = Pr(X = 0|Y = i) and assume without loss of generality that p 1 ≤ · · · ≤ p |Y| . Then, there exists i ∈ {2, . . . , |Y| − 1} such that under the distribution P i Y ZX , defined in Proposition 12, we have
Proof: Without loss of generality we may assume |Y| ≥ 8, as otherwise the right hand side of (43) is greater than log 2, and the statement holds trivially. Let
which implies |Y small | ≥ |Y| 2 , and let Y punctured be the set obtained by removing every other element in Y small , starting from the second. We get that between any two elements of Y punctured lies at least one element of Y small , and that |Y punctured | ≥ |Y| 4 . Furthermore, by Corollary 10, we must have two indices j, k ∈ Y punctured , j > k + 1, such that for any α ∈ [0, 1]
Thus, we must have some i ∈ Y small satisfying k < i < j, for which
which follows since 5 for 0 ≤ p ≤ p ≤ q ≤ q ≤ 1,
By Proposition 12 and (44), for this i we have that
under P i Y ZX , as claimed. We are now ready to prove Theorem 1.
Proof of Theorem 1: Construct Z in a greedy fashion as follows. Find an index i such that P i Y ZX satisfies (43), and then replace Y ← Z, and repeat. Stop when |Y| = L. From Theorem 13 we obtain
C. Degradation for Binary X
For a joint distribution P XY on X × Y, where |X | = 2, we first define a quantizer f : Y → {1, . . . , |Y| − 1}, with the property that I(X; f (Y )) is close to I(X; Y ). Then, we apply this quantizer sequentially until the cardinality is reduced to L. 
Proof: LetỸ = f ij (Y ). We clearly have that PỸ (y) = P Y (y) and Pr(X = 0|Ỹ = y) = p i for any y ∈ Y \ {i, j}, while for y we have PỸ (y ) = P Y (i) + P Y (j) and Pr(X = 0|Ỹ = y ) =
= α ij p i + (1 − α ij )p j . It therefore follows that The following theorem shows that if |Y| is large, we can always find two symbols such that merging them would not significantly decrease the mutual information.
Remark 16: The merging operation is in fact a quantizer of Y to |Y| − 1 levels. It is known [20] that an optimal quantizer f : Y → [M ], in terms of maximizing I(X; f (Y ), can be associated with a partition of the interval [0, 1) to M disjoint intervals I 1 , . . . , I M , such that f (y) = m iff Pr(X = 0|Y = y) ∈ I m . Thus, if we relabel Y = {1, . . . , |Y|} such that p 1 ≤ · · · ≤ p |Y| , we have that the symbols with the smallest cost of merge are adjacent. It therefore suffices to restrict the search to i ∈ {1, . . . , |Y| − 1} and j = i + 1.
Theorem 17: Let (X, Y ) ∼ P XY be random variables in X × Y, where X = {0, 1}, Y = {1, . . . , |Y|}, and let f ij be as defined in Proposition 15. Then, there exists i = j ∈ Y such that
Proof: Without loss of generality we may assume |Y| ≥ 4, as otherwise the right hand side of (46) is greater than log 2 and the statement holds trivially. Let Y small be as in (44), and recall that |Y small | ≥ |Y| 2 . By Corollary 10, there must exist i = j ∈ Y small ⊂ Y for which
Furthermore, as i, j ∈ Y small , we have that
The claim now immediately follows from substituting (47) and (48) into Proposition 15. Theorem 18: Let (X, Y ) ∼ P XY be random variables in X × Y, where |X | = 2 and Y is discrete. For any integer L, there exists a function f : Y → {1, . . . , L} such that
Proof: Construct f in a greedy fashion as follows. Merge the two symbols of Y for which the loss in mutual information due to merging is smallest, and repeat this until |Y| = L. 
D. Degradation for General X
Repeating the proof of [27, Proposition 7] , with the improved performance guarantees of the greedy merge algorithm for binary X , as stated in Theorem 18, yields Theorem 2. For completeness, we bring the proof below.
Proof of Theorem 2: The case q = 2 is covered by Theorem 18. Now let q > 2, and without loss of generality assume X = {1, 2, . . . , q}. Define X i 1 {X=i} , for i = 1, 2, . . . , q − 1. Then,
where X i−1 1 = 0 i−1 1 denotes the event X 1 = · · · = X i−1 = 0. Let f (y) be an M -level quantizer, with M ≤ L, of the form f (y) = (f 1 (y), . . . , f q−1 (y)). Then,
Thus, combining (51) 
It follows from Theorem 18 that by taking the support sizes as |f i (y)| = Λ, where Λ = L 1/(q−1) , for all 1 ≤ i ≤ q − 1, we can find quantizers f 1 (y), . . . , f q−1 (y) for which
Consequently, with this choice, we obtain
Pr(X i−1
as desired.
