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ABSTRACT
A procedure which allows for both open and closed channels 
with exchange, correlation, and orthogonality is formulated 
for a multichannel scattering process. Nonlnterative integral 
equation theory is used to solve the coupled integro-differentlal 
equations of the scattering problem from aero out to some trans­
formation point where the reactance matrix is projected out to 
its asymptotic value by using a matricant technique. The method 
is applied to (i) a two-channel model which has some of the 
features of a Is - 2p close coupling approximation for e-H 
scattering, (11) S-wave scattering of electrons by atomic 






To study the scattering of electrons by atoms, the theoretician 
has the means, in principle, to obtain a description of the scattering 
process through the application of the Schrodinger equation. In atomic 
physics, the quantum-mechanical principles are usually assumed to be 
understood; however, the technical difficulties encountered in their 
application to the scattering process is presently overwhelming.
In general, the theoretical results disagree with experiment in the 
energy range below about 100 eV, but this range is of greatest interest 
in describing phenomena that arise, for instance, in the study of 
plasma physics and stellar atmospheres. The experimentalist, on the 
other hand, may be able to provide much needed data which cannot be 
calculated accurately or he may be able to provide accurate measure­
ments on a few systems which can be used as a check on the theoretical 
approximations.
In an attempt to describe phenomena involving electron-atom 
scattering processes, the theoretician must simplify conceptually 
the physical picture by assuming a single scattering process in 
which the electron-atom system is isolated. When the Schrodinger 
equation is applied to this simplified picture, a description,
1
2
in principle, can be extracted from the total vavefunction for the 
electron-atom system. For example, total and differential cross 
sections can be calculated from the asymptotic boundary conditions 
imposed on the total vavefunction. (The boundary conditions at 
infinity are known, once certain constants referred to as reactance 
matrix elements are determined numerically. For elastic scattering 
processes, the reactance matrix is simply tan 7)̂  where T)̂ is the 
partial wave phase shift). It is apparent that the theoretical 
description of an electron-atom scattering process reduces to the 
knowledge of the total vavefunction, but this is where the major 
technical difficulties arise. For example, even though the potential 
terms in the Schrodinger equation that describe the electrostatic 
repulsion between the electrons are not separable (only with respect 
to the electron coordinates), we make the approximation that the terms 
in the expansion of the total vavefunction are separable.
For low-energy scattering of electrons by atoms, the best 
approximation available at this time for obtaining a description 
of the scattering process is by means of the solution of coupled 
integro-differential equations using numerical techniques. If 
we expand the total wave function for the system in terms of 
actual and pseudo-states of the atom and make a partial wave 
expansion for the incident electron, a set of coupled integro- 
differential equations result when an appropriate variational 
principle is applied. Since we cannot solve an Infinite set of
3
coupled equations, the actual atomic states included in the 
expansion of the total wave function are restricted to just 
a few of the lowest lying states; also, a small number of 
pseudo-states are carefully chosen to increase the correlation 
effects (i.e., the effects of electrostatic reuplsion between 
all the electrons) and polarization effects (i.e., the reaction 
of the scattered electron back on the atom) that would be 
neglected by using only a finite number of discrete states.
Thus, the infinite set of coupled integro-differential equations 
are reduced to a finite set. This is called a close coupling 
approximation, the approximation just depending upon the 
number of atomic states which are retained in the expansion 
of the total wave function.*
The addition of pseudo-states into the expansion of the 
total wave function is a more satisfactory approach than using 
only actual atomic states. With the effects from the pseudo­
states Included in the total wave function, the mathematical 
description of the scattering process more closely resembles 
the actual physical description. Thus, the atomic scattering 
cross sections and related information obtained using this 
procedure should be of significantly higher duality. However, 
we must now solve a much larger set of coupled integro-differential 
equations. It is apparent that the method used in solving the large
4
number of coupled equations must be within the storage
and time limitations of our present computers. Therefore,
with intentions of performing such extensive calculations, we
proceeded to Investigate four current methods In order to
evaluate their speed, storage requirements, simplicity,
numerical accuracy, and numerical stability.
The first method (referred to as Numerov) is direct
numerical integration of the coupled differential equations
2using standard computational techniques. The numerical solu­
tions are obtained by integrating the equations outwards and 
inwards by Numerov1s method, with the subsequent matching to
obtain a final continuous solution. The asymptotic expansion
3method of Burke and Schey is used to determine the reactance
matrix. A combination of these methods has been outlined by
4Smith, et al.
Numerov is reasonably well-known; therefore, it provided 
a good starting point in our investigation. We still use this 
method, but find that it is a slow technique, when obtaining 
accurate results, and in some cases it is severely limited by 
computer storage requirements. The theory involved in under­
standing the functioning of Numerov is both extensive and 
technical; however, the accuracy and numerical stability is 
generally dependable. Finally, this method can give reliable
results so that It may be used as a standard against which 
results from the other three methods may be judged.
Two expansion methods that we Investigated were the
Harris-Nesbet method (HNM)^  ̂and a combined variable-phase-
8 9R-matrix method (VPRMM). ’ In these approximate methods, 
the solution to the coupled equations Is given by an expansion 
in terms of a finite basis where the expansion coefficients 
are to be determined. In their application, the majority of 
the numerical computation required in obtaining the reactance 
matrix for a given energy results from the generation and the 
dlagonalization of Hamiltonian matrices. A main advantage 
common to both methods is that the matrix diagonalizations 
only need to be performed once for all energies; thus, a 
significant amount of computational time can be saved when 
obtaining reactance matrices at a series of different energy 
values.
The computational simplicity of these procedures allows 
for the coupling of more channels than might be attempted in 
a direct solution such as Numerov; however, the numerical 
inaccuracies Incurred by using a small finite basis may offset 
this advantage. Moreover, both procedures generally need such 
a large number of basis functions to obtain consistently 
accurate results (numerical accuracy at least within 17.)
6
that the speed is slower than once hoped, the storage requirements 
consequently increase, and the numerical stability can become ques­
tionable.
The fourth computational scheme is based on transforming
the set of coupled integro-differential equation into a set of
coupled integral equations.^ This approach is referred to 
as a noniterative integral equation method (NIEM). The main 
advantages of the method are that it is basically simple to 
understand, very stable and accurate numerically since integrals 
rather than derivatives are used, as well as fast and free of 
large storage requirements because of its computational ease. 
However, when the NIEM is compared with the previous expansion 
methods, a disadvantage is that a set of integral equations 
must be solved for each energy value. In addition, an extra 
equation is obtained for each exchange potential term, as in 
Numerov, so that a larger set of coupled integral equations 
must be solved in the NIEM than in the expansion methods.
To help in judging the four methods, let us define two
categories of methods used for solution of the coupled integro- 
differential equations. We have a direct numerical category 
containing Numerov and the NIEM, and an expansion method category 
contining the HNM and the VPRMM. Let me emphasize that it is 
difficult to make a judgment as to the preferred method between 
the categories because of their distinct approach to the solutions
of the coupled equations. However, after working with the expansion 
method category, doubt in the consistent accuracy of the reactance 
matrix elements turned our attention to the direct numerical category 
in the hope of finding a method that offered a highly consistent 
degree of accuracy and stability. After having read the initial 
publications of Kouri and coworkers on a NIEM, we were favorably 
impressed with the apparent advantages of this method, which 
included not only accuracy and stability, but also numerical speed.
At the time, their version of NIEM could only be applied to 
elastic scattering processes where the exchange potential terms are 
separable. He decided to extend and modify the method so that it 
could be applied effectively to the coupled integro-differential 
equations that arise in the description of electron-atom collisions 
using a close coupling approximation. Consequently, the goal of 
this dissertation is to demonstrate the superior speed, accuracy, 
and reliability of a new version of the NIEM in comparison with the 
numerical standard Numerov. Moreover, the NIEM should provide 
a firm numerical foundation in performing atomic scattering 
and related calculations where a substantially closer 
mathematical approximation to reality can be achieved.
8
A Simplified View of NIEM
Noniterative integral equation theory as applied to direct
19potentials is well known. Using partial wave decomposition,
the radial equation that arises in the scattering of a point
particle off a central potential (both having no structure) may
20be described by the differential equation
A ^dr r
[d__ ■ til+V + k2j F(r) - V(r) F(r) 2.1
where I, and k are the angular momentum and wave number, V(r) 
is the direct potential, and F(r) represents the reduced radial 
part of the incident particle wave function. The associated 
boundary conditions that F(r) must satisfy are
F(r) ~ rA+1 
r-*0
F(r) ~ k“* [sin(kr - ^ )  + R cos (kr - ^)] 2.2
r-*»
where R is a constant to be determined (i.e., the reactance matrix).
In our analysis we consider an inhomogeneous Strum-Liouville 
21equation
«a£F(r) = f (r)
in which •£ is the self-adjoint differential operator (follows 
trivially from definition of self-adjoint)
x . . £ -  . i O ± u + k 2
dr r
and f(r) is the inhomogenuity given by
f(r) = V(r) F(r).
At this point let us proceed to give the defining properties of 
a Green's function G:
(1) The interval 0 < r < ® is divided into two subintervals 
by a parameter t.
We shall label G(r) = G^(r) for 0 <. r < t and G(r) * G2(r) for t < r <
(2) The functions G^(r) and G^Cr) each satisfy the homo­
geneous Sturm-Liouville equation: that is,
J&J^r) - 0 0 <; r < t,
2.4
JC-G2(r) - 0 t < r < ®.
(3) At r = 0, G^(r) satisfies the boundary conditions we impose 
on F(r). Correspondingly, as r tends to Infinity, G2(r) 
satisfies the boundary conditions imposed on F(r).
10
(4) We demand that G(r) be contlnuoua at r ■ t (continuity 
requirement)
Gl(t) " G2(t)* 2.5
(5) We require that G'(r) be discontinuous, specifically
that (jump condition)
2.6
These properties (requirements) make the Green's function 
a function of two variables, G(r,t). Furthermore, we note 
that G(r,t) depends both on the form of the differential 
operator X  and on the boundary conditions that F(r) must 
satisfy. With these notes in mind, let us proceed to construct the 
the Green's function.
We may introduce the single variable auxiliary functions 
G^^ and G^2  ̂which are obtained by letting
G(1)(kr) - k^ r j,(kr)
I




where 1 (x) and y (x) are spherical Bessel and Neumann functions, 
t I
We see that G^^(kr) and G^^(kr) both satisfy the homogeneous 
Sturm-Liouville equation; only G^(kr) satisfies the boundary 
condition on F(r) at r ■ 0 and both functions help satisfy the 
boundary condition as r tends to infinity:
r , fv*l 
G ^ k r )  - { .
r->0 r , or2
k ^ sin(kr- , n - 1
G <kr) r i  ' -% ,!-k cos(kr- , rv = 2.
2.8
We may now take
C G(1)(kr) 0 < r < t
G(r,t) - { . . 2.9
C2GV ''(kr) t < r < ®.
To identify and C2 let us continue to apply the conditions 
on G(r,t). Continuity at r = t requires
ci h  <kt) " c2 yt (kt)- 2.10
12
Next, the jump disconinuity at r ■ t Implies
!» (2) \ | _ n nt (1)C G' (kr)| - C G' (kr)| - 1 2.11
t t
where the prime denotes differentiation with respect to r. 
Finally, the Uronsklan relation between G^(kr) and G^(kr) is
G(1)(kr) G,(2)(kr) - G(2)(kr)G'(1)(kr) - 1. 2.12
We can now identify and Cusing Equations (2.10), (2.11) and (2.12) 
. ( 2),= G (kt)
C2 = G(1)(kt).
2.13
Thus, the Green's function is
G(1)(kr) G(2)(kt), 0 < r < t
G(r,t) » { m  (2) 2.14
G (kt) G (kr), t < r < «.
The differential Equation (2.1) and its associated boundary conditions 
Equation (2.2) are then transformed into an integral equation, in the 
usual way,
F(r) = J* G(r,t)f (t)dt + G(1)(kr) (2.15)
where the first term on the r.h.s. is the inhomogeneous part 
of the integral equation and the second term is a homogeneous 
solution of Equation (2.1) that is finite for all values of r.
14
Scattering of Electrons by Atomic Systems
A theory of scattering of electrons by atoms or ions with
any number of incomplete subshells has been developed within
22a close-coupling approximation by Smith and Morgan. Allowance
is made for the target system to be excited to an electronic
configuration constructed using the same core (discrete)
orbitals for all electronic configurations. The radial part of
the one-electron orbitals for a discrete subshell are assumed
known and identical for each electron in a given discrete subshell;
the scattering (continuum) functions are given as the solution of
coupled integro-differential equations with prescribed boundary
conditions. The form of these equation is such that the continuum
functions are orthogonal to all the discrete orbitals. Moreover,
the potential terms appearing in the equations are written in terms
23of generalized angular momentum recoupling coefficients.
We will expand the total wave function for the system, 
atom plus incident electron, in terms of a completely anti­
symmetric expansion involving core wave functions and free 
electron orbitals using a close-coupling approximation:
, Nti . r̂ir/rp*
Y(ri,^1 ... tf^Miw-i)"* 7^(-i) p Eri<rj y rpSp) — —  (3.1)
where N is the total number of electrons in the atom, is a 
complete set of quantum numbers required to specify the system
13
in an initial state i, 5^ denotes both the spin ((j) and spatial
coordinates (r) of the j**1 electron, y denotes the spin and
. . . . . . . . . .  ... th , ^spatial coordinates of all N + 1 electrons except the p electron, 
j/i denotes the core wave functions and F denotes the continuum 
orbitals.
When applying the appropriate variational principle with the
total wave function, the analysis of the exchange potential terms
can be greatly simplified if we constrain the continuum functions
to be orthogonal to all the discrete orbitals. However, the con-
22straint can be thought of as only preventing electron capture.
To place the possibility of electron capture (speaking of only 
momentary capture) back into the trial wave function, we must 
add to Equation (3.1) wave functions that contain electron capture 
configurations:
$  denotes an explicit electron capture wave function, L and S 
V
are the total orbital and spin angular momenta, n is the parity,
F.
• • • X Nf 1
(3.2)
where F,rjT^(r) orthogonal to all discrete orbitals,
and C* are variatlonally determined coefficienta that add back 
M
into the trial wave function the effect of electron capture. 
The variational principle that we employ la
6[Lij ‘ Rij] “ 0 (3‘3)
where are the elements of the reactance matrix defined in
2terms of the asymptotic form of in the open channels (k^> 0)
Fi j ^  r-*» ki 6̂ijsin 0t + Rij cos 0 ^
where
= kjt- - ^ . (3.4)
The matrix L is defined by
J Y(ri,ĵ1 ••• *̂*̂ 3Y (r j >3?̂ X^_^)dx^...dx^_^ (3.5)
where E is the total energy (atom plus incident electron),
and H^t  ̂is the total Hamiltonian. The 6 in Equation (3.3) implies
variations with respect to both and C*. In other words, the
bracketed term in Equation (3.3) is stationery with respect to
variations
and arbitrary FtC*. Moreover, the variation with respect to 
is still subject to the requirement that it is orthogonal to all 
discrete orbitals. We introduce undetermined Lagrange multipliers 
^  to enforce this constraint on Fjj* The mathematical form of the 
resulting coupled integro-dlfferential equations for th« continuum 
function j is stated in the next section.
Formalism
In this section we present the NIEM as applied to a multichannel
scattering problem. The equations that arise In the close-coupling 
4formalism of an electron-complex atom scattering problem ’may be 
described by the linear coupled lntegro-dlfferentlal equations
where N Is the number of channels, I  ̂and are the angular 
momentum and wave number for channel 1, V Is the direct potential 
matrix, the integral operators W and Z are the exchange and
part of the atomic electron orbital associated with the label X.
The M are the undetermined Lagrange multipliers that insure that 
the solution satisfies its required constraints, i.e., the incident 
electron wave function F(r) is orthogonal to all the bound states 
X of the atom. F is a square matrix, which represents the reduced 
radial part of the incident electron wave function, with j denoting 
the incident channel and i the outgoing channel. We allow for 
the possibility that a channel can be open (k^> 0) or closed (k^< 0).
+ E 6 t l  M^J Px (r) i,j-l,2...N
X V x (4.1)
correlation potential operators, and P^(r) *-8 t îe reduced radial
19
The exchange potential for thia problem Is defined by
E Win(r) FnJ(r> - BlC“1>Yt(?p /  V r)Pp U )  <4‘2)n a i
with
Yt(A,B;r)- J* A(x)B(x)xtdx + r* J dx
where U  £ t < I + /Pl n Pl n
' V  ‘‘I1 4 '  S ‘p + * i 'Kn Hn
and I is the angular momentum associated with the atomic state p.. 
Pi 1
The prime on the summation in Equation (4.2) denotes a sum over only
exchange terms and, thus, the composite index is defined as
(a )«i“(t,i.n.Pi.p^), and B̂ ui are the exchange potential coefficients. 
The exchange terms cited here are not separable and, therefore, 
require a different treatment from that give by Sams and Kourl.^ ^  
The correlation potential for this scattering problem can 
be described, in general, by the expression
NV NV ®
£  zfe)F„ (<r > ■ £  £  f £  E? vr J x )  F„ .(*>*■
n n r-1 U-1 ^  U 0 nJ
20
where NV is the number of correlation terms In a channel, are 
correlation constants, and *re correlation potential
elements.
The integral equation for F^j(r) is
j*
Fij<r)“V i j Gi1)(V )+Gi2)(kir)J’ G[1)(k1*)sij(x)dx
-G^^kjOj G ^  (kix)Sij(x)d*fG^1  ̂(ktr)
00






where 55 is the source term on the r.h.s. of Equation (4.1),
(»)Gi are the aPProPriate Greer.'8 functions that are defined as
real diagonal matrices^
k|“r j (kjT) i open
G<1>(kir) ;
(2X.)^ra (X.r) i closed
kjr y (kjT) i open
G.(2)(k r) , (4.5)
1 1 ' -(an.)'
 -*—  r b (X.r) i closed
If *•
where j.(x) and y (x) are spherical Bessel and Neusuinn functions,X X
a (x) and b (x) are appropriately defined modified spherical BesselX X
and Neumann functions, and the closed channel modified wave number 
is X^ ■ Tbe boundary conditions associated with the scattering
problem are satisfied with the following Green's functions
(1) 
G1 (kir) r3> r
k“^ sinCkjT - ^ ) 1 open
G(1)(k r) ~1 1 r-*»
Gl2>(klr) r i
-k Xir(3l^) e 1 closed
-k^ cos^r-j^ 1 open
-(2x^) 1 closed. (A.6)
Furthermore, note that the index j in Equation (4.3) not only denotes 
incident channel but also the different independent solutions corre­
sponding to channel i.
22
Another solution it to Equation (4.1) is defined by neglecting
9the normalization term as in variable phase theory
(4.7)
10In contrast, Sams and Kouri retain the normalization term. If
all the channels are open, the asymptotic boundary conditions on 
and F are
noted previously, the only difference between jfc(r) and F(r) is their 
respective normalizations. Since the normalization for this problem 
is chosen by requiring the solution of Equation (4.1) to satisfy the 
asymptotic boundary conditions piven in Equation (4.8b), all we need 
do is asymptot ically renormalize £(r) to correspond to Equal ion (4.Kit),
?/,ij(r)r̂ 00 k"^[AijSin(kir-£i ^HB^cos^r-j^ |)] 
Fij(r)r-̂ » k^[6ljsin(kir-ii ^ m ^ c o s ^ r - ^  ,
(4.8a)
(4.8b)
where A . and B are the asymptotic limits of the functions H
and appropriately choose the resulting reactance matrix. Renormalizing 
lk(r), we obtain the linear combination
If the linear coupled integro-differential equation for fa(r) 
are transformed by Equation (4.9), we observe that $(r) is also 
a solution of the linear equations where the undetermined Lagrange 
multipliers, in this case, insure that 4(r) is orthogonal to all 
discrete orbitals. Noticing that $  and F both satisfy Equation (4.1) 
and also satisfy the same boundary conditions, we can conclude that 
they are identical by uniqueness. Therefore, the reactance matrix 
elements R^j can be determined from knowledge of the asymptotic 
behavior of the unnormalized function from the equation
Rl J - =  Bi n Anl- <4 1 0 >
Next, if we also allow some of the channels to be closed,
the procedure for obtaining the reactance matrix elements R^j
12is somewhat more complicated. Unlike Sams and Kouri, we do not 
explicitly solve open and closed channel equations; rather, we 
obtain the reactance matrix by numerically forcing the appropriate 
closed and open channel asymptotic boundary conditions. Notice
that for a closed channel i, the unnornallzed solution $jj(r)
exponentially grows asymptotically, while the solution Fjj(r)
exponentially decays asymptotically. From the structure of
Equation (4.7), we see that a column vector of ĵ (r) depends
only on the elements in that column. In order to have a
well-behaved solution i/)̂ (r) for channels i and j both open,
it is evident that we must somehow numerically force tb (r)mn
to exponentially decay asymptotically for channel m closed and
channel n open. In particular, consider a two-channel problem
with channel i ■ 1 open and channel i * 2 closed. If we
25transform to zero using upper triangularization at
a sufficiently large enough value of r, where ^^(r) wou^^ also 
be zero, then J/iĵ (r) would be well-behaved beyond that point. 
(The matrix denotes that the matrix £ has been transformed 
appropriately so that is zero asymptotically and also 
a solution of Equation (4.1)). The transformation is similar to 
that of Equation (4.9). Finally, if the open channel asymptotic 
boundary conditions are now forced on Jj^(r), we can obtain the 
reactance matrix element in the open channel as desired.
The unnormalized integral equation stated in Equation (4.7) 
may be rewritten as
<vlo<xHwin(x)+zln(*»f
J J 0 n
25
with
G ^ ’̂ Orlx) - G^O^r) G^d^x) - G ^ ^ r )  G<2)(ktx).
Since the exchange potential terms are not separable, they can 
be rewritten so that Equation (4.11) becomes
G p ’̂ Crlx)^ Vln(x)̂ )nj(x)
(n, ) x x Pn (y^n1(y>
+ 1 Pp <»> t ^  J. p (y)*„J(y)yt'iy-tr —  * 1x 0 J 0 y
+ E  zln(x) *„/»)* E
m Pp (y)«6nj(y)
+ E ‘ B.^i^P (x) x* P — i--------- dy]dx. (4.12)
r¥. Pn 0 t+1i y
The solution to Equation (4.11) can be written as
*ij<r) ■ * u >(r) + C« V  <4-13>
with
- Pp1(y)*nJ(y)d>'
J -----2+7  a, - 1. 2, .... NEX(l)
0 yC 1 1
00
S  - NEX(i)+l,...,+NEX(l)+NVrn C 0 ,nJ J
M^J 6, A O l f NEX(i)+NV+l.....
1» X
,NEX(i)+NV+N0TH(i) (4.14)
> - 6„o5i»Gil>(kir)+J'o Gi2,1)<rlx)[I: vi„(l')* ™ )(x)
l\  <x)f - f e r r  pp <y),' - )<y)yt<lyx 0 Kl
t+iy
dy} G^2,1  ̂(r| x)D^y^(x)dx (4.15)
0 or • 0
B^i* a - «t - 1. 2, ..., NEX(l)
1 otherwise
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0 O' - 0
P (x)xfc or ■ a
Pn
Vx) or ■ a
Px (x) or “ a
><«>. “  " Wl 
V ( ru m  ru ̂
i
where NEX(i) is Che number of exchange terms in channel i, and
NOTH(i) is the number of orthogonality terms. For a given pair
(m, rt ) t we can generate a column vector i m ^  using Equation (4.15) m  * im
Similarly, another column vector m^ can be generated for a given
pair (m, ). If D ^m^ ■ D m \  then the corresponding columnm m m
vectors are related by
im
(«•„)
B̂ a 'm m m
(4.16)
In addition, computation time can be saved by making the observation
that the auxiliary function can be evaluated without any matrix
10inversion.
The constraint condition that determines the constants is
ao
t f P. (x)ii). .(x)dx-O.
i X 0 X 1J
(4.17)
We impose the constraint that the radial function must, he orthof.onn I 
to all the atomic orbitals. We further introduce the quantity
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 ̂| 1
V (r)/r - 1, 2, MEX(i)
Pi 1
£ [£ HL V-] Ott - NEX(i)+l NEX(1)+NV (4.18)
n f » ’
Px (r) a t - NEX(1)+NV+1.... NEX( 1 )+NVfNOTH( i)
so that Equation (4.18) and Equation (4.14) nay be combined to yield
V u 1’- -C E‘“ l>(y> *“J<y)dy
(4.19)
with
• 1, 2, ..., NEX(1)+NV
otherwise.
Substituting Equation (4.13) Into Equation (4.19) yields a set of 






DifJi’*) = J E{0fi)(y) «/>nj(/?)(y)dy. fho,py (4.21)
Noting that the exchange correlation and orthogonality terms 
exhibit the short-ranged behavior of the atomic electron orbitals, 
we conclude that the upper limit of the integral in Equation (4.19) 
is basically the range of these orbitals.
The unnormalized solution jh can be determined at a transformation 
point r̂  by Integrating the homogeneous solution and the parti­
cular solutions of Equation (4.15) from zero to r£. This value
of rfc is the point at which the integrals involving exchange, 
correlation and orthogonality terms have converged. Once the 
auxiliary functions are obtained, the constants D^®i*^ are 
simply determined from Equation (4.21). Then, the constants 
C^jl^ are computed by matrix inversion from Equation (4.20).
Hence, the solution tfr(r̂ ) may be determined from Equation (4.13); 
only at this stage is it first possible to force the closed and 
open channel boundary conditions on iji. Note that any further 
contribution to ĵ (r) for r > rfc comes only from the direct 
potential V(r). Knowing , H ^ ( r  ), and H ^ ( r t), we may
either continue integrating £(r) to a point where the potential 
vanishes, or we may "project" the H matrices to their asymptotic 
value by a technique given below. Finally, we obtain the 
reactance matrix from Equation (4.10).
The projection procedure stems from noting that
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dZ, j W  
dr*3
If1! (r) 0<1)(k1r)CVln(rWnJ(r)
h h<2> fflj (r) 4 2>( V > E  vl»<rW'nJ(r)n J
»r>r
where p * 1, 2, 2N
Substituting Equation (4.7) into Equation (4.22) yields
a? / \ 2N- E M  (r) Z (r), 
dr q-i P<1








q-n q>n 1 q>n.
(4.22)
Integration of Equation (4.22) yields
Z(«) * Z(rt> + J* H(r).Z(r)dr 
rt
r
Z(r) * Z(rt) + J M(x)-Z(x)dx 
rt
which may be combined to yield
oo oo r
Z(oo)«[I+j* M(r)dr] • Z(rt)+J* M(r)*J M(x) *^(x)dxdr.
rt rt rt
26 27If the last term in Equation (4.23) is neglected, * we obtain 
the simple projection equation
Z(co) - S(oo,rt)-Z(rt)
00
S(®,r )*,I + J M(r)dr 
rt
where the reactance matrix projection equation is obtained from 







«U,1> . (1, 2)
.(2, 1) . (2 ,2)
and R(rt) - H(1)(rt). H(2)(rt)"1 (4.26)
If the asymptotic form of the direct potential is substituted into 
Equation (4.24), the resulting matrix jS may be evaluated in terms 
of the standard incomplete sine and cosine functions. Knirk^ has 
introduced the projection technique in more detail.
From the reactance matrix projection, Equation (4.25), we 
see that the corrections applied to Rjj(rt) are asymmetric for 
i + j. Therefore, for some scattering problems, the long-range 
behavior of the direct potential especially near threshold may 
cause the projection procedure to be inaccurate if the value chosen 
for r̂  is too small. It may be necessary to choose a larger 




Application to a Model Problem
An untested method is often initially applied to a simplified 
problem in an attempt to judge its effectiveness without encountering 
any undue numerical complications. Moreover, after completing the 
calculation, the researcher is hopefully able to estimate the degree 
of success that he can expect when applying the method to the more 
complicated equations that arise in the description of electron-atom 
collisions. However, in order to retain some elements of realism, 
the model problem should mathematically simulate the main features 
of the electron-atom scattering equations.
The formalism discussed in Chapter I is initially applied to a 
model two-channel problem defined by the coupled equations
C^j - + k*]F <r)-E V (r)F (rH2Y0(P F ;r)Pt(r)
dr r n J J
+ Mi j V r) (4.27)
where
2 2The level splitting is chosen to be 0.75 Ry so that + 0.75.
This model is an arbitrarily truncated version of the e-H scattering 
equations using a ls-2p close coupling approximation so that the 
model still contains (i) long-range off-diagonal dipole coupling;
(ii) one exchange term in each channel; and (Hi) one orthogonality 
term in each channel.
The unnormalized solution to Equation (4.27) is
IP, .(y)dy}+(2C +M ) (4.28)
where the auxiliary functions are defined as
x ^ )(x)+2P1<x)if M ;  - ~]Pl(yW>jj) <y)}
+8lJ(2*al+6o2> •l'0dX Gi2’1)(rllt)pi<x)- (4.29)
Notice that the inhooogeneous terms for a * 1 and r* m 2 -differ only 
by a factor of two so that their auxiliary functions are related 
as
^ ( r )  - 2 ^ 2)(r). (4.30)
The exchange constant is
00
cf®* + E  C.(1)C . + E  C*2) M . (4.31)ij " im mj " im mlJ m J m J
with
ci f  - f0 pi<y ) ^ f < y )y ' V
and the orthogonality constant is determined by
with
MiJ) " -Tq Pi(y)^?|)(y)dy-
We solve Equation (4.27) by the NIEM method as follows:
(i) Obtain the auxiliary functions given in Equation (4.29) by 
using a convenient integration scheme. The power of the method 
comes from the fact that, as pointed out by Sams and Kouri,*^ the 
solution at a given value of r depends only a previously calculated 
values of r. For example, in Equation (4.29) we replace the integrals 
by quadrature sums,
where are the weights of the quadrature scheme. Now 
we have that there is zero contribution to the summations 
over k and t. from the terms k *= m and t ■ k, respectively.
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Thus, the right-hand-side of this equation does not involve
the unknown functions at r . However, this simplificationm
does not directly occur with Numerov; rather, a matrix
inversion is required to express the solution at a given value
of r in terms of only previously calculated values of r.
Since the matrix to be inverted at each grid point r is ofm
the same order as the solution matrix, it is apparent that a
considerable amount of computation time can be consumed in
performing all the matrix inversions, especially when a large
number of channels is involved, (ii) Solve for the constants
C . and M . Since the constants and are determined inmj mj ij ij
step (i), C , and M . are obtained by solving the set of simul- mj mj
taneous equations given in Equation (4.31) and (4.32).
(iii) Compute the reactance matrix R(r^) and step out to R.
From the information gained in steps (i) and (ii), the unnormalized 
solution fc(r) given in Equation (4.27) can be computed at some 
transformation point rfc. The matrix R(rf.) is then computed from 
Equation (4.26) using H ^ \ r  ) and H ^ \ r  ) of Equation (4.7), 
and this matrix is projected to its asymptotic value using 
Equation (4.25).
We use the trapezoidal rule (TR) with a variable step 
size to integrate the equations. The simplicity of the TR 
makes its application to the equations a simple task. There
3H
is really no significant advantage in using another rule such as 
Simpson's rule (SR). In general, a significant advantage would 
be to apply SR with a larger step size and, at the same time, 
obtain results with at least the same accuracy of the TR, thus 
allowing a savings in computation time. However, we may be
required to use a small step size if there are any tight loops
(«)in the solutions (r) for values of r near the origin.
Such tight loops are characteristic of the excited state 
wave functions in electron scattering by atomic oxygen. In 
order to avoid missing the tight loops, a small step size 
must be used even with SR. However, the use of the TR with 
this step size also yields acceptable results. Of course, if 
no tight loops are present, SR would be preferred over the TR.
Furthermore, since integral equation techniques are 
inherently stable, we find that a relatively large step 
size may be used during a calculation. As we integrate the 
solutions from the origin outwards, we may progressively
increase the step size while maintaining a deaired accuracy 
in the results. For example, we may start the integration 
with a step size of 0.028q and double it at values of r equal 
to O.ISq , 0.5a^, and 5.0aQ. Thus, for values of r greater
than 5.0Sq , we are using a step size of 0.32a^. This step 
size is quite large and will enable us to quickly reach the 
transformation point rt from 5.0aQ using the TR. To say that
39
an even larger step size could be used £or SR Is not entirely 
correct. If too large a step size is chosen, the oscillatory 
behavior of the solutions could be overlooked. This is 
especially true when the channel energy la large and, thus, 
the solution is rapidly oscillating. With these observations 
in mind, we consider the use of the TR adequate.
Table I gives reactance matrix elements that agree with the
numerical standard (Numerov) within 0.2%. Two significant comments
should be noted. First, the NIEM was at least a factor of 2 faster
in obtaining the reactance matrix elements than Numerov for this 
two-channel problem. Second, at least 80% of the computation 
time is involved in integrating the auxiliary functions and in 
solving for the constants. The generation of the potentials 
and of the Green's functions, and the application of the pro­
jection procedure all consume little time.
We obtain the transformation point rfc using a sequential 
projection procedure. The first projection point r^, where 
we project the reactance matrix out to an asymptotic value, 
is chosen to approximate the point at which all the potentials, 
except the direct potential, no longer contribute. For our 
model problem, the point r^ is chosen to approximate the point 
where the exchange potential terms no longer contribute.
40
The second projection point r  ̂i8 the point where the effect 
of the direct potential is somewhat small, and usually should 
he at least a distance of lOa^ from r̂ . If the two projected 
reactance matrices from r^ and r^ agree to within our accepted 
accuracy of 0.1%, we conclude that either r^ or r^ is the 
transformation point r£. On the other hand, if the two pro­
jected reactance matrices do not agree, we must continue the 
process by choosing sequentially larger projection points 
until a transformation point is obtained. If we choose r^B30a^ 
and for our model problem, we find that the projected
reactance matrices agree to within 0.17. for most energies. 
However, Smith et al.^ have shown that for energies near a 
threshold, the direct potential is more extended. For this 
reason, we found it necessary to use a value of rt*60ag at 
energies of 0.749 and 0.7S1.
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TABLE I
Reactance Matrix Elementa at Energiea Below and Above Threahold. 
Column (NIEM) Presents Results Calculated Using the NIEM; (STAN** 
DARD)Lists the Values Obtained Using NUMEROV
E (Ry) NIEM STANDARD
0.1 R11 -1.471 -1.471
0.2 R11 -3.937 -3.935
0.5 R11 3.287 3.288
0.7 R11 1.870 1.871
0.749 R11 1.718 1.718
0.751 R11 1.713 1.713
R12 0.0071 0.0071
R22 -0.166 -0.166
0.80 R11 1.572 1.572
R12 0.240 0.240
R22 -2.738 -2.740








Application to Electron-Hydrogen Scattering
Due to the simplicity of the e-H scattering equations, 
untested techniques are often applied to them. However, the 
strong degenerate dipole coupling between the 2s and 2p 
channels presents a formidable test^ of the reliability of a 
technique. In addition, there exists a series of resonances 
below the n * 2 threshold that can be used to judge the 
ability of a method to locate resonances. Therefore, we 
have chosen the e-H scattering problem as a physical test 
of the applicability of the NIEM.
28The e-H scattering equations in the ls-2s-2p close 
coupling approximation for L ■ 0 consist of three coupled 
integro-differential equations that can be cast into three 
coupled integral equations of the Volterra type. Appli­
cation of the NIEM is a simple and straightforward procedure.
The three coupled equations are solved using integral 
equation theory from zero out to some transformation point r 
where the reactance matrix is projected out to its asymptotic 
value by using a matricant technique. This value of r^ is 
at least the point at which the integrals involving the 
exchange and orthogonality terms have converged. Thus, 
any further contribution to the solution comes only from the 
direct potential. We use the trapezoidal rule, with a variable 
step size, to integrate the coupled equations. An important
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advantage of suing the method comes from the fact that, as
pointed out by Sams and Kouri,^ the solution at a given
value of r depends only on previously calculated values of r.
29A comparison of our results with those of Burke et al. 
indicated that there was not agreement at all the published energies. 
Their results were obtained with an older version of Numerov where 
the asymptotic expansion method of Burke and Schey^ was not used 
in obtaining the reactance matrix. Thus, we solved the three 
coupled integro-differential equations using Numerov to obtain 
solutions as a standard against which results from the NIEM may 
be judged.
Table II presents reactance matrix elements for energies
above the n * 2 threshold. When applying the NIEM, the results
quoted are computed using a transformation value of 300sq with
exchange and orthogonality terms omitted for values of r > 30Sq .
Since the dipole coupling between the 2s and 2p degenerate
channels is large for energies just above threshold,^ in this
region a larger transformation point r̂  should be used for
convergence purposes. For example, at an energy of 0.76 Ry.,
an asymmetry within 1% exists in the reactance matrix calculated
with rt * 500a^. However, the partial wave cross sections
are more reliable than the reactance matrix elements at this
7,30energy due to their more rapid convergence. ’ Row (a) presenth
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29the NIEM results, while row (b) contains the results of Burke et al. 
Whenever any elements between the two rows disagree by more than IX, 
we insert row (c) which presents results of Numerov. We note that 
some of the reactance matrix elements of Burke and coworkera contained 
in Table II are in error by as much as 107.. Table III contains partisl 
wave cross sections only for the cases where row (c) is needed. Al­
though there is up to 107. disagreement in the reactance matrix ele­
ments, the cross sections agree to within 2%.
The phase shifts for energies below threshold agree to within
310.2% with the results of Burke et al. The results are computed
by integrating the scattering equations out to 30a^ with exchange
and orthogonality terms being retained to this point. We further
calculated the energy and width of the first scattering resonance
below the n » 2 threshold. The energy and width are « 9.573
and T - 0.0545 eV from the NIEM and E - 9.575 and r - 0.0543 eVr
32from Burke et al. Just below threshold, the closed channel 
components of the scattering wave function are extended; thus, 
in order to obtain accurate phase shifts, it is necessary to 
integrate the equations out to IOOSq , while exchange and 
orthogonality terms are still dropped at 30a^.
Knirk, et al.^ have also extended the work of Sams and
Kouri^ and applied their version of a NIEM only to open channel
scat ter in>; of electrons by atomic hydrogen. However, they were
45
unable toiobtain reliable results for singlet end triplet S-vave 
cross sections at an energy of 2.25 Ry. The shortcoming can be 
avoided by separating the exchange potential terms in the manner 
given in Equations (4.13) - (4.15).
TABLE II
Reactance Matrix Elements at Energies Above the n ■ 2 Threshold.
Row (a) Present Results; (b) Ref. [29] also in the ls-2s-2p Approximation; (c) Numerov.
R11 R12 R13 R22 R23
k2 « 0.76
a) -0.5438 3.047 -5.891 -7.274 13.17
Singlet b) ---------------    —  --- —
c) -0.5480 3.055 -5.909 -7.286 13.19
a) 36.61 0.5491 -1.053 -1.276 1.510
Triplet b) -- --- — - —  --










a) 0.9330 -0.2851 0.5295
Singlet b) --- —  —
c) 0.9339 -0.2853 0.5303
a) 25.23 -0.7765 1.107
Triplet b) -- -- --
























































































































































a) 0.1244 1.401 0.7454
Singlet b) 0.1199 1.408 0.7505























k 2 - 4.00
a) 0.8502 -1.187 -0.5931
Singlet b) 0.8383 -1.167 -0.5836
c) 0.8503 -1.186 -0.5927
a) 1.231 -0.9270 -0.4796
Triplet b) 1.220 -0.9043 -0.4699






















Partial Wave Cross Sections at Energies Above the n * 2 Threshold. 


















































a) 0.1278 0.0381 0.0343 0.1670
b) 0.1269 0.0380 0.0343 0.1665
a) 1.827 0.0055 0.0096 1.718
b) 1.827 0.0055 0.0095 1.719
a) 0.0842 0.0123 0.0172 0.3737
b) 0.0836 0.0123 0.0171 0.3737
a) 0.0589 0.0049 0.0035 0.2415
b) 0.0579 0.0049 0.0035 0.2412
a) 0.4002 0.0030 0.0052 0.7894
b) 0.3970 0.0030 0.0052 0.7894
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Application to Electron-Oxygen Scattering
As a final test for the entire NIEM formalism let us consider
the scattering of low-energy electrons by atomic oxygen. The cross
sections are obtained using a four state close coupling approximation
where the total wave function for the system is expanded in terms of
real states of atomic oxygen. The only atomic states retained in
the expansion are those of the ground state configuration
ls^2s^2p^(^P,*D,*S) and the excited state configuration ls^2s^2p^3s(^S®).
We choose only to investigate P-wave scattering because of its dominant
3 3contribution to the total elastic P-* P cross section (see Table IV).
To investigate P-wave scattering, let us briefly review 
the channel designations, orthogonalization requirements, and 
the electron capture states used in solving Eqation (4.1)
Consider the channel designation chart:
L S V 3p 1S 3 0 3» S
1 1/2 0 1 1,3 1 1
1 1/2 e 0,2 2 1
1 3/2 0 1
1 3/2 e 0,2
where I. and S are the total orbital and spin angular momenta, 
IT is the parity either even (e) or odd (0), the overall
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o & j i  . 5 1 1 3  0coupling of the atomic states is L « ( P, D, S, S ), and the 
allowed incident angular momenta £ are obtained using the triangle
sum rule. Since we want to investigate the effect of including the
3 0 2 43s S state, we need only consider the P and P cases. For an
2example of channel designation consider the P case where channel
3 3one is characterized by ( P, £«0), two by ( P, £*2), three by
1 3 0( D, £=2), and four by (3s S , £«1). From the solution of the
2 4appropriate coupled equations, we obtain either the P or P
contributions to the cross sections among the included atomic
states. Next, the only electron capture state that is needed
for the ^P case is $(ls^2s^2p^3s; ^P), and for the ^P case is 
2 2 4 4$(ls 2s 2p 3s; P). Finally, the orthogonalization requirements
for both cases are: (1) channels in which £ ■ 0 are radially
orthogonalized to the Is, 2s, 3s, orbitals; (2) channel in
which £ = 1 is radially orthogonalized to the 2p orbital.
4Table V presents the P contributions to the elastic
3 3P-> P cross section. Column (a) contains the NIEM results
where we use a transformation point of r =* 57ag with exchange,
correlation and orthogonality terms omitted for values of r
33greater than 25s q. Column (b) contains the results obtained
with another numerical procedure (Numerov) described earlier.
34Column (c) contains previously published results using a 
close coupling method with only the three ground state 
configuration terms retained in the expansion of the total
wave function. First, we see that the NIEM and Numerov agree 
to within 0.1%. Second, we note that the difference between 
the results of the three and four state expansions is small
i
at high energies and as large as 10% at low energies. Also
not that the NIEM was at least a factor of 4 faster in obtaining
the final results than Numerov for this 3-channel problem.
2Table VI presents P contributions to elastic and inelastic 
cross sections. Rows (a), (b), and (c) are of the same origin 
and Columns (a), (b), and (c) of Table V. First, we see that 
the NIEM and Numerov agree to within 0.3%. Second, we note 
that the difference between the results of the three and four 
state expansion is small at high energies and as large as 25% 
at lower energies. Also note that the NIEM was at least a factor 
of 6 faster in obtaining the final results than Numerov for this 
4-channel problem.
The large drop in the P-wave cross sections at low energies 
using a 4 state close coupling expansion is common to both tables
and should be expected. First, we note the 3 state close coupling
34 3 3expansion of Smith et al. yielded total elastic P-̂  P cross sections
35in disagreement with experimental cross sections of Sunshine et al.
by as much as 75% at low energies. They attributed their overestimate
36in the total cross section to the neglect of polarization. Temkln 
attempted to include this effect by using a polarized orbital method,
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i.e., a method that includes the reaction of the scattered
electron back on the atom. His results are in fair agree-
35ment with the experimental results of Sunshine et al. Also,
37 3 3Neynaber et al. have measured the total elastic P-» P cross
section for electrons scattered by atomic oxygen. Their results
35are about 30% smaller than the results of Sunshine et al.
3 3Thus, the total elastic F > P cross section using the 3 state
close coupling expansion is even higher than their experimental
cross section. However, our P-wave partial cross sections using a
4-state rather than a 3-state close coupling expansion clearly
3 3indicate a substantial decrease in the total elastic P-» P cross 
sections at lower energies (see Figure 1). It is also clear that 
the close coupling method using only real states is ineffective 
unless more atomic states are retained in the expansion for the 
total wave function. However, the convergence to the final results 
by adding more and more atomic states would be slow; thus, the 
procedure would not be feasible because of the large amount of 
computer time and storage requirements necessary to solve the 
large number of resulting coupled lntegro-differential equations.
To avoid the poor convergence and still obtain results in fair 
agreement with experiment, we could supplement the close coupling 
expansion with pseudo-state orbitals (i.e., excited states that 
allow for more long-range polarization effects and short-range 
correlations to be included in the close coupling expansion).
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TABLE IV
3 3Partial Wave Contributions to the Total Elastic F-» P Cross Section






V 0.214 0.280 0.327 0.357
3.271 2.918 2.613 2.347
2P° 1.519 1.577 1.449 1.308
4.324 4.116 3.891 3.664
4p° 0.000 0.050 0.134 0.220
0.009 0.008 0.007 0.006
V 0.166 0.361 0.521 0.642
D 0.021 0.030 0.044 0.062
V 0.209 0.453 0.669 0.843
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TABLE V
L 3 1P Contributions to the Elastic Cross Section Q( P-> P). Column
(a) Present Results; (b) Ref. [33]; (c) Ref. [34],
E(Ry) (a) (b) (c)
0.10 3.946 3.949 4.324
0.15 3.986 3.988 4.222
0.20 3.961 3.962 4.116
0.25 3.905 3.905 4.005
0.30 3.824 3.824 3.891
0.40 3.628 3.628 3.664
0.50 3.420 3.419 3.441
0.60 3.214 3.214 3.226
0.80 2.820 2.819 2.832
1.00 2.484 2.484 2.489
(>2
TABLE VI
2P Contributions to the Elastic and Inelastic Cross Sections. 
Row (a) Present Results; (b) Ref. [33]; (c) Ref. [34]




a) 2.605 0.0000 0.0104
0.15 b) 2.608 0.0000 0.0098
c) 3.087 0.0000 0.010
a) 2.622 0.0001 0.0105
0.20 b) 2.627 0.0001 0.0100
c) 2.918 0.000 0.010
a) 2.571 0.0003 0.0111
0.25 b) 2.573 0.0003 0.0108
c) 2.760 0.000 0.011
a) 2.486
0.30 b) 2.486
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We have presented a simple computational procedure for 
solving a large number of coupled integro-differential equations 
which describe a multichannel scattering process. The complete 
effectiveness of the NIEM as compared to Numerov was demonstrated 
when applied to a two-channel model problem, electron scattering 
by atomic hydrogen, and electron scattering by atomic oxygen.
(The testing of the method by applying it to selected problems 
was necessary since a method may not be completely computationally 
designed, i.e., even though a method solves a problem in principle, 
it may fail, in part, when first applied to a problem since it may not 
be able to successfully use already existing computational techniques).
The solution to the coupled equations and the associated 
boundary conditions of the scattering process is obtained from 
an unnormalized solution to the coupled equations by numerically 
forcing the open and closed asymptotic boundary conditions.
The unnormalized solution can be obtained in the region where 
exchange, correlation, and orthogonality are important, by a 
simple technique analogous to the homogeneous and particular 
solutions of differential equation theory. We expand the 
unnormalized solution in terms of homogeneous and particular 
auxiliary functions that each satisfy their own separate 
integral equations. These auxiliary integral equations are
6 6
solved from zero out to a transformation point where the 
unnormallzed solution is obtained by recombining the auxiliary 
functions. Now, the closed and open channel boundary conditions 
may be forced on the unnormallzed solution. After computing 
the reactance matrix at the transformation point, it may be 
projected out to its asymptotic value using a matricant 
technique.
In closing, we see that there are two basic advantages 
in using the NIEM. First, due to the simplicity of the method, 
the programming required to solve a set of scattering equations 
is neither extensive nor involved. Second, the method offers 
a computational procedure with reliability, accuracy, and speed. 
The NIEM was significantly faster than Numerov in obtaining 
the reactance matrix elements for all cases examined; we 
consider its accuracy to be superior.
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