We developed a one-dimensional spring model to study the dynamics of lattice motion upon ultrafast laser heating. Using this model, we simulated atomic positions as a function of time in a free-standing thin monoatomic metal film as well as in a thin film on a substrate. In particular, we studied how the electronic thermal stress influences lattice expansion after the ultrafast laser heating. The simulation results agree very well with experimental data obtained with femtosecond electron diffraction.
I. INTRODUCTION
Structural dynamics initiated by ultrafast laser heating involves the interactions among participating subsystems of charge, spin, and lattice, and has been a subject of intense research for many years. Earlier experimental works utilized femtosecond ͑fs͒ optical probes to measure associated modulation in optical properties ͑transmissivity and/or reflectivity͒ and extracted the information of structural dynamics through sophisticated theoretical modeling. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] Recent advances in time-resolved x-ray and electron diffraction provide a way to directly monitor these structural dynamics with atomic-level details in real time. [13] [14] [15] [16] [17] [18] [19] [20] One main theme of such research concerns primarily laser induced melting under high-pump intensity [10] [11] [12] [18] [19] [20] to gain a microscopic understanding of phase transitions. The others are more focused on reversible structural dynamics, to seek structure-function correlation and the underlying mechanisms driving these dynamics. A widely used model for these reversible structural changes is based on classical continuous elastic equation, 1, 15, 16, 21 which can only provide a limited view of dynamics on the atomiclength scale. So far, simulations of structural dynamics with atomic-level details and comparison of such simulations with time-resolved diffraction data are sparse.
Here, we report a simulation of ultrafast heating induced structural dynamics using a one-dimensional ͑1D͒ spring model. 22 It is developed from the classic continuous elastic equation by considering a nanometer film as a chain of point masses connected by springs. 23, 24 The simulation provides an atomic-level view of structural dynamics by revealing the position of each point mass ͑atom͒ as a function of time for a given temperature ͑stress͒ profile. In particular, we studied the role of electronic thermal stress on lattice motion by comparing the simulation results with and without its presence. The simulation fits the data of our femtosecond electron diffraction very well and shows again that electronic thermal stress is essential for driving coherent lattice vibrations.
II. THEORY AND COMPUTATIONAL METHODS
An ultrafast heating process usually involves redistribution of energy deposited by fs optical pulses among different subsystems and can be characterized by several characteristic time scales. For metals without magnetic ordering, the energy of a pump pulse is first absorbed by the electron subsystem via hot electron generation. These hot electrons then thermalize with conduction electrons via strong electronelectron scattering and establish an elevated electron temperature ͑T e ͒ in a sub-ps time scale. T e is usually much higher than the lattice temperature ͑T l ͒. Subsequently, electrons transfer their energy to the lattice via electron-phonon ͑e-ph͒ coupling and finally the two subsystems reach a new thermal equilibrium in a few ps. In general, this ultrafast thermalization process builds up thermal stress from both electronic and lattice heating faster than that the lattice can respond ͑acoustic phonon period͒ and therefore can launch a coherent lattice motion ͑coherent acoustic phonons͒.
In a typical femtosecond electron diffraction ͑FED͒ experiment, the sample is a free-standing thin film of a few tens of nanometers thick. The pump optical and probe electron pulses are put nearly collinear and normal to the film surface to maintain fs time resolution. To maintain a uniform excitation of the entire probed region in the lateral direction, the beam diameter of the pump optical pulse is usually set at millimeter scale and is significantly larger than the size of probe electron beam ͑about 300 m in diameter͒. 13 In addition, the time scale for the lateral heat diffusion out of the probed region along the film surface takes 10 ns or longer in metals. Under these conditions, the temperature and its resulting thermal stress depend only on the distance from the film surface. Accordingly, three-dimensional structural dynamics can be reduced to one dimension with the relevant lattice motion along the film normal direction, 1, 18 which is described by a 1D elastic equation as: 21, 25, 26 
͑1͒
where u͑x , t͒ is the displacement, is the material density, ␤ is a damping time constant, v is the longitudinal sound speed, and ͑x , t͒ is stress that is determined by the electron temperature T e ͑x , t͒ and the lattice temperature T l ͑x , t͒. For a free-standing thin film, the initial and boundary conditions are:
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Once the stress ͑x , t͒ is given, the corresponding structural dynamics in a film relevant to FED experiments ͓elastic wave u͑x , t͔͒ can be obtained by solving Eq. ͑1͒ under the proper initial and boundary conditions given by Eq. ͑2͒. Similarly, the two-dimensional and/or 3D equations can be constructed but we will restrict our discussions to the 1D case that is most relevant to our FED measurements in this paper.
To visualize the motion of each atom and their mutual interactions, the above equations for a 1D continuous film can be converted to the equations for a linear chain of N + 1 discrete point masses ͑m͒ connected by elastic springs, as shown in Fig. 1͑a͒ . Define,
ͪl,tͬ.
͑3͒
where C is the elastic constant along the surface normal direction, l is the effective lattice separation ͑distance between adjacent point masses͒, and depends on the lattice orientation. For example, in an Al film of FCC lattice with the surface normal along the ͓200͔ direction, a point mass is one Al atom and the effective lattice separation l is just half of a lattice constant 4.05 Å. For more complex structures containing more than one atom per primitive cell, a point mass can be regarded as the center of mass of a primitive cell, and the l is the separation of point masses along a given lattice direction. By substituting Eq. ͑3͒ into Eqs. ͑1͒ and ͑2͒, we reach the equations for a 1D atomic chain
In the Eq. ͑4͒, the lattice anharmonic contribution is incorporated in the lattice thermal stress. However, the associated displacement is ignored since it is about 2 orders of magnitude smaller than the harmonic term when the sample temperature change is on the order of 100 K. In the following, we will restrict our discussion to this type of ultrafast heating with relatively low lattice temperature rise that is most relevant to the main topic of coherent phonon generation driven by both electronic and lattice heating. However, we would like to emphasize that under the strong excitation conditions, such as laser-induced ultrafast melting with a possible 1000 K lattice temperature jump, the anharmonic contribution can play a crucial role and more sophisticated models should be developed to describe the structural dynamics.
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For ultrafast heating of metals, the thermal stress ͑x , t͒ contains the contributions from both lattice and electronic heating:
where i = e͑l͒ represents electron ͑lattice͒, ␥ i , C i , and T i ͑x , t͒ are the corresponding Grüneisen parameter, heat capacity, and the temperature distribution. T 0 is the initial sample base temperature before the optical excitation. As shown in Eq. ͑5͒, ͑x , t͒ is determined by the temporal behavior of the electron temperature ͓T e ͑x , t͔͒ and the lattice temperature ͓T l ͑x , t͔͒, which are in turn governed by electron-phonon interactions. In some metals, the kinetics of this energy exchange can be adequately dealt with by invoking the two temperature model ͑TTM͒ and choosing the appropriate e-ph coupling constant. [27] [28] [29] In the following calculation, both T e ͑x , t͒ and T l ͑x , t͒ in Au were calculated by TTM. However, in Al, TTM tends to overestimate the electron-phonon thermalization rate. To eliminate any ambiguity that might be introduced by the theoretical modeling, we used the lattice temperature obtained in FED measurement as T l ͑x , t͒. T e ͑x , t͒ was derived from T l ͑x , t͒ by assuming energy conservation within the electron and lattice subsystems, C e ␦T e + C l ␦T l = ␥T e ␦T e + C l ␦T l = E pump Ϸ C l ⌬T, 13, 30 with ⌬T as the overall sample temperature jump induced by optical excitation. In a typical FED experiment, ⌬T is on the order of 30 K and the Al sample base temperature is about 400 K ͑room temperature plus laser-induced residual heating͒. Since ⌬T is small and the sample base temperature is very close to the Debye temperature of Al: 428 K ͑Au: 162 K͒, 31 the lattice specific heat C l was taken as a constant in the calculation. In the simulation, the Runge-Kutta method is used to solve the Eqs. ͑4͒ and ͑5͒ with a step size of 0.02 fs.
III. RESULTS AND DISCUSSIONS
Based on this model, we first simulated the atomic motions in a free-standing 20-nm Al film heated by 50-fs laser pulses. In this case, heating can be safely assumed to be homogeneous across the film after electron thermalization ͑about 200 fs in Al͒, considering that in metals the optical penetration depth ͑e.g., 7.4 nm in Al and 12.9 nm in Au͒ 32 is comparable to film thickness of 20 nm and the fast energy redistribution across the film can be fulfilled by the ballistic electron transport at a Fermi velocity of ϳ10 6 m / s in about 100 fs. This ultrafast electron heating leads to the homogeneous lattice heating via electron-phonon scattering, with T l reaching its maximum value in Al in about 2 ps once both systems are thermalized. To highlight the general features of atoms' motion and their interaction, the damping parameter ␤ was initially set to 0. When comparing with experimental data, ␤ was floated in the calculation to fit the observed decay of lattice vibration. Other relevant parameters used in the simulation are listed in Table I .
The temporal evolution of the displacement of each atom is shown in Fig. 2 and the average lattice expansion across the film thickness is shown by the solid curve in Fig. 4 . Due to homogeneous ultrafast heating across the film, there is no driving force on the inner atoms in the sample film at the beginning due to the lack of thermal gradient. Consequently, the thermal expansion of Al film is initiated from the two open ends and propagates inward in the form of acoustic waves as shown in Fig. 2 . These two inward traveling acoustic waves collide and create a standing wave satisfying the open boundary conditions, as shown by the solid curve in Fig. 4 . For the standing wave, the period of the fundamental mode is determined by film thickness ͑L͒ and longitudinal sound velocity ͑v͒, T =1/ f 0 =2L / v. Higher harmonics at frequencies of ͑2n +1͒f 0 can also be excited and their relative weights to the fundamental mode are primarily determined by how fast the thermal stresses e and l are generated. These, in turn, are determined by the electron-electron ͑about a couple of hundred femtosecond in Al͒ and e-ph ͑ϳ2 ps in Al͒ thermalization times, electronic and lattice Grüneisen constants, and the film thickness. Moreover, due to the homogeneity of the thermal stress, the lattice motion is symmetric with respect to the film center. In general, the temporal evolution of the averaged lattice spacing change across the film obtained in the simulation reproduces the general features of structural dynamics observed in our FED measurements. 13 The model can also be readily modified to simulate the structural dynamics of multilayer samples, such as a thin film on a substrate shown in Fig. 1͑b͒ . In this case, the calculation can be done by adding an extra set of parameters representing the substrate and an additional link condition at the interface. The heat diffusion across the interface can also be considered when significant energy transfer across the interface is involved. We take as an example, 10-nm-thick Au on 1-m-thick SiO 2 substrate, a typical configuration that has been used in many optical pump probe experiments. 7, 29, 33 Here, pump energy from optical pulse at 800 nm ͑1.5 eV photon energy͒ is absorbed only by the Au film. This selective ultrafast heating of Au will launch a coherent acoustic wave and eventually creates a standing wave in Au film satisfying appropriate boundary conditions. In contrast to a free-standing film, the presence of a substrate provides an extra path for heat diffusion from the Au film to the SiO 2 substrate that is driven by their temperature difference. Assuming a good thermal contact at the interface, the associated loss was estimated to be less than 10% of total thermal energy in Au film within the first 60 ps after optical excitation. 34, 35 This thermal energy loss will lower the temperature of Au film on the same 10% scale and change the equilibrium lattice position as a function of time. However, the effect of this relatively small temperature drop on coherent phonon damping can be neglected since the decay rate of coherent phonons is a linear function of sample temperature. 36 In addition, the presence of SiO 2 substrate introduces another factor contributing to the damping of coherent vibration in Au film due to phonon scattering and transporting at and across the interface. Phonon scattering at interfaces has been a subject of extensive studies dealing with the thermal boundary resistance for many years 37, 38 and starts to attract more attentions in recent years since it is a key factor to determine the heat transport in nanoscale devices. 37 These studies reveal that the phonon transport across the interface depends on the acoustic impedances of the two media, which are in turn determined by their mass density and sound velocity, and can be treated by the acoustic mismatch model. 37, 38 These parameters are represented by the lattice constant, point mass, and the elastic constant in this 1D model. In our simulation, the acoustic mismatch can be treated by adjusting the arrangements of mass points and the elastic constants in the region to match the actual boundary condition. Here, we used a fairly simple boundary condition to illustrate the effect of damping on the coherent lattice vibrations in Au film due to acoustic wave leaking into the SiO 2 substrate. It is assumed that Au atoms and SiO 2 mass points are arranged collinearly and connected with a spring whose elastic constant is the average of those of Au and SiO 2 . In addition, we treat the effective point mass in SiO 2 , as a point with the mass of a primitive cell. This simplification excludes the optical phonons but it is justified to describe the acoustic waves with long wavelength ͑at the center of Brillouin zone͒ that are excited under the ultrafast heating conditions. In addition, to illustrate this effect on the lattice vibration, we exclude the intrinsic damping parameter ␤ that is related to coherent phonon scattering with thermal phonon bath, conduction electrons, grain boundaries, and defects in a polycrystal metal film.
The simulation results are shown in Fig. 3 . In the simulation, the orientation of Au lattice is set along ͓200͔ and the corresponding effective lattice spacing and elastic ͑angular vibrational frequency͒ constant for Au and SiO 2 are listed in Table I . The e-ph coupling was calculated using TTM model and for an overall lattice temperature jump of 100 K, the time constant for the e-ph thermalization is 4.2 ps. As displayed in Fig. 3 , the temporal evolution of average lattice spacing change displays two distinct features. One is the gradual increase in equilibrium lattice spacing, indicating lattice heating due to electron-phonon coupling. The other is the oscillation around this time-dependent equilibrium position, representing a coherent and in-phase breathing motion of the Au film along the surface normal direction. A unique characteristic associated with this film-on-substrate configuration is the diffusion of acoustic wave from the film into the much thicker substrate. This introduces an extra damping term ͑ ϳ 18 ps͒ to the vibration amplitude in the film, as shown in the inset of Fig. 3 , despite the thermal energy retained mostly within the Au film. Compared with the 16 ps for the intrinsic damping time constant of coherent vibration observed in a free-standing Al thin film, 13 this leaking induced damping is at the same magnitude if not stronger. Therefore, through careful experimental arrangement and calibration, such as Au film of equal thickness with and without substrate, we should be able to measure and distinguish these two dampings using femtosecond electron diffraction. This will provide a unique approach to measure the mode specific phonon scattering and transporting at and across interfaces, which is a largely unexplored field so far.
Based on this 1D model, we also studied the role of electronic thermal stress on the generation of coherent lattice vibration. Ordinarily, the electronic thermal stress is very small compared with lattice thermal stress and is negligible in normal heating conditions with T e = T l . However, under ultrafast and nonthermal heating with T e ӷ T l created by fs optical pulses, the electronic contribution to thermal expansion can be greatly enhanced. 13, 39, 40 We compared the simulation results of the lattice spacing change with ͑solid curve͒ and without ͑dashed curve͒ electronic thermal stress. As shown in Fig. 4 , they both display some common features such as a nearly identical final equilibrium lattice position. In addition, due to the finite time required for stress build up, the first quarter periods in both simulation sets are elongated and larger than the value of 1.58 ps given by the standingwave condition. However, there are two obvious distinctions between them. First, the two oscillations are not synchronized in phase, the curve with electronic heating leads about 18°ahead. Second, the lattice vibration amplitude driven by both electron and lattice thermal stresses is about 15% bigger.
These distinctions are signatures of the important role that electronic thermal stress has played in driving coherent lattice vibration. Following optical excitation, the electrons are heated up to a temperature of several thousand degrees, nearly 2 orders of magnitude higher than the lattice temperature, within a couple of hundred femtoseconds in Al. This leads to a domination of electronic thermal stress before e-ph thermalization completes a couple of ps later. 13 This transient electronic thermal stress drives the lattice to expand faster initially than when only lattice thermal stress is involved, consequently producing a phase lead in coherent lattice motion. Due to its faster build-up time scale, electronic stress can also excite other higher harmonic acoustic modes and creates a more triangular wave form of lattice vibration, as shown in the solid line in Fig. 4 . In addition, the time integral of the electronic thermal stress gives an extra impulse to the lattice to enhance the lattice momentum at early delay time before e-ph thermalization, which results in a bigger amplitude of lattice vibration.
We have applied this 1D model to fit the lattice vibration data of FED measurements on a 20-nm free-standing Al film. 13 In this fitting, time zero and temporal evolution of electronic and lattice thermal stress were determined from the lattice temperature curve obtained in FED measurement. 13 To compare with the experimental data, we converted the calculated coherent lattice motion in real space into its correspondent in reciprocal lattice space. Using the atomic positions at a certain time delay obtained by solving Eqs. ͑4͒ and ͑5͒, the kinematic diffraction intensity as a function of reciprocal vector was calculated by 41 
I s ͑s,t͒
where f͑s͒ is the atomic scattering factor and normalized to be 1 in our calculations, and B͓T l , t͔ is the Debye-Waller parameter. In the calculation, the s value that maximizes I s ͑s , t͒ is defined as the new peak center. Take the ͓200͔ diffraction peak as an example. After all the atomic positions at a certain time delay were plugged into the Eq. ͑6͒, we varied the reciprocal vector s around the original ͓200͔ peak position to maximize the intensity I s ͑s , t͒, and the corresponding s was chosen as the new peak center at that time delay. By repeating this at each delay time, the temporal evolution of a given peak center change was obtained. Then we adjusted the parameters, including the electronic Grüneisen constant ␥ e , film thickness N, the lattice temperature change ͑deposited energy͒ ⌬T, and the damping factor ␤, to fit the experiment data. The best fitting was obtained with ␥ e = 1.6, N = 100, ⌬T = 29.5°, and 1 / ␤ = 15 ps. The uncertainty of ␥ e is about Ϯ0.4. The results are shown as the solid curve in Fig. 5 and agree very well with the experimental data. We also fitted the FED data by excluding electronic thermal stress and setting ␥ e = 0, which is shown as the dashed line in Fig. 5 . Irrelevant of the values of N, ⌬T, and ␤ that are used in the fitting, the fit with ␥ e = 0 clearly lags behind the data, especially at the first half cycle of vibration. The amount of lag is about 18°, the same as the value obtained in our earlier analysis using a damped harmonic oscillator model. 39 Our results contradict the claim in a recent publication 42 that electronic thermal stress in low excitation conditions is negligible, and cannot be measured and used for the accurate determination of electronic Grüneisen constant. Another interesting finding revealed in the simulation is that the triangle wave form of the average lattice expansion in real space ͑Fig. 4͒ is smeared out after converting into reciprocal space ͑Fig. 5͒. We attribute this to inhomogeneous expansion of the film. The difference of the displacement ͑vertical axis in Fig. 2͒ between two neighboring lattice positions ͑horizontal axis͒ gives the expansion at this specific lattice location. For a homogeneous expansion, the displacement is a linear function of lattice position. The deviation from this linear relation displayed in the dashed curves at 4, 5, and 6 ps delay times indicates an inhomogeneous lattice expansion across the film during this early stage.
IV. CONCLUSIONS
In summary, we have deduced a one-dimensional model to simulate coherent lattice motion generated by ultrafast heating. Using this simulation, both the displacement and expansion at each lattice site along the 1D atomic chain can be traced as a function of delay time. Moreover, we show that the electronic thermal stress is responsible for driving the lattice motion at the early stage, with the extent depending on the values of the electronic Grüneisen constant, electron-phonon thermalization time and the period of coherent vibration. Under favorable conditions, this electronic thermal stress results in a phase lead in coherent lattice vibration with respect to that induced only by lattice heating alone. These results agree very well with our FED experimental data obtained in the study of ultrafast heating of freestanding metal films.
