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Abstract—We consider an autonomous exploration problem
in which a range-sensing mobile robot is tasked with accurately
mapping the landmarks in an a priori unknown environment
efficiently in real-time; it must choose sensing actions that both
curb localization uncertainty and achieve information gain.
For this problem, belief space planning methods that forward-
simulate robot sensing and estimation may often fail in real-
time implementation, scaling poorly with increasing size of the
state, belief and action spaces. We propose a novel approach
that uses graph neural networks (GNNs) in conjunction with
deep reinforcement learning (DRL), enabling decision-making
over graphs containing exploration information to predict a
robot’s optimal sensing action in belief space. The policy,
which is trained in different random environments without
human intervention, offers a real-time, scalable decision-making
process whose high-performance exploratory sensing actions
yield accurate maps and high rates of information gain.
I. Introduction
It is challenging to solve an autonomous mobile robot
exploration problem [1] in an a priori unknown environ-
ment when localization uncertainty is a factor, which may
compromise the accuracy of the resulting map. Due to our
limited ability to plan ahead in an unknown environment, a
key approach to solving the problem is often to estimate
and select the immediate next best viewpoint. The next-
view candidates may be generated by enumerating frontier
locations or using sampling-based methods to plan beyond
frontiers. A utility function may be used to evaluate the
next-view candidates and select the optimal candidate. It is
common to forward-simulate the actions and measurements
of each candidate and choose the best one as the next-view
position [2], [3]. However, as the size of the robot’s state and
action space increases, the computation time of this decision-
making process grows substantially. Although learning-based
exploration algorithms can accurately predict optimal next-
view positions with nearly constant computation time, these
algorithms may suffer when transferring a learned policy to
a new unknown environment due to poor generalizability.
Our recent prior work [4] proposed a generalized graph
representation for mobile robot exploration under localization
uncertainty, compatible with graph neural networks (GNNs).
However, the hyperparameters are difficult to tune and the
performance in test is unstable because the size of the graph
is always changing throughout the exploration process.
In this paper, we aim to learn a more robust and gen-
eralizable policy for exploration using deep reinforcement
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Fig. 1: An illustration of our framework. In the training phase,
the robot is trained in different random environments with a random
initial robot location and distribution of landmarks. The current
state is represented by an exploration graph. The robot pose
history, observed landmarks, the current pose and candidate frontier
waypoints are indicated by gray circles, purple circles, an orange
square and blue circles respectively. The parameters are optimized
in the policy network and/or the value network according to the
reward given by the environment. Then in the testing phase, we
generate a different set of random environments. The optimal action
is estimated by the trained policy, which is indicated in red.
learning (DRL), where the optimal view can be estimated by
the DRL policy instead of explicitly computing the expected
utility of each candidate sensor view. Hence our method
achieves a nearly constant-time, real-time viable decision-
making process. Our exploration graph is a generalized state
representation provided as input. Instead of learning from
camera images or metric maps, such a graph reduces the
dimensionality of our state space, so the policy can be ex-
posed to and tested in a wide diversity of environments. Fig.
1 summarizes our general approach. The policy is trained
in environments with randomly distributed landmarks, and
while exploring, predictions of the next best view are pro-
vided by the learned policy. The policy is generalizable to
environments of different sizes, and with different quantities
of landmarks, whose graph topologies are well-represented
despite our framework being trained in simpler environments.
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In this paper, we present the first framework to perform
reinforcement learning with graph neural networks for the
purpose of teaching a mobile robot how to efficiently explore
unknown environments under localization uncertainty, while
building an accurate map. We demonstrate that this allows
our exploration graph abstraction to support robust and gen-
eralizable learning, which also scales favorably in problem
size and performance against state-of-the-art approaches.
A. Related Work
Information-theoretic exploration methods often use a pre-
diction of the mutual information (MI) between a robot’s
future sensor observations and the cells of an occupancy map
to evaluate the next-view candidates being considered [2],
[3]. A similar approach is applied specifically to the frontiers
of Gaussian process occupancy maps [5] to efficiently predict
the most informative sensing action. However, robot localiza-
tion uncertainty is not considered in these approaches.
Active simultaneous localization and mapping (SLAM)
exploration methods consider both map entropy and localiza-
tion and/or map uncertainty. The active pose SLAM approach
of [6] uses the sum of map and robot trajectory entropy
to guide a robot’s exploration of an unknown environment.
Particle filtering is employed in [7] to manage uncertainty
during exploration by transforming trajectory uncertainty
into particle weights. Virtual landmarks are proposed in the
Expectation-Maximization (EM) exploration algorithm [8]
to model the impact of a robot’s pose uncertainty on the
accuracy of an occupancy map, employing a utility function
favoring sensing actions that drive down the collective un-
certainty of the virtual landmarks residing in all map cells.
The above methods use forward simulation to evaluate
the mapping outcomes and uncertainty of next-view can-
didates, and so their computational cost increases substan-
tially with an increasing number of next-view candidates.
Learning-based exploration methods offer the prospect of
improved scalability for selecting the next best view, with and
without localization uncertainty. Learning-aided information-
theoretic approaches [9], [10] are proposed to reduce the cost
of predicting MI. Deep neural networks in [11], [12] and [13]
can be trained to predict the optimal next-view candidate
through supervised learning and reinforcement learning, by
taking occupancy grid maps as input data. However, the state
space of such maps is very large, and a learned policy may
fail when tested in a completely new environment.
Graphs can offer generalized topological representations of
robot navigation, permitting a much smaller state space than
metric maps. GNNs incorporate graphs into neural network
models, permitting a variety of queries to be posed over them
[14]. Sanchez-Gonzalez et al. [15] proposed to use graph
models of dynamical systems to solve control problems with
Graph Nets [16]. Exploration under localization uncertainty
is achieved in our prior work [4] through supervised learning
over graphs, which gives an unstable result because the
number of nodes in each graph differs, and the hyperpa-
rameters of the loss function are hard to tune. A novel graph
localization network is proposed in [17] to guide a robot
(a)
x1 x3
l6
x2
f2
l2
f6f1
l1
x9x8
f 7
…
(b)
Fig. 2: Formulating and extracting the exploration graph. Top:
the grayscale color represents the probability of occupancy of a
given map cell (assumed to be 0.5 for unobserved cells). The
ellipse in each cell represents the estimation error covariance of each
virtual landmark, with true landmarks shown in purple. Past robot
poses, the current pose, and candidate frontiers are indicated by gray
circles, an orange diamond, and blue circles respectively. Landmark
nodes and the current pose node are connected with their nearest
frontiers. Bottom: An input exploration graph is extracted from the
current exploration state. Each edge in this graph is weighted with
the Euclidean distance between the two vertices connected.
through visual navigation tasks. Wang et al. [18] introduces
GNNs as policy networks and value networks, through their
integration into DRL, to solve control problems.
We combine the exploration graphs proposed in [4] with
DRL algorithms to learn robot exploration policies. The pol-
icy can be trained without human intervention. Our proposed
approach offers a generalized representation of a SLAM-
dependent mobile robot’s state and environment, and a self-
learning mechanism offering wide applicability.
B. Paper Organization
The definition of our mobile robot active SLAM explo-
ration problem, and the corresponding exploration graph
abstraction, is provided in Section II. In Section III, a frame-
work for DRL with GNNs to address robot exploration under
uncertainty is presented. Experimental results are given in
Section IV, with conclusions in Section V.
II. Problem Formulation and Approach
A. Simultaneous Localization and Mapping Framework
We adopt a graph-based approach in the SLAM framework
supporting our robot’s exploration. We then solve the SLAM
problem as a least-squares smoothing problem. The robot
motion model and measurement models are defined as:
xi = hi(xi−1, ui) + wi, wi ∼ N (0,Qi), (1)
zk = gk(xik , ljk ) + vk, vk ∼ N (0, Rk), (2)
where X = {xi}ti=1 are poses along the trajectory, L = {lj}mj=1
are m ∈ N landmarks, and U = {ui}ti=1 is a given sequence
of low-level actions. Then we solve the SLAM problem as a
least-squares problem:
X ∗,L∗ = argmin
X,L
∑
i
xi − hi(xi−1, ui)2Qi
+
∑
k
zk − gk(xik, ljk )2Rk . (3)
X ∗ and L∗ are obtained using the GTSAM [19] imple-
mentation of iSAM2 [20] to perform nonlinear least-squares
smoothing over a factor graph. The Gaussian marginal
distributions and Gaussian joint marginal distributions are
produced from this graph-based inference procedure.
We next introduce the virtual map of the EM algorithm
for exploration under localization uncertainty [8], which is
a uniformly discretized grid map comprised of virtual land-
marks, l˜k ∈ L˜, to represent the uncertainty and occupancy
probability of every map cell. Each cell of the virtual map
contains a virtual landmark with a large initial covariance
(illustrated in Figures 2(a) and 3(a)). We use A-optimality
[21] for our uncertainty criterion:
φA(Σ) = tr(Σ), (4)
where Σ is the error covariance matrix for all virtual land-
marks in the map. Accordingly, the uncertainty of the current
state is quantified by the trace of the covariance of all virtual
landmarks. The definition of the utility function is as follows:
U(L˜) =
∑
l˜k ∈L˜
φA(Σl˜k ). (5)
B. Exploration Graph
The definition of the exploration graph is G = (V, E),
where V = X ∪ L ∪ F , and where X ,L, and F are sets
of previous poses, landmarks, and candidate frontier nodes
respectively. The edges E connecting pose to pose xi — xi+1,
pose to landmark xik — ljk , landmark to frontier ljk— fnk ,
and the current pose to its nearest frontier xt— fnt are
weighted with the Euclidean distances between those nodes.
Each node ni ∈ V has a feature vector
si = [si1, si2, si3, si4, si5 ],
si1 = φA(Σi), (6)
si2 =
√
(xi − xt )2 + (yi − yt )2, (7)
si3 = arctan2(yi − yt, xi − xt ), (8)
si4 = p(mi = 1), (9)
si5 =

0 ni = xt
1 ni ∈ {fn}
−1 otherwise
. (10)
The contents of the feature vector are as follows. In Eq.
(6), the A-Optimality criterion, derived from our virtual map
L˜, is used to quantify a node’s uncertainty. Eqs. (7) and (8)
provide relative pose information; the Euclidean distance and
the relative orientation between the current robot pose and
each node in the exploration graph. Occupancy information
is extracted from an occupancy grid map, where mi is the
occupancy of the map cell associated with node ni in Eq. (9).
Eq. (10) provides an indicator variable, denoting the current
pose to be 0, all frontiers to be 1, and all other nodes -1.
We note that frontier nodes are sampled from the boundary
cells between free and unexplored space in the occupancy
map. The landmarks and the current robot pose are the only
nodes connected to frontiers, and each connects only to its
nearest frontier node. It is possible for multiple landmark
nodes to be connected to the same frontier node, but not
for a landmark or pose node to connect to multiple frontier
nodes; only the nearest frontiers are connected into the graph.
The composition of an exploration graph is shown in Fig. 2.
III. Algorithms
A. Graph Neural Networks
We explore three different graph neural networks in this
paper: Graph Convolutional Networks (GCNs) [22], Gated
Graph Neural Networks (GG-NNs) [23] and Graph U-Nets
(g-U-Nets) [24]. The GCN model performs convolution
operations on graphs using the information of neighbors
around each node. GG-NNs adopt a gated sequential unit to
update the node feature vectors of graphs. Finally, g-U-Nets
include pooling and unpooling layers to achieve an encoder-
decoder mechanism similar to U-Net [25]. Each GNN model
has three hidden layers and a multilayer perceptron (MLP)
output model. We add a dropout layer between each GNN
layer to prevent overfitting. These GNNs are used in our RL
framework as policy networks and/or value networks.
B. Deep Reinforcement Learning
Reinforcement learning describes a sequential decision
making problem, whereby an agent learns to act optimally
from rewards collected after taking actions. In our setting, we
consider changes to the exploration graph that result from
our selection of frontier nodes, which represent waypoints
lying on the boundaries between mapped and unmapped
areas. At each step k ∈ N the environment state is captured
Algorithm 1: Reward Function
input: Exploration graph G, Frontier node f
# Normalize the raw reward Alg. 2
RG = {rf′ = raw_reward(G, f ′) ∀ f ′ ∈ AG}
l = minRG , u = maxRG
rf ← (rf − l)/(u − l)
# Compute projection based on nearest frontier
ft = nearest_frontier(xt )
if u = raw_reward(ft ) then
return rf − 1 # r(G, f) ∈ [−1, 0]
end
return 2rf − 1 # r(G, f) ∈ [−1, 1]
Algorithm 2: Raw reward
input: Exploration graph G, Frontier node f
U ←path_planner(G, f)
# Compute raw reward with (5), Alg 3 and cost-to-go
return U(L˜) − compute_utilityL˜(U ) − αC(U )
by the exploration graph Gk ∈ G 1. The robot chooses a
frontier node to visit based on the graph topology: fk ∈ FGk .
This causes a transition to Gk+1 ∈ G and a scalar reward
R ∈ R to be emitted. The interaction is modeled as a
Markov Decision Process
〈
G, F, Pr, γ
〉
[26], associated with
the transition kernel Pr : G×F→P(G×R) that defines a joint
distribution over the reward and next exploration graph, given
the current graph and frontier node pair. Here, γ ∈ [0, 1) is
a discount factor used to control the relative importance of
future rewards in the agent’s learning objective.
In this paper we consider value-based methods and policy-
based methods for model-free control. Value methods strive
to maximize the expected sum of future rewards, or the value:
Qθ(G, f) = E

∞∑
k=0
γkR(Gk, fk)
 G0 = G, f0 = f . (11)
For large-scale problems, the value function is represented
with a parameterized function, such as a convolutional neural
network or, in our study, a graph neural network.
To train Qθ , we gather transition samples of the form
(G, f, r,G ′) using an action sampling strategy that chooses
the most uncertain action, which has the largest value at the
output. According to [27], the uncertainty of the actions can
be represented by the output of the dropout layer. During
training, we first dropout 90% of our data before the MLP
output model, and as the training phase runs, we gradually
decrease the dropout rate until it reaches 0%, which means
the policy provides greedy action selection. The parameters
θ are adjusted using stochastic gradient descent to minimize
the loss function L : B → R over sampled minibatches
B ∼ D = {(G, f, r,G ′)k}k∈N. In this paper we consider the
1The exploration graph G encodes the full history of robot poses.
Algorithm 3: Compute Utility
global: Virtual landmarks L˜
input: Sequence of low-level actions U
# Execute low-level actions with [8]
L˜←update_virtual_map(U )
# Compute uncertainty estimate with (5)
return U(L˜)
Algorithm 4: Exploration Training with RL
initialize: G, θ, step
D← ∅
while step < max_training_steps do
if RL="DQN" then
# Gather experience visiting frontier nodes
f ← action_sampling(G)
G ′, r ← visit_frontier(G, f)
step← step + 1
D← D ∪ {G, f, r,G ′}
G ← G ′
# Train policy with DQN algorithm
piθ ← dqn(D)
else if RL="A2C" then
# Gather experience visiting frontier nodes
f ← piθ(G)
G ′, r ← visit_frontier(G, f)
step← step + 1
D← D ∪ {G, f, r,G ′}
G ← G ′
# Train policy with A2C algorithm
if step mod policy_update_steps = 0 then
piθ ← a2c(D)
D← ∅
end
return: piθ
DQN [28] loss function:
LDQN(D) = EB∼D[(r + γ maxf′∈FG′ Q(G
′, f ′) −Q(G, f))2], (12)
which encodes the expected squared TD-error of one-step
predictions over B.
We also consider the policy-based method A2C [29], that
directly trains a parameterized policy piθ : G → P(F) from
data gathered following that policy. We use two separate
GNN models to serve as the policy network and the value
network, and train it with the loss function:
LA2C(D) = EB∼D[L(1)A2C + ηL(2)A2C], (13)
L(1)A2C = [A(G, f) − V(G)) log pi(f |G) + β(A(G, f)]2,
L(2)A2C =
∑
f∈FG
pi(f |G) log pi(f |G).
Here, L(1)A2C and L
(2)
A2C denote the loss terms for a single
transition sample. The function A(G, f) = Q(G, f) − V(G) is
called the advantage; it computes the difference between the
state-action value function Q and the state value function
V(G) = maxf∈FG Q(G, f). We use β ∈ R as a coefficient for
the value loss, and we use η ∈ R+ as a coefficient for the
entropy of the output, to encourage exploration within the
RL solution space.
C. Reward Function
In Algorithm 1, we use linear normalization functions to
map the range of the raw reward. If the optimal frontier is the
one associated with the current pose, the maximum of the
reward is 0, otherwise, it is 1 in all other cases. Algorithm 2 is
designed based on the utility function of the EM exploration
algorithm, Eq. (5), with an additional term penalizing the
travel distance associated with an exploratory action. The raw
reward is the difference in utility between the current state
and the subsequent state by taking the actions U . The cost-
to-go C(U ) with factor α encourages short travel distances
in the raw reward function. The goal is to minimize this
weighted combination of map uncertainty and travel distance
with every given visit to a frontier node.
D. Exploration Training with RL
As shown in Algorithm 4, using an action sampling
strategy, the robot chooses a next-view frontier based on an
exploration graph. A reward and a new exploration graph are
assigned after reaching the frontier most recently selected.
The policy is trained using recorded experience data.
IV. Experiments and Results
A. Experimental Setup
Our exploration policy is trained in a 2D simulation
environment. The simulated robot has a horizontal field
of view of 360° (±0.5°). The measurement range of the
simulated robot is 5m (±0.02m). While exploring, the robot
can rotate from −180° to 180° (±0.2°), and travel from
0m to 2m (±0.1m) at each timestep. All simulated noise is
Gaussian, and we give its standard deviation in the intervals
above. Given the goal frontier location, the robot will first
turn to the goal and then drive directly to the goal following
a straight-line path. We use an occupancy grid map to
describe the environment. Each occupancy map is 40m×40m
with randomly sampled landmarks and random initial robot
locations. The feature density of landmarks is 0.005 per m2
in our experiment. To simplify the problem, landmarks are
assumed passable, so obstacle avoidance is not needed.
The virtual map is made up of 2m× 2m square map cells,
with a 1m2 initial error covariance in each dimension for
the virtual landmarks. We note that virtual landmarks are
only used to evaluate the reward of Alg. 2, which trades
map accuracy against travel expense. Meanwhile, the virtual
landmarks are excluded from both SLAM factor graphs
and the exploration graph. The exploration task will be
terminated once 85% of a map has been observed.
The simulation environment is written in Python and C++,
and our graph neural network models are trained using
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Fig. 3: The training performance of different methods on randomly
generated simulation environments.
PyTorch Geometric [30]. Our code is freely available on
Github2 for use by others.
B. Policy Training
The training environments are generated with uniformly
randomly sampled landmarks and initial robot locations. A
training environment example is shown in Fig. 3(a); the
uncertainty of virtual landmarks is represented by the error
ellipses in each cell of the map. The blue circle represents the
current field of view and the center point is the current robot
location. The green error ellipses represent the uncertainty of
past robot poses. The magenta points are frontier candidates,
which comprise the current action space, and the red point
is the selected next-view frontier. Landmarks are indicated
by plus signs, which we plot in yellow once observed by
the robot. Cells containing true landmarks are denoted as
occupied in our map to mark their locations (ensuring a
unique and non-trivial occupancy map is obtained from every
exploration trial), but the landmarks are infinetesimal in size,
and assumed not to present occlusions or collision hazards.
The exploration policy is trained by DQN and A2C with
three different GNN models each. The performance of each
2https://github.com/RobustFieldAutonomyLab/DRL_
graph_exploration
40 60 80 100
Map size
0
5
10
15
Co
m
pu
ta
tio
n 
tim
e(
s)
RL Policy
EM
Fig. 4: Computation time for exploration decision-making on differ-
ent map sizes, which are square in the dimension indicated. Timing
was evaluated on a computer equipped with an Intel i9 8-core
3.6Ghz CPU and an Nvidia GeForce Titan RTX GPU. The average
computation time is 0.04427s for the RL policy.
approach is shown in Fig. 3(b). For further use and study in
exploration experiments, we select the policies that achieve
the highest average reward for each RL framework, which
are DQN+GCN and A2C+GG-NN.
C. Computation Time
The decision-making process is the most time-consuming
component of exploration. The EM exploration algorithm
uses forward simulation of a robot’s SLAM process (includ-
ing the propagation of uncertainty across virtual landmarks)
to select the best next-view position from the available
candidates. Hence the time complexity of the EM algorithm
is O(Naction(C1 + C2)), where Naction is the number of the
candidate actions, C1 is the cost of each iSAM2 predictive
estimate over a candidate trajectory (a function of the number
of mapped true landmarks and prior poses) and C2 is the cost
of the covariance update for virtual landmarks (a function
of the number of prior poses and the number of virtual
landmarks). We compare computation time between the EM
algorithm and the RL policy on four different sizes of maps,
namely 40m×40m, 60m×60m, 80m×80m and 100m×100m.
Each size has the same feature density, which is 0.005 land-
marks per m2. As shown in Fig. 4, the average computation
time of the EM algorithm grows dramatically with increasing
size of the map, which leads to larger action, state and belief
spaces. The EM algorithm will ultimately prove unsuitable
for real-time exploration in large, complex environments. On
the other hand, the RL policies use graph neural networks to
predict the best action so that the computation time of the RL
policy remains low, which meets the requirements for real-
time application in high-dimensional state and action spaces.
D. Exploration Comparison
We compared the learned policies with (1) a nearest fron-
tier approach, (2) the selection of a random frontier, (3) the
EM approach, and (4) the GCN model trained by supervised
learning in [4] over 50 exploration trials. For each trial, every
approach uses the same random seed to generate the same
environment. Results of this comparison are shown in Figure
5, where we evaluate three metrics: the average landmark
uncertainty (of real landmarks only), the maximum localiza-
tion uncertainty along the robot’s trajectory, and occupancy
map entropy reduction. The EM algorithm offers the best
performance, but is not real-time viable in high-dimensional
state-action spaces. Both the Nearest Frontier method and
the Random method are real-time viable methods. However,
the Nearest Frontier method has the highest landmark and
localization uncertainty, and the Random method has the
lowest exploration efficiency. The learning-based methods
can address real-time applications and offer low landmark
and localization uncertainty. The Supervised+GCN method
and DQN+GCN method have similar map entropy reduction
rates, but DQN+GCN offers lower landmark and localization
uncertainty because it travels longer distances from one iter-
ation to the next by selecting high-value actions. In Fig. 5(c),
both supervised+GCN and DQN+GCN have slower entropy
reduction rates than EM and the A2C+GG-NN policy. When
supervised+GCN does not perform with high accuracy, it will
tend toward random action selection, because it is trained
using binary labels.
Unlike supervised learning, the RL policies are seeking the
largest value for each step. Thus, when DQN+GCN does not
have high accuracy, it will choose the highest-value action
based on predicted values. Although the DQN+GCN policy
has relatively low accuracy in predicting the highest-value
action, it still selects high-value actions instead of random
ones, which leads to more accurate mapping. The A2C+GG-
NN policy has the highest exploration efficiency among
learning approaches, and offers lower landmark uncertainty
than the Supervised+GCN method, but not lower than the
DQN+GCN method. Representative exploration trials for all
of the algorithms compared in Figure 5 are provided in our
video attachment.
E. Scalability
During testing, it is possible to encounter large-scale
environments that induce a lengthier pose history, more
landmarks, and more frontiers, generating larger exploration
graphs over longer-duration operations than a robot may have
been exposed to during training. We demonstrate here that
our RL policies can be trained in small environments, and
scale to large environments to perform exploration tasks. In
this experiment, our RL policies are trained on 40m × 40m
maps with 0.005 landmarks per m2 feature density. The size
of the testing environments are 60m × 60m, 80m × 80m and
100m × 100m with the same feature density.
The exploration results are shown in Fig. 6. The A2C+GG-
NN method has nearly the same exploration efficiency as
the EM algorithm and the Nearest Frontier approach, which
all explore faster than the Supervised+GCN and DQN+GCN
methods as shown in Figs. 6(c), 6(f), and 6(i). The landmark
uncertainty (Figs. 6(a), 6(d), 6(g)) and localization uncer-
tainty (Fig. 6(b), 6(e), 6(h)) of our learning-based meth-
ods gradually degrade in performance with increasing map
size. The Supervised+GCN method accumulates the largest
landmark and localization uncertainty among learning-based
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Fig. 5: The result of 50 exploration trials of each method, with the same randomly initialized landmarks and robot start locations, on
40m × 40m maps (the first three metrics shown are plotted per time-step of the simulation).
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Fig. 6: The results of 50 exploration trials on large-size maps (each of which is larger than the 40m × 40m maps used for training); (a),
(b), (c) represent 60m × 60m maps, (d), (e), (f) represent 80m × 80m maps, and (g), (h), (i) represent 100m × 100m maps.
methods for each map size. DQN+GCN achieves better
results over 60m×60m and 80m×80m maps than A2C+GG-
NN, but the performance of A2C+GG-NN is better than
DQN+GCN over 100m × 100m maps because of the over-
fitting of DQN+GCN. Overall, A2C+GG-NN demonstrates
the best scalability performance based on its high exploration
efficiency and relatively low landmark and localization un-
certainty across all trials. Representative exploration trials
showing the performance of A2C+GG-NN across all of the
map sizes examined are provided in our video attachment.
V. Conclusions
We have presented a novel approach by which a mobile
robot can learn, without human intervention, an effective
policy for exploring an unknown environment under localiza-
tion uncertainty, via exploration graphs in conjunction with
GNNs and reinforcement learning. The exploration graph
is a generalized topological data structure that represents
the states and the actions relevant to exploration under
localization uncertainty, and we build upon our previous
work that used them for supervised learning with GNNs.
Through our novel integration of this paradigm with
reinforcement learning, a robot’s exploration policy is shaped
by the rewards it receives over time, and a designer does not
need to tune hyperparameters manually, as is the case for
supervised learning. Additionally, the policy learned from
RL algorithms is non-myopic and robust across a variety of
test environments. Our learned RL policies have exhibited
the best performance among the real-time viable exploration
methods examined in this paper. Moreover, we have shown
that policies learned in small-scale, low-dimensional state-
action spaces can be scalable to testing in larger, higher-
dimensional spaces. The RL policies learned offered high
exploration efficiency and relatively low map and localization
uncertainty among the real-time viable exploration methods
examined, across the various examples explored. In the
future, we will embed obstacle information from metric
maps into exploration graphs to train a robot in simulation
environments and test in real-world environments.
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