_
-') and W + (a/ X)(v -X -') require somewhat more work because a' needs to be constructed, but this is not difficult. Moreover, the same construction applies to a wide variety of queueing systems and other models. The improved estimators are worthwhile because they usually provide significantly more variance reduction than the direct and indirect estimators. However, with small samples the more elementary direct and indirect estimators might be preferred because they avoid the estimator a'. Experience indicates that there can be significant degradation of confidence interval coverage due to a with small samples (e.g., Lavenberg, Moeller and Sauer 1979).
A6. The conclusions generalize. We show that the issue of indirect-versus-direct estimation using L = X Wcan be regarded as a special case of estimation using nonlinear control variables; see Kleijnen (1974) and Nelson (1987) . We also show that a nonlinear control-variable scheme is asymptotically equivalent to a linear control-variable scheme from the point of view of asymptotic efficiency. This is a rather direct consequence of Taylor's theorem, but it is very important. (Our analysis supplements p. 53 of Cheng and Feast (1980) Cochran (1977) . To a large extent, our analysis can be viewed as providing additional motivation for using linear control estimators. More generally, we present a convenient framework for evaluating the asymptotic efficiency of many estimators.
A7. We investigate asymptotic bias as well as asymptotic efficiency (Section 9). In a large-sample context, asymptotic efficiency is usually more important than asymptotic bias: Typically the size of confidence intervals (asymptotic efficiency) is on the order n-1/2, whereas the bias is on the order n'1, where n is the sample size. (This conclusion seems to be the accepted view; e.g., p. 278 of Fishman 1973; we present additional supporting arguments.) We identify two kinds of bias: initial and nonlinearity, both of which tend to be of the order n-'. The linear control estimators have the advantage of having no nonlinearity bias, but bias is also introduced when the linear weight a in A4 is estimated. The bias associated with estimating a' is also typically of the order nW'.
The key to answering these questions is formulating them carefully. Thus, we begin in Section 1 by introducing a general framework for considering indirect estimation. Then in Section 2 we introduce the framework for L = X W. It is much less general than the framework of Section 1, but much more general than a specific model such as the standard GI/G/s queue. Some conclusions hold in the general estimation framework of Section 1, whereas others depend on the L = X W framework. We try to highlight the differences. In Section 3, we state more precisely the fundamental principles emerging from our analysis. The remaining sections develop the theory in more detail. We outline the rest of the paper at the end of Section 3. For much of the theory, we draw on Glynn and Whitt (1986, 1988 ); when we do, we often omit proofs.
We close this introduction by emphasizing that the focus of this paper is entirely on asymptotic analysis (the limiting behavior as the sample size n increases). We are concerned primarily with asymptotic efficiency, but we also consider asymptotic bias. We believe that asymptotic analysis is appropriate for most simulations, because simulations usually permit large samples. Moreover, experience indicates that the asymptotic analysis does indeed capture the dominant effects in a large sample context. However, in a small sample context many other statistical issues arise; we do not address these small-sample issues here.
General Framework for Indirect Estimation
We believe that it is useful to define three kinds of estimators for each parameter: natural, direct and indirect. Of course, there are many different specific estimators, but this classification captures the essential properties. To focus on the main ideas, we first define these estimators in a more general framework. Let I(Xn, Yn, Zn): n 3 11 be a sequence of random vectors, 
as n oo, where (x, y, z) is a nonrandom vector and * denotes weak convergence or convergence in distribution. (Recall that weak convergence to a nonrandom limit is equivalent to convergence in probability and that joint convergence in probability is equivalent to convergence in probability of the marginals separately; pp. 25-27 of Billingsley 1968.) Furthermore, suppose x, y and z are related by z = f(x, y)
wheref: Rk+/ --R' is a suitably smooth function, i.e., having continuous partial derivatives in all coordinates in a neighborhood of (x, y). In this framework, we regard x, y and z as the basic parameters and some 
The direct estimator for z exploits (2) and the other natural estimators via Zn = f(xn, yn).
The indirect estimator for z also exploits the fact that one of the parameters x or y, say x, is known, so that 
k=l Less obvious is the associated WLLN for the arrival counting process N(t) and the queue length process Q(t) in (8) Glynn and Whitt 1988) . More important for our purposes, however, is the fact that (10) also has important implications for statistical estimation.
Note that the L = X W framework is represented as a special case of the general framework in Section 1 by letting z = L = q, x= X, y= W= wandf(x, y) = xy (or z = W= w, x = X-', y= L = q andf(x, y) = y/x). Of course, the L = X W framework does not fit into Section 1 exactly as given because the data for q consist of the continuous time queue length process instead of some sequence IZn: >n-1 , but the ideas easily extend to cover this modification. As we will show, the key point is that the arrival rate X is often known in advance, so that there is an opportunity to exploit it in the statistical estimation of q and w. For example, in an open network of queues, X is typically known in a simulation experiment. In a system measurement context, indirect estimation may also be relevant. For example, suppose that we are estimating q for a newly installed telephone switching system. The historical calling record might be used to obtain a highly accurate estimate for X. Moreover, the arrival process might be unchanged by the addition of the new switching system, even though the service mechanism and, thus, the waiting times and queuelength process, would typically be very different. On the other hand, for a closed network of queues, X is typically unknown even in a simulation experiment. In either case, but especially (as it turns out) when X is known, it is clearly important to know whether the direct or the indirect estimator is more efficient. It is also important to know if there are even more efficient estimators.
We close this section by remarking that (10) is weaker than the conditions in Glynn and Whitt (1986 , 1987 
Main Conclusions
Now that we have formulated a general indirect estimation framework (Section 1) and the L = X Wframework (Section 2), we can state our main conclusions more precisely. We use the new notation: q for L and w for W. Six general principles emerge from our analysis: P1. In the L = XW framework, the asymptotic efficiency of the natural and direct estimators for q coincide (and similarly for w). This principle very much depends on the special structure of the queueing model; it is valid in the L = X W framework of Section 2, but not in the general indirect estimation framework of Section 1. This nice property occurs for queueing systems because the relation L = X W, when fully developed, embodies much more than a relation (2) among the parameters q, X and w. Properly interpreted, the relation L = X W also entails a relation among the associated stochastic processes; see Theorem 1 of Glynn and Whitt (1986) . As a consequence, in the queueing context we are able to show that Zn = Zz n+ op(n-'),
which means that modulo a term that converges in probability to zero after dividing by n -'2, ZN is equal to zn? i.e., (13) means that n/2 (zn zn) ? asn-*oo.
As a consequence of (14), a _ , but (13) and (14) are much stronger than the separate convergence in (6) with U2 2= U. Formulas 13 and 14 say that in a large-sample context n'12(ZN -z) and n 2(ZD -z) are essentially the same random variable. They will have approximately the same value for any sufficiently long segment of any realization of the underlying stochastic process. (It is trivial that z4 and ZD are essentially the same random variable for large n, both being nearly z.) In queueing, this principle means that we can restrict attention to the direct and indirect estimators; i.e., the fundamental issue as far as asymptotic efficiency is concerned is whether to use X instead of an estimator for X when X is known. As far as asymptotic efficiency is concerned, there is no advantage or disadvantage to using a segment of the continuous time queue length process instead of a segment of the discrete time waiting time sequence, given the same basic data.
P2. In the special case of L = X W, we can exploit the special structure of f in (2) As a consequence, the indirect estimator for q is more efficient than the direct estimator for q if and only if the direct estimator for w is more efficient than the indirect estimator for w. Moreover, we will show that the estimators for q and w are actually related in the stronger sense of (13) and (14); see (20). As a consequence, as far as asymptotic efficiency is concerned, it suffices to consider only one of q and w. P3. In considerable generality, the indirect estimator for q (the direct estimator for w) is asymptotically more efficient than the direct estimator for q (the indirect estimator of w); see Section 7. In particular, this is true provided the waiting times and interarrival times are negatively correlated, which, in turn, is true of the conditional expected waiting time given that an interarrival time is a nonincreasing function of the interarrival time, for all interarrival times and waiting times, which we would expect to be satisfied in most queueing systems. This conclusion is valid for the standard GI/G/s queue with the first-come first-served discipline, as was shown by Carson and Law. Moreover, we show that the independence and identicaldistribution assumptions of the GI/G/s model can be relaxed (Theorem 8).
P4. The time scale has no stochastic effect on the asymptotic efficiency of the estimators. In other words, under mild regularity conditions, it does not matter whether we collect data for a specified number n of customers, for a random number of customers, for a specified time interval [0, t] or for a random time interval. There is a deterministic effect due to the expected average number of customers arriving; e.g., in [0, t] it is Xt (asymptotically). As a consequence, working with the time interval [0, t] instead of n simply causes each asymptotic efficiency parameter to be multiplied by X` (see Section 6). It thus has no effect on a comparison of estimators in terms of their asymptotic efficiency. (This effect is the same as caused by regenerative cycles in regenerative simulation.) P5. As indicated in answer A6 to question Q6, the relationship between indirect and direct estimation is fruitfully viewed from the perspective of control variables. This is true in the general framework of Section 1. In particular, direct estimation can be identified with estimation using nonlinear control variables, whereas indirect estimation corresponds to not using the control variable. Nonlinear control-variable schemes have been proposed for statistical estimation in simulation experiments by Kleijnen and Nelson. However, we show that under mild regularity conditions a nonlinear control-variable scheme is equivalent to an associated linear control-variable scheme as far as the asymptotic efficiency is concerned. Finally, by optimizing over the linear control variable schemes in the usual way, we obtain an estimator that is at least as good and usually strictly better than either the direct or indirect estimator, with the criterion of asymptotic efficiency. In fact, in a strong sense, the optimal linear control estimators are best possible in the L = X W framework of Section 2 with the criterion of asymptotic efficiency; see Theorem 10. Similarly, the natural estimators are best possible when X is unknown. This optimality goes beyond optimality within the linear control-variable framework because our L = X W framework in Section 2 is more general. However, for a particular model with additional structure (e.g., when service times with known mean are specified too), it is typically possible to do even better by using multiple control variables; see Section 10 and Lavenberg, Moeller and Sauer.
P6. As indicated in answer A7, asymptotic bias is usually asymptotically negligible compared to asymptotic efficiency. For example, consider the direct estimator z? in (4): the bias is (Ez' -z). Asymptotic analysis, based on reasonable regularity conditions, shows that
Ez' -z = n f3D + o(n-') or, equivalently, that n(Ez -z) --* OD as n -* oo. The main conclusion upon comparison with (6) is that the bias is indeed asymptotically negligible compared to the efficiency as n -* oo. We also describe the asymptotic bias parameter OD in more detail. In particular, we can identify separate contributions to the bias, i.e., OD = flx + fy + Of, where Ax and fly are the contributions due to the initial bias of xY and y', respectively (which also involves f in 2), and /f. is the contribution due to the nonlinearity of f (which also involves (xY, y')).
The linear control estimators have the advantage that Of-,vanishes.
Here is how the rest of this paper is organized. Sections 4 and 5 discuss estimation in the customer (discrete) time scale, and Section 6 discusses estimation in the intrinsic (continuous) time scale (establishing P4). Section 4 explores what can be done given the basic CLT assumption (10), while Sections 5 and 6 require the addition of a stronger FCLT assumption to treat the continuous time processes Q(t) and N(t) in (8) and (9). Section 7 is devoted to the question of when indirect estimation is asymptotically more efficient than direct estimation (P3). Section 8 returns to the general framework in Section 1, establishes the connection to control variable estimation and develops the new, more efficient estimator (P5). Section 9 investigates asymptotic bias, supporting the conclusions in A7 and P6.
Finally, Section 10 illustrates the value of the general framework in Section 1 and the associated general results in Sections 8 and 9 by studying the asymptotic efficiency and the asymptotic bias of estimators of the time-average limit of the workload in a GI/G/s queue at time t, using the extension of L = X W to H = XG; e.g., see pp. 408-412 of Heyman and Sobel. This example shows how we can exploit a known service time distribution as well as a known arrival rate.
Estimation in the Customer Time Scale
Consider the L = XW framework in Section 2 with the basic CLT assumption (10). Suppose that we observe the system over the time interval required for the first n customers to arrive and depart, i.e., over the interval [0, DT] where DI = maxtDk: 1 -k -n}, with the purpose of estimating q. Such an observation may be obtained either by a direct system measurement or by a computer simulation experiment. Over the time interval [0, DT], the variables W., W2, ..., Wn, and An are observable, so that the estimators n-1An and >%n=, Wk for XA and w can be constructed.
Theorem I suggests the following direct estimator for q = Xw: n n qD=(nA-l)n-E Wk=-A1 E Wk. 
Note that (19) implies (10), by applying the continuous mapping theorem with the projection map ir, defined by 7r(x, y) = (x(1), y(1)) for x, y E D[0, 1], so that (19) is indeed a stronger condition. However, for practical purposes there is little difference between ( 19) and (10). It is only in pathological situations that (10) holds without (19); e.g., see Glynn and Whitt (1988) .
In order to treat q' in (17), we use the stronger FCLT condition (19). As a consequence, we also get an FCLT conclusion, but we do not state it. Proof. This follows easily from Theorem 4 of Glynn and Whitt (1986). The functional version of the first limit is contained directly there. The second limit, which corresponds to (13) and (14), follows from the third limit and the limit in Theorem 2 holding jointly with the same limit random variable, i.e., C where c2 is the asymptotic variability parameter of the arrival process, which plays a prominent role in heavytraffic limit theorems and approximations; see Whitt (1982) . The asymptotic variability parameter c2j thus seems to be a good indicator of the relative variance reduction. This is illustrated by the Q data in Tables I and II where there is an implicit conditioning on the service times. However, gk is nonincreasing for each realization of the service times, so that Cov(Uj, Wk) conditional on the service times is nonpositive. Finally, we obtain the desired conclusion by unconditioning.
Note that in Theorem 8 neither the service nor the interarrival times need be either independent or identically distributed. Of course, independence for random variables is a sufficient condition for them to be associated.
We now give examples in which each of the basic estimators for q is strongly preferred.
Example 2
Consider the standard GI/D/oo service system, focusing on the number of customers in service. Obviously, n' I E=l Wk = w for each n so that C22 = C12 = 0. In general, however, An has variance so that C11 > 0. In this case, oJ2= 0 whereas 4,2 = X2q2 C11 > 0.
Example 3
We now show that the reverse of Example 2 can prevail: it can be much better to use the direct estimator qnD than the indirect estimator qI. Suppose that Q(t) is the number of jobs in service at a single-server facility, so that Q(t) E {0, 1 1. If there are an unlimited number of jobs to be processed at this facility, then the server is always busy so that Q(t) = 1 for all t w.p. 
Nonlinear Control Variables
In this section, we show that the relationship between direct and indirect estimation is fruitfully viewed from a control-variable perspective. This perspective allows us to construct an estimator that is asymptotically more efficient than either the direct or the indirect estimator just discussed. To accomplish this goal, we return to the general framework of Section 1. Since we are not going to consider natural estimators here, we do not need the sequence JZnI in (1), but to treat asymptotic efficiency we need the CLT (7). Obviously the basic CLT assumption (10) is just (7) in the L = X W framework.
Direct and indirect estimators also arise naturally in nonlinear control-variable schemes, but in a different way. Our starting point is a function of one variable, say g. Given (7), suppose that we are interested in estimating z = g(y) where g: R'--> R. We then introduce a convenient function f and a vector x in Rk such that ft Rk+I --R and z = g(y) = f(x, y) for that special x and all y. The new vector x is the control parameter, and the natural estimator for x, xn, is the control. The uncontrolled estimator for z is g(yn), which coincides with the indirect estimator f(x, y'). The controlled estimator is f(x4, y'), which coincides with the direct estimator.
Below are examples of functions f that have been introduced for this purpose: It should be intuitively clear that we have found the best possible estimators of the queueing parameters q and w in the framework of Section 2 when X is known, using the criterion of asymptotic efficiency. However, such a strong statement is hard to make precise and, in fact, not nearly true without additional qualifications. We give one concrete expression of this idea. is the best estimator for q; we don't need any data.
For more general models, when both the service rate and the arrival rate are known, it is natural to use linear controls such as (39) and (40) 
Note that the asymptotic efficiency parameter in (42) is less than the optimal linear control asymptotic efficiency parameter in Example Icd for all p. Of course, in general we can do even better than q by using a linear control estimator of the form q + a(X -X'-) where A-1 = nI'A".
To summarize, this section presents a strong case for using the optimal linear control estimators when some of the parameters are known. In considerable generality the estimator (40) is most efficient in the L = X W framework of Section 2 when X is known, but it does not take into account extra information that may be available when the model has additional structure, as illustrated by the M/M/1 example.
The optimal linear control estimator has the drawback that it requires constructing the estimator an for ao*, but this is actually not difficult. Using the estimator an for ao* also introduces bias, but the analysis in Section 10 reveals that the bias contribution due to estimating a* is typically asymptotically negligible compared to the size of the confidence intervals, being of order O(n-') just like the other bias terms, compared to 0(n-r12) for the confidence intervals. However, since an is an estimator for a function of covariance matrix elements, for small n it is likely to have a large variance; an seems to be a term that requires a relatively large n to be in a large sample context. However, for simulation experiments with ample data the optimal linear control estimators seem desirable.
We conclude this section by giving a specific estimator an for a* in (37) to use in the linear control estimator z4 (an) 
Asymptotic Bias
So far, we have only considered asymptotic efficiency; now we consider asymptotic bias. Our goal is to show that bias is typically asymptotically negligible compared to efficiency as the sample size increases, thus justifying paying more attention to asymptotic efficiency.
We conduct our analysis in the general framework of Section 1, but we simplify the notation by deleting the variable y. The parameter to be estimated can thus be represented as z = f(x). As before, all vectors are taken to be row vectors; x E Rk is 1 x k. We consider only the direct estimator z'7 = f(XN).
(Of course, the results generalize.) The bias is Ez? -z. This section is devoted, first, to showing that in considerable generality Ezf? = z + n-1fD + o(n-1) and, second, to describing the asymptotic-bias parameter fD that appears in this expansion. By Theorem 9a, the length of the confidence intervals are of the order n-12, so this result will support our goal.
We make four new assumptions in addition to the ones in Section 1: We refer to Ax as the bias contribution due to the initial bias of XN We refer to 1H as the bias contribution due to the nonlinearity off Obviously OH = 0 if H is a zero matrix, i.e., if f is linear. We prove Theorem 11 in Appendix A.
We close this section by briefly discussing the bias associated with using an to estimate the optimal linear weight a* in (37), as suggested by the corollary to A key assumption supporting (50), which is satisfied by the GI/G/s model, is that Vn is independent of Wn.
If this assumption is dropped, then PI w in (50) must be replaced by the limit of n' Xk= VkWk; e.g., see Heyman and Sobel.
Under our regenerative assumptions and appropriate moment hypotheses, there is a joint CLT paralleling (10), i.e., (7) holds, so that we can apply Sections 8 and 9 to obtain the desired results. In particular, given data in [0, D,], the direct estimator for z is Xni where an is a consistent estimator for a* in (37). A specific consistent estimator an is displayed in (43).
