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Abstract: CFD results are discussed for jet flows through a straight square duct, which is an 
interesting configuration in the context of air curtain flows for smoke and heat control in 
buildings in case of fire. The CFD package FDS (Fire Dynamics Simulator), Version 6.0.1, is 
used. Special focus is given to the impact of the inlet boundary condition on the flow field in 
the near-field region. Investigation of different orifice configurations (W = 2 cm width, variable 
span-wise length), including calculations inside a straight square duct (2 cm x 2 cm, with 
variable length) ahead of the air orifice, reveals a small vena contracta effect when the orifice 
is flush with a solid boundary, leading to an acceleration of the flow in the symmetry plane in 
the near-field region. The vena contracta effect disappears if the co-flow at the nozzle exit is 
aligned with the jet. More important is the effect of the duct length (precursor domain length, 
serving as method to generate inflow turbulent conditions for the main computation): imposing 
a top hat velocity profile, a sufficiently long duct (i.e., L = 20W) is required for the flow to 
become fully developed at the orifice. The CFD results confirm an analytical correlation for 
the ratio of the entrance length to the hydraulic diameter of the duct as function of the Reynolds 
number, provided the duct width is used as characteristic length scale. Using a sufficiently fine 
mesh, i.e., 10 cells across the characteristic dimension of the nozzle, the evolution of the mean 
and RMS stream-wise velocity along the centerline, as well as their profiles across the nozzle 
width, are shown to be captured accurately in the CFD results. 
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1. Introduction 
Smoke has been reported to be the most fatal factor in fires [1]. In order to prevent the smoke 
from causing a harmful environment for the building occupants, a smoke and heat control 
system can be applied to control and remove heat and smoke induced by fire [2]. For instance, 
the pressurization of stairwells is a commonly used smoke control system in buildings. 
However, large air supply volumes are required. Therefore, an air curtain could be a more 
efficient way of blocking smoke dispersion during fires [3]. 
Air curtains can be considered as compartmentation devices, based on the discharge of a plane 
jet. Therefore, it is interesting to study plane jets, particularly in the so-called ‘near-field region’, 
i.e., the region close to the air orifice, as often air curtains mainly block smoke in regions close 
to the nozzle exits. It is worth noting that plane jets have also found their practical application 
in a variety of industrial applications. Some of the major applications occur in reducing 
dispersed pollution in urban road tunnels [4], in controlling pollutant spreading for emergency 
management in cleanrooms [5], in preserving low temperatures for refrigerated storage rooms 
or cabinets [6], or in preventing moisture in semiconductor manufacturing processes [7]. 
In the context of fire, air curtains can be used to prevent smoke spreading from one volume to 
an adjacent volume. According to Chinese Machinery Industry Standard: Air Curtain (JB/T 
9067－1999), the nominal air velocity at the nozzle outlet is 4 – 9 m/s for commercial and civil 
buildings, and 8 – 24 m/s for industrial buildings [8]. In recent years, more and more studies 
on air curtains have appeared in the literature, labeling it as an effective way to confine smoke 
(e.g., [9-12]). 
A few publications, using Fire Dynamics Simulator (FDS) as CFD package further illustrate 
that air curtains are useful for smoke confinement during an accidental fire [13-17]. The present 
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paper focuses on the near-field regions, with the following novel aspects: 1) A recent version 
(6.0.1) of FDS [18] is used. Compared to the previous versions, the turbulence modeling has 
been updated substantially (along with, e.g., combustion modeling and radiation modeling, but 
this is less relevant for the study at hand). 2) The simulation of a duct flow, serving as ’prior’ 
simulation to obtain the inlet boundary condition for the turbulent flow  from the nozzle exit 
into the domain is discussed. This method is similar to what was reported in [19]. 3) The main 
focus is on the impact of the velocity inlet boundary condition on the flow in the near-field 
region. 4) The mesh sensitivity of the results is analysed. 
2. Physics of the free jet 
The theoretical solution of the plane turbulent free jet is a statistically two-dimensional flow 
[20-23] with dominant mean motion in the stream-wise (X) direction, jet spreading in the lateral 
(Y) direction and zero entrainment in the span-wise (Z) direction. Briefly, a free jet can be 
divided into three regions [24]: an ‘initial’ or ‘core’ region, a ‘transition’ or ‘interaction’ region 
and a ‘developed’ or ‘self-similarity’ or ‘far-field’ region (Fig. 1).  
 
Fig. 1. A schematic view of the time-averaged flow field of a plane jet. Redrawn after Browne 
et al. (1984) [24]. 
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In the core region, the centerline velocity remains constant, equal to the jet velocity at the 
nozzle exit. The turbulence intensity is constant as well. The length of potential core equals 4 
to 6 times the jet thickness W. The transition region behind the core region extends from 6W 
to 20W. In this region the velocity starts to decay. Further downstream the flow reaches the 
self-similarity region, where normalized transverse profiles of (normalized) velocity are similar, 
independent of the distance X from the nozzle exit. The present study focuses on the near-field 
region, i.e., the ‘initial’ or ‘core’ region.  
3. General set-up of the simulations 
Large Eddy Simulations (LES) as implemented in the Fire Dynamics Simulator (FDS), Version 
6.0.1 [25], are used to account for turbulence in the CFD simulations. The default sub-grid 
scale (SGS) model, namely the modified Deardorff turbulence model [26], is applied, with the 
default model constant 𝐶𝑣 = 0.1.  
The free jet flow downstream is strongly influenced by the orifice configuration and inlet 
boundary condition [27]. Thus, different computational domains have been used, depending on 
the orifice configuration and dimension, labeled A – C (Fig. 2). For orifice configuration A, the 
velocity inlet is set flush with the bottom of the domain (floor), while for configuration B and 
C a duct is added, so that the velocity inlet boundary condition is imposed upstream of the 
actual orifice. In configuration C, the entrance duct has been moved inside the flow domain 
such that entrainment is primarily an axial co-flow, rather than radially inward flow. 
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Fig. 2. Sketch of orifice configuration A-C. 
Table 1 provides an overview with details for the computational domains. Cubic cells are used 
in all simulations. For domain I, the domain width (𝑊𝑑), length (𝐿𝑑) and Height (𝐻𝑑) are set to 
10 cm, which is 5 times the orifice width (𝑊 = 2𝑐𝑚). These results are included to investigate 
the near-field jet flow region at relatively low computational cost. The number of cells across 
the orifice width varies from 1 to 10, i.e., the cell size varies from 2cm to 0.2cm.  
Table 1. Overview of characteristics of computational domains. 
Domain 
number 
Orifice 
configuration 
Orifice 
dimension 
(cm) 
Number of cells 
across the orifice 
width 
Duct length 
(cm) 
I A 
Square  
(2 x 2) 
1, 2, 3, 4, 5, 8, 10 0 
II B 
Square  
(2 x 2) 
10 2-80 
III C 
Square  
(2 x 2) 
10 2-80 
IV B 
Rectangular  
(2 x 40) 
10 160 
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For domains II and III, the domain width, length and distance from the velocity inlet to the top 
of domain (𝐷𝑑) are equal to 10cm, while the Height (𝐻𝑑) of the domain varies according to the 
length of the duct. 
For domain IV, the orifice configuration B with duct length of 160cm is applied. A rectangular 
orifice with dimension 2cm × 40cm is adopted. Thus, the domain width (𝑊𝑑) and distance 
from the velocity inlet to the top of domain (𝐷𝑑) are kept equal to 10cm, while the length (𝐿𝑑) 
and Height (𝐻𝑑) of the domain are equal to 40cm and 170cm respectively. 
The top and four side boundaries of the domain are open to the outside by specifying them to 
be ‘OPEN’. The floor (marked in brown) is a ‘solid’ boundary condition. The orifice (‘VENT’), 
marked in green, lies in the middle of the floor and has a velocity inlet boundary condition.  
4. Results and Discussion 
4.1 Implementation and visualization of the inlet velocity boundary condition 
Implementation details concerning the velocity inlet boundary conditions in FDS, version 6.0.1, 
are found in the FDS manuals [26]. Yet, some brief discussion is devoted to this topic, because 
post-processing (visualization) does not fully reflect the implementation, due to interpolation 
of velocity values, stored in a staggered manner, to values on the corners of mesh cells. If the 
mesh is too coarse, this can be misleading, as reported in [16], a few features of which are 
briefly mentioned here. 
It is common practice to impose a single velocity value (𝑈𝑖𝑛𝑝𝑢𝑡) at the inlet. A top-hat profile 
is expected then for the mean velocity. However, impermeability conditions are enforced at 
walls. Consequently, the question arises how this affects the inlet velocity profile. In order to 
investigate this, a study is performed first with a square orifice (with dimension 2 cm x 2 cm) 
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in computational domain I. The imposed velocity is 𝑈𝑖𝑛𝑝𝑢𝑡 = 5m/s.  
 
Fig. 3. Inlet velocity profile, retrieved as output in the inlet plane by using command of 
‘fds2ascii’ (solid line) and ‘DUMP’ (dashed line). The square orifice has a width w = 2cm. 
The velocity, implemented in a staggered manner in FDS, is constant across the inlet (5m/s). 
Top row from left to right: 1, 2 and 3cell across the width, Bottom row from left to right: 5, 8 
and10 cells across the width. 
Fig. 3 displays mean inlet velocity profiles, retrieved as output from the simulations, for 
different mesh cell sizes. An average over the period of the last 2 seconds of a total calculation 
time of 5 seconds is sufficient, as (quasi-)steady state conditions are reached after 2 seconds. A 
detailed discussion is devoted to this in section 4.3. Different methods are applied to obtain the 
velocity profiles. The solid line results have been collected from ‘slice file’ data by the 
command ‘fds2ascii’. The data stored in the ‘slice file’ are visualized in Smokeview and most 
users rely upon this output directly. However, the data from the ‘slice file’ involve interpolation 
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[16]. This can be prevented by outputting the raw (primitive) velocity data (dashed line) as 
actually computed by FDS by adding a ‘DUMP’ line with a ‘UVW_TIMER’ in the input file 
[26]. Fig. 3 reveals that differences become small for fine grids, but for coarser meshes the 
deviations are substantial, even at the level of mean velocity. In the extreme case with only one 
cell across the velocity inlet, one data point of 5m/s is imposed at the center of the cell face, 
but the linear interpolation in Smokeview yields an apparent maximum value of only 1.25 m/s 
across the velocity inlet. Users should be aware of this artefact. Unless otherwise stated, all 
results in the following have been obtained avoiding the interpolation, i.e., using ‘DUMP’ line 
to obtain arrays of data or data matrix and ‘DEVC’ line for single data at specific locations. 
It is important to acknowledge that ‘DEVC’ provides directly raw data from FDS (as long as 
‘TIME_AVERAGED = FALSE’). Similarly, in the most recent FDS versions there are wall 
variants of all such quantities to directly retrieve the boundary values. [Note that in the more 
recent FDS versions, combining the command ‘CELL_CENTERED=.TRUE.’ with 
‘VECTOR=.TRUE.’ also shows the staggered velocity components.] 
Fig. 4 presents the evolution of the mean velocity on the centerline in the potential core region. 
The impact of the mesh size is visible. The variation in inlet velocity (at X = 0), as obtained 
from the output, has been explained above. However, the bottom figure of Fig. 4 rules out the 
differences at the inlet (by normalizing the velocity, using the mean exit velocity (𝑈0,𝑐) obtained 
at the center point of the orifice outlet). The velocity decays less rapidly as the mesh gets finer. 
Fig. 4 reveals a drop in velocity near the orifice in all curves. This is discussed next.   
Preprint submitted to Fire Technology  
https://doi.org/10.1007/s10694-017-0690-y 
9 
 
 
Fig. 4. Impact of the number of cells across the orifice width on the evolution of the 
centerline velocity with distance from orifice for configuration A. Top: output velocity, 
divided by imposed inlet velocity; bottom: output velocity, divided by the mean exit velocity 
(𝑈0,𝑐) obtained at the center point of the orifice outlet. Mark legend refers to the number of 
cells across the width of the orifice. 
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4.2 Orifice Configurations 
So far, the discussion has been restricted to the situation where the orifice is flush with the floor 
and the inlet velocity boundary condition is imposed in that plane (‘configuration A’, Fig. 2). 
In ‘configuration B’, a duct is added, so that the velocity inlet boundary condition is imposed 
upstream of the actual orifice. In this case, there is an evolution from the top-hat profile at the 
inlet of the domain to a profile that emerges from the orifice. Obviously, the length of the duct 
will affect the velocity profile, as long as the flow is not fully developed inside the duct. This 
is discussed below. ‘Configuration C’ (Fig. 2, right) has been added to this study in order to 
examine the vena contracta effect at the orifice exit. 
Fig. 5 illustrates the impact of the duct length and the configuration on the velocity profile, 
emerging from the orifice. 10 cells have been applied across the orifice width. For 
configurations B and C, many different duct lengths have been simulated. A duct length of 
approximately 15 to 20 hydraulic diameters is required to obtain a fully developed flow inside 
the duct, starting from the top hat profile (see below, section 4.3). Fig. 5 shows results for only 
2 duct lengths, namely 5W and 35W. In the latter, the flow is fully developed, whereas in the 
former the flow is still accelerating in the middle of the duct as it emerges from the orifice. 
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Fig. 5. Impact of configuration and duct length on the inlet velocity profile, raw value 
computed in the inlet plane. The square orifice has a width W = 2cm. 
 
Fig. 6. Impact of the orifice configuration on the evolution of the centerline velocity with 
distance from orifice. The labels ‘5W’ and ‘35W’ in the legend refer to the length of the duct. 
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Fig. 6 reveals the impact of the configuration on the evolution of the centerline velocity with 
distance from orifice. The following observations are made. First of all, a drop in centerline 
velocity is observed in configuration A only. This is due to the initial lateral expansion of the 
flow at the inlet. As mentioned, FDS calculates cell velocities at the center of the cells 
(staggered grid). For configuration A, the orifice is flush with the floor and the inlet velocity 
boundary condition is imposed in that plane where the axial (X) velocity is specified. The lateral 
(Y and Z) velocity components are not defined. As a result, the flow can expand in the first cell 
downstream of the vent, reducing the axial velocity. This can be prevented by adding a duct 
ahead of the inlet boundary, as the duct keeps the outlet flow in the axial direction, ensuring 
that the one dimensional axial velocity is preserved at the orifice. In this respect it is also 
relevant to monitor the magnitude of the wall normal velocity components, which are in 
principle supposed to be zero (impermeability boundary condition). In other words, the wall 
normal velocity magnitude is to be considered an error. Yet, FDS uses a direct-forcing 
Immersed Boundary Method (IBM), as a consequence of which the normal velocity component 
on an interior obstacle cannot be reduced to zero at machine precision, because a Dirichlet 
value for pressure is described on that surface that only approximates the Neumann condition 
that would lead to zero penetration velocity. The maximum allowed normal velocity component 
on the solid boundary is determined by specifying the ‘VELOCITY_TOLERANCE’ on the 
‘PRES’ command line. We applied the default value, defined as δx/2, with δx the characteristic 
grid cell size. In our case, this yields δx/2 = 0.001 m/s, which is so much smaller than the main 
flow velocity (5 m/s) that the impact on the flow field is negligible. 
Secondly, with configuration B, a sudden increase is observed near the orifice. For the case 
where the duct length is only 5W, this increase is due to the combined effect of the accelerating 
flow inside the duct and a (small) vena contracta effect as the flow emerges from the duct. 
Indeed, the increase in velocity is less pronounced when the duct length equals 35W (and the 
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flow is no longer accelerating inside the duct).  
Finally, in configuration C, there is no vena contracta effect, as the co-flow is well aligned with 
the flow emerging from the nozzle. Consequently, no increase in velocity is observed if the 
duct length is sufficiently long for the flow to be fully developed inside the duct (see curve ‘C 
– 35W’). The observed increase for curve ‘C – 5W’ is due to the fact that the flow is still 
accelerating inside the duct. Note also that in configuration C, where the wall is far away from 
the nozzle, the possible error in wall-normal velocity component at the wall has no impact on 
the flow emerging from the nozzle. 
4.3 Duct flow  
So far, the discussion has been restricted to square orifices (2 cm × 2 cm). In practice, the air 
curtain slot is rectangular. Therefore, a rectangular orifice (2 cm × 40 cm) is also studied. 
Stated in another manner, aspect ratio (AR = 𝐿/𝑊, 𝐿 > 𝑊) values of 1 (square duct) and 20 
are considered. Table 2 provides an overview with details for the simulated duct flow.  
As mentioned, a total calculation time of 5 seconds is set for all simulations and the mean data 
are calculated over the period of the final 2 seconds, as (quasi-)steady state conditions are 
reached after 2 seconds. In order to illustrate this, Fig. 7 presents the temporal evolution of 
stream-wise velocity U (left) and turbulent kinetic energy (right) at axial distance of 𝑋/𝐷ℎ =
30 on the centerline, obtained with the ‘DEVC’ command as mentioned before. The turbulent 
kinetic energy (TKE) is calculated as 𝑇𝐾𝐸 =
1
2
(𝑢′2̅̅ ̅̅ + 𝑣′2̅̅ ̅̅ + 𝑤′2̅̅ ̅̅ ̅), using turbulence normal 
stresses (𝑢′2̅̅ ̅̅ , 𝑣′2̅̅ ̅̅  and 𝑤′2̅̅ ̅̅ ̅) as obtained with the ‘Covariance’ option in FDS through the 
command ‘STATISTICS=‘COV’’[26].  
Viscous boundary layers grow downstream, slowing down the axial flow at the wall and 
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thereby accelerating the center-core flow. The thickness of the viscous boundary layer increases 
in the flow direction until the boundary layer reaches the center and thus fills the entire duct. 
The distance from the duct inlet to the point where the boundary layers merge is called the 
hydrodynamic entrance length 𝐿𝑒  [28]. In turbulent flows, the entrance length can be 
estimated by 𝐿𝑒/𝐷ℎ ≈ 1.359𝑅𝑒
1/4 [29] or 𝐿𝑒/𝐷ℎ ≈ 4.4𝑅𝑒
1/6 [30]. In the present study, the 
resulting entrance lengths are reported in Table 2. The Reynolds number is calculated based on 
the imposed velocity at the inlet and the hydraulic diameter 𝐷ℎ = 4𝐿𝑊/2(𝐿 + 𝑊).  
Table 2. Overview of simulated and analytical entrance lengths. 
Case 
Orifice 
dimension 
(cm) 
Duct 
length 
𝐿/𝐷ℎ 
Inlet 
velocity 
U (m/s) 
Reynolds 
number (*) 
Entrance length (𝐿𝑒/𝐷ℎ) 
1.359𝑅𝑒1/4  
[28,29] 
4.4𝑅𝑒1/6  
[30,31] 
CFD  
Result 
S-5 2 x 2 40 5 6732 12.31 19.11 15-20 
S-10 2 x 2 40 10 13464 14.64 21.46 15-20 
R-5 2 x 40 40 5 13464 14.64 21.46 7.5-10 
R-10 2 x 40 40 10 26927 17.41 24.09 7.5-10 
(*) Reynolds number is calculated as 𝑅𝑒 = 𝜌𝑈𝐷ℎ/𝜇, taking ρ = 1.205 kg/𝑚
3 and 𝜇 =
1.79 × 10−5 kg/(m ∙ s), Square duct: 𝐷ℎ = 2𝑐𝑚, Rectangular duct: 𝐷ℎ ≈ 4𝑐𝑚 
In the fully developed flow region, the pressure drops linearly with distance from the orifice, 
and thus a constant value for pressure gradient 𝑑𝑃/𝑑𝑋 is observed in this region [30]. Fig. 8 
shows the evolution of 𝑑𝑃/𝑑𝑋 along the centerline and the entrance length can be determined 
as the location where the value becomes constant. The observed entrance lengths for the square 
duct flow are well within the range calculated from the analytical correlations as mentioned 
[29,30].  
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Fig. 7 Temporal evolution of streamwise velocity U (left) and turbulent kinetic energy (right) 
at axial distance of 𝑋/𝐷ℎ = 30 on the centerline of the duct (case S-10). Smooth red lines 
are obtained by applying the data with moving average filter with span of 5. 
 
Fig. 8 Evolution of pressure gradient 𝑑𝑃/𝑑𝑋 along the centerline of a duct flow. 
However, the entrance length is under-predicted by a factor of 2 for the rectangular duct (7.5-
10𝐷ℎ). This suggests that the duct width W should be used as the characteristic length scale for 
the calculation of entrance length for rectangular ducts with large aspect ratio in the analytical 
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equations [29,30], which were deduced originally for circular pipe flows.  
Another way of studying the entrance length is based on the axial development of the 
normalized mean stream-wise velocity 𝑈𝑚/𝑈0,𝑐  as shown in Fig.9. Beyond the entrance 
length 𝑋 = 𝐿𝑒 the velocity profile does not vary with 𝑋. Fig. 9 confirms the observations 
from Fig. 8. The ratio of centerline velocity to the centerline velocity at the inlet decreases with 
increasing Reynolds number, as expected: as the flow becomes more turbulent, the profiles of 
stream-wise velocity become flatter and the gradients in the wall region become steeper due to 
increased turbulent mixing (see also Fig. 10). On the other hand, the velocity ratio 𝑈𝑚/𝑈0,𝑐 
for rectangular duct is lower than that of square duct for the same Reynolds number, because 
there is no lateral boundary layer development, as illustrated in Fig. 10. The accuracy of the 
profiles is discussed below (Fig. 13).  
 
Fig. 9 Evolution of the normalized stream-wise velocity (𝑈𝑚/𝑈0,𝑐) along the centerline of a 
duct flow. 
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Fig. 10 Normalized mean streamwise velocity profiles in the symmetry plane across the long 
side (left) and short side (right) of the duct at  𝑋/𝐷ℎ = 30. 
Fig. 11 shows the evolution of mean turbulence kinetic energy (TKE) along the centerline. It 
is again in line with the observations for the entrance length made from Fig. 8 and 9: the TKE 
profiles reach a plateau at about 15 to 20𝐷ℎ  for the square duct and about 7.5 to 10𝐷ℎ for the 
rectangular duct flow, respectively. The turbulent kinetic energy increases with the Reynolds 
number. The absolute values are lower in the rectangular duct, in line with the lower values for 
mean velocity (Fig. 10).  
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Fig. 11 Evolution of mean turbulence kinetic energy (TKE) along the centerline of a duct flow. 
 
 
Fig. 12 Evolution of the turbulence intensity (𝐼 = 𝑈𝑅𝑀𝑆/𝑈𝑚) along the centerline of a duct 
flow. 
Fig. 12 indeed confirms that differences in turbulence intensity (𝐼 = 𝑈𝑟𝑚𝑠/𝑈𝑚 ) are much 
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smaller (albeit that the intensity also still increases with the Reynolds number, as expected). 
𝑈𝑟𝑚𝑠 is the root mean square of turbulent velocity fluctuation obtained from statistical outputs 
by setting STATISTICS = ’RMS’ on the DEVC line. The accuracy is discussed below (Fig. 14).  
Fig. 13 presents the profiles of Fig. 10 in the form 𝑈/𝑈𝑚 in order to compare the simulation 
results to experimental data [32], DNS data [33] and other LES results [34]. Except perhaps 
for the S-5 case, with the lowest Reynolds number, all profiles are well within the range of data. 
Similar results reflecting the influence of Reynolds number were also found in [35]. 
Similarly, the turbulence intensities are presented in Fig. 14. For the LES of [34], no results are 
available for Re = 25000, so only results for Re = 4410 are plotted. Fig. 14 confirms the 
accuracy of the results obtained. 
 
Fig. 13 Comparison of the normalized mean streamwise velocity (at 𝑋/𝐷ℎ = 30) to 
experimental data of Cheesewright et al [32], DNS data of Gavrilakis[33]and LES data of 
Yao [34].  
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Fig. 14 Comparison of the turbulence intensities (at 𝑋/𝐷ℎ = 30) to the experimental data of 
Cheesewright et al [32], DNS data of Gavrilakis[33]and LES data of Yao [34]. 
5. Conclusions 
An analysis has been conducted on the impact of the velocity inlet boundary condition, in 
combination with the mesh size, on the flow field in the near-field region of an air curtain flow, 
using FDS, Version 6.0.1.  
With respect to the mesh size, the overall conclusion is that the use of a sufficiently fine mesh, 
i.e., 10 cells across the characteristic dimension of the nozzle, the evolution of the mean and 
RMS stream-wise velocity along the centerline, as well as their profiles across the nozzle width, 
are captured accurately in the CFD results. The accuracy has been illustrated by comparison of 
the CFD results to experimental data, DNS data and other LES results. 
Although correct mass and momentum flow rates are injected in the FDS simulations through 
a staggered approach, it has been illustrated that interpolation in post-processing/visualization 
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in Smokeview can result in misleading observations in the output. Differences become smaller 
as the mesh is finer. Using the commands ‘DUMP’ for a data matrix and ‘DEVC’ for single 
data at specific location provides raw data directly, avoiding this issue. In more recent FDS 
versions, this can also be done for wall quantities and vectors.  
Providing a duct ahead of the orifice exit in the simulations, a small vena contracta effect is 
observed when the orifice is flush with a solid boundary. This vena contracta effect correctly 
disappears if the duct is moved inside the domain, because the co-flow is then aligned with the 
jet flow at the orifice exit.  
A duct length of at least 20W is required for the flow to become fully developed inside the duct, 
starting from a top hat velocity profile at the inlet. The simulation results confirm analytical 
correlations for the ratio of the entrance length to the hydraulic diameter of the duct for square 
ducts. However, for rectangular ducts, the correlations only agree with the CFD results if the 
duct width, rather than the hydraulic diameter, is used as the characteristic length scale. 
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