We consider a spiked population model, proposed by Johnstone, in which all the population eigenvalues are one except for a few fixed eigenvalues. The question is to determine how the sample eigenvalues depend on the non-unit population ones when both sample size and population size become large. This paper completely determines the almost sure limits of the sample eigenvalues in a spiked model for a general class of samples.
Introduction
The sample covariance matrix is fundamental to multivariate statistics. When the population size is fixed, as the number of samples tends to infinity, the sample covariance matrix is a good approximate of the population covariance matrix. However when the population size is large and comparable with the sample size, as is in many contemporary data, it is known that the sample covariance matrix is no longer a good approximation to the covariance matrix. A consequence of the main result in [17] , along with refinements done in [30] , show that with n = the sample size, p = the population size, as n = n(p) → ∞ such that p n → c, the eigenvalues s = 0 when n < p). Such results apply to more general samples other than Gaussian (see e.g. [31] , [32] , [2] ). One piece of information that can be extracted from this is that if there are non-zero eigenvalues of the sample covariance matrix well separated from the rest of the sample eigenvalues, one can infer that the samples are not i.i.d.
In many examples, indeed, a few eigenvalues of the sample covariance matrix are separated from the rest of the eigenvalues, the latter being packed together as in the support of the Marchenko-Pastur density (1.2) .
Examples include speech recognition [8, 14] , mathematical finance [20] , [15] , [16] , wireless communications [27] , physics of mixture [21] , and data analysis and statistical learning [12] . The above results provide strong evidence that the samples have non-null covariance. Then it is a natural question to ask whether it is possible to determine which non-null population model can possibly result in the observed few sample eigenvalues separated from the Marchenko-Pastur density.
The simplest non-null case would be when the population covariance is a finite rank perturbation of a multiple of the identity matrix. In other words, all but finitely many eigenvalues of the population covariance matrix are the same, say equal to 1. Such a population model has been called the 'spiked population model': a null or purely noise model "spiked" with a few significant eigenvalues. The study of spiked models was proposed by Johnstone [14] . The question is how the eigenvalues of the sample covariance matrix would depend on the non-unit population eigenvalues as p, n → ∞, as, for example, a few large population eigenvalues would possibly pull up a few sample eigenvalues. It is known [17, 24] that the Marchenko-Pastur result (1.1) still holds for the spiked model. But (1.3) and (1.4) are not guaranteed and some of the eigenvalues are not necessarily in the support of (1.2). In other words, there might be stray eigenvalues.
For example, suppose that the population covariance matrix has one non-unit eigenvalue, denoted by σ 1 . If σ 1 is close to 1, one would expect that as the dimension p becomes large the population covariance matrix would be close to a large identity matrix, and hence σ 1 would have little effect on the eigenvalues of the sample covariance matrix. On the other hand, if σ 1 is much bigger than 1, then even if p becomes large, σ 1 might still pull up the eigenvalues of the sample covariance matrix. How big should σ 1 be in order to have any effect, how many eigenvalues of the sample covariance matrix would be pulled up and exactly where would the pulled-up eigenvalues be? We will see in the results below that the answers are σ 1 > 1 + √ c (where p n → c), one eigenvalue at most, and σ 1 + cσ1 σ1−1 , respectively. The purpose of this paper is to provide a complete study of the almost sure limits of the sample eigenvalues in the spiked model for a general class of samples which are either real or complex and are not necessarily Gaussian, when both population size and sample size tend to infinity with finite ratio. Specializing to the Gaussian samples, our results obtain the almost sure limits of the eigenvalues of the Wishart matrix for the case when the covariance is a finite rank perturbation of the identity matrix. In particular, given nonunit population eigenvalues, we determine how many stray sample eigenvalues the spiked model has and where they are located. For complex Gaussian samples, such results were obtained in [19, 6] for the largest eigenvalue of the sample covariance matrix. While this paper was being prepared, the authors learned that Debashis Paul [18] obtained results for the spiked model for real Gaussian samples independently at the same time, which have some overlap with this paper. For real Gaussian samples when c < 1, the almost sure limits as in (1.10) and (1.11) below were obtained for large sample eigenvalues. On the other hand, this paper (i) is concerned with more general samples, not necessarily Gaussian, (ii) includes all choices of c and (iii) studies both large and small sample eigenvalues.
A very general study of the sample eigenvalues with non-null covariance matrix was conducted in [3, 4] . The spiked population model is a particular case of the non-null covariance model. However, in general, to apply the results of [3, 4] , one needs to determine all the real roots of a polynomial of high degree (see (2.11) and Lemma 3.1). For the spiked model, we show how to use a perturbation argument in complex analysis to determine the roots of the polynomials with sufficient error bounds.
This paper concerns only the almost sure limits of the sample eigenvalues for the spiked model. It is also of great interest to study the limiting distributions of the sample eigenvalues. See Subsection 1.3 below for a discussion.
Model
Let T p be a fixed p × p non-negative definite Hermitian matrix. Let Z ij , i, j = 1, 2, . . . , be independent and identically distributed complex valued random variables satisfying
We take the sampled vectors to be the columns of T 
For definiteness, we order the eigenvalues as s
α M > 0 be fixed real numbers for some fixed M ≥ 0, which is independent of p and n.
Let k 1 , . . . , k M be fixed non-negative integers and set r = k 1 + · · · + k M , which are also independent of p and n. We assume that all the eigenvalues of T p are 1 except for, say, the first r eigenvalues. This is the 'spiked population model' proposed in [14] . Let the first r eigenvalues be equal to α 1 , . . . , α M with multiplicity k 1 , . . . , k M , respectively: for some unitary matrix U T ,
We set k 0 = 0.
Results
Theorem 1.1 (case c < 1). Assume that n = n(p) and p → ∞ such that
for a constant 0 < c < 1. Let M 0 be the number of j's such that α j > 1 + √ c, and let M − M 1 be the number of j's such that α j < 1 − √ c. Then the following holds.
almost surely (recall r = k 1 + · · · + k M ).
Therefore, when all non-unit population eigenvalues are 'close to 1' (i.e. when M 0 = 0, 
the Marchenko-Pastur density and positions it at α + cα α−1 in the limit. As an example, when r = 1, by denoting the only non-unit eigenvalue by σ 1 , the largest sample eigenvalue
almost surely. When r = 2, by denoting the two non-unit eigenvalues by σ 1 , σ 2 , the largest sample eigenvalue
almost surely.
For complex Gaussian samples, Theorem 1.1 for the largest sample eigenvalue s (p)
1 was first obtained in [19, 6] . When the samples are real Gaussian, the results (1.10) and (1.11) were independently obtained in [18] . Theorem 1.2 (case c > 1). Assume that n = n(p) and p → ∞ such that
for a constant c > 1. Let M 0 be the number of j's such that α j > 1 + √ c. Then the following holds.
• For all p, s (p) n+1 = · · · = s (p) p = 0.
(1.20)
Thus, unlike the case of c < 1, small eigenvalues of T p do not affect the eigenvalues of B p when c > 1.
Theorem 1.3 (case c = 1). Assume that n = n(p) and p → ∞ such that
Let M 0 be the number of j's such that α j > 2. Then the following holds.
1 was first obtained in [19, 6] for complex Gaussian samples.
Discussion
Loosely speaking, the location of the eigenvalues in the spiked model are due to interactions between the non-unit population eigenvalues, which are finite in number, and the unit population eigenvalues whose size tends to infinity. It would be interesting to have a simple heuristic argument which shows how to obtain the critical values 1 ± √ c of the population eigenvalues and the location α j + cαj α j −1 of the pulled sample eigenvalues. For the complex Gaussian case, the paper [6] (see section 6) shows that the distribution of the largest sample eigenvalues is the same as the last passage time in a directed percolation model, and
gives a heuristic argument that determines the critical value and the location of the pulled eigenvalues; the interaction is basically a competition between a 1-dimensional last passage time and a 2-dimensional last passage time.
It is also interesting to consider the limiting distributions of the eigenvalues. For the null case when T p is the identity matrix, under the Gaussian assumption, the limiting distribution for the largest eigenvalue is obtained for the complex case in [9, 13] and for the real case in [14] . For the latter case [26] shows that the limiting distribution does not depend on the Gaussian assumption when c = 1. The limiting distributions are the Tracy-Widom distributions [28, 29] , originating from the mathematical physics side of random matrix theory. For the spiked model with complex Gaussian samples, when c ≤ 1, the limiting distributions of the largest eigenvalue are obtained in [19, 6] . The paper [6] determines the limiting distribution of s (p) 1 for complete choices of the largest population eigenvalue α 1 and its multiplicity k 1 : the distribution is (i) the Tracy-Widom distribution when α 1 < 1 + √ c, (ii) certain generalizations of the Tracy-Widom distribution (see also [5] ) when α 1 = 1 + √ c, and (iii) the Gaussian distribution (k 1 = 1) and its generalization (k 1 ≥ 2, the Gaussian unitary ensemble) when α 1 > 1 + √ c. For real Gaussian samples [18] showed that when c < 1, We include several plots for the case when c = 0.5 and there are three non-unit population eigenvalues given by 0.1, 3 and 4 (of multiplicity 1 each). In this case, the critical values of the eigenvalues are Gaussian p = 1000 0.04369 3.78400 4.59127
Gaussian p = 100 0.03979 3.55388 4.66192
Bernoulli p = 1000 0.04555 3.75706 4.66594
Bernoulli p = 100 0.05015 3.62337 4.70786 Gaussian p = 2000 5.8523 6.4013
Bernoulli p = 2000 6.01065 6.725
We mention here one possible application of the results obtained in this paper. Suppose some high dimensional data is believed to be due to a small number of independent (mean zero) factors corrupted by additive noise. However, the number of samples is not large enough to reliably estimate the population matrix. This matrix will have one eigenvalue, say σ 2 , with high multiplicity. The remaining eigenvalues, each one corresponding to a factor, will be larger than σ 2 . A scatterplot of the sample eigenvalues should reveal a separation with many grouped together in an interval to the left of the others. Using the fact that the mean of a Marchenko-Pastur density is one, the mean of the grouped eigenvalues can be taken as an estimate of σ 2 . This estimate can then be scaled out of the sampled eigenvalues, and with c denoting the ratio of vector √ c] will be close, with high probability,
It is then the decision of the user to either reconcile that population eigenvalues in this interval will never be detected, or, if √ c is suitably small, to dismiss those undetected sample eigenvalues as ones coming from insignificant factors (small length variances).
The paper is organized as follows. In section 2, we summarize the work of Z. D. Bai and J. W. Silverstein on which we heavily rely to prove our results. It turns out that the determination of the support of a Stieltjes Our analysis replies heavily on the work [3, 4] of Bai and Silverstein. In this section, we summarize the necessary results from [3, 4] .
Notational Remark. We denote by p the population size and by n the sample size. The notations n and N are used in [4] for p and n, respectively.
The work [3, 4] is a refinement of the work of Marchenko and Pastur [17] . The key tool in those work is the so-called Stieltjes transform of a distribution. For a distribution function G(λ), its Stieltjes transform
for continuity points a, b of G. We first sketch the idea of [17] . Note that the matrix B p := 1 n Z * p T p Z p has precisely the same set of eigenvalues as B p except for |p − n| zero eigenvalues. Sometimes it is easier to work with B p than B p . Let 
Suppose as before that p, n → ∞ such that p n → c. Also denote by H p the distribution of the population eigenvalues of T p and suppose that H p converges in distribution to a distribution H ∞ . The result of [17] is that the random function m p (z) → m ∞ (z) for each z ∈ C + , for a non-random function m ∞ (z) which satisfies the equation
It is shown that m ∞ (z) is the Stieltjes transform of a distribution function, which we call F ∞ :
5)
For the null-case, and also for the spiked model, H ∞ is the Dirac measure at t = 1, i.e. dH ∞ (t) = δ 1 (t)dt.
In this case, the equation (2.4) becomes
.
By solving the quadratic equation in m ∞ (z), we find
with a suitable choice of the square-root, where a = (1 − √ c) 2 (e) Set Z p = (Z ij ), 1 ≤ i ≤ p, 1 ≤ j ≤ n and B p = 1 n T 
¿From [24] and [23] , it is known that there is a unique inverse function m p (z) such that m p (z) ∈ C + for z ∈ C + . It is also shown in [24, 23] that m p (z) is the Stieltjes transform of a distribution, which will be denoted by F p : 
. n → x 0 with probability 1. The value x 0 is the maximum of the function z ∞ (m) for m ∈ R + . 
Determination of supp(F p )
The key part in applying Proposition 2.1 turns out to be determining the support of F p . This can be extracted from the following result due to Silverstein and Choi.
Note that from ( Remark. It is also shown in [25] that F p has continuous density on R + .
When T p is as in (1.8),
where we recall that r = k 1 + · · · + k M . We first determine the set of real m such that z p (m) > 0.
(3.5)
We need the following basic lemmas of complex variables to determine the solution of z p (m) = 0. 
has a unique solution in D(z 0 , r), which satisfies
Furthermore, if z 0 is real and h(z) is real for real z, the solution (3.7) is real. If z 0 is real and h(z) is real for real z, then by taking the complex conjugate of (3.6), we find that z is also a solution. Since there is only one solution, we find that z is real. 
has precisely two distinct solutions in D(z 0 , r 0 ), which satisfy
where h(z 0 ) is an arbitrary branch. Furthermore, suppose that z 0 is real and h(z) is real for real z. Proof. The proof of (3.11) follows from Lemma 3.2 by taking the square root of (3.10). When z 0 is real and h(z) is real for real z, the complex conjugate of a solution of (3.10) is also a solution. Thus the two solutions (3.11) of (3.10) are either complex conjugates of each other or both real since there are precisely two distinct solutions. Hence the Lemma follows.
For the remainder of this section, we assume that c = 1 and none of the α j 's are equal to 1 ± √ c. We further assume that p and n are sufficiently large so that c p = 1 and none of the α j 's are equal to 1 ± √ c p .
Then the numerator of (3.3) is a polynomial of degree exactly 2M +2, and we now determine all the solutions of z p (m) = 0.
For f defined in (3.4) , the equation f (m) = 0 has distinct solutions
of multiplicity 1 and ) 2 , we obtain the equation
(3.18)
Note that
is not zero and also G j (m) is real for real m. Thus Lemma 3.3 implies that there are precisely two solutions of z p (m) = 0 of the form
where the pair for each j are either both real or both non-real depending on the sign of G j − 1 α j . Now when c p < 1, the condition G j − 1 α j > 0 is equivalent to
which is the same as
On the other hand, when c p > 1, we note that m
which is the same as (since α j > 0)
We summarize the above calculations. 
26)
all of multiplicity 1. Furthermore, the following holds. We now consider the cases when c < 1 and when c > 1 separately.
When c < 1
Let the indices 0 ≤ M 0 , M 1 ≤ M be defined as in Theorem 1.1 (recall that we assume that none of the α j 's are equal to 1 ± √ c), so that
We now find the intervals in which z p (m) > 0.
The denominator of (3.3) is non-negative. ¿From Lemma 3.4, the numerator of (3.3) is factored as
The constant prefactor is, from (3.4) and (3.5),
which is positive when n is large enough. On the other hand, among the terms in the product of (3.28), m (n) j,± corresponding to the indices M 0 + 1 ≤ j ≤ M 1 are complex conjugates of each other. Thus
Hence using the fact that 32) we find that the numerator of (3.3) is positve in the intervals 
condition (ii) is satisfied for m in (3.33) union (3.35) .
We now need to find the image of the above intervals under z p . Clearly, z p (−∞) = 0, z p (0−) = +∞, z p (0+) = −∞ and z p (+∞) = 0. A direct computation yields
Also it is straightforward to check from the graph of the function
This implies the Proposition.
When c > 1
This case is similar to the previous case when c < 1. We indicate only the difference.
We again assume that p and n are large enough so that the set of j's satisfying α j > 1 + √ c p is the same as the set of j's satisfying α j > 1 + √ c. Let the index 0 ≤ M 0 ≤ M be defined, as in Theorem 1.1. We further assume that none of α j is equal to 1 + √ c so that
The denominator of (3.3) is non-negative and as before, the numerator of (3.3) is equal to (3.28) . But this time, the constant prefactor (3.29) is negative when n is large enough. Also, as in (3.30) , 
The proof of the following proposition is parallel to Proposition 3.5.
Proposition 3.6. Suppose that c > 1 and none of α j is equal to 1 + √ c. With the index M 0 defined in we see that
On the other hand,
Therefore, condition (2.13) is equivalent to the condition
We will consider four different choices of [a, b] .
for an arbitrary fixed > 0. (Here α 0 := +∞.) From (4.3), we see that
for all large p, and hence condition (f) is satisfied using Proposition 3.5. Set 
But
and hence condition (4.6) is satisfied. Therefore i p is defined to satisfy condition (2.13). Proposition 3.5 now implies that P s
This yields that, 1 ≤ j ≤ M 0 − 1, 
For the second choice of [a, b], set
for an arbitrary fixed > 0. Noting that z (n)
and setting i p := k 1 + · · · + k M0 , a calculation similar to the above yields that P s As the third and fourth choices of [a, b], we set
for some M 1 + 1 ≤ j ≤ M (α M +1 := 0), respectively. Arguments as above imply the remaining part of Theorem 1.1.
We now consider the case when an α j is equal to 1 ± √ c. We first observe certain monotonicity of the eigenvalues s (p) j on α j s. Note that the matrix B p := 1 n Z p T p Z p has the same set of eigenvalues as B p except for |p − n| zero eigenvalues. Consider a set of parameters β j , 1 ≤ j ≤ M , such that α j ≥ β j . LetT p be the matrix T p with α j 's replaced by β j 's, and setB p = 1 nT 1/2 p Z p Z pT 1/2 p andB p = 1 n Z pTp Z p . Then clearly, B p andB p are Hermitian, and B p ≥B p . Hence from the min-max principle (see e.g. [11] ), we find that 
Suppose that
for sufficiently small > 0, the above monotonicity argument implies the following: (iv) For each M 1 + 1 ≤ j ≤ M , 
When c = 1
Since the limiting distribution (1.2) for c = 1 has a continuous density on the interval (0, 4), it is easy to see (1.24) .
We first observe a monotonicity of s (p) j in n. LetẐ p = (Z ij ), 1 ≤ i ≤ p, 1 ≤ j ≤n and letB p := for > 0 where [x] denotes the largest integer ≤ x. Then for sufficiently small > 0,
(4.34)
By applying Theorem 1.2 and using (4.33), we obtain the following: On the other hand, taken = n 1− for > 0. We first assume 2 > α M 0 +1 . Then as α M > 0, for sufficiently small > 0,
and hence M 1 = M . By applying Theorem 1.1 and using (4.33), we obtain the following: If α M 0 +1 = 2, then for sufficiently small > 0, 
