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1Abstract
Parameter Continuation with Secant Approximation for Deep Neural Networks
by
Harsh Nilesh Pathak
Master of Science in Data Science
Worcester Polytechnic Institute, Worcester
Professor Randy Paffenroth, Advisor
Non-convex optimization of deep neural networks is a well-researched problem. We
present a novel application of continuation methods for deep learning optimization that
can potentially arrive at a better solution. In our method, we first decompose the original
optimization problem into a sequence of problems using a homotopy method. To achieve this
in neural networks, we derive the Continuation(C)-Activation function. First, C-Activation
is a homotopic formulation of existing activation functions such as Sigmoid, ReLU or Tanh.
Second, we apply a method which is standard in the parameter continuation domain, but to
the best of our knowledge, novel to the deep learning domain. In particular, we use Natural
Parameter Continuation with Secant approximation(NPCS), an effective training strategy
that may find a superior local minimum for a non-convex optimization problem. Additionally,
we extend our work on Step-up GANs, a data continuation approach, by deriving a method
called Continuous(C)-SMOTE which is an extension of standard oversampling algorithms.
We demonstrate the improvements made by our methods and establish a categorization of
recent work done on continuation methods in the context of deep learning.
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1Chapter 1
Introduction
Deep learning is an example of representation learning methods that are widely used to
transform raw input measurements into one or more abstract levels. Such neural networks
provide the flexibility of adding multiple levels of abstraction, through which we can represent
many complex transformations. These methods have significantly advanced the state-of-the-
art in speech recognition [24], image recognition [33] and text mining [37] for application in
domains such as health-care, travel and security [34]. Deep learning has achieved many state-
of-the-art results in supervised tasks such as classification and regression, and such methods
have also been applied to unsupervised learning such as dimensionality reduction. However,
training the neural network to find an optimal solution is a challenging optimization task
[8], [19]. Using current techniques, machines configured with large number of CPUs, GPUs
and high memory, spend days or even weeks to solve deep learning optimization problems.
The objective of a deep learning model is no different from any other machine learning
model. They try to approximate a function ftrue that is the true function that maps the raw
input x to the output labels or targets, y such that y = ftrue(x) [20]. For example, perhaps
ftrue is a camera taking a picture, or some other physical measurement process. The key
difference between deep learning models and other types of machine learning models is that
deep learning models use deep composition of functions as represented by a neural network.
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Precisely, a deep neural network forms a chain of functions (layers), that defines a mapping
y = f(x; θ), where θ is the set of parameters. These parameters θ are estimated by minimizing
an objective (cost) function, such that the mapping f best approximates ftrue.
Stochastic Gradient Descent(SGD) [20] is a popular choice for minimizing such functions.
A few random samples, called a mini-batch, from the input matrix are provided to the deep
neural network, after which the average gradients are being computed over those samples
and then using backpropagation to adjust the model parameters accordingly. This allows
convergence even when the number of training dataset samples is large. We have seen many
improvements in SGD that are widely applied by the deep learning community such as
RMSprop [25], AdaGrad [15] and Adam [31]. All of these methods work fairly well for many
tasks. However, their successful implementation is highly dependent on the quality of the
initial guess. Moreover, there are many theoretical guarantees that show that the optimizer
will always converge to a local-minimum, but convergence to a global minimum is difficult
to guarantee.
Loss surfaces are poorly understood [11]. Even a simple feed-forward network can have
exponentially many local minima [6],[45]. Previously, researchers have shown that the dif-
ferent optimization and initialization methods can lead to a dramatically different geometry
of the solution curve on a loss surface [19],[26],[11]. In other words, a slight variation in
initialization may lead the model to converge to a very distinct local minimum. This in-
dicates, that some random initialization may lead to a solution that is very far away from
the true solution. Thus, aforementioned non-convex optimization [19],[20] problem requires
some rethinking toward its solution. In this thesis, we are interested in reporting and solving
similar optimization problems.
Considering non-convex optimization is a challenging task which arises with almost every
deep learning model, a well-known potential alternative to SGD for such complex models
is a parameter continuation method. Continuation methods can be utilized to organize the
training and assist in improving the quality of an initialization that may accelerate the
convergence of the non-convex optimization problem. Parameter continuation is the prime
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focus of our thesis. The fundamental idea is to start from an easier version of the problem
and gradually transform it into the original version. During this process one transforms the
global minimum (or a superior local minimum 1) of the easier problem into a minimum of the
harder problem. This transformation reveals some unusual mechanics of the deep learning
optimization task. In particular, almost all of the state-of-the-art techniques, of which we
are aware, work on a fixed loss surface. However, we transform the loss surface continuously
to design an effective training strategy.
Further in this thesis, we briefly explain our goals and contributions. In Chapter 2,
we provide the necessary background for our readers. Then, in chapter 3, we study and
discuss other works that are close to our work for deep learning, such as Curriculum learning
[8], Mollifying networks [21] and training deep learning by diffusion methods [38]. In later
chapters, we discuss our methods 4, experiments and results 5.
In this thesis, we provide background on continuation methods, especially on Natural
Parameter Continuation [1]. We attempt to enlighten a few topics, which we believe are
not very well discussed in the literature. First, the association of continuation method with
deep learning is not well known. Second, we discuss the importance of initialization strategy
for stable and faster convergence. These two concerns are frequently encountered in the
literature when one attempts to solve non-convex optimization problems. In this thesis, we
propose a novel continuation training strategy that leverages the advantage of continuation
method along with the standard training procedure of deep neural networks. The novel
contributions of this thesis are outlined in the following section.
1superior local minima means a local minimum, which is near to the true solution of the objective
function
CHAPTER 1. INTRODUCTION 4
1.1 Contributions
In this thesis, we did a literature survey and extracted some insightful relationships between
various work performed on continuation methods for the deep learning optimization problem.
We characterize the continuation methods into model continuation and data continuation.
To facilitate model continuation in our network, we establish a novel activation function
Continuation(C)-Activation, that yields a continuous deformation from the linear to the
non-linear network.
We present a novel continuation training strategy (or optimization method) for neural
networks. Following the principles of Natural Parameter Continuation(NPC), our method
develops the idea of using a Secant approximation leading to our novel Natural Parameter
Continuation using Secant (NPCS) method. NPCS is able to work jointly with Stochastic
Gradient Descent(SGD) and its variants, but at each stage the NPCS method provides a
SGD solver with a good initial guess. Next, we compare the convergence of NPCS with
a well-used optimization technique - Adam. Further, instead of randomly initializing the
neural networks, we use Principal Component Analysis(PCA), which usually provides a
stable initialization and a robust solution for the NPCS method. Next, we show results for
PCA initialization that significantly reduces the number of training steps and we designed
an Autoencoder(AE) to demonstrate the results of our optimization method.
Finally, we present Step-Up GANs, a data continuation technique derived in pre-
vious work 2. Furthermore, we analyze its shortcomings and overcome them with our
pre-processing algorithm Continuous(C)-SMOTE – a novel oversampling technique. C-
SMOTE can be applied to a variety of datasets such as a synthetic Multi-Gaussian Grid,
Sine-Wave and a real-world dataset MNIST. Association of C-SMOTE can condition the
training of neural networks with some specific loss functions such as KL-divergence and
JS-divergence.
2Xiaozhou Zou’s Master’s thesis was submitted in April 2018.
5Chapter 2
Background
2.1 Deep Feedforward Networks
We understand linear models from classic machine learning such as linear regression and
logistic regression. Linear models are shown to have convergence guarantees, because they
satisfy all the constraints of convex optimization. However, these models are limited to
extract only the linear properties of the data. To overcome this limitation, various methods
such as kernel trick, RBF, manual engineering and neural networks are developed [20].
Deep Feedforward Networks are modeled with an aim to approximate some function ftrue.
For example, for a classifier, y = ftrue(x), ftrue maps input x to category y. Here, x is an
input row or feature set, from the input data matrix X. A feedforward network introduces
a mapping y = f(x; θ), and then learns the value of the parameters θ that result in the
approximation of the function ftrue [20]. Feedforward network is a directed acyclic graph
representing the composition of functions. f(x) = (f 2(f 1(x))) defines a simple feedforward
network that has two functions, f 1, is the hidden layer and f 2, is the output layer. In order
to make the network deep, we may add several functions in a chain, where the length of
the chain determines the depth of the network. In addition to that, we may vary the width
(dimensionality) of the network at various hidden layers.
CHAPTER 2. BACKGROUND 6
The hidden layers enable to learn nonlinear properties of the input X. However, just
stacking many functions won’t help us to achieve non-linear behavior from the data. Thus,
apart from varying depth and width, we also need to choose a suitable activation function.
Some of the popular choices are:
1. Logistic sigmoid function (Sigmoid)
φsigmoid(x) =
1
1 + e−x
(2.1)
2. Hyperbolic tangent funciton (Tanh)
φtanh(x) =
1− e−2x
1 + e−2x
(2.2)
3. Rectified linear fucntion (ReLU)
φrelu(x) = max(0, x) (2.3)
Sigmoid Tanh ReLU
Figure 2.1: Activation functions
Learning feedforward network consists of specifying an optimization scheme, a cost func-
tion, and network parameters. One of the biggest drawbacks of training a neural network
is the cost function, which is usually convex with most machine learning algorithms, now
becomes non-convex[20]. Usually, a parametric model defines a distribution p(y|x; θ), and
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similar to machine learning, we apply the principle of maximum likelihood to estimate the
parameters. Neural networks usually learn from the iterative gradient descent. Specifically,
SGD is applied to the non-convex cost function along with backpropagation to the parame-
ters of network based on the errors we make [22]. After several backpropagation steps, model
distribution is usually a good resemblance of the data distribution.
2.2 Autoencoders
Autoencoder (AE) is a neural network that aims to learn an identity function, given an
input to the output in unsupervised fashion [20]. AE has two main components, namely
an encoder C = f(X), and a decoder X ′ = g(C), where C represents code and X ′ is
the reconstruction of X. Code C is the feature representation which is usually of lower
dimension.
Figure 2.2: Autoencoder
In the above figure, we show input data matrix X, an encoder function f that transforms the data
to a code layer C. Furthermore, representation of C is mapped back to X ′ using a decoder function
g.
J(x, g(f(x)); θ)1 (2.4)
In equation 2.4, we show the objective function of an AE, where J is the objective function.
One of the most popular choice is mean squared error ‖gθ(fθ(x))−x‖2F , which is non-convex
as with deep autoencoders [8],[45].
1J(θ) short hand notation
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Theoretically, there is no constraint on the dimension of the code layer C. Instead of
learning key properties from the data, AE can potentially memorize it, when C has a much
higher dimension than data [45]. When the dimension of code layer is less than the dimension
of the data, then AE is popularly known as Undercomplete AE [20]. It captures the most
essential properties of the data, and in this thesis, we are more interested in optimizing
Undercomplete AEs.
AE determines the feature representations of data on a linear or a non-linear manifold.
These are thus widely used for dimensionality reduction, unsupervised pretraining [20] or
feature learning. Recently, AE gained significant attention in generative modeling [30].
However, designing a robust deep autoencoder is a challenging task when dealing with high
dimensional datasets [54].
2.2.1 Principal Component Analysis (PCA) and Autoencoders
The curse of dimensionality is a common issue and frequently encountered with high di-
mensional data; thus analyzing the data in a low dimensional manifold is usually preferred
[14],[48]. PCA, a widely used unsupervised algorithm can provide a lower-dimensional linear
manifold (subspace) of the data. However, the classic linear manifold is usually not preferred
when the data resides in some nonlinear manifold [54] as shown in figure 2.4. On the other
hand, AEs are equipped with non-linear activation functions such as Sigmoid, ReLU etc.
Thus, AE can be viewed as a non-linear generalization of PCA [54]. In the absence of acti-
vation functions, autoencoders learn almost the same linear manifold as PCA, given the loss
function, is mean squared error [20]. In this thesis, we study both the methods, understand
their similarities and show how autoencoders can benefit from PCA in section 4.
2.2.2 PCA and SVD
PCA calculates the correlation matrix of the data (X ∈ Rm×n ) as XTX, to compute
the eigen-decomposition of the matrix. To overcome this heavy computation, a numerical
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Figure 2.3: Manifold Learning [54]
Points in blue are true data points that clearly lies on a non-linear manifold. The green points show
an optimized non-linear projection of the data. The red points show the linear manifold which is
projected by PCA. Clearly, PCA fails to learn the non-linear manifold of the data.
method, Singular value decomposition (SVD) has a more efficient approach to calculate the
same PCA projections [41].
Given the data matrix X, its singular value decomposition is given by
X = USV T (2.5)
where U and V are the unitary matrices, and singular values of X are present in the diagonal
matrix S. Rank of the data matrix X is the number of non-zero diagonal entries in S. Next,
the rows of V T are the eigen-vectors of XTX and columns of U contain eigen-vectors of XXT
and principal components can be calculated by US. We show how SVD can be utilized as
an initialization strategy for Autoencoders in chapter 4.
2.3 Non-convex Optimization problem
An optimization problem can be formulated as
min
θ∈R
J(θ)
s.t. θ ∈ C
(2.6)
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where θ is a parameter or set of variables to be estimated in the problem, J : Rp −→ R is
the objective function of the problem, and C ⊆ Rp is constraint set of parameters.
There are two conditions for a problem to be convex, i.e. objective function and a
constraint set 2 of this problem, both of which are convex [27]. Any optimization problem
that fails to meet either one of these conditions is called a non-convex optimization problem
[27].
A non-convex optimization problem is shown to be NP-hard to solve [36]. Such problems
are frequently observed in many applications of machine and deep learning such as recom-
mendation systems, signal processing, and bioinformatics. Popular techniques that are often
used for a non-convex problem are gradient descent, alternating minimization, expectation
maximization, etc.
2.4 Stochastic Gradient Descent (SGD)
In the previous section, we saw the non-convex optimization problem and methods that
are commonly practiced to find their solutions. Especially with deep learning, Stochastic
Gradient Descent (SGD) and its variants are generally used to find a superior local minimum.
SGD algorithm for an AE is shown here 1. SGD is highly sensitive to its learning rate 
and many improved variants of SGD show plausible ways to converge to a superior local
minimum with almost no theoretical guarantees.
Usually in convex optimization problems, the local minimum must be a global minimum,
but for non-convex problems, generally, tracing the global minimum is a difficult task because
the cost surfaces are composed of multiple local minima and saddle points [39], [40]. For any
non-convex cost function J(θ), if J ′(θ) = 0 3,it is called a critical point [20] which can be
characterized as local minima, local maxima and saddle points. A local minimum is a point
where J(θ) is lower than all neighboring points, but still may be farther from the global
2 Constraint Convex Set: A set C ∈ Rp is considered convex if, for every θ1, θ2 ∈ C and λ ∈ [0, 1], we
have (1− λ) · θ1 + λ · θ2 ∈ C as well [27]
3J ′(θ) denotes first derivative of J(θ)
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Figure 2.4: Critical Points [20]
In the above figure, we show various critical points in one dimension. From left to right, local
minimum, which is lower than the neighboring points; a local maximum, which is higher than the
neighboring points; and lastly, a saddle point, which has neighbors that are both lower and higher
than the point itself.
minimum or any other superior local minimum. If J(θ) is a local highest point, then it is
referred to as local maximum. Saddle points are special points that are both local minimum
and maximum at the same point w.r.t different cross-sections. The simplest neural network
is a perceptron or more traditionally a simple logistic system which is convex but as we go
deeper i.e. increase the number of layers, the optimization problem becomes more and more
non-convex [53], [5] i.e increasing number of local minima and saddle points.
The problem of avoiding or escaping saddle points and bad local minima is a difficult task
in itself. Many configurations of saddle points can appear in high dimensional problems [27].
It should be noted that there exist saddle configurations, bypassing which is intractable in
itself. For such cases, even finding locally optimal solutions is a NP-hard problem [2]. In this
thesis, we mostly use Adam, an advanced and widely accepted variant of SGD optimizer.
Adam is a combination of RMSProp [25] and momentum [20]. Since Adam is well evaluated
and used in many research work, we thought it would be a good selection to compare our
technique.
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Algorithm 1 Stochastic Gradient Descent (SGD) for AE
Require: Learning rate schedule 1, 2....
Require: Initial parameter θ
1: k ← 1
2: while stopping criteria not met do
3: Sample a minibatch from data xi
4: Compute gradient estimate gˆ ← 1
m
∇θ
∑
i J(x, g(f(x)); θ)
5: Apply gradient θ ← θ −  · gˆ
6: k ← k + 1
end while
2.5 Generative Adversarial Networks
Generative Adversarial Network (GAN) is a unique class of neural networks that, when given
a set of target images, can learn to generate new images that have a similar distribution,
instead of just classifying or reconstructing it. GAN is composed of two components as
shown in Fig 2.5, D: the discriminator which learns from the real data and guides G: the
generator whose objective is to resemble the true data distribution.
The objective function of GANs [18],:
min
θG
max
θD
Ex∼pdata)[logD(x; θD)] + Ez∼pz [1− logD(G(z; θG); θD)] (2.7)
here, θG is parameter vector of generator network and θD is the parameter vector of discrim-
inator network.
Ex∼pdata [logD(x; θD)] - Expected log likelihood of the output of discriminator network when
the input x is drawn from true data distribution pdata.
Ez∼pz [1 − logD(G(z; θG))] - Expected log likelihood of the output of discriminator network
classifying the generated data as fake.
Researchers have previously shown that when the discriminator is close to the conver-
gence, the objective of generator network is equivalent to minimizing the Jensen–Shannon(JS)
divergence between pdata and pθ
4 [18], [17].
4here pθ, denotes the probability distribution of the generated data
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DJS(pdata‖pθ) = 1
2
DKL(pdata‖pdata + pθ
2
) +
1
2
DKL(pθ‖pdata + pθ
2
) (2.8)
where DKL is given by:
DKL(pdata‖pθ) =
i∑
pdata(i) log
pdata(i)
pθ(i)
(2.9)
Figure 2.5: GAN Work-flow
In the above figure, we show the primary flow of a Generative Adversarial Network(GANs). Dis-
criminator takes input from the real data such as CelebA [35] or MNIST [42] and also from generator
transformed noise. Then it learns to differentiate real and fake data. On the other hand, the gen-
erator learns to fool the discriminator or transform the noise distribution to become as similar as
possible to the real data distribution.
JS divergence is a well-known metric for measuring the distances between two probability
distributions. Both the pdata and ptheta lie in the lower manifold with high probability as
shown in paper [3] with proof that they are almost disjoint. JS divergence is not continuous
in such situation and thus, optimizing through gradient descent won’t work. Wasserstein
paper [4] provides a nice example to illustrate the same. P and Q are the two probability
distributions defined as 2.10 and explained with figure 2.6.
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Figure 2.6: Distribution disjoint example [4], [50]
∀(x, y) ∈ P, x = 0 and y ∼ U(0, 1)
∀(x, y) ∈ Q, x = θ, 0 ≤ θ ≤ 1 and y ∼ U(0, 1)
(2.10)
Following the above definitions for the two distributions, below is the result for different
distribution metrics.
DKL(P ||Q) =
∞ if θ 6= 00 if θ = 0 (2.11)
DJS(P ||Q) =
log 2 if θ 6= 00 if θ = 0 (2.12)
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DKL results in ∞ and DJS is not differentiable at θ = 0. Thus, when GAN encounters a
disjoint support, we are always capable of finding a perfect discriminator that separates the
real and fake samples 100% correctly, which in turn means an unstable GAN. There are
other evaluation metrics such as Wasserstein distance (DW ) that is continuous even if there
is no overlap between the support of the two distributions 2.13. Wasserstein distance is also
referred to as Earthmover distance because it regards a probability distribution as a unit
amount of earth piled on a given metric space. In other words, Wasserstein distance is the
minimum cost of transforming a pile of earth (probability distribution P ) to another pile of
earth (probability distribution Q ) [4]. It is defined in equation 2.14
DW (P ||Q) = |θ| (2.13)
DW (pdata, pθ) = inf
γ∼Π(pdata,pθ)
E(x,y)∼γ[‖x− y‖] (2.14)
where Π(pdata, pθ) is set of all joint distributions between pdata and pθ. Specifically, γ(x, y)
tells the percentage of dirt that should be transported from x to y so as to make x follow
the same distribution as y [50].
Even though Wasserstein GAN (with few assumptions) is continuous everywhere and
differentiable almost everywhere [4], GANs are extremely difficult to train. Most of the
real world datasets such as images, music, speech, text, or even finance are multimodal
distributions and GANs are commonly seen to have the mode collapse problem [17],[4] with
such datasets. In this thesis, we show adding noise to the data helps in faster convergence
of WGAN with very few modal collapses. We describe our experiments with WGAN in
section 3 and extending our own work to share a novel data continuation strategy that can
be effectively used with many deep learning models depending on the loss function such as
KL and JS divergence.
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2.6 Continuation Methods
Continuation or homotopy methods [44] have long served as a useful technique in numerical
methods, the fundamental idea of which has been a part of the literature since 1880’s [1].
Continuation method may also be seen as an alternate approach to the gradient descent [40]
for non-convex problems. To the best of our knowledge, continuation method for training a
neural network was first presented here [12] and thereafter, the idea has been slowly adopted
by a small group of researches that we discuss in detail in the next section 3. The main
idea is to start from a simple function whose solution is comparatively easy to find, and
gradually deform it towards the actual (complex) task. This deformation process occurs by
slowly tracking the homotopy path. A homotopy function [1] is described as follows:
h(x, λ) = (1− λ) · h1(x) + λ · h2(x) (2.15)
where,
λ ∈ [0, 1] is a homotopy parameter
h1(x) is a system simple function
h2(x) is a system complex function
After doing an extensive literature survey, we found few ways by which continuation
methods can be introduced in a neural network. We present our method using the formula-
tion of the above function in Chapter 4.
2.6.1 Parameter Continuation
Autoencoder is a mapping of data to its code and then back to its reconstruction. This clearly
suggests that it is a system of non-linear equations and we can apply numerical continuation
methods to compute their approximate solutions. Numerical continuation is a technique of
computing approximate solutions of a system of parameterized non-linear equations [1]. The
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Figure 2.7: Natural Parameter Continuation
In this figure, we show the phenomenon of the natural continuation. We start with a random guess
of parameters θ and use some optimizer to find the initial solution. Further, we increase the value
of λ to solve the next problem, but this time we use solution to the previous problem as initial
guess instead of random guess.
objective function in context of AE, in equation 2.4 becomes 2.16.
J(x, g(f(x); θ, λ))5 (2.16)
Here, the additional homotopy parameter λ is usually a real scalar λ ∈ [0, 1], and the
solution θ a n-vector. Natural parameter continuation is an adaptation of the iterative solver
to a parameterized problem. The solution at one value of λ is used as the initial estimate
for the solution at λ + ∆λ. With ∆λ being sufficiently small, the iteration applied to the
initial estimate should converge [1].
5J(θ;λ) short hand notation
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Figure 2.8: Secant Line
In the above figure, we show an example of secant line for a function f(x). P and Q are the two
distinct points through which the line intersects the curve.
2.7 Secant Line
A secant line6 of a curve is a line that passes through at least two distinct points [28], as
shown in figure 2.8. The slope of the secant line is given by equation 2.17.
slopesecant =
f(x0+)−f(x0)

slopetangent = lim
−→0
f(x0+)−f(x0)

(2.17)
A secant line may be used to approximate the tangent line. A tangent line is a straight
line that touches a curve at a single point. So, from the figure 2.8, as  −→ 0, the secant line
becomes more closer to tangent line. In this thesis, we use this secant line approximation
to enhance Natural Parameter Continuation (NPC). We explain this technique in detail in
section 4.
6By introducing secant line, we do not intend to use other secant methods which are popular in deep
learning such as one step secant [13] or modification to Newton’s method.
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Chapter 3
Motivation and Related work
3.1 Motivation
One of the strong motivations for this thesis is an observation of convergence 3.1 of GANs and
empirical claims on a Multi-Gaussian Grid 5.4. We did this research work in collaboration
with Xiaozhou Zou 1. For this experiment, we used Wasserstein GAN [4] and had a two-
dimensional Gaussian grid 5.4 with 25 modes as our target distribution. The aim of this
experiment was to generate data points similar to this target distribution.
Observation: For learning the target distribution, if at some intermediate training step,
the generated data uniformly covers the support of target distribution, then it is very likely
that GAN would converge to a good solution in later training steps. 3.1.
Considering the true distribution is very complex for a generator to learn. During the
initial steps of our experiments, we observed that the generator transformed data points
were far away from the target distributions, because of very less overlap between the true
distribution pdata and initial model distribution pθ. Even in literature, various experiments
has been performed to efficiently find this overlap in initial stages of training. One approach
1Xiaozhou Zou’s Master’s thesis was submitted in April 2018. Please refer to this thesis for a complete
explanation of the experiment settings. Here, we attempt to provide you with the chief idea used from
previous research.
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Figure 3.1: Observation
In the above figure, blue points are the target distribution and green points are generated from
GANs. Here we want to show at global step 5000 the generated points were uniformly distributed
over the support of the target distribution, and after that the convergence was stable and finally
reached a good solution at global step 50000.
we discovered is to provide information about the underlying support of the distribution to
the generator such that the task becomes simpler.
Consequently, we decomposed the standard training process into multiple phases. We de-
signed a synthetic setting 2 that enabled us to decompose a difficult task (learning a complex
distribution) to a series of simpler tasks. As shown in the figure 3.2, we first train the GAN1
with data uniformly distributed over the target distribution. Next, GAN2 is initialized with
the parameters of previously trained GAN1, however, in this phase, we add noise of standard
deviation 0.3 to every mode of the target distribution. Therefore, this noisy data distribution
is more complex than uniform distribution and simpler than target distribution 5.4. Finally,
we train GAN3, where generator is initialized from GAN2 on the target distribution 5.4. We
refer to our architecture as Step-Up GANs 3.2 because after every step we are one step closer
to the true distribution to be learned by the generator. In our method, a generator inherits
the knowledge learned by all its previous generators. Also note, the discriminator of each
GAN is initialized from scratch and we applied Wasserstein distance as the cost function for
all our experiments.
2Since we knew the modes of the data, we added some noise to the true distribution around that modes
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Figure 3.2: Step-Up GANs
In the above figure, we share the architecture of Step-Up GANs. Here the GAN training is dis-
cretized into three phases. At GAN 1, we train with the data uniformly distributed over the target
distribution. Next, at GAN 2, we add some noise to the target distribution and initialize the weights
of the generator of GAN 2 from the generator of trained GAN 1. Finally, GAN 3, initialized from
the learn the generator of GAN 2 and learns the target distribution.
Result: Step-Up GANs converged 10x faster 5.9 than the standard Wasserstein-GAN
under synthetic setting. We also compared the convergence of Step-Up GAN with WGAN
on our own evaluation metric called overlap loss.
Step-Up GANs can also be viewed as a continuation method (through data) where each
task is more difficult than its previous one and the original task is the final one to be
performed. These findings motivated us to push the boundaries further. We noted a few
untouched questions of Step-Up GANs that are listed below.
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• How to determine the support of the distribution for the true data distribution?
• Can Step-Up GANs (a data continuation approach) be generalized to work with some
well-known datasets for deep learning, the most common example would be MNIST.
• Can this be combined with a model continuation approach, for example, Curriculum
Learning [8] presented in literature?
In this thesis, we try to answer these questions and extend our work so that it is applicable
to most deep neural networks such as autoencoders.
3.2 Related Work
Neurons (units) in the deep neural networks learn the representation of the data. The
last layer is a typical classifier and the previous layers learn different representations of
data. Representation learning is particularly interesting because it unfolds a way to do
unsupervised and semi-supervised learning [20]. However, training deep neural network is
a potentially intractable non-convex problem [7]. One widely applied practical approach
is finding a better initialization strategy to find a find superior local minimum. We draw
observations from the key techniques used in some of the popular architectures which have
been successful in finding the superior local minimum and also achieve better generalization
[16]. Unsupervised pre-training [23] proved to be a good strategy to train deep neural
networks for the supervised and unsupervised tasks. The idea is to greedily train one layer at
a time in unsupervised fashion via Restricted Boltzmann Machine (RBM) or an autoencoder,
and then use this layer in the task of your interest. This technique has two advantages: first,
it provides stable initialization, and second, it increases the regularization effect [20], and
hence provide good generalization accuracy [16]. Fine-tuning can be seen as an extension
of this approach where the learned layers are allowed to retrain or fine-tune on the final
task [20]. Transfer learning , on the other hand, requires two different task, where learning
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from one distribution can be transferred to another. This technique is largely used in many
visual and text tasks such as image super-resolution, recommendation systems etc.
The basic idea for continuation methods may be described as follows: given a cost function
J(θ), define a series of cost functions {J (0)(θ), J (1)(θ), J (2)(θ), ......., J (n)(θ)} such that J (i)(θ)
is more easier to optimize than J (i+1)(θ) [20]. Here J (i)(θ) and J (i+1)(θ) are preferred to be
close so that the solution of J (i)(θ) can be used to initialize the parameters for J (i+1)(θ).
In other words, one can imagine J (i)(θ) as a convex envelope [39] for the J (i+1)(θ) that we
gradually reduce as i −→ n and finally we get a solution to the original cost function J (n)(θ).
We see the above process can be fundamentally done in two ways: model continuation
and data continuation. Continuation methods for neural networks were initially introduced
[12], and were explained with more insights in curriculum learning [8]. Smoothing of the
objective function reveals the global curvature of the cost function. Smoothing can be
gradually decreased to get a sequence of objective functions with increasing complexity. The
mollified objective function is minimized first, and then gradually reducing its smoothness
and simultaneously minimizing it as training proceeds to obtain the final solution [8].
When continuation is applied directly to the parameters of a neural network during the
training, it can be referred to as Model Continuation method. This method forms a
convex envelope around the non-convex optimization problem [39]. Diffusion methods [38]
convoluted a Gaussian noise to the cost function and showed faster convergence. Unlike the
Annealed Gradient descent , [43] whose cost surface approximation is motivated by some
heuristic, diffusion methods have more theoretical backing for Gaussian kernel[39]. Molli-
fying Networks can be seen as an extended version of curriculum learning. Mollified (noisy)
objective function can be achieved by injecting normally distributed noise to the weights of
each layer of the neural network [21] and following the idea of continuation methods, this
noise is gradually reduced as the training proceeds. They also showed that the mollifica-
tion effect can be achieved by linearization of the network via modified activation functions.
Deforming gradually from linear to nonlinear representation has been implemented with
varying noise injection methods in [21] and [38]. We, on the other hand, do not use the noise
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injection method for linearization of the network, rather discuss how we achieve linearization
in section 4.
Figure 3.3: Mollified objective function [21]
Three loss surfaces are shown in the above figure, 3 is the original loss surface and 1 & 2 are the
surface convoluted with Gaussian noise. Loss surface 1 has more noise than loss surface 2.
Data continuation is intuitively easy to understand but extremely hard to design in
the context of continuation methods. The sampling of data points according to its individual
complexity is rarely available [49]. Information about the support of the true data distri-
bution can be utilized for reweighting the true distribution, such that the entropy of the
distribution increases or the data is more diversified and hence simpler[8]. Initially, weights
favor sampling the simple examples from the distribution and gradually as weight increases,
it sample more difficult examples from the distribution, hence it is called curriculum learn-
ing . Notably, this approach was applied discretely (in two steps), however, we found that
a continuous sequence of sampling was not well explored. Secondly, in transfer learning
method [49], the authors recently illustrated a novel method to rank all the data points in
the sample, through a data difficulty score computed using SVM. Here, the representations
from easy examples were learned first and gradually difficult examples were provided to the
model. They also empirically suggested that the direction of gradient step based on easy
examples is more effective in traversing the cost surface towards the superior local minimum,
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as the variance in the direction of gradients increases with the difficulty of data points [49].
The methods we use in this thesis inherit and extend this idea.
However, some of these methods were tested with a limited number of hidden layers that
may not be considered deep when compared to many state-of-art models [21]. Secondly, the
conjecture that the combination of data and model continuation may improve the results is
not well-tested [21]. There is a lack of systematic experiments to show how the continuation
method may help to skip an early local minima and saddle points, with the increasing number
of layers, hence the non-convexity [19]. Unlike other papers where experiments were focused
on classification task or Recurrent neural networks, we focus on autoencoders.
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Chapter 4
Methods
In this section, we introduce a novel method to train and initialize neural networks. To the
best of our knowledge, we are first to categorize the ways in which continuation methods
may be applied to the deep neural networks. Data continuation and model continuation are
two approaches with similar objective of decomposing the original task into a sequence of
tasks with increasing level of difficulty.
First, in the model continuation technique, we construct a sequence of cost functions with
decreasing mollification, as briefly explained in previous section 3. Second, data continuation
can be performed in multiple ways and one of them is gradually modifying the distribution
of the data. In this section, we show in detail how we apply these two approaches to enhance
learning in deep neural networks.
4.1 Model Continuation
Modifying the objective function while training of deep neural networks is not an easy task
and requires a meticulous approach. Researchers have previously shown that linearizing the
neural network through activation function can be seen as smoothing of the loss surface
[21]. Deep Linear network is the composition of many matrix multiplications without any
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activation functions [19]. In literature, researchers have added noise [21] and updated the ac-
tivation function to control the non-linear behavior of the neural network [38], while keeping
the scale of the function bounded 1.
We propose a novel homotopy from a linear to a non-linear network through our activation
function which we call, C-Activation (Continuation Activation). Our activation function
is unbounded at all values of the homotopy parameter. This novel activation function can
directly inculcate the effect of continuation methods for optimization of deep neural networks.
4.1.1 C-Activation function
C-Activation can be defined as a homotopic function 2.15 of commonly used activation
functions. C-Activation continuously deforms the ability of a network to learn from a linear
to a non-linear characteristic of the data. Activation functions such as ReLU, Sigmoid and
Tanh can be easily reformulated as shown in this equation 4.1.
φC−Activation(v, λ) = (1− λ) · v + λ · φ(v)
λ ∈ [0, 1]
(4.1)
where φ can be any activation function such as sigmoid, ReLU, tanh etc. λ is the homotopy
parameter and v is the value of the output from current layer. Example of C-sigmoid 4.2,
C-ReLU 4.1 and C-tanh 4.3 is shown here 2.
4.1.2 Rethinking of Cost function
C-Activation does not provide a complete picture of the effects of the continuation methods
in neural networks. In this section, we want to clarify that changes occur in the behavior
of the neural network with the insertion of C-Activation function. Traditionally, we design
a neural network to learn from a particular dataset. The deep neural network has many
1for example:- if sigmoid is bounded by [0,1], its linear counterpart is also bounded by [0,1].
2 Click the link to see end-to-end deformation from linear to non-linear https://drive.google.com/
drive/folders/1hSPzxjweUyX9NL6ZkSdxdj9_cz56boTq?usp=sharing
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λ = 0.0 λ = 0.5 λ = 1.0
Figure 4.1: C-ReLU
In this figure, from left to right we show how the C-ReLU function deforms with λ on uniformly
distributed points between [-10,10]. At λ = 0.0, we start from from linear, then at λ = 0.51 we
observe the sigmoid curve is building up slowly. Finally at λ = 1.0 C-ReLU exactly acts as ReLU
Activation function.
λ = 0.0 λ = 0.9 λ = 1.0
Figure 4.2: C-Sigmoid
In this figure, from left to right we show how the C-sigmoid function deforms with λ on uniformly
distributed points between [-10,10]. At λ = 0.0, we start from from linear, then at λ = 0.918
we observe the sigmoid curve is building up slowly. Finally at λ = 1.0 C-Sigmoid exactly acts as
Sigmoid Activation function.
hyperparameters to tune from, such as activation functions, depth, width, and cost function
etc. We modify this traditional procedure and hence, require some rethinking to understand
it better.
What’s different? Our activation functions are not fixed for a given neural network
with fixed depth and width, because C-Activation is continuously deformed during train-
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λ = 0.0 λ = 0.7 λ = 1.0
Figure 4.3: C-Tanh
In this figure, from left to right, we show how the C-Tanh function deforms with λ on uniformly
distributed points between [-10,10]. At λ = 0.0, we start from linear, then at λ = 0.714, we observe
the sigmoid curve is building up slowly. Finally at λ = 1.0, C-Tanh exactly acts as Tanh Activation
function.
ing. Consequently, the underlying cost surface is also changing throughout the training
procedure until λ = 1, because the configuration of network parameters is being altered as
we take a step in λ space. Traditionally, a cost function for a deep neural network is a func-
tion of its parameters θ as J(θ), but if we use the C-Activation, we introduce an additional
parameter λ. For every λi, we solve a different problem Ji(θi, λi). More precisely at λ = 0,
we solve the linearized network and as λ gradually increases, we solve optimization problems
that are slightly difficult and finally at λ = 1, we solve the original optimization problem
with the complete non-linear network. Hence, we decompose the original problem into many
intermediate problems as shown in figure 4.4. These intermediate problems can be solved by
SGD or its variants, but cannot be solved in parallel. In addition to the usual SGD steps, we
take some additional secant steps in lambda (homotopy parameter) space after every batch
of SGD steps. We explain this in detail in the next subsection.
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Algorithm 2 Natural Parameter Continuation with Secant approximation(NPCS) for AE
with model continuation
Require: Learning rate ,Secant frequency secant frequency, Secant vector scale ω
Require: Initial neural network parameter θ, homotopy parameter λ, Loss history lookup
window size
1: k ← 1
2: loss history ← [ ]
3: while stopping criteria not met do
4: Sample a minibatch from data xi
5: Compute Loss loss←∑i J(x, g(f(x)); θ;λ)
6: loss history[k]← loss
7: Compute gradient estimate gˆ ← ADAM Optimizer()
8: Apply gradient θ ← θ −  · gˆ
9: k ← k + 1
10: if k%secant frequency == 0 then NPCS
11: if k == secant frequency then NPC
12: θ ← θk−1
13: λ← λk−1 + 8e− 3
14: else
15: θ ← θk−1 + ω · (θk−1−θk−secant frequency)||(θk−1−θk−secant frequency)||2+||(λk−1−λk−secant frequency)||2
16: λ← λk−1 + ω · (λk−1−λk−secant frequency)||(θk−1−θk−secant frequency)||2+||(λk−1−λk−secant frequency)||2
17: if avg(∆loss history) of window size is more than 0.02 then Rescale
18: ω ← ω − 5
19: secant frequency ← secant frequency + 10
20: else
21: ω ← ω + 5
22: secant frequency ← secant frequency − 10
23: k ← k + 1
end while
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Figure 4.4: What’s changing in Lambda space?
In the above figure, we show how the optimization problem changes as λ changes from 0 −→ 1. From
top to bottom, in Row 1: we show how the activation function changes, in Row 2: we show the
other settings of autoencoder such as depth and width, which is consistent throughout the network.
In Row 3: we show the hypothetical cost surfaces where number of local minimas and saddle points
increases as λ −→ 1.
4.1.3 Natural Parameter Continuation of Neural Networks with
Secant approximation
We now have background on how SGD methods 2.4. Also, we know what all internal
changes are inculcated to the neural network training as we introduce C-Activation 4.1.2.
We start from a relatively simpler problem and gradually solve a more difficult problem,
thus forming a sequence of problems. In this section, we will first provide the hypothetical
visualization of a coordinate system, which we call λ − θ curve and later discuss network
initialization technique for every subsequent problem. There are multiple ways to perform
this operation, here we will discuss two of them, namely Natural Parameter Continuation
(NPC) and Natural parameter Continuation with Secant approximation (NPCS).
Natural Parameter Continuation(NPC): Let us denote the set of parameters of neural
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Figure 4.5: Parameters in Lambda space, λ− θ curve
Here we show a hypothetical coordinate space where X-axis is homotopy parameter and Y-axis is
the solution to each optimization problem defined at λ. Here θi is the solution at λi and also used
to initialize the problem at λi+1. θi+1 is the solution at λi+1 after some ADAM steps.
networks as θ. Similar to the approach we explained in section 2.6.1, we can start from the
PCA solution (θPCA)
3, because at λ = 0, we aim to solve a problem that finds a solution to
the linear manifold. In other words, at λ0, most of the activation functions are linear. Hence,
we initialize the AE with the solution of PCA, so that we have the advantage of starting
from a known solution. Next, we minimize for the optimization problem at λi, such that λi
is very close to λ0 and obtain θi using some SGD or ADAM steps. Next, to find a solution
at (λi+1, θi+1), we use these set of parameters (θi), initialize and again apply some ADAM
steps to find the solution θi+1. We may continue this process until λ = 1, because at this
point we solve the original problem. Interestingly, all such solutions or parameters can be
3Here, solution at λ = 0 is θPCA, which is eqvivalent to θ0
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traced to a one-dimensional curve in lambda space. We have shown this hypothetical λ− θ
curve 4.5, where homotopy parameter can track all the solutions of gradually deforming
problems. However, we do not know the optimal value of ∆λ to take the subsequent steps
of the homotopy function. Hence taking many continuation steps on this λ− θ curve, could
be very slow. So instead of using only the previous solution, we can use the previous two
solutions to gain from this λ−θ curve, and speed up the process via secant guess to overcome
the above mentioned limitation.
Natural Parameter Continuation with Secant approximation(NPCS): This method is very
similar to the method explained above, the key difference being the way we initialize the
parameters (θ) for the subsequent problem. Here, instead of using the previous solution as
the initial guess, we make a secant guess for the subsequent problem. More precisely, at
λi, we take a certain fixed number of ADAM steps to minimize the cost function, then at
λi+1, we can make a secant approximation by using the parameter of λi−1 and λi to initialize
the weights of the neural network at λi+1. In other words, we are doing a piece-wise linear
approximation of the curve from λi to λi+1 using a secant vector.
We illustrate the same in the figure 4.6. For the optimization problem at λ3, we can
initialize the parameter through a secant update, using the parameter at λ2 and λ1. This
may prove to be useful in avoiding some local minima. After secant initialization at λ3,
we again apply a certain number (secant frequency) of ADAM steps, with λ3 being fixed,
as shown in the figure 4.6. We gradually continue this process until λ = 1; this assists
us to find a superior local minimum. The algorithm for parameter continuation via secant
approximation is here 2. We use additional parameters, adaptive scaling of secant vector,
ω and a frequency at which we update the value of λ, is called secant frequency. Initial
choices of these are dependent on the training data and neural network architecture. We
scale these two parameters according to the percentage change in the loss history of a specific
window size (loss at previous 400 steps). If we observe decrease in the average loss for the
previous window, we increase the value of ω, i.e. we can take longer steps in λ, and at the
same time we decrease the secant frequency, i.e. we take lesser number of ADAM steps to
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Figure 4.6: Natural parameter continuation via secant in λ space
In this figure, we provide a clear visualization of our algorithm NPCS. Let’s say neural network
was initialized with θinit; at λ1, the solution θ1 is obtained, then we perform our first NPC step,
which is defined by user. After some ADAM steps, solution at λ2 is θ2. Further, for λ3, and all
subsequent values of λ, we perform with secant approximation using previous two points in this
λ− θ curve.
minimize the current problem. An illustration of effective scaling is shown in the figure 4.7,
which shows if we perform incorrect scaling of ω then we may end doing poor initialization
for the subsequent problem.
4.2 Stable initialization of Autoencoder through PCA
PCA is well-known as a dimension reduction technique that provides lower dimensional (lin-
ear) manifold of the data. As explained in the Section 2, PCA projections can be computed
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Figure 4.7: Adaptive ω
In this figure, we shown the importance of adaptive omega, omega2 is the incorrect scaling
and we can see if wee take big steps in λ through large ω values we may end up doing a
poor initialization for the subsequent problem.
by SVD method. We use SVD to compute U , S, V T from the centered data as shown in
equation 2.5. Further, from the equation 4.3, we understand that V can be seen as a map-
ping of data from high dimensional space to the lower dimension (linear) manifold and V T
is a mapping from a lower manifold to the data. This behavior of SVD empowers us to
initialize the weights of the hidden layers of the autoencoder. More precisely, we use the first
n columns of V for the encoder layer with width n and for the decoder, we use the transpose
of the weights used for encoder as shown in the equation 4.4.
Xr,ccentered = X
r,c −
∑
i
X i,c
r
(4.2)
where Xr,c represents input data matrix with rows r and and columns c.
Xcentered = USV
T
XcenteredV = USV
TV
XcenteredV = US
(4.3)
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W nencoder = Vn-columns
W ndecoder = (W
n
encoder)
T
(4.4)
where W n represents the Weight matrix of the encoder layer with n as width.
There are multiple advantages of initializing an AE using PCA. First, we start the deep
learning training from a solution to the linear manifold of the data rather than something
random, which in itself is a big win. This is because the set of parameters obtained presum-
ably would have caught some key characteristics of the data. Second, in the NPCS method,
C-Activation defines the homotopy as a continuous deformation from a linear to a non-linear
network. Note that PCA also gives a solution to the linear manifold of the data. Therefore,
the PCA solution is expected to be very close to the solution of the first step of the NPCS
method (at λ = 0). Third, since C-Activation is unbounded, we empirically observed that
random initialization of the network with wide and deep layers leads to unstable training,
but the PCA initialization proves to be a robust solution here as well.
In order to condition the training of autoencoders, we propose to initialize the encoders
and decoder by PCA. The idea of initializing the deep feedforward networks with PCA is
not novel and has been independently explored in literature [46], [32], [10].
4.3 Data Continuation
Researchers have shown that the cost functions like KL-divergence and JS-divergence fail
when there is no overlap between the support of the true and the generated distributions
[4]. Also, adding noise to the data distribution usually helps to increase the stability of
GANs training [47]. In this section, we share a data preprocessing technique that could be
considered as a smarter way of adding noise to the data. The basic idea for data continuation
was shared in curriculum learning [8], to define a sequence of data distributions by re-
weighting the data samples in the order of difficulty of the samples. We take this idea
further and introduce a data continuation technique by using an oversampling method.
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Instead of sampling the data in the order of their difficulty, we oversample it to increase
the distribution such that the generated data is uniformly distributed over the support of
the target distribution and then we gradually decrease this support to attain the target
distribution back or transform back to the intrinsic dimensions of the data. Please note, the
final deep learning model we train is always on the true distribution, using data continuation
techniques we just modify the sequence of providing this data to the model.
We present a novel data continuation approach that leverages the support of the data
distribution. We extend the SMOTE [9] algorithm and oversample the data to expand the
coverage over the support of its distribution. This benefits the neural networks for learning
from the data. One key advantage of extending SMOTE is that it operates in feature space
rather than data space and hence, can be easily applied to various datasets. Originally,
SMOTE was designed to oversample the minority class considering the balance between
the two classes. We redefine our objective and use C-SMOTE 3 is used to oversample a
single class over the support of the distribution of that particular class. We oversample
by introducing many samples along the line segments joining any or all of the k-nearest
neighbors. Let us denote this line segment by d and we define a parameter α that controls
the length of this line segment as shown in the equation 4.5. As α changes from 0 −→ 1,
data distribution is modified from a uniform distribution over the support to the target
distribution. For more motivation, an explanation is provided in the figure 4.8 and some
example illustrations can be seen in these figures 5.7, 5.8.
dnew = d ·m
m ∈ [0, 1
2
− α]or[1
2
+ α, 1]
α ∈ [0, 1
2
]
(4.5)
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Figure 4.8: Continuous-SMOTE explanation
In the above figure, from left to right, we show oversampling of new data points (green), given some
true distribution of data (grey points). Here α controls the length of d (yellow line), where the
generation of points are allowed. We can see at α = 0 that the generated points can be anywhere
on the yellow line d randomly. Further as α −→ 0.5 in right most figure, the generated points are
very close to the nearest neighbour or the point itself.
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Algorithm 3 C-SMOTE(x, t, k, α)
Input: Raw data matrix x; t is number of samples to be inserted between a pair of
neighbours; Number of nearest neighbours k; α (Noise parameter) controls the distribution
of the data
Output: (t* Number of samples in x) Synthetic samples depending on α
1: numsamples = Number of samples in x
2: numattrs = Number of attributes
3: Sample[][] : array for original data matrix
4: Synthetic[][]: array for synthetic samples
5: newindex : keeps a count of number of synthetic samples generated, initialized to 0
6: for i← 1 to numsamples do
7: Compute k nearest neighbors for i, and save the indices in the nnarray
8: for j ← 1 to t do
9: Populate( i, j, t , nnarray)
10: return Synthetic
11:
12: Populate(i, j, t, nnarray) - Function to generate the synthetic samples.
13: Choose a random number between 1 and k, call it nn. This step chooses one of the k
nearest neighbors of i.
14: for attr ← 1 to numattrs do
15: Compute: dif = Sample[nnarray[nn]][attr] -Sample[i][attr]
16: Compute: gap = random number between 0 and 1
2
-α
17: if j ≥ t
2
then
18: Overwrite: gap = random number between 1
2
+α and 1
19: Synthetic[newindex][attr] = Sample[i][attr] + gap · dif
20: newindex+ +
21: return - End of Populate
22:
End of Pseudo Code
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Chapter 5
Experiments
5.1 Datasets
In our experiments, we used Fashion MNIST and MNIST dataset. MNIST [42] is one of the
most widely used datasets in Deep learning research. It is a data set for handwritten digits
and can be used to test the supervised or unsupervised learning models. The training set
contains 55,000 images, and each image is a 28 × 28 resolution. Similarly, we have Fashion
MNIST [52], where the pictures are of fashion instead of digits. The number of training
images and dimensions are exactly the same as MNIST. Thus, Fashion MNIST is considered
to be relatively complex dataset than MNIST. Few images from fashion MNIST and MNIST
are shown in figure 5.1 and 5.2 respectively.
To examine the robustness of C-SMOTE, in addition to MNIST, we designed some Syn-
thetic datasets such as Sine-wave and 2D Multi-Gaussian Grid. Sine-Wave has four signals
and a total of 100 data points as shown in the figure 5.3. Grid data has 25 Gaussian distri-
butions and a total of 500 data points that are evenly placed in [−2, 2] × [−2, 2] with zero
standard deviation as shown in the figure 5.4.
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Figure 5.1: MNIST Dataset [42]
In this figure we show the first 400 handwritten digits in the MNIST dataset. Each image
has a resolution of 28× 28.
Figure 5.2: Fashion-MNIST Dataset [52]
In this figure, we can see the variety of images in Fashion MNIST dataset. From this dataset,
we show three rows from all the ten classes present. Each image has a resolution of 28× 28.
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Figure 5.3: Sine-Wave data
In this figure, we have 100 data points distributed along a simple sine wave with a total of
four signals or phase shifts. So the shape of this data is (100,2).
Figure 5.4: 2D Multi-Gaussian Grid data
In this figure, we have total of 25 data points that are evenly placed from in the range of
[−2, 2]× [−2, 2]. So the shape of this grid data is (25,2).
5.2 Neural Network Architecture
Autoencoder(AE) we employed in our experiments is depicted in the figure 5.5. The input
to the AE is a 784-dimensional image from the Fashion MNIST dataset 5.2 and output is the
reconstruction of the same (784 dimensions). We use this AE to attempt the reconstruction
of the image from two dimensional manifold, which is encoded in the code layer. We apply
one particular activation function to all the hidden layers of the network, except the code and
the output layer. For instance, activation function can be any C-Activation such as C-ReLU,
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Figure 5.5: Autoencoder with various activation functions
Here, we show an eight layer Autoencoder(AE), with code dimension as two. The activation
function used here actually varies from experiment to experiment, but we use the same activation
function across all hidden layers as depicted above. C-Relu, ReLU, Sigmoid or C-Sigmoid are few
potential examples. At every layer, we also show the dimension or the width of the neural network
such as for layer Encoder-1 input dimension is 784 and output dimension is 200.
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Figure 5.6: Stable Initialization through PCA
In this plot we show the efficiency of the PCA initialization. Blue curve is the loss when neural
network is initialized randomly. Red curve shows loss with PCA initialization.
C-Sigmoid or C-Tanh for NPCS method. Further, to compare our method (NPCS) with the
traditional ADAM (SGD variant), we use the usual ReLU, Sigmoid, or Tanh as Activation in
AE 5.5. We will clarify the activation function we used in the respective experiments while
reporting our results.
We did not apply any normalization to the data or to the model such as batch normal-
ization, weight normalization [51] etc. We do center the data according to the equation 4.2,
when we use PCA initialization for AE in most of our experiments. In addition to that, we
used Python 3.6.5 and Tensorflow 1.10.0 on CPUs for all our experiment as the computations
are not very expensive.
5.3 Results
5.3.1 PCA initialization results
Random initialization of neural networks is one of the widely accepted techniques in deep
learning. Here, we show the results for another effective initialization technique using PCA.
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For this experiment we use the AE 5.5, with all the hidden layers sigmoid as the activation
function, lets denote this network as AE-ADAMsigmoid. Result for AE-ADAMsigmoid is
shown in the figure 5.6. We clearly see that the PCA initialization is much more stable with
traditional ADAM. Precisely, for a particular random seed (85), with random initialization,
the loss at step one is 24.194 but with PCA initialization, loss at step one is 0.0675. The
dataset used in this experiment is Fashion MNIST.
5.3.2 C-SMOTE results
Figure 5.7: C-SMOTE applied to a Sine wave
In this figure, we show the result of C-SMOTE to oversample the Sine-Wave. From left to right
we observe the distribution of data is wider at α = 0 than α = 0.30 and all the oversampled data
points are pushed back to the intrinsic dimension of the sine wave at α = 0.5
We applied the C-SMOTE algorithm on a variety of datasets. This pre-processing al-
gorithm does not require any modification of datasets before their application. Results for
Sine-Wave and 2D Multi-Gaussian Grid data is shown in figure 5.7 and 5.8 respectively.
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Figure 5.8: C-SMOTE applied to a Grid with 25 Gaussian modes
In this figure, we show the result of C-SMOTE to oversample the grid data. From left to right,
we observe the distribution of data is almost uniform at α = 0 then at α = 0.30 we observe few
clusters forming near the means of the 25 distribution and again all the oversampled data points
are pushed back to the intrinsic dimension of the grid at α = 0.5.
Here, for both the datasets, we used, 25 as the number of neighbors (k) and we populate 200
points between any two neighbors (t). From the images 5.7, we observe that at α = 0.5 data
strictly follow the true data distribution and for smaller values of the α data distribution is
noisier. Under the motivation 3, we witnessed how the noisier data distributions can help
to achieve stable WGAN training and even other deep learning architectures with KL and
JS divergence as loss functions. We share the results of the Step-up GAN1 5.9 here, to em-
pirically illustrate the effectiveness of C-SMOTE. Please note we use Wasserstein distance
in all GANs in the presented result 5.9. Clearly, Step-Up GANs is 10 times faster compared
with the convergence obtained from the same architecture as WGANvanilla and less biased
compared with the convergence from WGANBN .
1From our previous work in collaboration with Xiaozhou Zou
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Figure 5.9: Step-Up GAN result
In this figure, we compare the convergence of Step-Up GAN introduced in figure 3.2 with other
two. The first convergence is obtained from a simple feedforward WGANvanilla with no batch-
normalization . In this convergence, the generated(green) points are well distributed amongst all
the modes, but takes 50000 training steps to obtain. The second convergence is achieved by adding
batch normalization to the WGANvanilla, say WGANBN . WGANBN , convergence is reached in
5000 steps, but generated grid is biased. The convergence from the Step-up GANs takes in total
5000 steps to reach (1000 steps in the first phase. 2000 steps in second and third phase), and is
equally good to the convergence of WGANvanilla which takes 50000 training steps.
We wanted to investigate how C-SMOTE would effectively perform with the images,
hence we used MNIST dataset to oversample more digits. A specific example is shown in
figure 5.10. Here, we take first two zeros of the MNIST dataset and use C-SMOTE to
oversample a total of 10 digits (zeroes). In this experiment, we kept 2 nearest neighbors (k)
and 5 data points (t) to be filled in between these two zeroes.
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Zero 1 Zero 2
6.512 1.869 0.0
Figure 5.10: C-SMOTE applied to a MNIST digit zero
In first row, we show the first two zero’s in the MNIST dataset. In second row from left to right, we
can see that at α = 0, the image of zero is a random combination of the two zeros. At α = 0.375,
we see more clear image of first zero and finally at α = 0.5 we have the first zero back again.
Finally, in third row, we show the difference in the images of Zero 1 and zeroes at alpha equals
0, 0.375 and 0.5 respectively. We also report the sum of all pixel values of images in the third row,
we clearly see the sum is decreasing with the α increasing.
5.3.3 NPCS results
In this section, we share the results of our method - NPCS, compared to ADAM. Specifically,
we used Adam optimizer in the implementation, and refer that as a variant of SGD. Here,
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we used Fashion MNIST dataset and the AE 5.5 to obtain the results in this section. We
compared our methods with three different activation functions. We use the same activation
function across the AE for simplicity, such as C-ReLU, ReLU, C-sigmoid, sigmoid etc. First,
AE-NPCSC−ReLU is compared with AE-ADAMReLU . For both these methods, all other
hyperparameters are kept same such that batch size is 200, the learning rate is 5e− 5, input
data is initially centered and initialization is through PCA. Additionally, the NPCS method
requires two more hyperparameters to be tuned i.e secant frequency = 100 and ω = 5.
We illustrate the results of this experiment in figure 5.11. As observed from the first plot
of the figure which shows the reconstruction loss on the y-axis, AE-NPCSC−ReLU is able
to obtain a superior local minimum and on the other hand, AE-ADAMReLU is unable to
converge better. Next, in the second plot 5.11, we note the sequence of the λ values we took
to complete the homotopy. At step 100, our method takes the natural continuation (NPC)
update which is fixed, ∆λ100 = 8e − 3. The subsequent lambda updates, ∆λ200,∆λ300 and
∆λ400 are computed with secant according to the NPCS algorithm 2. In addition to that,
we share the lambda norm and theta norm for all three secant updates, in the third and the
fourth plot of the figure 5.11. Please note the ω and secant frequency are adaptive to the
loss.
Similar to the above experiment we designed another experiment with Tanh. We com-
pared AE-NPCSC−tanh compared with AE-ADAMtanh, and the results are shown in figure
5.13. Here, both the methods show good convergence, in the first plot of the figure 5.13, but
during later steps AE-NPCSC−tanh shows better convergence and hence reached to superior
local minimum. In the subsequent plots of the figure we illustrate the λ values , λ norm and
θ norm. Further, we designed the experiments for sigmoid function. Here AE-ADAMsigmoid
is compared with AE-NPCSC−sigmoid but, we need to change value of ω 5.0 −→ 20.0, to
achieve the stable convergence in this case. Results of this experiments are shown in the
figure 5.12. Here, we report that similar results are achieved with ADAM and NPCS opti-
mization methods. Finally, we show a table of experiments 5.3.3, that shows the behaviour
of NPCS method with various ω values. We present the cases when we are not able to
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secant frequency ω Final λ No. of contin-
uation steps
Loss at final
step
1000 0.5 1 23 1430
1000 1.5 0.1398 50 0.043
1000 5 1 9 0.049
100 1 1 4 0.049
100 5 1 4 0.041
100 10 1 2 0.047
10 0.5 1 6 0.067
10 1 1 4 0.0486
10 5 1 2 0.0482
Table 5.1: AE−NCPSC−ReLU is trained with various initial secant frequency and ω values,
shown in this table. We also show total number of continuation steps taken and observe
respective final value of λ and loss.
complete the homotopy (i.e final λ 6= 1), and also the cases when the final loss is extremely
high because of the bad choice of λ. This explains the importance of these parameters and
require tuning depending upon the various hyperparameters of the deep learning model.
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Figure 5.11: NPCS with C-ReLU
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Figure 5.12: NPCS with C-Sigmoid
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Figure 5.13: NPCS with C-Tanh
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Chapter 6
Conclusion and Future Work
In this thesis, we addressed the most common and yet open problem, the deep learning
optimization. We studied the background in detail, and design the layout of relationships
amongst some quality works on continuation methods. We inferred that the continuation
methods can be classified into model and data continuation.
In our model continuation approach, we first define the C-Activation function which
allowed us to decompose the original problem into a sequence of problems with increasing
complexity. This can also be seen as homotopy from a linear to a non-linear network.
Additionally, we developed a method NPCS that potentially accelerated up the training
because of the secant steps and also helps to avoid many bad local minima. We then show
the results of NPCS method and see that our method outperforms the traditional ADAM
optimizer in our experiments with ReLU and Tanh, while for Sigmoid, the results were
similar.
Secondly, we presented C-SMOTE as a data continuation approach. We applied this
preprocessing technique to various datasets such as MNIST, Sine-wave and Grid data. We
also presented our work of Step-Up GANs that shows how C-SMOTE can be effectively
applied.
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Figure 6.1: Secant approximation on C-SMOTE algorithm’s Noise parameter α
6.1 Secant on Noise parameter α
Extending the idea of Secant approximation on λ - θ curve, we can similarly apply the secant
approximation on the Noise parameter (α) of C-SMOTE. The idea can be visualized on the
α − θ curve shown in the figure 6.1. Here, instead of the homotopy parameter λ we have
noise parameter α. We start from a uniform distribution (α = 0) over the support of the
true data and then gradually get back to the intrinsic dimensions of the data. Similar to the
model continuation (NPCS), here we can trace the solutions of all the problems on α − θ
curve 6.1. The idea of using secant approximation in model continuation was to avoid hand
picked values of ∆λ. Similarly using previous two values on α− θ curve we can modify the
alpha parameter adaptively. In addition to that, we can also reintroduce the re-scaling factor
parameter ωα (similar to ω in 2) which is adaptive to loss. Similar to the NPCS step in the
CHAPTER 6. CONCLUSION AND FUTURE WORK 56
algorithm 2, we may modify the equation 6.1 to perform secant for data continuation.
θ ← θk−1 + ωα · (θk−1−θk−secant frequency)||(θk−1−θk−secant frequency)||2+||(αk−1−αk−secant frequency)||2
α← αk−1 + ωα · (αk−1−αk−secant frequency)||(θk−1−θk−secant frequency)||2+||(αk−1−αk−secant frequency)||2
(6.1)
Hence, we can apply secant on both λ − θ curve for model continuation, and on α − θ
curve for data continuation. Moreover, these methods can be applied simultaneously and
may improve the quality and speed of achieving the minimum of an objective function.
There are be more future directions to this research work. First, C-Activation, can be
any activation function and in many architectures various activation functions are used, so
we would like to work on how to tune multiple activation functions on a single network.
Second, the hypothetical λ − θ curve we shared, can be of different shapes for which the
secant may lead to very bad initialization as shown in figure 6.2, a more advanced method
to secant is Pseudo arc-length method [29]. Third, in our experiments, we observed that
if we use C-Activation function with random initialization, training wide neural networks
results in unstable convergence. For example:- an AE with hidden layers of width 100 or 500
would give extremely high losses, one of the possible reasons of which is our C-activation
function is unbounded. PCA provides a more stable initialization with C-activation for any
width, but we would like to explore more solutions to address this instability. Fourth, we
want to organize our experiments with increasing depth (8,16,32,64,128) so that we can test
the ability of the network on very deep networks. Finally, we would like to test our NPCS
method on some state-of-art image recognition tasks and check on generalization errors.
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Figure 6.2: Motivation for Pseudo arc-length
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