If a nonlinear function F(S) depends on a function S(x) that is represented by a factorially divergent asymptotic power series in a small parameter x, each late coefficient of the power series for F(S(x)) can be represented explicitly as an asymptotic series whose terms involve balanced combinations of the late and early coefficients of the series for S(x). The formula for the late terms was first described by R B Dingle but not published by him. Numerics for a variety of functions F(S) demonstrate this 'self-resurgence' and the accuracy of the representation.
Introduction
Underlying the factorially divergent late terms (high orders) of asymptotic series commonly encountered in physics and applied mathematics is the phenomenon of resurgence. This is the appearance, in the late terms of one series, of the early terms (low orders) of a different but related series [1, 2] . For example, in the saddle-point asymptotics of integrals with a contour passing through one saddle, the related series correspond to contours passing through other saddles [3] .
Our purpose here is to explore a different resurgence phenomenon, involving the late and early terms of the same divergent series. Such 'self-resurgence' occurs in the late terms of series representing nonlinear functions of the original series. A familiar special case is the asymptotics of energy eigenvalues [4, 5] , in which, for example, WKB asymptotics generates the action function as an asymptotic series, and the energy is a function (usually implicit) of the action; another special case is the calculation of late terms in the asymptotics of nonlinear differential equations (see for example [6] ).
Self-resurgence is associated with the composition of transseries [7] [8] [9] in resurgence theory, but in this context the phenomenon is usually treated abstractly. And although self-resurgence can be regarded as a consequence of Arbogast's rule for expanding functions of power series [10] or the multinomial theorem, these associations alone do not bring out the features characteristic of divergent series. In the general and simple formula described by Dingle (section 2), self-resurgence is exhibited explicitly. It is probably the simplest example of resurgence.
I must explain why I am publishing a result first described by R B Dingle. In a conference presentation, T Sulejmanpasic reported asymptotics involving the late and early terms of the same series-what I am now calling self-resurgence (and now the subject of a paper [11] ). This reminded me that when I last met Dingle, in 1998, he told me that in the late 1970s he had been studying the asymptotics of functions of asymptotic series, motivated in part by studies of high-order asymptotics of energy eigenvalues and intended for a second book on asymptotics that was never written. I guessed that Dingle's research must have involved self-resurgence, and during the conference I derived the explicit formula. Checking the extensive and disorganized collection of unpublished investigations that I inherited from Dingle several years after he died in 2000 (several thousand pages, mostly handwritten [12] ) confirmed the guess: the papers include a detailed description of salient features of the self-resurgence formula, though not the explicit formula itself or his derivation. The documents include some comments by Bowen [13] , in which he outlines a derivation and writes the first terms of Dingle's formula explicitly.
The result is simple and beautiful and seems not to have been published before. That Dingle's formula is largely unknown is puzzling, given the present revival of interest in highorder asymptotics, especially among physicists. My aims here are make the self-resurgence formula more widely known, to give a derivation of it that brings out its essential features more clearly (section 2), and to provide numerical illustrations of its computational effectiveness (section 3).
General theory
The starting-point is a divergent series
in which : = denotes formal equality as is customary in asymptotics: the RHS is a formal encoding of the LHS, derived from a representation of it (e.g. an integral) using standard asymptotic processes. It is assumed that the late coefficients S n≫1 increase factorially (i.e. as (αn + β)! where α and β are constants), so this x series has zero radius of convergence. Our focus here is not on the now-familiar formal [8] or practical [1] methods for interpreting such divergent series (i.e. turning : = into =). Instead, we consider the series representing a nonlinear function of S(x):
in which F(S) has a convergent Taylor expansion about the leading order S = s 0 of (2.1). The aim is to approximate the late coefficients f n≫1 . For the early coefficients, an effective recursive procedure is Arbogast's rule [10, 14] (for interesting 19th century history see [15] , and for a modern perspective see [16] ). The rule gives
Although exact and independent of the convergence or divergence of the series (2.1), this is not effective for the late terms n ≫ 1 and does not identify the features characteristic of factorially divergent series. Bowen [13] , outlines a derivation based on the multinomial formula and uses it to calculate several contributions to the late terms f n≫1 . Here I use a third technique, leading to a systematic recursion theory for the late terms that brings out the self-resurgence directly.
To start, the first term of the S series is separated,
and F is expanded about s 0 :
(Primes and superscripts (m) denote derivatives with respect to S.) Therefore it is necessary to find the coefficients of the series for powers of S 1 (x), i.e. 6) in terms of which the required F series coefficients are
In (2.6), the s n,m are the coefficients of x n in the expansion of the mth power:
. . . (2.8)
Geometrically, this formula is a sum over the points of the m − 1 dimensional simplex in the m dimensional lattice of points with coordinates n 1 … n m , with its m vertices at points n on the coordinate axes. Now we order the terms in a particular way, that leads to Dingle's formula and distinguishes it from more familiar expansions. Because the s n increase factorially, the largest contributions come from the late terms of the S series, corresponding to the vertices of the simplex. Expanding to order K = 1, 2, … about these m points, and exploiting the m-fold permutation symmetry, gives a series of approximations labelled by K:
. . . (2.9)
As will be discussed later, K must not be so large that the sums from the different vertices overlap, because this would generate duplication. The new coefficients γ k,m are sums over the vertices of an m − 2 dimensional simplex with its m − 1 vertices at points k on the axes. They can be generated recursively, as sums over the vertices of successively small simplexes:
Now using (2.7) and (2.9) and interchanging the summation limits, the coefficients f n become
With the factorially increasing s n considered here, the successive factors s n , s n−1 , s n−2 get smaller and so do the terms in the series for f n , as will be illustrated in the next section. Using (2.10), the first few terms are As the leading-order f n˜sn F ′ (s 0 ) indicates, the coefficients in F(S(x)) inherit the large-n divergence of the series for S(x). For fixed n, the series (2.11), involving terms s n−k labelled k, also diverges. To understand this, note that the leading corrections are those with m = 2 in (2.11), involving F ′′ (s 0 ), because these depend on the highest-order original coefficients s n (this is clearly evident from (2.12)). Now the corrections can be estimated using the model
The relevant terms in (2.11) are
Elementary application of Stirling's formula shows that as k increases with n fixed the terms decrease and then increase, the minimum being near k = n/2, where
This estimate is consistent with the limited accuracy of the representation (2.11) resulting from the need to avoid multiple counting when the contributions from the different vertices overlap. The leading such contributions come from the edges of the m − 1 simplex, and start to overlap when K ≈ n/2. The resulting optimal truncation fractional error of the series (2.11) and (2.12) can be estimated for general s n by the ratio 16) of which (2.15) is a special case. It is possible to go further, and include the terms with K > n/2 in a way that avoids overlap. This would involve derivatives F (m) with m > n/2, and lead to errors smaller than r min,n . But (2.11) already exhibits the self-resurgence, which is the present purpose.
Illustrative examples
To demonstrate the self-resurgence formula (2.11), and its numerical accuracy in approximating the late terms of the F series, we calculate the fractional errors resulting from truncating the series in (2.11) at its Kth term, that is,
As an example, we choose the terms s n of the series (2.1) as the simple factorials (2.13). With this choice, the series in (2.1) represents the exponential integral [17] : 
The small dots in figure 1 show how the errors decrease with K for six different functions F(S). The initial decrease is approximately exponential, because in (2.11) the order of the term K is
n K . At optimal truncation order K = n/2, the estimated error is (2.15). As the large dots in figure 1 indicate, this estimate is rather accurate.
The results are not sensitive to the precise form of the late coefficients s n , provided these increase factorially with n. I have carried out analogous calculations with The results are very similar to figure 1 and so are not shown.
Concluding remarks
My limited aims here have been to give a derivation of Dingle's formula and to illustrate its computational effectiveness. At least three aspects deserve further study. First is the hierarchical structure of the self-resurgence formula (2.11), involving sums over points in simplexes of decreasing dimension. Second is the interpretation of the divergent series (2.2) for the function F(S(x)); the Dingle-Bowen notes contain some discussion of possible computationally effective ways to terminate the series, but these are not conclusive. The self-resurgence formula is a formal result, independent of arg(x), but any effective termination of (2.2) will be sensitive to arg(x), in particular to the Stokes lines of F(S(x)) (which from the leading-order behaviour of the f n coefficients are the same as those of S(x)).
Third is a class of exceptional cases, mentioned by a referee, for which F(S) has a singularity at s 0 . Then the theory presented here would need to be modified, in ways that depend on the type of singularity.
