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Abstract
Cellular networks have seen an exponential growth and their technologies
have evolved rapidly over the past decades. Due to the immense demand of
mobile data connectivity world-wide, the data rates of the cellular mobile
networks have been enhanced continuously to suit the requirements of applic-
ations that rely on mobile data connections. Especially in logistical processes,
cellular networks play an important role for supervising cargo containers
remotely. Although cellular network channels meet these requirements in
general, they are known for their highly variable channel capacities and
fluctuating network conditions. As a consequence, users often experience
low data rates and high packet delays. In order to cope with these network
properties, one task of transport protocols is to adapt the sending rate to
the instantaneous channel conditions of the network to prevent packet losses
and large buffering delays.
Legacy transport protocols (or congestion control protocols) like TCP
and its variants have been mainly designed for static and fixed networks
and therefore perform inefficiently over cellular networks. Although these
protocols have seen major improvements during the past years, they still
suffer from the high channel variability of the cellular networks. Further,
none of these transport protocols are particularly designed for the channel
properties of cellular networks.
This thesis investigates the channel properties of cellular networks to ana-
lyze and study the effects that cause performance degradations of transport
protocols. Measurements on commercial cellular networks revealed that
cellular network channel characteristics are difficult to predict and tend to
fluctuate rapidly over short time scales. It is identified that user mobility
has a substantial impact on the channel variability of cellular networks and
causes large packet delays and throughput degradations. Also, despite the
queue-level isolation of user traffic at the base stations, competing traffic
from other users increases the buffering delay of packets, especially when the
data rates of the users approach network capacity. Further, typical traffic
characteristics that are observed at the receiver are highly bursty (even for
smooth sending patterns). Moreover, they exhibit variable burst sizes and
burst inter-arrival times which are sensitive to the level of contention.
VIII Abstract
Inspired by the findings of the channel measurements, a novel delay-based
congestion control protocol called Verus is developed in this thesis. Verus
is specifically designed for cellular networks and captures the relationship
between the end-to-end packet delay and the sending window size over
short epochs by means of a delay profile curve. It uses this relationship
to increment or decrement the window size based on the observed short-
term packet delay variations. Verus is evaluated through a combination
of trace-driven and real-world evaluations and its performance is compared
to state-of-the-art congestion control protocols. It is shown that Verus
achieves up to 30 % higher throughput on emulated networks with rapidly
changing channel conditions. Compared to TCP Cubic and TCP Vegas on
real cellular networks, Verus achieves comparable throughput (sometimes
marginally higher) but with an order of magnitude (> 10x) reduction in
packet delay.
A stochastic model of congestion control protocols is also developed in this
thesis using a two-dimensional discrete-time Markov chain. The objective
of this model is to represent delay-based congestion control protocols that
run on endpoints by simplifying their implementation complexity. In this
approach, the model is trained with samples from delay-based congestion
control protocols in a multi-user network. In contrast to existing analytical
models of delay-based congestion control protocols, this model also takes
channel characteristics of cellular networks into account. That is, the model
reflects the behavior of delay-based congestion control protocols in network
environments that are complex to model mathematically. Through extensive
evaluations it is shown that the model matches the performance of other
delay-based congestion control protocols. It is also shown that the main
contributing factors to achieve comparable performance is a match of the
number of users in the training and evaluation. In addition, the performance
can be enhanced even further using an approach with a combined training
set of multiple users.
Kurzfassung
Mobilfunknetze haben in den letzten Jahrzehnten ein exponentielles Wachs-
tum erfahren und die entsprechenden Technologien wurden stetig weiterentwi-
ckelt. Aufgrund der immensen Nachfrage nach mobilen Datenverbindungen
und um den Anforderungen der Anwendungen an diese gerecht zu werden,
sind die Datenraten der Mobilfunknetze kontinuierlich verbessert worden.
Beispielsweise in der Logistik spielen Mobilfunknetze eine wichtige Rolle,
da diese dort vermehrt zur Überwachung von Frachtcontainern eingesetzt
werden. Obwohl heutige Mobilfunknetze diese Anforderungen in der Regel
erfüllen, sind sie für schwankende Kanalkapazitäten bekannt. Dies führt
dazu, dass Nutzer oft niedrige Datenraten und hohe Paketverzögerungen
bei Datenverbindungen erfahren. Um die Kanalkapazitäten trotzdem mög-
lichst effizient zu nutzen, werden Transportprotokolle verwendet, die die
Paketsenderate den jeweiligen Bedingungen anpassen.
Bisherige Transportprotokolle (oder Überlaststeuerungsprotokolle) wie
zum Beispiel TCP und seine Varianten sind hauptsächlich für statische
Netze entworfen worden. Obwohl diese Protokolle in den letzten Jahren
stetig verbessert wurden, führen die dynamischen Kanaleigenschaften der
Mobilfunknetze zu einer ineffizienten Ausnutzung der Kanalkapazitäten.
Diese Arbeit untersucht zunächst die Kanaleigenschaften von Mobilfunk-
netzen und zeigt Ursachen auf, die zu Leistungseinbußen bei gängigen
Transportprotokollen führen. Mithilfe von Messungen in kommerziellen
Mobilfunknetzen wird gezeigt, dass die Kanaleigenschaften dieser Netze
schwierig einzuschätzen sind und dazu neigen, sich schnell und unvorherseh-
bar zu ändern. Es wird gezeigt, dass die Mobilität des Nutzers erhebliche
Auswirkungen auf die Kanaleigenschaften hat und zu einem Anstieg von
Paketverzögerungen und einer Verringerung des Datendurchsatzes führt.
Außerdem zeigen die Untersuchungen, dass Paketverzögerungen erheblich
zunehmen, wenn der Mobilfunkkanal durch mehrere Nutzer ausgelastet ist.
Dieser Effekt ist besonders zu beobachten, wenn die Datenraten aller teil-
nehmenden Nutzer die Netzkapazität erreichen. Es wird außerdem gezeigt,
dass am Empfänger eintreffende Daten burstartige Eigenschaften besitzen.
Hierbei weisen sowohl die Länge der empfangenen Datenfolgen sowie die
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Ankunftszeiten zwischen den Datenfolgen variable Eigenschaften auf und
werden durch eine höhere Auslastung des Mobilfunkkanals beeinflusst.
Inspiriert durch die Erkenntnisse der Untersuchungen der Kanaleigen-
schaften und den unzureichenden Leistungsmerkmalen vorhandener Trans-
portprotokolle, wird in dieser Arbeit ein neues Transportprotokoll namens
Verus entwickelt. Verus ist speziell für Mobilfunknetze konzipiert und
passt das Sendeverhalten aktiv an die Schwankung des Mobilfunkkanals an
und erwirkt so eine optimale Ausnutzung der verfügbaren Datenrate. Um
die Leistungsmerkmale von Verus zu untersuchen, wird eine Reihe von
Messungen in aufgezeichneten und echten Mobilfunknetzen durchgeführt
und die Ergebnisse mit existierenden Transportprotokollen verglichen. In
emulierten Netzen mit sich schnell ändernden Kanalbedingungen erreicht
Verus einen bis zu 30 % höheren Datendurchsatz im Vergleich zu anderen
Protokollen. Gegenüber TCP Cubic und TCP Vegas zeigen Messungen in
realen Mobilfunknetzen, dass Verus vergleichbaren (manchmal auch etwas
höheren) Datendurchsatz erzielt, jedoch die Paketverzögerung um mehr als
das Zehnfache reduziert.
Neben den oben genannten Untersuchungen wird in dieser Arbeit ein
stochastisches Modell zur Beschreibung von Überlaststeuerungsprotokollen
vorgestellt. Das Ziel dieses Modells liegt darin, die Eigenschaften des Proto-
kolls mathematisch abzubilden und so dessen Komplexität zu minimieren.
Bei diesem Ansatz wird das Protokoll als eine zeitdiskrete Markov-Kette
beschrieben, welche mit Messwerten konstruiert wird, die zum Beispiel durch
Simulationen mit mehreren Nutzern gewonnen werden. Im Gegensatz zu
bisher existierenden analytischen Modellen für diese Art von Protokollen ist
dieses Modell nicht auf ein spezielles Protokoll beschränkt und bezieht au-
ßerdem die Kanaleigenschaften von Mobilfunknetzen mit ein. Das heißt, das
Modell ist in der Lage das Verhalten von Überlaststeuerungsprotokollen in
Netzen mit komplexen Kanaleigenschaften abzubilden. Durch umfangreiche
Auswertungen wird gezeigt, dass dieses Modell existierende Überlaststeue-
rungsprotokolle ersetzen kann, ohne dessen Leistungsfähigkeit signifikant
einzuschränken. Es wird außerdem gezeigt, dass die Zahl der Nutzer, mit
denen das Modell erstellt wurde, einen erheblichen Einfluss auf die Leis-
tungsfähigkeit des Modells hat. Um diesen Einfluss zu reduzieren, wird ein
Ansatz gezeigt, der eine Kombination von mehreren Nutzern in Betracht
zieht und so die Leistungsfähigkeit des Modells erheblich steigert. Dies
belegt, dass das hier gezeigte Modell in der Lage ist, Überlaststeuerungspro-
tokolle mathematisch zu beschreiben, ohne deren Eigenschaften signifikant
zu verändern.
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1 Introduction
Cellular mobile networks have seen an exponential growth over the past
decades. Due to their relatively low usage costs and their area-wide coverage,
these networks became one of the key essentials in our daily life and also
more attractive for extensive usage. Besides the traditional voice calls and
Short Message Service (SMS) capabilities, mobile broadband services (for
Internet access) are now integral parts of these networks. With the evolution
of the cellular technology over the past years, available data rates, bandwidth,
and latency of these networks have been enhanced at a very fast pace. As
of now, there exist numerous technologies such as the Global System for
Mobile Communications (GSM), the Universal Mobile Telecommunication
System (UMTS), and Long Term Evolution (LTE) that aim to connect
users with each other and allow them to access the Internet from almost
everywhere on the globe. Due to the immense growth of mobile traffic
from cellular devices, the reliability and high data rates are of significant
importance to the user or the equipment that makes use of these technologies.
Furthermore, the performance of applications like video conferencing, Voice-
over-IP (VoIP), messaging, web browsing, and video streaming over the
underlying mobile data access schemes are of importance in order to satisfy
the user experience. Hereby, the high data rates paired with low packet
delays play a vital role to the user experience of these applications.
Although cellular network channels provide these requirements in general,
they are known for their highly variable channel capacities and fluctuating
network conditions. As a result, users often experience stochastic packet
losses that are caused by, for example, user mobility, shadowing by obstacles,
or channel fading. All these effects influence the user experience negatively
and degrade throughput and packet delay performance. Especially in cases
where the transport protocol that is used for data transmissions does not
react to these effects accordingly, these effects cause a severe performance
degradation. Even though the data rates of the cellular networks are in theory
sufficient for the respective applications, it is essential (if not the dominant
factor) that a transport protocol makes use of the available bandwidth
of the network. That is, the aim of transport protocols is to maximize
the overall user throughput while reducing the latency and guaranteeing
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reliable end-to-end transmissions. One part of this thesis investigates the
channel properties of cellular networks in order to analyze and study the
effects that degrade the throughput of the user. This has been accomplished
by a variety of measurements on two commercial cellular networks. The
conducted measurements provide insights into the channel properties under
different aspects such as the impact of user mobility and competing traffic.
Legacy transport protocols (also known as congestion control protocols)
like the Transmission Control Protocol (TCP) and its variants have been
designed for static and fixed networks and perform poorly over cellular
networks. Although these protocols have seen major improvements during
the past years, they still suffer from the high channel variability and the
stochastic packet losses that are not linked to congestions in the network.
The main reasons for packet losses in cellular networks are the harsh and
rapidly changing channel conditions and outages due to handovers when
a mobile user switches from one base station to another. Furthermore,
legacy transport protocols usually assume congestion in the network when
they detect a packet loss and adjust their sending rate accordingly. This,
however, does not hold for cellular networks where a packet loss is not linked
to congestion. Consequently, several efforts have recently been made to
improve the performance of data transmission on these links and alternative
transport protocols were proposed over the past years. Nonetheless, none of
these transport protocols are directly suited for the channel properties of the
cellular networks. As a result and by taking the observations of the channel
measurements of the cellular networks in this thesis into consideration, a
transport protocol that is tailored for fluctuating cellular channels has been
developed. The outcome is a delay-based congestion control protocol called
Verus which implements mechanisms to suit the rapidly fluctuating channel
conditions of cellular networks. The protocol is described in this thesis and
evaluated through a combination of trace-driven and real-world evaluations.
The evaluations demonstrate that Verus achieves high throughput, low
packet delays, and good fairness properties when competing with itself and
with other congestion control protocols.
Further, a novel approach to stochastically model any arbitrary delay-
based congestion control protocol is developed in this thesis. Due to the
complexity of delay-based congestion control protocols, typical analytical
models are restricted to very specific scenarios with very specific network
properties. In addition to this, there exist no suitable channel models that
describe the properties of cellular networks precisely. Thus, these models
describe only simple network scenarios and make these models very limited
to very specific network scenarios. The analytical model in this thesis follows
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the assumption that the control mechanisms of any arbitrary delay-based
congestion control protocol obeys a similar relationship between the sending
window and the perceived packet delay. With the aim to simplify the
complexity of delay-based congestion control protocols without degrading
their performance, this model reflects the properties of a congestion control
protocol by means of a discrete-time Markov chain. That is, any arbitrary
delay-based congestion control protocol can be modeled purely stochastically
without falsifying its performance. Evaluations in this thesis show that this
model matches the performance of delay-based congestion control protocols
like Verus.
1.1 Transport Protocols in Logistics
A recent project [LJ+15] at the University of Bremen investigated a logistical
process for supervising a cargo container with the help of cellular networks. In
this project, a system was developed that supervised goods during transport
from source to destination by deploying a Wireless Sensor Network (WSN)
inside the cargo container [BKPG13, KBP+11]. The WSN was connected
to a telematic device to transmit the collected parameters inside the WSN
to a remote server. The telematic device uses cellular networks to transfer
the collected data during transport [BLPK13, BPKG12]. The collected
parameters included temperature, humidity, and gas concentration [BYJ+09,
BWG+10, JPL14] and are strong indicators for the quality of the transported
goods inside the cargo container. There have been several publications
that address the topic of data collection in WSNs [PPKG14, GKPG14,
PKB+12, BPK13]. Consequently, it is beneficial for the supplier to supervise
environmental conditions of perishable or valuable goods during transport
to guarantee a certain quality at the end of the supply chain. However,
transferring the collected data via cellular networks also requires a reliable
and stable connection between the telematic and the remote server. As
of now, TCP is commonly used as the underlying transport protocol. As
pointed out earlier, TCP with all its variants is not providing reasonable
performance over cellular networks, but serves the purpose of transferring
small amounts of data [PMZG13].
Besides transmitting the above mentioned parameters, other typical ap-
plications for supervision in logistical processes are video surveillance or file
transfers of large logfiles. While video surveillance requires a continuous
transmission of data over long periods of time, file transfers of large files
are typically bulk transfers and have medium or long transmission times.
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However, both applications require a continuous and reliable end-to-end
connection over the entire transmission time. In addition, the video quality
or the time to transmit large files may take a certain time and depends on the
bandwidth of the cellular network. As mentioned earlier, legacy transport
protocols are known to perform poorly over cellular mobile networks and
hence can increase the transmission time of the files or degrades the video
quality of the video stream significantly, especially when mobility of the cargo
container is present. As cargo containers are usually loaded on trucks or
trains and thus are constantly moving, the effect of mobility has a significant
impact on the resulting data rate and hence the overall transmission times.
While the transmission time might be of minor importance for file transfers,
it becomes essential for video surveillance.
In order to overcome the performance issues of legacy transport protocols,
this thesis provides two solutions to improve the performance of transport
protocols to suit the harsh and unpredictable properties of cellular networks.
The first solution is a novel congestion control protocol that has been designed
and evaluated across a variety of network environments. The second solution
is a model that aims at simplifying the complexity of congestion control
protocols by modeling their properties stochastically. It is shown that both
protocols can outperform legacy and recently proposed transport protocols
and hence are suitable for data transmission in logistical processes.
1.2 Contributions of this Thesis
This thesis investigates the performance of transport protocols in current
and future mobile networks. It addresses the specific problems of cellular
networks and the shortcomings of existing transport and congestion control
protocols. The primary contributions are:
• A survey of transport protocols is conducted to give an overview of legacy
TCP protocols and its variants that are widely used today. Their basic
functions are described briefly and their differences are highlighted. In
addition, the survey details current state-of-the-art protocols that were
recently published.
• A large measurement campaign is conducted to investigate the properties
of both 3G and LTE cellular networks. It is shown how user mobility,
data rates, and competing traffic influence the performance of end-to-end
transmissions with regard to packet delay and throughput.
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• Based on the findings of the measurement campaign, a novel transport
protocol called Verus is developed. The protocol is a delay-based con-
gestion control protocol that is specifically designed for cellular mobile
networks. The thesis presents a prototype implementation that is used
to evaluate the performance of Verus. A sensitivity analysis is used
to determine suitable parameters for the protocol. Further, Verus is
evaluated on different network scenarios and its performance is analyzed
and compared to other state-of-the-art congestion control protocols.
• Congestion control protocols are also described as a mathematical model
using a two-dimensional discrete-time Markov chain. The benefits of the
model are: First, the model can simplify the implementation complexity
of any arbitrary delay-based congestion control protocol significantly
without major performance degradations. Second, in contrast to existing
analytical models of delay-based congestion control protocols, the model
takes channel characteristics of cellular networks into account and reflects
the behavior of these protocols in network environments that are complex
to model mathematically. Third, the model can be generated from any
arbitrary delay-based congestion control protocol and takes different
network configurations into account. That makes it more flexible than
existing analytical models. The performance of the model is evaluated
through a variety on evaluations with different network configurations.
1.3 Outline of the Thesis
This thesis is organized as follows: Chapter 2 gives a brief motivation
on why a new congestion control protocol is developed in this thesis. It
further highlights the issues of current congestion control protocols and how
they perform over networks with highly fluctuating channel capacities, e.g.,
cellular networks.
Chapter 3 gives an introduction to the a variety of transport protocols that
are either used nowadays or are recently published (state-of-the-art). Most
of the described transport protocols are specifically designed to minimize
congestion in wired networks, to maximize throughput, and to reduce packet
delays. The main focus of this chapter is on the most widespread TCP
protocols that are deployed in many computers world-wide. The chapter
further highlights recent router-feedback based protocols that require explicit
router participation to overcome buffer related issues of TCP. In addition,
recent transport protocols that are specifically designed for specific network
scenarios are described.
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Chapter 4 details a measurement campaign that was conducted to invest-
igate the channel properties of cellular networks. It highlights the effect of
mobility and competing traffic and gives important insights into network
characteristics of cellular networks. In addition, the chapter describes how
channel traces from a commercial cellular network provider are collected
and used to emulate cellular networks in a simulation environment.
Chapter 5 introduces the Verus protocol that was designed by taking
the findings of the fourth chapter into consideration. The chapter describes
the mechanisms and the important elements of the protocol in detail and
highlights how Verus makes use of the delay feedback from the receiver
and how the feedback is used to estimate the amount of packets to be sent
without causing packet losses or congestion. Further, a description of a
prototype implementation is given that describes the implementation aspects
of the protocol. Along with the general implementation requirements, several
parameters of the Verus protocol are discussed and the selection of these
parameters are backed up by a sensitivity analysis that captures a variety of
different settings for the parameters of Verus by means of simulations.
Chapter 6 evaluates the performance of the Verus protocol under a
variety of network scenarios and compares the performance against other
state-of-the-art congestion control protocols, namely Sprout and variants of
TCP including TCP Cubic and TCP Vegas. The chapter further investigates
how Verus performs on networks with multiple flows of Verus as well as
competing traffic from other protocols. These evaluations cover networks
with static links, rapidly changing channel capacities, and real cellular
networks. Besides the performance of the achieved throughput and packet
delay, the chapter also highlights the fairness properties of Verus to itself
and to other protocols.
In Chapter 7, a concept to stochastically model delay-based congestion
control protocols is presented. The chapter details a mathematical description
of delay-based congestion control protocols and how they can be simplified
to generate a more generic and simpler congestion control protocol. Based
on this, a stochastic model is developed in this chapter and evaluated on
numerous network configurations.
Finally, Chapter 8 draws conclusions from the overall achievements of this
thesis and gives an outlook for further work.
2 Motivation
Legacy congestion control protocols such as TCP and its variants are known
to perform inefficiently over cellular networks due to highly variable channel
capacities over short time scales and unpredictable changes in channel
latency [WB11, WSB+13]. These channel properties lead to two considerable
shortcomings of legacy congestion control protocols: First, packet loss is
not linked to congestion in the network or access link. Due to the nature of
cellular channels, (e.g., hand-over, changing channel capacities, etc.) packets
may be discarded at any point in time without experiencing an actual
congestion in the network. That is, most legacy congestion control protocols
treat lost packets as an indication of a congested network and hence react
(incorrectly) to the cause of the packet loss by lowering the sending rate.
Second, due to the design of legacy congestion control protocols, channel
changes (either improvement or degradation) are mostly detected too late
and the sender does not react to these changes in time. In case of a channel
degradation, the sender pushes too many packets into the network without
being aware of the current (degraded) network conditions. In turn, this
leads to the circumstance of filling up network buffers and hence results
in increased packet delays. In the literature, this effect is often referred
to as self-inflicted queuing delays or bufferbloats. During the past years,
congestion control was an extensively studied topic and a variety of TCP
variants have been proposed.
For example, TCP Cubic [HRX08] is one of the most recent and widely
deployed congestion control protocol today. Most Linux distributions leverage
TCP Cubic and use it as its default transport protocol for Web browsing and
file transfers. However, TCP Cubic and many other variants of TCP highly
(and only) depend on packet losses to detect congestion or changes in the
network conditions. That is, TCP necessarily needs to fill up the network
buffers until a packet loss occurs in order to adapt its sending rate. In
addition, most applications are not using TCP in its traditional sense. That
is, current Web browser open multiple TCP connections to load a single web
page and hence also overwhelm the network buffer. Due to this circumstance,
network operators often have to increase the buffer sizes of their network
components to suit the high bandwidth demand of TCP [JCD+13, JPD03].

9with an additional 1% packet loss rate (green). Further, another scenario
uses a Random Early Detection (RED) queuing discipline to show a more
widely used queuing discipline (cyan). RED is an active queue management
mechanism that drops packets based on a statistical probability before the
buffer is completely filled. That is, the more packets are in the queue, the
higher the probability of dropping incoming packets. The parameters for the
RED queuing discipline are a packet drop probability of 0.1% and a minimum
and maximum average queue length of 3 Mbit and 9 Mbit, respectively. All
four experiments were run for 300 s and with the default parameters of TCP
Cubic under a current Linux distribution.
It can be seen from the figure that TCP Cubic with a buffer size of
1 MByte is not able to fully exploit the available channel capacity and misses
most of the peaks in the channel trace and shows packet delays of up to
1500 ms. As mentioned above, the literature often argues that TCP requires
large buffers in the network to show reasonable TCP performance. Thus,
the buffer size is increased to 10 MByte and the experiment is repeated
under this setting. In this scenario, TCP Cubic shows significantly higher
throughput and is able to track precisely all peaks of the channel trace.
However, this comes at the expense of extraordinary high packet delays of
up to several seconds. That is, the packet delay under these settings are not
suitable for real-time applications that require small packet delays. In the
next scenario, a 1% packet loss rate1 is introduced (green) and causes TCP
Cubic to achieve only a fraction of the available throughput – despite the
large buffer size of 10 MByte. This indicates that packet loss significantly
degrades the throughput performance of TCP Cubic. Further, another
scenario (cyan) uses a RED queuing discipline that is widely used in todays
network routers. Also with this queuing discipline, TCP Cubic only achieves
similar throughput as in the tail drop buffer discipline with 1 MByte buffer
size but with lower packet delays. However, TCP Cubic is not able to fully
exploit the available bandwidth and performs inefficiently.
In conclusion it can be said that none of the above scenarios show a
reasonable performance of TCP Cubic on rapidly changing networks. That
is, TCP Cubic and also other loss-based variants of TCP are not efficient
on these kind of networks and perform inefficiently especially when packet
losses are introduced. Even in scenarios where the buffer size of the routers
is increased to allow larger buffering of packets, the packet delays increase
either significantly or the throughput is degraded.
1According to [CNGT12], packet loss rates in 3G and 4G cellular networks are below 1%.
However, this scenario represents slightly worse channel conditions to demonstrate the
effect of packet loss.

3 Transport Protocols
The Internet as we know it today has evolved from a small network of aca-
demic institutions to a global and dynamic computer network. It has revolu-
tionized the landscape of computers, communications and e-commerce on a
global scale and is nowadays an integral part of daily lives. The history of the
Internet started in the 1950s with the development of electronic computers
and in the 1960s and 1970s, the first packet switched networks were designed,
including the Advanced Research Projects Agency Network (ARPANET)
which was the first network that would use the Transmission Control Pro-
tocol/Internet Protocol (TCP/IP). Initially, ARPANET connected only four
university computers across the United States (U.S.) and delivered its first
message from one computer to another in 1969. Within the next years, the
network grew steadily and connected academic institutes around the world.
Early in the evolution of ARPANET it was recognized that the fast
growth of connected computers led to poor network performance in terms of
bandwidth utilization and packet loss rates. This resulted in the development
of the first transport protocol that includes a congestion control algorithm.
January 1 1983 was the official transition day of the ARPANET to the
Internet as we know it today. On that day, TCP/IP replaced the Network
Control Protocol (NCP) which was at that time the de-facto network protocol
in the ARPANET host protocol. Although TCP/IP was already specified
in 1974 and published as standards ([Pos81, Fen06]) in 1981, it took a
considerable amount of work to convince network operator to switch. In
order to enforce the usage of TCP/IP and to encourage people to prepare their
networks, the TCP/IP team conducted a 24-hour experiment in 1982 where
all NCP packets were rejected from the Interface Message Processors (IMPs)1.
The same experiment was repeated again for two days later that year and
finally the full transition was performed on January 1 1983 without major
complications. This transition is claimed to be birth of the Internet.
From that day in 1983 until now, the Internet was subject to an exponential
growth. In fact, the Internet is the largest dynamical system and fastest
1The IMP was an independent system interface to interconnect participant networks to
the ARPANET. Nowadays, such network entities are known as gateways or routers.
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growing technology humankind has ever created and it changed the world
significantly. With the help of the World Wide Web (WWW) which was
proposed in [BLC90] in the late 1980s at the European Organization for
Nuclear Research (CERN), the Internet as we know it today has been
established. Originally, the Web was developed to meet the demands of
sharing information between scientist in universities and institutes around
the world. However, after releasing the WWW project to the public domain,
the Web began to develop quickly. Within several years, the Web (together
with the Internet) has become ubiquitous in our daily life and there has
been a growing interest in many fields.
With the fast growth of the WWW, the Internet quickly began to suffer
from the increasing number of (parallel) TCP connections. As a result, the
first congestion collapse of the Internet was observed in October 1986. Shortly
after, Karn’s algorithm to accurately estimate the Round Trip Time (RTT)
of the network was proposed and finally in 1988, TCP Tahoe [Jac88] was
introduced. TCP Tahoe added a number of new algorithms and refinements
to TCP, namely Slow-Start, Congestion Avoidance, and Fast Retransmit.
Only two years later, TCP Reno [Jac90a, Jac90b] was introduced which
added the Fast Recovery algorithm. In 1993, TCP Vegas [BOP94] was
released and emphasized more on the packet delay than on packet losses.
With TCP NewReno, a slight modification of TCP Reno was published in
1999 and added a more efficient way of detecting multiple packet losses.
Over the coming years, numerous other TCP techniques were proposed,
for instance: TCP Cubic [HRX08], TCP Westwood [CGM+02], and TCP
Compound [TSZS06]. In total, more than thirty different TCP congestion
control techniques exist today. All of them aim to adapt the basic TCP
functionalities to the immense growth of the Internet and to ensure reliability
of end-to-end data delivery. However, many countries still suffer from slow
Internet access, as described in [ZCP+14, BWL+13, WBKW13].
Recently, Multipath TCP (MPTCP) [FRHB13, FRH+11] is an ongoing
approach to distribute several TCP connections over multiple network in-
terfaces/paths. The benefits of MPTCP are the increased throughput of
the sums of all available network paths and also the additional redundancy
of multiplexing resources. In particular, MPTCP is used in the context
of wireless networks where, for example, the links of Wireless Local Area
Network (WLAN) and mobile networks are combined.
In the recent past, several attempt have been made to develop new
transport protocols that cope with the severe channel variations in mobile
networks. From these transport protocols is expected to interact well with
existing transport protocols such as TCP. That is, they should maintain
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both, TCP-compatibility and TCP-friendliness. Besides that, also fairness
across multiple connections (flows) with the same protocol were essential
design goals.
The objective of this chapter is to give a brief introduction on the most
used TCP techniques and other current state-of-the-art transport protocols.
3.1 Transmission Control Protocol (TCP)
TCP is a connection-oriented end-to-end congestion control protocol that
provides mechanisms to ensure reliable data transmission between a sender
and a receiver. TCP reacts on packet losses and tries to reduce network
congestion, e.g. when the network has high contention or when routers are
discarding packets due to buffer overflows.
In general, TCP (and most other congestion control protocols) exhibits
four main key features, namely: reliable transmission, error detection, flow
control, and congestion control. While the first two properties are very
basic and very similar in most congestion control protocols, the latter two
properties are essential for the performance of the protocol and hence define
the version (variant) of the protocol. That is, they mainly distinguish the
behavior of the protocols upon experiencing congestion and/or packet losses.
In a scenario where a fast sender talks to a slow receiver, flow control ensures
that the sender does not overload the receiver with packets. Although this
aspect has more a historical background, it is still relevant for todays network
interfaces. Although buffers and processing capabilities of current network
interfaces become bigger and faster, the sender (mostly high-performance
server in data-centers) must be aware of the remaining capacity of the
receiver’s buffer. Congestion control, on the other hand, ensures that a
sender does not overload the network with packets. In the case where many
simultaneous connections (flows) share a common link, each sender may
either not be aware of the other flows on the same link or does not know the
capacity of the link between them. The basic idea behind congestion control
(or often called congestion avoidance) is to detect network congestion based
on packet losses. Early TCP implementations followed a simple go-back-n
model using cumulative positive acknowledgments that are signaled back
from the receiver. Upon detecting a packet loss, the sender reduces the
sending rate and retransmits the lost packet. Otherwise, it increases the
sending rate until a packet loss is detected.
In TCP, flow and congestion control is maintained by means of an instant-
aneous (sending) window. A window is defined as the maximum number of
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unacknowledged packets2 that a sender can inject into the network. Gen-
erally spoken, a sender holds a counter that is initialized by the window
size. Thus, when the sender sends one packet, a counter is reduced by one;
likewise, when an acknowledgment is received, the counter is increased by
one. According to this, the sender can only send packets when the counter is
larger or equal one and smaller than the window size. The time that elapses
between sending a packet and receiving the corresponding acknowledgment
is denoted as RTT. Hence, when considering an example with a window size
of two, the sending rate is two packets per RTT.
As TCP tries to utilize the channel capacity as best as possible, e.g.
achieving high throughput, it is obvious that the window size may change
over time, especially when the data rate of the network changes. The main
goal of TCP’s flow and congestions control algorithm is to adapt the window
size according to the available channel capacity, buffer size, or in reaction
to congestion. However, the way TCP handles these changes depends on
the implementation of the flow and congestion control algorithm and differs
among the different TCP implementations.
The following sections briefly details the most commonly used TCP con-
gestion control/avoidance algorithms.
3.1.1 TCP Tahoe and TCP Reno
TCP Tahoe refers to the first congestion control algorithm which was pro-
posed by Van Jacobson in [Jac88]. In order to cope with some design issues
of legacy TCP, TCP Tahoe added a number of new algorithms and improve-
ments to the legacy TCP specification, namely the slow-start phase, the
congestion avoidance phase, and the fast retransmit algorithm. In addition,
the mechanisms of the round-trip time estimator and the retransmission
timeouts were improved. The slow-start phase is used to determine the
capacity of the network link and is used at the beginning of a connection
and upon a timeout. That is, the sender starts with a congestion window of
one packet. Upon receiving an Acknowledgment (ACK) from the receiver
indicating a successful transmission, the congestion window is increased by
one packet. As a result, the congestion window is two and consequently, the
sender sends two packets towards the receiver. Upon receiving the two ACKs
from the receiver, the sending window is again increased by one packet per
received ACK. As a result, the congestion window yields four and the sender
transmits four packets. That is, the congestion window is doubled every
2Unacknowledged packets are also referred as number of packets in flight in the following
chapters
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RTT until a packet loss is detected or the maximum congestion window size
(defined by a slow-start threshold) is reached. A packet loss is detected by
either receiving a duplicate ACK or by a timeout.
After successfully completing the slow-start phase, TCP Tahoe enters the
congestion avoidance phase. Hereby, the Additive Increase Multiplicative
Decrease (AIMD) is used and works as follows: As long as ACKs are
received, the congestion window additively increases by one after all packets
(segments) per congestion window have been acknowledged by the receiver.
As a response to packet loss, the congestion window is reset to one, the
slow-start threshold is set to the half of the current congestion window size,
and the slow-start phase starts again.
The fast retransmit algorithm eliminates the problem of coarse timeouts
where the sender has to wait until a timeout for a lost packet is triggered.
Instead, the fast retransmit algorithm retransmits a lost packet after receiving
three duplicate ACKs for that specific packet (In fact, a total of four ACKs
with the same ACK are received). As a result, the sender does not need
to wait for the timeout to be triggered. However, after retransmitting the
packet, the sender returns to slow-start.
TCP Reno [APS99] extended the modifications of TCP Tahoe by intro-
ducing the fast recovery algorithm. This algorithm reduces the congestion
window after a fast retransmit by half instead of returning to slow-start. This
extension improves the throughput performance significantly since receiving
three duplicate ACKs is an indication that the receiver still receives packets
and that not all packets are lost. Hence, the sender does not need to reduce
the congestion window to one as it is done when entering slow-start.
3.1.2 TCP New-Reno and TCP SACK
TCP New Reno [HFGN12] has the same congestion control mechanisms
as TCP Reno and TCP Tahoe, but improves the fast recovery algorithms.
These modifications makes it more robust against subsequent packet losses.
Similarly to TCP Reno, TCP New Reno uses the fast recovery algorithm after
receiving three duplicate ACKs but exits the fast recovery phase only after
receiving all ACKs of the packets that were sent during the fast recovery
phase. This overcomes the problem of reducing the congestion window
multiple times when several packets were lost.
TCP SACK [MMFR96] is another extension of TCP Reno and introduces
the option to send a Selective Acknowledgment (SACK). This option allows
the sender and receiver to exchange more detailed information of ACKs and
last packets that were received. In the event of packet loss, the receiver
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is able to inform the sender which packet was lost and which packets are
currently stored in the receiver’s packet buffer. With this information, the
sender is able to retransmit the lost packet without retransmitting the entire
congestion window.
3.1.3 TCP Vegas
TCP Vegas [BOP94, BP95] was introduced as an alternative to TCP Reno
and improves each of the three mechanisms of TCP Reno. Its main design
goal was to to detect congestion in its early stage and hence to prevent (avoid)
congestion before they actually occur. This is accomplished by adjusting the
congestion window size based on observed packet loss and packet delay. That
is, TCP Vegas relies in the congestion avoidance phase on fine-grained timers
for accurate RTT measurements to compute the expected throughput. As a
result, TCP Vegas adjusts the congestion window based on the difference
between the actual and the expected throughput and interprets an increasing
packet delay as an upcoming congestion. The actual throughput is computed
by means of the current measured RTT and the expected throughput is
estimated based on the minimum observed RTT.
Furthermore, TCP Vegas extends the fast retransmit algorithm of TCP
Reno by introducing three major changes: First, the RTT of every sent
segment of the congestion window is measured and a timeout for every seg-
ment is set according to the RTT measurements. Upon receiving a duplicate
ACK and when the timer is expired, the packet is retransmitted. Second,
the next two ACKs that are received immediately after retransmitting a
segment are used to check whether another segment needs to be retransmit-
ted. If the timers for the particular segments are expired, the segments are
retransmitted. Third, in the event of consecutive segment losses and when
already more than one retransmission occurred, the congestion window is
only reduced for the first retransmission.
Additionally, TCP Vegas also modifies the slow-start behavior of TCP
Reno. Hereby, TCP Vegas checks every other RTT how many packets are
in the network and doubles the congestion window size when the window is
below the slow-start threshold; otherwise, TCP Vegas enters the congestion
avoidance phase.
The evaluations of [BOP94] have shown that TCP Vegas achieves between
40% to 70% higher throughput compared to TCP Reno. However, under
heavy congestion it is shown that TCP Vegas performs similarly to TCP
Reno. In addition, the authors of [HBG00] report that TCP Vegas exhibits
problems that are related to fairness among competing connections.
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3.1.4 TCP BIC and TCP Cubic
TCP Binary Increase Congestion (BIC) was published by Xu et. al. [XHR04]
and is designed to suit the demands of fast transfers on networks with large
bandwidths and high latencies. The protocol uses a binary search algorithm
to find the largest congestion window and tries to keep this congestion window
for a long period of time. That is, TCP BIC reduces the congestion window
by a multiplicative factor upon detecting a packet loss. Then, the congestion
window size that caused the packet loss is set to the maximum allowed
window size and the window size after the reduction is set to the minimum
window size. By means of these two parameters, TCP BIC performs a binary
search by jumping to the window size that resides in the middle between the
maximum and the minimum window size. Based on the fact that the packet
loss was causes by a window size between the maximum and the minimum
window size, the algorithm increments the window size until another packet
loss is detected. Hereby, the algorithm sets the minimum of the window
size to the current window size that did not cause a packet loss. If the
congestion window past the maximum window size, the algorithm tries to
determine a new maximum that suits the current network conditions. That
is, the windows size grows exponentially at the beginning and linearly after
a certain time.
TCP Cubic [HRX08] is an extension to TCP BIC and is implemented and
used by default in Linux Kernels 2.6.19 and above. The aim of TCP Cubic
is to simplify the window growth function and to improve TCP-friendliness.
In contrast to TCP BIC, TCP Cubic uses a cubic function to increase the
congestion windows after a packet loss. Further, the protocol is independent
of the RTT and hence guarantees fairness for flows with different RTTs.
In addition, the cubic function obeys a scaling factor for the elapsed time
from the last window reduction. These modifications make TCP Cubic more
stable and more TCP-friendly for networks with small and large RTTs.
One of the major concerns that are highlighted in the literature is the slow
convergence of TCP BIC and TCP Cubic [LSM08]. Further, the authors of
[BBB+08] reported that higher RTTs cause both TCP variants to instable
behavior. Jiang et. al. [JLW+12] investigated TCP Cubic and other variants
in the context of cellular networks. They show that these protocols suffer
severely from the large buffers that are deployed by the operators and cause
TCP Cubic to build up large sending windows that result in extremely high
packet delays.
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3.2 Router-feedback Based Protocols
In congestion control protocol research, a common approach that is used to
overcome the several buffer related issues of TCP in network environments
is by explicit router participation. Examples of such techniques include
Explicit Congestion Notification (ECN) [Flo94] or active queue management
schemes like RED [FJ93], CoDel [NJ12], AVQ [KS01]. ECN is an extension
to TCP and allows network routers to mark and hence detect network con-
gestion without dropping packets. This technique, however, requires that all
participating routers and hosts support ECN to avoid buffer overflows and
hence packet loss. Active queue management schemes try to solve the severe
problems of tail drop disciplines that led to bufferbloats of TCP connections.
RED is the most well-known active queue management that drops packets
based on a statistical probability before the buffer is completely filled. That
is, the more packets are in the queue, the higher the probability to drop
incoming packets becomes. As a result, RED is more fair to TCP flows
than the tail drop discipline and reduces bufferbloats and the effect of TCP
synchronization issues [SH05]. CoDel is another active queue management
that aims at improving the shortcomings of RED. It addresses some fun-
damental misconceptions of RED and adapts dynamically to changing link
speeds without a negative impact on individual flows. Its main goal is to
keep the minimum delay per packet in the queue below 5 milliseconds and
drops packets that exceed this limit.
In addition to ECN, the eXplicit Control Protocol (XCP) [Kat03] and the
Rate Control Protocol (RCP) [Duk07] are the two widely used congestion
control protocols that use explicit feedback from routers. XCP is one of the
earliest congestion control protocols and its objective is to efficiently utilize
the available link capacity and to provide fairness among flows. To achieve
this goal, the router periodically returns feedback about the network state
to the connected endpoint. RCP, on the other hand, has the objective to
minimize the flow completion time and makes use of the processor sharing
scheduling algorithm to distribute the available bandwidth among flows.
Compared to XCP, RCP signals the router feedback to all participating
endpoints and achieves higher fairness properties than XCP. Both protocols
claim to significantly outperform legacy TCP protocols in terms of bandwidth
utilization and fairness.
The above techniques have rarely seen widespread deployment and the
main problem is that they require modifications to network routers and hosts.
In addition, most of these techniques are difficult to configure, especially in
environments with dynamic link speeds.
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3.3 Recent Transport Protocol Proposals
Although TCP has remained a gold standard for several years, there have
been several recent publications on new transport and congestion control
protocols with various objectives and design goals.
Low Extra Delay Background Transport (LEDBAT) [SHIK12] is a delay-
based congestion control algorithm with the goal of minimizing the packet
delay and fully utilizing the available bandwidth of bulk-transfer applica-
tions. It was specifically designed as a congestion control algorithm for the
BitTorrent network but is now used by companies across the world.
In [ACKZ06], the authors present Probe Control Protocol (PCP) as an
efficient congestion control protocol that aims on minimizing packet delays
and packet losses, but providing high stability under extreme load as well as
fairness among competing flows. PCP makes use of sending explicit probes
into the network to explore the available bandwidth. It starts with a specific
sending rate and for every successful probe, it doubles the sending rate.
Additionally, it uses a history from previous connections of the same hosts
to set the initial sending rate. By means of this, the authors have shown
that PCP converges quickly to the available bandwidth of the network when
a sufficient history is available.
Sprout [WSB+13] is a recent protocol end-to-end transport protocol that
is specifically designed for the context of cellular networks. The protocol has
been designed as a transport protocol for streaming applications that demand
high throughput and low packet delays. Sprout focuses on the problem of
reducing self-inflicted3 queuing delays and uses packet inter-arrival times to
detect congestion. It then makes short-term forecasts of upcoming changes
in the link rate by using probabilistic inference. By doing so, Sprout tries to
predict with a 95% probability how many packets can be send to not cause
congestion. Resulting from this, Sprout shows a significant reduction in the
end-to-end delay in cellular networks while maintaining good throughput
characteristics. However, Sprout has its limitations: First, it cannot control
packet delays when cross-competing traffic from other protocols like TCP
is present and when both are sharing the same queues. Second, Sprout
can only adapt to varying channel conditions and not to channel changes
that are caused by other cross-competing traffic. Third, it can only base its
decisions on networks where the link is fully saturated. However, the work
shows that Sprout achieves significant reductions in the packet delay when
3Self-inflicted queuing delays are caused when a sender is not aware of a change in the
bandwidth of the link. As a result, the sender pushes to much data into the buffers and
hence increases the packet delay of its own packet consecutively.
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operating on cellular networks. In addition, it achieves higher throughput
for video-conferencing traffic when compared to proprietary congestion
control protocols of Skype, Facetime, and Hangouts. Further, Sprout showed
improvements in throughput and delay in comparison to several TCP variants,
including TCP Cubic, TCP Vegas, and Compound TCP.
Performance-oriented Congestion Control (PCC) [DLZ+14] proposes a
novel congestion control protocol that achieves large performance improve-
ments, better fairness and stability compared to legacy TCP. The protocol
aims at observing continuously the relationship between its sending behavior
and the experienced performance on rapidly changing networks. This leads
the protocol to a consistent adaptation to network changes with the result
of achieving high performance in terms of throughput, queuing delay, and
packet loss rate. However, PCC is does not consider unpredictable and
short-term fluctuations of cellular networks.
One of the most recent transport protocol is QUIC [Goo15] which stands
for Quick UDP Internet Connections. It is a secure transport protocol that
is developed by Google and implemented in the Chrome browser for several
years. QUIC is a reliable transport protocol that runs on top of the UDP and
integrates ideas from TCP and Transport Layer Security (TLS)/Datagram
Transport Layer Security (DTLS). Since it is based on UDP, QUIC imple-
ments its own congestion control algorithm and several features from the
application protocol SPDY [Goo10]. The focus of QUIC is to reduce connec-
tion and packet delays and hence improve the performance of connection-
oriented web applications that are currently using TCP. Therefore, QUIC
can more be seen as an application protocol that is optimized for Hypertext
Transfer Protocol (HTTP) traffic. It is very similar to a combination of
TCP, TLS/DTLS, and SPDY. Additionally, QUIC requires an encrypted
message exchange by means of TLS or DTLS.
3.4 Model-driven Congestion Protocols
Remy [WB13] is a computer-generated congestion control algorithm that
generates congestion control algorithms oﬄine. Oﬄine in that sense means
that the protocol takes specific parameter as input and generates a dis-
tributed congestion control algorithm that run on endpoints. Its goal is
to find the best congestion control algorithm that solves the fundamental
problem of when an endpoint in a multi-user network should transmit a
packet and when not. In this work, a machine can be trained oﬄine to learn
congestion control schemes that suits a specific “design range” of operation.
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The model is trained by using several prior assumptions of the network and
a traffic model to parametrize the protocol generation. The assumptions of
the network model are specified by link speeds, queuing sizes, packet delays,
and the number of senders in the network. The traffic model characterizes
the load at the endpoints and in the network and can be web traffic, video
conferencing, or any other. The oﬄine protocol generation then tries to
optimize an objective function that evaluates throughput allocations and
fairness properties of shared links. The outcome of Remy is a distributed
algorithm that achieves the desired objective. This algorithm describes the
control rules for independent endpoints, by defining when a particular end-
point should send data or abstain. The algorithm that was designed by Remy
is implemented in the sender as part of an existing TCP implementation.
The authors have demonstrated in their work that Remy outperforms the
human designed congestion control algorithms, e.g., TCP Cubic, Compound
TCP, and TCP Vegas. However, the performance of the designed algorithm
is mainly determined by the design range and the knowledge of the network
and the traffic characteristic of the network of operation.
Under the umbrella of Remy, Sivaraman et. al. [SWTB14] looked at the
learnability of congestion control protocols under imperfect knowledge of
the network. In this work, an experimental study was conducted using the
automated protocol-design of Remy. The authors found that in model-driven
congestion control, a simplification of the network characteristics are ac-
ceptable and that minor deviations of the design range and the network of
operation still yields reasonable performance. However, the authors high-
lighted that a match of the number of senders in the training of the protocol
and in the network of operation is essential to obtain good performance.
Further, the authors observed that the aggressiveness of the senders is the
most dominant factor when training the model.

4 Channel Measurements and
Channel Traces
Channel properties and characteristics of real cellular mobile networks are
investigated in this chapter. The conducted measurements serve the purpose
of a) highlighting the properties of cellular networks in order to design a novel
congestion control protocol and b) collecting channel traces to emulate real
network behavior in a simulated environment. Both measurement campaigns
were executed on commercial cellular mobile networks with state-of-the-art
mobile equipment.
The first section summarizes the methodology, the measurement setups,
and the configurations and parameters that were used to run both measure-
ment campaigns. It is explained how the results were obtained and under
which scenarios the experiments were executed.
In the second section, numerous channel measurements were executed and
analyzed to show properties of cellular networks under different conditions
and in different scenarios. The findings of the measurements are used to get
a better understanding of the cellular mobile network properties and hence
to serve as an input for designing a novel congestion control protocol in
Chapter 5.1. This section mainly highlights the properties and characteristics
of 3G and LTE cellular mobile networks in different scenarios. Furthermore,
the section shows how mobility, data rates and competing traffic1 influence
the performance of the end-to-end transmission with regard to buffering
delay and number of packets in flight.
The third section shows channel traces for uplink and downlink direction in
commercial cellular mobile networks and were recorded in different locations
and under different mobility aspects. The collected channel traces are used
to emulate real cellular mobile network behavior in a network simulator.
Especially the effect of contention plays an important role in current cellular
mobile networks as this effect is difficult to create and to configure in current
network simulators. The results are displayed as throughput over time and
1Competing traffic is considered as a varying number of participating users (User Equip-
ments (UEs)) in the network.
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implicitly include the buffering delay of the packets. The traces are used
afterwards in a network simulator to represent a channel model under high
contention. The implementation of the traces in the simulator are realized as
a traffic shaper and are used to investigate the developed congestion control
protocol of Chapter 5.1.
4.1 Measurement Description
This section gives an overview of the methodology and the measurement
setup for the channel measurements from Section 4.2 and the channel traces
from Section 4.3. Although both measurement campaigns follow a similar
approach, it is essential to highlight their different methodologies and setups
separately in the following.
4.1.1 Channel Measurements
The cellular network performance is measured under different conditions
to evaluate the effects of several factors, including: data rates, mobility,
competing traffic, and cellular standard (3G Evolved High-Speed Packet Ac-
cess (HSPA+) or LTE). The measurements were conducted on a commercial
cellular network2 and in the downlink direction, i.e., data was sent from the
server to the UE. The downlink direction was chosen because of a) the asym-
metric channel capacities of uplink and downlink, where the uplink direction
is mostly significantly lower, b) most of the data transmissions (with respect
to the amount of transmitted data) take place on the downlink direction
due to the nature of applications used by the users, and c) the developed
congestion control protocol in Chapter 5.1 is mainly designed to operate in
the downlink direction (though the uplink direction is also possible).
As depicted in Figure 4.1, the measurement setup consisted of a rack
server (sender) with a global Internet Protocol (IP) address and a laptop.
The laptop (client/receiver) was tethered to a Sony Xperia Z1 LTE mobile
phone, which acts as the UE.
As the server is connected via a fiber link directly to Etisalat’s backbone
network, delays and unwanted background traffic are minimized. To execute
the measurements, a custom measurement tool that sends and receives
UDP packets between the client and the server was implemented and used.
The client and server clocks were synchronized at the beginning of each
2Etisalat is the leading network provider in the United Arab Emirates (UAE) and
provides 3G, LTE and landline coverage in most parts of major cities.
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Figure 4.1: Measurement setup for channel measurements
experiment through the Network Time Protocol (NTP) with an NTP server
configured on the server. In order to vary the data rate, the sending intervals
and the packet size were configurable. Each transmitted packet was tagged
with a sequence number and included the sender timestamp to calculate
the one-way delay at the receiver. The sequence number was incremented
with every generated packet and was used to detect out-of-order packets
and/or packet losses. In addition, each packet was filled with dummy values
to obtain the desired packet size. Although NTP has multi-millisecond
accuracy over wireless networks, the calculated delays of each measurement
are subtracted by the minimum delay seen during the measurement time,
i.e., the propagation delay to account for the slight difference between the
two clocks. However, it is assumed that the minimum packet delay is equal
to the propagation delay and therefore represents the buffering delay seen
by the individual packets.
Several measurements were conducted: stationary, mobile with low speed,
and stationary with competing traffic. Each measurement was executed for
five minutes and the packet sending intervals and the packet sizes where
varied in order to achieve different data rates and to investigate their influence
on the buffering delay and the number of packets in flight. The data rates
are calculated based on the application Protocol Data Unit (PDU) size of
500 bytes and 1000 bytes, i.e., they do not include the additional overhead
of the lower layers. Table 4.1 shows the combinations of the parameters
that are used to achieve the desired data rates and the number of packets
that were transmitted during each experiment. Unless otherwise stated, the
results in Section 4.2 are shown from the LTE setup with packet sizes of
500 bytes.
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Packet size Packet sending interval Data rate # of packets
(bytes) (ms) (Mbit/s)
8 0.5 37 500
500 4 1 75 000
0.4 10 750 000
l 16 0.5 18 750
1000 8 1 37 500
0.8 10 375 000
Table 4.1: Measurement configurations and parameters
During each measurement, a logfile was stored at the receiver and was used
to calculate the packet delays and the number of packets in flight (packets in
the network). The logfile contains all required information, such as sequence
numbers, timestamps at sent time, timestamps at received time, delays of
each individual packet, and inter-arrival times. An example of a logfile is
shown in the following:
Sequence #, Receive Time, Send Time, Delay, Size, Inter-arrival
0000000000, 1384363108.00991, 1384363107.97449, 35.42900, 500, NaN
0000000001, 1384363108.01927, 1384363107.98259, 36.67300, 500, 9.352000
0000000002, 1384363108.02652, 1384363107.99072, 35.80300, 500, 7.252000
0000000003, 1384363108.03264, 1384363107.99884, 33.80600, 500, 6.124000
0000000004, 1384363108.04300, 1384363108.00696, 36.04499, 500, 10.361000
0000000005, 1384363108.05045, 1384363108.01508, 35.36500, 500, 7.442000
0000000006, 1384363108.05988, 1384363108.02320, 36.67800, 500, 9.436000
0000000007, 1384363108.07310, 1384363108.03132, 41.77800, 500, 13.221000
...
Listing 1: Example logfile with inter-arrival times and delays in milliseconds
and sizes in bytes
Besides the delays and the inter-arrival times of the packets, also the
number of packets in flight are of interest. This number specifies the packets
that are currently sent out by the sender but not yet received by the receiver.
In other words, this number indicates how many packets are currently in
the network and are either buffered at any point of the network entities
or are propagating through the network. This number is often used as a
measure for the buffering or queuing delay of the packets. In general, the
more packets in flight, the bigger the buffering delays. Both values can be
used as a suitable measure to show the utilization of the available channel
capacity and the achieved end-to-end performance between the sender and
the receiver.
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4.1.1.1 Calculating Packets in Flight
As mentioned earlier, packets in flight are packets that are currently “some-
where” in the network, i.e., on the path between the sender and the receiver.
Due to the complexity of the underlying network architecture, the instantan-
eous location cannot be exactly determined. The calculation of the number
of packets in flight can only be done upon successful reception of packets at
the receiver. Hence, lost packets are excluded in the calculation as it cannot
be determined where the packet was exactly lost and whether it caused the
following packets to wait in queues or not.
Sender Receiver
SEQ[X]
SEQ[X], TSend[X], TReceive [X]
SEQ[X-n]
Packets in flight
[X] – [X-n]
SEQ[X-n], TSend[X-n], TReceive [X-n]
Delay [X]
TReceive [X] – TSend [X]Inter-send time
Inter-arrival time
Ti
m
e
Figure 4.2: Illustration for calculating packets in flight and buffering delays
Figure 4.2 illustrates how the number of packets in flight and the buffering
delay are calculated by means of the sender and receiver logfiles. It is
important to mention here that the calculation of the number of packets
in flight are done based on the time the packet was sent by the server.
That means, the number of packets in flight reflects the number of packets
that are already in the network at the time the packet was sent. The
procedure to calculate the number of packets in flight are as follows: For
every packet sequence number SEQ[X] in the logfile, the corresponding
sending timestamp TSend[X] is extracted. This timestamp is then used to
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a constant data rate to the other endpoint. The corresponding endpoint acts
as a sink and records the timestamp of each packet arrival. This bidirectional
communication is done to measure the downlink and uplink transmission of
the channel at the same time. As the measurements were done on the 3G
HSPA+ cellular network, the data rate for each device is set to 5 Mbit/s
and 2.5 Mbit/s for downlink and uplink, respectively. These data rates are
close to the upper limits of the network and do not necessarily reflect the
maximum capacity of the cellular network. However, the maximum capacity
of the channel is difficult to determine and depends on many factors, such
as cross-competing traffic, mobility, and/or interference. Hence, by using
the given data rates it is expected that the channel is not over-saturated
and buffering of the packets is minimized under ideal channel conditions.
In total, the measurements were run in five different scenarios to capture a
variety of usage scenarios with different mobility properties. Each experiment
ran for five minutes and all devices were started at the same time and in the
same location. When mobility was applied, all devices where moved with
the same velocity and in the same direction.
The locations of the scenarios were the following:
Campus: The NYUAD Abu Dhabi campus is located in a rural area
with very low population around it. The coverage of the cellular network
is assumed to be almost ideal (line of sight to the base station) and cross-
competing traffic is very low due to the time of day the measurements were
performed. Two measurements were run: one stationary and one pedestrian.
City: The city center of Abu Dhabi is very crowded during rush-hour and
also shaded by numerous tall buildings. At that time, the measurement was
run while driving downtown on a busy street within a covered area. The
scenario includes stop-and-go situations due to traffic lights and congestion.
When moving without interruptions, the driving speed was around 60 km/h.
Shopping Mall: Shopping malls are very popular in the UAE and many
people spend their spare time in restaurants, cafes or on benches in the
hallways of the shopping malls. Therefore, a shopping mall gives channel
traces of a place with numerous obstacles and walls around it. The experiment
was executed by walking along the hallways in the shopping mall at a time
where the number of shoppers was moderate.
Highway: The channel traces were collected while driving on a highway
that connects Abu Dhabi with one of its suburbs and has no population
around it. Therefore, line of sight to at least one base station was given at
any point in time. The driving speed was set to 120 km/h and the traffic
was moderate throughout the measurement.
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During the measurements, every flow (UE) generated a separate logfile on
the receivers (smartphones and server). The channel traces for the scenarios
described above were generated from the packet arrival timestamps at the
receiver. Depending on the channel properties of each single flow, packets
from the four individual flows may arrive in a mixed or shuﬄed order or
even in bursts. However, as the inter-arrival times of all flows combined
are of interest, the traces (logfiles) of the four individual flows were merged
to one dataset and sorted by time in ascending order. Afterwards, the
inter-arrival times between two consecutive packet arrivals were calculated
by subtracting two consecutive timestamps. These inter-arrival times reflect
the rate of incoming packets and hence the consumed cell capacity of the
channel. These inter-arrival times are later used in several simulations and
measurements to emulate a cellular channel.
4.2 Measurement Insights
In order to get deeper insights into the properties of cellular mobile networks,
numerous measurements were executed under different conditions on a
commercial cellular mobile network in the United Arab Emirates (UAE).
This section summarizes the findings of the channel measurements.
4.2.1 Stationary Measurements
In this set of experiments, the measurements were executed from a stationary
point within the city of Abu Dhabi (UAE) with no mobility. In order to
achieve reasonable results, the experiments were executed in a very sparse
residential area during late evening/night. At this time, most people are
at home (within this area) and probably connected to Wifi so that a less
congested cellular network can be assumed. In addition, the place chosen to
execute the experiment was in line of sight to the serving base station and
hence an excellent signal strength was observed.
As mentioned earlier, the packet delay and the number of packets in
flight are an indication of the overall cellular network performance and a
suitable measure of the available channel capacity utilization. Figure 4.4
shows scatter plots for the buffering delay vs. packets in flights for different
data rates with a packet size of 500 bytes.
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2 packets are in flight, the number of packets in flight does not exceed 6
packets. Hence, most of the time, there are between 3 and 4 packets in the
network; these packets are buffered due to scheduling effects, congestion
and/or temporarily changing channel conditions (e.g. fast-fading). However,
the buffering delay shows only minor fluctuation between 0 and 27 ms and
is an indication for a stable operating point below the channel capacity. Due
to the stationarity of the UE and the low data rate, incoming packets are
served almost immediately by the base station and buffering is minimized.
Figure 4.4c shows the corresponding view for a data rate of 1 Mbit/s with
a sending interval of 4 ms. In general, the buffering delays for the majority
of the packets are comparable to the previous experiment with a data rate of
500 kbit/s. However, a slightly higher number of packets in flight (between
5 and 10 packets, compared to 3 and 5 packets) can be observed and are
investigated next.
Although the majority of the collected buffering delay values are compar-
able with the 500 kbit/s experiment, some outliers in the x-axis and y-axis
direction can be noticed. These outliers can be split into two regions and
are explained separately in the following:
The outliers with an increased number of packets in flight but a small
buffering delay, i.e., the lower right dots in the graph, are caused by the
so-called fast-flushing phenomenon. According to Section 4.1.1.1, the number
of packets in flight are calculated at the time the packet was sent. In this
case, the current packet is sent when numerous packets were already in the
network (i.e., in the buffer). This buffering is usually caused by poor channel
conditions and hence the incoming data rate is higher than the serving rate
of the base station. In general, one would assume that this particular packet
experiences a high delay due to the buffering delay of the previous packets
plus the buffering delay of the packet itself. However, due to the fact that
the serving rate of the base station varies based on the instantaneous channel
conditions to the UE, it might be that either a) the buffer gets flushed
when the channel conditions get better, or b) the buffer grows when the
channel conditions get worse. In this particular case, each of the dots in this
region of Figure 4.4c can be considered as packets that are sent out when
the buffer already has several (in this case up to 21) packets in the buffer.
Then, as soon as the packet is enqueued, the channel conditions improve
(i.e., increased serving rate) and the packets get flushed out immediately. As
a consequence, these particular packets experience a high number of packets
in flight with comparably small delays.
On the other hand, the outliers in the left upper region show an increased
buffering delay (up to 71 ms, compared to 27 ms from the previous exper-
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iment), but moderate number of packets in flight. Again, this additional
buffering delay is encountered due to the fact that the incoming data rate
at the base station (data rate from the server to the UE) is higher than the
serving rate of the base station. In contrast to the fast-flushing phenomenon
described above, this effect is called buffer-filling phenomenon in this thesis.
Both phenomena are closely related to each other and denote the “extreme”
cases of the time the packet enters the network. The transitions between the
two phenomena appear as connecting lines with negative slopes (as can be
seen later). In the case of the buffer-filling phenomenon, the prior channel
conditions were good and at the time the packet arrives at the base station,
the channel conditions change (i.e., get worse) and the packet needs to be
buffered. This means, the packet experiences an (almost) empty buffer in
front of it. Hence, the packet (and all packets after it) needs to be buffered
and has to wait until the channel conditions improve. As soon as the channel
conditions improve, the packet is flushed out and hence experiences higher
buffering delays.
As illustrated by the green color in Figure 4.4a, increasing the data rate to
10 Mbit/s reveals an almost similar buffering delay for most of the packets.
The number of packets in flight increases significantly due to the higher data
rate and therefore an increased buffering at the base station. In comparison
to the previous two measurements where no packet loss occurred, in this
experiment 686 packets (<0.1 %) were lost. This explains for example the
gap between between 248 and 330 packets in flight. Due to the high data
rate, changing channel conditions, and possible congestion in the network,
the base station discards packets once the buffer limit is exceeded and as a
result, packet loss occurs. Nonetheless, the outliers in the upper left and in
the lower right corner of Figure 4.4a are caused by the same phenomena as
described above. In addition, due to the higher data rate, the transitions
between the two phenomena are more visible and appear in this measurement
as almost straight lines with a negative slope between the two extreme cases.
A detailed investigation of these transitions are illustrated in Figure 4.9 of
Section 4.2.2.
In the following experiments, the packet size was increased from 500 bytes
to 1000 bytes. Figure 4.5 shows the scatter plots for the buffering delay and
the packets in flight with data rates of 500 kbit/s, 1 Mbit/s, and 10 Mbit/s.
Compared to the experiment with packet sizes of 500 bytes, the same data
rates were used but the resulting sending intervals were doubled due to the
increased packet size, cf. Table 4.1.
The results for the data rates of 500 kbit/s and 1 Mbit/s are also depicted
as a zoomed version in Figure 4.5b and Figure 4.5c, respectively. It can be
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the driving route and the corresponding perceived signal strength of the entire
measurement. While the blue color denotes excellent channel conditions, the
red color represents poor reception and most likely connection loss. As can
be seen from the figure, connection loss occurred only in rare cases, i.e., only
at one specific position where shading was present due to a tall building.
Other than that, the channel conditions were most of the time excellent and
hence high throughput and low buffering delays can be expected.
Figure 4.8 shows the results of the mobile experiment with packet sizes
of 500 bytes. Within Figure 4.8, Figure 4.8a depicts the three experiments
in different colors which reflect data rates of 500 kbit/s, 1 Mbit/s, and
10 Mbit/s. Compared to the stationary experiment in Figure 4.4 with the
same set of parameters, it can be seen that the results are more dynamic
and higher variations of both buffering delays and packets in flight arise.
However, the general trends of both experiments are similar: The higher
the data rate becomes, the more packets are in the network and resulting
from this, an increase of the buffering delay can be observed. In particular,
the fast-flushing phenomenon and the buffer-filling phenomenon are more
intense as the radio conditions are changing on a faster scale due to the
introduced mobility. In addition, these phenomena have an even higher
impact on the packet transmission. When looking at the experiment with a
data rate of 10 Mbit/s it can be observed that most of the collected data
points have a comparably small delay. However, situations with a high
number of packets in flight and also increased delays are present. In the
following, the two experiments with smaller data rates of 500 kbit/s and
1 Mbit/s are explained first as the effect of both phenomena described above
are more visible and more intuitive to explain.
Figure 4.8b shows the experiment with a sending interval of 8 ms and
a resulting data rate of 500 kbit/s. Compared to the same stationary
experiment in Section 4.2.1, the buffering delay has significantly increased.
In fact, further analysis of the results shows that the majority of the data
points (∼97 %) are located in the lower left region with a buffering delay
not exceeding 150 ms. Furthermore, the analysis reveals that ∼30 % of
the data points do not exceed the maximum buffering delay of 25 ms as
in the stationary experiments. In this case, the channel conditions are
comparable with stationary measurements and may be, for instance, caused
by interruptions of the traffic flow due to traffic lights or driving with low
speed. In those situations, the channel conditions are more stable and
packets can be served immediately at the base station and hence experience
lower delays. On the other hand, values outside this range experience higher
buffering delays due to fluctuations of the channel conditions. Due to this, the
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This interval is determined by the radio scheduler of the base station and
depends on the current channel conditions. Hence, the buffer is flushed faster
and thus the overall buffering delay for those packets reduces. Assuming
constant channel conditions at this point in time, the fast-flushing happens
until the buffer is empty (if possible at all due to continuously incoming
packets) or the channel conditions improve such that all remaining packets
can be sent. As long as the channel conditions improve, the buffering delay
and the number of packets in flight return to a region of normal operation,
as depicted in Figure 4.9b in this experiment. On the contrary, from the
observation point of the packets with a high number of packets in flight and
low delay (3), the buffer-filling phenomenon is observed. Here, the incoming
packets arrive at the time when the buffer is filled but flushed shortly after
the packet arrived and hence the packets experience lower delays but a higher
number of packets in flight. The transition between both phenomena (2→3)
appears as a line with a negative slope.
On the other hand, the magenta line shows a similar behavior at another
instance of time but includes packet losses due to an outage during the
measurement. This outage can also be observed in Figure 4.7 where it
is indicated by the small red segment. In this particular case, the signal
strength at the UE was below the lowest possible limit where no transmission
could be initiated by the base station. In Figure 4.9a this is visible by the
jump on the x-axis to 630 packets in flight (5). After that, the fast-flushing
phenomenon takes place and the packets are transmitted to the UE (5→6).
However, the gap between (6) and (7) can be explained by excellent channel
conditions and hence an immediate transmission of the buffered packets.
After that, the transmission operates in a normal region as depicted in
Figure 4.9b where the channel conditions are excellent.
In Figure 4.8a where the data rate is 10 Mbit/s it can be observed that
most of the collected data points reside in a region where the buffering
delay is relatively small (up to 250 ms), but massive fluctuations in the
number of packets in flight are observed. As described in the last paragraphs,
these outliers are situations where the channel conditions severely changed
due to the mobility of the UE and hence packets are buffered at the base
station. Once the channel conditions improve, the buffer is flushed and the
packets transmitted. However, in cases where the data rate is very high (e.g.
10 Mbit/s) and the channel conditions fluctuate significantly, the straight
lines with negative slope may look like loops, as can be seen in Figure 4.8a.
Due to the high sending rate, the buffer cannot be flushed fast enough and
return to the normal operating point. In other words, when the incoming
serving rate is higher than the available channel capacity from the base
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conditions while driving. Resulting from this, the base station has to buffer
numerous packets when the channel conditions are poor and/or the maximum
available transmission rate of the base station is lower than the offered load.
In turn, this leads to an increase of the buffering delay until either the
channel conditions improve or packets are discarded at the base station
due to the maximum capacity of the buffer. This effect can be observed in
Figure 4.12b, where in 3G the number of packets in flight reaches the upper
bound of the buffer (∼2000 packets/∼1 MByte). In LTE this effect cannot
be observed due to higher channel capacities, improved radio schedulers, and
more sophisticated buffer management.
4.2.4 Competing Traffic
A common assumption made about cellular channels is that since the cellular
radio scheduler maintains separate queues for each user, competing traffic
may not affect each other [WSB+13]. In this section, a simple experiment
is performed to show that two contending flows (especially when operating
close to link saturation) can affect each other despite queue isolation. Since
these users (flows) still compete for the same radio resources, the radio
scheduler has a major impact on the buffering delay experienced by each
In this experiment, two users compete for the same radio resources of
the same cellular base station such that when both users are active, their
combined data rate is less or equal to the (theoretically) available channel
capacity. Due to cost reasons, this experiment is restricted to the 3G network
instead of LTE. In order to prove the influence of competing traffic, three
experiments were conducted where the first user is constantly receiving at
a fixed rate (1, 5, or 10 Mbit/s) while the second user is set to operate
in ON/OFF periods of 1 minute intervals and receives constantly with
10 Mbit/s during the ON periods. The three experiments were executed in a
stationary environment as described in Section 4.1.1 and their configurations
are summarized in Table 4.2.
Experiment Data rate user 1 Data rate user 2
Experiment 1 1 Mbit/s, always ON 10 Mbit/s; ON during the
1st, 3rd and 5th minute
Experiment 2 5 Mbit/s, always ON 10 Mbit/s; ON during the
1st, 3rd and 5th minute
Experiment 3 10 Mbit/s, always ON 10 Mbit/s; ON during the
1st, 3rd and 5th minute
Table 4.2: Configurations for competing traffic experiment
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with delay values which determine how long each incoming packet will be
delayed. However, Cellsim is limited to single flow experiments and does not
simulate radio scheduler contention of multiple flows. As the simulators and
the network emulator Cellsim both have their limiting factors, the properties
of both tools are combined to: a) allow for scalability without using real
hardware, b) repeatable network conditions coming from real network traces
for different mobile scenarios, and c) taking (a certain amount of) contention
in the network into account. Although the channel traces were recorded
from four users (UEs) only, combining them to one large trace allows for
emulating a larger number of user contention. The simulator can then use
the traces to emulate a contention of numerous users. This is due to the fact
that the overall combined data rates of the original four users were close to
the channel capacity of the cellular network.
This section gives an overview of the channel traces that were collected
from real cellular mobile networks and that are later used in a simulation
environment to replay the channel conditions of real networks. The results
are shown in terms of throughput over time for uplink and downlink direction
on Etisalat’s 3G cellular network.
In the Figures 4.17a to 4.17e it can be observed that mobility, obstacles,
and dense population result in higher fluctuations of the throughput for
both downlink and uplink. In the downlink direction it can be seen that
the throughput fluctuates around 20 Mbit/s, which corresponds to the
accumulated throughput of all four smartphones, i.e., 4x 5 Mbit/s. In
the uplink direction it can be noticed that the expected throughput of
10 Mbit/s is not reached at any point in time due to restrictions of the uplink
channel capacity. The fluctuations seen here are due to the changing channel
conditions of the radio link between the base station and the smartphones.
When the received throughput is below 20 Mbit/s (in the downlink direction),
the channel conditions are insufficient and packets are buffered (or even
discarded) at the base station. As soon as the channel conditions improve,
the buffered packets are transmitted and hence the throughput overshoots
20 Mbit/s until all packets are delivered. When the channel conditions are
stable and good enough to carry the offered data rate of 20 Mbit/s, as can be
seen in Figure 4.17a (between 180 s and 220 s) for example, the throughput
stabilizes at the offered data rate.
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packet is delayed by this value. In general, the traffic shaper is a modified
version of a regular network router (as natively available in the simulation
environment) and also implements a shared queue with RED [FJ93] Active
Queue Management (AQM). RED, also known as Random Early Discard
or Random Early Drop, is a data queue control mechanism for network
schedulers and is designed for congestion avoidance. This queue control
mechanism was chosen because it is the method that has found widest
acceptance in the past and is nowadays used in many network routers to
cope with highly loaded traffic scenarios and to avoid congestion.
4.4 Conclusions
This chapter focused on the measurements and evaluations of channel traces
on commercial cellular mobile networks. The measurements were conducted
to a) highlight the properties and characteristics of cellular networks and b)
to generate channel traces that can be used in a simulated environment to
model channel characteristics of scenarios with high contention.
The measurements showed that user mobility had a substantial impact
on the channel characteristics and influenced the buffering delay and the
number of packets in flight significantly. Although the packet sizes and the
sending intervals played only a minor role in the overall performance, it was
demonstrated that the resulting data rates were the main contributing factors.
It was also observed that higher data rates resulted in a higher presence of
the two previously described phenomena, namely fast-flushing phenomenon
and buffer-filling phenomenon. Especially under unstable channel conditions,
e.g. when mobility was introduced, these effects became more intense and
visible. As a result, the number of packets in flight and the buffering delays
were significantly increased.
Additionally, despite the queue-level isolation of flows (UEs) in current
cellular mobile networks, flows still compete for the same radio resources. In
particular, when two flows contended for radio resources and their data rates
approached network capacity, it was observed that cross-competing traffic
played an important role in the buffering delays of the packets. Furthermore,
the experiments revealed that typical traffic characteristics observed at
a receiver were highly bursty (even for smooth sending patterns). This
burstiness exhibited variable burst sizes and burst inter-arrival times which
were sensitive to the level of contention. From the evaluations it could be
concluded that their PDFs did not follow a certain probability distribution.

5 The Verus Protocol
The cellular channel measurements in Chapter 4 revealed that channel
conditions of cellular mobile networks are highly variable, unpredictable, and
sensitive to contention and mobility. As a result, packets that are injected into
such networks are significantly influenced by these effects; especially when
the sender is not aware of these effects and sends them in an uncontrolled
manner. Likewise, legacy congestion control protocols such as the TCP and
its variants are known to perform poorly over cellular mobile networks, as
described in Chapter 2. As also extensively discussed in the literature, most
of these protocols suffer from stochastic packet losses that are not linked to
congestion and large bandwidth-delay products [WSB+13, GN12, JWLR12].
Instead, packet losses are mainly caused by the harsh and rapidly changing
channel conditions of the cellular networks and also by outages due to
handover among base station.
With these facts in mind, the design of a new congestion control protocol
was mainly driven by three goals:
• High throughput by exhibiting an efficient algorithm to control and adapt
the sending rate according to the instantaneous and varying channel
conditions of cellular mobile networks.
• Low packet delays (or below a certain threshold) while reacting quickly
to channel changes in order to avoid additional queuing delays.
• Fairness among flows and to other concurrent protocols.
In this thesis, a new congestion control protocol is designed and developed
to address the shortcomings of congestion control protocols in the cellular
environment. The proposed protocol is named Verus1 and a first pro-
totype implementation is publicly available and can be downloaded from
https://github.com/thp-comnets/verus.
The following sections describe the concept of the Verus congestion
control protocol in more detail and is partly taken from [ZPC+15].
1Verus is Latin for right, fair, proper, suitable.
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5.1 Verus Description
Verus is a delay-based, end-to-end congestion control protocol that is
specifically designed for highly variable cellular channels that. The protocol
design was heavily inspired by the channel observations in Chapter 4 and
aims to cope with the high unpredictability of cellular channels. Instead
of explicitly attempting to predict the dynamics of the cellular channel,
Verus remains in a constant exploration mode and continuously learns the
relationship between the sending window and the perceived end-to-end delay
of the network. By means of delay variations, the protocol learns a delay
profile that reflects the relationship between the packet delay and the amount
of data that can be sent without causing network congestion. As contention
and competing traffic impact the performance significantly, Verus takes
delay feedback from the receiver into account as an indication of contention.
Finally, because channel fluctuations occur on different time-scales, Verus
uses small steps (epochs) to track fast changes and delay profile updates to
track slower changes.
In general, Verus borrows several features from legacy TCP variants, such
as slow-start to initiate a connection and multiplicative decrease to react
upon packet loss. However, Verus changes the way the sending window is
maintained. Legacy TCP uses additive increase and increases the Congestion
Window (CWND) size by 1/CWND, i.e., increasing the congestion window
by one packet when it successfully received a full window. This process
can be lengthy and slow and is not suitable for rapidly changing channel
conditions. In contrast, Verus increases and decreases the sending window
at smaller time scales (epochs). These epochs are typically intervals of
several milliseconds and therefore significantly smaller than the usual RTTs
of current networks. Verus adapts to the changing channel conditions by
rapidly increasing the sending window when the channel conditions allow for
it. Similarly, Verus seeks to reduce the sending window even before packet
loss occurs. On the contrary, TCP only decreases its congestion window
through an aggressive multiplicative decrease after a packet loss.
During the course of operation, Verus tries to maintain an appropriate
(sliding) sending window W over a period equal to the estimated network
delay (RTT). Within a sending window, Verus estimates how many packets
need to be sent per epoch in order to prevent congestion or packet loss. At
each epoch (in the absence of losses) Verus either increments or decrements
W using the delay profile as follows:
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Wi+1 = f(di + δi) (5.1)
where,Wi+1 is the next sending window, f() is the delay profile function with
di being the current packet delay, and δi the delay increment or decrement
value.
5.1.1 Abstract Description and Symbols of Verus
The Verus protocol exhibits two independent algorithms that run in parallel,
namely the sender to calculate and send packets and the receiver to receive
ACKs and to calculate delay relevant parameters. The sender operates on
predefined and fixed time intervals (epochs) in which decisions are regularly
made. After the slow-start phase, the sender estimates the current sending
window every epoch based on the perceived packet delay and a mapping
of the delay profile that describes the relationship of the sending window
and the packet delay of the recent history. Hereby, the sender makes use
of parameters that describe the properties of the packet delay over time,
namely the minimum, the maximum, the ratio of both, and the average
packet delay. These parameters are obtained from the receiver during every
epoch. That is, for every incoming ACK at the receiver during an epoch,
all perceived packet delays are stored and their minimum, maximum, the
ratio of both, and the average packet delay are obtained. In addition, the
delay profile is updated for every incoming ACK with a value pair of the
current packet delay and the sending window with which the packet was
sent. Based on these delay informations, the sender determines the sending
window that suits the current delay properties of the network. This is done
by either incrementing or decrementing the sending window by adapting an
estimated delay (the target delay). The estimated delay is either incremented
or decremented by fixed parameters and then used to obtain a corresponding
mapping of the sending window from the delay profile. As the sending
happens in epochs that are smaller that the RTTs of the packets, only a
portion of the sending window is sent. This portion corresponds to the
amount of packets that needs to be sent per epoch to maintain the estimated
sending window over an RTT. In the case of packet loss, the sending window
is multiplicatively decreases by a predefined factor and prevents the protocol
to further overload the network with packets.
Figure 5.1 shows the time framework of the Verus protocol and Table 5.1
summarizes all symbols that are used to describe the protocol in this chapter.
Furthermore, a pseudo-code of Verus is listed in Algorithm 1 to highlight
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the basic operations of the protocol. Please note that the slow-start phase,
packet loss handling, constructing the delay profile, and timeout handling
are not shown.
Time
Epoch
i
Epoch
i+ 1
Estimated sending
window Wi at epoch i
Estimated sending
window Wi+1 of epoch i+ 1
Si+1
Figure 5.1: Verus time framework
Symbol Description
n Number of epochs per RTT
i Epoch number (current)
i+ 1 Epoch number (next)
s Packet sequence number
~Di Vector of received packet delays per epoch
D Averaged packet delay (weighted)
β Weighting factor of D
Ds,i Delay of packet s in epoch i
Dmin,i Minimum packet delay during epoch i
Dmin Minimum packet delay during connection
Dmax,i Maximum packet delay during epoch i (weighted)
α Weighting factor of Dmax,i
Dest,i Estimated packet delay for epoch i
∆Dmax,i Packet delay variation of Dmax,i and Dmax,i−1 during epoch i
Wi Sending window for epoch i
Wi+1 Sending window for epoch i+ 1
Si+1 Portion of sending window Wi+1 for epoch i+ 1
R Ratio of the maximum (Dmax,i) and
minimum packet delay (Dmin)
δ1 Decrement parameter of delay estimate (Dest)
δ2 Increment parameter of delay estimate (Dest)
M Multiplicative decrease factor
Wloss Sending window in which a loss occurred
Table 5.1: Overview of Verus symbols
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Algorithm 1 Verus pseudo-code
1: procedure Verus
2: Dmin, Dmax, α← initial value
3: delay profile← initialized during slow-start
4: procedure Receiver
5: while incoming ACKs do
6: d← treceived − tsent
7: w ← wACK
8: ~D ← append(d)
9: ~W ← append(w)
10: D ← ewma(β, d)
11: if epoch expired then
12: dmin ← min( ~D)
13: dmax ← max( ~D)
14: if dmin < Dmin then
15: Dmin ← dmin
16: Dmax ← ewma(α, dmax)
17: ∆Dmax ← Dmax − dmax
18: ~D ← clear()
19: if update delay profile expired then
20: delay profile← update( ~D, ~W )
21: procedure Sender
22: Dest ← initial value
23: R← preset
24: while TRUE do
25: if epoch expired then
26: if Dmax/Dmin < R then
27: Dest ← Dest − δ2
28: else
29: if ∆Dmax > 0 then
30: Dest ← Dest − δ1
31: else
32: Dest ← Dest + δ2
33: W ← delay profile(Dest)
34: S ← calculate portion(W )
35: send(S)
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5.1.2 Verus Elements
In general, Verus can be described by four elements that represent the
main functionality of the protocol:
• Delay Estimator: Estimates the packet delay using delay measurements
based on the receiver’s acknowledgments.
• Delay Profiler: Tracks the relationship (delay profile) between the
packet delay and the sending window. Only values of packet delay and
sending window that do not cause network congestion or packet loss are
considered.
• Window Estimator: Estimates the sending window using the Delay
Estimator and the Delay Profiler.
• Loss Handler: Handles packet losses and adjusts the sending window
accordingly, i.e., multiplicative decrease.
The basic interactions of the four elements are illustrated in Figure 5.2.
The blocks highlight the functionality of the elements and the arrows indicate
the transitions between the blocks. The symbols that are used in the figure
are summarized in Table 5.1.
Delay Estimator
Compute delay Ds,i,
calculate Dmax,i, Dmin,i
Loss
Handler
Delay Profiler
Update and calcu-
late delay profile
Window Estimator
Determine send-
ing window
Incoming
ACKs (s)
Delay, window
pairs (Ds,i, Wi)
Average delay (D),
delay variation (∆Dmax)
Mathematical
function
of delay
profile curve
Upon
packet loss
Pause
computation of
delay values
Multiplicative decrease
of the sending window
Outgoing
packets
(Si+1)
Figure 5.2: Block diagram of the Verus elements
The following sections explain the four elements in more detail.
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5.1.2.1 Delay Estimator
The Delay Estimator is responsible for processing the receiver’s acknow-
ledgments and estimating the packet delay. It calculates the packet delay
Ds,i for each packet by subtracting the current time (i.e., acknowledgment
received time) from the packet sent time; where s represents the packet
sequence number and i represents the Verus epoch number. Both numbers
are incremented by every packet and epoch, respectively.
Within a Verus epoch, the Delay Estimator keeps track of all received
packets and their delays and stores them in a vector ~Di. This vector contains
all received delay values Ds,i during that epoch, including the minimum
min( ~Di) and maximum max( ~Di) delays. The minimum and maximum are
further denoted as Dmin,i and Dmax,i, respectively.
While the minimum delay is not used in the Delay Estimator, the maximum
delay received within that epoch is used to characterize a possible channel
change. Although values of Di could be more accurate, the maximum delay
represents the worst delay within that epoch and may also indicate an
upcoming change of the channel. In order to track the (short-term) changes
of the channel and to avoid abrupt jumps in the resulting sending window,
the maximum delay is weighted by an Exponentially Weighted Moving
Average (EWMA) and is assigned as:
Dmax,i := α ·Dmax,i−1 + (1− α) ·Dmax,i
with 0 < α ≤ 1
(5.2)
Similarly, the instantaneous delay values of ~Di are also weighted by an
EWMA to take the past values into account:
D := β ·Ds,i + (1− α) ·D
with 0 < β ≤ 1
(5.3)
The difference between the averaged maximum delays of the last two
epochs (Dmax,i and Dmax,i−1) is denoted as ∆Dmax,i and represents the
increase or decrease of the maximum delay experienced by the network
relative to the previous epoch:
∆Dmax,i = Dmax,i −Dmax,i−1 (5.4)
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The value of ∆Dmax,i is passed to the Window Estimator to estimate the
sending window for the next epoch.
Another important parameter that is later used in the Window Estimator
is Dmin. It represents the minimum delay during the entire connection and
is assigned as follows:
Dmin :=
{
Dmin,i, if Dmin > Dmin,i
Dmin, otherwise
(5.5)
As expressed by Equation 5.5, Dmin is only updated if a smaller delay as
the current Dmin is observed. This allows Verus to keep track of the delay
characteristics of the network and is essential to decrease or increase the
data rate accordingly (see Equation 5.6).
5.1.2.2 Delay Profiler
The creation and maintenance of the delay profile is an integral part of the
Verus protocol and reflects the relationship between the current packet
delay and the size of the sending window. By means of this, the delay profile
is used by the Window Estimator to infer the next sending window Wi+1 for
the next epoch i+1. Besides creating and maintaining a curve that describes
the conditions of the network in terms of delay and sending window, the
main task of the Delay Profiler is to provide a mathematical description of
the recorded value pairs.
As depicted in Figure 5.3, the delay profile is represented as a curve which
is an approximation (curve fitting) of the individual raw value pairs of the
delay and the sending window. In both, the x axis corresponds to the sending
window (Wi) and the y axis to the packet delay (Ds,i). In Verus, each
packet s is sent as part of a sending window Wi. The Delay Profiler keeps
track of Wi for each sent packet and thus upon receiving an acknowledgment
for packet s, the sender obtains a value pair of Ds,i and Wi. This value pair
is added to the delay profile and represents one particular point of the delay
profile. All value pairs that reside in the delay profile can also be represented
(or approximated) as a curve. Depending on the implementation, the curve
fitting, if desired, can be of arbitrary choice. The only requirement that must
be met is that the curve fitting produces a monotonically increasing curve.
This is a very important aspect because the curve fitting is also used to map
delay values beyond the maximum previously recorded value pairs, i.e., all
past value pairs. This circumstance might occur when the instantaneous
packet delay suddenly exceeds the maximum recorded delay value. Then,
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and back-off. That is, Verus estimates the delay Dest,i+1 that the network
should have as follows:
Dest,i+1 =

Dest,i − δ2, if Dmax,iDmin > R
max[Dmin, (Dest,i − δ1)], elif ∆Dmax,i > 0
Dest,i + δ2, otherwise
(5.6)
where Dmin is the minimum delay experienced during the entire connection,
δ1 and δ2 are decrement and increment parameters, and R is the maximum
tolerable ratio between Dmax and Dmin. R is used to tune the protocol
trade-off between delay and throughput. From the equation it can be seen
that R limits the protocol to reach delays above the maximum delay.
The delay estimate Dest,i+1 is used to find the corresponding sending
window Wi+1 on the delay profile, as can be seen in Figure 5.3. At the
beginning of the next epoch i+ 1, Verus calculates the number of packets
Si+1 to send during this epoch. Si+1 is a portion of the next sending
window Wi+1 and is calculated based on the next sending window Wi+1, the
packets that are currently in the network Wi, and the number of expected
acknowledgments Ai during the current epoch
Si+1 = Wi+1 −Wi +Ai (5.7)
where Ai can be expressed as
Ai =
Wi
n− 1 (5.8)
with
n =
⌈
D
Epoch
⌉
. (5.9)
The term Ai describes the number of acknowledgments that are expected
to be received during the time the packets (Si+1) are sent, i.e., during the
next epoch. The current number of packets in the network Wi are divided by
n− 1 due to the fact that 1 epoch has already elapsed and is not considered
in the calculation. The term n denotes the number of epochs per RTT and
is rounded up to the next integer.
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Substituting Ai in Equation 5.7 yields
Si+1 = Wi+1 −Wi + Wi
n− 1 (5.10)
and can be simplified as follows
Si+1 = Wi+1 +
2− n
n− 1 ·Wi. (5.11)
Considering a lower bound of 0, Si+1 becomes
Si+1 = max[0, (Wi+1 +
2− n
n− 1 ·Wi)]. (5.12)
5.1.2.4 Loss Handler
When Verus detects a packet loss or experiences a timeout, the sending
window is reduced in the next epoch by means of multiplicative decrease.
Hence, the new Wi+1 is multiplied by a multiplicative decrease factor as:
Wi+1 = M ·Wloss (5.13)
where, Wloss is the sending window in which the loss occurred, and M is
the multiplicative decrease factor.
Once a loss is identified and the sending window is multiplicatively de-
creased, Verus enters a loss recovery phase. During this phase, the delay
profile is no longer updated because the obtained value pairs would not reflect
the true sending window. The loss recovery phase is important because
Verus builds its delay profile to reflect what could be sent without incurring
network losses. Packets that arrive after a loss would have lower buffering
delays and hence are discarded for the recording.
During the loss recovery phase and upon receiving an acknowledgment,
the sending window Wi+1 is increased by 1/Wi+1 (similar to TCP). Verus
exits the loss recovery phase once acknowledgments of packets sent after the
loss are received, i.e., acknowledgment that have a sending window that is
equal or larger than the current sending window. In addition, Verus uses a
timeout mechanism in case all packets are lost.
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5.2 Verus Implementation
The prototype implementation of Verus consists of a sender and receiver
application written in C++. The sender application runs in a multi-threaded
environment and uses several libraries, such as Boost [Boo15], tbb [Int15],
pthread [XCB13], and ALGLIB [ALG14]. Furthermore, it provides the full
functionality of the Verus elements from the previous section and provides
comprehensive log file output for performance evaluation and debugging
purposes. The receiver application is kept very simple and only receives
packets and sends acknowledgments back to the sender.
The first prototype of the Verus implementation uses the UDP as the
underlying transport protocol to transfer the generated packets. UDP was
chosen due to several reasons: First, UDP is a well implemented transport
protocol in most available operating systems and compatible with current
network infrastructure. Second, UDP provides a simple session management
mechanism to overcome Network Address Translation (NAT) traversal issues.
Third, it stands out for low header overhead and minimal additional packet
latency. However, it is a non-reliable transport protocol and hence Verus is
responsible to guarantee end-to-end reliability between sender and receiver.
In order to realize the Verus protocol in practice, a number of implement-
ation details must be addressed. These include connection establishment,
delay profile initialization and maintenance, and handling of packet loss and
retransmissions. The following sections describe these details briefly.
5.2.1 Connection Establishment
Verus initializes a connection between a sender and a receiver by a mech-
anism called slow-start. Verus’ slow-start is similar to TCP’s slow-start.
The sender begins with sending a single packet towards the receiver. Upon
receiving an acknowledgment for this particular packet back from the re-
ceiver, the sender increments the sending window by one, i.e., sends two
packets. For every additional received acknowledgment, the sending window
is incremented by one until one of the two exit conditions occur:
• Delay threshold: Slow-start is supposed to operate within a desired
region of operation, i.e., below a certain delay threshold. If packet delays
exceed this predefined threshold (e.g., 500 ms), it is an indication that
the network is saturated (under the assumption not to exceed a certain
delay) and that slow-start exceeds the desired region of operation. Hence,
a timeout is triggered to exit slow-start.
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• Packet loss: In general, a packet loss is an indication that packets are
discarded somewhere in the network, e.g., due to poor channel reception,
buffer overflows, etc. The loss of a packet can be deduced at the sender by
missing acknowledgments for certain packet sequence numbers. In some
cases, acknowledgments do not arrive in sequence and hence a missing
acknowledgment is not immediately treated as packet loss. Instead,
Verus waits a certain time (e.g., timer with 150 ms) for every missing
acknowledgment to arrive until a packet loss is triggered. In addition, a
timeout is triggered when the sender does not receive acknowledgments
for a certain period of time, i.e., no acknowledgments are received at all.
This is usually an indication that the network is either congested or that
a buffer limit is reached.
After the slow-start phase, Verus continues with the regular sending of
packets based on the delay profile and the equations explained in Section 5.1.
During the entire time of operation, Verus maintains a list of all trans-
mitted packets and stores the corresponding sequence number, the sending
timestamp, and the sending window with which the packet was sent. This
information is used to clearly identify lost packets and to calculate the packet
delay by incoming acknowledgments. Consequently, the transmitted packet
itself only holds a small header containing the packet sequence number to
identify the packet. In total, the implementation uses an application PDU
size of 1450 bytes which complies with most of the MTUs of the underlying
network technologies.
5.2.2 Delay Profile Initialization and Maintenance
Verus relies heavily on the delay profile which reflects the relationship
between the packet delay and the sending window. The initial creation of
the delay profile is handled during the slow-start phase of Verus.
Upon receiving an acknowledgment from the receiver, the sender calculates
the packet delay and records a value pair of delay and sending window. Once
one of the exit conditions for Verus slow-start is met, the sender should2
have a number of delay/sending window value pairs to build a delay profile
curve. The delay profile curve is constructed from the stored value pairs using
2In the unlikely event of a small dataset that is not sufficient to create a delay profile
curve, the individual data points are used for the mapping of the packet delay and the
sending window. This, however, is not the regular case and only happens when the
slow-start phase exits too early or when the algorithm is not able to find a suitable
approximation of the current set of data points. In general, this circumstance is being
resolved after a few epochs.
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a cubic spline curve fitting from the ALGLB library. The curve fitting is
mainly implemented to approximate the set of value pairs by a mathematical
function and allows for an efficient and fast calculation of the corresponding
values. According to the ALGLB documentation, [ALG14], the cubic spline
curve fitting is a penalized regression spline fitting algorithm that is meant
for noisy curve fitting problems. The algorithm provides the benefits of noise
suppression and adaptive control over smoothing of the resulting curve.
During the course of operation, the delay profile is continuously updated
and maintained to capture channel changes. At every epoch, the delay profile
is updated as follows: For every received acknowledgment at the sender,
the delay value of the point that corresponds to the sending window of the
acknowledged packet is updated with the recently measured packet delay.
This update is performed using an EWMA function to allow the delay profile
to evolve smoothly. Due to the (eventually high) computational effort of
the cubic spline curve fitting, this calculation is not performed after every
acknowledgment or epoch, but instead in certain intervals. In Section 5.3,
reasonable update intervals are discussed in more detail.
Figure 5.4b illustrates an example of how a delay profile evolves over time.
In this example, the curve is calculated every second and for clarity, only
every fifth curve is shown and the channel trace (throughput over time) is
restricted to a length of 200 s. The three curves of each color correspond to
the same colored region shown in the throughput graph in Figure 5.4a. It
can be observed that the delay profile curve changes over time with respect
to the fluctuations of the channel capacity. In regions where the available
channel capacity is low (0 - 25 s), the delay with respect to the size of the
sending window is larger and hence the curve is steeper. In the region with
a larger channel capacity (130 - 200 s), the delay is, even for large sending
windows, significantly smaller and leads to flatter curves.
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responsible for end-to-end reliability and needs to ensure that packets are
reliably delivered to the receiver.
As described above, Verus uses sequence numbers to keep track of received
packets and their corresponding packet delays. In addition, the sequence
numbers are used to identify packet losses or out-of-sequence packets. In
order to deal with packet reordering, the implementation creates a timeout
timer of multiple times the current delay for every missing packet. In the
current implementation, the timeout is dynamically set to the maximum of
either 5 ·Dmax,i or 150 ms. This allows the sender to wait at least 150 ms,
but not more than 5 · Dmax,i, before a timeout is triggered. In case the
missing packet arrives before the timer expires, no packet loss is identified;
otherwise, the sending window is multiplicatively decreased and the missing
packet is retransmitted3.
5.3 Verus Parameter Settings
Verus makes use of a variety of parameters and the selection of these
parameters influences the performance of the protocol or substantially change
the overall protocol behavior and performance. The effects of parameter
change are mainly reflected in throughput, delay, and fairness among flows.
This section provides an overview of the sensitivity analysis to identify the
specific effects of parameter settings and to understand their relation to
common scenarios.
The sensitivity analysis of the Verus parameters was performed using
the OPNET network simulator. The setup of the simulation environment
consists of one server and ten clients, where the server acts as a sender
and the clients as receivers. In order to run Verus over a realistic channel
model, the collected channel traces from Section 4.3 were used to emulate a
cellular network in a simulation environment. Using these channel traces, the
parameter sensitivity analysis is mainly focused on the following parameters:
epoch interval, the delay profile update interval, the delta decrement (δ1) and
delta increment (δ2), the ratio of the maximum and minimum delay (R), and
the sending buffer size. Table 5.2 shows the parameters and their resulting
values. The parameters in the upper part of the table are investigated
in the following sections, whereas the parameters in the lower part of the
table have a comparatively small influence on the overall performance of the
protocol and were chosen based on past observations and other protocols.
3In the current implementation that is used in the following section, retransmissions are
not implemented.
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For example, the factor of the delay to trigger a timeout is set to 5. Based
on the design goal of Verus to maintain small packet delays, a time of
5 ·Dmax,i where no packets are received are usually an indication of severe
changes in the network conditions and hence Verus needs to take action,
i.e., trigger a timeout. However, the timeout timer is lower bounded by
150 ms and upper bounded by 1000 ms. A factor of 5 is a reasonable value,
as waiting longer to trigger a timeout might cause the protocol to stall.
Another example is the weighting factor α and β of the delays Dmax,i and
D. As suggested in [Jac88], it was chosen to be 0.875.
Parameter Value Description
Epoch 5 ms Time interval in which packets are sent
Delta δ1 1 ms
Decrement parameter of
delay estimate (Dest,i)
Delta δ2 2 ms
Increment parameter of
delay estimate (Dest,i)
Delay profile 1 s Time interval the delay profile
update interval is re-calculated
Upper limit of delay R 2, 4, 6
Upper limit of the ratio of the maximum
(Dmax,i) and the minimum packet
delay (Dmin)
Slow-start exit 500 ms
Delay threshold to exit slow-start,
i.e., the maximum tolerable packet delay
during slow-start
PDU size 1450 bytes PDU size from the application layer
EWMA α of Dmax,i 0.875
Weighting factor of the maximum
delay Dmax,i
EWMA β of D 0.875 Weighting factor of the packet delay D
Missing packet expiry 150 ms Time to treat a missing packet as lost
Multiplicative decrease 0.7 Factor to multiplicatively decrease
the sending window
Timeout factor 5 Factor of packet delay until
a timeout is triggered
Timeout (min) 150 ms Minimum time until a timeout is triggered
Timeout (max) 1000 ms Maximum time until a timeout is triggered
Table 5.2: Overview of Verus parameters. The epoch interval, the deltas
and the delay profile update interval are further evaluated in this section.
The analyzed parameters in this section, i.e., the upper part of Table 5.2,
are evaluated by the three metrics, namely Jain’s fairness index, throughput
(Mbit/s), and packet delay (ms). Jain’s fairness index [Jai91], as listed in
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Appendix B, is calculated over windows of one second and these one second
fairness values are averaged to obtain the overall fairness index of all flows.
The throughput and delay values of every parameter value (i.e., values from
ten clients) are averaged. For the sake of an easier overall comparison, all
averaged throughput and packet delay values per parameter are normalized
to the maximum value. For the evaluation of those parameters, a higher
fairness index, a higher throughput, and a smaller packet delay are considered
to be better.
The sensitivity analysis was executed in numerous iterations in order to
obtain the best combinations of the parameters. The results shown in the
following sections are based on the values listed in Table 5.2. For instance,
in the analysis of the delta decrement δ1 and increment δ2, the values of the
delay profile update interval and the epoch interval were set to 1 s and 5 ms.
In addition, the upper limit of the packet delay ratio R was set to 6 and all
other parameters were set as listed in the table. Based on the parameter
that influence Verus most, the order of the analysis was executed as the
following: epoch interval, delta increment and decrement, and delay profile
update interval.
5.3.1 Epoch Interval
In general, cellular channels have three different effects governing the channel
changes. Some are short-term (e.g., fast-fading) and others are long-term
(path-loss and slow-fading). The epoch determines in which intervals Verus
calculates the amount of packets to send (Si+1). The smaller the epoch, the
faster Verus reacts to fast-fading, sudden channel changes or packet loss.
Short-term channel variations are not directly influenced by the epoch time,
but rather by the delay profile update interval, compare Section 5.3.3.
As illustrated in Figure 5.5, an epoch interval of 5 ms was found to be
a suitable value for good Verus performance. With this value, Verus
achieves high fairness among flows and also high throughput. In addition, a
small value of allows Verus to quickly adjust the operating point on the
delay profile and to adapt quickly to sudden channel fluctuations. Larger
values of cause Verus to adjust the sending window too slowly to respond to
short-term channel fluctuations. This may cause Verus to miss situations
where the channel conditions may have improved and hence more packets
could have been sent. On the other hand, within a 5 ms epoch, the cellular
channel does not experience larger long-term channel changes caused by
path-loss or slow-fading effects.
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5.3.4 Upper limit of the Packet Delay (R)
The characteristics of a network channel and the behavior of how a delay-
based protocol adapts to it, are mainly dependent on the delay variations
of the network link. Delay variations can be described by the maximum
and minimum delay of the network. As indicated in Equation 5.6, the
maximum upper limit R of the tolerable delay determines the relationship
between these two delays and has a major influence on the performance
of the protocol. Inevitably, this parameter sets the operation point of the
protocol in terms of maximum delay (assume the sending buffer is large
enough to reach the maximum delay; compare Section 5.3.5). A small R
(1.2 ≤ R ≤ 2) allows the protocol to operate on a low delay range (i.e.,
Dmax = R ·Dmin) but with the penalty of lower throughput. Likewise, a
large R (R > 2) yields high delays but also high throughput. While the
value of R is negligible on fixed networks with constant delays and fast links,
the parameter becomes essential when operating Verus in a competing
environment with fluctuating channel characteristics, such as packet delay
and link capacity. Here, a higher value of R and hence larger dynamics
in filling buffers is of importance in order to explore changes quickly and
efficiently. However, a higher value of R allows higher throughput with the
penalty of higher delays. As a conclusion from the sensitivity analysis, values
of 2, 4, and 6 are used for the parameter R in this work.
5.3.5 Sending Buffer Size
Although the sending socket buffer of the sender (i.e., sending buffer) is
only one buffer in the transmission link between sender and receiver, it is
one of the most important ones due to its close proximity to the sender.
Hence, it directly influences the performance of congestion control algorithms.
The main task of the sending buffer is to enqueue incoming packets from
the network stack in case the data rate of the network is smaller than the
incoming packet rate or when the network conditions vary. In the latter
case, the variations may be either long-term or short-term changes and
depend on numerous factors. While long-term changes are rather uncritical
since they are tracked by the congestion algorithm, short-term changes
are not immediately detectable by the congestion control algorithm of the
sender. Short-term changes of the network conditions are mostly caused
by congestion or fluctuations of the network and may also cause long-term
changes over time (chain reaction). As a result, the buffering of packets that
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are sent during short-term channel changes is essential to avoid packet loss
and to give the congestion algorithm time to adapt.
In general, the dimensioning of buffers in a network is a difficult task
and depends on many different factors. While a small buffer causes packet
loss, a large buffer may result in bufferbloat [GN12]. Likewise, a large
buffer leads to less packet drops but higher delays, a small buffer leads
to the opposite. As a result, the socket buffer of the sender has a direct
impact on the performance of the protocol. Like in TCP, the socket buffer
size corresponds directly to the maximum throughput and hence limits the
maximum achievable throughput by restricting the maximum size of the
sending window [YYK09, JPD03].
For an effective buffer allocation, the bandwidth-delay product (BDP)
is a common measure for dimensioning buffers [JPD03]. However, both
parameters (bandwidth and delay) are sometimes difficult to determine due
to the nature of the underlying network, e.g. both parameters might vary
over time or change upon arrival of new flows. In general, the authors of
[JPD03] recommend to set the socket buffer size to twice the size of the
BDP of the link:
socket buffer size = 2 · bandwidth · delay (5.14)
In current Linux distributions (e.g. Ubuntu 14.04), the maximum4 buffer
sizes of TCP and UDP sockets are set by default to ∼4.5 MB and ∼200 kB,
respectively. Given that, the UDP buffer size of ∼200 kB is not sufficient
when operating Verus with the goal of achieving high throughput. Unless
otherwise stated, the buffer size was increased for the experiments to ∼2 MB,
which was proven to be a reasonable buffer size for most of the scenarios.
However, due to the BDP, this buffer size causes higher delays when the
link capacity drops below 2 Mbit/s. Appendix C gives an overview BDPs
for selected scenarios.
5.4 Summary
This chapter described a novel delay-based congestion control protocol
that was specifically designed for highly variable cellular networks. In
comparison to many existing delay-based congestion control protocols, the
4The Linux kernel has two parameters to set the socket buffer size: default and maximum.
The default value specifies the default size of the socket that is allocated at startup. The
maximum size specifies the maximum allocatable memory by the system.
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Verus protocol described here tries to actively explore the channel capacity
and to react to sudden channel changes accordingly. The protocol achieves
this goal by maintaining a delay profile relationship of the packet delay and
the size of the sending window. This relationship is then used to send packets
in small time intervals to react quickly to upcoming channel changes. This
chapter highlighted the basic functionalities of Verus and describes how
the protocols achieves the desired goals. Furthermore, the chapter details a
prototype implementation and describes the required parameters that are
going to be used in the following chapters. In oder to select appropriate
parameters for the implementation, a sensitivity analysis was executed to
determine the most important parameters, such as epoch interval, delay
profile update interval, and the delay increment and decrement parameters.

6 Evaluation of the Verus
Protocol
This chapter evaluates the performance of the Verus protocol under a
variety of network scenarios and is compared against Sprout [WSB+13] and
variants of the TCP including Cubic [HRX08] and Vegas [BOP94]. While
the first section summarizes the methodology, the measurement setup, and
the configuration parameters of the evaluations, the second section highlights
the results of the experiments. The experiments cover network scenarios
with static links, rapidly changing channel capacities, and real world cellular
networks. It is shown how Verus, and other protocols, perform for different
networks when running single/multiple flows of Verus and on scenarios
with mixed protocols. Some of the results in this chapter are published in
[ZPC+15].
6.1 Measurement Description
Verus and other protocols are evaluated in different scenarios by means
of their achieved throughput and end-to-end packet delay. The throughput
represents the amount1 of data that is transmitted over the link at a certain
time interval (Mbit/s) and the packet delay represents the round-trip time
in milliseconds between the server and the client at the network layer. Both
values are used as a fairness and performance measure.
6.1.1 Measurement Setup
The basic setup of the measurements is depicted in Figure 6.1. The network
configuration represents a dumbbell topology of (at least) two machines: one
server and one (or more) clients. A dumbbell topology has the property of
sharing a common bottleneck link among all participating endpoints. All
1Similarly to the other evaluated protocols, the packet sizes for the Verus protocol are
calculated as follows: 1450 bytes Verus MTU + 8 bytes UDP + 20 bytes IP + 14 bytes
Medium Access Control Sublayer (MAC) = 1492 bytes
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machines run a Linux (Ubuntu 14.04) operating system and the link between
the machines are either wired or wireless. In this configuration, a desktop
computer acts as the server (sender) and is either accessible via a Gigabit
Ethernet switch (D-Link DGS-1008D) or via the NYUAD campus network,
which was also equipped with a Gigabit network link. For all experiments
apart from 3G/LTE, the connections from the clients to the server were
established via a separate Ethernet switch and hence cross-competing or
background traffic from the campus network was not present. As a result,
the full bandwidth of up to 1 Gbit/s and packet delays (also referred to as
baseRTT) smaller than 1 ms were present on this link.
Server @ Campus
(Sender)
Laptop
(Receiver)
Laptop
(Receiver)
Laptop
(Receiver)
.
.
.
Switch/Bridge
        Gigabit Ethernet
        Gigabit Ethernet or Wireless (Wifi, 3G, LTE)
Transmission Links
Figure 6.1: Measurement setup (wired or wireless) with one server and one
(or more) clients
6.1.2 Network Shaping
Gigabit Ethernet with its very high bandwidth and very small packet delay
does not reflect commonly used wired scenarios. Apart from network config-
urations as they are present in data centers or Local Area Networks (LANs),
network connections usually have limited bandwidth and a certain packet
delay due to background traffic, intermediate switches, etc. In order to con-
trol the bandwidth and the packet delay of the given Gigabit Ethernet link,
the Linux Traffic Control (tc) tool [Ale12] was used. The tc tool provides
shaping, scheduling, policing, and dropping of packets in the Linux kernel
and facilitates numerous queuing disciplines to process and control network
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traffic. The tool was used to emulate network links with bandwidths smaller
1 Gbit/s and to set specific packet delays2. This was especially helpful to
emulate networks with different link capacities without the need of setting
up the corresponding infrastructure, e.g., Ethernet cards and switches with
lower transmission speeds.
6.1.3 Protocol Parameter
When running congestion control protocols over links with large bandwidths
or high packet delays, the sending buffer size has a significant influence on
the performance. As indicated in the literature [DJD05, BSM04, EGG+06],
large buffers result in high packet delays and small buffers lead to an
underutilization of the available bandwidth. Due to the shortcomings of the
default buffer size of the UDP socket buffer (as described in Section 5.3.5), the
sending buffer size of the server was adapted for the experiments accordingly
when running Verus. Unless otherwise stated, the buffer size was set to
2 Mbyte. For experiments with bandwidths above 100 Mbit/s, Table C.1
in Appendix C gives an overview of buffer sizes for BDPs that were used
throughout the experiments. As denoted in Equation 5.14, the buffer sizes
were calculated by means of the maximum available throughput and the
maximum expected packet delay, e.g. if R = 6 and the baseRTT = 20 ms,
the maximum expected packet delay yields ∼120 ms. Hereby, the parameter
R is the upper limit of the tolerable delay and the baseRTT the minimum
packet delay of the link.
All Verus parameters, except the parameter R, were set as stated in
the Table 5.2 in Section 5.3. In order to show the influence of the tuning
parameter R, the parameter was varied between 2, 4, and 6 in the applicable
scenarios. As for the other protocols, i.e., TCP Cubic, TCP Vegas, and
Sprout, the default Linux (Ubuntu) configurations/parameters were used.
6.2 Measurement Insights
In this section, the performance of Verus was first evaluated over networks
with static channel conditions to show the performance of Verus under
perfect and steady network conditions. Therefore, the network was configured
2Adding a packet delay for bandwidths above 500 Mbit/s caused packet drops at the
tc buffers. This was an unexpected behavior and could also be observed with other
congestion control protocols like TCP. As a consequence, an artificial packet delay was
introduced at the client side where the transmission of the corresponding ACK was
delayed by a specified value.
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to have a constant bandwidth and a constant packet delay. Furthermore,
a setup with one flow and a setup with multiple simultaneous flows were
considered. The scenario with one flow shows the performance of a single
Verus flow without any other competing flows. The scenarios with multiple
flows show the fairness properties among several Verus and TCP flows.
Additionally, rapidly changing network conditions were emulated and show
how Verus performs on networks with varying bandwidths and packet delays.
Finally, the last measurement campaign evaluates Verus in real-world
cellular mobile networks, namely 3G and LTE. During the measurements, the
network was in public operation and hence represents theVerus performance
outside controlled environments.
6.2.1 Static Networks
Static or fixed networks represent a common network configuration that
are widely used when the corresponding infrastructure is available to the
user. As mentioned in Section 2, the majority of legacy congestion control
protocols were designed to operate on fixed networks and hence provide
maximum channel utilization for these kind of networks. The properties of
fixed networks are mainly determined by large bandwidths, low packet delays
and low channel variations. Although Verus was not specifically designed
to operate on fixed networks, this section shows (for completeness) the
performance of Verus in environments such as Ethernet in LANs. Due to
the diversity of today’s network infrastructures and the usage of congestion
control protocols across numerous platforms and devices, it is essential that
a new congestion control protocol also shows satisfactory performance on
fixed networks and under certain conditions and circumstances, e.g. multiple
competing flows, large bandwidth-delay products, etc.
6.2.1.1 Single Flow
Ethernet represents the most common standard for fixed network infrastruc-
tures and is well-known for its reliability and usability. In this setup, a simple
network topology with a single flow, i.e., one client and one server, were
directly connected via a Gigabit switch. Due to this setup, the network con-
ditions between the client and the server were almost perfect and the entire
available bandwidths (1 Mbit/s to 1 Gbit/s) could be fully utilized by the
single Verus flow. Due to this consistent utilization, the evaluation in this
section focuses only on bandwidths of 1 Mbit/s, 10 Mbit/s, 100 Mbit/s, and
1 Gbit/s. However, other bandwidths show identical performance in terms of
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the channel characteristics do not change. Due to the design of the Verus
protocol, other scenarios with different bandwidths result in almost identical
graphs and hence are not shown here.
6.2.1.2 Multiple Flows with Verus
In many network scenarios, congestion control protocols will need to coexist
with traffic from other protocols. This may result in congestion on bottleneck
links or packet loss due to buffer limitations. Contrary to the single flow
scenario in Section 6.2.1.1, multiple flows inside a network usually share the
same (bottleneck) link simultaneously.
In the first scenario, the performance of multiple Verus flows over a
network with a fixed bandwidth is investigated. The setup consist of the
same network topology as described in the previous section, but instead of
one client, a set of eight clients was connected to the server and started at
different times. Due to hardware limitations, the clients were spread across
two computers, where each computer ran four clients. The link between
the switch and the server represents the bottleneck link and has limited
bandwidth. In order to allow for an easier evaluation of the throughput of
each single flow, the overall bandwidth of the link was fixed to 80 Mbit/s,
which should yield 10 Mbit/s per flow when all clients are active and if the
protocols fairly share the bandwidth of the bottleneck link. The clients were
started in time intervals of 30 s apart and each client ran for 240 s. This
leads to a scenario with three different regions: In the first 210 s, incoming
flows enter the network every 30 s and hence the available bandwidth per
client decreases for each time interval. Under perfect fairness conditions, one
active client can allocate the full bandwidth of 80 Mbit/s, two clients receive
approx. 40 Mbit/s each, three clients receive approx. 26 Mbit/s each, etc.
In the region between 210 s and 240 s, all clients are active and share the
bandwidth of 80 Mbit/s among each other, resulting in approx. 10 Mbit/s
per client. The third region represents a scenario with departing clients.
Every 30 s, one client terminates its connection and releases the allocated
bandwidth to the other active clients. The experiment was executed with
an R parameter of 2 and the baseRTT of the link was set to 20 ms. The
R parameter was intentionally set to the smallest value to minimize the
resulting packet delay. However, the results of other R parameters show
similar results for the throughput but with higher packet delays and are not
shown here.
Figure 6.4 shows the throughput and the packet delay of the individual
clients over time. From Figure 6.4a it can be seen that all clients share
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Client 1 2 3 4 5 6 7 8
Packet delay (ms) 34.5 34.8 35.2 35.9 35.4 34.7 33.7 34.8
Table 6.1: Mean packet delays per client
In addition, some peaks in the throughput and packet delay graphs are
visible at the beginning of newly arriving flows. These peaks are caused
by the slow-start phase of Verus during the start of a connection, where
Verus tries to explore the available network capacity. As a result, the packet
delay grows until the specified timeout is reached.
6.2.1.3 Multiple Flows of Verus and TCP Cubic
When designing a new congestion control protocol like Verus, it is very
likely that the protocol will coexist with other protocols like TCP in the
same network. In such scenarios, different protocols compete for the same
channel capacities when sharing a common bottleneck link. Hence, it is
essential that all participating flows share the available bandwidth equally
among each other, i.e., provide fairness.
This section shows the performance of a mixed scenario of Verus flows
together with TCP Cubic flows. The setup of the network remains unchanged
but the bandwidth is limited to 60 Mbit/s in order to allow for better visual
comparison. In this setup, three Verus flows and three TCP Cubic flows
were present in the network and shared the common bottleneck link between
the switch and the server. Each set of protocols were instantiated at one
computer, resulting in three flows per computer. In order to evaluate the
influence of newly arriving flows, every 30 s a new flow enters the network
and remains active until the end of the experiment. Consequently, all
participating flows should share the available bandwidth equally among each
other. The experiment was run for 180 s in total and Verus was executed
with an R parameter of 2. Again, the baseRTT of the link was set to 20 ms
for both links between the network switch and the computers.
Figure 6.5 depicts the throughput over time for the three Verus and
three TCP Cubic flows. Table D.2 in Appendix D.1 summarizes the corres-
ponding mean throughput values per time interval for all six flows. It can
be seen that Verus shares the available bandwidth almost equally when no
TCP Cubic flows are present. After 90 s when the first TCP Cubic flows
enters the network, TCP Cubic is slightly more aggressive than Verus and
receives marginally more bandwidth than Verus. However, as soon as all
three TCP Cubic flows are present, the bandwidth share per flow is almost
equally distributed.
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its sending window accordingly. In this section it is investigated how quickly
Verus (and other protocols) can adapt to strong channel variations and
hence rapidly changing network conditions.
This section assumes a simple network model that emulates rapidly chan-
ging networks by varying the available bandwidth and the packet delay
(baseRTT) over fixed intervals [DLZ+15] by the tc tool of Linux. That
is, both values were assigned every 5 s from two randomly generated sets
of values. Both sets of values were defined prior to the experiments and
replayed during the connection. That means, every 5 s a new value for the
bandwidth and the packet delay was picked from the sets. The values of the
bandwidth varied between 10 Mbit/s and 100 Mbit/s and the values for the
packet delay varied between 10 ms and 100 ms. The main advantage of this
approach is the reproducibility of the network conditions. The experiments
were run on the network setup as described in Section 6.1.1 using a Gigabit
network link.
In the first set of experiments, one flow of theVerus protocol was evaluated
over the sets of values with different R parameters, namely 2, 4, and 6. This
set of experiments was executed for 450 s and shows the influence of the R
parameter on the throughput and packet delay performance. Figure 6.6 to
6.8 show the results of both, throughput and the packet delay over time for
the different R parameters. The gray shaded area in the graphs denote the
available bandwidth and the baseRTT of the network for every time interval.
In Figure 6.6a it can be seen that Verus does not fully utilize the available
bandwidth in all time intervals. Especially in occasions where a significant
change in the bandwidth is present, Verus cannot always follow the capacity
changes of the network. This can be explained as follows: First, the time
interval of 5 s is too short for Verus to explore the channel capacity and
hence cannot adapt quickly enough before the channel conditions change
again. Second, Verus is not aggressive enough to detect and/or fully utilize
the change of the channel conditions. However, the graph shows a clear trend
that Verus with and R parameter of 6 is able to follow channel changes and
adapts to changes quickly. When looking at the packet delays in Figure 6.6b
for this experiment, it can be observed that apart from some peaks, the
packet delays are around the expected and tolerable values and do not exceed
the upper bound of R · baseRTT most of the time. The observed peaks
result from the fact that Verus recognized that the network conditions have
changed and adapts its minimum observed packet delay Dmin accordingly.
However, this might take some time due to the packets that are still in the
network and affected by the previous packet delay.
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for 450 s. Due to the shortcomings3 of the Sprout protocol, two variations
of the experiment were considered: In the first experiment, the bandwidth
varied between 10 Mbit/s and 100 Mbit/s, whereas in the second experiment,
the bandwidth varied between 2 Mbit/s and 20 Mbit/s. Nonetheless, the
changing packet delays in both experiments is kept the same and varied
between 10 ms and 100 ms. Due to the observations from the previous
experiments, the R parameter of Verus was set to 6 in order to fully exploit
the available bandwidth and to achieve higher throughput.
Figure 6.9 shows the throughput and packet delay over time for the first
experiment with Verus, TCP Vegas, TCP Cubic, and Sprout. It can be
observed that Verus outperforms TCP Vegas, and TCP Cubic and manages
to adapt very quickly to the rapid network changes in terms of throughput.
As already highlighted in the previous experiments, Verus tracks the network
changes precisely and quickly. In contrast, TCP Cubic misses several peaks
and does not fully utilize the available bandwidth. Especially in situations
where the bandwidth and the packet delay simultaneously jump from small
to large values (e.g., at 205 s), TCP Cubic is not able to adapt to the current
bandwidth. Instead, TCP Cubic lowers its sending window significantly and
hence achieves low throughput. TCP Vegas does not perform well either
and lowers its sending window when the delay experience significant changes,
e.g., at 115 s. Apart from some peaks where TCP Vegas attempts to adapt
to the current network conditions, the achieved throughput is around several
kbit/s. Due to the shortcomings of the Sprout protocol mentioned above,
Sprout utilizes only a fraction of the available bandwidth.
When comparing the delay results in Figure 6.9b of all four protocols it
can be seen that both TCP variants show almost identical values. That
is, both TCP variants follow the given network delay almost precisely and
do not add much of additional packet delays. Verus on the other hand
observes higher packet delays due to its constant exploration mode and the
R parameter of 6.
3The current implementation of Sprout [W+13] is limited to a bandwidth of 20 Mbit/s.
Bandwidths larger than 20 Mbit/s cannot be fully utilized.
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The experiments in this section were performed on Etisalat’s cellular
network in the UAE which provides both 3G and LTE coverage. In this
scenario, the desktop server was replaced with a rack server in the NYUAD
facilities and the clients were replaced by smartphones. The server facilitates
a public IP address and connects the server directly via a fiber link to
Etisalat’s backbone network – which is also the cellular network provider
in this experiment. Consequently, additional delays and background traffic
were nearly negligible and hence the main bottleneck link in the network is
the radio link between the clients and the base station. As for the clients,
Verus was running natively on the mobile devices from a custom designed
Android application [ZP15]. Due to restrictions of the Android operating
system, TCP Vegas, TCP Cubic, and Sprout could no be executed on the
smartphones natively. Thus, these protocols were executed on Universal
Serial Bus (USB) tethered laptops for the respective experiments. This,
however, has only very little impact on the performance of the protocols.
In order to run the experiments on 3G and LTE, the network mode of the
mobile devices were switched accordingly to connect to the appropriate
network to test both 3G and LTE.
This evaluation considers six different scenarios in which each of the pro-
tocols were separately executed. In each scenario, nine flows of the same
protocols were present and distributed on three smartphones/computers
(2x Samsung Galaxy S4 and 1x Sony Xperia Z1, all running Android 5.1), res-
ulting in three flows per device. While Verus and Sprout were executed with
their own built-in traffic generator, TCP Cubic and TCP Vegas were used
as the transport protocols of a File Transfer Protocol (FTP) file download
using the Secure Copy (scp) protocol. Hereby, a large file was downloaded
from the rack server using scp command line tool of the Linux distribution.
Accordingly, the following set of experiments was executed:
• 1. Three phones each running three Verus flows with R = 2
• 2. Three phones each running three Verus flows with R = 4
• 3. Three phones each running three Verus flows with R = 6
• 4. Three phones each running three Sprout flows
• 5. Three phones each running three TCP Cubic flows
• 6. Three phones each running three TCP Vegas flows
In order to obtain an independent set of results (throughput and packet
delay), each experiment was repeated five times on both 3G and LTE
networks. Resulting from this, each experiment yields 45 traces that are
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used for the evaluation. The duration of each experiment was set to 120 s
and all experiments were performed at a fixed location without mobility
and at a similar time (late evening and outside in a residential area in Abu
Dhabi (UAE)). Further, only the downlink direction was considered and
any background traffic of the smartphones/computers was disabled.
Figure 6.11 depicts the individual value pairs of the throughput and packet
delay for all six experiments on 3G and LTE. Every value pair is calculated
as the mean throughput and the mean packet delay per flow for the duration
of the experiment. It can be seen in both scenarios, 3G and LTE, that TCP
Cubic and TCP Vegas achieve a moderate throughput but with a packet
delay of up to several seconds. This is mainly caused by the fact that TCP
fully exploits the available buffer and hence experiences large packet delays
– also known as bufferbloat [JWLR12, GN12]. Due to the design goal of
Sprout that specifies to keep the packet delay less than 100 ms with a 95%
probability, the packet delay of Sprout shows nearly constant values around
this point. In comparison to both TCP variants, Verus achieves an order
of magnitude (> 10x) reduction in packet delay while achieving comparable
throughput (sometimes even slightly higher, dependent on the R value of
Verus). In accordance to the design characteristics of Verus, a larger R
parameter yields higher packet delays but also a higher throughput. This
effect can also be observed in the results. Further, a clear difference between
the results of 3G and LTE can be observed for all protocols. Due to the
higher available bandwidth and the smaller packet delay requirements in
LTE, all results are shifted more to the upper left corner of the figure and
hence confirm the design specifications of LTE. That is, all protocols achieve
higher throughput and especially both TCP variants also smaller packet
delays. Verus and Sprout instead already operated on a small packet delay
range and hence only minor packet delay improvements can be observed.
Figure 6.12 shows the above results as the mean values per set of experi-
ments of throughput and packet delay with a 95% confidence interval. The
shown results are calculated as follows: For each set of experiments (i.e.,
protocol), the mean values of the throughput and the packet delay for all
nine flows per experiment are computed. This results in two sets of five
mean values for throughput and packet delay, respectively. Given this, the
total mean values and their respective standard variations are calculated
and used to obtain the 95% confidence intervals according to the Student-t
distribution. The confidence interval is used to determine the reliability and
stability of the set of samples. Appendix D lists the individual values that
are used to calculate the mean values and the confidence intervals as well as
the numerical values of Figure 6.12.
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distributed among both protocols, but TCP Cubic allocated marginally
more bandwidth than Verus. In conclusion, Verus achieved good fairness
properties when competing with itself and other protocols.
In networks with rapidly changing channel conditions, Verus was the
only protocol that was able to track the channel changes precisely. Even
with a small R parameter, Verus achieved higher throughput than the other
protocols. In comparison to Sprout and TCP Cubic, Verus achieved up
to 30% higher throughput. TCP Vegas was not able to track the channel
changes and hence showed poor performance.
When running Verus on real-world cellular networks, it was shown that
the R parameter had a significant influence on the throughput and packet
delay of Verus. Compared to TCP Cubic and TCP Vegas, Verus achieved
comparable throughput (sometimes marginally higher) but an order of
magnitude (> 10x) reduction in packet delays over 3G and LTE networks.
7 Modeling of Delay-based
Congestion Control Protocols
Delay-based congestion control protocols rely on packet delay measurements
that are inferred from receiver packet acknowledgments. The design metric
of these protocols is to create a balance between the observed packet delay
and the size of the sending window. In general, the size of the sending
window is proportional to the packet delay. When looking at an arbitrary
connection in a certain network environment, an increase in the packet
delay yields a decrease of the sending window size and vice versa. In other
words, the smaller the packet delays are, the more data can be sent to
the network. In networks with constant channel conditions and without
background traffic, the relationship between the packet delay and the sending
window is linear. Cellular environments, however, are known for their harsh
and highly variable radio channels, where the instantaneous bandwidth and
packet delays fluctuate rapidly over short time scales. Generally, delay-based
congestion control protocols try to track these changes by adjusting their
sending window in order to not overwhelm the network or to not under-utilize
the instantaneous channel capacity.
As of today, there exist numerous delay-based congestion control protocols
that have been designed for different network environments. Besides the
widely used TCP Vegas [BP95] protocol, Sprout [WSB+13] is a recently
proposed congestion control protocol that has been designed for streaming
applications that demand high throughput and low packet delays. The
protocol tries to avoid self-inflicted packet delays by observing packet arrival
times at the receiver and inferring the uncertain network path dynamics.
In addition, the Verus protocol that was described in the previous
chapters, is another recent delay-based congestion control protocol. Verus
is specifically designed for cellular networks and uses delay measurements to
react to channel changes without explicitly attempting to predict the cellular
channel dynamics. Instead, Verus captures the relationship between the
end-to-end packet delay and the current sending window size over short time
scales (epochs) by means of a delay profile curve. It uses this relationship
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to increment or decrement the sending window size based on observed
short-term packet delay variations.
Existing analytical models in the literature made several attempts to
describe delay-based congestion control protocols. Samios et. al. [SV03]
model the throughput of TCP Vegas under the assumption of a stable
baseRTT throughout the entire connection. In [WO03], the authors present
a general analytical framework to model and analyze several TCP variants,
including TCP Vegas. The model assumes a TCP flow under on-off traffic
and bulk transfers only. The author of [Ols03] proposes a model that
estimates the operating point of TCP Vegas sources under on-off traffic.
In summary, all available analytical models for variants of TCP cover only
basic functionalities of delay-based congestion control protocols and always
assume simple and relatively static network models. Due to the design
goals of Verus to operate on networks with highly fluctuating channel
conditions, the available models are inappropriate for protocols like Verus.
Furthermore, there are no network models available that accurately reflect
the properties of cellular networks. This leads to simpler models that do
not realistically reflect the properties of cellular networks. Also, because
Verus bases its decisions on a delay profile curve that changes over time, an
analytical model of the Verus protocol can be very complex.
Nonetheless, when looking at all available delay-based congestion control
protocols it can be observed that all protocols have one essential common
property (assuming both protocols achieve similar or equal throughput
performance): The achieved throughput is always directly linked to the
two parameters of the observed packet delay and the resulting sending
window size. The relationship between these two parameters describes the
performance of the respective protocol precisely at any time instance.
Inspired by the concept of Remy [WB13], the objective of this chapter is
to develop a model that stochastically describes any arbitrary delay-based
congestion control protocol by means of a two-dimensional discrete-time
Markov model. That is, the aim of this model is to simplify the complexity
of the protocol without falsifying its performance. Hereby, the model reflects
the properties of this protocol and can be executed on endpoints instead of
the respective delay-based congestion control protocol. Furthermore, due to
the shortcomings of the available channel models of cellular networks, the
model is trained with channel traces from real-world cellular networks. By
means of this, the model can be used in all networks with similar network
conditions and achieves comparable performance in terms of throughput
and packet delays. That is, the model can be used to compare delay-
based congestion control protocols without the need of their (sometimes)
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complex implementation. Besides that, the model dramatically simplifies
the understanding of delay-based congestion control protocols.
This chapter is structured as follows: The first section gives a high-level
overview of the concept of the model. It addresses the objectives from a
mathematical point of view and highlights why the use of the relationship
between the packet delay and the sending window size is a valid approach
to reflect properties of delay-based congestion control protocols. The second
section focuses on the implementation of the model on actual endpoints. It
states the model assumptions and shows specific examples from a particular
model. The third section evaluates the implementation of the model in a
simulation environment under different network configurations.
7.1 Concept of Modeling Delay-based
Congestion Control Protocols
The idea behind the model is to describe any arbitrary delay-based conges-
tion protocol by states of a discrete-time Markov chain. The objective of the
model is to generate a congestion control protocol that uses a state transition
matrix from a discrete-time Markov chain to make decisions of how many
packets to send at certain time intervals. The calculation of the model
happens oﬄine with specific training configurations. Hereby, the number
of users and the underlying channel model build the basis for the learning
and also the network in which the protocol is going to be executed. The
resulting protocol then runs on actual endpoints and can replace the original
delay-based congestion control protocol completely. After the training, no
further learning happens for this specific set of parameters (configuration).
As a result, the outcome of the model represents a description of the corres-
ponding delay-based congestion control protocol and obeys similar properties.
That is, it simplifies the protocol description significantly and reduces the
implementation complexity. Moreover, the objective of this model is to show
comparable performance as the delay-based congestion control protocol.
As depicted in Figure 7.1, the input of the model incorporates parameters
that describe the relationship between the observed packet delay and the
size of the sending window of the respective congestion control protocol. The
values of the input are obtained from samples of a large set of simulations
with predefined network and client configurations. The configuration of the
simulation is denoted as the training phase and reflects a certain “design
range” of operation. This “design range” can be seen as prior assumptions
of the network topology, channel capacity, number of users, etc., and defines
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the network configuration in which the resulting model is going to operate.
However, the properties of both networks must exhibit similar properties.
Unlike other mathematical models that describe delay-based congestion con-
trol protocols, the focus of this model is on networks with highly fluctuating
channel conditions. As a result, the network configuration of the training
set reflects networks with fluctuating channel conditions, e.g., channel traces
from cellular networks.
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Figure 7.1: Concept of modeling delay-based congestion control protocols
The output of the training phase is a discrete-time Markov chain that
exhibits the transition probability properties of all samples from the delay
profile (packet delay and sending window size) of the training phase. The
obtained Markov chain then serves as an input for the model implementation.
Further, the model makes use of the state transition matrix to determine,
in regular time intervals (epochs), how many packets to send. Hereby, the
model applies a guided random walk in the state space of the state transition
matrix and takes delay feedback in terms of acknowledgments from the
receiver into account. That is, the model precisely reacts to delay variations
of the network and sends packets accordingly.
In order to compare the performance of the model, its implementation is
run on endpoints in environments with a different set of network and client
configurations. This “network of operation” is denoted as the evaluation
phase and should, as mentioned earlier, exhibit similar network and client
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configurations as the configurations in the training phase. That means, the
number of users and the underlying channel model should be similar. In case
both configurations differ significantly from each other, the training phase
has to be repeated with this specific configuration. In case the configurations
match, the results of the evaluation phase in terms of throughput and
observed packet delay should yield similar performance as comparable delay-
based congestion control protocols. For comparison, another delay-based
congestion control protocol is run independently with the same network and
client configuration.
7.1.1 Relationship of Packet Delay and Sending
Window Size
At an abstract level, any delay-based congestion control protocol can be
modeled as a relationship between the packet delay and the sending window
size. This relationship is called the delay profile and describes the properties
of the network at every time instance precisely. In general, the delay profile
relationship is a monotonically increasing – but not necessarily a linear –
function, where a larger sending window leads to a higher packet delay.
However, the way the algorithms of the protocols estimate the sending
window size is different. TCP Vegas for example, observes the instantaneous
packet delay and adjusts its sending window based on its congestion avoidance
algorithm at any time when packets are being sent. Verus instead maintains
a delay profile curve based on the recent history of the network conditions.
This delay profile curve varies over time and is updated regularly by the
instantaneous network conditions. At any time instant when packets are
sent, Verus makes use of this delay profile curve to determine the current
sending window size.
Figure 7.2 shows a schematic diagram of an example of possible regions for
packet delays and sending window sizes in networks with constant network
conditions as they are present in static networks (small regions) and regions
of networks with fluctuating network conditions such as cellular networks
(larger regions). Due to simplicity, the slow-start phase of the protocol is
neglected in this diagram. The figure is split into several scenarios with
different packet delays and bandwidth ranges. Due to the properties of
static networks, the set of value pairs for this network configuration cover
only a small region and is mainly determined by a static operation point of
the protocol. As a result, both packet delay and sending window size are
almost constant during the connection. In general, it can be assumed that
all obtained value pairs during the connection would form a monotonically
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increasing curve within this region. Considering a scenario with fluctuating
channel conditions, the area of regions increases and covers a larger set
of value pairs. Due to the commonly observed packet delay variations in
such networks, the size of the sending window varies accordingly in order to
adapt to the instantaneous channel conditions. This means that the value
pairs are most likely scattered within the region and would not necessarily
form a monotonically increasing curve. Nonetheless, both sets of value pairs
represent states that the protocol has seen during the connection. However,
not all possible values within the denoted region are necessarily being used
by the protocol throughout the entire connection.
Pa
ck
et
de
la
y
Sending window size
dmin
wmin
dmax
wmax
Large baseRTT with large RTT variation,
large bandwidth variation
Small baseRTT
with small RTT variation,
small bandwidth variation
Small baseRTT,
small bandwidth
Small baseRTT,
medium bandwidth
Small baseRTT,
large bandwidth
Large baseRTT,
large bandwidth
Large baseRTT,
medium bandwidth
Large baseRTT,
small bandwidth
Figure 7.2: Schematic diagram of possible value pair regions for packet
delay and sending window size
7.1.2 Discrete-time Markov Model
As stated earlier, a delay-based congestion control protocol adjusts its size
of the sending window based on the observed packet delay. That means,
at a specific point in time, a delay-based protocol has a certain value pair
(state) that reflects the current relationship between the packet delay and
the sending window size. This value pair describes precisely the throughput
(and consequently influences the packet delay) at a particular time instance.
At a later point in time, a new value pair of the packet delay and the sending
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window size is chosen and the throughput is adjusted accordingly. The
transitions between the two time instances are discussed in the following.
Let’s assume that for a delay-based congestion control protocol in a
particular network configuration, there exists a region of value pairs in
a two-dimensional space. Each value pair consists of the packet delay d
and the sending window size w and both are integers (d is rounded to the
next integer, e.g., 1 ms steps). The size of the region is determined by
the channel conditions of the network and hence is upper bounded by the
maximum packet delay dmax and the maximum sending window wmax. dmax
is the maximum packet delay the network experiences during the runtime of
the protocol and wmax is the maximum sending window that is indirectly
determined by the maximum delay. Such a region has a square shape and all
value pairs that the delay-based protocol has used or will use reside within
this region. Consequently, the set of this region (M) is defined as
M = {(dmin, wmin), ..., (dmax, wmax)} . (7.1)
However, as the region highly depends on the channel conditions of the
network and the behavior of the congestion control protocol, not all value
pairs of the region are necessarily used throughout the connection.
The states of the two-dimensional Markov chain are described in the form
of tuples with value pairs of d and w. Thus, a state is defined as
Skl = {(dk, wl), (k, l) ∈M} (7.2)
where M is the set of all states and k and l are the indices of d and w,
respectively.
Likewise, another state is defined as
Srv = {(dr, wv), (r, v) ∈M} (7.3)
where r and v are the indices of d and w of the state.
Due to the memoryless property of Markov chains, a transition from the
current state to the next state only depends on the current state. Here, this
can be mapped to Skl being the current state and Srv being the next state.
Hence, a transition can be written as a transition probability of
p(k,l),(r,v) = p[Srv|Skl]. (7.4)
When looking at all possible state transitions throughout the entire con-
nection, a two-dimensional discrete-time Markov chain can be generated to
represent the state transitions. All values within each row (Skl) sum to one
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since the row covers all possible transitions leaving the state Skl. Hence, for
all rows, the following equation holds:
dmax∑
r=dmin
wmax∑
v=wmin
p(k,l),(r,v) = 1. (7.5)
The resulting two-dimensional state transition matrix P describes precisely
the transition probabilities of the protocol from any state Skl to any other
state Srv, including self transitions.
Since each state represents a value pair of d and w and transitions among
all combinations (within the above specified boundaries) of d and w are
possible, the size of the state transition matrix has the dimension m×m,
where
m = (dmax − dmin + 1) · (wmax − wmin + 1). (7.6)
An example of a state transition matrix with arbitrary probabilities is
shown in Figure 7.3. It can be seen that all combinations of d and w are
represented as a state and hence the rows and columns are separated into
subsets (only two are shown in the figure). Each subset represents one
particular d with all possible w’s, ranging from wmin to wmax. However,
transitions from one subset to any other subsets are possible (and required).
dn, wn dmin , 
wmin 
dmin , 
wmin+1 
... 
dmin, 
wmax 
dmin+1, 
wmin 
dmin+1, 
wmin+1 
... 
dmin+1, 
wmax 
... 
dmax, 
wmax dn, wn 
dmin, wmin 0.01 0.02 ... 0.72 0.02 0.11 ... 0.06 ... 0.01 
dmin, wmin+1 0.31 0.54 ... 0.07 0.01 0.02 ... 0.04 ... 0.03 
... … … ... … … … ... … ... ... 
dmin, wmax 0.2 0.1 … 0.09 0.03 0.09 … 0.04 … 0.01 
dmin+1, wmin 0.4 0.08 ... 0.03 0.09 0.41 ... 0.01 ... 0.31 
dmin+1, wmin+1 0.72 0.01 ... 0.06 0.04 0.05 ... 0.11 ... 0.05 
... … … ... … … … ... … ... ... 
dmin+1, wmax 0.61 0.07 … 0.09 0.04 0.01 … 0.02 … 0.01 
... … … ... … … … ... … ... ... 
dmax, wmax 0.23 0.01 ... 0.05 0.29 0.33 ... 0.09 ... 0.02 
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Figure 7.3: Example of a transition probability matrix with arbitrary
transition probabilities
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7.1.3 Guided Random Walk
A random walk is a mathematical description of random steps to move from
one state to another state within a Markov chain. In a guided random walk,
the state transition matrix is divided into subsets (as described above) and
the transition from the current state Skl to the next state Srv is determined
by a subset of the matrix that represents states within a desired range.
That is, the next state Srv resides within this subset and is determined by
a minimum distance of the transition probabilities within the subset to a
random number. Given this, a pre-selection of the range in which the next
state Srv resides is assumed and hence called a “guided” random walk.
More precisely, the guided random walk describes stochastically a change
of the sending window from wl to wv under the condition that dk changes
to dr. While the transition of d is determined by the change of the observed
packet delay, the transition of w is based on a random process.
As stated earlier, the model operates in regular intervals, so-called epochs,
in which it decides how many packets to send (or abstain). Hence, at the
beginning of every epoch, the protocol resides in one particular state Skl
(row of the state transition matrix). This state Skl is determined by the
packet delay dk and the sending window size wl of the last epoch.
In the current epoch, the most recent maximum perceived packet delay
dk (observed during the last epoch) is used to determine the subset of the
next state Srv. This is accomplished by defining a subset (Psubset) of all
states Srv that correspond to the currently perceived packet delay dr and all
possible values of wmin ≤ w ≤ wmax. Again, the transition from state Skl
to state Srv, and consequently from dk to dr, is defined by the change of the
packet delay during the last epoch. Further, since the subset is defined by
the most recent delay dr, all values in the subset reflect possible transitions
for the delay change. According to Figure 7.3, a subset Psubset corresponds
to one specific shaded region in the figure and has always the length of
wmax − wmin + 1.
In order to obtain the next state Srv and hence the next sending window
size wv, a random number N from a uniform distribution with an interval
of [0, 1] is drawn. Also, the probability values of Psubset are normalized
to represent a CDF of Psubset. The state Srv is assigned by finding the
closest match of N within the CDF of Psubset. As the states within Psubset
reflect all w’s for the recent packet delay dr, the state with the closest match
determines the next wv.
In the next epoch, this procedure is repeated by taking the value pair dr
and wv as dk and wl, respectively, and by assigning a new Psubset from the
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currently observed packet delay. Finally, a new random number is drawn to
obtain the the next wv and the procedure described above repeats.
7.2 Training of the Model
The training of the model happens in two steps: The first step is to collect the
samples from a simulation or real-world deployment running the delay-based
congestion control protocol of interest. For simplicity and without loosing
generality, the samples were collected from a large set of simulations. That
is, several hundred thousand samples were collected and processed in the
second step to obtain the state transition matrix.
7.2.1 Collecting the Samples
The simulations to generate the samples considered 20 scenarios, where in
each scenario, a specific number of Verus users and five different network
configuration (represented by channel traces) were applied. The number of
users ranged from one to four users, where in each individual scenario either
one, two, three, or four users were simultaneously active1. The simulation
time of the five scenarios per channel trace and number of users was set
to 300 seconds and results in a total simulation time of 1500 seconds. The
five network configurations that were used were based on the channel traces
described in Section 4.3. These channel traces represent the “design range” of
operation and are also referred to as the training channel traces. As described
in Section 4.3, the channel traces were recorded on a 3G cellular network in
different locations and reflect a large diversity of channel conditions of cellular
networks. In OPNET, the channel traces were fed into a traffic shaper2 and
replayed upon packet arrival. The parameters of the Verus protocol were
set to the default values of Table 5.2 in Chapter 5 with the exception of
R which was set to 2. The default values of Verus represent reasonable
parameters to obtain good throughput and packet delay performance. The
R value of 2 was chosen to obtain samples with a lower range of the packet
delay. Alternatively to the Verus protocol, any other delay-based protocol
could also be used and would produce similar samples (under the assumption
that the throughput performance of both protocols are equal or similar,
1Although a number of four users does not reflect a realistic number of users in a real-
world deployment, the model in this thesis is limited to four users due to simulation
and processing complexity. However, constructing the model with more than four users
should yield similar performance and will be considered in future work.
2The traffic shaper is a modified version of a network router in OPNET.
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compare Section 7.1.1.). However, OPNET does not include any delay-based
congestion control protocol apart from the Verus implementation.
In order to construct the state transition matrix, the samples were collected
and post-processed as follows: For every packet that Verus sends, the value
pairs of the current packet delay d (with a granularity of 1 ms) and the
number of sent packets s were recorded during the simulations to a comma-
separated values file in OPNET. Due to simplification reasons, the s value was
recorded instead of the sending window size w. According to Section 5.1.2.3,
the s value corresponds to Si+1 in Equation 5.7 and is a portion of the
sending window size w. It denotes the number of packets that are actually
sent per epoch. The advantage of using s instead of w is that its value range
is smaller and hence yields a smaller size of the states transition matrix.
Additionally, the use of s instead of w simplifies the implementation since
the number of packets to be sent are explicitly obtained from the matrix.
When using w, the implementation needs to maintain the sending window
w over one round-trip time and calculate the number of packets to sent as a
portion of the sending window per epoch. However, both ways would yield
the same results.
Next, all transitions from one value pair to the next value pair inside each
individual file were counted separately and combined to one dataset. This
was done for all value pairs in the files starting from the beginning of each
file. A value pair of d and s is considered as a state and hence the resulting
matrix reflects the number of transitions from one particular state to any
other state. Hereby, a row of the matrix corresponds to the current state
Skl and a column to the next state Srv. Consequently, the corresponding
probabilities of the state transition matrix can be calculated by normalizing
all elements per row and applying Equation 7.5.
7.2.2 State Transition Matrix
Due to the structure of the matrix where for every value of d, all available
values of s are present, the dimension of the matrix with a granularity of 1 ms
becomes extraordinarily large (compare Equation 7.6 and see Table 7.2).
Besides that, when constructing a state transition matrix from a set of
samples (no matter where they are from), empty transitions are often
observed and hence result in a very sparse matrix. Consequently, the matrix
contains a significant amount of empty transitions that increase the resulting
file size of the matrix enormously. This circumstance can be optimized by
reducing the value ranges of d and s accordingly and was accomplished by
the following two techniques:
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• Truncating: Spurious outliers of high packet delays in the samples are
removed in order to reduce the value range of d. In this model, the 99.9%
percentile of the d values were used.
• Quantizing: Despite truncating the values of d, the range of values is
still very large due to the granularity of 1 ms. Hence, the d values are
quantized by 2, 5, 10, or 20 ms.
The outliers of the samples that are removed by truncation, originated
from very specific situations where peaks in the packet delay were observed.
These outliers were, however, very rare and hence did not represent significant
importance of the statistical transition properties of the samples. On the
contrary, quantization introduces a slight penalty on the statistical properties
of the samples. Depending on the granularity of the quantization, buckets
of packet delay values are combined to one value, e.g., for a quantization
of 10 ms, values from 20 to 30 ms are treated as 20 ms. As a result, the
quantization underestimates the relationship between the packet delay and
the resulting number of packets to sent and introduces a certain error to the
resulting matrix. Consequently, this error influences the resulting throughput
of the protocol and hence causes larger packet delays due to an larger amount
of packets in the network/queues. The effect of this error is shown in the
following sections. However, with both techniques described above, the
resulting size of the state transition probability matrix could be significantly
reduced but also marginally degrades the performance of the model.
An example of a state transition probability matrix with values from the
obtained samples is depicted in Appendix E.
7.2.3 Summary of the Model Assumptions
The training of the model assumes a certain set of parameters to create and
to evaluate the model. Table 7.1 summarizes all model assumptions and
simulation parameters of this chapter.
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Parameter Value(s)
Generator protocol Verus
Verus parameters Default (see Table 5.2)
Verus R parameter 2
Training phase
Network model Channel traces (described inSection 4.3)
Number of channel traces 5
Traffic model Loaded
Active Queue Management
Minimum queue length: 3 Mbit
Maximum queue length: 9 Mbit
Drop probability: 0.1%
Simulation time per trace 300 seconds
Number of users per model 1, 2, 3, 4
Collected samples Packet delay d and portion ofsending window s
Number of collected samples
per user model
1: ∼290 000
2: ∼580 000
3: ∼850 000
4: ∼920 000
Truncation of the matrix 99.9%
Quantization of the matrix 2, 5, 10, 20
Evaluation phase
Network model Channel traces (described inSection 4.3)
Number of channel traces 5
Traffic model Loaded and ON/OFF model
Simulation time per trace 300 seconds
Number of users 1, 2, 3, 4
UDP packet size 1450 bytes
Confidence interval 95%
Table 7.1: Model assumptions of the training and the evaluation phase
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7.3 Evaluation of the Model
In this section, the performance of the model implementation is evaluated
and compared to the performance of the modeled delay-based congestion
control protocol Verus. Both implementations were run independently in
the simulations. The evaluations highlight the results of throughput and
packet delay of both evaluations and cover five different channel traces that
were obtained from commercial 3G cellular networks. The channel traces
that are used for the evaluation are different from the ones used to train
the model. In addition, the influence of the quantization of samples for the
state transition matrix is investigated. It is shown how the performance of
the model changes when the quantization is increased. Further, the model
is investigated in scenarios with a non-matching user model. That is, the
model was trained with a certain number of users and evaluated in a scenario
with a different number of users. Hereby, all users executed the same non-
matching user model that is not particularly trained for the number of users
in the evaluation scenario. Likewise, the performance of the model is also
investigated in scenarios with a matching user model, i.e., the model was
trained with the same number of users as in the evaluation scenarios. Finally,
the performance of the model is evaluated with a combined user model of
several users and evaluated in scenarios with different number of users.
7.3.1 Evaluation Setup and Methodology
The basic setup of this evaluation is depicted in Figure 7.4 and is implemented
in the simulation environment OPNET [Riv]. The network consists of one
server and one or more clients, where both are running the corresponding
implementation. In order to compare the performance of throughput (Mbit/s)
and packet delay (ms) of the model and the Verus protocol, the same
simulation was executed independently with the model and with the native
Verus protocol implementation. The network is kept very simple and the
topology consists of two or more endpoints that are connected via two
switches. While one switch is a regular switch that is not congested, the
second switch is used to shape the traffic according to the collected channel
traces. Further, the second switch implements a RED AQM with a packet
drop probability of 0.1% and a minimum and maximum average queue length
of 3 Mbit and 9 Mbit, respectively. These parameters were chosen based on
suggestions in [BM14].
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Figure 7.4: Simulation setup with one server and one (or more) clients
The channel traces in the following sections correspond to the traces listed
in Section 4.3.1 and are denoted as:
• #1: Campus pedestrian
• #2: City driving (downtown)
• #3: Highway driving
• #4: Shopping mall pedestrian
• #5: Campus stationary
In this evaluation, both Verus and the model are implemented in OPNET
and compared against each other in terms of throughput and packet delay.
The reason why Verus is used in this evaluation as a comparison is twofold:
First, Verus has been designed for networks with highly fluctuating channel
conditions and hence is most suitable for the given channel traces. Second,
apart from the Verus protocol, the OPNET simulator does not include any
other delay-based congestion control protocol. Additionally, the idea of the
model is to build a mathematical description that reflects the properties of
delay-based congestion control protocols in a statistical fashion. Hence, a
direct comparison to Verus is helpful to see whether the statistical model
is valid and if comparable performance can be achieved.
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Each simulation of the model was run for 300 s and was repeated five
times with different random seeds. By means of that, the mean values,
standard deviations and the 95% confidence intervals per flow are calculated
and listed in Appendix F. Due to the resulting small confidence intervals for
throughput and packet delay in most scenarios, the confidence intervals are
not displayed in the graphs of this chapter. Furthermore, since Verus does
not contain any random number generator in its implementation and due
to the fact that the channel model is exactly modeled by the given channel
traces, the simulations of Verus are only executed once and no confidence
intervals are therefore given.
As stated in Section 7.2, the training of the model was done with a
certain set of channel traces that emulate real-world cellular networks. The
length of the training was 300 s per channel trace and results in a total
training time of 1500 s. Due to the variety of the different channel traces,
this time reflects a wide range of channel conditions. In the evaluation,
a different set of channel traces is used that was collected under similar
conditions but at different times. However, the throughput and the packet
delay that a protocol experiences on these channel traces differ from the
channel traces used in the training. Further, although the state transition
matrices were generated by the Verus protocol, it is a valid approach to
compare the results against Verus since the network properties are different.
As stated in Section 7.1.1, delay-based congestion control protocols with
similar performance metric exhibit similar properties in terms of sending
window and packet delay. Therefore, also any other delay-based congestion
control protocol could be used to collect the samples for the model.
7.3.2 Implementation of the Model
The model is implemented in OPNET [Riv] and contains a sender and a
receiver application. Due to the concept of the model, the sender consists
only of a few lines of code and uses UDP as the underlying transport protocol.
The application includes functions to calculate the packet delay based on
incoming acknowledgments, applies the guided random walk based on the
state transition matrix, and exhibits a timeout timer. The packet size of the
packets are 1450 bytes. The application is intentionally kept very simple as
the main behavior of the protocol is defined by the state transition matrix,
which does not change over time. Furthermore, the sender only has the task
to maintain a certain sending window and to transmit the corresponding
packets. That means, the number of packets to send are solely determined
by the state transition matrix. The sending (and also to determine the
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sending window) happens in fixed time intervals (epochs) by applying the
guided random walk to the state transition matrix and is based on the
packet delay feedback from the receiver. Further, no slow-start is required
as the packte delay feedback of the first packet is immediately applied to
the guided random walk. The receiver is also kept very simple and only
sends acknowledgments back to the sender. Any reordering of packets is not
implemented at the moment.
7.3.2.1 Applying the Guided Random Walk
At every epoch, the guided random walk is applied in order to find the next
value for s. Hereby, the last state in the state transition matrix (row) that
corresponds to the packet delay and the number of packets that were sent
during the previous epoch is used as a starting point (origin). Now, based on
the recent packet delay (measured during the last epoch), the subset of the
next states is defined. The subset of this particular packet delay contains
all possible values of s and hence all transitions from the origin to one of
these s values. Next, a random number from a uniform random number
generator is drawn to find the s with the closest match in terms of transition
probabilities. The so obtained s is then sent to the network and its value,
together with the current packet delay, is stored as the current state. This
state will then be used during the next epoch as the previous state and the
procedure starts from the beginning with a subset of the packet delay that
was experienced during the current epoch. In Section 7.3.3, an example of
the guided random walk is given.
In cases where the desired subset does not contain any values, i.e., no
transition from the current state to any of the s in the subset were present
in the samples, there are only two options without violating the random
walk: either going in the matrix to the left or right by one interval (i.e.,
decreasing or increasing the current packet delay), or going one (or more)
rows up or down (i.e., changing the s of the origin). While the second
option has only minor impact on the performance, the first option could
severely change the performance, especially when going to the left, i.e.,
assuming a smaller current packet delay. Based on observations from the
generated state transition matrices, the matrix is more sparse in the higher
packet delay regions and hence it is very unlikely to find a data point in
neighboring intervals. Hence, the second option is applied and follows the
following procedure: First, the s value of the state from the previous epoch
is decremented by one, which means moving one row up in the matrix.
Although this s does not correspond to the real number of packets that were
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sent during the last epoch, the probability of finding a data point in the
desired subset increases. As long as the decrement of s only happens within
the same packet delay, this has only minor influence on the performance
and yields to underestimating the previous throughput of the last epoch.
Second, when finding a subset with more than one value, a random number
is drawn and the s with the closest match in terms of transition probabilities
is chosen (and finally sent).
7.3.3 Example of the Guided Random Walk
This section gives an example of the guided random walk and is illustrated
in Figure 7.5 by means of a time diagram (left) and a state transition
matrix (right). The individual steps are indicated by numbers and are used
throughout the description.
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Figure 7.5: Example of a guided random walk
Let’s assume the quantization of the state transition matrix is 1 ms for
d and 0 ≤ s ≤ 10. During epoch n, the model is at state (75,2) (1a and
1b) which corresponds to a packet delay that was experienced during the
last epoch (n− 1) of 75 ms and a s of 2, i.e., two packets were sent in the
current epoch. Further, during the time of epoch n, two ACKs were received
indicating a maximum packet delay of 80 ms. At the beginning of epoch
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n+1, the model has to find the next state Srv (1d) inside the state transition
matrix. In order to achieve this, the maximum experienced packet delay
during the last epoch (n) is used to define a subset of all possible s values.
That is, the subset ranges from state (80,0) to (80,10) and is indicated in the
figure by 1c. As described earlier, the subset contains all possible transition
probabilities of a transition from state (75,2) to any of the values of s that
correspond to the packet delay of 80 ms. Now, a random number from a
uniform distribution between 0 and 1 is drawn, the transition probabilities
of the subset are normalized, and the closest match of the random number
to the probabilities of the subset is chosen to be the next s (1d). In this
example, the match yields three and consequently, the model transmits three
packets and takes the state (80,3) as the initial state for epoch n+ 2. During
epoch n+ 1, again two ACKs were received with a maximum packet delay
of 85 ms. As a result, at the beginning of epoch n + 2 (2a and 2b) the
model defines the subset of the next state from (85,0) to (85,10) (2c). As
in the previous epoch, a random number from a uniform random number
generator is drawn to find the closest match of the number of s. Likewise, a
new random number from a uniform distribution is drawn and the transition
probabilities of the subset are normalized. In this example, one packet (2d)
is chosen and sent by the model implementation. This procedure is repeated
for every epoch by taking the current maximum packet delay into account.
In case no ACKs are received during an epoch, the model remains idle and
waits for the next ACK to arrive in the upcoming epoch(s).
7.3.4 Effect of Quantization
As explained in Section 7.2.2 and listed in Table 7.1, the number of collected
samples per number of users per scenario is in the order of several hundred
thousand. Even after quantization and truncation, the resulting state
transition matrix became considerably large. This section investigates
the properties of the resulting state transition matrices and the impact
of quantization on the performance of the model.
Table 7.2 summarizes the matrix dimensions and the resulting file sizes of
the comma-separated values file for quantizations of 1, 2, 5, 10, and 20 ms.
The file sizes shown in the table represent the size of the comma-separated
value file where each entry is a float number with a certain precision. The
precision is determined by the calculation of the probabilities and is not
manually rounded or shortened. By reducing the precision of the entries,
the file size can be reduced, but this is out of the scope of this thesis.
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Quantization 1 ms 2 ms 5 ms 10 ms 20 ms
Matrix Dimension (m) 25488 12744 5112 2556 1296
File Size 2.4 GB 620 MB 100 MB 25 MB 7 MB
Table 7.2: Matrix dimensions and file sizes of different quantizations for a
training with one user (∼ 290 000 samples)
Figure 7.6 shows the state transition matrix for a training scenario with
one user and a quantization of 1 ms. The value range of the samples is from
20 to 727 ms for d and from 0 to 35 packets for s. According to Table 7.2,
this results in a matrix dimension of 25488×25488 elements. Due to this, the
figure is limited to the first ten quantization steps (i.e., 360× 360 elements).
Consequently, the first 9 ms of the samples (20 ms ≤ d ≤ 29 ms) are shown.
Each interval in the figure represents 36 values of s (0 ≤ s ≤ 35) and the axis
notation is (d, s). The data points in the figure represent the probabilities
of the transitions from a current state Skl to the next state Srv and are
depicted in a logarithmic scale3. That means, the darker the color is, the
higher the transition probability. A white data point represents no transition
from the current state Skl to the next state Srv. This is, however, highly
dependent on the scenario in which the samples were collected and might
change for another set of scenarios. In addition, Figure 7.6 shows that most
of the transitions appear almost equally in all visible states. However, it can
be seen that some regions (intervals) are more sparse than others, especially
in the lower left corner. That is due to the fact that transitions from a larger
d value to a smaller d value do not occur that often. These transitions only
occur when the channel conditions change from good to bad within very
small time scales, i.e., within one epoch of 5 ms. Since Verus is slightly
more conservative in decreasing than in increasing the sending window (δ1
and δ2 parameter), this transition happens in smaller steps than transitions
to higher delay values.
3Due to the small values of the probabilities (the sum of each row equals one), a logar-
ithmic scale allows for a better separation of the individual values.
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case slightly lower) compared to the native Verus implementation. However,
the performance of the model still shows reasonable results throughout all
scenarios with similar throughput and higher packet delays.
Further, the channel trace #4 and #5 show a very close match to the
Verus performance with respect to the packet delay. Due to the nature
of the two channel traces (low channel fluctuations), the model experiences
a large number of self-transitions and transition to neighboring states (as
denoted in Section 7.3.4). Consequently, the model reflects the properties of
the two channel traces better than for the other three channel traces.
Resulting from the observations, the quantization steps can be used to
balance throughput and packet delay. That means, a larger quantization
leads in general to higher throughput but also to higher packet delays.
7.3.5 Training with a Non-matching User Model
The aim of this section is to show the influence of a non-matching training of
the model on the model performance. That is, the model was trained with
a different number of users as during the evaluation. More precisely, the
samples of the model were generated from simulations where only one user
was present in the network. That is, the one user was able to fully exploit
the channel capacity and generates a state transition matrix that is specific
to the statistical properties of scenarios with one user. The resulting state
transition matrix reflects these properties and is used in this section as an
input for the model.
The evaluation of the model is investigated in scenarios with different
number of users, namely two, three, and four users. That means, in each
scenario, either two, three, or four users are present in the network and
execute the model implementation with a matrix that was trained with one
user. As in the previous section, the quantization for this evaluation was set
to 2 ms and all other parameters were set as stated in Table 7.1. In order to
limit the amount of results in this section, only the results of channel trace
#1 are shown. This channel trace serves as an example to highlight the
effect of a non-matching user model. The numerical results for the remaining
channel traces are listed in Appendix F.2. Apart from channel trace #3,
the results of the other channel traces show similar or slightly lower packet
delays and similar or slightly higher values for the throughput.
Figure 7.11 shows the mean values of the throughput and the packet delay
of the model with a training set of one user. The model implementation
was executed in scenarios with one, two, three, and four users and hence
represents scenarios with a non-matching number of users. The results of the
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scenarios. As the model was trained with one user, the model assumes
in all scenarios that only a single user is present and hence uses a state
transition matrix with mismatching probabilities. While this effect is almost
neglectable in the scenario with two users, the effect becomes more visible
if the number of users is increased. Especially in the scenario with four
users, the packet delay of each individual user in the network is increased
by a factor of four. This effect is mainly caused by the fact that in the
training scenario with one user, a smaller packet delay causes the protocol
to send more packets than it is supposed to do in a scenario where more
users are present. As a result, states with small packet delays in the state
transition matrix imply more (and larger) probabilities for higher s values.
Consequently, the mismatching user model causes a sending of packets at the
wrong times (epochs) and therefore results in higher packet delays. However,
also in this set of evaluations the model achieves almost perfect fairness
among users despite a non-matching user model.
7.3.6 Training with a Matching User Model
From the observations of the previous section and as highlighted in [WSB+13,
SWTB14], the most dominant factor of an accurate model is the match of
the number of users in the training and evaluation phase. Therefore, in
this section the model is evaluated in a multi-user environment, i.e., when
several users with the same model implementation compete for the channel
capacity of the link. That is, the number of users in the training of the
model matches the number of users in the evaluation scenario.
The setup of the scenarios is as described in Section 7.3.1 and the sim-
ulations were run for 300 seconds per scenario and channel trace. The
results in this section are obtained by applying a quantization of 2 ms when
generating the state transition matrix. All other parameters were set as
stated in Table 7.1. Each simulation was repeated five times in order to
obtain statistical confidence. The corresponding numerical values including
the confidence intervals are summarized in Appendix F.3.
The following scenarios were investigated for all five channel traces:
• Training with two users and evaluation with two users.
• Training with three users and evaluation with three users.
• Training with four users and evaluation with four users.
The scenario with a training of one user and an evaluation of one user is
not shown in this section but can be found in Figure 7.10 of Section 7.3.4.
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Figure 7.12 depicts the results for a scenario with a training of two users
and an evaluation of the same number of users. It can be seen that the
model shows marginally higher throughput for the channel traces #1 and
#2 and consequently also a marginally higher packet delay per user (5 - 20%
higher). This, however, is still in an acceptable range since higher throughput
generally results in larger packet delays. Likewise, in the channel trace #4
and #5, the throughput is marginally lower or equal compared to Verus
and also yields smaller packet delays per user. As discussed earlier, this is
based on the fact that the model in those scenarios experiences only minor
fluctuations of the channel and hence resides in more dense regions of the
state transition matrix. In addition, due to the steady channel conditions,
self-transitions or transitions to neighboring states occur more frequently
and are more precisely captured by the model than other states. In channel
trace #3, the throughput shows comparable values to Verus, but the packet
delay has increased by around 50% per flow. Due to the highly fluctuating
channel characteristics in this channel trace, the model suffers from the
different channel properties of the channel trace and hence a mismatch of
the model. A more detailed explanation to this particular scenario is given
in Section 7.3.6.1. Apart from channel trace #3, the figures show that the
statistical properties of the model match the sending behavior of Verus in
these scenarios.
In the next scenario, the model was trained with samples from a network
with three users and is evaluated in a scenario with three users all executing
the same model. Figure 7.13 shows the results of the mean values of
throughput and packet delay for Verus and the model for all five channel
traces. It can be seen that the model on the channel traces #1 and #2
achieves slightly higher throughput and consequently a larger delay of around
20 - 40% per user. Channel trace #3 shows again a higher packet delay and
the model experiences on this channel trace an almost doubled packet delay
compared to Verus. This circumstance is further discussed in Section 7.3.6.1.
The channel traces #4 and #5 show, due to their more steady channel
conditions, an almost exact match of throughput and packet delay of all
individual users. Again, in these two channel traces, the statistical properties
of the model match the statistical properties of the Verus protocol.
Figure 7.14 depicts the results of the mean values of throughput and
packet delay for a scenario where the model was trained with four users.
The evaluation was done on a scenario with four users using the given
model of four users. When compared to Verus, the model achieves slightly
higher throughput among all flows and throughout the five channel traces.
Due to the slightly higher throughput, the packet delay is also increased


132 7 Modeling of Delay-based Congestion Control Protocols
shed some light on this circumstance by pointing out some causes of the
higher packet delay.
First of all, in all scenarios that are evaluated in this chapter, the model
was trained with a different set of channel traces. Since the channel traces
of the training and evaluation phase were recorded under the same or at
least similar environmental conditions, the time when the channel traces
were recorded was different. Consequently, the network experienced different
background traffic, different channel effects, different channel capacities,
etc. Although the channel traces in the evaluation were recorded under
similar conditions, the channel trace #3 is an example of how unpredictable
the channel conditions of cellular networks are and how the properties of a
channel change at different times. Furthermore, this channel trace represents
an extreme case of channel conditions of a cellular network. In this particular
trace, both sets of traces were recorded while driving with 120 km/h on a
highway in a low populated area. As a result, the user experiences very high
channel fluctuations due to the high velocity and the occurring handover
among the base stations along the highway. Based on the current network
and road conditions, the fluctuations may vary in time and hence yield
different properties of the resulting channel traces at different times. Due to
a mismatch between the two channel traces, the resulting state transition
matrix represents only a small snapshot of a highly fluctuating channel and
hence is only a fraction of possible channel variations under such conditions.
As a result, the samples and hence the statistical properties of the state
transition matrix mismatch the channel trace that was used in the evaluation.
Second, the channel trace #3 contributes only one fifth to the overall
channel traces that were used to train the model. That is, it is the only
channel trace in this set that reflects a cellular network with extremely harsh
and severely fluctuating channel conditions. Consequently, the contribution
of this channel trace to the total number of states in the resulting transition
matrix is lower than for the other four channel traces that exhibit less
fluctuating channel properties.
7.3.7 Training with a Combined User Model
In order to overcome the issues of a mismatch of the number of users in the
training and evaluation phase and to create a model that suits scenarios
where the number of users is unknown, the model in this section uses a
combined set of training samples from one, two, three, and four users. This
way, the model exhibits the statistical properties of scenarios with one to
four users and is also evaluated in scenarios with one to four users.
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Figure 7.15 depicts the mean values of throughput and packet delay for
the scenarios with one, two, three, and four users with a combined training
set of one, two, three, and four users for channel trace #1. In addition to
the results from this set of scenarios, the results from the matching user
model (Section 7.3.6) and the non-matching user model (Section 7.3.5) for
the same set of scenarios are shown in yellow and gray, respectively.
It can be seen that the performance of the model increased significantly in
terms of packet delay compared to the scenarios with a non-matching user
model, especially in the scenario where four users are present. However, the
model still does not reach the low packet delays of the scenarios with the
matching user model. Further, it can be observed that the throughput shows
very similar results throughout all scenarios. That is, the model is slightly
more conservative as in the non-matching scenarios and the state transition
matrix with a combined set of users reflects the variety of scenarios with
different numbers of users better. By means of that, combining samples
from several sets of users is a suitable compromise when the number of users
in the evaluation is unknown. As can be seen in the figure, this leads to an
acceptable performance despite slightly higher delays when compared to the
scenario with a matching user model.
7.3.8 Evaluation with ON/OFF Traffic Model
Although the results of the previous section showed already reasonable
results, this section evaluates the performance of Verus and the model in a
more realistic scenario. In this scenario, the four users in the network are
switched ON and OFF based on a stochastic process and share the same
bottleneck link. That means, each user has independent traffic characteristics
and is ON to transmit a certain number of bytes and OFF for specific time.
Due to this, a scenario is created that represents a mixed number of users
with specific transmit intervals and idle times.
The traffic model that describes the ON and OFF periods of the users was
inspired by the FTP traffic model of [3GP04] and uses the parameters as
listed in Table 7.3. The file size implicitly defines the ON duration of the user
and follows a truncated Lognormal distribution. In order to suit the higher
bandwidths of the channel traces, the parameters of the distribution are
increased by the factor of two compared to the traffic model specifications in
[3GP04]. In addition, to achieve time-synchronized results4 for both Verus
4Due to a slight difference in the throughput performance of both protocols, the file
transfer completion times differ and hence trigger different starting times of the OFF
periods.
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and the model implementation, the file size of the traffic model was converted
to a time by dividing the file size by the mean throughput value (∼4 Mbit/s)
that was observed per user in the previous evaluations. This yields the mean
time a user needs to complete the transfer of the file. For each ON period,
a new connection of the protocol is initiated and results in overlapping
transmit intervals among the users. Further, the time for the OFF period
follows an exponential distribution and the mean was halved compared to
the traffic model specifications in [3GP04]. This was done to have shorter
idle periods of the individual users and to shorten the simulation time.
Component Distribution Parameters PDF
File size TruncatedLognormal
Mean: 4 Mbyte
Variance: 3.3 Mbyte
Maximum: 10 Mbyte
f(x) = 1√2piσx e
−(ln(x)−µ)2
2σ2
for x ≥ 0
mean = eµ+
σ2
2
var. = (e2µ+σ2 )(eσ2 − 1)
OFF
duration Exponential Mean: 60 s
f(x) = λe−λx
for x ≥ 0
mean = 1/λ
Table 7.3: ON/OFF traffic model parameters
The state transition matrix for this scenario was generated as denoted in
Section 7.3.7 with a combined set of samples from one, two, three, and four
users with a quantization of 2 ms. In the evaluation phase, the five channel
traces were concatenated in this scenario to obtain a total length of 1500 s
and a larger variety of channel conditions. The simulation, however, was run
for 3000 s in order to capture more ON and OFF periods of the individual
users. That is, the channel trace is repeated after 1500 s of simulation time
from the beginning. In addition, the simulation of both protocols use the
same sequence of random numbers per seed that describe the file size and
the time for the OFF periods. This allows for two identical traffic models in
both simulations and to compare Verus and the model when running the
simulations with the same seed.
Figure 7.16 depicts the throughput and the packet delay of user 1 over
time for Verus and the model implementation. It can be seen that both
protocols achieve a very similar throughput and also almost equal packet
delays. However, due to the slow-start phase of Verus, some peaks are
visible in Figure 7.16b. Further, it can be observed that the maximum
throughput among the different ON periods differs. This is mainly caused by
a combination of the available bandwidth that is defined by the channel trace


138 7 Modeling of Delay-based Congestion Control Protocols
control mechanisms of any arbitrary delay-based congestion control protocol
obey a similar relationship between the sending window and the perceived
packet delay, the model used samples of the two parameters to create a
state transition matrix of a two-dimensional Markov model that reflects
the stochastic properties of a delay-based congestion control protocol. The
samples were collected under a specific, but arbitrarily chosen, set of network
conditions (channel traces) with different number of active users. The so
generated state transition matrices served as an input to the model to offer
a simple and generic protocol implementation that could be run on actual
endpoints. The generated model implementation was evaluated by means of
different training models and in different networks scenarios. Hereby, the
network in which the model was evaluated in used a different set of channel
traces than for the training of the model. Further, the evaluation scenarios
ranged from a single user scenario, through multiple users matching and
non-matching the training model, to a model that captured a combination
of samples with several number of users.
The results in this chapter showed that the performance of the model using
the given variety of training models could match the performance of other
delay-based congestion control protocols like Verus. However, a matching of
the number of users in the training and the evaluation scenarios was essential
to achieve comparable results to the native Verus protocol. This fact was
also observed by the authors of Remy [SWTB14, WSB+13] and has been
strengthened in this chapter. Further, the results showed that a mismatch
of the number of users caused an increase in the packet delay when running
the model with a training of one user in scenarios with more than two users.
This circumstance was due to the fact that the state transition matrix of
the model obeyed higher probabilities for larger values of s, especially in
combination with small packet delays. In that case, the model implied (and
consequently) chose higher values of s for smaller packet delays and hence
caused an increase in the overall packet delay. However, this mismatch could
be compensated by training the model with a matching number of users.
Apart from one specific channel trace (#3) where the channel properties
differed significantly in terms of fluctuations, the model showed comparable
results to Verus for most training and evaluation scenarios.
Additionally, a compromise to this mismatch could be found by generating
the model based on the input of multiple users. This model captured a
larger set of scenarios with different number of users. Although the overall
throughput performance of this approach did not reach the performance of
a matching user model, it still achieved reasonable performance, especially
a significantly decrease in the packet delays per user. Consequently, this
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approach was a suitable compromise when the number of users in the network
of operation was unknown.
In order to show the performance of this approach in a more realistic
scenario, both protocols were evaluated in a scenario with four users that
followed a stochastic traffic model. The traffic model switched the users ON
and OFF over time and hence represented a scenario with a mixture of one
to four users sharing the same network link. The results showed that the
model achieved almost similar performance in throughput and packet delay
when compared to Verus. That is, the generated model with a combination
of one, two, three, and four users matched the performance of Verus almost
precisely and could be used to represent the properties of Verus (or any
other delay-based congestion control protocol) as a stochastic model.
Further, it can be concluded that the model showed almost perfect fairness
properties among all evaluations in this chapter. Regardless of the overall
performance of the model, the available bandwidth was precisely shared
among all participating users and consequently resulted in almost equal
packet delays.
7.5 Extensions to the Model
As of now, the model was trained with scenarios with a fixed number of
users. Although a variety of scenarios with different combinations of number
of users yield good results, the performance of the model can further be
enhanced by training the model with a larger and more diverse set of users.
That is, training with scenarios that uses randomly incoming and departing
users (as it was done in the evaluation in Section 7.3.8) can enhance the
performance of the model since it will reflect a more realistic network setup
with more network fluctuations and users’ mixtures. Consequently, the
model performance can be improved for scenarios where the number of users
is unknown. Further, these kind of scenarios would produces a less sparse
matrix and hence a more accurate guided random walk. Additionally, it
would be beneficial to train the model with a larger variety of channel traces
to reflect a larger diversity of channel fluctuations. That would make the
model to become more accurate on channel traces like channel trace #3
since it is better trained for these “extreme” scenarios.
Besides the training (and finally creating the state transition matrix) of
the model with samples from simulations, the matrix could also be created
based on prior assumptions of the network conditions. When assuming a
simple network model with a fixed and constant number of users and a static
140 7 Modeling of Delay-based Congestion Control Protocols
network configuration, the states inside the transition probability matrix
are reduced significantly and can be precisely determined mathematically.
That is, the value pairs of the packet delay and the sending window would
reside in very specific regions when the network conditions are stable and not
changing over time. Based on these assumptions, a simple network model
can be used to calculate the probability distributions for particular intervals
in the state transition matrix. That is, the steady-state probability of the
matrix can also be used to verify the validity of the matrix by means of the
average throughput and the packet delay. The average throughput can be
obtained by using the steady-state probabilities of every sending window
of the matrix and dividing it by the corresponding packet delay. Likewise,
the average packet delay of this specific scenario can be obtained from the
steady-state matrix by summing over the multiplication of each steady-state
probability with the respective packet delay of the value pair.
Further, an optimal matrix could be created when perfect knowledge of
the network conditions and the number of users is given. Hereby, an accurate
network model that precisely describes the channel properties is essential.
This approach can be also treated as an optimization problem that can be
solved by techniques like linear programming. That is, the optimization aims
at maximizing the throughput while minimizing the packet delay. Hereby,
the constraints would be that the throughput must be smaller or equal
than the bandwidth of the network and the packet delay must be larger
or equal than the baseRTT of the network. However, this optimization
requires a perfect knowledge of the network properties and can be simplified
by assuming a static network with a fixed bandwidth and a constant number
of users. In case the configuration of the scenario is more complex, e.g,
varying number of users and a changing bandwidth over time, this approach
becomes significantly more complex.
8 Conclusions and Outlook
8.1 Conclusions
The work of this thesis focused on the performance of transport protocols in
mobile cellular networks. Although a significant amount of different transport
protocols exist today, most of them are known to perform inefficiently on
mobile cellular networks. They mainly suffer from the harsh and rapidly
changing channel conditions of these networks. These effects are caused by
several factors, like user mobility, shading by obstacles, and fading effects.
In order to investigate the shortcomings of the transport protocols in
the context of cellular networks, this work first investigated the channel
properties of cellular networks under several aspects. The investigations
were accomplished by a variety of measurements on two commercial cellular
networks. The results of these measurements revealed that cellular network
channels are highly unpredictable and fluctuate rapidly over short time scales.
These effects were mainly caused by the following: First, user mobility had a
substantial impact on the channel variability of a cellular network and caused
large packet delays and degradation of the throughput. Second, despite the
queue-level isolation of user traffic at the base station, competing traffic
from other users in the same access network played an important role in the
buffering delay of packets. This effect is especially evident when the data
rates of the users approached the network capacity. Third, typical traffic
characteristics that were observed at the receiver were highly bursty (even
for smooth sending patterns). That is, this burstiness exhibited variable
burst sizes and burst inter-arrival times which were sensitive to the level of
contention.
Due to the inefficiency of existing transport protocols and inspired by
the findings of the channel measurements, a novel transport (congestion
control) protocol was designed in this work. This protocol is called Verus
and addresses the shortcomings of transport protocols in cellular networks.
It is a delay-based congestion control protocol that actively explores the
channel capacity and reacts to sudden channel changes accordingly. This
goal is achieved by maintaining a delay profile relationship between the
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packet delay and the size of the sending window. This relationship is then
used to send packets in small time intervals to react quickly to upcoming
channel changes. In this work, the mechanisms and important elements of
the protocol were described and a prototype implementation was detailed.
The protocol specific parameters for the implementation were investigated by
means of a sensitivity analysis. The results of this analysis showed that the
time intervals used by Verus to send packets should be small (< 20 ms) in
order to not miss situations where the channel has changed severely. Further,
it was found that it was beneficial when the increment parameter of the
sending window was slightly larger than the decrement parameter of the
sending window. Also, an interval of 1 s to recalculate the delay profile was
found to be suitable in terms of computational effort and accuracy.
Verus is evaluated through a combination of trace-driven and real-world
evaluations. The evaluations showed that Verus was able to fully exploit a
network link with fixed bandwidths and packet delays. It was also shown
that Verus provided good intra-protocol fairness in scenarios with multiple
Verus flows and also good inter-protocol fairness in scenarios with multiple
Verus and TCP Cubic flows. Further, Verus was evaluated in networks
with rapidly changing channel conditions and the evaluations showed that
Verus was the only protocol that was able to track the channel changes
precisely. Even with a small R parameter, Verus achieved up to 30 % higher
throughput in these networks when compared to Sprout and TCP Cubic.
Evaluations of Verus on real-world cellular networks showed that the tuning
parameter R of Verus had a significant influence on the throughput and
packet delays. Compared to TCP Cubic and TCP Vegas, Verus achieved
comparable throughput (sometimes marginally higher) but an order of a
magnitude (> 10x) reduction in packet delay over 3G and LTE networks.
Finally, a novel approach to stochastically model delay-based congestion
control protocols was developed. The objective of this model was to describe
delay-based congestion control protocols by using a two-dimensional discrete-
time Markov model that could be generated from samples of a delay-based
congestion control protocol in a simulation environment. It was shown that
samples from the sending windows and the packet delays of the protocol
could be used to describe the behavior of the protocol under certain network
configurations. Hereby, a quantization of the samples was used to reduce the
size of the resulting Markov model and evaluations showed that quantization
severely affects the performance of the model. Moreover, it was shown that
the quantization was always a trade-off between high throughput and low
packet delay performance. Further, the thesis presented an implementation
of the model that could replace delay-based congestion control protocols.
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That is, the model simplified the implementation complexity of delay-based
congestion control protocols significantly without major performance de-
gradations. However, the evaluations of the model also showed that the
training of the model was essential and had a significant impact on the
overall performance of throughput and packet delay. Besides similar network
conditions in the training and evaluation phase, the most dominant factor
in achieving comparable performance was a match of the number of users
in the training and evaluation network configurations. It was shown that
the model with a matching user model achieved comparable performance, a
non-matching user model resulted in a significantly increased packet delay.
Since it was not always possible to obtain perfect knowledge of the network
in which the model was going to operate in, the thesis showed an approach
that used a combined training set of multiple users. With this approach, the
performance could be significantly improved and yielded a comparable per-
formance when compared to other congestion control protocols like Verus.
Especially in scenarios with randomly incoming and departing users, this
approach showed very similar performance of the model when compared to
Verus. Besides that, it was demonstrated that the model showed almost
perfect fairness conditions among its flows.
8.2 Outlook
The results of this thesis showed that Verus is a suitable protocol that can be
used in the context of cellular networks. Although the source code of Verus
is publicly available, it is planned to enhance the existing implementation
to make it more flexible and also portable to other operating systems, e.g.,
Android. Further, a Linux kernel implementation of Verus is planned as it
would be a possibility to make Verus to be more widely used. Also, further
evaluations to study the impact of different packet sizes of Verus are helpful
to show the influence of the packet size on the throughput and packet delay
performance. This is particularly important on networks with high packet
loss rates and can improve the protocol performance on such networks.
In this thesis, the model was created from samples of the Verus protocol.
In the future it is planned to create the model also from other delay-based
congestion control protocols, like Sprout or TCP Vegas. This would allow
for a direct comparison of the generated models and would further validate
the approach of the model. In addition, the maximum number of users in
the model was set to four and hence it is planned to create models that
cover a larger range of number of users. In addition to that, the length
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and the size of the channel traces to train the model can be extended to
cover a larger channel variety of cellular networks with different channel
characteristics. That is, the model would reflect a larger range of network
conditions and would enhance the performance of the protocol. Also, when
the properties of the training scenarios can be described mathematically,
an optimization to the state transitions matrix after its creation could be
applied to enhance the accuracy of the model. Besides the training of the
model with samples from simulations, the state transitions matrix could also
be created based on prior assumptions of the network conditions. For simple
network configurations, the value pairs of the packet delay and the sending
window would reside in very specific regions when the network conditions
are stable and not changing over time. That is, a optimal matrix could be
created when perfect knowledge of the network conditions and the number
of users is given. This approach can be also treated as an optimization
problem that can be solved by techniques like linear programming. Hereby,
the optimization aims at maximizing the throughput while minimizing the
packet delay.


B Jain’s Fairness Index
Jain’s fairness index [Jai91] is calculated as follows:
f(x1, x2, ..., xn) =
(
∑n
i=1 xi)2
n ·∑ni=1 xi2 (B.1)
where xi is the normalized throughput of the i-th user and n is the number
of clients. The fairness index always ranges from zero to one, where 1n
represents the worst case and 1 is perfect fairness. In this thesis, Jain’s
fairness index is calculated over windows of one second per flow.
C Overview Bandwidth-Delay
Products
Delay (ms)
Bandwidth
(Mbit/s) 1 10 20 40 60 80
1 0.000125 0.00125 0.0025 0.005 0.0075 0.01
10 0.00125 0.0125 0.025 0.05 0.075 0.1
20 0.0025 0.025 0.05 0.1 0.15 0.2
50 0.00625 0.0625 0.125 0.25 0.375 0.5
100 0.0125 0.125 0.25 0.5 0.75 1
200 0.025 0.25 0.5 1 1.5 2
400 0.05 0.5 1 2 3 4
500 0.0625 0.625 1.25 2.5 3.75 5
1000 0.125 1.25 2.5 5 7.5 10
Delay (ms)
Bandwidth
(Mbit/s) 100 120 200 400 600 800 1000
1 0.0125 0.015 0.025 0.05 0.075 0.1 0.125
10 0.125 0.15 0.25 0.5 0.75 1 1.25
20 0.25 0.3 0.5 1 1.5 2 2.5
50 0.625 0.75 1.25 2.5 3.75 5 6.25
100 1.25 1.5 2.5 5 7.5 10 12.5
200 2.5 3 5 10 15 20 25
400 5 6 10 20 30 40 50
500 6.25 7.5 12.5 25 37.5 50 62.5
1000 12.5 15 25 50 75 100 125
Table C.1: Bandwidth-delay products in MBytes for selected scenarios.
The shown values represent the BDP only and need to be multiplied by 2
when applied as buffer sizes to the Linux kernel.
D Numerical Results of Verus
This appendix lists the numerical results from Chapter 6.
D.1 Summary of Throughput for Multiple
Flows
Table D.2 summarizes the mean throughput per time interval for the eight
Verus flows.
Time (s)
Client 0-30 30-60 60-90 90-120 120-150 150-180 180-210 210-240
1 79.3 38.0 21.9 17.8 13.8 11.8 9.7 8.4
2 - 35.9 26.5 19.2 14.4 11.6 10.5 8.5
3 - - 28.5 18.7 14.7 12.6 10.8 8.6
4 - - - 20.2 13.9 12.0 11.3 10.3
5 - - - - 17.0 12.3 9.7 8.6
6 - - - - - 13.3 11.2 8.7
7 - - - - - - 12.6 7.9
8 - - - - - - - 13.4∑
79.3 73.9 76.9 75.9 73.8 73.6 75.8 74.4
Time (s)
Client 240-270 270-300 300-330 330-360 360-390 390-420 420-450
1 - - - - - - -
2 9.4 - - - - - -
3 10.6 12.3 - - - - -
4 11.8 13.5 15.9 - - - -
5 9.5 12.1 14.1 20.8 - - -
6 10.7 12.4 15.1 19.2 24.2 - -
7 10.3 11.2 14.7 17.5 27.1 38.1 -
8 12.9 13.6 17.5 19.6 25.9 38.6 79.2∑
75.2 75.1 77.3 77.1 77.2 76.7 79.2
Table D.1: Mean throughput (Mbit/s) per flow of eight Verus flows
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Table D.2 summarizes the mean throughput per time interval for the three
Verus and three TCP Cubic flows.
Time (s)
Protocol Client 0-30 30-60 60-90 90-120 120-150 150-180
Verus 1 59.2 30.9 17.3 15.1 9.8 7.9
Verus 2 - 28.3 18.7 12.9 9.7 10.1
Verus 3 - - 20.7 13.5 11.6 9.5
TCP Cubic 4 - - - 18.3 15.1 11.1
TCP Cubic 5 - - - - 13.0 11.2
TCP Cubic 6 - - - - - 9.9∑
59.2 59.2 56.7 59.8 59.2 59.7
Table D.2: Mean throughput (Mbit/s) per flow of three Verus and three
TCP Cubic flows
D.2 Cellular Network Experiments
D.2.1 Statistical Evaluation
Table D.4 to D.7 show the numerical results of Verus, TCP Cubic, TCP
Cubic, and Sprout for 3G and LTE. The values in the last row represent
the mean value x¯ of all nine flows per experiment. These values are used to
calculate the confidence intervals CI. Since the number of samples is less
than 30, the Student-t distribution is used and the confidence interval is
calculated as in Equation D.1.
CI = [x¯− Zα/2 · σ√
n
, x¯+ Zα/2 · σ√
n
] (D.1)
where Z is the confidence coefficient of the confidence level α, σ the standard
deviation of x¯, and n the number of samples. For a confidence interval of
95%, the value of α is set 0.05 and the corresponding confidence coefficient
Z can be obtained from a table [LS95]. For a sample size of n − 1, the
confidence coefficient yields 2.776.
D.2.2 Numerical results
Figure D.3 lists the resulting confidence intervals of throughput and delay
for TCP Cubic, TCP Vegas, Sprout, and Verus.
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3G
Mean Std. Dev. 95% Conf. Interval
Protocol Metric Lower Upper
Cubic Throughput 2.69 0.53 2.03 3.35
Delay 3610.4 582.1 2887.7 4333.1
Vegas Throughput 1.68 0.06 1.60 1.76
Delay 3368.5 103.4 3240.1 3496.8
Sprout Throughput 2.70 0.19 2.47 2.93
Delay 101.5 1.5 99.6 103.4
Verus Throughput 1.97 0.28 1.61 2.32
(R=2) Delay 86.4 7.0 77.7 95
Verus Throughput 2.68 0.65 1.88 3.49
(R=4) Delay 126.9 7.8 117.2 137
Verus Throughput 4.04 0.22 3.77 4.31
(R=6) Delay 152.4 19.8 127.8 177
LTE
Mean Std. Dev. 95% Conf. Interval
Protocol Metric Lower Upper
Cubic Throughput 4.10 0.23 3.81 4.39
Delay 1596.1 187.0 1364.0 1828.2
Vegas Throughput 4.46 0.34 4.04 4.88
Delay 1192.5 74.9 1099.5 1285.5
Sprout Throughput 4.82 0.30 4.45 5.20
Delay 100.9 2.2 98.2 103.6
Verus Throughput 4.17 0.27 3.84 4.50
(R=2) Delay 62.6 6.7 54.2 71
Verus Throughput 4.51 0.26 4.20 4.83
(R=4) Delay 85.9 3.7 81.2 90
Verus Throughput 5.19 0.32 4.79 5.58
(R=6) Delay 127.4 7.6 118.0 137
Table D.3: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and delay (ms) for TCP Cubic, TCP Vegas, Sprout,
and Verus
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Table D.4: Numerical values of throughput (Mbit/s) and packet delay (ms)
for Verus with R = 2, 4, 6 on 3G
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Table D.5: Numerical values of throughput (Mbit/s) and packet delay (ms)
for TCP Cubic, TCP Vegas and Sprout on 3G
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Table D.6: Numerical values of throughput (Mbit/s) and packet delay (ms)
for Verus with R = 2, 4, 6 on LTE
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Table D.7: Numerical values of throughput (Mbit/s) and packet delay (ms)
for TCP Cubic, TCP Vegas and Sprout on LTE
E Example of Transition
Probability Matrix
Table E.1 shows an example of a transition probability matrix that is obtained
from a set of samples with 1 user. The values of the samples are truncated
by 99.9 % and a quantization of 10 ms is used. In addition, the values are
rounded to precision of four digits after the comma. Due to the size of the
matrix of 2566× 2556, the figure is limited to a subset of the matrix.
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Table E.1: Example of transition probability matrix of 1 user with a
quantization of 10 ms
F Numerical Results of Model
The confidence intervals in this section are calculated on a per flow basis.
That is, for ever simulation (seed), each individual flow of the same user is
used to calculate the mean value and standard deviation. After that, the
95% confidence intervals are calculated according to Appendix D.2.1.
F.1 Effect of Quantization
Table F.1 summarizes the numerical values of the different quantizations for
five simulation runs with different random seeds. Each simulation was run
for 300 s and the model was trained with 1 user.
Channel Trace #1
Mean Std. Dev. 95% Conf. Interval
Quantization Metric Lower Upper
2 ms Throughput 12.32 0.06 12.24 12.39
Delay 32.89 0.17 32.68 33.11
5 ms Throughput 13.89 0.03 13.85 13.93
Delay 37.43 0.13 37.27 37.59
10 ms Throughput 14.24 0.03 14.20 14.27
Delay 41.03 0.19 40.79 41.27
20 ms Throughput 14.74 0.03 14.70 14.78
Delay 44.09 0.17 43.87 44.30
Channel Trace #2
Mean Std. Dev. 95% Conf. Interval
Quantization Metric Lower Upper
2 ms Throughput 11.73 0.04 11.68 11.79
Delay 36.59 0.69 35.74 37.45
5 ms Throughput 13.29 0.04 13.24 13.34
Delay 41.18 0.15 41.00 41.36
10 ms Throughput 13.63 0.05 13.57 13.69
Delay 45.60 0.61 44.83 46.36
20 ms Throughput 14.11 0.05 14.05 14.16
Delay 47.12 0.43 46.59 47.65
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Channel Trace #3
Mean Std. Dev. 95% Conf. Interval
Quantization Metric Lower Upper
2 ms Throughput 10.37 0.04 10.32 10.43
Delay 44.89 0.49 44.28 45.49
5 ms Throughput 11.67 0.02 11.64 11.70
Delay 50.55 0.67 49.71 51.38
10 ms Throughput 12.08 0.05 12.02 12.14
Delay 57.61 0.35 57.17 58.04
20 ms Throughput 12.54 0.04 12.49 12.58
Delay 56.95 0.38 56.48 57.42
Channel Trace #4
Mean Std. Dev. 95% Conf. Interval
Quantization Metric Lower Upper
2 ms Throughput 14.42 0.06 14.34 14.50
Delay 26.30 0.07 26.21 26.39
5 ms Throughput 17.33 0.07 17.24 17.42
Delay 29.28 0.11 29.15 29.41
10 ms Throughput 17.96 0.04 17.91 18.01
Delay 31.74 0.12 31.59 31.90
20 ms Throughput 18.54 0.04 18.50 18.59
Delay 33.83 0.14 33.66 34.00
Channel Trace #5
Mean Std. Dev. 95% Conf. Interval
Quantization Metric Lower Upper
2 ms Throughput 13.50 0.04 13.44 13.55
Delay 28.03 0.06 27.95 28.10
5 ms Throughput 16.21 0.04 16.16 16.27
Delay 31.07 0.13 30.91 31.23
10 ms Throughput 16.95 0.06 16.87 17.03
Delay 33.50 0.11 33.37 33.63
20 ms Throughput 17.64 0.04 17.60 17.69
Delay 35.75 0.16 35.56 35.95
Table F.1: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for quantizations of 2 ms, 5 ms,
10 ms, and 20 ms for five different channel traces
160 Appendix F – Numerical Results of Model
F.2 Training with Non-matching User Model
Table F.2 to F.6 summarize the numerical value for scenarios with different
number of users on the five channel traces. In this set of simulations, the
model was trained with one user and evaluated in scenarios with one, two,
and three number of users. The quantization was set to 2 ms.
F.2.1 Channel Trace #1
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 12.32 0.06 12.24 12.39
Delay 32.89 0.17 32.68 33.11
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 8.33 0.07 8.24 8.43
Delay 55.19 0.65 54.38 56.00
2 Throughput 8.12 0.12 7.98 8.27
Delay 57.55 0.89 56.44 58.66
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.99 0.00 5.99 6.00
Delay 102.98 1.20 101.49 104.47
2 Throughput 5.92 0.02 5.90 5.94
Delay 103.23 0.49 102.63 103.84
3 Throughput 5.80 0.02 5.77 5.82
Delay 105.73 0.75 104.80 106.66
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.55 0.03 4.52 4.59
Delay 175.19 0.91 174.06 176.32
2 Throughput 4.52 0.04 4.48 4.57
Delay 176.90 1.35 175.22 178.58
3 Throughput 4.45 0.02 4.42 4.48
Delay 178.46 0.79 177.48 179.44
4 Throughput 4.46 0.03 4.43 4.49
Delay 180.26 1.16 178.82 181.70
Table F.2: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #1 and training of the model with one user
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F.2.2 Channel Trace #2
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 11.73 0.04 11.68 11.79
Delay 36.59 0.69 35.74 37.45
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.95 0.02 7.93 7.97
Delay 70.69 1.01 69.44 71.94
2 Throughput 7.58 0.01 7.57 7.60
Delay 72.94 0.54 72.27 73.61
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.70 0.04 5.65 5.74
Delay 123.36 0.75 122.43 124.30
2 Throughput 5.54 0.04 5.48 5.59
Delay 123.91 0.77 122.96 124.86
3 Throughput 5.34 0.02 5.32 5.36
Delay 125.92 0.81 124.92 126.92
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.30 0.05 4.24 4.36
Delay 196.03 2.63 192.77 199.29
2 Throughput 4.26 0.04 4.21 4.31
Delay 197.12 1.58 195.15 199.08
3 Throughput 4.20 0.01 4.18 4.21
Delay 198.54 1.77 196.35 200.73
4 Throughput 4.17 0.03 4.13 4.21
Delay 199.52 2.28 196.69 202.35
Table F.3: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #2. The training of the model was with
one user.
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F.2.3 Channel Trace #3
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 10.37 0.04 10.32 10.43
Delay 44.89 0.49 44.28 45.49
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.02 0.04 6.97 7.07
Delay 85.29 1.02 84.03 86.56
2 Throughput 6.81 0.04 6.76 6.85
Delay 87.79 1.02 86.52 89.05
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.04 0.04 4.99 5.08
Delay 147.24 1.47 145.42 149.06
2 Throughput 4.97 0.04 4.92 5.02
Delay 150.06 1.47 148.23 151.88
3 Throughput 4.83 0.02 4.80 4.85
Delay 152.20 1.60 150.22 154.19
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 3.82 0.09 3.70 3.94
Delay 273.09 5.65 266.08 280.10
2 Throughput 3.82 0.08 3.71 3.92
Delay 271.52 6.10 263.95 279.09
3 Throughput 3.76 0.07 3.67 3.85
Delay 271.47 4.74 265.59 277.35
4 Throughput 3.73 0.10 3.61 3.86
Delay 270.46 6.30 262.63 278.28
Table F.4: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #3. The training of the model was with
one user.
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F.2.4 Channel Trace #4
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 14.42 0.06 14.34 14.50
Delay 26.30 0.07 26.21 26.39
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 10.43 0.22 10.15 10.71
Delay 41.18 0.50 40.55 41.80
2 Throughput 9.81 0.07 9.73 9.90
Delay 43.05 0.58 42.33 43.77
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.43 0.04 7.39 7.48
Delay 62.45 0.98 61.24 63.67
2 Throughput 7.21 0.03 7.17 7.26
Delay 63.43 1.74 61.27 65.60
3 Throughput 6.97 0.08 6.87 7.06
Delay 65.99 1.96 63.55 68.42
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.54 0.03 5.50 5.57
Delay 113.60 0.77 112.64 114.56
2 Throughput 5.63 0.01 5.62 5.65
Delay 116.37 1.37 114.67 118.07
3 Throughput 5.49 0.01 5.47 5.50
Delay 117.75 0.75 116.81 118.69
4 Throughput 5.53 0.01 5.52 5.54
Delay 120.05 1.17 118.60 121.50
Table F.5: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #4. The training of the model was with
one user.
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F.2.5 Channel Trace #5
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 13.50 0.04 13.44 13.55
Delay 28.03 0.06 27.95 28.10
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 10.01 0.09 9.89 10.12
Delay 42.48 0.79 41.50 43.46
2 Throughput 9.52 0.12 9.37 9.67
Delay 44.13 1.10 42.76 45.50
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.23 0.05 7.17 7.28
Delay 65.49 2.42 62.49 68.49
2 Throughput 7.17 0.02 7.14 7.19
Delay 67.21 2.48 64.13 70.29
3 Throughput 6.95 0.03 6.91 6.98
Delay 70.25 0.75 69.32 71.18
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.58 0.01 5.57 5.60
Delay 113.05 0.74 112.13 113.98
2 Throughput 5.50 0.03 5.47 5.53
Delay 114.02 0.32 113.63 114.41
3 Throughput 5.53 0.02 5.51 5.55
Delay 115.73 1.02 114.47 117.00
4 Throughput 5.44 0.03 5.39 5.48
Delay 116.15 1.17 114.70 117.60
Table F.6: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #5. The training of the model was with
one user.
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F.3 Training with a Matching User Model
Table F.7 to F.9 summarize the numerical values of the model on scenarios
with a matching number of users in the training and evaluation phase. The
quantization was set to 2 ms and the simulation was run for 300 s for every
channel trace.
The Tables show the numerical results for the following scenarios:
1. Training with two users. Evaluation on a network with two users.
2. Training with three users. Evaluation on a network with three users.
3. Training with four users. Evaluation on a network with four users.
F.3.1 Two Users
Channel Trace 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 8.08 0.03 8.05 8.11
Delay 41.41 0.06 41.34 41.48
2 Throughput 7.65 0.04 7.60 7.69
Delay 43.93 0.11 43.79 44.06
Channel Trace 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.73 0.02 7.71 7.76
Delay 45.45 0.23 45.16 45.73
2 Throughput 7.35 0.02 7.32 7.38
Delay 47.93 0.36 47.48 48.38
Channel Trace 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 6.78 0.02 6.76 6.80
Delay 55.37 1.10 54.00 56.74
2 Throughput 6.48 0.02 6.46 6.50
Delay 58.48 1.31 56.85 60.11
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Channel Trace 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 10.30 0.02 10.28 10.32
Delay 32.44 0.07 32.35 32.53
2 Throughput 9.88 0.04 9.83 9.92
Delay 34.73 0.04 34.68 34.79
Channel Trace 5
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 9.67 0.05 9.61 9.73
Delay 33.64 0.10 33.51 33.76
2 Throughput 9.25 0.02 9.22 9.27
Delay 35.84 0.10 35.72 35.96
Table F.7: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for five different channel traces
of the model with two users and a quantization of 2 ms
F.3.2 Three Users
Channel Trace 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.86 0.03 5.83 5.89
Delay 49.06 0.14 48.88 49.24
2 Throughput 5.67 0.02 5.65 5.69
Delay 50.81 0.13 50.65 50.97
3 Throughput 5.47 0.02 5.44 5.49
Delay 52.64 0.09 52.52 52.75
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Channel Trace 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.56 0.03 5.52 5.60
Delay 54.69 0.42 54.16 55.22
2 Throughput 5.42 0.03 5.38 5.46
Delay 56.47 0.29 56.12 56.83
3 Throughput 5.21 0.02 5.19 5.24
Delay 58.55 0.44 58.00 59.10
Channel Trace 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.91 0.03 4.87 4.95
Delay 68.24 1.25 66.69 69.79
2 Throughput 4.77 0.02 4.74 4.79
Delay 70.64 1.37 68.95 72.34
3 Throughput 4.65 0.03 4.61 4.68
Delay 73.19 1.82 70.93 75.45
Channel Trace 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.44 0.02 7.42 7.47
Delay 37.92 0.07 37.83 38.01
2 Throughput 7.20 0.01 7.19 7.22
Delay 39.65 0.10 39.52 39.78
3 Throughput 6.89 0.02 6.86 6.91
Delay 41.38 0.11 41.25 41.52
Channel Trace 5
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.10 0.02 7.07 7.12
Delay 38.96 0.06 38.88 39.03
2 Throughput 6.91 0.02 6.89 6.93
Delay 40.62 0.08 40.53 40.72
3 Throughput 6.64 0.03 6.61 6.68
Delay 42.35 0.09 42.24 42.46
Table F.8: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for five different channel traces
of the model with three users and a quantization of 2 ms
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F.3.3 Four Users
Channel Trace 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.53 0.00 4.53 4.54
Delay 55.43 0.16 55.22 55.63
2 Throughput 4.42 0.01 4.41 4.43
Delay 56.97 0.24 56.67 57.26
3 Throughput 4.31 0.01 4.30 4.33
Delay 58.45 0.25 58.14 58.75
4 Throughput 4.21 0.02 4.19 4.23
Delay 59.67 0.32 59.26 60.07
Channel Trace 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.28 0.01 4.26 4.29
Delay 64.83 1.14 63.41 66.25
2 Throughput 4.18 0.01 4.17 4.19
Delay 66.46 1.04 65.17 67.75
3 Throughput 4.11 0.02 4.08 4.13
Delay 68.06 0.91 66.93 69.19
4 Throughput 4.01 0.02 3.99 4.03
Delay 69.53 0.98 68.32 70.74
Channel Trace 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 3.80 0.01 3.78 3.81
Delay 94.31 0.91 93.17 95.44
2 Throughput 3.72 0.02 3.70 3.75
Delay 96.20 0.93 95.05 97.35
3 Throughput 3.65 0.02 3.63 3.68
Delay 97.98 0.92 96.84 99.12
4 Throughput 3.59 0.02 3.56 3.61
Delay 99.63 0.69 98.77 100.48
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Channel Trace 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.71 0.02 5.69 5.73
Delay 42.46 0.07 42.38 42.54
2 Throughput 5.56 0.02 5.54 5.59
Delay 43.78 0.11 43.64 43.91
3 Throughput 5.41 0.03 5.37 5.44
Delay 45.14 0.09 45.03 45.26
4 Throughput 5.26 0.01 5.25 5.27
Delay 46.41 0.10 46.28 46.54
Channel Trace 5
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.53 0.01 5.51 5.54
Delay 43.34 0.64 42.54 44.14
2 Throughput 5.39 0.02 5.37 5.42
Delay 43.99 1.88 41.65 46.32
3 Throughput 5.26 0.02 5.24 5.28
Delay 45.03 2.62 41.77 48.28
4 Throughput 5.14 0.02 5.12 5.17
Delay 46.45 2.23 43.68 49.23
Table F.9: Mean values, standard deviations, and confidence intervals of
throughput (Mbit/s) and packet delay (ms) for five different channel traces
of the model with four users and a quantization of 2 ms
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F.4 Training with a Combined User Model
Table F.10 to F.14 summarize the numerical value for scenarios with different
number of users on the five channel traces. The model was trained with a
combined set of one, two, three, and four users and evaluated in scenarios
with one, two, three, and four number of users. The quantization was set to
2 ms and the samples were truncated by 99.9%.
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F.4.1 Channel Trace #1
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 10.88 0.03 10.84 10.91
Delay 29.12 0.17 28.90 29.33
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 8.14 0.03 8.10 8.18
Delay 43.18 0.07 43.10 43.26
2 Throughput 7.76 0.03 7.72 7.80
Delay 45.59 0.08 45.49 45.69
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.94 0.01 5.93 5.96
Delay 59.30 0.53 58.64 59.96
2 Throughput 5.77 0.02 5.74 5.79
Delay 61.27 0.51 60.65 61.90
3 Throughput 5.49 0.02 5.47 5.52
Delay 63.33 0.43 62.80 63.87
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.61 0.02 4.59 4.64
Delay 73.85 0.46 73.28 74.42
2 Throughput 4.48 0.01 4.47 4.50
Delay 75.77 0.43 75.23 76.30
3 Throughput 4.36 0.04 4.31 4.40
Delay 77.05 0.30 76.68 77.43
4 Throughput 4.26 0.02 4.23 4.28
Delay 78.70 0.41 78.19 79.22
Table F.10: Mean values, standard deviations, and confidence intervals
of throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #1. The training of the model was with a
combined set of one, two, three, and four users.
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F.4.2 Channel Trace #2
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 10.22 0.06 10.15 10.29
Delay 31.38 0.19 31.14 31.61
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.72 0.03 7.69 7.75
Delay 46.10 0.27 45.75 46.44
2 Throughput 7.41 0.03 7.38 7.44
Delay 48.51 0.35 48.08 48.94
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.62 0.03 5.58 5.66
Delay 64.05 0.56 63.36 64.75
2 Throughput 5.43 0.01 5.42 5.44
Delay 66.02 0.52 65.38 66.66
3 Throughput 5.25 0.01 5.23 5.26
Delay 68.46 0.43 67.93 68.98
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.34 0.01 4.32 4.35
Delay 85.15 1.62 83.14 87.16
2 Throughput 4.21 0.01 4.19 4.23
Delay 87.43 1.17 85.98 88.88
3 Throughput 4.12 0.01 4.10 4.13
Delay 88.98 1.66 86.92 91.03
4 Throughput 4.05 0.02 4.03 4.07
Delay 91.06 1.61 89.06 93.06
Table F.11: Mean values, standard deviations, and confidence intervals
of throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #2. The training of the model was with a
combined set of one, two, three, and four users.
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F.4.3 Channel Trace #3
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 9.05 0.03 9.02 9.09
Delay 36.13 0.14 35.96 36.30
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 6.79 0.02 6.77 6.82
Delay 53.00 0.75 52.06 53.94
2 Throughput 6.49 0.01 6.48 6.51
Delay 55.60 0.56 54.91 56.30
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 4.98 0.02 4.95 5.01
Delay 76.03 1.13 74.63 77.44
2 Throughput 4.83 0.01 4.82 4.84
Delay 78.83 1.29 77.22 80.43
3 Throughput 4.68 0.03 4.65 4.72
Delay 81.32 1.38 79.61 83.03
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 3.88 0.02 3.86 3.91
Delay 128.54 8.40 118.11 138.97
2 Throughput 3.78 0.02 3.75 3.80
Delay 131.19 8.43 120.73 141.66
3 Throughput 3.70 0.04 3.66 3.75
Delay 132.82 7.45 123.57 142.08
4 Throughput 3.62 0.03 3.58 3.66
Delay 134.23 8.53 123.63 144.82
Table F.12: Mean values, standard deviations, and confidence intervals
of throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #3. The training of the model was with a
combined set of one, two, three, and four users.
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F.4.4 Channel Trace #4
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 11.61 0.05 11.55 11.68
Delay 24.45 0.03 24.42 24.49
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 10.16 0.03 10.12 10.19
Delay 33.90 0.07 33.81 33.99
2 Throughput 9.84 0.03 9.80 9.88
Delay 36.08 0.12 35.94 36.23
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.43 0.03 7.39 7.47
Delay 47.09 0.13 46.93 47.26
2 Throughput 7.18 0.02 7.15 7.21
Delay 48.95 0.12 48.80 49.09
3 Throughput 6.91 0.04 6.86 6.95
Delay 50.76 0.15 50.58 50.94
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.75 0.03 5.71 5.79
Delay 60.41 0.64 59.62 61.21
2 Throughput 5.59 0.03 5.56 5.63
Delay 61.85 0.70 60.98 62.72
3 Throughput 5.42 0.02 5.39 5.44
Delay 63.60 0.59 62.87 64.33
4 Throughput 5.26 0.02 5.24 5.28
Delay 64.90 0.64 64.10 65.70
Table F.13: Mean values, standard deviations, and confidence intervals
of throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #4. The training of the model was with a
combined set of one, two, three, and four users.
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F.4.5 Channel Trace #5
Number of users: 1
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 11.28 0.05 11.22 11.34
Delay 26.00 0.09 25.89 26.10
Number of users: 2
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 9.63 0.02 9.60 9.66
Delay 35.22 0.09 35.11 35.34
2 Throughput 9.30 0.02 9.27 9.33
Delay 37.44 0.09 37.32 37.55
Number of users: 3
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 7.21 0.06 7.13 7.28
Delay 48.15 0.22 47.88 48.42
2 Throughput 7.01 0.03 6.98 7.04
Delay 49.87 0.11 49.74 50.01
3 Throughput 6.70 0.04 6.66 6.75
Delay 51.81 0.27 51.47 52.16
Number of users: 4
Mean Std. Dev. 95% Conf. Interval
User Metric Lower Upper
1 Throughput 5.64 0.02 5.62 5.67
Delay 60.82 0.39 60.34 61.31
2 Throughput 5.48 0.02 5.45 5.51
Delay 62.45 0.41 61.95 62.96
3 Throughput 5.33 0.03 5.29 5.37
Delay 64.13 0.50 63.51 64.75
4 Throughput 5.17 0.03 5.14 5.21
Delay 65.42 0.44 64.88 65.97
Table F.14: Mean values, standard deviations, and confidence intervals
of throughput (Mbit/s) and packet delay (ms) for scenarios with different
number of users on channel trace #5. The training of the model was with a
combined set of one, two, three, and four users.
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