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THE BOUNDED DERIVED CATEGORIES OF AN ALGEBRA
WITH RADICAL SQUARED ZERO
RAYMUNDO BAUTISTA AND SHIPING LIU
Abstract. Let Λ be an elementary locally bounded linear category over a
field with radical squared zero. We shall show that the bounded derived cate-
gory Db(ModbΛ) of finitely supported left Λ-modules admits a Galois covering
which is the bounded derived category of almost finitely co-presented repre-
sentations of a gradable quiver. Restricting to the bounded derived category
D
b(modbΛ) of finite dimensional left Λ-modules, we shall be able to describe
its indecomposable objects, obtain a complete description of the shapes of its
Auslander-Reiten components, and classify those Λ such that Db(modbΛ) has
only finitely many Auslander-Reiten components.
Introduction
Throughout this paper, k denotes a commutative field. One of the central to-
pics in the representation theory of a finite dimensional k-algebra A is to study
its bounded derived category Db(modA) of finitely generated left modules; see, for
example, [17, 18]. Indeed, the triangulated categoryDb(modA) captures all the ho-
mological properties of the algebra A. Since it is Hom-finite and Krull-Schmidt, we
are particularly interested in classifying the indecomposable objects and studying
the Auslander-Reiten theory of irreducible morphisms and almost split triangles in
Db(modA). These objectives have been achieved to a certain extent in the heredi-
tary case; see [8, 17, 18]. In case A is a gentle algebra, the indecomposable objects
of Db(modA) have been explicitly described in [11]. Speaking of the Auslander-
Reiten theory, it has been shown that an indecomposable complex of Db(modA) is
the ending (repsectively, starting) term of an almost split triangle if and only if it
is isomorphic to a bounded complex of finitely generated projective (respectively,
injective) A-modules; and consequently, the Auslander-Reiten quiver of Db(modA)
is stable if and only if A is of finite global dimension; see [17, 19]. In a general set-
ting, some particular types of stable Auslander-Reiten components of Db(modA)
are investigated in [28]. In case A is self-injective with no simple block, the sta-
ble Auslander-Reiten components of Db(modA) are of shape ZA∞; see [30, (3.7)],
whereas the non-stable ones occur rarely and are explicitly described in [20, (5.7)].
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The objective of this paper is to deal with algebras with radical squared zero.
Our main tool is the covering technique, which was introduced in [12, 14, 16] and
further developed in [2, 3, 7]. This requires us to work in a more general setting.
Indeed, let Λ be a connected locally bounded k-category with radical squared zero.
We shall assume that Λ is elementary, that is, all simple left Λ-modules are one
dimensional over k. By Gabriel’s theorem, Λ ∼= kQ/(kQ+)2, where Q is a connected
locally finite quiver called the ordinary quiver of Λ, and kQ is the path category
of Q over k with an ideal kQ+ generated by the arrows; see [12, (2.2)]. Our aim
is to study the bounded derived category Db(ModbΛ) of finitely supported left Λ-
modules and the bounded derived category Db(modbΛ) of finite dimensional left
Λ-modules. Observe that if Λ is a finite dimensional k-algebra, then Db(ModbΛ) is
the bounded derived category of all left Λ-modules.
In caseQ is gradable, using of the Koszul functor considered in [9], we shall obtain
a triangle-equivalent F : Db(Rep−(Qop))→ Db(ModbΛ), called Koszul equivalence;
see (3.9), where Rep−(Qop) is the hereditary abelian category of almost finitely
co-presented representations of the opposite quiver Qop of Q; see [8, (1.8)]. In the
general case, we shall choose a minimal gradable covering pi : Q˜→ Q, which induces
a Galois covering piDλ : D
b(ModbΛ˜) → Db(ModbΛ), where Λ˜ = kQ˜/(kQ˜+)2; see [7,
(7.10)]. Composing this covering with the Koszul equivalence, we shall obtain a
Galois covering Fpi : D
b(Rep−(Q˜ op))→ Db(ModbΛ); see (4.10).
Restricting to finite dimensional modules, we shall obtain a Galois covering
Fpi : D
b(rep−(Q˜op)) → Db(modbΛ), where rep−(Q˜op) is the hereditary abelian
category of finitely co-presented representations of Q˜op. As a consequence, the in-
decomposable complexes and the almost split triangles in Db(modbΛ) can be de-
scribed in terms of those in rep−(Q˜op); see (4.11). An important feature of the
covering Fpi is that it sends an indecomposable injective representation to a shift of
a simple module; see (4.8), called simple complex. Applying the description of the
Auslander-Reiten components of Db(rep−(Q˜op)) obtained in [8, Section 7], we shall
be able to describe the Auslander-Reiten components of Db(modbΛ) containing sim-
ple complexes in Theorem 5.4 and those containing no simple complex in Theorem
5.5. In particular, if Q has no infinite path, then every Auslander-Reiten compo-
nent of Db(modbΛ) is a stable tube or of shape ZQ˜ or ZA∞; see (5.6). Moreover,
Db(modbΛ) has only finitely many Auslander-Reiten components if and only if Q is
of Dynkin type or non-gradable of type A˜n; and in this case, its Auslander-Reiten
components are explicitly described; see (5.7). Finally, we should mention that
Bekkert and Drozd have described the type, as well as the indecomposable objects,
of Db(modbΛ) by using a completely different approach, that is the representation
theory of bocs; see [10].
1. Preliminaries
The objective of this section is to collect some basic notion and terminology and to
fix some notation which will be used throughout this paper.
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1.1. Quivers. Let Q = (Q0, Q1) be a locally finite quiver, where Q0 is the set of
vertices and Q1 is the set of arrows. Given an arrow α : a→ b, write a = s(α) and
b = e(α) and introduce a formal inverse α−1 with s(α−1) = e(α) and e(α−1) = s(α).
With each a ∈ Q0, we associate a trivial path εa with s(εa) = e(εa) = a. For
a, b ∈ Q0, we shall denote by Q1(a, b) the set of arrows from a to b, by Q≤1(a, b)
the set of paths of length ≤ 1 from a to b, and by Q(a, b) the set of all paths from
a to b. Moreover, a+ denotes the set of arrows in Q starting at a, and a− is the
set of arrows ending at a. Finally, one says that Q is strongly locally finite if the
number of paths from any given vertex to another one is finite; see [8, Section 1].
Given a walk w = αerr · · ·α
e2
2 α
e1
1 in Q, where αi ∈ Q1 and ei = ±1 such that
e(αeii ) = s(α
ei+1
i+1 ), we define its degree to be e1 + · · ·+ er. By convention, a trivial
path is of degree 0. We say that Q is gradable if the walks from a to b have the same
degree for any vertices a, b, or equivalently, every closed walk is of degree 0; see [7,
(7.1)]. In general, one associates a gradable quiver QZ with Q, whose vertices are
the pairs (a, i) ∈ Q0 × Z, and whose arrows are the pairs (α, i) : (a, i)→ (b, i+ 1),
with α : a→ b ∈ Q1 and i ∈ Z; see [7, (7.2)].
Let G be a group acting on Q. The G-action is called free if g · a 6= a for all
a ∈ Q0 and non-identity g ∈ G. In this case, a quiver morphism ϕ : Q → Q′ is
called a Galois G-covering; see [7, (4.1)] if the following conditions are satisfied:
(1) The action of ϕ on the vertices is surjective.
(2) If g ∈ G, then ϕ ◦ g = ϕ.
(3) If a, b ∈ Q0 with ϕ(a) = ϕ(b), then b = g · a for some g ∈ G.
(4) If x = ϕ(a) with a ∈ Q0, then ϕ induces bijections a+ → x+ and a− → x−.
1.2. Translation quivers. Let (Γ , τ) be a translation quiver; see, for definition,
[27, Page 47], where Γ is a quiver and τ is the translation. A vertex a of Γ is called
projective (respectively, injective) if τa (respectively, τ−a) is not defined, and left
stable (respectively, right stable, stable) if τna is defined for all n ≥ 0 (respectively,
for all n ≤ 0, for all n ∈ Z). Moreover, Γ is called left stable (respectively, right
stable, stable) if every vertex of Γ is left stable (respectively, right stable, stable).
Given a quiver ∆ without oriented cycles, one can construct a stable translation
quiver Z∆ in a canonical way; see, for example, [22, Section 2]. We shall denote
by N−∆ the full subquiver of Z∆ generated by the vertices (n, x) with x ∈ ∆0 and
n ≤ 0; and by N∆ the one generated by the vertices (n, x) with x ∈ ∆0 and n ≥ 0.
If ∆ is a tree, then Z∆ does not depend on the orientation of ∆; see [18]. For
instance, if ∆ is a quiver of type A∞, then Z∆ will be written as ZA∞.
A connected subquiver ∆ of Γ is called a section if it is convex, contains no
oriented cycle, and meets every τ -orbit in Γ exactly once; see [22, (2.1)]. In this
case, Γ embeds in Z∆; see [22, (2.3)]. Moreover, a section ∆ of Γ is called left-most
(respectively, right-most) if all its vertices are projective (respectively, injective);
and in this case, Γ embeds in N∆ (respectively, N−∆).
Assume that (Γ , τ) is equipped with a free action of a group G. Let (Γ ′, τ ′) be
another translation quiver. A Galois G-covering ϕ : (Γ , τ) → (Γ ′, τ ′) is a Galois
G-covering ϕ : Γ → ∆ such, for any a ∈ Γ 0, that a is non-projective if and only if
ϕ(a) is non-projective; and in this case, τ ′(ϕ(a)) = ϕ(τa); compare [7, (4.6)].
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1.3. Linear categories. Let A be a k-category; see, for definition, [12, (2.1)],
which is equipped with an action of a group G. The G-action is called
(1) free if g ·X 6∼= X , for any indecomposable object X of A and any non-identity
element g of G;
(2) locally bounded if, for any objects X,Y ∈ A, HomA(X, g · Y ) = 0 for all but
finitely many g ∈ G;
(3) directed if, for any indecomposable objects X,Y of A, there exists at most one
element g of G such that HomA(X, g · Y ) 6= 0 and HomA(g · Y, X) 6= 0.
Remark. In Definition 2.1 in [7], the local boundedness of the G-action only
requires that the condition that HomA(X, g ·Y ) = 0 for all but finitely many g ∈ G
be satisfied for indecomposable objects X,Y of A. In order for Theorem 2.12 in
[7] to hold, however, one needs to require this condition be satisfied for all objects
X,Y of A. Observe that all relevant statements in [7], such as Lemmas 6.2 and
6.6, still hold under this new definition with the same proof.
Let E : A → B be a k-linear functor between k-categories. One says that E is
G-stable if it admits a G-stabilizer δ = (δg)g∈G, where δg : E ◦ g → E are functorial
isomorphisms such that δh,X ◦δg, h·X = δgh,X , for g, h ∈ G and X ∈ A. In this case,
E is called a Galois G-precovering; see [7, (2.5)] if it induces a k-linear isomorphism
⊕g∈GHomA(X, g ·Y )→ HomB(E(X), E(Y )) : (ug)g∈G 7→
∑
g∈G δg,Y ◦ E(ug),
for each pair X,Y of objects of A. Recall that a G-stabilizer δ = (δg)g∈G is called
trivial if δg,X = 1X for all g ∈ G and X ∈ A; see [7, (2.3)].
We shall modify slightly the notion of a Galois covering as defined in [7, (2.8)].
Definition. Let A be a k-category with a free and locally bounded action of a
group G. A Galois G-precovering E : A → B is called a Galois G-covering if the
following conditions are satisfied.
(1) The functor E is dense.
(2) If X ∈ A is indecomposable, then E(X) is indecomposable.
(3) If X,Y ∈ A are indecomposable with E(X) ∼= E(Y ), then Y = g·X with g ∈ G.
Remark. The definition of a Galois G-covering in [7, (2.8)] only requires E be
almost dense, that is, every indecomposable object of B is isomorphic to the image
under E of an object of A. However, the denseness of E will enables one to identify
B with the orbit category A/G as defined in [14, (3.1)]. Observe that Theorem 7.10
in [7] still holds under this new definition with the same proof; see also the proof
of Theorem 4.10.
1.4. Auslander-Reiten Theory. Let A be a Hom-finite Krull-Schmidt additive
k-category, that is, morphism spaces are finite dimensional over k and idempotent
endomorphisms split; compare [24, (1.1)]. If X,Y ∈ A are indecomposable, then
a morphism f : X → Y is irreducible; see, for definition, [4, Section 2] if and only
if it has a non-zero image in irr(X,Y ) = rad(X,Y )/rad2(X,Y ), where rad(X,Y )
denotes the k-space of morphisms in the Jacobson radical of A; see [6]. We shall say
that A has symmetric irr-spaces if, for any indecomposable objects X,Y of A, the
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dimension dXY of irr(X,Y ) over End(X)/rad(End(X)) is equal to its dimension
over End(Y )/rad(End(Y )).
A sequence X
f // Y
g // Z in A is called pseudo-exact if f is a pseudo-kernel
of g, while g is a pseudo-cokernel of f . Such a pseudo-exact sequence with Y 6= 0
is called almost split; see [23, (2.1)], provided that f is minimal left almost and
g is minimal right almost; see, for definition, [4, Section 2]. In case A is abelian,
this notion of an almost split sequence coincides with the classical one defined
in [4, Section 2]. In case A is triangulated with shift functor [1], a sequence
X
f // Y
g // Z is almost split if and only if it embeds in an almost split tri-
angle X
f // Y
g // Z
h // X [1] with Y 6= 0; see [23, (6.1)], which is called an
Auslander-Reiten triangle in [18, (4.1)].
Assume that A has symmetric irr-spaces. The Auslander-Reiten quiver ΓA of
A is a translation quiver defined as follows. The vertex set is a complete set of
isomorphism class representatives of the indecomposable objects of A. Given two
vertices X,Y , the number of arrows from X to Y is equal to the dimension dX,Y .
The translation is the Auslander-Reiten translation τ
A
which is defined so that
τ
A
Z = X if and only if A has an almost split sequence X // Y // Z. The
connected components of Γ
A
are called the Auslander-Reiten components of A.
1.5. Categories of complexes. Let A be a full additive subcategory of an
abelian k-category. We shall denote by C(A) the complex category of A, that
is, the category of all complexes over A; and by K(A) the homotopy category of A,
that is, the quotient category of C(A) modulo the null-homotopy morphisms. We
shall denote by C−,b(A) and K−,b(A) the full subcategories of C(A) and K(A), re-
spectively, of bounded-above complexes with bounded homology; and by Cb(A) and
Kb(A) those of bounded complexes. Finally, D(A) and Db(A) denote the derived
category and the bounded derived category of A respectively, which are localizations
of K(A) and Kb(A), respectively, with respect to the quasi-isomorphisms. The
shift functor for complexes is written as [1]. As usual, we shall identify an object X
of A with the stalk complex X [0] concentrated in degree 0. In this way, A becomes
a full subcategory of each of Cb(A), Kb(A) and Db(A).
1.6. Representations of quivers. Let Q be a strongly locally finite quiver. The
path category kQ of Q over k is defined as follows; see [12, (2.1)]. The objects are
the vertices of Q, and HomkQ(a, b) with a, b ∈ Q0 is the k-space spanned by Q(a, b).
The composition of morphisms is induced from the concatenation of paths.
A k-representation M of Q consists of a family of k-spaces M(a) with a ∈ Q0,
and a family of k-linear mapsM(α) :M(a)→M(b) with α : a→ b ∈ Q1. One says
that M is locally finite dimensional if dimkM(a) is finite for all a ∈ Q0; and finite
dimensional if
∑
a∈Q0
dimkM(a) is finite for all a ∈ Q0. The category Rep(Q) of all
k-representations of Q is a hereditary abelian k-category; see [15]. We shall denote
by repb(Q) the full subcategory of Rep(Q) of finite dimensional representations.
Throughout this paper, all tensor products are over the base field k. With a
vertex a of Q, one associates an indecomposable injective representation Ia such
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that Ia(x), with x ∈ Q0, is spanned by Q(x, a), and Ia(α) : Ia(x) → Ia(y), with
α : x→ y ∈ Q1, sends ρα to ρ and vanishes on the paths not factoring through α. In
a dual fashion, one associates with a an indecomposable projective representation
Pa of Q. Let Inj (Q) stand for the full additive subcategory of Rep(Q) generated by
the injective representations Ia⊗Va with a ∈ Q0 and Va some k-space; and Proj (Q)
for the one generated by the projective representations Pa⊗Ua with a ∈ Q0 and Ua
some k-space; see [8, (1.3)]. Moreover, we shall denote by inj (Q) the full additive
subcategory of Inj (Q) generated by the representations Ia with a ∈ Q0, and by
proj (Q) the full additive subcategory of Proj (Q) generated by the representations
Pa with a ∈ Q0.
A k-representation M of Q is called almost finitely co-presented if it admits an
injective co-resolution 0 // M // I0 // I1 // 0 with I0, I1 ∈ Inj(Q), and
finitely co-presented if, in addition, I0, I1 ∈ inj(Q). In the dual situations, one says
thatM is almost finitely presented and finitely presented, respectively. The full sub-
categories Rep−(Q) and Rep+(Q) of Rep(Q) generated respectively by the almost
finitely co-presented representations and by the almost finitely presented represen-
tations are hereditary abelian k-categories, while the full subcategories rep−(Q)
and rep+(Q) of Rep(Q) generated by the finitely co-presented representations and
by the finitely presented representations, respectively, are Hom-finite Krull-Schmidt
hereditary abelian k-categories, whose intersection is repb(Q); see [8, (1.8),(1.15)].
Since rep−(Q) has enough projective objects, Db(rep−(Q)) is a Hom-finite Krull-
Schmidt k-category; see [5] and also [7, (1.9)].
2. Complexes over a locally bounded category
Throughout this section, Λ stands for a locally bounded k-category; see, for defi-
nition, [12, (2.1)], whose object set is written as Λ0 and its Jacobson radical is
written as radΛ. A left Λ-module is a k-linear functor M : Λ → Modk, where
Modk is the category of k-spaces; see [12, (2.2)]. The support of such a module M
is the set suppM of objects x ∈ Λ0 for which M(x) 6= 0. We shall say that M is
finitely supported if suppM is finite, and finite dimensional if
∑
x∈Λ0
dimkM(x) is
finite. Let ModΛ denote the category of all left Λ-modules. The full subcategory
of ModΛ of finitely supported modules and that of finite dimensional ones will be
denoted by ModbΛ and modbΛ, respectively. A morphism f : M → N in ModbΛ is
called radical if its image is contained in the radical of N .
Given x ∈ Λ0, it is known that P [x] = Λ(x,−) is an indecomposable projective
finite dimensional A-module. By Yoneda’s Lemma, HomModΛ(P [x], P [y]) ∼= Λ(y, x)
in such a way that a Λ-linear morphism f corresponds to f(1x) ∈ Λ(y, x). In
particular, a radical Λ-linear morphism P [x] → P [y] corresponds to an element in
(radΛ)(y, x). Observe, for any k-space V , that P [x] ⊗ V is a finitely supported
projective Λ-module. We shall denote by ProjΛ the full additive subcategory of
ModbΛ generated by the modules isomorphic to some P [x] ⊗ V with x ∈ Λ0 and
V ∈ Modk, and by projΛ the full additive subcategory of modbΛ generated by the
modules isomorphic to some P [x] with x ∈ Λ0.
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Every module M in ModbΛ admits a minimal projective cover P → M with
P ∈ ProjΛ such that P ∈ projΛ if and only if M ∈ modbΛ; see [7, (6.1)]. Thus,
sending a bounded complex over ModbΛ to its projective resolution yields a triangle-
equivalence from Db(ModbΛ) to K−,b(ProjΛ). We fix a quasi-inverse
E
Λ
: K−,b(ProjΛ)→ Db(ModbΛ)
of this equivalence. We shall replace K−,b(ProjΛ) by another better behaved cate-
gory. Indeed, a complex over ProjΛ is called radical if all its differentials are radical.
We denote by RC(ProjΛ) and RC−,b(ProjΛ) the full subcategories of C(ProjΛ)
and C−,b(ProjΛ), respectively, generated by the radical complexes. Restricting
the canonical projection functor P
Λ
: C−,b(ProjΛ) → K−,b(ProjΛ) to the radical
complexes, we obtain a projection functor P
Λ
: RC−,b(ProjΛ)→ K−,b(ProjΛ).
2.1. Proposition. Let Λ be a locally bounded k-category with a nilpotent radical.
(1) The projection functor P
Λ
: RC−,b(ProjΛ)→ K−,b(ProjΛ) is dense and reflects
isomorphisms.
(2) A complex X. in RC−,b(ProjΛ) is indecomposable if and only if P
Λ
(X.) is
indecomposable in K−,b(ProjΛ).
Proof. Since radΛ is nilpotent, all null-homotopic endomorphisms in RC−,b(ProjΛ)
are nilpotent. Let X. be a complex in RC−,b(ProjΛ). Since the null-homotopic
endomorphisms of X. are nilpotent, every idempotent endomorphism of P
Λ
(X.) can
be lifted to an idempotent endomorphism of X. in RC−,b(ProjΛ); see [1, (27.1)].
As a consequence, P
Λ
(X.) is indecomposable in case X. is indecomposable. On the
other hand, if P
Λ
(X.) = 0, that is, 1X. is null-homotopic, then 1X. is nilpotent.
Thus, 1X. = 0, that is, X
. = 0 in RC−,b(ProjΛ). As a consequence, P
Λ
(X.) is
decomposable in case X. is decomposable. This establishes Statement (2).
Let f. : X. → Y . be a morphism in RC−,b(ProjΛ) such that P
Λ
(f.) is an
isomorphism. Then, P
Λ
(f.)P
Λ
(g.) = P
Λ
(g.)P
Λ
(f.) = 1P
Λ
(X.), for some morphism
g. : Y .→ X. in RC−,b(ProjΛ). That is, f.g.−1X. and g
.f.−1X. are null-homotopic,
and hence, they are nilpotent. As a consequence, f.g. and g.f. are automorphisms
of X.. Therefore, f. is an automorphism. This shows that P
Λ
reflects isomorphisms.
It remains to prove that P
Λ
is dense. Consider a complex (X., d.X) ∈ K
−,b(ProjΛ).
We may assume that Hn(X.) = 0 for n ≤ 0. Write d0X = pj, where p : X
0 → L is
an epimorphism and j : L→ X1 is an monomorphism. Let
· · · // Pn
dn // Pn+1 // · · · // P−1
d−1 // P 0
d 0 // L // 0
be a minimal projective resolution of L in ModbΛ, where the dn with n < 0 are
radical. Set Zn = Pn for n ≤ 0 and Zn = Xn for n > 0. Put dnZ = d
n for n < 0,
and d0Z = d
0j, and dnZ = d
n
X for n > 0. Then, Z
. ∈ C−,b(ProjΛ) such that X. ∼= Z
.
in K−,b(ProjΛ). Therefore, we may assume that dnX is radical for every n < 0.
Suppose that dsX is not radical for some s ≥ 0. Since X
. is bounded-above, we
may assume that dnX is radical for all n > s. Since X
s+1 is projective, we may write
dsX =
(
1M h
0 gs
)
: Xs =M ⊕Ns −→M ⊕Ns+1 = Xs+1,
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where gs is a radical morphism. Since ds+1X is radical such that d
s+1
X d
s
X = 0, we
see that ds+1X = (0, g
s+1), where gs+1 is radical such that gs+1gs = 0. Writing
ds−1X = (f
s−1, gs−1)T , we obtain f s−1 + hgs−1 = 0 and gsgs−1 = 0.
Set Y n = Xn for n 6∈ {s, s+ 1} and Y n = Nn for n ∈ {s, s+ 1}. Put dnY = d
n
X
for n 6∈ {s− 1, s, s+ 1} and dnY = g
n if n ∈ {s− 1, s, s+ 1}. This yields a complex
Y . in C−,b(ProjΛ). We claim that X. ∼= Y
. in K−,b(ProjΛ). Indeed, we define
ψn = ϕn = 1Xn for n /∈ {s, s + 1} and ψn = (0, 1Nn) : M ⊕ Nn → Nn for
n ∈ {s, s+ 1}. Moreover, we set
ϕs =
(
−h
1Ns
)
: Ns →M ⊕Ns; ϕs+1 =
(
0
1Ns+1
)
: Ns+1 →M ⊕Ns+1.
Then ψ. = (ψn)n∈Z : X
. → Y . and ϕ. = (ϕn)n∈Z : Y
. → X. are morphisms
such that ψ.φ. = 1Y . and φ
.ψ. is homotopic to 1X.. This establishes our claim.
By definition, dnY is radical for all n > s − 1. If s = 0 then, since d
−1
X is radical,
g−1 is radical; and in this case, Y . ∈ RC−,b(ProjΛ). Otherwise, dnY is radical for
all n < 0. By induction, we may find a complex M . ∈ RC−,b(ProjΛ) such that
X. ∼=M
. in K−,b(ProjΛ). The proof of the proposition is completed.
For the rest of this section, suppose that Λ is elementary (that is, all simple
Λ-modules are one-dimensional over k) with radical squared zero. By Gabriel’s
Theorem, we may assume that Λ = kQ/(kQ+)2, where Q is a locally finite quiver
and kQ+ is the ideal in kQ generated by the arrows; see [12, (2.1)]. For u ∈ kQ, we
shall write u¯ = u+(kQ+)2 ∈ Λ. For an arrow α : x→ y in Q, let P [α] : P [y]→ P [x]
be the Λ-linear morphism given by the left multiplication by α¯; and for a trivial
path εx with x ∈ Q0, we shall write P [εx] = 1P [x]. We quote from [7, (7.6)] the
following description of the morphisms in ProjΛ.
2.2. Lemma. Let Λ = kQ/(kQ+)2, where Q is a locally finite quiver. If x, y ∈ Q0
and U, V are k-vector spaces, then every Λ-linear morphism f : P [x]⊗U → P [y]⊗V
can be uniquely written as f =
∑
γ∈Q≤1(y,x)
P [γ]⊗fγ , where fγ ∈ Homk(U, V ), such
that f is radical if and only if f =
∑
α∈Q1(y,x)
P [α]⊗ fα, where fα ∈ Homk(U, V ).
We shall give a decomposition for each complex M. ∈ RC(ProjΛ). Indeed, for
each n ∈ Z, we can write Mn = ⊕x∈Q0 P [x] ⊗ M
n
x , where M
n
x ∈ Mod k, and
dnM = (d
n
M (y, x))(y,x)∈Q0×Q0 , where d
n
M (y, x) : P [x] ⊗ M
n
x → P [y] ⊗ M
n+1
y is a
Λ-linear morphism. In view of Lemma 2.2, we obtain
dnM (y, x) =
∑
α∈Q1(y,x)
P [α]⊗Mnα , where M
n
α ∈ Hom k(M
n
x ,M
n+1
y ).
We shall need to consider the opposite quiver Qop of Q with (Qop)0 = Q0
and (Qop)1 = {α
o : y → x | α : x → y ∈ Q1}. We define the support-quiver
Ω(M.) of M. to be a subquiver of the gradable quiver (Qop)Z, whose vertices are
(x, n) ∈ Q0 × Z with Mnx 6= 0; and whose arrows are (α
o, n) : (x, n) → (y, n + 1),
where α : y → x ∈ Q1 and n ∈ Z such that Mnα 6= 0. Given an integer n, since
Mn is a finite direct sum of modules of form P [x]⊗ U , the set Ω n(M .) of vertices
(x, n) ∈ Ω(M .) with x ∈ Q0 is finite such that M
n = ⊕(x,n)∈Ωn(M.) P [x]⊗M
n
x .
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Given a connected component C of Ω(M.), the restriction M .C of M
. to C is
a radical complex over ProjΛ defined as follows. For each integer n, we write
Cn = C ∩ Ω n(M .), and we put MnC = ⊕(x,n)∈CnP [x] ⊗M
n
x , a summand of M
n.
Moreover, we define dnMC to be the composite of the following morphisms
MnC
qn
C // Mn
dnM // Mn+1
pn+1
C // Mn+1C ,
where qn
C
is the canonical injection and pn+1
C
is the canonical projection.
2.3. Proposition. Let Λ = kQ/(kQ+)2 with Q a locally finite quiver, and let M.
be a non-zero complex in RC(ProjΛ). If Ci with i ∈ I are the connected components
of the support-quiver of M., then M.= ⊕i∈IM
.
Ci
.
Proof. We shall keep the notation introduced above. Let Ci with i ∈ I be the
connected components of Ω(M.). For each n ∈ Z, since Ω n(M .) is a disjoint union
of Cni with i ∈ I, we obtain
Mn = ⊕(x,n)∈Ωn(M.) P [x]⊗M
n
x = ⊕i∈I
(
⊕(x,n)∈Cni P [x]⊗M
n
x
)
= ⊕i∈IM
n
Ci
.
Consider a pair (i, j) ∈ I × I with i 6= j. Let (x, n) ∈ Cni and (y, n+ 1) ∈ C
n+1
j .
Since Ω(M.) has no arrow (x, n) → (y, n + 1), we have Mnα = 0 for all possible
arrows α : y → x in Q. Thus, dnM (y, x) =
∑
α∈Q1(y,x)
P [α] ⊗ Mnα = 0. As a
consequence, the sequence
MnCi
qn
Ci // Mn
dnM // Mn+1
pn+1
Cj // Mn+1Cj ,
has null composite. This shows that dnM = ⊕i∈I d
n
MCi
. The proof of the proposition
is completed.
A radical complex over ProjΛ is said to be support-connected if its support-quiver
is connected. In view of Proposition 2.3, we see that an indecomposable radical
complex over ProjΛ is support-connected.
2.4. Corollary. Let Λ = kQ/(kQ+)2, where Q is a locally finite quiver. If M. is
a non-zero complex in RC−,b(ProjΛ), then M.=M.1⊕· · ·⊕M
.
m, where the M
.
i are
support-connected complexes in RC−,b(ProjΛ).
Proof. Let M. be a non-zero complex in RC−,b(ProjΛ). There exist integers s, t
with s ≤ t such that M i = 0 for all i > t and Hi(M.) 6= 0 for all i < s. Let Ci with
i ∈ I be the connected components of Ω(M.). Letting M.i be the restriction of M
.
to Ci, by Proposition 2.3, we obtain M
.= ⊕i∈IM
.
i .
For each i ∈ I, there exists a maximal integer ni ≤ t such that M
ni
i 6= 0. Thus
there exists some xi ∈ Q0 such that (xi, ni) ∈ Ci. In particular, (xi, ni) ∈ Ω
ni(M.)
with ni ≤ t. Since M
.
i is a radical complex, by the maximality of ni, we see that
Hni(M.i) 6= 0, and consequently, ni ≥ s. Since each Ω
n(M.) with n ∈ Z is finite,
the set {(xi, ni) | i ∈ I} is finite. Since the Ci with i ∈ I are pairwise disjoint, we
see that I is finite. The proof of the corollary is completed.
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3. Koszul equivalence in the graded case
Throughout this section, let Λ = kQ/(kQ+)2, where Q is a gradable locally finite
quiver. Our objective is to show that the bounded derived categories Db(ModbΛ)
and Db(modbΛ) are equivalent to the bounded derive categories Db(Rep−(Qop))
and Db(rep−(Qop)), respectively. These equivalences are given by the Koszul dua-
lity considered in [9]. Note, however, that our results in this section cannot be
derived directly from theirs.
We start with a grading Q0 = ∪n∈ZQ
n for Q, where the Qn are pairwise disjoint
such that every arrow of Q is of form x→ y with x ∈ Qn and y ∈ Qn+1 for some n;
see the remark following [7, (7.1)]. In particular, if x ∈ Qm and y ∈ Qn, then every
possible path from x to y is of length n − m. Being locally finite, Q is strongly
locally finite, and so is Q op. More importantly, Qop is also gradable with a grading
(Qop)n = Q−n, for n ∈ Z.
A k-representation M of Qop is called locally support-finite if (Qop)n ∩ suppM
is finite, for all n ∈ Z. We denote by Rep∗(Q op) the full subcategory of Rep(Qop)
generated by the locally support-finite representations. With each representation
M ∈ Rep∗(Q op), we shall associate a radical complex over ProjΛ as follows. Indeed,
for each n ∈ Z, we set
F (M)n = ⊕x∈Q−n P [x]⊗M(x) ∈ ProjΛ,
and define dnF (M) : ⊕x∈Q−n P [x]⊗M(x)→ ⊕y∈Q−n−1 P [y]⊗M(y) to be the Λ-linear
morphism given by the matrix(dn
F (M)(y, x))(y,x)∈Q−n−1×Q−n , where
dnF (M)(y, x) =
∑
α∈Q1(y,x)
P [α]⊗M(αo) : P [x]⊗M(x)→ P [y]⊗M(y).
Since rad2Λ = 0, this yields a radical complex F (M). over ProjΛ. Let now
f :M → N be a morphism in Rep∗(Qop). For n ∈ Z, we define
F (f)n = ⊕x∈Q−n 1P [x] ⊗ f(x) : ⊕x∈Q−n P [x]⊗M(x)→ ⊕x∈Q−n P [x]⊗N(x).
It is easy to verify that F (f). = (F (f)n)n∈Z is a morphism from F (M)
. to
F (N).. In this way, we obtain a k-linear functor F : Rep∗(Qop) → RC(ProjΛ),
called Koszul functor.
3.1. Lemma. Let Λ = kQ/(kQ+)2, where Q is a gradable locally finite quiver. The
Koszul functor F : Rep∗(Qop)→ RC(ProjΛ) is full, faithful and exact.
Proof. First of all, in view of the property of the tensor product over k, we see
easily that F is exact and faithful. Consider a morphism f. : F (M). → F (N). in
RC(ProjΛ) with M,N ∈ Rep∗(Qop). For n ∈ Z, write
fn = (fn(y, x))(y,x)∈Q−n×Q−n : ⊕x∈Q−n P [x]⊗M(x)→ ⊕y∈Q−n P [y]⊗N(y),
where fn(y, x) : P [x] ⊗ M(x) → P [y] ⊗ N(y) is Λ-linear and can be written as
fn(y, x) =
∑
γ∈Q≤1(y,x)
P [γ] ⊗ fγ , with fγ ∈ Homk(M(x), N(y)); see (2.2). Since
x, y ∈ Q−n, we see that Q≤1(y, x) 6= ∅ if and only if y = x. Thus, fn(y, x) = 0 if
y 6= x, and fn(x, x) = 1P [x] ⊗ fεx , and consequently, we obtain
fn = diag{1P [x] ⊗ fεx}x∈Q−n : ⊕x∈Q−n P [x]⊗M(x)→ ⊕x∈Q−n P [x]⊗N(x).
DERIVED CATEGORIES 11
Now, let (y, x) ∈ Q−n−1 × Q−n with Q1(y, x) 6= ∅. In view of the equation
fn+1 ◦ dn
F (M) = d
n
F (N) ◦ f
n, we see that∑
α∈Q1(y,x)
P [α]⊗ (fεy ◦M(α
o)) =
∑
α∈Q1(y,x)
P [α]⊗ (N(αo) ◦ fεx).
By the uniqueness stated in Lemma 2.2, fεy ◦M(α
o) = N(αo)◦fεx , for every arrow
α : y → x in Q. This shows that g = (fεx)x∈Q0 :M → N is a morphism such that
F (g) = f . The proof of the lemma is completed.
We shall describe the image of the Koszul functor. The following statement
describes the objects up to shift, which generalizes slightly Proposition 7.7 in [7].
3.2. Proposition. Let Λ = kQ/(kQ+)2 with Q a gradable locally finite quiver,
and let F : Rep∗(Qop) → RC(ProjΛ) be the Koszul functor. If M. ∈ RC(ProjΛ)
is support-connected, then M.∼= F (N)
.[s] for some N ∈ Rep∗(Qop) and s ∈ Z.
Proof. Let M. be a non-zero complex in RC(ProjΛ) with a connected support-
quiver Ω(M.). For n ∈ Z, write Mn = ⊕x∈Q0 P [x] ⊗M
n
x with M
n
x ∈ Mod k, and
dnM = (d
n
M (y, x))(y,x)∈Q0×Q0 , where
dnM (y, x) =
∑
α∈Q1(y,x)
P [α]⊗Mnα , with M
n
α ∈ Hom k(M
n
x ,M
n+1
y ).
We claim that there exists some integer s such that for all n ∈ Z, we have
Mn = ⊕x∈Q−n−s P [x]⊗M
n
x ,
where Mnx = 0 for all but finitely many x ∈ Q
−n−s. Indeed, let Mn0 be non-zero
for some n0. Then M
n0
a 6= 0 for some a ∈ Q0, that is, (a, n0) ∈ Ω(M
.). Assume
that a ∈ Qt for some integer t. Set s = −t − n0. Let n be an integer such that
Mn is non-zero. Then, Mnx 6= 0 for some x ∈ Q0, and hence, (x, n) ∈ Ω(M
.).
Being connected, Ω(M .) contains a walk from (a, n0) to (x, n), which is a walk
in (Qop)Z of degree n − n0. As a consequence, Qop contains a walk from a to x
of degree n − n0; see [7, (7.2)], that is, Q contains a walk from a to x of degree
n0 − n. As a consequence, x ∈ Qt+n0−n = Q−n−s. The establishes our claim. As
a consequence, for each n ∈ Z, we obtain dnM = (d
n
M (y, x))(y,x)∈Q−s−n−1×Q−s−n ,
where dnM (y, x) =
∑
α∈Q1(y,x)
P [α]⊗Mnα , with M
n
α ∈ Hom k(M
n
x ,M
n+1
y ).
Now, we shall define an object N ∈ Rep∗(Qop). For a vertex x ∈ Qn, we set
N(x) = M−n−sx ; and for an arrow α : y → x with (y, x) ∈ Q
n−1 × Qn, set
N(αo) = (−1)sM−n−sα . For each n ∈ Z, we have
F (N)n[s] = ⊕x∈Q−n−s P [x]⊗N(x) = ⊕x∈Q−n−s P [x]⊗M
(n+s)−s
x =M
n
and dn
F (N)[s] = (−1)
sdn+s
F (N) = ((−1)
sdn+s
F (N)(y, x))(y,x)∈Q−n−s−1×Q−n−s , where
(−1)sdn+s
F (N)(y, x) = (−1)
s
∑
α∈Q1(y,x)
P [α]⊗N(αo)
=
∑
α∈Q1(y,x)
P [α]⊗M
(n+s)−s
α
= dnM (y, x).
This shows that dnF (N)[s] = d
n
M . The proof of the proposition is completed.
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In order to describe morphisms in the image of the Koszul functor, we shall say
that a morphism f. : M. → N. in RC(ProjΛ) is radical if fn : Mn → Nn is a
radical morphism for every n ∈ Z.
3.3. Lemma. Let Λ = kQ/(kQ+)2 with Q a gradable locally finite quiver, and let
F : Rep∗(Qop) → RC(ProjΛ) be the Koszul functor. Consider a non-zero mor-
phism f. : F (M).→ F (N).[s] in RC(ProjΛ) with M,N ∈ Rep∗(Qop) and s ∈ Z.
(1) If f. is non-radical, then s = 0.
(2) If f. is radical, then s = 1.
Proof. For n ∈ Z, we write the Λ-linear morphism fn : F (M)n → F (N)n+s as
fn = (fn(y, x))(y,x)∈Q−n−s×Q−n : ⊕x∈Q−n P [x]⊗M(x)→ ⊕y∈Q−n−s P [y]⊗M(y),
where fn(y, x) : P [x] ⊗M(x) → P [y] ⊗ N(y) is a Λ-linear morphism. By Lemma
2.2, we have fn(y, x) =
∑
γ∈Q≤1(y,x)
P [γ]⊗ fγ , with fγ ∈ Homk(M(x), N(y)).
Suppose that fm 6= 0 for some integer m. Then, fm(y, x) 6= 0 for some pair
(y, x) ∈ Q−m−s × Q−m. In case f. is non-radical, we may assume that fm(y, x)
is non-radical. Then, Q≤1(y, x) contains a trivial path, that is, y = x. As a
consequence, s = 0. If f. is radical, then fm(y, x) is radical, and thus, Q1(y, x) 6= ∅.
As a consequence, s = 1. The proof of the lemma is completed.
Let x ∈ Q0. We denote by Ixo the indecomposable injective representation of
Qop associated with x. Since Qop is gradable locally finite, Ixo is locally support-
finite, and so is every representation in Rep−(Qop). Moreover, we denote by S[x]
the simple Λ-module supported by x, and by P .S[x] its deleted minimal projective
resolution in modΛ, which is an object of RC−,b(ProjΛ) such that Pn
S[x] = 0 for
n > 0, and P 0
S[x] = P [x], and H
n(P .
S[x]) = 0 for n < 0.
3.4. Lemma. Let Λ = kQ/(kQ+)2 with Q a gradable locally finite quiver, and let
F : Rep∗(Qop) → RC(ProjΛ) be the Koszul functor. If a ∈ Qt for some t ∈ Z,
then F (Iao)
. ∼= P
.
S[a][t].
Proof. We shall regard Λ as a k-algebra and identify a module M ∈ ModbΛ with
⊕x∈Q0M(x). Let a ∈ Q
t. For n ∈ Z, we have F (Iao)n = ⊕x∈Q−n P [x]⊗ Iao(x) and
dn
F (Iao )
= (dn
F (Iao )
(y, x))(y,x)∈Q−n−1×Q−n , where
dnF (Iao )(y, x) =
∑
α∈Q1(y,x)
P [α]⊗ Iao(α
o).
Let a ∈ Qt. Write s = −t. Every path in Qop ending at a is the opposite path
po of a path p in Q starting at a, and hence, s(po) ∈ Q−n for some n ≤ s. In
particular, F (Iao )
n = 0 for all n > s. For each n ≤ s, the projective Λ-module
F (Iao)
n = ⊕x∈Q−n P [x]⊗ Iao(x) has a k-basis
Ωn = {ε¯x ⊗ p
o, β¯ ⊗ po | x ∈ Q−n, β ∈ Q1(x,−), p ∈ Q(a, x)},
where Q1(x,−) denotes the set of arrows of Q starting at x, while radF (Iao )n has
a k-basis Θn = {β¯ ⊗ po | x ∈ Q−n, β ∈ Q1(x,−), p ∈ Q(a, x)}. In particular,
F (Iao)
s ∼= P [a].
Fix an integer n < s. Since rad2Λ = 0, we see that dnF (Iao ) vanishes on Θn.
Consider a top element ε¯x ⊗ p
o of F (Iao)
n, where x ∈ Q−n and p ∈ Q(a, x). Since
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p is of length s − n > 0, we have p = γ ◦ p∗, where γ ∈ Q1(y, x) with y ∈ Q−n−1
and p∗ ∈ Q(a, y). By definition, (P [γ] ⊗ Iao(γo))(ε¯x ⊗ po) = γ¯ ⊗ po∗. Moreover, if
α ∈ Q1(x, b) with b ∈ Q−n−1 is different from γ, then p does not factor through
α, and hence, po does not factor through αo. By definition, Iao(α)(p
o) = 0, and
(P [α]⊗ Iao(α
o))(ε¯x ⊗ p
o) = 0. Thus, dnF (Iao ) sends ε¯x ⊗ p
o to γ¯ ⊗ po∗ ∈ Θn+1.
Conversely, let β¯ ⊗ qo ∈ Θn+1, where β ∈ Q1(y, x) with (y, x) ∈ Q−n−1 × Q−n
and q ∈ Q(a, z). Then εx ⊗ qoβo ∈ Ωn which, as we have seen, is sent by dnF (Iao )
to β¯ ⊗ qo. As a consequence, ImdnF (Iao ) = radF (Iao)
n+1. This in turn implies that
Kerdn
F (Iao )
= radF (Iao)
n = Imdn−1
F (Iao )
.
To sum up, it is shown that F (Iao)
n = 0 for all n > s, and Hs(F (Iao )
.) ∼= S[a]
and Hn(F (Iao )
.) = 0 for all n < s. That is, F (Iao )
. ∼= P
.
S[a][−s]. The proof of the
lemma is completed.
The following statement determines those representations whose image under
the Koszul functor is bounded-above with bounded homology.
3.5. Proposition. Let Λ = kQ/(kQ+)2 with Q a gradable locally finite quiver, and
let F : Rep∗(Qop)→ RC(ProjΛ) be the Koszul functor. If M ∈ Rep∗(Qop), then
(1) F (M).∈ RC−,b(ProjΛ) if and only if M ∈ Rep−(Qop);
(2) F (M).∈ RC−,b(projΛ) if and only if M ∈ rep−(Qop);
(3) F (M).∈ RCb(projΛ) if and only if M ∈ repb(Qop).
Proof. Let M be a representation in Rep∗(Qop) with an injective co-presentation
0 // M // I0 // I1 // 0, where I0, I1 ∈ Inj(Qop). Applying the exact func-
tor F , we obtain a short exact sequence 0 // F (M). // F (I0). // F (I1). // 0
in C(ModbΛ). By Lemma 3.4, F (I0). and F (I1). belong to RC−,b(ProjΛ). As
a consequence, F (M). ∈ RC−,b(ProjΛ). Moreover, since there exists an exact
sequence Hn−1(F (I1).) // Hn(F (M).) // Hn(F (I0).) for all n ∈ Z; see [29,
(1.3.1)], we conclude that F (M). ∈ RC−,b(ProjΛ).
Conversely, assume that there exist s, t with s < t such that F (M)n = 0 for
all n > t, and Hn(F (M).) = 0 for all n < s. In particular, the full subquiver
Σ(M) of Q generated by the vertices x with M(x) 6= 0 is contained in ∪n≤t(Qop)n.
As a consequence, the full subquiver (Qop)≤s of Qop generated by the vertices in
∪n≤sQ−n is co-finite in Σ(M), that is, its complement in Σ(M) is finite.
Let N be the restriction ofM to (Qop)≤s; see [8, Section 1], and denote by S the
image of d s
F (M). Being a radical complex, F (N)
. is isomorphic to the shift by [−s]
of the deleted minimal projective resolution of S. If S = 0, then F (N).= 0. Since
F is faithful, N = 0. In particular, N ∈ Inj(Qop). Otherwise, since rad2Λ = 0,
we see that S is semi-simple, say S = (S[x1]⊗ U1) ⊕ · · · ⊕ (S[xt]⊗ Ut) , where
x1, . . . , xt ∈ Q0 and U1, . . . , Ut are non-zero k-spaces. By Lemma 3.4, we have
F (N)
.∼=
(
F (Ixo1)
.
⊗ U1
)
[s1]⊕ · · · ⊕
(
F (Ixot )
.
⊗ Ut
)
[st],
where s1, . . . , st are some integers. Since F is fully faithful, we have a decomposition
N = N1 ⊕ · · · ⊕ Nt such that F (Ni)
. ∼= (F (Ixi)
.⊗ Ui) [si] = F (Ixi ⊗ Ui)
.[si], for
i = 1, . . . , t. By Lemma 3.3(1), si = 0, and consequently, Ni ∼= Ixi ⊗ Ui, for
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i = 1, . . . , t. That is, N ∈ Inj(Qop). In view of Theorem 1.12(2) in [8], we conclude
that M is almost finitely co-presented. This establishes Statement (1).
For Statement (2), it suffices to prove the necessity. Indeed, suppose that F (M).
lies in RC−,b(projΛ). By Statement (1), M is almost finitely co-presented, and
hence, socM is finitely supported and essential in M ; see [8, (1.6)]. Moreover, by
the definition of F , we see that M is locally finite dimensional, and so is socM .
Therefore, socM is finite dimensional. As a consequence,M is finitely co-presented.
This establishes Statement (2), from which Statement (3) follows easily. The proof
of the proposition is completed.
We shall extend the Koszul functor to bounded complexes. Indeed, in view of
Proposition 3.5, we see that F : Rep∗(Qop) → RC(ProjΛ) restricts to a functor
F : Rep−(Qop) → RC−,b(ProjΛ), called again Koszul functor. Given a complex
M. ∈ Cb(Rep−(Qop)), applying F to the components of M., we obtain a double
complex F (M .). over ProjΛ as follows:
...
...
· · · // F (M i)j+1
OO
F (diM )
j+1
// F (M i+1)j+1
OO
// · · ·
· · · // F (M i)j
F (diM)
j
//
(−1)idj
F (Mi)
OO
F (M i+1)j
(−1)i+1dj
F(Mi+1)
OO
// · · ·
...
OO
...
OO
Let F(M .) be the sum total complex of F (M .)., which lies in C(ProjΛ). More
explicitly, for each n ∈ Z, we have F(M .)n = ⊕i∈Z F (M i)n−i ∈ ProjΛ; and
dnF(M.) = (d
n
F(M.)(j, i))(j,i)∈Z×Z : ⊕i∈Z F (M
i)n−i → ⊕j∈Z F (M
j)n+1−j ,
where dn
F(M.)(j, i) : F (M
i)n−i → F (M j)n+1−j is given by
dnF(M.)(j, i) =


(−1)idn−i
F (Mi), j = i;
F (diM )
n−i, j = i+ 1;
0, j 6= i, i+ 1.
SinceM. is bounded with F (M i). bounded above, we see that F(M .) ∈ C−(ProjΛ).
Next, let f. :M.→ N. be a morphism in Cb(Rep(Qop)). For each n ∈ Z, we set
F(f
.
)n = ⊕i∈Z{F (f
i)n−i} : ⊕i∈Z F (M
i)n−i → ⊕i∈Z F (N
i)n−i.
For each pair (i, j) ∈ Z× Z, we have
F (f j)n+1−j ◦ dnF(M.)(j, i) =


(−1)iF (f j)n+1−j ◦ dn−i
F (Mi), j = i;
F (f j)n+1−j ◦ F (diM )
n−i, j = i+ 1;
0, j 6= i, i+ 1,
and
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dnF(N.)(j, i)F (f
i)n−i =


(−1)idn−i
F (Ni) ◦ F (f
i)n−i, j = i;
F (diN )
n−i ◦ F (f i)n−i, j = i+ 1;
0, j 6= i, i+ 1.
Since F (f i). : F (M i).→ F (N i). is a morphism of complexes, we obtain
F (f i)n+1−idn−i
F (Mi) = d
n−i
F (Ni) F (f
i)n−i;
and since f i+1diM = d
i
Nf
i, we have F (f i+1).F (diM )
. = F (diN )
.F (f i).. In particular,
we have F (f i+1)n−i F (diM )
n−i = F (diN )
n−i F (f i)n−i. This gives rise to an equation
F(f .)n+1 ◦ dn
F(M.) = d
n
F(N.) ◦ F(f
.)n. Therefore, the construction yields a functor
F : Cb(Rep−(Qop))→ C−(ProjΛ), called complex Koszul functor.
3.6. Lemma. Let Λ = kQ/(kQ+)2, where Q is a gradable locally finite quiver. The
complex Koszul functor is a k-linear functor F : Cb(Rep−(Qop)) // C−,b(ProjΛ),
which sends acyclic complexes to acyclic ones and restricts to the Koszul functor
F : Rep−(Qop)→ RC−,b(ProjΛ).
Proof. First of all, for any M ∈ Rep−(Qop), it follows easily from the construction
that F(M) = F (M).. Let M. ∈ Cb(Rep−(Qop)). With no loss of generality, we
may assume that there exists an integer s < 0 such that Mn 6= 0 only if s ≤ i ≤ 0.
If M. is acyclic then, since F is exact, the double complex F (M.). has exact
rows. Since the complexes F (M i). with s ≤ i ≤ 0 are bounded above, we deduce
from the Acyclic Assembly Lemma stated in [29, (2.7.3)] that F(M.) is acyclic.
It remains to show that F(M.) ∈ C−,b(ProjΛ). Indeed, we have seen that
F(M.) ∈ C−(ProjΛ). Since the F (M i). with s ≤ i ≤ 0 have bounded homology,
there exists an integer m < 0 such that Hn(F (M i).) = 0 for i ∈ Z and n ≤ m. We
define a double complex (L.., v.., h..) as follows. The objects are given by
Lij =


0, i > m+ 1;
Im dm
F (Mi) , i = m+ 1;
F (M i)j , i ≤ m.
The vertical morphisms are given by
vij =


0, i ≥ m+ 1;
vi,m, i = m;
(−1)idj
F (Mi) , i < m,
where vi,m is the co-restriction of (−1)idm
F (Mi) to its image. The horizontal mor-
phisms are given by
hij =


0, j > m+ 1;
hi,m+1, i = m+ 1;
F (diM )
j , j ≤ m,
where hi,m+1 is induced from F (diM )
m. This yields a lower half-plane double com-
plex L.. with exact columns. By the Acyclic Assembly Lemma in [29, (2.7.3)], the
sum total complex (N., d.N ) of L
.. is acyclic. On the other hand, by the construction,
we see that Hn(N.) = Hn(F(M.)) for all n < s+m. Thus, F(M.) ∈ C−,b(ProjΛ).
The proof of the lemma is completed.
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We shall collect more properties of the complex Koszul functor in the following
statement. For this purpose, we denote by Cf. the mapping cone of a morphism f
.
of complexes over an additive category.
3.7. Lemma. Let Λ = kQ/(kQ+)2 with Q a gradable locally finite quiver, and let
F : Cb(Rep−(Qop)) // C−,b(ProjΛ) be the complex Koszul functor.
(1) If M. is an object of Cb(Rep−(Qop)), then F(M.[1]) = F(M.)[1].
(2) If f.∈ Cb(Rep−(Qop)) is a null-homotopic, then F(f.) is null-homotopic.
(3) If f. is a morphism in Cb(Rep−(Qop)), then CF(f.) = F(Cf.).
Proof. Statement (1) can be shown by a routine verification. Consider a morphism
f. : M. → N. in Cb(Rep−(Qop)). Suppose that hi : M i → N i−1, i ∈ Z, are
morphisms such that f i = hi+1 ◦ diM + d
i−1
N ◦h
i, for every i ∈ Z. Fix n ∈ Z. We set
ϕn = (ϕn(j, i))(j,i)∈Z×Z : ⊕i∈ZF (M
i)n−i → ⊕j∈ZF (N
j)n−1−j ,
where ϕn(j, i) : F (M i)n−i → F (N j)n−1−j is given by
ϕn(j, i) =
{
F (hi)n−i, j = i− 1;
0, j 6= i− 1.
Given a pair (j, i) ∈ Z× Z, we have(
ϕn+1 dn
F(M.)
)
(j, i) = ϕn+1(j, j + 1) dn
F(M.)(j + 1, i)
=


(−1)iF (hi)n+1−i dn−i
F (Mi), j = i− 1;
F (hi+1)n−i F (diM )
n−i, j = i;
0, j 6= i− 1, i.
and (
dn−1
F(N.) ϕ
n
)
(j, i) = dn−1
F(N.)(j, i − 1)ϕ
n(i− 1, i)
=


(−1)i−1dn−i
F (Ni−1) F (h
i)n−i, j = i− 1;
F (di−1N )
n−i F (hi)n−i, j = i;
0, j 6= i− 1, i.
Since F (hi). : F (M i). → F (N i−1). is a complex morphism, we conclude that
dn−i
F (Ni−1) F (h
i)n−i = F (hi)n+1−i dn−i
F (Mi). In view of this equation, we deduce that
(ϕn+1 dn
F(M.) + d
n−1
F(N.) ϕ
n)(j, i) = 0 for any j 6= i. On the other hand, since
diM h
i+1 + di−1N h
i = f i, we have
F (hi+1)n−i F (diM )
n−i + F (di−1N )
n−i F (hi)n−i = F (f i)n−i.
Therefore, ϕn+1 ◦ dnF(M.) + d
n−1
F(N.) ◦ ϕ
n = F(f .)n. This establishes Statement (2).
In order to prove Statement (3), we write (C., d.C) for the mapping cone of
f. :M.→ N.. We shall show that F(C.) = CF(f.). Fix an integer n. By definition,
we have F (Cn). = F (Mn+1).⊕ F (Nn). and
d
.
F (Cn) =
(
d.
F (Mn+1) 0
0 d.F (Nn)
)
; F (dnC)
.
=
(
−F (dn+1M )
. 0
F (fn+1). F (dnN )
.
)
.
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First, we have
CnF(f.) = F(M
.)n+1 ⊕F(N.)n
=
(
⊕j∈Z F (M j)n+1−j
)
⊕
(
⊕i∈Z F (N i)n−i
)
= ⊕i∈Z F (M i+1 ⊕N i)n−i
= ⊕i∈Z F (Ci)n−i = F(C
.)n.
Next, we shall identify their n-th differentials
dnCF(f.)=
(
−dn+1
F(M.) 0
F(f.)n+1 dn
F(N.)
)
: F(M
.
)n+1 ⊕F(N
.
)n → F(M
.
)n+2 ⊕ F(N
.
)n+1
and dn
F(C.) = (d
n
F(C.)(j, i))(j,i)∈Z×Z : ⊕i∈ZF (C
i)n−i → ⊕j∈ZF (Cj)n+1−j , where
dnF(C.)(j, i) =


(−1)idn−i
F (Ci), j = i;
F (diC)
n−i, j = i+ 1;
0, j 6= i, i+ 1.
It suffices to identify, for any (j, i) ∈ Z×Z and (X., Y .) with X., Y . ∈ {M., N.},
the composite
gj,i(X
.
, Y
.
) : F (X i+1)n−i
q1 // Cn
F(f.)
dnC
F(f
.
) // Cn+1
F(f.)
p1 // F (Y j+1)n+1−j
with the composite
hj,i(X
.
, Y
.
) : F (X i+1)n−i
q2 // F(C.)n
dn
F(C
.
) // F(C.)n+1
p2 // F (Y j+1)n+1−j ,
where q1, q2 are the canonical injections, and p1, p2 are the canonical projections.
We start with the pair (M., N.). It is easy to see that both composites
gj,i(M
.
, N
.
) : F (N i)n−i
q1 // CnF(f.)
dnC
F(f
.
)// Cn+1
F(f.)
p1 // F (M j+1)n+1−j
and
hj,i(M
.
, N
.
) : F (N i)n−i
q2 // F(C.)n
dn
F(C
.
) // F(C.)n+1
p2 // F (M j+1)n+1−j
are null. Next, we consider the pair (M.,M.). Observe that the composite
gj,i(M
.
,M
.
) : F (M i+1)n−i
q1 // Cn
F(f.)
dnC
F(f
.
)// Cn+1
F(f.)
p1 // F (M j+1)n+1−j
is the composite of the following morphisms:
F (M i+1)n−i
q // F(M.)n+1
−d
n+1
F(M
.
) // F(M.)n+2
p // F (M j+1)n+1−j .
That is,
gj,i(M
.
,M
.
) = −dn+1
F(M.)(j + 1, i+ 1) =


(−1)i+2dn−i
F (Mi+1), j = i;
−F (di+1M )
n−i, j = i+ 1;
0, j 6= i, i+ 1.
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On the other hand, the composite
hj,i(M
.
,M
.
) : F (M i+1)n−i
q2 // F(C.)n
dn
F(C
.
) // F(C.)n+1
p2 // F (M j+1)n+1−j
is the composite of the following morphisms
F (M i+1)n−i
q // F (Ci)n−i
dn
F(C
.
)
(j,i)
// F (Cj)n+1−j
p // F (M j+1)n+1−j .
If j 6= i, i + 1, since dn
F(C.)(j, i) = 0, we obtain hj,i(M
.,M.) = 0. If j = i, then
hi,i(M
.,M.) is the composite of the following morphisms
F (M i+1)n−i
q // F (Ci)n−i
(−1)idn−i
F (Ci) // F (Ci)n+1−i
p // F (M i+1)n+1−i,
that is, hi,i(M
.,M.) = (−1)idn−i
F (Mi+1). If j = i + 1, then hi+1,i(M
.,M.) is the
composite of the morphisms
F (M i+1)n−i
q // F (Ci)n−i
F (diC)
n−i
// F (Ci+1)n−i
p // F (M i+2)n−i.
Thus, hi+1,i(M
.,M.) = −F (di+1M )
n−i. This shows that gj,i(M
.,M.) = hj,i(M
.,M.).
Similarly, gj,i(N
.,M.) = hj,i(N
.,M.) and gj,i(N
., N.) = hj,i(N
., N.). The proof of
the lemma is completed.
In view of Lemmas 3.6 and 3.7, we deduce that the complex Koszul functor
F : Cb(Rep−(Qop)) // C−,b(ProjΛ) induces a commutative diagram
(3.1)
Cb(Rep−(Qop))
PQop //
F

Kb(Rep−(Qop))
LQop //
F

Db(Rep−(Qop))
F

C−,b(ProjΛ)
P
Λ // K−,b(ProjΛ)
E
Λ // Db(ModbΛ),
where F ,F are triangle-exact. We shall call F derived Koszul functor and show
that it is actually a triangle-equivalence.
3.8. Lemma. Let Λ = kQ/(kQ+)2 with Q a gradable locally finite quiver, and let
F : Db(Rep−(Qop)) // Db(ModbΛ) be the derived Koszul functor.
(1) If X. is a complex in Db(ModbΛ), then X.∼= F(M1)[n1]⊕· · ·⊕F(Ms)[ns], where
M1, . . . ,Ms ∈ Rep
−(Qop) and n1, . . . , ns ∈ Z.
(2) If M,N ∈ Rep−(Qop) and s ∈ Z such that HomDb(ModbΛ)(F(M),F(N)[s]) 6= 0,
then s = 0, 1.
Proof. Recall that E
Λ
: K−,b(ProjΛ) → Db(ModbΛ) is a triangle-equivalence. Let
X . ∈ Db(ModbΛ). By Proposition 2.1(3), X . ∼= PΛ(EΛ(Y
.)) for a radical complex
Y . ∈ RC−,b(ProjΛ). By Corollary 2.4, Y . = Y .1 ⊕ · · · ⊕ Y
.
s , where the Y
.
i are
support-connected complexes in RC−,b(ProjΛ). By Propositions 3.2 and 3.5, we
have Y .i
∼= F (Mi)
.[ni] for some Mi ∈ Rep
−(Qop) and ni ∈ Z. Since F restricts
to F ; see (3.6), we obtain F(Mi)[ni] = EΛ(PΛ(F (Mi)
.[ni])) ∼= EΛ(PΛ(Y
.
i )), for
i = 1, . . . , s. Thus,
X
.∼= EΛ(PΛ(Y
.
1 ))⊕ · · · ⊕ EΛ(PΛ(Y
.
s ))
∼= F(M1)[n1]⊕ · · · ⊕ F(Ms)[ns].
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To prove Statement (2), let M,N ∈ Rep−(Qop) and s 6= 0, 1. By Lemma 3.3,
HomC(ProjΛ)(F (M)
., F (N).[s]) = 0, that is, HomC(ProjΛ)(F(M),F(N)[s]) = 0.
In particular, HomK−,b(ProjΛ)(F (M),F (N)[s]) = 0. Since EΛ is an equivalence,
HomDb(ModbΛ)(F(M),F(N)[s]) = 0. The proof of the lemma is completed.
We are ready to obtain the main result of this section.
3.9. Theorem. Let Λ = kQ/(kQ+)2 with Q a gradable locally finite quiver. The
derived Koszul functor F : Db(Rep−(Qop))→ Db(ModbΛ) is a triangle-equivalence,
which restricts to a triangle-equivalence F : Db(rep−(Qop))→ Db(modbΛ).
Proof. We shall make use of the commutative diagram (3.1). In view of Proposition
3.5(2), we need only to prove the first part of the theorem. By Lemma 3.8(1), F is
dense. To show that F is fully faithful, by Lemma 3.8, it suffices to show that
FM,N [s] : HomDb(Rep−(Qop))(M,N [s]) // HomDb(ModbΛ))(F(M),F(N)[s])
is an isomorphism, for all M,N ∈ Rep−(Qop) and s ∈ Z. If s 6= 0, 1, then
HomDb(Rep−(Qop))(M,N [s]) = 0 since Rep
−(Qop) is hereditary, and on the other
hand, HomDb(ModbΛ))(F(M),F(N)[s]) = 0 by Lemma 3.8(2). In case s = 0, we have
a commutative diagram
HomCb(Rep−(Qop))(M,N)
∼=

FM,N // HomRC−,b(ProjΛ)(F(M),F(N))
P
M,N

HomKb(Rep−(Qop))(M,N)
∼=

FM,N // HomK−,b(ProjΛ)(F (M),F (N)))
∼=

HomDb(Rep−(Qop))(M,N)
FM,N // HomDb(ModbΛ))(F(M),F(N)).
If f. : F(M) → F(N) is a null-homotopic in RC−,b(ProjΛ), then it is radical,
and by Lemma 3.3(2), f. = 0. This shows that P
M,N
is an isomorphism. Since
F restricts to F , we deduce from Lemma 3.1 that FM,N is an isomorphism. As a
consequence, FM,N is an isomorphism.
It remains to consider the case where s = 1. Let θ. : F(M) → F(N)[1] be a
morphism in Db(ModbΛ), which embeds in an exact triangle
F(N)
φ
.
// Y .
ψ
.
// F(M)
θ
.
// F(N)[1].
If U ∈ Rep−(Qop) and t ∈ Z are such that F(U)[t] is a non-zero summand of Y .,
we claim that t = 0. Indeed, writing Y .= Z.⊕F(U)[t], we obtain an exact triangle
F(N)
(ζ
.
µ
.)
// Z.⊕ F(U)[t]
(ξ
.
,ν
.
) // F(M)
θ
.
// F(N)[1]
in Db(ModbΛ). If t > 0, then ν. = 0 by Lemma 3.8(2). Since
(
ζ
.
µ.
)
is a pseudo-
kernel of (ξ., 0), there exists some u. : F(U)[t] → F(N) such that u. ◦ ζ. = 0 and
u. ◦ µ. = 1F(U)[t]. However, u
. = 0 by Lemma 3.8(2), a contradiction. Thus t ≤ 0.
A dual argument shows that t ≥ 0. This establishes our claim.
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Now, we deduce from Lemma 3.8(1) that Y . ∼= F(L) for some L ∈ Rep−(Qop).
Since FN,L is surjective, φ
. = F(f) for some f : N → L in Rep−(Qop). Consider
an exact triangle N
f // L
g // V
h // N [1] in Db(Rep−(Qop)). Applying F
to this triangle yields a commutative diagram in Db(ModbΛ) as follows:
F(N)
φ
.
// Y .
∼=

ψ
.
// F(M)
η
.∼=

θ
.
// F(N)[1]
F(N)
F(f) // F(L)
F(g) // F(V )
F(h) // F(N)[1].
Since FM,V is surjective, η
. = F(v) for some v : M → V in Rep−(Qop), and
consequently, θ. = F(hv). This shows that FM,N [1] is surjective. If F(h) = 0, then
F(g) is a retraction. Since FL,V and FV,V are isomorphisms, g is a retraction, and
hence, h = 0. That is, FV,N [1] is injective, and so is FM,N [1]. The proof of the
theorem is completed.
In the sequel, the triangle-equivalences F : Db(Rep−(Qop)) → Db(ModbΛ) and
F : Db(rep−(Qop))→ Db(modbΛ) will be called Koszul equivalences.
4. Galois Covering in the general case
Throughout this section, let Λ stand for a connected elementary locally bounded
k-category with radical squared zero. By Gabriel’s theorem, we may assume that
Λ = kQ/(kQ+)2, where Q is a connected locally finite quiver. The main objective
of this section is to construct Galois coverings Fpi : D
b(Rep−(Q˜op))→ Db(ModbΛ)
and Fpi : D
b(rep−(Q˜op)) → Db(modbΛ), where Q˜ is a gradable covering of Q. In
particular, the indecomposable objects of Db(ModbΛ) and those of Db(modbΛ) can
be described in terms of the indecomposable representations of Rep−(Q˜op) and
those of rep−(Q˜op), respectively.
To start with, we fix a connected component Q˜ of the gradable quiver QZ con-
taining a vertex of form (a0, 0) with a0 ∈ Q0. Observe that Q˜ admits a natural
grading Q˜0 = ∪n∈ZQ˜
n, where Q˜n consists of the vertices of form (a, n) with a ∈ Q0.
We shall denote by r
Q
the grading period of Q, which is defined by r
Q
= 0 if Q is
gradable; and otherwise, r
Q
is the minimum of the positive degrees of the closed
walks in Q; see [7, (7.3)]. The translation ρ of Q˜ is the automorphism sending a
vertex (a, n) to (a, n + r
Q
), and the translation group G of Q˜ is the torsion-free
group generated by ρ; see [7, (7.4)]. It is evident that ρ is trivial if and only if Q is
gradable. It is known that there exists a Galois G-covering pi : Q˜ → Q, sending a
vertex (a, n) to a, which we shall call a minimal gradable covering of Q. Observe
that Q is gradable if and only if pi is an isomorphism; see [7, (7.5)]. For convenience,
we shall also call Q˜ a minimal gradable covering of Q.
4.1. Lemma. Let Q be a connected locally finite quiver with a minimal gradable
covering pi : Q˜→ Q.
(1) If x ∈ Q˜m and y ∈ Q˜n with pi(x) = pi(y), then n ≡ m(mod r
Q
).
(2) If x, y ∈ Q˜n for some integer n, then pi(x) = pi(y) if and only if x = y.
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(3) If (a, 0) ∈ Q˜ with a ∈ Q0, then (b, n) ∈ Q˜ with b ∈ Q0 and n ∈ Z if and only if
n ≡ d(mod r
Q
), where d is the degree of some walk in Q from a to b.
Proof. Assume that pi(x) = pi(y), for some x ∈ Q˜m and y ∈ Q˜n. Since pi is a Galois
G-covering, y = g · x for some g ∈ G. Since g = ρs for some integer s, we see
that y ∈ Q˜n ∩ Q˜m+srQ . Hence, n = m + sr
Q
. This establishes Statement (1), and
Statement (2) follows trivially from the definition of pi.
Let a, b ∈ Q0 with (a, 0) ∈ Q˜. Being connected, Q has a walk from a to b, say,
of degree d. Then, (b, d) ∈ Q˜; see [7, (7.2)], that is (b, d) ∈ Q˜d. If (b, n) ∈ Q˜, then
it belongs to Q˜n, and hence, n ≡ d(mod r
Q
) by Statement (1). Conversely, assume
that n = d + sr
Q
for some s ∈ Z, then (b, n) = ρs · (a, d) ∈ Q˜. The proof of the
lemma is the lemma is completed.
Since Q is locally finite, so is Q˜. In particular, we have a locally bounded k-
category Λ˜ = kQ˜/(kQ˜+)2 with radical squared zero. Since Q˜ is gradable, we have
a Koszul functor F : Rep−(Q˜op) → RC−,b(Proj Λ˜). In view of the commutative
diagram (3.1), F induces a commutative diagram
(4.1)
Cb(Rep−(Q˜op))
PQ˜op //
F

Kb(Rep−(Q˜op))
LQ˜op //
F

Db(Rep−(Q˜op))
F

C−,b(Proj Λ˜)
P
Λ˜ // K−,b(ProjΛ˜)
E
Λ˜ // Db(ModbΛ˜),
where F is triangle-exact and F is a triangle-equivalences; see (3.9).
Now, the G-action on Q˜ induces a G-action on Q˜op such that g · αo = (g · α)o,
for α ∈ Q˜1. In particular, ρ · (Q˜op)n = (Q˜op)
n−r
Q , for all n ∈ Z. Moreover, the
G-action on Q˜op induces a G-action on Rep(Q˜op) as follows; see [14, (3.2)].
(1) For an object M ∈ Rep(Q˜op), one defines ρ ·M by (ρ ·M)(x) =M(ρ−1 ·x), for
x ∈ Q˜0; and (ρ ·M)(αo) =M(ρ−1 · αo), for α ∈ Q˜1.
(2) For a morphism f : M → N in Rep(Q˜op), one defines ρ · f : ρ ·M → ρ ·N by
setting (ρ · f)(x) = f(ρ−1 · x), for x ∈ Q˜0.
Clearly, Rep−(Q˜op) is stable under this G-action on Rep(Q˜op). Thus, we have
a G-action on Rep−(Q˜op), which induces a G-action on each of Cb(Rep−(Q˜op)),
Kb(Rep−(Q˜op)) and Db(Rep−(Q˜op)); see [7, (5.4)].
We shall need another group. Indeed, regarding ρ as an automorphism of
Cb(Rep−(Q˜op)), we obtain an automorphism ϑ = ρ ◦ [−r
Q
], called shifted trans-
lation, of Cb(Rep−(Q˜op)). Observe that ϑ is trivial if r
Q
= 0 and of infinite order
otherwise. Thus, ϑ generates a torsion-free groupG of automorphisms, called shifted
translation group, of Cb(Rep−(Q˜op)). As usual, the G-action on Cb(Rep−(Q˜op))
induces a G-action on each of Kb(Rep−(Q˜op)) and Db(Rep−(Q˜op)); see [7, (5.4)]
4.2. Lemma. Keep the notation introduced above.
(1) Let M,N ∈ Rep−(Q˜op) be such that HomDb(Rep−(Q˜op))(M, ϑ
s·N) 6= 0 for some
s ∈ Z. If sr
Q
6= 0, then sr
Q
= −1 and HomDb(Rep−(Q˜op))(ϑ
s ·N,M) = 0.
(2) The G-action on Db(Rep−(Q˜op)) is free, locally bounded, and directed.
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Proof. (1) By hypothesis, HomDb(Rep−(Q˜op))(M, (ρ
s ·N)[−sr
Q
]) 6= 0. If sr
Q
6= 0,
since Rep−(Q˜op) is hereditary, sr
Q
= −1, that is, r
Q
= 1 and s = −1. Then,
HomDb(Rep−(Q˜op))(ϑ
s ·N,M) ∼= HomDb(Rep−(Q˜op))(ρ
−1 ·N,M [−1]) = 0.
(2) We need only to consider the case where r
Q
> 0. LetM., N.∈ Db(Rep−(Q˜op)).
Since every object of Db(Rep−(Q˜op)) is a finite sum of stalk complexes; see,
for example, [21, (3.1)], we may assume that M. = M and N. = N [s], where
M,N ∈ Rep−(Q˜op) and s ∈ Z. For each t ∈ Z, we have
HomDb(Rep−(Q˜op))(M
.
, ϑt ·N
.
) = HomDb(Rep−(Q˜op))(M, (ρ
t ·N)[s− tr
Q
]).
If HomDb(Rep−(Q˜op))(M
., ϑt · N.) 6= 0, then s − tr
Q
∈ {0, 1}. Since r
Q
6= 0, the
number of such integers t is at most two. Thus, the G-action on Db(Rep−(Q˜op))
is locally bounded; and since G is torsion-free, it is also free; see [7, (2.2)].
If both HomDb(Rep−(Q˜op))(M
., ϑt·N.) and HomDb(Rep−(Q˜op))(ϑ
t·N.,M.) are non-
zero, then s− tr
Q
, tr
Q
− s ∈ {0, 1}. Since r
Q
6= 0, the number of such integers t is at
most one. That is, the G-action on Db(Rep−(Q˜op)) is directed. The proof of the
lemma is completed.
On the other hand, the G-action on Q˜ induces naturally a G-action on Λ˜, which
in turn induces a G-action on ModΛ˜ as follows; see [14, (3.2)]. Fix an element
g ∈ G, which will be regarded as an automorphism of Λ˜.
(1) For a Λ˜-module M : Λ˜→ Modk, one puts g ·M =M ◦ g−1 : Λ˜→ Modk.
(2) For a Λ˜-linear morphism u :M → N , a Λ˜-linear morphism g · u : g ·M → g ·N
is defined by (g · u)(x) = u(g−1 · x), for x ∈ Q˜0.
Furthermore, the G-action on ModΛ˜ induces a G-action on each of C(ModΛ˜),
K(ModΛ˜) and D(ModΛ˜); see [7, (5.4)]. Clearly, RC−,b(ProjΛ˜) is stable under the
G-action on C(ModΛ˜). To study the behavior of F : Rep−(Q˜op)→ RC−,b(Proj Λ˜)
with respect to these G-actions, we shall need some general considerations. Given
a complex X. over an additive category A, we shall denote by t(X.) the complex
whose n-th component is Xn and whose n-th differential is −dnX , for n ∈ Z; and for
a morphism of complexes f. = (fn)n∈Z : X
. → Y ., we have a complex morphism
t(f.) = (fn)n∈Z : t(X
.)→ t(Y .). This yields an automorphism t, called twist func-
tor, of C(A). Observe, for each p ∈ Z, that there exists a functorial isomorphism
κp : t
p → 1C(A) defined by κp,X. = ((−1Xn)
pn)n∈Z : t
p(X.)→ X., for allX. ∈ C(A).
Recall that a linear functor E : A → B induces a linear functor EC : C(A)→ C(B)
by component-wise action. The following statement is evident.
4.3. Lemma. Let E : A → B be a linear functor between additive categories, which
induces a functor EC : C(A)→ C(B). If X. ∈ C(A) and p, q ∈ Z, then
(1) κ
p,X
. ◦ κ
q,t
p
(X
.
)
= κ
p+q,X
.;
(2) EC(κ
p,X
.) = κ
p,EC(X
.
)
;
(3) EC(tp(X.)) = tp(EC(X.)).
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4.4. Lemma. Let F : Rep−(Q˜op) → RC−,b(ProjΛ˜) be the Koszul functor, and let
F : Cb(Rep−(Q˜op))→ C−,b(ProjΛ˜) be the complex Koszul functor.
(1) If M ∈ Rep−(Q˜op) and s ∈ Z, then t srQ (ρs · F (M).) = F (ρs ·M). [−sr
Q
].
(2) If M. ∈ Cb(Rep−(Q˜op)) and s ∈ Z, then t srQ (ρs · F(M.)) = F(ϑs ·M.).
Proof. We need only to consider the case where s = 1. For simplicity, we write
r = r
Q
. Let M ∈ Rep−(Q˜op). Put L. = t r(ρ · F (M).). For each n ∈ Z, since
ρ−1 · Q˜ r−n = Q˜−n, we have
F (ρ·M)n[−r] = ⊕x∈Q˜ r−nP [x]⊗M(ρ
−1 · x) = ⊕y∈Q˜−nP [ρ·y]⊗M(y)
= ρ · (⊕y∈Q˜−nP [y]⊗M(y)) = L
n,
Moreover, dn
F (ρ·M)[−r] = (−1)
rdn−r
F (ρ·M) = (−1)
r(dn−r
F (ρ·M)(y, x))(y,x)∈Q˜r−n−1×Q˜r−n .
For (y, x) ∈ Q˜r−n−1 × Q˜r−n, we have (y′, x′) = (ρ−1 · y, ρ−1 · x) ∈ Q˜n−1 × Q˜−n,
and
dn−r
F (ρ·M)(y, x) =
∑
α∈Q˜1(y,x)
P [α]⊗ (ρ ·M)(αo) =
∑
α∈Q˜1(y,x)
P [α]⊗M((ρ−1 · α)o)
=
∑
β∈Q˜1(y′,x′)
P [ρ · β]⊗M(βo) = ρ · (
∑
β∈Q˜1(y′,x′)
P [β]⊗M(βo))
= ρ · dnF (M)(y
′, x′) = dnρ·F (M)(y
′, x′),
where the third equation follows because ρ · Q˜1(y′, x′) = Q˜1(y, x). This shows that
dn
F (ρ·M)·[−r] = (−1)
rdn
ρ·F (M) = d
n
L. Hence, F (ρ ·M)
. [−r] = t r(ρ · F (M).).
Next, we claim that F (ρ · f)n−r = ρ · F (f)n, for any morphism f : M → N in
Rep−(Q˜ op) and n ∈ Z. Indeed,
F (ρ · f)n−r = ⊕x∈Q˜r−n 1P [x] ⊗M(ρ
−1 · x) = ⊕y∈Q˜−n 1P [ρ·y] ⊗M(y)
= ρ · (⊕y∈Q˜−n 1P [y] ⊗M(y)) = ρ · F (f)
n.
Now, let M. ∈ Cb(Rep−(Q˜op)). For convenience, write X. = t r(ρ · F(M.))
and Y . = F(ϑ ·M.) = F(ρ ·M.)[−r]. Fix n ∈ Z. By Statement (1), we obtain
ρ · F (M i)n−i = F (ρ ·M i)n−r−i, for i ∈ Z. This yields
Xn = ⊕i∈Z ρ · F (M
i)n−i = ⊕i∈Z F (ρ ·M
i)n−r−i = F(ρ ·M
.
)n−r = Y n.
Moreover, we have
dnX = (d
n
X(j, i))(j,i)∈Z×Z : ⊕i∈Z ρ · F (M
i)n−i → ⊕j∈Z ρ · F (M
j)n+1−j
where dnX(j, i) : ρ · F (M
i)n−i → ρ · F (M j)n+1−j is given by
dnX(j, i) = (−1)
rρ · dnF(M.)(j, i) =


(−1)r+iρ · dn−i
F (Mi), j = i;
(−1)rρ · F (diM )
n−i, j = i+ 1;
0, j 6= i, i+ 1.
On the other hand, we have
dnY = (d
n
Y (j, i))(j,i)∈Z×Z : ⊕i∈Z F (ρ ·M
i)n−r−i → ⊕j∈Z F (ρ ·M
j)n−r+1−j ,
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where
dnY (j, i) = (−1)
rdn−r
F(ρ·M.)(j, i) =


(−1)r+idn−r−i
F (ρ·Mi), j = i;
(−1)rF (ρ · diM )
n−r−i, j = i+ 1;
0, j 6= i, i+ 1.
For each integer i, by Statement (1), we obtain dn−r−i
F (ρ·Mi) = ρ · d
n−i
F (Mi), and by
our claim, we have ρ ·F (diM )
n−i = F (ρ · diM )
n−r−i. This shows that dnX = d
n
Y . The
proof of the lemma is completed.
The Galois G-covering pi : Q˜→ Q induces naturally a Galois G-covering functor
pi : Λ˜→ Λ with a trivial G-stabilizer; see [7, (7.8)]. With the covering functor pi, one
associates its push-down piλ : ModΛ˜ → ModΛ; see [12, (3.2)], with a G-stabilizer
δ = (δρn)n∈Z; see [7, (6.3)]. Note that piλ induces a commutative diagram
(4.2)
C(ModΛ˜)
piCλ

P
Λ˜ // K(ModΛ˜)
L
Λ˜ //
piKλ

D(ModΛ˜)
piDλ

C(ModΛ)
PΛ // K(ModΛ)
LΛ // D(ModΛ),
where piCλ , pi
K
λ , pi
D
λ are G-stable with pi
C
λ being exact and pi
K
λ , pi
D
λ being triangle-
exact; see [7, (5.1)]. Applying the Koszul functor F : Rep−(Q˜op)→ RC−,b(Proj Λ˜)
followed by piCλ , we obtain a composite functor called Koszul push-down.
4.5. Lemma. The Koszul push-down is a k-linear functor
Fpi : Rep
−(Q˜op) // RC−,b(ProjΛ)
such that, given any M ∈ Rep−(Q˜op), we have
(1) Fpi(M)
. ∈ RC−,b(projΛ) if and only if M ∈ rep−(Q˜op);
(2) Fpi(M)
. ∈ RCb(projΛ) if and only if M ∈ repb(Q˜op).
Proof. Let M ∈ Rep−(Q˜op). Then, F (M).∈ RC−,b(Proj Λ˜), whose image under
piCλ is Fpi(M)
.. Observe that piλ(P [x]) = P [piλ(x)] for all x ∈ Q˜0; see [7, (6.3)].
For each n ∈ Z, by the definition of piλ; see [7, Section 6], we have Fpi(M)n =
⊕x∈Q˜−n P [pi(x)] ⊗M(x) ∈ ProjΛ; and d
n
Fpi(M)
: Fpi(M)
n → Fpi(M)n+1 is the Λ-
linear morphism given by the matrix (dn
Fpi(M)
(y, x))(y,x)∈Q˜−n−1×Q˜−n , where
dnFpi(M)(y, x) =
∑
α∈Q˜1(y,x)
P [pi(α)] ⊗M(αo) :P [pi(x)]⊗M(x)→ P [pi(y)]⊗M(y),
which is a radical morphism. Moreover, since piλ is exact; see [12, (3.2)], Fpi(M)
.
has bounded homology. Hence, Fpi(M)
.∈ RC−,b(ProjΛ). This establishes the first
part of the lemma. Moreover, Statements (1) and (2) follow from Lemma 4.5 and
Proposition 3.5. The proof of the lemma is completed.
The following statement describes morphisms between the images (up to shift)
of the Koszul push-down.
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4.6. Lemma. Let Fpi : Rep
−(Q˜op) // RC−,b(ProjΛ) be the Koszul push-down,
and let ϕ. : Fpi(M)
. → Fpi(N)
.[s] be a morphism with M,N ∈ Rep−(Q˜op) and
s ∈ Z.
(1) If ϕ. is non-radical, then s ≡ 0(mod r
Q
).
(2) If ϕ. is non-zero and radical, then s ≡ 1(mod r
Q
).
Proof. For each n ∈ Z, by definition, Fpi(M)n = ⊕x∈Q˜−n P [pi(x)] ⊗ M(x) and
Fpi(N)
n+s = ⊕y∈Q˜−n−s P [pi(y)] ⊗ N(y), while ϕ
n : Fpi(M)
n → Fpi(N)n+s can
be written as a matrix ϕn = (ϕn(y, x))(y,x)∈Q˜−n−s×Q˜−n , with Λ-linear morphisms
ϕn(y, x) : P [pi(x)] ⊗M(x)→ P [pi(y)]⊗N(y). By Lemma 2.2, we have
ϕn(y, x) =
∑
γ∈Q≤1(pi(y),pi(x))
P [γ]⊗ fγ , where fγ ∈ Homk(M(x), N(y)).
Suppose that ϕm 6= 0 for some integer m. Then there exists a pair (y, x) in
Q˜−m−s × Q˜−m such that ϕm(y, x) 6= 0. If ϕ. is not radical, then we may assume
that ϕm(y, x) is not radical. In this case, Q≤1(pi(y), pi(x)) contains a trivial path,
that is, pi(y) = pi(x). By Lemma 4.1(1), s ≡ 0 (mod r
Q
).
Suppose that ϕ. is radical. In particular, ϕm(y, x) is radical. By Lemma 2.2, Q
has an arrow γ : pi(y) → pi(x). Since pi : Q˜ → Q is a covering, γ = pi(β) for some
arrow β : y → z in Q˜. In particular, z ∈ Q˜−m−s+1 with pi(z) = pi(x). By Lemma
4.1(1), we obtain s ≡ 1(mod r
Q
). The proof of the lemma is completed.
The preceding result allows us to determine when two objects in the images (up
to shift) of the Koszul push-down are isomorphic.
4.7. Lemma. Let Fpi : Rep
−(Q˜op) // RC−,b(ProjΛ) be the Koszul push-down. If
M,N ∈ Rep−(Q˜op) and s ∈ Z, then
(1) Fpi(M)
. ∼= Fpi(N)
.
if and only if M ∼= N, and more generally,
(2) Fpi(M)
. ∼= Fpi(N)
.[s] if and only if s = nr
Q
and M ∼= ρn ·N with n ∈ Z.
Proof. (1) Let M,N ∈ Rep−(Q˜op). Assume that ϕ. : Fpi(M)
. → Fpi(N)
. is an
isomorphism in RC−,b(ProjΛ) with inverse ψ. : Fpi(N)
.→ Fpi(M)
.. For each n ∈ Z,
the isomorphism ϕn can be written as a matrix as follows:
(ϕn(y, x))(y,x)∈Q˜−n×Q˜−n : ⊕x∈Q˜−n P [pi(x)] ⊗M(x)→ ⊕y∈Q˜−n P [pi(y)]⊗N(y),
where ϕn(y, x) : P [pi(x)] ⊗M(x)→ P [pi(y)]⊗N(y) is a Λ-linear morphism. Write
ϕn(x, x) = 1P [pi(x)] ⊗ fx +
∑
α∈Q1(pi(x),pi(x))
P [α]⊗ fα,
where fx, fα ∈ Homk(M(x), N(x)). If x 6= y, then pi(x) 6= pi(y) by Lemma 4.1(2),
and hence, ϕn(y, x) is a radical morphism. Writing ψn in the same way and using
the uniqueness stated in Lemma 2.2, we conclude that fx is an isomorphism for
every x ∈ Q˜0. Let β : z → x be an arrow in Q˜ with x ∈ Q˜−n. Using the equation
ϕn+1 ◦ dn
Fpi(M)
= dn
Fpi(N)
◦ ϕn and the uniqueness stated in Lemma 2.2, we deduce
that N(βo) ◦ fx = fz ◦M(βo). This yields an isomorphism f = (fx)x∈Q˜0 :M → N
in Rep−(Q˜op).
(2) Suppose that s = nr
Q
and M ∼= ρn · N with n ∈ Z. By Lemma 4.4(1),
F (M). ∼= (ρn · F (N)
.) [nr
Q
] = ρn · F (N).[s]. Applying the G-stable functor piCλ , we
obtain Fpi(M)
. ∼= Fpi(N)
.[s]. Conversely, if Fpi(M)
. ∼= Fpi(N)
.[s] then, by Lemma
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4.6(1), s = nr
Q
for some n ∈ Z. As we have shown, Fpi(N)
.[nr
Q
] ∼= Fpi(ρn ·N)
., and
hence, Fpi(M)
. ∼= Fpi(ρn ·N)
.. By Statement (1), we obtain M ∼= ρn ·N . The proof
of the lemma is completed.
The Koszul push-down Fpi : Rep
−(Q˜op) // RC−,b(ProjΛ) can be extended to
bounded complexes over Rep−(Q˜op). Indeed, since piCλ is exact and sends projective
modules to projective ones, composing the commutative diagrams (4.1) and (4.2),
we obtain a commutative diagram
(4.3)
Cb(Rep−(Q˜op))
PQ˜op //
Fpi

Kb(Rep−(Q˜op))
LQ˜op //
Fpi

Db(Rep−(Q˜op))
Fpi

C−,b(ProjΛ)
P
Λ // K−,b(ProjΛ)
E
Λ // Db(ModbΛ),
where Fpi and Fpi are triangle-exact. In the sequel, we shall call Fpi the complex
Koszul push-down and Fpi the derived Koszul push-down associated with the mini-
mal gradable covering pi : Λ˜→ Λ. In order to collect some properties of Fpi, for each
x ∈ Q˜0, we denote by Ixo the associated indecomposable injective representation
of Q˜ op and by S[pi(x)] the simple Λ-module supported by pi(x).
4.8.Proposition. Let Fpi : D
b(Rep−(Q˜op)) // Db(ModbΛ) be the derived Koszul
push-down, and let M,N ∈ Rep−(Q˜op) with s, t ∈ Z.
(1) If x ∈ Q˜n for some integer n, then Fpi(Ixo) ∼= S[pi(x)][n].
(2) Fpi(M) ∼= Fpi(N)[s] if and only if s = nrQ and M
∼= ρn ·N for some n ∈ Z.
(3) If HomDb(ModbΛ)(Fpi(M)[t],Fpi(N)[s]) 6= 0, then s− t ≡ 0, 1 (mod rQ).
(4) If u. : Fpi(M)[t] → Fpi(N)[s] and v
. : Fpi(N)[s] → Fpi(M)[t] are such that
v.u. 6= 0, then s ≡ t (mod r
Q
).
Proof. (1) We shall make use of the commutative diagrams (4.2) and (4.3). By
Lemma 3.6, we obtain Fpi(M) = PΛ(EΛ(Fpi(M)
.)) . In particular, if x ∈ Q˜n, by
Lemma 3.4, we have Fpi(Ixo ) = PΛ(EΛ(pi
C
λ (F (Ixo)
.))) ∼= piDλ (S[x][n])
∼= S[pi(x)][n].
(2) By Lemma 4.5, Fpi(M)
., Fpi(N)
. ∈ RC−,b(ProjΛ). Since the projection func-
tor P
Λ
: RC−,b(ProjΛ)→ K−,b(ProjΛ) reflects isomorphisms; see (2.1), we see that
Fpi(M) ∼= Fpi(N)[s] if and only if Fpi(M)
. ∼= Fpi(N)
.[s]. By Proposition 4.7(2), this
is equivalent to the existence of an integer n such that s = nr
Q
and M ∼= ρn ·N.
(3) Let HomDb(ModbΛ)(Fpi(M)[t],Fpi(N)[s]) 6= 0. Since PΛ is full; see (2.1), we
obtain Hom(Fpi(M)
.[t], Fpi(N)
.[s]) 6= 0; and by Lemma 4.6, s− t ≡ 0, 1 (mod r
Q
).
(4) Let u. : Fpi(M)[t] → Fpi(N)[s] and v
. : Fpi(N)[s] → Fpi(M)[t] be non-zero
morphisms in Db(ModbΛ). Then, u. = E
Λ
(P
Λ
(f.)) and v. = E
Λ
(P
Λ
(g.)), for some
non-zero morphisms f . : Fpi(M)
.[s] → Fpi(N)
.[t] and g. : Fpi(N)
.[t] → Fpi(M)
.[s]
in RC−,b(ProjΛ). If s 6≡ t (mod r
Q
) then, by Lemma 4.6(1), f. and g. are radical
morphisms. Since rad2(Λ) = 0, we obtain g.f. = 0, and hence, v.u. = 0. The proof
of the proposition is completed.
We shall need the following preparatory lemma.
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4.9. Lemma. The derived Koszul push-down Fpi : C
b(Rep−(Q˜op))→ Db(ModbΛ) is
a G-precovering, where G is the shifted translation group of Cb(Rep−(Q˜op)).
Proof. We shall make use of the commutative diagrams (4.1), (4.2) and (4.3).
Write r = r
Q
for the sake of simplicity. We first construct a G-stabiliser for the
complex Koszul push-down Fpi : Cb(Rep
−(Q˜op)) → C−,b(ProjΛ). Recall that the
push-down piλ : Mod
bΛ˜→ ModbΛ admits a G-stabiliser δ = (δρp)p∈Z; see [7, (6.3)],
which induces a G-stabiliser δC = (δCρp)p∈Z for pi
C
λ : C(Mod
bΛ˜) → C(ModbΛ); see
[7, (5.6)]. Let X. ∈ Cb(ModbΛ˜) and p, q ∈ Z. By the definition of δCρp ; see [7, (5.2)],
we obtain δCρp,t(X.) = (δρp,Xn)n∈Z and δ
C
ρp,X. = (δρp,Xn)n∈Z. Moreover, in view of
Lemma 4.3, we see that ρq · tp(X.) = tp(ρq ·X.), and piCλ (κp,X.) = κp, piCλ (X
.), and
piCλ (κp, ρq ·X.) = κp, piCλ (ρq·X
.). This yields
piCλ (κp,X.) ◦ δ
C
ρq,tp(X.) = κp, piCλ (X
.) ◦ δ
C
ρq,tp(X.) = ((−1piλ(Xn))
pn ◦ δρq ,Xn)n∈Z
= (δρq ,Xn ◦ (−1piλ(ρq·Xn))
pn)n∈Z = δ
C
ρq,X. ◦ κp, piCλ (ρq·X
.)
= δCρq ,X. ◦ pi
C
λ (κp, ρq ·X.).
Fix M. ∈ Cb(Rep−(Q˜op)) and p ∈ Z. In view of Lemma 4.4(2), we see that
F(ϑp ·M.) = t pr(ρp ·F(M.)). As previously defined, we have a natural isomorphism
κpr, ρp·F(M.) : F(ϑ
p ·M.) // ρp · F(M.). Let ζCϑp,M. : Fpi(ϑ
p ·M.) // Fpi(M
.) be
the composite of the following natural isomorphisms:
piDλ (t
pr(ρs · F(M.)))
piCλ (κpr, ρp·F(M.)) // piCλ (ρ
p · F(M.))
δC
ρp,F(M
.
) // Fpi(M
.).
This gives rise to a functorial isomorphism ζCϑp : Fpi ◦ ϑ
p // Fpi. Given an inte-
ger q, by definition, ζC
ϑq,ϑp·M
.
: Fpi(ϑq · (ϑp ·M
.)) // Fpi(ϑp ·M
.) is the compo-
site of piCλ
(
κqr, ρq ·F(ϑp·M.)
)
: piCλ (t
qr(ρq · F(ϑp ·M.))) // piCλ (ρ
q · F(ϑp ·M.)) and
δC
ρq,F(ϑp·M.) : pi
C
λ (ρ
q · F(ϑp ·M.)) // Fpi(ϑp ·M
.). Applying the equations stated-
above, we deduce that
piCλ
(
κpr, ρp·F(M.)
)
◦ δC
ρq,F(ϑp·M.) = pi
C
λ
(
κpr, ρp·F(M.)
)
◦ δC
ρq ,tpr(ρp·F(M.))
= δC
ρq,ρp·F(M.) ◦ pi
C
λ
(
κpr, ρq ·(ρp·F(M.))
)
= δCρq,ρp·F(M.) ◦ pi
C
λ
(
κpr, ρq+p·F(M.))
)
.
This enables us to obtain
ζCϑp,M.◦ζ
C
ϑq,ϑp·M.
= δCρp,F(M.) ◦pi
C
λ
(
κpr, ρp·F(M.)
)
◦δCρq,F(ϑp·M.) ◦pi
C
λ
(
κqr, ρq ·F(ϑp·M.)
)
= δC
ρp,F(M.) ◦ δ
C
ρq,ρp·F(M.) ◦ pi
C
λ
(
κpr, ρq+p·F(M.))
)
◦piCλ
(
κqr, tpr(ρq+p·F(M.))
)
= δC
ρq+p,F(M.) ◦pi
C
λ
(
κ(q+p)r, t(q+p)r(ρq+p·F(M.))
)
= ζC
ϑq+p,M.
.
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That is, ζC = (ζCϑp)p∈Z is a G-stabilizer for Fpi. Next, given a bounded complexM
.
over Rep−(Q˜op) and an integer p, we set
ζDρp,M. = PΛ(EΛ(ζ
C
ρp,M.)) : Fpi(ϑ
p ·M.) // Fpi(M
.) .
This yields a natural isomorphism ζDρp = {ζ
D
ρp,M. | M
. ∈ Db(Rep−(Q˜op))} from
Fpi ◦ ρ
p to Fpi. It is now easy to see that ζ
D = (ζDρp)p∈Z is a G-stabiliser for Fpi.
To conclude the proof, we fix two complexes M., N. in Db(Rep−(Q˜op)). The
Koszul equivalence F : Db(Rep−(Q˜op)) → Db(ModbΛ˜) stated in Theorem 3.9 in-
duces an isomorphism
FM.,N. : ⊕p∈ZHomDb(Rep−(Q˜op))(M
.
, ϑp ·N
.
)→ HomDb(ModbΛ˜)(F(M
.
),F(ϑp ·N
.
)),
sending (f.p)p∈Z to (F(f
.
p ))p∈Z, where f
.
p ∈ HomDb(Rep−(Q˜op))(M
., ϑp ·N.).
In view of Lemma 4.4(2), we deduce that F(ϑp · N.) = tpr(ρp · F(N.)). Setting
κ˜pr, ρp·F(N.) = P
Λ˜
(L
Λ˜
(κpr, ρp·F(N.)), we obtain an isomorphism
κ
M
.
,N
. :⊕p∈ZHomDb(ModbΛ˜)(F(M
.
),F(ϑp·N
.
))→⊕p∈ZHomDb(ModbΛ˜)(F(M
.
), ρp·F(N
.
)),
sending (F(f.p ))p∈Z to (κ˜pr, ρp·F(N.)◦F(f
.
p ))p∈Z. Finally, considering theG-precovering
piDλ : D
b(ModΛ˜)→ Db(ModΛ); see [7, (6.7)], we obtain an isomorphism
piDλ (M
.
, N
.
) : ⊕p∈ZHomDb(ModbΛ˜)(F(M
.
), ρp·F(N
.
))→ HomDb(ModbΛ)(F(M
.
),F(N
.
)),
sending (κ˜pr, ρp·F(N.) ◦F(f
.
p ))p∈Z to
∑
p∈Z δ
D
ρp,F(N.) ◦pi
D
λ (κ˜pr,ρp·F(N.) ◦F(f
.
p )), where
δD
ρp,F(N.) ◦ pi
D
λ (κ˜pr,ρp·F(N.) ◦ F(f
.
p ))
= P
Λ
(E
Λ
(δC
ρp,F(N.))) ◦ pi
D
λ (PΛ˜ (LΛ˜ (κpr, ρp·F(N.)))) ◦ pi
D
λ (F(f
.
p ))
= P
Λ
(E
Λ
(δCρp,F(N.))) ◦ PΛ(EΛ(pi
C
λ (κpr,ρp·F(N.)))) ◦ Fpi(f
.
p )
= P
Λ
(E
Λ
(ζCϑp,N.)) ◦ Fpi(f
.
p ).
Composing the above three isomorphisms, we obtain a desired isomorphism
FM
.
,N
.
pi : ⊕p∈ZHomDb(Rep−(Q˜op))(M
.
, ϑp ·N
.
)→ HomDb(ModbΛ)(Fpi(M
.
),Fpi(N
.
)),
sending (f.p)p∈Z to
∑
p∈Z ζ
D
ϑp,N. ◦ Fpi(f
.
p). The proof of the lemma is completed.
In order to state the main result of this section, we denote by Ind−(Q˜op) a
complete set of isomorphism class representatives of the indecomposable objects of
Rep−(Q˜op). Given an integer r ≥ 0, moreover, we write Z r = Z if r = 0; and
otherwise, Z r = {0, 1, . . . r − 1}.
4.10. Theorem. Let Λ = kQ/(kQ+)2 with Q a connected locally finite quiver, and
let pi : Q˜→ Q be a minimal gradable covering of Q.
(1) The derived Koszul push-down Fpi : D
b(Rep−(Q˜op))→ Db(ModbΛ) is a Galois
G-covering, where G is the shifted translation group of Cb(Rep−(Q˜op)).
(2) The non-isomorphic indecomposable objects of Db(ModbΛ) are Fpi(M)[s] with
M ∈ Ind−(Q˜op) and s ∈ Zr , where r is the grading period of Q.
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(3) Every object X. of Db(ModbΛ) is uniquely (up to isomorphism) decomposed as
X
.
= ⊕s∈ZrFpi(Ms)[s],
where the Ms ∈ Rep
−(Q˜op), all but finitely many of them are zero.
Proof. First of all, Statement (2) will follow easily from Statements (1) and (3).
By Lemma 4.2, the G-action on Db(Rep−(Q˜op)) is free, locally bounded and di-
rected; and by Lemma 4.9(2), Fpi is a G-precovering. Since the idempotents in
Db(Rep−(Q˜op)) split; see [5], it follows from Lemma 2.10 in [7] that Fpi satisfies
Conditions (2) and (3) of the notion of a Galois covering stated in Subsection 1.3.
For the rest of proof, we shall make use of the commutative diagram (4.3). Let
X. ∈ Db(ModbΛ). By Proposition 2.1(3), X. ∼= E
Λ
(P
Λ
(P .)), for some radical complex
P . in RC−,b(ProjΛ). Note that P . ∼= piCλ (L
.) for some L. ∈ RC−,b(ProjΛ˜); see [7,
(7.9)]. Setting N. = E
Λ˜
(P
Λ˜
(L.)), we obtain X. ∼= piDλ (N
.). Since the derived Koszul
functor F : Db(Rep−(Q˜op)) → Db(ModΛ˜) is an equivalence, N. ∼= F(M
.) for some
complex M. ∈ Db(Rep−(Q˜op)). Thus, X. ∼= Fpi(M
.). This shows that Fpi is dense,
and hence, it is a Galois G-covering.
For proving Statement (3), we consider a complex X. ∈ Db(ModbΛ). Suppose
first that X. = Fpi(M)[t] with M ∈ Rep
−(Q˜op) and t ∈ Z. Writing t = n r + s
with n ∈ Z and s ∈ Z r and setting N = ρn ·M , by Proposition 4.8(1), we obtain
X. ∼= Fpi(N)[s]. In general, since Fpi is dense and every complex in Db(Rep
−(Q˜op))
is a finite sum of stalk complexes, X. admits a desired decomposition. For proving
the uniqueness, assume that there exists an isomorphism
f. : X. = ⊕s∈Z rFpi(Ms)[s] // ⊕t∈Z rFpi(Nt)[t] = Y
.,
whose inverse is g.. Consider the canonical projections p.s : X
. → Fpi(Ms)[s]
and u.t : Y
. → Fpi(Nt)[t] and the canonical injections q
.
s : Fpi(Ms)[s] → X
. and
v.t : Fpi(Nt)[t] → Y
.. If s, t ∈ Zr are distincts, then we deduce from Propo-
sition 4.8(3) that (p.s v
.v.t )(u
.
t u
.q.s ) = 0 and (u
.
s u
.q.t )(p
.
t v
.v.s ) = 0. As a conse-
quence, (p.s v
.v.s )(u
.
s u
.q.s ) = 1Fpi(Ms)[s] and (u
.
s u
.q.s )(p
.
s v
.v.s ) = 1Fpi(Ns)[s]. That is,
Fpi(Ms)[s] ∼= Fpi(Ns)[s]. Applying Proposition 4.7(1), we deduce that Ms ∼= Ns.
The proof of the theorem is completed.
Remark. If Λ is a finite dimensional k-algebra, then Db(ModbΛ) is the bounded
derived category of all Λ-modules.
In view of Lemma 4.5(1), we see that the same result holds true for Db(modbΛ).
To state it explicitly, we denote by ind−(Q˜op) a complete set of isomorphism class
representatives of the indecomposable objects of rep−(Q˜op), containing the inde-
composable injective representations Ixo with x ∈ Q˜0 and the finite dimensional
indecomposable projective representations Pyo with y ∈ Q˜0.
4.11. Theorem. Let Λ = kQ/(kQ+)2 with Q a connected locally finite quiver, and
let pi : Q˜→ Q be a minimal gradable covering of Q.
(1) The derived Koszul push-down Fpi : D
b(rep−(Q˜op)) → Db(modbΛ) is a Galois
G-covering, where G is the shifted translation group of Cb(Rep−(Q˜op)).
(2) The non-isomorphic indecomposable objects of Db(modbΛ) are Fpi(M)[s] with
M ∈ ind−(Q˜op) and s ∈ Zr , where r is the grading period of Q.
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(3) Every object X. of Db(modbΛ) is uniquely (up to isomorphism) decomposed as
X
.
= ⊕s∈ZrFpi(Ms)[s],
where Ms ∈ rep−(Q˜op), all but finitely many of them are zero.
5. Auslander-Reiten components
Throughout this section, let Λ stand for a connected elementary locally bounded
k-category with radical squared zero. It is well known that Db(modbΛ) is a Hom-
finite Krull-Schmidt k-category; see [5] and [7, (1.9)]. Our objective of this section is
to study the Auslander-Reiten theory in Db(modbΛ), and in particular, to describe
the shapes of its Auslander-Reiten components.
We shall keep all the notation introduced in the previous section. As usual, we
may assume that Λ = kQ/(kQ+)2, where Q is a connected locally finite quiver.
Fix a minimal gradable covering pi : Q˜ → Q of Q, which is a Galois covering with
respect to the group G generated by the translation ρ of Q˜. By Theorem 4.11, the
derived Koszul push-down Fpi : D
b(rep−(Q˜op)) → Db(modbΛ) is a Galois covering
with respect to the shifted translation group G of Cb(rep−(Q˜)) generated by the
shifted translation ϑ = ρ◦ [−r
Q
], where r
Q
is the grading period of Q. A complex in
Db(modbΛ) is called simple if it is isomorphic to a shift of some simple Λ-module.
The following result lists all the simple complexes up to isomorphism in Db(modbΛ)
and describes the irreducible morphisms between them, where S[a] with a ∈ Q0
denotes by the simple Λ-module supported by a.
5.1. Proposition. Let Λ = kQ/(kQ+)2 with Q a connected locally finite quiver,
and let Fpi : D
b(rep−(Q˜op))→ Db(modbΛ) be the Koszul derived push-down associ-
ated with a minimal gradable covering pi : Q˜→ Q of Q.
(1) If a ∈ Q0 and n ∈ Z, then S[a][n] ∼= Fpi(Ixo)[s] for some x ∈ Q˜0 and s ∈ Z r
Q
.
(2) If αi : a → ai, i = 1, . . . , s, are the arrows in Q starting at a vertex a, then
Db(modbΛ) has an irreducible morphism f. : S[a]→ ⊕si=1 S[ai][1].
Proof. (1) Given a vertex x = (a, t) ∈ Q˜ with a ∈ Q0 and t ∈ Z, by Lemma 4.8(1),
Fpi(Ixo) ∼= S[a][t]. By our choice of Q˜, there exists some vertex x0 = (a0, 0) ∈ Q˜
with a0 ∈ Q0. Let a ∈ Q0 and n ∈ Z. Being connected, Q contains a walk from a0 to
a, say of degree d. By Lemma 4.1(3), y = (a, d) ∈ Q˜. In view of Proposition 4.8(2),
we see that S[a][n] ∼= Fpi(Iyo)[n−d]. Write n−d = s+mrQ with s ∈ Z rQ andm ∈ Z.
By Proposition 4.8(3), S[a][n] ∼= Fpi(Iyo)[mrQ ][s]
∼= (ρm · Iyo)[s] ∼= Fpi(I(ρm ·y)o)[s].
(2) Let αi : a → ai, i = 1, . . . , s, be the arrows in Q starting at a. Considering
the minimal gradable covering pi : Q˜ → Q, we see that a = pi(x) for some vertex
x and αi = pi(βi) for some arrow βi : x → xi in Q˜1, i = 1, . . . , s. Then β1, . . . , βs
are the arrows in Q˜ starting at x, and consequently, βo1 , . . . , β
o
s are the arrows in
Q˜op ending at x. Therefore, Ixo/socIxo ∼= ⊕si=1 Ixoi . Observe that the canonical
projection pxo : Ixo → ⊕si=1 Ixoi is minimal left almost split; see [8, (2.3)], and in
particular, it is irreducible in rep−(Q˜op). Since rep−(Q˜op) is hereditary, it is easy to
see that pxo remains irreducible in D
b(rep−(Q˜op)). Suppose that x ∈ Q˜n for some
n ∈ Z. Then Fpi(Ixo) ∼= S[a][n]; and since xi ∈ Q˜
n+1, we have Fpi(Ixoi )
∼= S[ai][n+1],
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for i = 1, . . . , s. Since Fpi is a GaloisG-covering,Fpi(px) : S[a][n]→ ⊕si=1 S[ai][n+1]
is an irreducible morphism in Db(modbΛ); see [7, (3.3)], and consequently, we obtain
an irreducible morphism f. : S[a] → ⊕si=1 S[ai][1]. The proof of the proposition is
completed.
Next, we shall describe the almost split triangles inDb(modbΛ). For this purpose,
we denote by indb(Q˜op) the set of finite dimensional representations in ind−(Q˜op).
5.2. Theorem. Let Λ = kQ/(kQ+)2 with Q a connected locally finite quiver, and
let Fpi : D
b(rep−(Q˜op)) → Db(modbΛ) be the derived Koszul push-down associated
with a minimal gradable covering pi : Q˜→ Q of Q.
(1) If M ∈ indb(Q˜op) is not projective, then Db(modbΛ) has an almost split triangle
Fpi(L) // Fpi(N) // Fpi(M) // Fpi(L)[1], which is induced from an almost
split sequence 0 // L // N // M // 0 in rep−(Q˜).
(2) If Pxo ∈ ind
b(Q˜op) with x ∈ Q˜0, then Db(mod
bΛ) has an almost split triangle
Fpi(Ixo) // Fpi(Ixo/socIxo)⊕ Fpi(radPxo)[1] // Fpi(Pxo)[1] // Fpi(Ixo)[1].
(3) Every almost split triangle in Db(modbΛ) is isomorphic to a shift of an almost
split triangle stated in (1) or (2).
Proof. (1) LetM be a non-projective representation in indb(Q˜op). Then, rep−(Q˜op)
has an almost split sequence 0 // L // N // M // 0, which induces an al-
most split triangle L // N // M // L[1] in Db(rep−(Q˜op)); see [8, (2.8),
(7.2)]. Applying the Galois G-covering Fpi : D
b(rep−(Q˜op)) → Db(modbΛ), we
obtain an almost split triangle Fpi(L) // Fpi(N) // Fpi(M) // Fpi(L)[1] in
Db(modbΛ); see [7, (3.7)].
(2) Let Pxo ∈ be finite dimensional for some x ∈ Q˜0. By the dual of Theorem
7.5 in [8], there exists an almost split triangle
Ixo // (Ixo/socIxo)⊕ (radPxo)[1] // Pxo [1] // Ixo [1]
in Db(rep−(Q˜op)). Applying the Galois G-covering Fpi, we obtain a desired almost
split triangle in Db(modbΛ); see [7, (3.7)] and [23, (6.1)].
(3) Let us consider an almost split triangle ζ. : X. // Y . // Z. // X.[1]
in Db(modbΛ). By Theorem 4.11(2), we may assume that Z. = Fpi(M) for some
object M ∈ ind−(Q˜). Combining the results in [7, (3.7)] and [23, (6.1)], we see
that ζ. = Fpi(η
.), where η. is an almost split triangle in Db(rep−(Q˜op)) end-
ing at M . By the dual of Theorem 7.5 in [8], in case M is not projective, η.
is an almost split triangle L // N // M // L[1], induced from an almost
split sequence 0 // L // N // M // 0 in rep−(Q˜op); and otherwise, η is an
almost split triangle Ixo // (Ixo/socIxo)⊕ radPxo [1] // Pxo [1] // Ixo [1] with
Pxo ∈ ind
b(Q˜op). The proof of the theorem is completed.
By the dual of Corollary 4.15 in [8], rep−(Q˜ op) has symmetric irr-spaces. We
choose the vertex set of the Auslander-Reiten quiver Γ rep−(Q˜ op) of rep
−(Q˜ op) in
such a way that it contains all the Ixo with x ∈ Q˜0 and the finite dimensional Pyo
with y ∈ Q˜0. By the dual of Theorem 4.6 in [8], all the Ixo with x ∈ Q˜0 lie in
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a connected component of Γ rep−(Q˜ op), called preinjective component. Moreover, a
connected component of Γ rep−(Q˜ op) is called preprojective if it contains some of the
finite dimensional Pyo with y ∈ Q˜0, and regular if it contains none of the Ixo with
x ∈ Q0 and the finite dimensional Pyo with y ∈ Q0. A representation in Γ rep−(Q˜ op)
is called preinjective, preprojective or regular if it lies in a preinjective, preprojective
or regular component.
Next, by the dual of Lemma 7.7(3) in [8], Db(rep−(Q˜ op)) has symmetric irr-
spaces. We shall choose the vertices of the Auslander-Reiten quiver ΓDb(rep−(Q))
of Db(rep−(Q)) to be the shifts of the vertices of Γ rep−(Q). In view of the dual
of Theorem 7.5 in [8], we see that a regular component of Γ rep−(Q) is a connected
component of ΓDb(rep−(Q)). Moreover, by the dual statements of Lemmas 7.7 and
7.8 in [8], the preinjective component of Γ rep−(Q) is glued together with the shifts
by 1 of all possible preprojective components to form a connected subquiver of
ΓDb(rep−(Q)), which is contained in the so-called connecting component.
Furthermore, we deduce from Theorem 5.2 that Db(modbΛ) has symmetric irr-
spaces. Observe that the free G-action on Db(rep−(Q˜op)) induces a G-action on
ΓDb(rep−(Q˜op)). Fix a complete set Ω of G-orbit representatives of the vertices of
ΓDb(rep−(Q˜op)), which contains all the Ixo and the finite dimensional Pyo . Since
Fpi : D
b(rep−(Q˜ op)) → Db(modbΛ) is a Galois G-covering, we may choose the
vertices of ΓDb(modbΛ) to be the objects Fpi(X
.) with X. ∈ Ω . By Theorem 4.7
in [7], we have an induced Galois G-covering Fpi : ΓDb(rep−(Q˜op)) → ΓDb(modbΛ).
If Γ is a connected component of ΓDb(rep−(Q˜op)), then the full subquiver Fpi(Γ ) of
ΓDb(modbΛ) generated by the Fpi(X
.) with X. ∈ Γ is a connected component.
5.3. Theorem. Let Λ = kQ/(kQ+)2 with Q a connected locally finite quiver, and
let Fpi : D
b(rep−(Q˜op)) → Db(modbΛ) be the derived Koszul push-down associated
with a minimal gradable covering pi : Q˜→ Q of Q.
(1) Let C be the connecting component of ΓDb(rep−(Q˜op)) and ρ the translation of
Q˜. If n ∈ Z, then ρn · C = C and Fpi(C)[n] = Fpi(C) whenever n ≡ 0 (mod rQ).
(2) If Γ is a connected component of ΓDb(rep−(Q˜op)), then Fpi : Γ → Fpi(Γ ) is a
translation quiver isomorphism.
(3) The connected components of ΓDb(modbΛ) are Fpi(Γ )[s], where s ∈ Z rQ and Γ
is either the connecting component of ΓDb(rep−(Q˜op)) or a regular component of
Γ rep−(Q˜op), which are pairwise distinct in case Q is not of Dynkin type.
Proof. (1) For simplicity, we write r = r
Q
. Let n ∈ Z. Since ρn · Ixo = I(ρn·x)o ∈ C
for all x ∈ Q˜0, we see that ρn · C = C. If n = tr for some t ∈ Z, by Proposition
4.8(2), we obtain Fpi(I(ρt·x)o) = Fpi(ρ
t · Ixo) = Fpi(Ixo)[trQ ] ∈ Fpi(C) ∩ Fpi(C)[n].
Therefore, Fpi(C)[n] = Fpi(C).
(2) Let Γ be a connected component of ΓDb(rep−(Q˜op)). Then, Γ = C[m] or
Γ = R[m], where m ∈ Z and R is a regular component of Γ rep−(Q˜op); see [8,
(7.9),(7.10)]. The Galois G-covering Fpi : ΓDb(rep−(Q˜op)) → ΓDb(modbΛ) restricts to
a Galois GΓ -covering Fpi : Γ → Fpi(Γ ), where GΓ = {g ∈ G | g(Γ ) = Γ}; see [7,
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(4.7)]. Let g be a non-identity element of G. Then g = ϑn = ρn◦ [−nr] with nr 6= 0.
We claim that g ·Γ 6= Γ . Indeed, since ρ · C = C by Statement (1), ρ · R is a regular
component of Γ rep−(Q˜op). If Γ = R[m], then g · Γ = (ρ
n · R)[m − nr] 6= Γ since
nr 6= 0. Otherwise, Γ = C[m] and g · Γ = C[m− nr]. Since r > 0, we see that Q˜op
is not of Dynkin type. Thus, the preinjective component of Γ rep−(Q˜op) does not
intersect any preprojective component; see [8, (2.14)] and [13]. In view of the dual
of Theorem 7.5 in [8], C contains only the preinjective representations and the shifts
by 1 of the preprojective representations. As a consequence, C[m−nr] 6= C[m], and
hence, g ·Γ 6= Γ . This establishes our claim. That is, GΓ is trivial, and consequently,
Fpi : Γ → Fpi(Γ ) is an isomorphism; see the remark following [7, (4.6)].
(3) Let X. be any complex in ΓDb(modbΛ). By Theorem 4.11(2), X
. = Fpi(M)[s],
for some M ∈ Γ rep−(Q˜op) and s ∈ Z r. If M lies in a regular component R, then
X. = Fpi(M)[s] ∈ Fpi(R)[s]. If M is preinjective, then X
. ∈ Fpi(C)[s]. Assume
now that M is preprojective. Then X. ∈ Fpi(C)[s − 1]. If r = 0 or s ≥ 1, we
obtain s − 1 ∈ Zr. Otherwise, r > 0 and s = 0. By Statement (1), we obtain
Fpi(C)[s− 1] = Fpi(C)[−1] = Fpi(C)[r − 1] with r − 1 ∈ Zr.
Suppose, moreover, that X. ∈ Fpi(Γ )[s] ∩ Fpi(Θ)[t], where s, t ∈ Z r and Γ ,Θ
are either C or some regular components of Γ rep−(Q˜op). If Γ or Θ is a regular
component of Γ rep−(Q˜op), then we deduce from the uniqueness stated in Theorem
4.11(3) that Γ = Θ and s = t. If Γ = Θ = C and s 6= t, then C = C[s − t] with
s− t 6= 0. As seen above, this occurs only if Q˜ op is of Dynkin type, that is, Q is of
Dynkin type. The proof of the theorem is completed.
We shall see that the simple complexes play an important role in the description
of the Auslander-Reiten components of Db(modbΛ). For convenience, we shall call
C = Fpi(C) the connecting component of ΓDb(modbΛ) determined by the minimal
gradable covering pi : Q˜ → Q. Recall that a complex in Db(modbΛ) is called
perfect if it is isomorphic to a bounded complex over projΛ. By Proposition 3.5(3),
the indecomposable perfect complexes in Db(modbΛ) are precisely Fpi(M)[n], with
M ∈ indb(Q˜) and n ∈ Z. Moreover, an infinite path in a quiver is called right
infinite if it has a starting point; left infinite if it has an ending point; and double
infinite if it has neither a starting point nor an ending point.
5.4. Theorem. Let Λ = kQ/(kQ+)2, where Q is a connected locally finite non-
Dynkin quiver, and let C be the connecting component of ΓDb(modbΛ) determined
by a minimal gradable covering pi : Q˜→ Q of Q.
(1) The component C contains some S[a] with a ∈ Q; and in this case, S[b][n] ∈ C
with b ∈ Q and n ∈ Z if and only if n ≡ d(mod r
Q
), where d is the degree of
some walk in Q from a to b.
(2) The simple complexes in C form a section of shape Q˜, and consequently, C
embeds in ZQ˜.
(3) The connected components of ΓDb(modbΛ) containing simple complexes are the
C [s] with s ∈ Z r
Q
.
(4) If Q has no right infinite path, then C is left stable and contains only perfect
complexes ; and if Q has no infinite path, then C ∼= Z Q˜.
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(5) If Q has right infinite paths, then C contains a left-most ∆ generated by its non-
perfect complexes ; and if Q in addition has no left infinite path, then C ∼= N∆.
Proof. (1) By our choice of Q˜, the connecting component C of ΓDb(rep−(Q˜op))
contains some Ixo , where x = (a, 0) with a ∈ Q0. In view of Proposition 4.8(2),
we see that S[a] = Fpi(Ixo) ∈ C . Let b ∈ Q0 and n ∈ Z. Suppose first that
n = d + tr
Q
, where t ∈ Z and d is the degree of some walk in Q from a to b. By
Lemma 4.1(3), y = (b, n) ∈ Q˜n, and by Proposition 4.8(2), S[b][n] = Fpi(Iyo) ∈ C .
Conversely, suppose that S[b][n] ∈ C . Being connected, Q contains a walk from a
to b, say of degree d. By Lemma 4.1(3), z = (b, d) ∈ Q˜, and by Proposition 4.8(2),
S[b][n] = Fpi(Izo)[n− d]. Write n− d = s+ trQ with t ∈ Z and s ∈ Z rQ . In view of
Proposition 4.8(3), we see that S[b][n] = Fpi(Izo )[trQ+s] = Fpi(I(ρt·z)o)[s] ∈ C ∩C [s].
As a consequence, C = C [s]. Since Q is not of Dynkin type, s = 0 by Theorem
5.3(3). That is, n ≡ d (mod r
Q
).
(2) By the dual of Proposition 7.2 in [8], C has a section Σ of shape Q˜ which is
generated by the Ixo with x ∈ Q˜0. Since Fpi : C → C is an isomorphism; see (5.3),
Fpi(Σ ) is a section of C generated by the simple complexes Fpi(Ixo) with x ∈ Q˜0. As
seen in the proof of Statement (1), all the simple complexes in C belong to Fpi(Σ ).
(3) Let S[b]][n] be a simple complex in ΓDb(modbΛ), where b ∈ Q0 and n ∈ Z.
By Proposition 5.1(1), S[b][n] = Fpi(Ixo)[s] for some x ∈ Q˜0 and s ∈ Z r
Q
, which
belongs to C [s].
(4) Suppose that Q contains no right infinite path. Then Q˜ has no right infinite
path, that is, Q˜op has no left infinite path. In this case, all the Ixo with x ∈ Q˜0
are finite dimensional, and consequently, rep−(Q˜op) = repb(Q˜op). In particular, all
the complexes in C are perfect. Moreover, if Q has left infinite path, then Q˜op has
right infinite paths. By the dual of Proposition 7.9(3) in [8], C is left stable. If
Q has no left infinite path, then Q˜op has no right infinite path, and hence, it has
no infinite path. By the dual of Proposition 7.9(1) in [8], C is stable of shape ZQ˜.
Now, we deduce from Theorem 5.3(2) that C is always left stable and C ∼= ZQ˜ if
Q has no infinite path.
(5) Suppose that Q contains right infinite paths. Then Q˜op contains left infinite
paths. That is, some of the Ixo with x ∈ Q˜ are infinite dimensional. By the dual
of Lemma 4.5(1) in [8], the infinite dimensional representations in the preinjective
component of Γ rep−(Q˜op) form a left-most sectionΘ , which is also a left-most section
of C. Moreover, by the dual of Theorem 4.7 in [8], the preprojective components
of Γ rep−(Q˜op) contain only finite dimensional representations. As a consequence,
∆ = Fpi(Θ) is a left-most section of C generated by its non-perfect complexes.
Suppose further that Q contains no left infinite path. Then Q˜ contains no right
infinite path. By the dual of Proposition 7.9(2) in [8], C is of shape NΘ , and
consequently, C is of shape N∆. The proof the theorem is completed.
Next, we shall describe the Auslander-Reiten components of Db(modbΛ) without
simple complexes. For this purpose, we denote by A+∞ a quiver which is a right
infinite path and by A−∞ a quiver which is a left infinite path. Recall that a trans-
lation quiver is called a stable tube if it is of shape ZA∞/< τ
n> for some positive
integer n; and a wing if it is of the following shape :
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◦
""❊❊
❊
◦
<<②②②
""❊❊
❊
oo ◦
""❊❊
❊
◦
<<②②②oo ◦
<<②②②oo ◦
. .
. . . . . .
. . . . . .
. . . .
◦
""❊❊
❊
oo ◦ · · · ◦
""❊❊
❊
oo ◦
""❊❊
❊
◦
<<②②②oo ◦
<<②②②
· · · · · · ◦
<<②②②oo ◦
where the dotted arrows indicate the translation; see [27, (3.3)].
5.5. Theorem. Let Λ = kQ/(kQ+)2 with Q a connected locally finite quiver, and
let R be a connected component of ΓDb(modbΛ) without simple complexes.
(1) If R contains only perfect complexes, then it is a stable tube or of shape ZA∞
or N−A−∞, where the first case occurs only if Q is gradable of Euclidean type.
(2) If R has non-perfect complexes, then it is a wing or of shape NA+∞, where the
left-most section is generated by the non-perfect complexes.
Proof. Let pi : Q˜→ Q be a minimal gradable covering of Q. By Theorems 5.3 and
5.4, R = Fpi(R)[s], where s ∈ Z r
Q
and R is a regular component of Γ rep−(Q˜op).
(1) Suppose that R contains only perfect complexes. Then R contains only
finite dimensional representations. Assume that Q˜ op is finite. By Lemma 4.1, Q
is a finite gradable quiver. It is well known that R is a stable tube or of shape
ZA∞, where the first case occurs only if Q˜
op is of Euclidean type; see [13], [26]
and [27, (3.6)]. Observe that Q˜ op is of Euclidean type if and only if Q is gradable
of Euclidean type. If Q˜ op is infinite, then we deduce from the dual statements of
Theorems 4.14(1) and 4.14(3) in [8] that R is of shape ZA∞ or N−A−∞. Statement
(1) follows now from Theorem 5.3(2).
(2) Suppose that R contains some non-perfect complexes. Then, R contains
some infinite dimensional representations. Applying the dual statements of Lemma
4.5(1) and Theorems 4.14(2) and 4.14(4) in [8], we conclude that R is a wing or
of shape NA+∞, where the left-most section is generated by the infinite dimensional
representations. Statement (2) follows from Theorem 5.3(2). The proof of the
theorem is completed.
If Q has no infinite path, such as Λ is finite dimensional of finite global dimension,
then we have a nicer description of the Auslander-Reiten components ofDb(modbΛ).
5.6. Theorem. Let Λ = kQ/(kQ+)2, where Q is a connected locally finite quiver
with no infinite path. If Q˜ is a minimal gradable covering of Q, then every connected
component of ΓDb(modbΛ) is a stable tube or of shape ZQ˜
op or ZA∞, where the first
case occurs only if Q is gradable of Euclidean type.
Proof. Let Q˜ be a minimal gradable covering of Q. Then Q˜op has no infinite path,
and rep−(Q˜op) = rep+(Q˜op) = repb(Q˜op). In this case, the connecting component
of ΓDb(rep−(Q˜op)) is of shape ZQ˜; see [8, (7.9)]. Moreover, every regular component
of Γ rep−(Q˜op) is stable tube or of shape ZA∞, where the first case occurs only if Q
is gradable of Euclidean type; see [8, (4.16)], [13], [26] and [27, (3.6)]. The result
now follows from Theorem 5.3(2). The proof of the theorem is completed.
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To conclude the paper, we shall determine when Db(modbΛ) has only finite many
Auslander-Reiten components. For this purpose, we say that a quiver is of type A˜n
with n ≥ 1 if its underlying graph is a cycle of n edges; compare [27, Page 7].
5.7. Theorem. Let Λ = kQ/(kQ+)2, where Q is a connected locally finite quiver.
(1) If Q is of Dynkin type, then ΓDb(modbΛ) is connected of shape ZQ.
(2) If Q is an oriented cycle of n arrows, then ΓDb(modbΛ) consists of n components
of shape ZA∞ and n double infinite paths with only simple complexes.
(3) If Q is of type A˜n with 0 < rQ < n, then ΓDb(modbΛ) consists of 2rQ components
of shape ZA∞ and rQ components of shape ZQ˜.
(4) In all other cases, ΓDb(modbΛ) has infinite many connected components.
Proof. Let pi : Q˜ → Q be a minimal gradable covering of Q. Suppose first that
Q is of Dynkin type. Then Q˜op is of Dynkin type with rep−(Q˜ op) = repb(Q˜op).
It is known that ΓDb(repb(Q˜op)) is connected of shape ZQ˜; see [18, (5.6)], and by
Theorem 5.3, ΓDb(modbΛ) is connected of shape ZQ.
Suppose that Q is an oriented cycle of n arrows. Then r
Q
= n and Q˜op is a double
infinite path. By the dual of Theorem 5.17(1) in [8], Γ rep−(Q˜op) has exactly one
regular component R, which contains only finite dimensional representations and is
of shape ZA∞. Since the Pxo and the Ixo are all infinite dimensional, Γ rep−(Q˜op) has
no preprojective component, and by the dual of Proposition 3.6 in [8], none of the
Ixo is the ending term of an almost split sequence in rep
−(Q˜op). This implies that
the preinjective component I of Γ rep−(Q˜op) is a double infinite path containing
only the Ixo with x ∈ Q˜, and it is the connecting component of ΓDb(rep−(Q˜op)).
By Theorem 5.3, the connected components of ΓDb(modbΛ) are the Fpi(R)[s] with
s ∈ Zn, which are of shape ZA∞ without non-perfect complexes, and the Fpi(I)[s]
with s ∈ Zn, which are double infinite paths with only simple complexes.
Let now Q be of type A˜n with 0 < rQ < n. In particular, Q is not an oriented
cycle, and hence, Q˜ is of type A∞∞ with no infinite path. In this case, rep
−(Q˜) =
repb(Q˜), and consequently, ΓDb(modbΛ) contains only perfect complexes. By the
dual of Theorem 5.17(2) in [8], Γ rep−(Q˜op) has exactly two regular components R
and L, both are of shape ZA∞. Moreover, by the dual of Proposition 7.9(1), the
connecting component C of ΓDb(rep−(Q˜op)) is of shape ZQ˜. By Theorem 5.3, the
components of ΓDb(modbΛ) are the Fpi(R)[s] and the Fpi(L)[s] with s ∈ Z rQ , which
are of shape ZA∞, and the Fpi(C)[s] with s ∈ Z r
Q
, which are of shape ZQ˜.
Suppose finally that Q is neither of Dynkin type nor of type A˜n with rQ > 0. If
Q is gradable, then Q˜op is finite but not of Dynkin type. Otherwise, Q is not of
type A˜n for any n ≥ 1, and consequently, Q˜ is infinite but not of infinite Dynkin
types A∞, A
∞
∞, D∞. In either case, by the dual of Theorem 6.4 in [8], Γ rep−(Q˜op)
contains infinitely many regular components. By Theorem 5.3(2), ΓDb(modbΛ) has
infinitely many connected components. The proof of the theorem is completed.
Remark. The second part of Theorem 5.7 (2) was partially obtained in [20, (5.7)].
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