Abstract. This paper further investigates the data compression of fuzzy relation information systems. First, we introduce an algorithm for constructing the homomorphism between fuzzy relation information systems. Then, we discuss that how to compress the dynamic fuzzy relation information systems by utilizing the compression of the original systems. Afterwards, several illustrative examples are employed to show that the data compression of fuzzy relation information systems and dynamic fuzzy relation information systems can be simplified significantly by our proposed algorithm.
Introduction
Rough set theory, as a powerful mathematical tool for studying information systems, was proposed by Pawlak [26] [27] [28] [29] in the early 1980s. So far rough set theory extended by combining with fuzzy sets [1-6, 10, 12, 16, 17, 24, 25] , probability theory [8, 31, 32, [37] [38] [39] 45] and topology [9, 11, 35, 36, 40, 42] has been successfully applied to various fields such as machine learning, knowledge discovery and image processing.
Recently, homomorphisms between information systems have become an important approach for attribute reductions. For instance, Grzymala-Busse et al. [14] initially introduced the concepts of homomorphisms of knowledge representation systems and investigated their basic properties in detail. Then Li et al. [18] explored invariant characters of information systems under some homomorphisms. Afterwards, many scholars [13, 33, 34, 43, 44] discussed the relationship between information systems by means of homomorphisms. Especially, Wang et al. [34] investigated the relationship between fuzzy relation information systems and provided an efficient approach for attribute reductions of fuzzy relation information systems. Zhu et al. [44] discussed more properties of consistent functions and fuzzy relation mappings presented in [34] . Obviously, their researches focused on studying the properties of homomorphisms and few attempts have been made on improving algorithms of the data compression of fuzzy relation information systems by means of homomorphisms. Since most of time in the data compression is spent on computing the partition of the universe for constructing the homomorphism between information systems, it motivates us to introduce the algorithm which can derive the partition with low time complexity.
In addition, the fuzzy relation information system varies with time due to the dynamic characteristics of data collection, and the non-incremental approach to compressing the dynamic fuzzy relation information system is often very costly or even intractable. Therefore, it is interesting to apply an incremental updating scheme to maintain the compression dynamically and avoid unnecessary computations by utilizing the compression of the original fuzzy relation information system. The purpose of this paper is to study the data compression of fuzzy relation information systems further. First, we introduce an algorithm for constructing the homomorphism between fuzzy relation information systems. More concretely, the second step of the proposed algorithm is to compute the partition, which can be applied to compress the dynamic fuzzy relation information systems, based on the single fuzzy relation. Then we obtain a partition of the universe by using the partitions on the basis of all fuzzy relations and define the homomorphism between fuzzy relation information systems. Subsequently, the fuzzy relation information system can be compressed into a relatively small one by means of the homomorphism. Second, we discuss the data compression of dynamic fuzzy relation information systems by utilizing the precious compression of the original information systems. There are four types of dynamic fuzzy relation information systems: adding and deleting fuzzy relation sets and adding and deleting object sets. We present the characterizations of the four types of dynamic fuzzy relation information systems and employ four examples to illustrate that how to compress the dynamic fuzzy relation information systems by utilizing the compressions of the original systems. Using the proposed approach, the time complexity of computing attribute reducts of fuzzy relation information systems can be reduced greatly by avoiding unnecessary computations.
The rest of this paper is organized as follows: Section 2 briefly reviews the basic concepts of fuzzy relation information systems. In Section 3, we introduce an algorithm for the data compression of fuzzy relation information systems. Section 4 is devoted to discussing the data compression of dynamic fuzzy relation information systems. We conclude the paper in Section 5.
Preliminaries
In this section, we briefly review the concepts of the information system, the consistent function and fuzzy relation mappings. Definition 2.1 [26] An information system is a 4-tuple S = (U, A, V, ρ), where U = {x 1 x 2 , ..., x n } is a finite set of objects, A is a finite set of attributes, V = {V a |a ∈ A}, where V a is the set of values of attribute a, and card(V a ) > 1, ρ is a function from U × A into V.
An information system, where objects are measured by using a finite number of attributes, represents all available information and knowledge. Additionally, we obtain a relation information system, denoted as (U, R), by defining a relation based on an attribute, where R is a family of relations. Especially, if R is a family of fuzzy relations, then it is called a fuzzy relation information system.
In practical situations, the fuzzy relation information system has attracted much research interest. To compress the fuzzy relation information system, Wang et al. presented the concepts of consistent functions and fuzzy relation mappings. [34] Let U 1 and U 2 be two universes, f a mapping from U 1 to U 2 , the fuzzy relation R a mapping from U × U to [0, 1] , and
Definition 2.2
[x] f = {y ∈ U 1 | f (x) = f (y)}. For any x, y ∈ U 1 , if R(u, v) = R(s, t) for any two pairs (u, v), (s, t) ∈ [x] f × [y] f ,
then f is said to be consistent with respect to R.
In the sense of Definition 2.2, the consistent function is a homomorphism between relation information systems if it is a surjection. Especially, the consistent functions provide an approach to studying attribute reductions of fuzzy relation information systems. For convenience, we denote all fuzzy binary relations on U by F (U × U). [34] Let f be a mapping from U 1 to U 2 , f induces a fuzzy mapping from F (U 1 × U 1 ) to F (U 2 × U 2 ) and a fuzzy mapping from F (U 2 × U 2 ) to F (U 1 × U 1 ) as follows: 3 An algorithm for constructing the homomorphism between fuzzy relation information systems
Definition 2.3
In this section, we introduce an algorithm for the data compression of fuzzy relation information systems. In addition, we apply the proposed algorithm to the data compression of fuzzy relation information systems.
In the sense of Definition 3.1, we can get
where
Next, we employ Table 1 to show the partition based on each fuzzy relation for the fuzzy relation information system (U 1 , R 1 ), where P ix j stands for the block containing x j in the partition based on the fuzzy relation R i . Especially, we have that P x j = 1≤i≤m P ix j ,
where P x j denotes the block containing x j in the partition based on R 1 . 
We present the algorithm of compressing the fuzzy relation information system as follows.
Algorithm 3.2
Let (U 1 , R 1 ) be a fuzzy relation information system, where
Step 1. Input the fuzzy relation information system (U 1 , R 1 );
Step 2.
Step 3. Obtain (U 2 , f (R 1 )) by defining the function f (x) = y i for any x ∈ C i , where
Step 4. Obtain the attribute reduct
Step 5. Obtain the reduct {R i1 , R i2 , ..., R ik } of (U 1 , R 1 ) and output the results.
In the sense of Definition 2.2, the mapping f presented in Algorithm 3.2 is a homomorphism between (U 1 , R 1 ) and (U 2 , f (R 1 )), and attribute reductions of (U 1 , R 1 ) and (U 2 , f (R 1 )) are equivalent to each other under the condition of the homomorphism f . In Example 3.1 [34] , Wang et al. only obtained the partition U 1 /R 1 . But we get U 1 /R 1 by computing U 1 /R i for any R i ∈ R 1 in Algorithm 3.2. By using the proposed approach, the data compression of dynamic fuzzy relation information systems can be conducted on the basis of that of the original information system, which is illustrated in Section 4.
We give an example to show the data compression of fuzzy relation information systems with Algorithm 3.2. Table 2 : The fuzzy relation information system (U 1 , R 1 ). Table 3 : The partitions based on R 1 , R 2 , R 3 and R 1 , respectively. 
Example 3.3 Table 2 depicts the fuzzy relation information system S
Afterwards, we derive the compressed fuzzy relation information system (U 2 , f (R 1 )) shown in Table 4 ,
Finally, we obtain the following results: From the practical viewpoint, it may be difficult to construct attribute reducts of a large-scale fuzzy relation information system directly. However, we can convert it into a relatively smaller one under the condition of a homomorphism and conduct the attribute reductions of the image system which is equivalent to that of the original information system.
The data compression of the dynamic fuzzy relation information system
In this section, we consider the data compression of four types of dynamic fuzzy relation information systems in terms of variations of the fuzzy relation sets and object sets. Concretely, we can compress the updated fuzzy relation information system with lower time complexity by utilizing the compression of the original system. Several examples are employed to illustrate the process of the data compression of the dynamic fuzzy relation information systems.
Compressing the dynamic fuzzy relation information system when adding a fuzzy relation set
Suppose S 1 = (U 1 , R 1 ) is a fuzzy relation information system. By adding a fuzzy relation set R into R 1 satisfying R 1 ∩ R = ∅, we get the updated fuzzy relation information system
where R = {R m+1 , R m+2 , ..., R k } and R 2 = R 1 ∪ R. There are three steps to compress S 2 by utilizing the compression of the original system S 1 . First, we derive the partition
. Second, we get Table 5 by adding the partition Table 1 and derive the partition U 1 /R 2 . Third, as Example 3.3, we define the homomorphism g based on U 1 /R 2 and derive the relation information system S 3 = (g(U 1 ), g(R 2 )). 
We employ the following example to illustrate the data compression of dynamic fuzzy relation information systems when adding a fuzzy relation set.
Example 4.1
We obtain the updated fuzzy relation information system (U 1 , R 2 ) by adding the relation R 4 Table 7 : The partitions based on R 1 , R 2 , R 3 , R 4 and R 2 , respectively. Table 6 into the fuzzy relation information system shown in Table 2 , where 
Consequently, we obtain the fuzzy relation information system (U 2 , g(R 2 ))
shown in Table 8 , where g( In Example 4.1, we compress the dynamic fuzzy relation information system when adding a fuzzy relation. More concretely, we can compress the updated fuzzy relation information system by utilizing the partitions U 1 /R 1 , U 1 /R 2 and U 1 /R 3 derived for the original fuzzy relation information system. The same approach can be applied to the dynamic fuzzy relation information system when adding a fuzzy relation set.
Compressing the dynamic fuzzy relation information system when deleting a fuzzy relation set
Suppose S 1 = (U 1 , R 1 ) is a fuzzy relation information system. By deleting a fuzzy relation R l ∈ R 1 , we get the updated fuzzy relation information system S 2 = (U 1 , R 1 − {R l }). First, we obtain Table 9 by deleting the partition U 1 /R l shown in Table 1 . Second, we get the partition U 1 /(R 1 − {R l }) based on
and define the homomorphism g as Example 3.3. Third, we obtain the fuzzy relation information system S 3 = (g(U 1 ), g(R 1 − {R l })). We can compress the dynamic fuzzy relation information system when deleting a fuzzy relation set with the same approach. 
We employ an example to illustrate that how to compress the dynamic fuzzy relation information system when deleting a fuzzy relation set. Table   2 , we obtain the updated fuzzy relation information system S 2 = (U 1 , R 2 ), where R 2 = {R 2 , R 3 }. To compress the updated information system S 2 based on the compression of S 1 , we get Table 10 by deleting Table 3 . Then we obtain the partition U 1 /R 2 = {{x 1 , x 7 }, {x 2 , x 6 }, {x 3 , x 5 }, {x 4 , x 8 }} and define the mapping g : U 1 −→ U 2 as follows:
Example 4.2 By deleting the fuzzy relation R 1 in the fuzzy relation information system S 1 shown in
where U 2 = {z 1 , z 2 , z 3 }. Subsequently, the fuzzy relation information system (U 1 , R 1 − {R 1 }) can be compressed into a relatively small fuzzy relation information system (U 2 , {g(R 2 ), g(R 3 )}) shown in Table 11 .
In Example 4.2, we compress the dynamic fuzzy relation information system when deleting a fuzzy relation. More concretely, there is no need to compute U 1 /R 2 and U 1 /R 3 by utilizing the results of the original information system, and the same approach can be applied to the fuzzy relation information system when deleting a fuzzy relation set. In addition, we can obtain the results shown in Table 11 by Table 10 : The partitions based on R 2 , R 3 and R 2 , respectively. Table 4 since {R 2 , R 3 } is a reduct of the original fuzzy relation information system.
Compressing the dynamic fuzzy relation information system when adding an object set
Suppose S 1 = (U 1 , R 1 ) is a fuzzy relation information system, where U 1 = {x 1 , x 2 , ..., x n } and R 1 = {R 1 , R 2 , ..., R m }. By adding an object set {x n+1 , x n+2 , ..., x n+t } into U 1 , we obtain the updated fuzzy relation information system S 2 = (U 2 , R + 1 ), where U 2 = {x 1 , x 2 , ..., x n+t } and R + 1 = {R + 1 , R + 2 , ..., R + m }. By cutting R + shown in Table 13 into Parts 1, 2 and 3 shown in Tables 12, 14 and 15, respectively, we illustrate the relationship between R ∈ R 1 and R + ∈ R + 1 exactly. There are four steps for the data compression of S 2 by utilizing the compression of S 1 . First, we obtain the partition U 2 /∆ R + shown in Table 16 , where ∆ R + denotes Parts 1, 2 and 3 of R + . Concretely, we get the partitions {P 2x i |1 ≤ i ≤ n} and {P 3x i |n + 1 ≤ i ≤ n + t}, based on Parts 2 and 3, of {x 1 , x 2 , ..., x n } and {x n+1 , x n+2 , ..., x n+t }, respectively. Then we obtain the partition U 2 /∆ R + = {P ∆ R + x i |x i ∈ U 2 }, where
and P 1x i is the block containing x i in the partition U 1 /R 1 . Second, we obtain the partition
Third, we define the mapping g as g(x) = z i for any x ∈ C i and get the fuzzy relation information system S 3 = (U 3 , g(R + )), where U 3 = {z i |1 ≤ i ≤ N}. Fourth, we obtain the compressed fuzzy relation information system S 4 by compressing S 3 as S 1 shown in Example 3.3.
We employ an example to illustrate the data compression of dynamic fuzzy relation information sys- Table 13 : The updated fuzzy relation R + by adding an object set {x n+1 , x n+2 , ..., x n+t }. (1 ≤ i ≤ m) and ∆, respectively. Table 18 : The updated fuzzy relation information system of (U 1 , R 1 ). . Second, we get the partition U 2 /∆ = {{x 1 , x 7 }, {x 2 , x 6 }, {x 3 , x 5 }, {x 4 , x 8 }, {x 9 }, {x 10 }} and define g as follows: g( 
and get the fuzzy relation information system S 4 shown in Table 21 . object set {x l+1 , x l+2 , ..., x n } in U 1 , we obtain the updated fuzzy relation information system S 3 = (U 3 , R − 1 ), where Table 12 into Parts 1 (denoted R − ), 2 and 3 (denoted R * ) shown in Tables 22, 23 and 24, respectively, we illustrate the relationship between R ∈ R 1 and R − ∈ R − 1 . Furthermore, we get the fuzzy relation information system S 4 = (U 4 , R * 1 ), where U 4 = {x l+1 , x l+2 , ..., x n } and R * 1 = {R * |R ∈ R 1 }. For convenience, we delete the objects which are together in this subsection.
There are three steps to compress S 3 = (U 3 , R − 1 ) based on S 2 . First, as Example 3.3, we obtain that
Then, we obtain the fuzzy relation information system S 5 = (U 5 , R 5 ) after the deletion operation, where U 5 = f (U 3 ) and
. Third, we get the compressed fuzzy relation information system S 6 by compressing S 5 as S 1 shown in Example 3.3. Following, we employ an example to illustrate the process of the compression of the dynamic fuzzy relation information system when deleting an object set. It is obvious that the updated fuzzy relation system can be compressed as the original information system. But it will have high time complexity. By using the proposed algorithm, we obtain the partition based on each fuzzy relation which can be applied to the data compression of the updated fuzzy relation information system. Thus the proposed algorithm may provide an effective approach for the data compression of the fuzzy relation information system especially for dynamic fuzzy relation information systems.
Conclusions
In this paper, we have proposed the algorithm for the data compression of the fuzzy relation information system. Then the data compression of dynamic fuzzy relation information systems by using the precious compression of the original fuzzy relation information systems has been discussed in detail.
The experimental results illustrate that the proposed algorithm provides an efficient approach to the data compression of fuzzy relation information systems.
There are some problems which are worth studying in the future. First, we will propose more algorithms for constructing the homomorphism between information systems. Then we will apply the proposed algorithms to the data compression and attribute reductions of information systems. Afterwards, we will improve the algorithm for the data compression of the dynamic information systems.
