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Abstract Basal melting of ice shelves is an important, but poorly understood, cause of Antarctic ice sheet
mass loss and freshwater production. We use data from two moorings deployed through Ross Ice Shelf, 6
and 16 km south of the ice front east of Ross Island, and numerical models to show how the basal melting
rate near the ice front depends on sub-ice-shelf ocean variability. The moorings measured water velocity,
conductivity, and temperature for 2 months starting in late November 2010. About half of the current
velocity variance was due to tides, predominantly diurnal components, with the remainder due to subtidal
oscillations with periods of a few days. Subtidal variability was dominated by barotropic currents that were
large until mid-December and signiﬁcantly reduced afterward. Subtidal currents were correlated between
moorings but uncorrelated with local winds, suggesting the presence of waves or eddies that may be asso-
ciated with the abrupt change in water column thickness and strong hydrographic gradients at the ice front.
Estimated melt rate was 1.26 0.5 m a21 at each site during the deployment period, consistent with meas-
ured trends in ice surface elevation from GPS time series. The models predicted similar annual-averaged
melt rates with a strong annual cycle related to seasonal provision of warm water to the ice base. These
results show that accurately modeling the high spatial and temporal ocean variability close to the ice-shelf
front is critical to predicting time-dependent and mean values of meltwater production and ice-shelf
thinning.
1. Introduction
The Antarctic Ice Sheet (AIS) consists of grounded ice, some of which rests on a bed that is well below sea
level, and ice shelves that are the ﬂoating extensions of grounded glaciers and ice streams ﬂowing across
the grounding line. The mass budget of the grounded portion of the Antarctic Ice Sheet is dominated by
input from snow and loss through lateral ice mass ﬂux across the grounding line into the ocean. The present
ice sheet mass balance is negative, largely due to a recent acceleration in dynamic mass loss along the
ocean margins of the West Antarctic Ice Sheet (WAIS) [Shepherd et al., 2012]. While the present rate of WAIS
mass loss is small, equivalent to 0.2 mm a21 of global sea level rise [Shepherd et al., 2012], there is evi-
dence that a large fraction of the WAIS was lost in some previous interglacial climates [Naish et al., 2009].
Pollard and DeConto [2009] modeled the behavior of Antarctica’s ice sheets over the past 5 million years, con-
cluding that the disappearance of the WAIS was correlated with an ocean-driven long-term retreat of ice
shelves in the Ross, Weddell, and Amundsen seas. These results, and several observational and regional mod-
eling studies [e.g., Scambos et al., 2004; Dupont and Alley, 2005; Joughin et al., 2010], suggest that ice shelves
regulate the loss of grounded ice through a process referred to as ‘‘buttressing’’, in which friction at the ice-
shelf margins opposes the ﬂow of glaciers and ice streams delivering grounded ice to the ocean. If ice shelves
retreat or thin, net frictional stresses are reduced, and accelerated ice sheet mass loss to the ocean may occur.
Given evidence that some Antarctic ice shelves are presently losing mass quite rapidly [Pritchard et al., 2012;
Rignot et al., 2013], understanding the mechanisms causing this mass loss is essential for projecting the contri-
bution of the AIS to global sea level change over the next several decades to centuries.
The mass budget of an ice shelf is determined by the gains by ice inﬂow across the grounding line, direct
precipitation to the ice-shelf surface and losses through iceberg calving and basal melting as relatively
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warm ocean water circulates underneath it. (For some ice shelves, surface melting and drainage may also
contribute to net mass loss.) Here we focus on basal melting, which accounts for about half the net loss of
ice for Antarctic ice shelves [Rignot et al., 2013; Depoorter et al., 2013]. Basal melt rates depend on ocean
temperature and boundary layer current velocities [Lewis and Perkin, 1986; Holland and Jenkins, 1999]. Eleva-
tion of ocean temperature above the in situ freezing point provides the heat required for the phase transi-
tion from ice to liquid water. Currents under the ice-shelf erode stratiﬁcation by inducing turbulence that
maintains the upward ﬂux of subsurface ocean heat to the ice base, and by ﬂushing away the cold, buoyant
meltwater that would otherwise impede further ocean heat ﬂux to the ice.
Time-averaged ice-shelf melt rate, wb(x), around Antarctica is highly heterogeneous [Shepherd et al., 2010;
Rignot et al., 2013; Depoorter et al., 2013], ranging from ice-shelf-averaged values of 0.1 m a21 for the large
ice shelves to >10 m a21 for some of the smaller ice shelves in the Amundsen Sea. The larger values occur
where warm water masses such as relatively unmodiﬁed Circumpolar Deep Water (CDW; T> 1C) intrude
across the continental shelf then under the ice shelves [Pritchard et al., 2012]. For these ice shelves, currents
just below the ice base are usually dominated by the thermohaline circulation driven by the buoyancy ﬂux
from ice melt. Smaller values of basal melt rate are found where thermal forcing is small (i.e., the water is
cold). For these ice shelves, the thermohaline circulation is generally weak, and other sources of ocean cur-
rents such as tides become important; see MacAyeal [1984a, 1984b], Makinson et al. [2011], and Mueller et al.
[2012] for modeling studies of the Ross Ice Shelf (RIS), Filchner-Ronne Ice Shelf (FRIS), and Larsen C Ice Shelf,
respectively. For each of these ice shelves, most of the water entering the sub-ice-shelf cavity is near the
surface freezing point of seawater (Tf(S,P5 0) 21.9C for typical salinities of S5 34.5), and tidal current
speeds can greatly exceed the ﬂows driven by other mechanisms.
Although all large ice shelves that are underlain by cold water are presently close to steady state [Pritchard
et al., 2012; Rignot et al., 2013], modeling by Hellmer et al. [2012] suggests that changes in global climate
may lead to more rapid mass loss from FRIS later in the 21st century. While these authors suggested that
RIS is more stable than FRIS to projected climate change, there is considerable uncertainty in the character-
istics of 21st century climate projections that ultimately affect basal mass loss: when the paleo evidence for
RIS variability [Naish et al., 2009; Pollard and DeConto, 2009] is also considered, we assume that RIS may also
be at risk over timescales of a century or longer. However, although we can estimate recent values of wb(x)
from satellite altimetry and other data sets [e.g., Horgan et al., 2011; Pritchard et al., 2012; Rignot et al., 2013],
our understanding of the actual processes that determine wb(x) under RIS is poor. Therefore, we cannot yet
estimate future melt rates even if we could accurately forecast large-scale changes in the background ocean
state from global coupled climate models.
Only a few direct observations of ocean variability have been made under RIS. Hydrographic proﬁles over
an interval of several hours were obtained at site J9 in the southeastern RIS during the Ross Ice Shelf Project
[Gilmour, 1979; Jacobs et al., 1979; Foster, 1983]. More recently, time series data have been obtained south
of Ross Island. Robinson et al. [2010] obtained a 23 day record under land-fast sea ice in McMurdo Sound in
2003, and shorter records (of 2 day and 4 day duration) at two sites under McMurdo Ice Shelf. Tyler et al.
[2013] and Stern et al. [2013] obtained a 6 month record of the ocean temperature proﬁle in 2011–2012,
also under McMurdo Ice Shelf; however, they did not record contemporaneous currents. No records, to
date, have obtained simultaneous time series of all the variables needed to estimate basal melt rates under
RIS for a period that is sufﬁciently long to resolve ocean processes expected to contribute signiﬁcantly to
melt rate variability.
In this paper, we report on measurements of temperature, salinity, and currents collected under RIS during
a 2 month period from late November 2010 to late January 2011 (during the transition from austral spring
to summer). These data were obtained from the Coulman High site, near the RIS ice front east of Ross Island
(Figure 1), to help design future ANDRILL drilling operations (http://andrill.org/science/ch). We use this data
set to investigate the causes and energetics of sub-ice-shelf ocean currents and hydrographic variability
close to the ice-shelf edge, and their roles in basal melting. We augment these analyses with a coupled
ocean/ice-shelf model to estimate the annual cycle of basal melting and investigate the role of tides in melt-
ing near the ice front.
The paper is organized as follows. Section 2 describes the moorings and supporting GPS and atmospheric
data. Section 3 summarizes the numerical models. Section 4 presents the tidal analysis of the mooring and
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GPS records. Section 5 describes the subtidal variability. Section 6 presents estimates of basal melting. Sec-
tion 7 discusses variability of melting over a wide range of time scales and identiﬁes processes that need to
be considered in assessing net melting. Our ﬁndings are summarized in section 8.
2. Measurements
Two sites, M-1 and M-2, were occupied 6 and 16 km south of the RIS ice front, respectively, during the
late spring and early austral summer of 2010–2011 (Table 1 and Figure 1). Measurements included time
series of ice-shelf surface elevation from GPS receivers and sub-ice-shelf water properties from moored sen-
sors. Total ice thickness was 262 and 273 m at M-1 and M-2, respectively.
Near-surface wind velocity (UW), air temperature (Tair), and pressure (Pair) data (Figures 2a–2c) were collected
at automatic weather station (AWS) ‘‘Laurie II’’ (77.4961S, 170.7892E), deployed about 19 km west of M-1
by the Antarctic Meteorological Research Center (U. Madison-Wisconsin). The basic meteorological data col-
lected during the mooring deployment period were edited to produce hourly data for analysis.
GPS receivers were deployed at both mooring sites to record ice-shelf surface elevation (zGPS) and lateral
motion (not discussed here). The GPS at M-1 recorded data every 15 s from 9 November 2010 to 18 January
2011 (70 days), and the M-2 GPS recorded data every 30 s from 14 November 2010 to 9 July 2011 (237
days). Data were processed using the approach of King et al. [2011a, 2011b], with ocean tide loading
Figure 1. (left) Ross Ice Shelf (RIS) and Ross Sea, Antarctica. Background grayscale image is from MODIS Mosaic of Antarctica (MOA) [Scam-
bos et al., 2007]. Filled contours north of the ice front show water depth (color scale (m) at bottom of plot). Yellow box on northwest RIS
indicates Coulman High site east of Ross Island. White-dashed rectangle denotes ROMS model domain. (right) Expanded view of ANDRILL
region, showing locations of mooring M-1 (deployed by NIWA) and M-2 (deployed by WHOI) deployed through the ice shelf (see section 2
and Table 1 for more details). M-1 is about 6 km from the ice-shelf edge and about 10 km north of M-2. Location of Automatic Weather
Station (AWS) ‘‘Laurie II’’ is also shown. Background image is MODIS Aqua for 13 February 2011.
Table 1. ANDRILL Mooring Locations, Deployment Periods, and Site Conditionsa











M-1 7729.3’ 17134.3’ 6 24 Nov 2010 17 Jan 2011b 219.0 798.5 579.5
M-2 7734.9’ 17130.4’ 16 2 Dec 2010 23 Jan 2011 228.0 862.0 634.0
aAll depths presented in this paper are expressed as meters below mean sea level.
bThe shallowest M-1 Aquadopp ﬁnished measuring prematurely on 13 January 2011 (19:56:13).
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displacements computed with the SPOTL package [Agnew, 1996, 1997] applied to the TPXO6.2 ocean tide
model [Egbert and Erofeeva, 2002]. The GPS data (Figure 2d) were interpolated and low-pass ﬁltered with a
4 h ﬁlter to reduce noise, then averaged with a 30 min boxcar ﬁlter every 30 min. The values of zGPS were
adjusted to account for the inverse barometer effect (IBE), in which a 1 hPa increase in Pair depresses the
sea surface height (and surface of the overlying, hydrostatically ﬂoating, ice shelf) by 0.01 m [Chelton and
Enﬁeld, 1986; Padman et al., 2003]. We used the time series of Pair, low-passed with a cutoff of 0.5 cycles per
day (cpd) to estimate the IBE; see Padman et al. [2003] for an explanation of the choice of cutoff frequency.
This procedure removes most of the apparent trend in zGPS associated with the trend in Pair of 0.27 hPa
d21 (Figure 2c).
Moorings (see schematics in Figure 3) were deployed by melting holes through the ice shelf with a hot-
water drill. Ocean current velocities (u) were measured using Nortek Aquadopps. Conductivity (C) and tem-
perature (T) were measured using Seabird Electronics SBE-38 Microcats (Table 2). On M-1, u(t) was recorded
as 5 min averages every 10 min, and C(t) and T(t) were spot-sampled every 10 min. On M-2, 6 min averaged
values of u(t) were obtained every 30 min, and C(t) and T(t) were spot-sampled every 7.5 min.
The M-1 current meter data were ﬁrst interpolated, using a cubic spline method, over gaps longer than 10
min and then subsampled every 30 min. Depth-averaged velocity components for the M-1 and M-2 currents
were estimated using linear interpolation in the vertical. Bad data were removed from the Microcat time
series when effects from the ice hole on the instrument were evident, or if the instrument was frozen over.
The Microcat data were averaged using a 30 min boxcar window. The combined 30 min edited data records
were then low-passed ﬁltered using the PL66 ﬁlter with a 33 h half-amplitude period [Beardsley and Rose-
nfeld, 1983] before being used for the subtidal portion of this study. The basic and low-pass ﬁltered, depth-
averaged, east and north current components are shown in Figures 2e–2h.
Conductivity-Temperature-Depth (CTD) proﬁles were made with a pumped Seabird Electronics SBE19plus low-
ered through the hole before and after the M-1 deployment and before the M-2 deployment (Table 3 and
Figure 2. Time series showing AWS Laurie II meteorological data, the M-2 GPS data, and the M-1 and M-2 depth-averaged current data.
(a) Eastward Uw (blue) and northward Vw (red) wind components (m s
21); (b) air temperature T (C); (c) air pressure Pair (hPa); (d) GPS ice
height zGPS (m) adjusted for the IBE due to the linear trend in Pair; (e) basic and (f) low-pass ﬁltered depth-averaged M-1 (red) and M-2
(blue) eastward current components U (cm s21); and (g) basic and (h) low-pass ﬁltered M-1 (red) and M-2 (blue) northward current compo-
nents V (cm s21). The linear trend in Pair is shown as a red line in plot (c).
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Figure 3). All proﬁles showed a
layer of cold, relatively fresh water
just below the ice, with T and
salinity (S) increasing with depth
toward the bottom. The largest
difference between proﬁles
occurred between the pre and
postdeployment casts (CTD-1 and
CTD-2) at M-1, which were sepa-
rated by58 days. The three pre-
deployment casts at M-2
exhibited smaller differences
(|dT|< 0.03C; |dS|< 0.03). The top
20 m of the water column at M-
2 was at or very close to the in
situ freezing temperature Tf(S,P).
3. Numerical Models
Two numerical models were used:
the Circum-Antarctic Tidal Simula-
tion inverse barotropic tide
model, version 2008 (CATS2008),
and the Regional Ocean Modeling
System (ROMS) [Shchepetkin and
McWilliams, 2005].
The CATS2008 model, which has
4 km grid spacing on a polar ster-
eographic grid, is an update of
the inverse tide model described
by Padman et al. [2002]. Assimilated data in the Ross Sea include: coastal tide gauges in McMurdo Sound
and Terra Nova Bay; gravimeter, GPS and satellite laser altimeter data collected on RIS [Padman et al., 2008];
and a bottom pressure record near Cape Adare [Padman et al., 2009]. The GPS data collected at the Coul-
man High site were not assimilated into CATS2008.
The ROMS model solves the three-dimensional equations of motion with the hydrostatic and Boussinesq
approximations and includes a thermodynamically active ice shelf; see Dinniman et al. [2007] for a detailed
description of the model components. Our
conﬁguration was based on a recent version
used to study the Ross Sea [Dinniman et al.,
2011]. The model equations were solved on
a uniform lateral grid with spacing between
nodes of 5 km in the domain shown in Fig-
ure 1. Bathymetry and ice-shelf draft were
obtained from the original BEDMAP product
[Lythe et al., 2001]; see Dinniman et al. [2007]
for further information. The model used a 24
level terrain-following vertical coordinate
system that improves model representation
of processes near lower and upper bounda-
ries, including the sloping base of the ice
shelf. Some smoothing of the BEDMAP grids
was required to satisfy numerical stability
issues in ROMS; see Mueller et al., [2012],
Figure 3. Vertical proﬁles of the CTD temperature and salinity data recorded at the M-1
and M-2 mooring sites in the left two columns and the vertical distribution of the M-1
and M-2 instrumentation in the right column (Table 2). Top two plots show the M-1 CTD1
and CTD2 data, lower two plots the M-2 CTD3, CTD4, and CTD5 data. See Table 3 for the
cast times and depth of casts. The blue-dashed line in the left plots indicates the freezing
temperature of sea water as a function of in situ salinity and pressure. The blue and gray-
shaded areas at the top and bottom of the right plots indicate the ice shelf and ocean
bottom, respectively. A current meter and Microcat were deployed at each green dot
while only a current meter was deployed at the red dot on M-1.
Table 2. ANDRILL Moored Instrument Depths
Aquadopp Depth (m) Microcat Depth (m)
M-1 M-2 M-1 M-2
226.4 236.0 224.4 236.0
343.4 390.0 341.4 386.5
457.4 543.0 455.4 540.0
612.4 691.0 775.4 690.0
777.4 851.5 848.5
Table 3. CTD Cast Locations, Time, and Maximum Depth of Cast
CTD Site Date Max. Depth (m)
1 M-1 22 Nov 2010 782.7
2 M-1 18 Jan 2011 793.8
3 M-2 29 Nov 2010 855.7
4 M-2 30 Nov 2010 856.7
5 M-2 1 Dec 2010 858.9
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supporting information for a detailed descrip-
tion of grid-smoothing constraints. This
smoothing, particularly of ice-shelf draft, can
inﬂuence ocean circulation and basal melting,
as discussed in subsequent sections.
In ocean regions free of sea ice, surface ﬂuxes
were calculated from daily-averaged atmos-
pheric variables taken from the Antarctic
Mesoscale Prediction System (AMPS), a meso-
scale atmospheric forecast model [Bromwich et al., 2005]. In regions covered by sea ice, surface ﬂuxes were
calculated using a coupled sea ice model [Budgell, 2005] rather than being speciﬁed from satellite observa-
tions as done by Dinniman et al. [2011]. Turbulent heat and salt ﬂuxes beneath the ice shelf were calculated
as functions of the time-varying friction velocity [Holland and Jenkins, 1999; Dinniman et al., 2011].
The model runs were designed to support studies of sea-ice response to ocean tides [Mack et al., 2013], and
so do not overlap the present measurement period. We ran four simulations: 2 year integrations (17 Sep-
tember 2003 to 11 September 2005) with output averaged over 5 days, without and with tidal forcing; and
6 month runs (19 December 2004 to 17 June 2005) with output averaged over 4 h, without and with tidal
forcing. For tidal forcing, we speciﬁed CATS2008 elevations and normal barotropic velocities along the
open boundaries [see Mueller et al., 2012]; the direct astronomical potential was ignored because the model
domain is relatively small. The longer runs were made to study seasonal and some interannual variability of
ice-shelf melt rates, sea-ice evolution, current velocities, and water temperatures. The shorter runs provide
output time series that resolve the fundamental diurnal tidal variability.
4. Tidal Signals
Tidal signals are evident in GPS-based ice-shelf height zGPS (Figure 2d) and the northward components of
depth-averaged currents (Figure 2g). Harmonic analyses of the different time series were performed using
the Matlab software package T_TIDE [Pawlowicz et al., 2002], which is based on Foreman [1977]. The analysis
ﬁrst removes the linear trend. The typical record length of 60 days is too short to explicitly resolve all
major tidal constituents; therefore, we estimated the P1 and K2 tidal components using inference from K1
and S2, respectively, with amplitude-ratio and phase-offset parameters obtained from the 238 day record
of zGPS at M-2 (Table 4). We also used T_TIDE to predict the total tidal signal for the observation time period.
4.1. Ice Surface Elevation
The typical amplitude of tidal elevation variability is 0.5–1 m (Figure 2d). Tides account for most of the var-
iance (81% at M-1 and95% at M-2) (Table 5) in zGPS(t) after correcting for the IBE (see section 2) and remov-
ing the remaining linear trend by
T_TIDE. The dominant tidal constitu-
ents under RIS are the K1 principal luni-
solar diurnal (period 23.93 h), the O1
principal lunar diurnal (25.82 h), and
the P1 principal solar diurnal (24.07 h).
The diurnal Q1 (26.87 h) and the major
semidiurnal constituents M2 (12.42 h)
and S2 (12.00 h) are also statistically sig-
niﬁcant, but their contribution to total
tidal variance is small. A strong 2
week modulation of zGPS is apparent
(Figure 2d), caused by superposition of
the K1, O1, and P1 constituents.
4.2. Depth-Averaged Currents
Tides account for about half of the
variance in the depth-averaged
Table 4. Values Used to Infer P1 and K2 From the ANDRILL M-2 GPS
Record (238 Day Record Length)a
Constituent Frequency (cycles h21) Amplitude (m) Phasea ()
P1 0.0415526 0.077 200.4
K1 0.0417807 0.237 196.7
K2 0.0835615 0.012 307.7
S2 0.0833333 0.033 305.8
aPhase given in degrees relative to Greenwich.
Table 5. Amplitude (cm) and Phase (Degrees Relative to Greenwich) for the Six
Primary Tidal Constituents Based on GPS Measurements Made During the M-1 and
M-2 Mooring Deploymentsa
Constant
Amp (cm) Phase ()
M-1 M-2 M-1 M-2
K1 22.86 1.7 23.46 1.6 197.26 4.3 198.36 3.9
O1 20.66 1.7 22.36 1.4 185.26 4.6 184.66 4.9
P1 7.46 1.5 7.66 1.5 193.56 13.2 194.56 11.6
Q1 4.26 1.7 4.36 1.6 190.66 23.0 181.36 23.8
M2 3.46 0.5 3.46 0.4 9.96 9.3 5.16 6.4
S2 3.66 0.6 3.56 0.4 289.96 9.1 304.96 6.4
Var (cm2) Var (cm2)
Total variance 810 860
Tidal variance 660 800
Tidal variance (%) 81.3 93.5
aThe lower three rows show for each mooring site: (1) the variance of the basic
signal; (2) the tidal signal variance; and (3) the percent variance explained by the
tides. The mean and trend were removed before the harmonic analysis, and only
constituents with signal-to-noise ratios 2 were included. The M-1 and M-2 trends
had slopes of 20.098 and 20.091 cm h21, respectively.
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current velocities at both moorings (Table 6). The total tidal signal had typical speeds of 0.1 m s21. The
major axes (Umaj) of tidal current components at both M-1 and M-2 were aligned very close to north-south
(Figure 4), roughly normal to the ice-shelf edge (Figure 1). In most cases, the minor axis was not statistically
different from zero; therefore, current-vector rotation direction cannot be determined. As with zGPS, tidal
currents experience a strong 2 week spring-neap modulation (Figure 2g). An expanded list of the ellipse
parameters per individual instrument can be found in Tables S3 and S4 in supporting information.
4.3. Hydrographic Time Series
We also performed tidal analyses on the moored salinity, temperature, and density data for individual sen-
sors. Tides made only a small (1–16%) contribution to the variance of hydrographic signals at M-1; they did
not contribute signiﬁcantly at M-2. While there were a few tidal constituents that had signiﬁcant signal-to-
noise ratios at a single depth, these constituents did not extend over depth, indicating there was not a sig-
niﬁcant coherent internal tidal signal at the mooring sites.
4.4. CATS2008 Barotropic Tide Model
Our tidal analyses of measured elevations and depth-averaged currents were compared with results from
the CATS2008 tide model. The tidal elevation and current ellipse parameters derived from our data sets
agree with CATS2008. The results are detailed in Tables S1 and S2 in supporting information.
5. Subtidal Variability
5.1. Wind
Winds measured at the Laurie II AWS site were generally toward the northeast, with a few weak reversals
toward the west and south (Figure 5). The mean wind during the deployment analysis period was relatively
weak, 3.9 m s21 oriented toward
24N; the strongest winds were
>15 m s21, oriented toward the
northeast. The winds were domi-
nated by synoptic-scale events,
with kinetic energy concentrated
in a clear peak between 0.2 and
0.4 cpd (periods 2.5–5 days) and
a smaller peak near 0.1 cpd.
There was no evidence of sys-
tematic diurnal winds.
To examine the wind variability,
we decomposed the wind time
series into its two principal com-
ponents [Fofonoff, 1969]. The per-
cent variance for the two
components was 79.5% and
20.5%, with the major axis ori-
ented toward 35N, as
Table 6. ANDRILL Depth-Averaged M-1 and M-2 Tidal Ellipse Parameters and 95% Conﬁdence Limits for the Six Primary Constituentsa
Const.
Major (cm s21) Minor (cm s21) Inclination () Phase ()
M-1 M-2 M-1 M-2 M-1 M-2 M-1 M-2
K1 5.66 0.2 4.96 0.4 0.56 0.3 0.26 0.3 96.36 3.2 93.26 3.9 302.36 2.4 299.06 5.0
O1 4.06 0.2 3.96 0.4 20.36 0.3 20.36 0.3 96.86 4.4 96.66 4.5 274.96 3.6 270.96 6.3
P1 1.86 0.2 1.66 0.4 0.26 0.3 0.16 0.3 96.36 10.3 93.26 11.0 298.56 6.5 295.26 14.5
Q1 0.76 0.2 0.96 0.4 0.16 0.3 20.46 0.3 104.66 25.7 82.16 35.5 269.56 20.6 271.16 43.0
M2 0.86 0.1 0.76 0.1 20.26 0.1 20.26 0.1 96.06 9.7 99.66 10.9 310.16 9.8 302.46 8.3
S2 1.26 0.1 0.96 0.1 0.06 0.1 20.06 0.1 98.46 6.0 96.66 7.7 256.96 7.1 253.96 5.8
aInclination angle is measured counterclockwise from east. Phase is given in degrees relative to Greenwich.
Figure 4. Mean (red vectors) and principal axes of the low-frequency depth-averaged
currents shown in ﬁrst column (LF). Tidal ellipses of depth-averaged currents shown in
the six columns to the right. M-1 results in upper row, M-2 results in lower row. K1, O1,
and P1 constituents overshadow the Q1, M2, and S2 constituents. The tidal ﬂow is mostly
in the North-South direction, perpendicular to the ice-shelf edge. Most minor axes are
not statistically signiﬁcant; therefore, rotation direction is not shown.
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expected from the wind rose in
Figure 5. Linear regression
between the major wind compo-
nent and air temperature showed
a trend of colder air with larger
wind speed toward the north-
east. The correlation is weak, cor-
relation coefﬁcient, r520.30,
but signiﬁcant at the 95% conﬁ-
dence level.
5.2. Currents
An Empirical Orthogonal Func-
tion (EOF) analysis [Obukhov,
1947; Lorenz, 1956; Davis, 1976]
of the current velocity data for
each instrument, after ﬁltering
out the tides, showed that the
subtidal variability was essentially
barotropic at each mooring. Each
velocity time series was ﬁrst
rotated into a coordinate system
aligned along the principal com-
ponent of the depth-averaged velocity, so that the velocities along each axis are statistically independent.
The major axes (Figure 4, ﬁrst column) were oriented toward 115N and 89N at M-1 and M-2, respectively,
roughly parallel to the ice front. The two components of the velocity at the ﬁve depths were then used to
construct a 10 3 10 covariance matrix. The ﬁrst two EOF modes of the velocity variability at each mooring
contained 70% and 30%, respectively, of the total variance, i.e., these two leading modes explained
almost the entire signal. The ﬁrst EOF represented a nearly constant velocity along the major axis of the
depth-averaged current and the second represented a barotropic current oriented along the minor axis.
The ratio of the EOF variances, as expected, is consistent with the ratio of the variances of the depth-
averaged currents aligned parallel and perpendicular to the major axis.
5.3. Temperature and Salinity
Data from the four Microcats on M-1 and ﬁve on M-2 are shown in Figure 6 as time series of temperature and
salinity anomalies from their time-averaged values (Table 7). Salinities at the shallowest instruments on both moor-
ings decrease over the deployment, which might have been caused by an increase in local basal melting and/or
changes in fresh-water advection pathways. The coldest temperature at the shallowest instrument,22.03C, was
slightly above the local in situ freezing point, Tf(S,P)5 22.06C, and most of the record was signiﬁcantly warmer
than Tf(S,P), which suggests that there was signiﬁcant vertical mixing and/or advection bringing warmer water
into the mixed layer below the ice shelf. There is no evidence of freshening at the deeper instruments. From Fig-
ure 6 and an EOF analysis of the time series, the temperature variations at the upper two instruments on M-1 are
correlated. Similarly, the salinity for the second and third instruments on M-1 are correlated, suggesting that
boluses of fresher water passed by the mooring. There are no other signiﬁcant correlations between the tempera-
ture and/or salinity at the other depths on M-1 or for any depths on M-2. While the correlations for the upper sen-
sors on M-1 are statistically signiﬁcant, it is hard to construct a simple description that consistently links the
observed correlation of temperature with the observed boluses seen in the salinity time series. Density (not
shown) is almost completely determined by salinity so that time series of density are proportional to salinity.
5.4. Ice Surface Elevation
The GPS elevation record at M-2 (zGPS(t)), after correcting for the inverse barometer effect (IBE; see section
2) and removing tides (section 4.1), has a linear least-squares trend of dzGPS/dt520.22 m a
21 for the 2
month period of the mooring deployment. This negative trend in zGPS represents the hydrostatically com-
pensated response of the ice-shelf surface thinning by basal melting, depression of the ice shelf by surface
Figure 5. Polar histogram of the hourly averaged AWS wind vectors (Uw, Vw). The histo-
gram has 10 wind direction bins and 2 m s21 wind speed bins, indicated by the color
bar to the right. The cumulative arcs indicate the percentage of the time the winds were
in that direction and the colored bins the contributions for each wind interval.
Journal of Geophysical Research: Oceans 10.1002/2014JC009792
ARZENO ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 4221
mass accumulation, divergence of lateral ice ﬂow [e.g., Padman et al., 2012], and/or ﬁrn compaction (densiﬁ-
cation of the upper snow layers) [Ligtenberg et al., 2011].
6. Basal Melt Rates
6.1. Estimates From Mooring Records
We estimated the time series of basal melt rate wb(t) by equating the divergence of the vertical ﬂux of sensi-
ble heat at the ice base (DQS) with the latent heat (QL) associated with melting ice [Holland and Jenkins,
1999]. The value of DQS was obtained from the difference between the upward ﬂux of ocean sensible heat
(QO) and the conductive heat ﬂux through the ice (QI), the latter depending on the temperature gradient in
the ice at the base of the ice shelf. This gradient, in turn, depends on wb. Following Holland and Jenkins
[1999, equation (25)], for an ice shelf 250 m thick with long-term-averaged top surface temperature
225C (the annual mean for the entire RIS based on the ERA Interim atmospheric reanalysis model [Dee
et al., 2011]), QI is 0.2QO for the expected
range of basal melt rates near the ice front
(1–5 m a21: Horgan et al. [2011]).
We ﬁrst estimated QO at the ice base under
RIS due to turbulence associated with cur-
rents, using the turbulent ﬂux parameteriza-
tion of McPhee et al. [1999], their equation
(1):
QO5qwCpCHuDT ; (1)
where qw is water density (kg m
23), CP
Figure 6. Time series of temperature and salinity anomalies. (a) M-1 temperature, (c) M-1 salinity, (b) M-2 temperature, and (d) M-2 salinity.
Instrument depths listed in lower plots.
Table 7. Record Mean and Standard Deviation of Temperature and
Salinity Measured With the Microcats Deployed at M-1 and M-2
Depth (m) T Mean (C) T std (C) S Mean S std
M-1.1 224 21.890 0.082 34.381 0.073
M-1.2 341 21.911 0.023 34.612 0.025
M-1.3 445 21.912 0.008 34.669 0.013
M-1.4 775 21.887 0.001 34.735 0.005
M-2.1 236 21.869 0.066 34.393 0.060
M-2.2 386 21.914 0.012 34.646 0.006
M-2.3 540 21.899 0.005 34.669 0.004
M-2.4 690 21.892 0.002 34.719 0.001
M-2.5 848 21.884 0.001 34.743 0.004
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(4000 J kg21 C21) is speciﬁc heat for cold salt water with S5 32, CH is the Stanton number (taken as
0.005 [McPhee et al., 1999]), u (m s21) is the friction velocity, and DT(C) is the difference between the in
situ temperature measured with the closest Microcat to the ice base and the pressure-dependent freezing
temperature of seawater, Tf(S, P). McPhee et al. [1999] measured u directly with microscale turbulence sen-
sors below sea ice, while Stanton et al. [2013] obtained similar direct measurements of u below Pine Island
Glacier’s ice shelf. However, in the absence of microstructure measurements resolving the turbulence, we




where CD is the drag coefﬁcient and |u| is current speed (m s
21) from the Aquadopp current meter closest
to the ice base (7.4 m below the ice at M-1 and 8.0 m below the ice at M-2). The correct value of CD for this
environment is not known: based on sea-ice studies, a likely range is 0.001–0.006 [Harder and Fischer,
1999]. We use a midrange value of CD5 0.003 in our numerical models, which is close to the value inferred
from the ratio of mean current and u in Stanton et al. [2013, Figure 4]. However, uncertainty in CD is a major
source of uncertainty in heat ﬂuxes based on equation (1). The mean upward ocean sensible heat ﬂux was
then estimated as the time-average of QO(t) using the time series of uðtÞ and DT(t) in equation (1). Given
that estimated QI is 0.2QO, the net heat available at the ice base is DQS  0.8QO.
The latent heat of ice melt is:
QL52qiLFwb; (3)
where LF is the latent heat of fusion (53.34 3 10
5 J kg21 [Holland and Jenkins, 1999]), and qi5 918 kg m
23
is the density of ice. Equating 0.8QO with QL gives wb in terms of DT and u. The time-averaged values of QO
and wb estimated in this manner from the mooring data, with CD in the range 0.001–0.006, are 176 7 W
m22 and 1.26 0.5 m yr21, similar for both M-1 and M-2 (Table 8).
The time series of |u| and DT for M-1 (Figures 7a and 7b) show large variability on tidal and subtidal time-
scales. Combining these through equations (1–3), and using a midrange value of CD5 0.003, the estimated
instantaneous values of wb varied from near-zero to 7 m a21 during the mooring deployment (Figure 7c).
The maximum value is about 5 times larger than the time-averaged value. We also estimated the sensible
heat ﬂux attributable solely to tides using the time series of uT(t) predicted from the tidal constituents (see
section 4.2) to provide an estimate of u from equation (2) and the tidal contribution to wb (Figure 7d).
About half of the mean ocean heat ﬂux (for CD5 0.003, 8 W m22 at M-1; 10 W m22 at M-2) and its con-
sequent melt rate (0.6 m a21 at M-1; 0.7 m a21 at M-2) can be attributed to the presence of tidal currents
(Table 8). The value of wb varied roughly fortnightly, with higher values during spring tides and lower values
during neap tides (Figures 7c and 7d). Deviation from a pure spring-neap cycle is explained by subtidal vari-
ability of upper ocean temperature (Figure 7b).
6.2. Modeled Basal Melt Rates
Maps of the time-averaged values of wb(x) evaluated from the 2 year ROMS runs (section 3) without and with
tides (Figure 8), show large modeled melt rates are along the western RIS grounding line south of Ross Island,
under the southeastern RIS (Siple Coast) and along the ice front. The integrated ice volume loss rate from RIS,
for the simulation without tides, is 117 km3 a21 (an average melt rate of wb0.25 m a21) averaged over 2
years. Adding tidal forcing increases these rates by25–30%, to 150 km3 a21 and 0.32 m a21. The largest








M-1 M-2 M-1 M-2 M-1 M-2 M-1 M-2
Mean 18 17 8 10 1.3 1.2 0.6 0.7
Standard error 1.1 9.1 3.9 2.1 0.4 0.6 0.3 0.2
N degrees of freedom 31 19 22 26 31 19 22 26
Journal of Geophysical Research: Oceans 10.1002/2014JC009792
ARZENO ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 4223
time-averaged modeled melt
rates are found in a narrow zone
along the ice front. We refer to
this region as the ice-shelf frontal
zone (ISFZ), and formally deﬁne it
as the area of ice shelf within
30 km of the ice front. The area of
the ISFZ is 33,000 km2, about
7% of the entire area of RIS. The
mean values of wb for this region
are1.3 and1.7 m a21 for the
no-tides and tide-forced simula-
tions, respectively. These values
are5 times larger than the RIS-
averaged values, so that the net
contribution of modeled melting
from the ISFZ is 35% of the total
from the complete RIS. Maximum
values in the simulation with tides
are4.5 m a21 compared with
2–3 m a21 in the no-tides run.
The model simulations are not
directly comparable to the obser-
vations for several reasons. First,
the time periods are different.
Second, the model lateral grid
spacing of 5 km does not
adequately resolve the known
large variations of ocean proc-
esses and melting rates across
the ISFZ. Third, the use of terrain-
following coordinates requires
that the ice draft is smoothed,
reducing the abruptness of the
change in water column thick-
ness at the true ice front [see
Mueller et al., 2012, supporting
information]. Finally, the ice front
location in our model is several kilometers south of its position during the measurement program described
herein; the RIS ice front in this region advances at about 1 km a21 [Rignot et al., 2011]. However, in order to
compare modeled variability of melt rates with the results from the analyses of measurements, we extracted
output at three ‘‘virtual’’ mooring locations (see Figure 8): two (VM-1 and VM-2) correspond to the distances
of the M-1 and M-2 mooring sites south of the ice front, and the third (named VM-3) is at the ﬁrst grid node
located just south of the ice front.
Modeled values of wb at each virtual mooring, averaged over the full length (2 years) of each run (Table
9), show that adding tides to the forcing increases the mean melt rate at each site by 50%, slightly more
than for the average over the entire ISFZ. The mean values of wb at VM-1 and VM-2, in the tide-forced runs,
are close to the values estimated from the M-1 and M-2 mooring data (see section 6.1) when using the
same value of CD (0.003) used in the models. Modeled values of wb are about a factor of 3–4 higher at VM-3
(very close to the ice front) than further south at VM-1. However, modeled ice draft at this location is
80 m, which is much less than the real value of 219 m, a consequence of grid smoothing required for
numerical stability in ROMS. The shallower model ice draft provides easier access to the sub-ice-shelf cavity
for seasonally warmed near-surface waters in the Ross Polynya; see Mahoney et al. [2011], their Figure 4.
Figure 7. M-1 melt rate. (a) Current speed just below ice base. (b) Temperature T relative
to in situ freezing point Tf(S,P) just below ice base. (c) Melt rate wb estimated using raw
current speed, T-Tf(S,P), and equations (1–3). (d) Same as Figure 7c, but using tidal veloc-
ities only. (e) North–South tidal velocity component. The beat phenomenon is due to the
fortnightly modulation (spring-neap cycle) from superposition of major diurnal tidal
constituents.
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Figure 8. (a) Modeled time-averaged basal melt rate wb (m a
21: color scale at bottom right) from ROMS run for 2 years, with atmospheric forcing but no tidal forcing. Values of wb< 0 imply
ice-shelf mass loss. (b) Same as Figure 8a, but for model with tide forcing included. (c) Difference in basal melt rate between runs with and without tides. Color scale is at bottom left. Negative
values imply more basal melting in run with tides. (d) Basal melt rate for region shown by black rectangle in Figure 8b. Locations of virtual moorings (VM-1, VM-2, and VM-3) are indicated:
VM-1 and VM-2 approximate locations of real moorings M-1 and M-2 relative to the ice edge; VM-3 is the closest model point to the ice front.
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The 2 year time series (September 2003 to September 2005) of modeled wb(t), 5 day averaged barotropic
ocean current component normal to the ice front un(t), and potential temperature h(t,z) at VM-1 and VM-3
show pronounced quasi-annual and some interannual variability (Figure 9). The onset of thermal stratiﬁca-
tion under the ice shelf occurs in December or early January and the water column returns to its winter
cold state between early May and late July. The highest modeled values of h, 21.2C, are higher than the
expected maximum of 21.5C just seaward of the ice front from hydrographic compilations [Orsi and Wie-
derwohl, 2009] and mooring data [Pillsbury and Jacobs, 1985], but generally consistent with data from a
mooring beneath sea ice in nearby McMurdo Sound [Mahoney et al., 2011, Figure 4]. Through other model
runs, not described here, we have found that the modeled temperature of subsurface waters along the RIS
ice front is sensitive to the surface radiation budget in austral summer (in turn, dependent on sea ice con-
centration, thickness and snow cover), and choice of wind forcing model as a control on southward advec-
tion of Modiﬁed Circumpolar Deep Water (MCDW). We will explore this sensitivity in more detail in a future
study.
The 6 month simulations with 4 h output cover the onset and decay of the subice-shelf thermal maximum
in austral summer 2004–2005 (Figure 10). There is large variability of modeled wb at short timescales, includ-
ing the period of the fundamental (primarily diurnal) tides, the 2-week modulation of the spring/neap
cycles, and other subtidal ﬂuctuations. In our simulations, the reduction in stratiﬁcation in late March is
accompanied by an increase in the variance of subtidal currents (Figure 10). This is true for simulations with-
out and with tidal forcing.
7. Discussion
The linear trend in ice-shelf surface elevation from the IBE-corrected GPS record (dzGPS/dt  20.22 m a21:
section 5.4) provides a coarse check on our estimates of wb. Change in elevation reﬂects the hydrostatic
response to basal melting, ice mass divergence (ice ‘‘stretching’’), and changes in the density of compacted
snow (‘‘ﬁrn’’) under the support for the GPS; see Padman et al. [2012] for a discussion of these terms applied
to Wilkins Ice Shelf. We expect the elevation trends due to ice divergence at the ice front to be negative,
and the trend due to ﬁrn compaction should also be negative during summer months; therefore, the GPS
estimate is an upper limit on thinning associated solely with basal melting. If we interpret dzGPS/dt solely as
the response to basal melting (assuming hydrostatic balance), wb5 (qw2 qi)(dzGPS/dt)/qw  2.1 m a21, aver-
aged over the 2 month period. After taking into account the other thinning terms, we regard our thermo-
dynamic estimates of wb as being generally consistent with the GPS record.
These local values of wb are an order of magnitude greater than previously reported values that have been
averaged over the entire RIS; the latter are in the range 0.1–0.3 m a21 (Table 10). Our higher values in the
ISFZ are, however, consistent with the near-ice-front ampliﬁcation of basal melting seen in previously pub-
lished numerical models [Holland et al., 2003; Dinniman et al., 2007], analyses of satellite laser altimetry [Hor-
gan et al., 2011], and measurements under the nearby McMurdo Ice Shelf [Stern et al., 2013].
The M-1 and M-2 mooring time series are too short to identify seasonal changes in wb estimated from equa-
tions (1) to (3) applied to the measurements of T and |u| close to the ice base (Figure 7c). However, there is
a large annual cycle of modeled seasonal variability of wb (Figure 9). The phasing of the annual cycle
depends on proximity to the ice front, and whether tidal forcing is included in the simulations. At virtual
mooring VM-3, close to the ice front, wb is largest in austral summer and consistently weaker in winter. Add-
ing tides increases the contrast between winter and summer (compare Figures 9d and 9j). At VM-1, several
Table 9. Modeled Melt Rates at the Three Virtual Mooring Stations (VM-1 and VM-2 Close to M-1 and M-2, Respectively, and VM-3 Very
Close to the Ice Edge)
Average Melt Rate (m yr21) Max. Melt Rate (m yr21)
No Tides With Tides No Tides With Tides
VM-1 0.89 1.31 2.70 4.22
VM-2 0.84 1.20 2.63 4.91
VM-3 3.20 4.70 13.46 21.95
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Figure 9. (a–c) Basal melt rate wb (m a
21), northward component of depth-averaged current and ocean potential temperature (h) at virtual mooring VM-1 (see Figure 8 for location) for
ROMS simulation for 2 years at 5 day averaged output time step with atmospheric but no tidal forcing. (d–f) Same as Figures 9a–9c but for VM-3 close to the ice front. (g–i) Same as Fig-
ures 9a–9c but with tidal forcing included. (j–l) Same as Figures 9d–9f but with tidal forcing included. In Figures 9c, 9f, 9i, and 9l, white contours indicate h521.7C and 21.5C. Note
different y axes on basal melt rate plots (a), (d), (g), and (j). Vertical-dashed lines indicate start and end of summer, deﬁned as 21 December (summer solstice) to 21 March (fall equinox).
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Figure 10. (a–c) Basal melt rate wb (m a
21), northward component of depth-averaged current and ocean potential temperature (h) at virtual mooring VM-1 (see Figure 8 for location) for
ROMS simulation for 6 months at 4 h averaged output time step with atmospheric but no tidal forcing. (d–f) Same as Figures 10a–10c but for VM-3 close to the ice front. (g–i) Same as
Figures 10a–10c but with tidal forcing included. (j–l) Same as Figures 10d–10f but with tidal forcing included. In Figures 10c, 10f, 10i, and 10l, white contours indicate h521.7C and
21.5C. Note different y axes on basal melt rate in Figures 10a, 10d, 10g, and 10j. Vertical-dashed lines indicate start and end of summer, deﬁned as 21 December (summer solstice) to
21 March (fall equinox).
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kilometers south of the modeled ice front, the highest values of wb occur in winter in simulations without
tides, and inconsistently throughout the year in simulations with tidal forcing (compare Figures 9a and 9g,
and Figures 10a and 10g).
The variability of basal melting will impact the contribution of the freshwater ﬂuxes to other processes in
the Ross Sea including the potential for ice-shelf meltwater to affect sea-ice growth and suppress the
upward ﬂux of surface heat and nutrients to the upper ocean.
Other studies have also reported seasonality in basal melt rates. Holland et al. [2003] predicted a melting
rate maximum at the end of winter when values were averaged over the full RIS area. Assmann et al. [2003]
calculated two maxima for basal melting under RIS, one in March and one in August. Those authors attrib-
uted the March maximum to high water temperatures and the August maximum to strong sub-ice-shelf cir-
culation. On longer timescales, interannual variability in our ROMS results (Figure 9) could be a
consequence of differences in sea-ice cover [Horgan et al., 2011] and wind forcing.
Time series of wb, estimated from our mooring data using equations (1–3) (Figure 7), and from our ROMS
models (Figures 9 and 10), also show signiﬁcant variability at timescales from days to weeks. We assume
that the contribution of subtidal currents to net melting is important, since the instantaneous subtidal cur-
rents greatly exceed the magnitude of the mean ﬂows (Figure 4). One component of this variability is asso-
ciated with 14 day spring/neap modulation of the tidal currents (Figure 7). However, subtidal variability
also occurs in simulations with no tidal forcing (Figures 10a–10f); in that case, time-dependence of wb(t)
arises from a combination of subtidal currents and variations in the availability of ocean heat from the rela-
tively warm water underlying the ISFZ in austral summer. In our simulations, the variance of subtidal ocean
currents changes quite rapidly, from negligible when the warm water is present under the ISFZ in summer
to a maximum when the ocean cools back to near the surface freezing point of 21.9C in late March or
April. The opposite transition is observed by the moorings, with a rapid reduction in subtidal current var-
iance in late December (Figures 2e and 2f). In that case, there is no clear association with measured hydro-
graphic changes at the mooring sites. Based on the difference in seasonal phasing of modeled melt rate
near the ice front and further south, we attribute the change in the measured velocities at the moorings to
dynamic changes closer to the ice front and in the Ross Polynya, where stratiﬁcation is known to vary
greatly from winter to summer [Pillsbury and Jacobs, 1985].
We do not yet understand the processes causing subtidal currents. From comparisons of data from the
moorings and the AWS, these currents are not directly correlated with local winds (section 5). Instead, we
Table 10. Melt Rates, Averaged Over the Entire Ross Ice Shelf, Obtained in Our Simulations and Other Studies
Average Melt Rate (m a21) Source Details
0.116 0.3 Shabtaie and Bentley [1987] Melting rates estimated from radar soundings
(1984–1985) and RIGGS ice velocities
Measurements exclude the 100 km closest
to the ice front
0.25 Assmann et al. [2003] Circumpolar numerical model
Only takes into account 80% area
Excludes ice-shelf edge, and without tidal forcing
0.082 Holland et al. [2003] Modiﬁed Miami Isopycnic Coordinate ocean model
Without tidal forcing
0.132 0.15 Dinniman et al. [2007] ROMS model
Without tidal forcing
0.15 Dinniman et al. [2011] ROMS model
Without tidal forcing
0.106 0.07 Rignot et al. [2013] Derived from satellite data, and models for surface
mass balance and ﬁrn densiﬁcation
0.156 0.06 Depoorter et al. [2013a, 2013b] Derived from satellite data, and models for surface
mass balance and ﬁrn densiﬁcation
0.116 0.14 G. Moholdt et al. (Basal mass budget of Ross and
Filchner-Ronne ice shelves, Antarctica, derived from
Lagrangian analysis of ICESat altimetry, submitted to
Journal of Geophysical Research Earth Surfaces, 2014)
Derived from satellite data, and models for surface
mass balance and ﬁrn densiﬁcation
This study ROMS model
0.25 Without tidal forcing
0.32 With tidal forcing
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postulate that subtidal currents are eddies, frontal instabilities or vorticity waves [MacAyeal, 1985] whose
properties are modulated by the density contrast between the water in the Ross Polynya and the water
under the ISFZ. Given the apparent importance of these subtidal currents to mean basal melting in the ISFZ,
developing a better understanding of their generation mechanisms is an important next step in under-
standing ice-shelf/ocean interactions.
Tides play a clear role in modulating wb derived from mooring time series. Modulation occurs at both the
fundamental tidal frequency (diurnal along the RIS front) and at the spring/neap timescale of 14 days.
Adding tidal forcing to our numerical model increased the basal melt rate near the ice front and northeast-
ern RIS by about 30% (Table 9 and Figures 8 and 10). This result is consistent with observations of Filchner-
Ronne Ice Shelf (FRIS) by Joughin and Padman [2003], who recognized that maps of spatial melt distribution
for FRIS were qualitatively similar to maps of mean tidal speeds, showing higher melt rates in locations
(including the ISFZ) with stronger velocity magnitudes. Makinson et al. [2011], in their model of FRIS, found
that adding tides to their model tripled the total kinetic energy under the FRIS, intensifying water mass
exchange through the ice front and more than doubling melt rates near the ice edge. Mueller et al. [2012]
reported a similar response to tides in their model of Larsen C Ice Shelf.
8. Conclusions
We used data from two moorings, deployed through Ross Ice Shelf (RIS) about 6 and 16 km south of the ice
front east of Ross Island, to identify processes contributing to basal melting near the ice front. The moorings
recorded time series of temperature, salinity, and currents for about 2 months beginning late November
2010. Coincident measurements of local atmospheric state were obtained from a nearby automatic weather
station, while GPS measurements at the mooring sites provided high-resolution time series of ice-shelf sur-
face elevation. We augmented analyses of these data with numerical simulations using a 3-D ocean model
coupled to a sea-ice model and a thermodynamically active ice shelf. These models were forced with reanal-
ysis atmospheric conditions and, for some runs, tidal forcing at the models’ open-ocean boundaries.
The mean basal melt rate wb (1.26 0.5 m a21) at the moorings is 5–10 times higher than for the average
over the entire RIS, with the ice-shelf frontal zone (ISFZ: deﬁned as the region of ice shelf within 30 km of
the ice front) contributing about 35% of total RIS basal mass loss even though the ISFZ is only 7% of the
RIS area. Basal melt rate varies on multiple timescales including interannual, annual (season cycle), subtidal
(timescales of several days), and at the frequency of the fundamental tidal currents, which are primarily
diurnal. Seasonal variability is associated with the availability of relatively warm water in the southern Ross
Sea, resulting from both increased southward advection of MCDW and a short (2 month) period of net
downward radiative ﬂux into the upper ocean during the summer when the Ross Polynya is free of sea ice.
The magnitude of subtidal currents appears to be correlated with changes in conditions along the ice front:
based on both measurements and models, we postulate that the variance of subtidal currents is largest
when the stratiﬁcation in the adjacent Ross Polynya is weakest, in winter. Our analyses of mooring data,
and comparisons of model runs without and with tidal forcing, suggest that the presence of tidal currents
increases wb by 30–50% in the ISFZ relative to a no-tides state.
The presence of a narrow zone along the RIS ice front, in which the processes affecting melting rate depend
on proximity to seasonally warmer upper-ocean water in the Ross Sea, lead us to hypothesize the following
mechanism for accelerated mass loss from RIS. Upper-ocean heat content in the southern Ross Sea in
summer may increase through reduced sea-ice cover allowing a longer summer season of net downward
heat ﬂux into the upper ocean, and/or an increased southward ﬂux of MCDW associated with changing
wind stress. Increased basal melting in the ISFZ would decrease the ice-shelf thickness and allow easier
advection of warmer upper-ocean ocean water into the cavity. This process may lead to retreat of the ice
front as the thinner ice is more susceptible to calving. Since the elevated melt rate in the ISFZ is related to
proximity to the open ocean rather than to geographic location, we hypothesize that this retreat would be
self-sustaining provided the large-scale causes of increased southern Ross Sea ocean heat content remain
in place. This proposed mechanism for ice loss from RIS is a pathway for retreat of RIS that is not repre-
sented in recent analyses and models that focus on the delivery of more CDW/MCDW heat to the deep
grounding lines. We emphasize, however, that this hypothesized response depends on several processes
that are poorly understood, including the decrease in subtidal variability when the ocean is stratiﬁed in
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summer, changes in tidal currents as water column thickness and ice-shelf extent changes, and the
response of sea ice to freshwater ﬂuxes from the ice shelf.
Improving our conﬁdence in the validity of this mechanism for RIS retreat requires additional data and
improved modeling. The apparent strong seasonality of wb indicates the need for moorings of 1 year or
greater duration. Such moorings would provide knowledge of the seasonal variability of ocean heat in the
ISFZ, and also better resolution of the modulation of subtidal variance. Our estimates of wb at the moorings,
based on equations (1–3) (section 6.1), are subject to large uncertainties due to dependence on constants
derived from studies from under sea ice. A much more accurate measurement of upward ocean sensible
heat ﬂux can be obtained from turbulence instruments; see Stanton et al. [2013]. Basal melting can be
directly measured using phase-sensitive radar [see e.g., Corr et al., 2002; Jenkins et al., 2006]. These measure-
ments avoid the uncertainties in estimating wb from changes in ice-shelf surface elevation, which is also
affected by lateral divergence of the ice shelf and changes in properties of the ice-shelf ﬁrn (the upper layer
of less dense snow/ice).
Our present models lack the resolution required to accurately represent the spatial variability of processes
close to the ice front. The grid spacing of 5 km is close to the local Rossby radius of deformation, potentially
preventing the model from generating the small-scale features responsible for the observed subtidal vari-
ability in both stratiﬁcation and currents. The grid spacing, in our model with terrain-following coordinates,
also leads to the need for signiﬁcant smoothing of ice draft, so that the abrupt change in water column
thickness at the ice front cannot be accurately represented. This problem can be mitigated by using a ﬁner
grid, either throughout the model domain or by using unstructured-grid ﬁnite-volume models rather than
our uniform-grid, ﬁnite-difference scheme. Our results also indicate sensitivity of basal melting in the ISFZ
to ocean state in the Ross Polynya, via the seasonal suppression of subtidal current variance. Models need
to accurately represent sea ice and ocean/atmosphere heat, momentum, and moisture ﬂuxes in this com-
plex region that is strongly inﬂuenced by the northward ﬂow of cold, dry air off the ice shelf.
We conclude that mass loss from the ISFZ is a signiﬁcant fraction of net ice loss from RIS, has the potential
to vary rapidly if changing large-scale climate modiﬁes the southern Ross Sea upper-ocean heat content,
and is sensitive to small-scale processes acting over a wide range of timescales from tidal to interannual.
The potential for this mode of climate-induced ice-shelf retreat to occur implies the need for further studies,
including longer-term mooring deployments speciﬁcally designed to investigate basal melting, and model-
ing efforts focused on accurate representation of the ISFZ and its interaction with the Ross Polynya.
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