The story of Severi-Brauer varieties ties together three-seemingly unrelatedstrands.
The traditional treatment of Severi-Brauer varieties starts either with central simple algebras or with Galois cohomology and proceeds to derive geometric properties of Severi-Brauer varieties.
The aim of these notes is to present a geometric treatment of Severi-Brauer varieties, without using any results from the theory of central simple algebras or from Galois cohomology. Several of the ideas are taken from an unpublished preprint of Endre Szabó [Sza06] .
The connections to other approaches are pointed out in a series of Asides. These are not needed for the proofs but provide motivation and hints for those who intend to go deeper into some of these topics.
Introductions to the algebraic and cohomological methods are in [GS06] and [Mil80, Chap.IV] . For further results see [Gro68] , [KO81] , [Ver82] and the many references there.
The main idea behind our treatment is the following.
Assertion 1. The geometry of a Severi-Brauer variety P is best studied via the vector bundle F (P ) which is obtained as the unique (up-to isomorphism) non-split extension 0 → O P → F (P ) → T P → 0, where T P denotes the tangent bundle of P .
The vector bundle F (P ) appears in [Qui73, §8.4 ] (with a different construction) and a similar bundle is used in [Sza06] .
Aside 2. In essence, this approach inverts the Châtelet construction (see [Châ44] or Paragraph 25) which goes from central simple algebras to Severi-Brauer varieties since, as we see in Construction 25, End F (P ) opp is the central simple algebra corresponding to P . We will focus on the vector bundle F (P ) and read off properties of P from F (P ).
Geometrically split vector bundles
Our main interest is in smooth projective varieties, but the basic results in this section hold in the following setting.
Definition 3. Let k be a field andk a fixed algebraic closure of k. Let X be a geometrically reduced and geometrically connected k-scheme. The key property we need is that H 0 (X, O X ) ∼ = k. Given a line bundle L on Xk, let T (L) denote the category of vector bundles F on X that Fk ∼ = ⊕ i L; a sum of copies of L.
L is called a twisted line bundle on X if T (L) contains a nonzero vector bundle. Let L i be twisted line bundles on X and 0 = F i ∈ T (L i ). Then
, thus all twisted line bundles on X form a group Pic tw (X). We call it the twisted Picard group of X, though this terminology is not ideal.
A line bundle L on X is naturally identified with the twisted line bundle L := Lk. Our definition of twisted line bundles is related to but quite different from the notion of twisted coherent sheaves studied in [Yos06, Lie07] .
Baby Example 4. Let C be a k-variety such that Ck ∼ = P 1 k . Then O C (−K C ) is very ample and gives an embedding C ֒→ P 2 k whose image is a conic; see [KSC04, Secs.1.2-3] for details.
Thus a non-trivial Severi-Brauer variety of dimension 1 is the same as a smooth conic C ⊂ P 2 k such that C(k) = ∅. For example, if k ⊂ R then we can take C = (x 2 + y 2 + z 2 = 0). Then C has no degree 1 line bundles defined over k (since the zero set of any section would be a k-point), but we have O C and O C (−2) = O P 2 (−1)| C . Furthermore, H 1 C, O C (−2) ∼ = k, thus we have a nonsplit extension 0 → O C → E → O C (2) → 0. We know that, overk, E is isomorphic to O Ck (1) + O Ck (1), but E itself is an indecomposable vector bundle over k. Thus E ∈ T (L) for L := O Ck (1).
Main Example 5. A Severi-Brauer variety over a field k is a variety P such that Pk ∼ = P dim P . (We see in Corollary 15 that this is equivalent to P k s ∼ = P dim P .) As in the 1-dimensional case, O P (−K P ) is very ample and gives an embedding P ֒→ P N k where N = 2n+1 n −1, but it is very hard to use this since the codimension of P is large.
The Picard group of P n is Z[O P n (1)], but, as in the baby example, there is usually no line bundle O P (1). (In most cases, the only line bundles on P are given by (multiples of) the canonical class K P , equivalently, by (powers of) the dualizing sheaf ω P . Both O P (K P ) and ω P correspond to O P (− dim P −1). We see during the first proof of Corollary 13 that O P (1) exists as a line bundle on P iff P ∼ = P dim P .) This gives us the main examples X = P , L = O Pk (1). In fact it follows from Corollary 11 and (39.2) that the examples P, L are universal: every other twisted line bundle is obtained from some P, L by pull-back and tensoring by a (nontwisted) line bundle.
Variant Definitions 6. Although we will only deal with T (L) as defined above, the definition makes sense if X is normal and L is a rank 1 reflexive sheaf. All the properties in this note hold in that setting. This is sometimes convenient in studying the pull-back of a line bundle by a rational map f : X Y . If Y is proper and X is smooth then f * L naturally extends to a line bundle on Xk, but if X is only normal then f * L usually extends only to a rank 1 reflexive sheaf. It is also natural to consider those bundles F such that Fk is an extension of copies of L, or even of line bundles numerically equivalent to L. This gives a better notion on Abelian varieties though the resulting category is not semisimple; see [Muk81, CH09, Bri13] for various characterizations and uses of these vector bundles.
Finally, the definition and the basic properties also work when L is replaced by a simple coherent sheaf G on Xk. (Simple means that End(G) ∼ =k.) Aside 7. Let X be any k-scheme, F a coherent sheaf on X and K/k a Galois extension. Then F K is a coherent sheaf on X K and
Conversely, let F be a coherent sheaf on X K . We would like to know whether F ∼ = F K for some coherent sheaf F on X. A clear necessary condition is
These conditions are usually not sufficient and Grothendieck's descent theory provides the full answer; see [BLR90, Chap.6 ].
Another approach is to try to understand all coherent sheaves that satisfy the naive descent conditions (7.2). We claim that this corresponds exactly to the notion of twisted line bundles. (We prove in Corollary 12 and Aside 16 that we can go fromk/k to k s /k in the definition of twisted line bundles.)
Claim 7.3. Let X be a proper, geometrically reduced and geometrically connected k-scheme and L a line bundle on X k s . Then L is a twisted line bundle on
Thus there is a nonzero map L → L σ . Applying powers of σ until we reach σ m = 1, we get a sequence of nonzero maps
The composite is an isomorphism, hence all intermediate maps are isomorphisms. Conversely, let K/k be a finite Galois extension. Then K ⊗ k K is a direct sum of | Gal(K/k)| copies of K; projections to the summands correspond to the bilinear maps (a, b) → a σ · b where σ ∈ Gal(K/k). (See [ZS58, Secs.III.14-15] for a thorough discussion of tensor products of fields.)
With K/k as above, let p : X K → X k be the natural morphism and F a coherent sheaf on X K . We obtain that
We can reformulate the above result in terms of the Picard scheme Pic(X) of X. (See [Mum66, Lect.19] or [BLR90, Chap.8] for introductions to the Picard scheme. This is a technical subject but we will not use any if it in the sequel.) We get that the class of
Next we prove some quite elementary but surprisingly useful results about the category T (L).
Lemma 8. Notation and assumptions are as in Definition 3. Then all morphisms in T (L) split and there is a unique vector bundle E(L) ∈ T (L) such that every other member of T (L) is a sum of copies of E(L).
L are equivalent to an n × m matrix with entries ink. Thus kernels and cokernels are also sums of copies of L and all morphisms split.
Let now F 1 , F 2 ∈ T (L) and φ : F 1 → F 2 a morphism. Then ker φ is a coherent sheaf such that (ker φ)k is a sum of copies of L. Thus ker φ is locally free and it is in T (L). Same for coker φ.
An exact sequence of sheaves 0
. We already know that ηk is trivial, hence so is η.
Finally let E(L) be a vector bundle in T (L) with smallest positive rank and let F be any vector bundle in T (L). There is a nonzero map φ : E(L) → F since there is one overk. Since ker φ ∈ T (L), φ is an injection and
. By induction on the rank we get that F is a sum of copies of E(L).
(Note that we do not claim that if
Thus det E(L) should be thought of as the eth tensor power of L that is defined on X. Thus, the twisted line bundle L has 2 "shadows" on X:
Using these, we will be able to work as if L were a line bundle on X.
Proof. In order to compute dimensions, note that End(
Since Fk is a sum of (rank F ) copies of L, End (Fk) is a sum of (rank F ) 2 copies of O Xk . Thus dim k End(F ) = (rank F ) 2 . As we noted above, every endomorphism φ : E(L) → E(L) is either zero or an isomorphism, thus End E(L) is a skew field and then End ⊕ r i=1 E(L) is an r × r matrix algebra over End E(L) . Thus r > 1 iff there are zero-divisors in the endomorphism ring.
Corollary 11. Let Y be another geometrically reduced and connected k-scheme
Proof. It is clear that p * E(L) ∈ T p * L , the only question is whether p * E(L) has minimal rank or not. We have a natural algebra morphism End E(L) → End p * E(L) . By Corollary 10 the two have the same dimension and End
is an isomorphism and so p * E(L) is also indecomposable by (10.3).
Proof. Pick any twisted line bundle L on X and apply Corollary 11 to Y = Spec k. Over Spec k an indecomposable vector bundle has rank 1. Thus rank E(L) = 1 and so E(L) ∈ Pic(X) and
Corollary 13 (Châtelet's theorem). Let P be a Severi-Brauer variety of dimension n. Then P ∼ = P n k iff P (k) = ∅. First proof. Assume that P (k) = ∅. We apply Corollary 12 to X = P and L = O Pk (1). We obtain that E(L) is a line bundle that becomes isomorphic to O Pk (1) overk. Its global sections determine a map φ : P P n k and φ is an isomorphism overk, hence an isomorphism. The converse is clear.
Second proof. Pick local coordinates x 1 , . . . , x n at a k-point of P and consider the restriction map
We know that O P n (−K P n ) ∼ = O P n (n + 1), thus r p is an isomorphism overk, hence an isomorphism. Thus O P (−K P ) has a unique section s such that r p (s) = x 1 x n 2 . Let H denote the closure of the smooth locus of (s = 0). We claim that Hk is a hyperplane, and hence the linear system |H| maps P isomorphically onto P n . To prove the claim note that overk we can pick global linear coordinates
n+2 . Therefore (s = 0)k = (x 1 = 0) + n(x 2 = 0) and so Hk = (x 1 = 0).
Corollary 14 (Wedderburn's theorem). Over a finite field F q every Severi-Brauer variety is trivial.
Proof. There are several ways to do this but all have some subtlety.
First proof. It is not hard to prove directly that the number of F q -points of P is 1 + q + · · · + q n where n = dim P and then construct an isomorphism P ∼ = P n step-by-step; see [KSC04, Thm.1.23] for an elementary approach. We could also use Corollary 13 once we have an F q -point.
Second proof. In Theorem 59 we write down all Severi-Brauer varieties over a field k that become trivial after a cyclic Galois extension K/k: they are parametrized by k * / norm(K * ). Every finite extension of a finite field F q n /F q is cyclic and In positive characteristic it is frequently better to work with the separable closure than the algebraic closure. The next result assures that we can do this for SeveriBrauer varieties.
Corollary 15. Let k be a field of positive characteristic and k s ⊂k its separable closure. Let P be a Severi-Brauer variety of dimension n over k. Then P k s ∼ = P n k s . Proof. We check in Lemma 19 that P has a point over a separable extension k ′ /k of degree dim P + 1. Thus P k ′ ∼ = P n k ′ by Corollary 13 hence also P k s ∼ = P n k s . A more general argument could use Theorem 16.3 to obtain a point over a finite, separable extension of k (of unknown degree), hence also a k s -point. Hence P k s ∼ = P n k s , again by Corollary 13. Aside 16 (Separable points). Every k variety has points in a finite extension k ′ /k. In positive characteristic it is frequently very useful to have points in a finite and separable extension. This is not automatic, for instance if char Theorem 16.1. Let K/k be a finitely generated field extension of characteristic p > 0 and of transcendence degree n. Assume that K ⊗ k k 1/p has no nilpotents (hence, in fact, it is a field). Then there is a sub-extension
Theorem 16.2. Let X be a geometrically reduced k-variety of dimension n. Then there is a generically finite and separable map π : X P n k . (There are sharper variants of this. If X is projective, one can choose π : X → P n k to be finite and separable; if X is affine one can choose π : X → A n k to be finite and separable. See [Eis95, 16.18 ] for the latter version.) Theorem 16.3. A k-variety X is geometrically reduced iff X has a smooth point over a finite and separable extension of k.
The tangent bundle of Severi-Brauer varieties
17 (The tangent bundle of P n ). Fix coordinates x 0 , . . . , x n on P n . The tangent bundle of P n admits a presentation
where e sends the section 1 to (x 0 , . . . , x n ). We can thus write a section of T P n as
For a matrix A = (a ij ) let ∂ A denote the corresponding section of T P n . Note that e(1) is the identity matrix 1, thus we can identify H 0 (P n , T P n ) with the vector space of traceless (n + 1) × (n + 1) matrices.
In the affine chart {z i = x i /x 0 } these can be rewritten as
Claim 17.3. ∂ A vanishes precisely at the eigenvectors of A.
Proof. Note that ∂ A vanishes at a point (p 0 , . . . , p n ) iff j a 0j p j , . . . , j a nj p j lies in the image of e. That is when j a 0j p j , . . . , j a nj p j = λ(p 0 , . . . , p n ) for some λ.
Claim 17.4. There is a one-to-one correspondence between direct summands of rank r + 1 of ⊕ n i=0 O P n (1) and linear subvarieties of dimension r of P n . It is constructed as follows.
• Let M ⊂ ⊕ n i=0 O P n (1) be a direct summand of rank r+1. Let σ ∈ H 0 (P n , M ) be a general section and A(σ) the corresponding matrix. Then A(σ) has r + 1 different eigenvectors with nonzero eigenvalues and an (n − r)-dimensional eigensubspace with 0 eigenvalue. The linear span of the first r + 1 eigenvectorsL =L(σ) depends only on M . Thus the zero set of ∂ A(σ) consists of r + 1 isolated points and of an (n − r − 1)-dimensional linear subspace. The linear span of the r + 1 isolated points L = L(σ) depends only on M .
• Conversely, let L ⊂ P n be a linear subspace of dimension r. Let ∂ B be a section of the tangent bundle that has r + 1 isolated zeros spanning L and an (n − r − 1)-dimensional linear subspace L ′ of zeros. Let λ 0 be the eigenvalue of B on L ′ and let M be the smallest direct summand of
Proof. After a change of coordinates we may assume that M is the sum of the first r + 1 copies of O P n (1). Then its global sections correspond to matrices A = (a ij ) whose last n − r rows are 0. ThenL is identified with the image of A.
Aside 18. The algebraic variant of the next assertion is usually proved using the reduced norm as in [GS06, 4.5.4].
Lemma 19. Let P be a Severi-Brauer variety over an infinite field k. Then the zero-set of a general section of T P is a smooth, 0-dimensional subscheme of degree dim P + 1. Proof. Pick different c i ∈ k and let i c i x i ∂ ∂xi be the corresponding section of T P n . By explicit computation, it vanishes at the coordinate vertices with multiplicity 1. Thus a general section of T P n vanishes at dim P + 1 points with multiplicity 1, hence the same holds for a general section of T P .
20 (The tangent bundle of a Severi-Brauer variety). Note that the sequence (17.1) is determined by its nonzero extension class
For any Severi-Brauer variety we can thus define a vector bundle F (P ) by the unique (up-to scaling) non-split extension
(20.1)
(1) to denote the minimal rank direct summand of F (P ). (It is not important for now but in Lemma 75 we will write down a canonical isomorphism
by Corollary 15, hence if Xk is a linear subspace then so is X k s since they are both given by the linear forms in the homogeneous ideal of X k s . Thus we see that X ⊂ P is twisted linear iff X k s is a linear subspace of P k s .
The linear span of a closed subscheme Z ⊂ P is denoted by Z . Note that
A map g : P Q between Severi-Brauer varieties is called twisted linear if it is linear overk. That is, the composite
We have used Weil's lemma on the field of definition of a subscheme; see [Wei62, I.7.Lem.2] or [KSC04, Sec.3.4] for proofs.
Lemma 22. Let X be a k-scheme, K/k a Galois extension and
Translating the correspondence in Claim 17.4 to P gives the following.
Corollary 23 (Châtelet correspondence). Let P be a Severi-Brauer variety of dimension n. Then there is a one-to-one correspondence between
• twisted linear subvarieties Q ⊂ P of dimension r,
• direct summands of rank r + 1 of F (P ) and • right ideals of dimension (n + 1)(r + 1) of End F (P ) .
In particular, for any field extension K ⊃ k, the points of P (K) correspond to rank 1 direct summands of F (P ) K and these in turn correspond to minimal right ideals of F (P ) K . This gives Châtelet's method of associating a Severi-Brauer variety to a central, semisimple algebra.
Warning 24. The usual convention associates points of a Severi-Brauer variety to the minimal left ideals of a central, semisimple algebra. Thus the central, semisimple algebra corresponding to P is the opposite algebra End F (P )
opp .
Construction 25. Let k be a field and A a central, semisimple algebra of dimension n 2 over k. Let P (A) ⊂ Grass(n, n 2 ) be the subvariety parametrizig minimal left ideals of A. Then P (A) is a Severi-Brauer variety.
F (P (A)) is the restriction of the tautological quotient bundle on Grass(n, n 2 ).
Definition-Lemma 26. A Severi-Brauer variety P is called minimal if the following equivalent conditions hold.
(1) The only twisted linear subvariety of P is P itself.
(2) F (P ) is indecomposable.
(3) End F (P ) is a skew field. The equivalence follows by putting together Corollaries 10 and 23.
Non-minimal Severi-Brauer varieties
All non-minimal Severi-Brauer varieties are built up from minimal Severi-Brauer varieties in a transparent way. We start by describing the dimensions of the twisted linear subvarieties.
Lemma 27. Let P be a Severi-Brauer variety and m the minimal dimension of a twisted linear subvariety. Then
(2) Let R ⊂ P be a twisted linear subvariety. Then m + 1 | dim R + 1.
(3) P contains twisted linear subvarieties of dimension r(m + 1) − 1 whenever r(m + 1) − 1 ≤ dim P . (4) Let R ⊂ P be a twisted linear subvariety. Then there is a twisted linear subvariety
Proof. By Corollary 23, m + 1 = rank E(P ) and by Lemma 8 the rank of every direct summand of F (P ) is a multiple of m + 1, proving (1) and (2). Furthermore, F (P ) has direct summands of rank r(m + 1) whenever r(m + 1) ≤ rank F (P ), hence we get (3).
Given a twisted linear subvariety
is a complement of R as required for (4).
Theorem 28 (Structure of Severi-Brauer varieties). Let P be a Severi-Brauer variety and Q ⊂ P a minimal (with respect to inclusion) twisted linear subvariety. Set r := (dim P + 1)/(dim Q + 1). Then
(1) Q is uniquely determined (up-to isomorphism) by P .
(2) P is uniquely determined (up-to isomorphism) by Q and r.
Proof. Note that r is an integer by (27.1). By Corollary 23, Q corresponds to a (minimal) direct summand M Q ⊂ F (P ). By Lemma 8 it has a complement M Q + M R = F (P ); let R ⊂ P be the corresponding twisted linear subvariety. Then Q, R are disjoint and dim Q + dim R = dim P − 1.
We aim to understand the projection π : P Q of P from R to Q. The geometric description is the following: a point p / ∈ R is mapped to π(p) = Q∩ R, p .
Computing overk shows that π becomes a morphism after blowing up R, thus we get a morphismπ : B R P → Q, and
where N Q,P is the normal bundle of Q in P . Working overk we see that (
c/e where e = rank E(Q). Therefore B R P is uniquely determined by Q and dim P − dim Q.
Let F ⊂ B R P denote the exceptional divisor of the blow-up τ : B R P → P . The canonical class of B R P equals τ * K P + (codim P R−1)F . Thus B R P and F uniquely determine P : it is the image of the morphism given by the linear system | − K BRP + (codim P R−1)F |. Thus Q and r uniquely determine P , proving (2).
Let Q ′ ⊂ P be another minimal (with respect to inclusion) twisted linear subvariety. We can choose R such that
. Thus π restricts to a linear isomorphism between Q ′ and Q, hence (1).
Definition 29. Let P be a Severi-Brauer variety. We denote by P min the (isomorphism class of) minimal twisted linear subvarieties of P .
By (28.3), P is birational to the projectivization of a vector bundle over P min . This implies the following.
Corollary 30. With the above notation, P
Definition-Lemma 31. We say that two Severi-Brauer varieties P 1 , P 2 are similar or Brauer-equivalent, denoted by P 1 ∼ P 2 , iff the following equivalent conditions hold.
(1) P min 1
The smaller dimensional one is isomorphic to a twisted linear subvariety of the other. (3) There is a twisted linear map from the larger dimensional one onto the other. (4) There is a twisted linear map g : P 1 P 2 .
Proof. We need to check that the four variants are equivalent. Assume that dim P 2 ≥ dim P 1 . By Corollary 27, P 2 has a twisted linear subvariety P ′ 2 whose dimension equals the dimension of P 1 and P ′ 2 ∼ = P 1 by Theorem 28, hence (1) ⇒ (2).
Assume that P 1 ⊂ P 2 . Let P ′ 1 ⊂ P 2 be a complement as in (27.4). Projecting from P ′ 1 gives a linear surjection P 2 P 1 , so (2) ⇒ (3) and (3) ⇒ (4) is clear. Finally assume (4). Let Q ⊂ P 1 denote the locus of indeterminacy of g. Then Q is a twisted linear subvariety of P 1 ; let R ⊂ P 1 be a complement as in (27.4). Then g is the composite of the projection π Q : P 1 R and of the injection R ֒→ P 2 . Let R min ⊂ R be a minimal twisted linear subvariety. Then R min is also a minimal twisted linear subvariety of P 1 by Theorem 28 and g R min ∼ = R min is a minimal twisted linear subvariety of P 2 , again by Theorem 28. Thus (4) ⇒ (1).
Twisted linear systems
If L is a line bundle on X then |L| := P H 0 (X, L) ∨ is the linear system associated to L. If L is a twisted line bundle on X then there does not seem to be any way of defining H 0 (X, L). However, one can define the twisted linear system |L| associated to L; it is a Severi-Brauer variety. We discuss three ways of constructing |L|. The first, most general one is equivalent to viewing a Severi-Brauer variety as a Galois cohomology class. The second relies on the existence of the Hilbert scheme. The third approach is quite elementary but it does not give the most general result.
Here it becomes important that L can be chosen to be a line bundle on X k s ; we assume this from now on.
Aside 32 (First construction). Let X be a proper k-scheme and G simple coherent sheaf on X k s such that G σ ∼ = G for every σ ∈ Gal(k s /k). As we noted in Aside 7, this holds if G = L is a twisted line bundle on X.
Since G is simple, the isomorphism G σ ∼ = G is unique up-to a multiplicative scalar, so we get well-defined isomorphisms
These define a k-scheme structure on
33 (Second construction). Let X be a proper, geometrically connected and normal
As we noted in Aside 7, this holds if L is a twisted line bundle on X.
Let |L| denote the irreducible component of the Hilbert scheme of X parametrizing subschemes H ⊂ X such that H k s is in the linear system |L k s |.
By our assumption, |L| is invariant under the Galois group Gal(k s /k), hence it is naturally a k-variety by Lemma 22.
Since We apply this to Y := X k s and M := L a twisted line bundle on X with e := rank E(L). As we noted in Remark 9, there is a line bundle L (e) on X such that
We thus need to show that the image of v e,L -which, by construction, is defined by equations over k s -can be defined by equations over k. The resulting k-variety is then denoted by |L|.
Next we discuss 2 ways of showing that v e,L |L k s | is defined over k.
35 (Special case: P, L = O P k s (1) ). We rely on the following simple observation:
A hypersurface H ⊂ P n of degree e is an e-fold hyperplane iff every point of it has multiplicity e.
Set n := dim P . We now that O P (n + 1) ∼ = L (n+1) is a line bundle on P and consider the universal hypersurface with projection
It is easy to see that (H, x) → mult x H is an upper semi-continuous function on H. Thus, for every c there is a closed k-subscheme W c ⊂ |O P (n + 1)| parametrizing those hypersurfaces H of degree n + 1 such that mult x H ≥ c for every x ∈ H. This completes the plan as outlined in Paragraph 34, since
Thus |L| := W n+1 is the sought after k-structure in this case. Note that this method works for (X, L) if every member of |L k s | is generically reduced and Pic(X k s ) is torsion free.
This special case already allows us to define duals.
Definition 36. The dual of a Severi-Brauer variety P is defined as P ∨ := |O P (1)|. Thus P ∨ is a Severi-Brauer variety that parametrizes all hyperplanes in P . There is a natural isomorphism
Thus P → P ∨ is a duality for Severi-Brauer varieties.
37 (General case). Let X be a projective, geometrically connected and geometrically reduced k-scheme of pure dimension n and L a twisted line bundle on X.
Assume that the base locus of L has dimension < n. We also assume that the map from Cartier divisors to Weil divisors is injective. This holds if X is either normal or a reduced curve (the 2 cases that we use) or if X satisfies Serre's condition S 2 . Taking e-fold wedge product gives a map
(37.1) which descends to
Lemma 37.3. Assume that dim(σ = 0) < n. Then the following are equivalent. Proof. Both assertions can be checked overk, thus we may assume that k =k. Note that (σ = 0) = ij (σ ij = 0). Let σ * be a general linear combination of the σ ij . Then (σ * = 0) has dimension n − 1 and degree (L · H n−1 . If there is any σ ij that is not a constant multiple of σ * then (σ * = 0) ∩ (σ ij = 0) has either lower dimension or the same dimension but lower degree.
Corollary 37.4. There is a locally closed k-subvariety W ⊂ P H 0 (X, ⊕ e 1 E(L)) such that [σ] ∈ W iff it satisfies the equivalent conditions of Lemma 37.3.
e 1 E(L)) × X be the universal zero section. We use upper semi-continuity for the first projection π 1 : Z → P H 0 (X, ⊕ e 1 E(L)) . First we get that there is a closed k-subvariety W n ⊂ P H 0 (X, ⊕ e 1 E(L)) over which the fibers of π 1 have dimension n. We then get W as a closed k-subvariety of P H 0 (X, ⊕ e 1 E(L)) \ W n by using upper semi-continuity first for the dimension of the fiber and then for the degree of the fiber.
Thus the closure of the image P(∧ e )(W )
) is a k-subvariety that defines a k-structure on |L|k. We can thus define the twisted linear system |L| as the closure of P(∧ e )(W ). This completes the construction of |L|.
38. Let M be a line bundle on X and s : O X → M a section that does not vanish on any irreducible component of X. Then tensoring with s gives
Thus s (e) descends to a twisted linear map
In particular, |L| ∼ |L ⊗ M | by Definition 31.
Definition 39. Assume that X satisfies one of the assumptions in (32-34) and let L be a globally generated twisted line bundle on X.
As in (36.1) there is a natural morphism
If L is not base point free but |L| = ∅ and X is smooth, one can still define a rational map
given by x → {H : H ∋ x}. Next we come to the definition of products. We start with the standard version and then translate it into other forms. 
where π X , π Y are the coordinate projections.
(Algebra version 40.2) It is clear that
It is not necessarily of minimal rank in T (L X×Y ) but we have that
Thus End E(L X×Y ) is Brauer equivalent to End
We can now turn (40.1) into a definition of products of linear systems.
(Linear system version 40.3) Following the previous examples, we set
Thinking of a Severi-Brauer variety as a twisted linear system gives the following.
(Severi-Brauer version 40.4) A Severi-Brauer variety P is isomorphic to |O P ∨ (1)|. This suggests that the product of Severi-Brauer varieties P, Q should be defined as
where
using the coordinate projections of P ×Q. We will write P ⊗m := P ⊗ · · · ⊗ P (m factors).
One can reformulate (40.4) as follows.
(Segre embedding version 40.5) Let P i and Q be Severi-Brauer varieties. Then Q ∼ = P 1 ⊗ · · · ⊗ P r iff there is an embedding j : P 1 × · · · × P r ֒→ Q that becomes the Segre embedding overk.
To see that (40.4) and (40.5) are equivalent, note that j gives a twisted linear pull-back map j * :
. This is an isomorphism over k hence also an isomorphism over k.
Lemma 41. Let X be a proper, geometrically reduced and connected k-variety and L i a base-point free, twisted line bundles on X. Then | ⊗ i L i | ∼ ⊗ i |L i |, that is, the linear system associated to the tensor product ⊗ i L i is similar to the product of the linear systems |L i |. In particular, |L m | ∼ |L| ⊗m .
Note that we do not claim isomorphism, only similarity as in Definition 31.
Proof. Consider the diagonal embedding δ : X ֒→ X m and the twisted line bundle M := ⊗ i π * i L i where the π i are the coordinate projections. Then δ * M = ⊗ i L i and, using first (39.4) and then (40.4), we get that
The map L → |L| will become a group homomorphism; see Proposition 69 for the final statement.
The Brauer group
Theorem 42. The product defined in (40.4) makes the Brauer equivalence classes of Severi-Brauer varieties into a commutative group. The inverse of P is P ∨ .
Proof. The product defines a commutative monoid structure on the isomorphism classes of Severi-Brauer varieties. If P 1 P 2 and Q 1 Q 2 are twisted linear then so is P 1 ⊗ Q 1 P 2 ⊗ Q 2 , so we get a commutative monoid on the Brauer equivalence classes.
The divisor {(x, H) : x ∈ H} on P × P ∨ shows that O P ×P ∨ (1, 1) is a (nontwisted) line bundle, hence |O P ×P ∨ (1, 1)| is a trivial Severi-Brauer variety. This says that P ⊗ P ∨ ∼ P 0 .
Definition 43. The group defined above is called the Brauer group of the field k, denoted by Br(k). It was originally defined in terms of tensor products of central simple k-algebras. Nowadays it is most commonly defined as H 2 (k, G m ), the second Galois cohomology group of G m . See [GS06] for these aspects.
The order of P in Br(k) is traditionally called that period of P . Since P ∼ P min , they have the same period.
Proposition 44. The period of P equals the smallest m > 0 such that O P (m) is a (non-twisted) line bundle on P . Thus the period of P divides dim P + 1 and Br(k) is a torsion group.
Proof. By Lemma 41, |O
As we noted in Example 5, O P (dim P + 1) ∼ = O P (−K P ) is a (non-twisted) line bundle on P .
Proposition 45 (Amitsur's theorem). Let P, Q be Severi-Brauer varieties. The following are equivalent.
(1) Q is similar to P ⊗m for some m.
There is a rational map p : P Q.
Proof. Assume (1) and let K be the function field of P . Then P K has a K-point (the generic point of P ) thus P K is trivial and so is
by Corollary 13, hence (2) holds. The implication (2) ⇒ (3) is clear.
Finally assume that there is a rational map p : P Q. Then p * O Q (1) ∼ = O P (m) for some m. By (39.4) we get a linear embedding |O Q (1)| ֒→ |O P (m)|. The latter is similar to |O P (1)| ⊗m by Lemma 41. Thus |O Q (1)| ∼ |O P (m)| ∼ |O P (1)| ⊗m and taking duals gives that Q ∼ P ⊗d .
Frequently (45.1) ⇔ (45.2) is stated in the following equivalent form.
Corollary 46. The kernel of the base-change map Br(k) → Br k(P ) is the subgroup generated by P .
Remark 47. Applying (45.1) ⇒ (45.2) twice we obtain that if P, Q generate the same subgroup of Br(k) then
That is, P and Q are stably birational to each other. It is an unsolved problem whether the stronger assertion P min bir ∼ Q min holds. A quadratic transformation with base points at a 0-cycle of degree dim P + 1 shows that P bir ∼ P ∨ , but very few other cases are known.
Example 48. For P = Q we obtain that P × P dim P bir ∼ P × P . A direct proof is the following. Giving 2 points p 1 , p 2 we get the line p 1 , p 2 . Thus (p 1 , p 2 ) → p 1 , p 1 , p 2 gives a rational map P × P P P (T P )
Over an open set we get a P 1 -bundle with 2 sections. Thus P × P bir ∼ P × P dim P −1 × P 1 .
Index of a Severi-Brauer variety
Definition 49 (Index of a variety). Let X be a proper k-scheme. The index of X is the gcd of the degrees of all 0-cycles on X. It is denoted by index(X). For smooth, proper varieties the index is a birational invariant. This is essentially Nishimura's lemma; see [KSC04, p.183 ] for a short proof.
More general Esnault-Levine-Wittenberg indices are defined in [Kol13] building on [ELW12] .
Lemma 50. Let X k be a normal, proper k-variety and K/k a finite field extension.
Lemma 51. Let P, Q be Severi-Brauer varieties. Then index(P ⊗ Q) divides index(P ) · index(Q) and index(P ⊗m ) divides index(P ).
Proof. Let Z P ⊂ P and Z Q ⊂ Q be 0-cycles. Then Z P × Z Q ⊂ P × Q is a 0-cycle whose degree is deg(Z P ) · deg(Z Q ). By (40.5) it is also a 0-cycle on P ⊗ Q.
The diagonal embedding shows that Z P is also a 0-cycle on P m ⊂ P ⊗m .
Corollary 52. If P, Q generate the same subgroup of Br(k) then they have the same index.
Theorem 53. Let P be a Severi-Brauer variety. Then (1) index(P ) = index(P min ), (2) index(P ) = dim P min + 1 and (3) P contains smooth, 0-dimensional subschemes of degree index(P ).
Proof. By Corollary 30 P bir ∼ P min × P c hence any 0-cycle on P (resp. P min ) yields a 0-cycle of the same degree on P min (resp. P ). This shows (1). By Lemma 19, P min , and hence P , contain smooth, 0-dimensional subschemes of degree dim P min + 1. Thus index(P ) ≤ dim P min + 1. Next we show that the degree of every 0-dimensional reduced subscheme Z ⊂ P is divisible by dim P min + 1. This will complete (2) and prove (3). Set d = dim P min + 1 and choose r such that rd + 1 ≥ deg Z. Working overk we see that
is surjective. Thus, over k, the kernel defines a twisted linear subvariety
is a line bundle on P by Proposition 44 and tensoring with a line bundle does not change the Brauer equivalence class of a twisted linear system. Thus O P (rd + 1) ∼ O P (1) ∼ P ∨ . Hence the codimension of any twisted linear subvariety of O P (rd + 1) is divisible by dim P min + 1 by Lemma 27. Therefore dim P min + 1 divides deg Z.
Corollary 54. Let P be a Severi-Brauer variety. Then
In particular, the period and the index have the same prime factors.
Proof. By Proposition 44 the period of P divides dim P + 1. Since P and P min have the same period, the period of P divides dim P min + 1 and the latter equals index(P ) by Theorem 53.
If O P (m) is a line bundle then intersecting the zero set of dim P general sections yields a 0-cycle of degree m dim P . Thus index(P ) | period(P ) dim P .
Combining Corollary 54 with Lemma 50 gives the following.
Lemma 55. Let K/k be a finite field extension. Then the kernel of the base-change map
Remark 56. The period-index problem asks to determine the smallest number m (depending on the field k) such that index(P ) | period(P ) m for every Severi-
Proposition 57 (Primary decomposition). Let P be a minimal Severi-Brauer variety. Write dim P + 1 = i p ci i where the p i are distinct primes. Then there are unique, minimal Severi-Brauer varieties P i such that dim P i + 1 = p ci i and P ∼ = ⊗ i P i .
Proof. Set a := dim P + 1 and a i = p −ci i a. Write 1 = i e i a i and note that 1 ≡ e i a i mod p ci i . Assume first that P ∼ = ⊗ i P i . By Corollary 54 the period of P j divides p cj j , hence P ⊗eiai j ∼ P 0 for j = i. Thus
thus the P i are unique. Conversely, set P i = P ⊗eiai min . Then
Since P is minimal, this shows that P ∼ = ⊗ i P i iff dim P ≥ dim ⊗ i P i . The period of P divides a by Corollary 54, hence the period of P i divides p ci i . Thus the index of P i is also a p i -power by Corollary 54. On the other hand, by Lemma 51 the index of P i divides a, hence the index of
Remark 58. The method of the proof of Theorem 53 gives the following.
Claim 58.1. Let F be a coherent sheaf on a Severi-Brauer variety P . Then index(P ) | χ P, F (m) whenever m, index(P ) = 1.
If C ⊂ P is a curve, we can apply the Claim to F = O C and m = ±1 to get that
We have thus proved the following.
Claim 58.3. Let C ⊂ P be a curve in a Severi-Brauer variety P . Then (a) index(P ) | deg C and index(P ) | χ(O C ) if index(P ) is odd and (a) index(P ) | deg C + χ(O C ) and 1 2 index(P ) | χ(O C ) if index(P ) is even. These results are optimal, but I do not know how to get necessary and sufficient conditions on the Hilbert polynomials of higher dimensional subvarieties of a SeveriBrauer variety P when index(P ) has many prime factors. It does not seem easy to construct general Severi-Brauer varieties but there is a quite complete answer for those Severi-Brauer varieties that become trivial after a cyclic Galois extension K/k. Theorem 59. Let K/k be a cyclic Galois extension. Then
In this section we are mainly interested in the existence part of Theorem 59, that is, we prove that there is an injection k * / norm(K * ) ֒→ ker Br(k) → Br(K) by explicitly writing down geometrically split vector bundles on a curve. The general theory behind the proofs is explored in the next section.
First we see that we do get interesting Severi-Brauer varieties.
Example 60. Let R be an integral domain with quotient field k and (r) ⊂ R a principal prime ideal. Let K/k be a cyclic Galois extension of degree d given by adjoining a root of
, its reduction modulo (r), is still irreducible, where k 0 denotes the quotient field of R/(r). Let S denote the normalization of
is an integral domain, hence rS is a prime ideal. Thus norm(rS) ⊂ (r d ) and so every element of (r) \ (r 2 ) has order d (or higher) in k * / norm(K * ). Thus we get Severi-Brauer varieties over k whose period is a multiple of d.
Let us see some concrete examples where the assumptions are satisfied.
Geometric case k = C(x, y). Pick any f (x, y) ∈ C[x, y] such that f (x, 0) has at least one simple root. Then t d −f (x, y) and t d −f (x, 0) are both irreducible. We can apply the above construction to the localization R = C[x, y] (y) to get Severi-Brauer varieties over C(x, y) whose period equals d.
Arithmetic case k = Q. For a prime p consider the cyclotomic polynomial f (t) = (t p − 1)/(t − 1). It is irreducible over F q if q is a primitive root modulo p. The latter holds for infinitely many primes q by Dirichlet's theorem. We can apply the above method to the localization R = Z (q) to get Severi-Brauer varieties over Q whose period equals p − 1.
One can use this to show that if K/k is any nontrivial cyclic Galois extension of global fields then ker Br(k) → Br(K) is infinite. (Aside. More generally, if K/k is any nontrivial Galois extension of global fields then ker Br(k) → Br(K) is infinite, but this is not easy to prove; see [FKS81] .) Definition 61. A circle of rational curves of length m ≥ 2 over k is a proper curve C such that Ck has m irreducible components C 0 , . . . , C m−1 , m singular points p 0 , . . . , p m−1 and the p i are nodes where C i−1 , C i meet (where we set C −1 = C m−1 ).
We can thus think of the irreducible components of Ck as curves with 2 marked points (C i , p i , p i+1 ) ∼ = (P 1 , 0, ∞). We say that C is split if the C i , p j are all defined over k and Galois if the C i (resp. the p j ) are Galois conjugates of each other for a cyclic Galois extension K/k of degree m. In this case we can choose a generator σ ∈ Gal(K/k) such that σ(C i ) = C i+1 and σ(p i ) = p i+1 .
Up-to isomorphism, a split circle is determined by k and m; we denote it by C(m, k). A Galois circle is determined by K/k; we denote it by C(K/k).
62 (Vector bundles on the nodal rational curve). One can think of a length 1 circle of rational curves as a single rational curve with a node. We can write it as the projective model of (y 2 = x 2 − x 3 ) but it is best to realize it as A := (P 1 , 0 ↔ ∞) where the arrow indicates that we identify the 2 marked points.
A locally free sheaf E A of rank m on A can then be realized as a locally free sheaf E of rank m on P 1 plus an isomorphism of the fibers over the marked points τ : E 0 ∼ = E ∞ . We denote this sheaf by (E, τ ). If E is a sheaf of algebras over P 1 and τ is an algebra isomorphism then (E, τ ) is also a sheaf of algebras. The normalization is given by
(62.1)
Let E be a locally free sheaf of algebras on P 1 and F a locally free sheaf of Emodules. Fixing an algebra isomorphism τ : E 0 ∼ = E ∞ and a k-linear isomorphism λ : F 0 ∼ = F ∞ we get a locally free sheaf of algebras (E, τ ) and a locally free sheaf
holds, where both sides are viewed as maps
We are especially interested in those cases when F is a sum of copies of O P 1 . We can then write it as F ∼ = O P 1 ⊗ k V where V is a k-vectorspace and we can think of λ as a linear map λ ∈ End(V ). Then the global sections of F are constants, thus we get an isomorphism
63 (Construction of circles of rational curves). In order to construct a split circle of length m let V m be the k-algebra of dimension m with a basis e 0 , . . . , e m−1 where e i e j = δ ij . Cyclic permutation gives the endomorphism τ (e i ) = e i+1 (where e m = e 0 ). Take E(m) := O P 1 ⊗ k V m . As a vector bundle it is trivial of rank m.
We thus get a locally free sheaf of algebras E(m), τ . A moment's contemplation shows that
the length m split circle of rational curves over k.
Next let K/k be a Galois extension of degree m and fix a generator σ ∈ Gal(K/k). Take E(K) := O P 1 ⊗ k K. As a vector bundle it is trivial of rank m and K gives it an algebra structure. Acting by σ gives a k-algebra isomorphism E(
We thus get a locally free sheaf of algebras E(K), σ . We see that
the Galois circle of rational curves over K/k. By base-change to K we get
The action by σ becomes a cyclic permutation of the factors, thus
(63.4)
64 (Picard group of Galois circles). Let Pic • C(K/k) ⊂ Pic C(K/k) denote subgroup of degree 0 line bundles. These line bundles are of the form L ∼ = (F, λ) where F ∼ = E(K) and λ : (62.2) . Here e ∈ K * and f ∈ F 0 ∼ = K, thus λ is uniquely determined by λ(1) ∈ K * . This gives a natural surjection
In order to describe its kernel, note that (F, λ) is trivial iff it has a non-zero global section. By (62.3) this holds iff f = λ(f ) for some f = 0. Since λ(f ) = σ(f )λ(1), the kernel consist of all those λ(1) that can be written as f /σ(f ). By Hilbert's Theorem 90, these are exactly the elements of norm 1 in K * . This gives us the isomorphism
65 (Picard group of split circles). Let Pic • C(m, k) ⊂ Pic C(m, k) denote subgroup of line bundles that have degree 0 on every irreducible component. These can be written as L ∼ = (F, λ) where
for every e ∈ V m and f ∈ F 0 . Applying this to the idempotents e i ∈ V m we get that
That is, the (i + 1)st coordinate of λ(f ) depends only on the ith coordinate of f . Hence there are λ i ∈ k * such that λ(e i ) = λ i e i+1 for every i. We get a surjection
To understand the kernel, assume that (F, λ 0 , . . . , λ m−1 ) is trivial. By (62.3) this holds iff there is an f = i α i e i such that α i+1 = λ i α i holds for every i. Given (λ 0 , . . . , λ m−1 ), the system of equations for the α i is solvable iff i λ i = 1. Thus the only invariant is i λ i and we get the isomorphism
66 (Proof of Theorem 59). We prove the existence part. That is, we show that for a cyclic Galois extension K/k there is an injection
We start with the k-curve C(K/k). By base change to K we get
as in (63.4). Any rank 1 coherent sheaf L on C(m, K) can thus be viewed as a rank m coherent sheaf π * L over C(K/k). We focus on the cases L ∈ Pic • C(m, K) , thus c 1 (L) ∈ K * by (65.2). In order to prove (66.1) we need to check the following.
In order to prove (2) we write L in the form (V m , λ).
Similarly, we write a line bundle M on C(K/k) in the form E(K), λ(1) . In the idempotent basis e ρ of K ⊗ k K the action of λ becomes e ρ → λ(1) ρ e ρσ . Thus
Its Chern class is then ρ λ(1) ρ = norm λ(1) , proving (3).
It is worthwhile to have another description of the Picard group of circles. Circles of rational curves should be viewed as degenerate elliptic curves and the next computation is an analog of Abel's theorem on the existence of elliptic functions with given zeros and poles; see for instance [Sie69, sec.I.14].
67 (Picard group of circles II). We start with an auxiliary formula.
Claim 67.1. Let f be a rational function on P 1 with zeroes at the points a i and poles at the points c i that are all different from 0 and
Proof. We can write
Claim 67.2. Let C be a split rational circle over k. Let L ∈ Pic • (C) and s a rational section of L that is regular at the nodes with zeroes a ij and poles c ij on
Proof. Assume first that L ∼ = O C and fix a global section. This trivializes each L| Cj and (67.1) says that
Conversely, assume that we have points a ij , c ij with the same number of zeros and poles on each C j . Take the functions
Then the functions b j · f j glue together to a rational section of
−1 holds for every j. This system is solvable iff
If s 1 , s 2 are both rational sections of L that are regular at the nodes then s 1 /s 2 is a rational section of O C that is regular at the nodes. Thus τ (L, s 1 )/τ (L, s 2 ) = τ (O C , s 1 /s 2 ) = 1. Finally, if τ (L, s) = 1 then by the above we can find a rational section f of O C with the same zeros and poles. Thus s/f is a regular section of L hence L ∼ = O C .
Claim 67.2. Let C be a Galois rational circle over K/k. Let L be a line bundle that has degree 0 on C and s a rational section of L with zeroes a ij and poles c ij on
Proof. Note that a ij = σ j (a i0 ) and c ij = σ j (c i0 ). Thus
Aside 68. The following considerations explain why we had to work with singular curves. Using (7.4) there is a natural map
(68.1) (We will formalize this in Proposition 69.) The Picard scheme of a proper scheme X is made up of 2 parts. The connected component Pic • (X) is an algebraic group and the quotient Pic(X)/ Pic
• (X) is a finitely generated group. Correspondingly, set Pic
the latter is called the Néron-Severi group of X. So far we have used (68.1) in cases where Pic • (X) = 0, thus in effect we worked with
Since NS(Xk) is finitely generated, the image of α N S X is a finite subgroup of Br(k) since the latter is a torsion group. In order to get more, we look at the the connected component of the Picard group and the injection
If X is normal then Pic(X) is an Abelian variety and if k is a number field then Pic • (X)(k) is finitely generated by the Mordell-Weil theorem. Thus the image of α • X is still finite. (However, one can get an infinite image over other fields; see [CK12] .) This leads us to working with non-normal varieties. The simplest candidates are singular curves.
Severi-Brauer universal curves
In order to put the constructions of the previous Section into a general framework, we start by stating a more functorial form of the twisted linear series construction.
Proposition 69. Let X be a projective, geometrically reduced and connected kscheme. There is a natural exact sequence
where α(L) = |L| whenever |L| = ∅.
Proof. Let M be a line bundle on X such that |L ⊗ Mk| = ∅. We showed in Paragraph 38 that |L| ∼ |L ⊗ M |; this defines α on all of Pic tw (X). Multiplicativity is proved in Lemma 41.
Assume that L is globally generated and |L| is trivial. By the construction of |L| we have a global section s of L such that D := (s = 0) is a Cartier divisor and eD is defined over k where e = rank E(L). Thus D is invariant under Gal(k s /k) hence it is defined over k by Lemma 22. Since L ∼ = O X (D) k s this shows that the sequence (69.1) is exact.
Our aim is to look for varieties for which the image of α X is large. Note that if X has a K-point then |L| is trivial over K by Corollary 11, so the best we can hope for is the following. Definition 70. Let K/k be a Galois extension. A geometrically connected and reduced k-scheme is Severi-Brauer universal for K/k if the following equivalent conditions hold.
(1) The map α X : Pic tw (X)/ Pic(X) → ker Br(k) → Br(K) given by (69.1) is an isomorphism.
(2) Let P be a Severi-Brauer variety over k that is trivial over K. Then there is a morphism X → P ′ for some P ′ ∼ P .
Proof. We need to show that the 2 versions are equivalent. Assume (1) and let P be a Severi-Brauer variety over k that is trivial over K. Then there is a twisted line bundle L such that |L| ∼ P ∨ . After twisting with an ample line bundle we may assume that L is very ample. By (39.1) we get ι L : X → |L| ∨ ∼ P . Conversely, if there is a morphism φ : X → P ′ then |φ * O P (1)| ∼ P ′ by (39.4), hence (2) implies (1).
Thus we need a way to associate some subvariety to every Severi-Brauer variety over k that is trivial over K. The first that comes to mind is Spec k K; we get this from the K-points. However, Spec k K is not geometrically connected. We can fix this problem as follows. We start over K where we have a conjugation invariant set of points p 0 , . . . , p m−1 where m = deg(K/k). Let C K be the union of all the lines C ij := p i , p j . By construction C K is defined over K but it is invariant under Gal(K/k), hence, by Lemma 22, there is a k-curve C k such that (
This almost does the job but there are 2 problems. First, the resulting curve has rather high arithmetic genus. In the proof of Theorem 59 it was important to have a more economical choice.
Second, if m is even then the Galois action on C K gives involutions on some of the C ij , and these have an additional invariant of their own: the fixed points give degree 2 extensions of K. Thus the resulting curve depends on P .
Both of these problems are fixed by the following.
Construction 71. Let G be a finite group of order m. Fix a conjugation invariant generating set g ⊂ G.
(That is, if g ∈ g then hgh −1 ∈ g for every h ∈ G.) Let Γ be a principal homogeneous G-space. Consider the set of ordered pairs
G acts on I(Γ, g) by h : (γ, gγ) → (hγ, hgγ) = hγ, hgh −1 (hγ) ; here we need that g is conjugation invariant. Under this action I(Γ, g) is the disjoint union of |g| principal homogeneous G-spaces.
Let K be a field and assume that Γ is a set of K-points {p(γ)}. We construct an algebraic curve C(Γ, g) by associating a copy C(γ, g) of (P 1 , 0, ∞) to each (γ, gγ) ∈ I(Γ, g) and then identifying 0 ∈ C(γ, g) with p(γ) and ∞ ∈ C(γ, g) with p(gγ).
Finally let K/k be a Galois extension with Galois group G. Set S := Spec k K; then Γ = S× k K is a principal homogeneous G-space and the resulting curve C(Γ, g) is G-invariant. Thus, essentially by Lemma 22, there is a k-curve C :
Note that there is a (non-unique) line bundle O C (1) that has degree 1 on all irreducible geometric components of C. This can be obtained by choosing the points (1:1) ∈ P 1 ∼ = C(γ, g) to get a Galois-invariant divisor on C. We see from the construction that C = C(K/k, g) is the unique curve that satisfies the following conditions.
(1) C is a proper, connected, seminormal k-curve.
(2) Sing(C K ) is a principal homogeneous G-space consisting of K-points named p(γ), (3) k(p(γ)) ∼ = K for every γ, (4) C K has |G| · |g| irreducible components C(γ, g). (5) Each C(γ, g) is a smooth, rational curve passing through p(γ), p(gγ) and no other singular points.
Theorem 72. Let G be a finite group with a conjugation invariant generating set g. Let K/k be a Galois extension with Gal(K/k) ∼ = G and C = C(K/k, g) the curve obtained in Construction 71. Then α C : Pic tw (C)/ Pic(C) → ker Br(k) → Br(K) is an isomorphism.
Proof. We proved in Proposition 69 that α C is injective. In order to prove that it is surjective, let P be a Severi-Brauer variety over k that becomes trivial over K. Pick a general point p ∈ P (K) such that k(p) = K. For σ ∈ Gal(K/k) let p(σ) denote the image of p. If necessary, we replace P by a similar Severi-Brauer variety of dimension ≥ |G| − 1 to achieve that the points p(σ) are linearly independent.
Let C := C(P, p, g) be the union of all the lines p(σ), p(σ · g) for all σ ∈ G and g ∈ g. By Lemma 22, C(P, p, g) is a k-curve and it satisfies the conditions (71.1-5). As we noted in Construction 71, C(P, p, g) ∼ = C(K/k, g).
Thus we have a morphism φ : C → P and we get a twisted line bundle φ * O P (1) on C which has degree 1 on all irreducible geometric components of C. The twisted linear system |φ * O P (1)| is Brauer equivalent to P by (39.4).
Note that with O C (−1) as in Construction 71, the tensor product φ * O P (1) ⊗ O C (−1) is a twisted line bundle on C that has degree 0 on all irreducible geometric components of C. Thus we have proved the following stronger form is an isomorphism.
Severi-Brauer schemes
Definition 73. A Severi-Brauer scheme is a smooth, proper morphism p : P → S all of whose fibers are Severi-Brauer varieties. Note that ω −1 P/S is p-ample, hence p : P → S is projective.
We aim to show that the basic set-up of Assertion 1 generalizes to Severi-Brauer schemes. The vector bundle F (P ), or rather its dual, appears in [Qui73, §8.4].
Theorem 74. Let p : P → S be a Severi-Brauer scheme.
(1) There is a unique non-split extension 0 → O P → F (P ) → T P/S → 0 that induces the extension given in (20.1) an all fibers. (2) p * End F (P ) is a locally free sheaf of algebras whose fiber over s ∈ S is the central, simple algebra corresponding to P s .
Note that p * End F (P ) opp is called the Azumaya algebra corresponding to P ; taking the opposite is just a convention, see Warning 24.
Proof. We aim to extend the method of Paragraph 20 to Severi-Brauer schemes. A priori, the extensions in (20.1) tell us only about the fibers, so we should look for a non-split extension 0 → p * L → F (P ) → T P/S → 0, Finally note that End F (P ) is a locally free sheaf on P whose restriction to every geometric fiber is a sum of copies of O Ps . Thus the formation of p * End F (P ) commutes with arbitrary base change.
Lemma 75. Let π : P → S be a Severi-Brauer scheme. Then R 1 π * Ω 1 P/S ∼ = O S .
Nuts-and-bolts proof. We basically follow the classical argument which shows that H 1 (P 1 , Ω 1 P 1 ) ∼ = k in a canonical way. We may assume from now on that the relative dimension is ≥ 2.
First choose a section f ∈ H 0 P, O P (−K P/S ) such that its zero section D =: (f = 0) is smooth over S. This is always possible locally on S. Consider the exact sequence
where ℜ is the residue map. Pushing it forward gives an isomorphism δ f : O S = π * O D ∼ = R 1 π * Ω 1 P/S . In order to glue these together, we need to check that δ f does not depend on the choice of f . Thus assume that we have another section g ∈ H 0 P, O P (−K P/S ) such that its zero section E =: (g = 0) is smooth over S. Assume in addition that D ∩ E is also smooth over S. Then we have the exact sequence
Pushing it forward gives a surjection δ f,g : O S + O S = π * O D + π * O E ։ R 1 π * Ω 1 P/S . We need to show that δ f,g = δ f + δ g . To see this, note that the rational 1-form
has log poles along D and E of opposite residues and δ f,g ℜ(σ f,g ) = 0. Thus δ f,g = δ f + δ g .
Finally, if D ∩ E is not smooth over S then we can choose a third divisor G such that both D ∩ G and E ∩ G are smooth and run the above argument twice. (If the residue fields are finite, this might need a field extension but this is harmless.) Functorial proof. We view P → R 1 π * Ω 1 P/S as a functor from Brauer-Severi schemes to line bundles. We prove some functoriality properties and then show that these imply that R 1 π * Ω 1 P/S ∼ = O S .
We start with the case when P = P S (E) for some vector bundle E. Every vector bundle is the pull-back of the tautological bundle on some Grassmannian, so R 1 π * Ω 1 P/S also pulls back from the Grassmannian. The first Chern class gives the only line bundle on a Grassmannian, thus R 1 π * Ω 1 P/S = (det E) m for some m. Since P S (E) ∼ = P S (E ⊗ L) for any line bundle, we see that (det E) m ∼ = det(E ⊗ L) m which shows that m = 0. In general, π * P := P × S P → P has a section (the diagonal), thus the above arguments show that π * R 1 π * Ω
