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Abstract	
Machine	learning	(ML)	methods	are	becoming	popular	tools	for	the	prediction	and	design	of	
novel	materials.	In	particular,	neural	network	(NN)	is	a	promising	ML	method,	which	can	be	
used	to	identify	hidden	trends	in	the	data.	However,	these	methods	rely	on	large	datasets	
and	 often	 exhibit	 overfitting	 when	 used	 with	 sparse	 dataset.	 Further,	 assessing	 the	
uncertainty	 in	predictions	 for	 a	new	dataset	or	 an	extrapolation	of	 the	present	dataset	 is	
challenging.	Herein,	using	Gaussian	process	regression	(GPR),	we	predict	Young’s	modulus	for	
silicate	glasses	having	sparse	dataset.	We	show	that	GPR	significantly	outperforms	NN	for	
sparse	dataset,	while	ensuring	no	overfitting.	Further,	thanks	to	the	nonparametric	nature,	
GPR	 provides	 quantitative	 bounds	 for	 the	 reliability	 of	 predictions	 while	 extrapolating.	
Overall,	GPR	presents	 an	 advanced	ML	methodology	 for	 accelerating	 the	development	 of	
novel	functional	materials	such	as	glasses.	
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Introduction	
Glasses	are	ubiquitously	used	for	a	wide-range	of	applications	such	as	smart	phone	screens,	
optical	fibers,	wind	shields,	and	even	for	nuclear	waste	immobilization1.	In	order	to	address	
the	 ever	 increasing	 infrastructural	 and	 energy	 requirements,	 discovery	 of	 novel	 glass	
compositions	with	properties	tailored	for	particular	applications	is	required1,2.	Predicting	the	
composition–property	 relationships	 holds	 the	 key	 to	 development	 of	 such	 novel	
compositions.	However,	developing	this	map	is	an	extremely	challenging	task	in	glasses	due	
to	 the	 following	 reasons.	 (i)	 Glasses	 can	 be	 formed	 of	 virtually	 any	 element	 or	 its	 oxide,	
provided	the	structure	is	cooled	fast-enough	from	the	liquid	state	to	avoid	crystallization.	This	
allows	 formation	 of	 glasses	 with	 any	 stoichiometry,	 thereby	 making	 the	 possible	 glass	
compositions	 nearly	 infinite3,4.	 (ii)	 Silicate	 glasses	 exhibit	 highly	 complex	 and	 non-linear	
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composition–property	 relationships	 preventing	 any	 direct	 extrapolation	 from	 a	 few	
compositions3.	As	such,	developing	physics-based	models	for	property	predictions	in	glasses	
is	still	an	open	challenge	that	needs	to	be	addressed.	
	
An	alternate	approach	to	predict	new	materials	 is	 to	use	data-based	modeling	 techniques	
such	as	machine	learning2,5–9.	These	methods	rely	on	available	data,	either	from	simulations	
or	 experiments,	 to	 develop	 models	 that	 capture	 the	 hidden	 trends	 in	 the	 input–output	
relationships.	 One	 of	 the	 widely	 used	 and	 attractive	 techniques	 in	ML	 is	 neural	 network	
(NN)10–12.	 NN	 is	 a	method,	 inspired	 from	 the	 neurons	 in	 the	 brain,	 wherein	 a	 non-linear	
network	of	hidden	layer	units	“learn”	from	the	data.	NN	has	been	successfully	used	to	address	
a	 wide	 range	 of	 problems	 exhibiting	 highly	 non-convex	 and	 nonlinear	 input-output	
relationships2,5,6,9,13–16.	In	particular,	ML	has	been	successfully	used	in	oxide	glasses	to	predict	
a	wide	range	of	equilibrium	and	nonequilibrium	composition–property	relationships	such	as	
liquidus	temperature17,	solubility18,	glass	transition	temperature19,	stiffness20,	and	dissolution	
kinetics21.	
	
Despite	wide-spread	applications,	NN-based	methods	have	a	few	inherent	deficiencies	that	
makes	it	unfavorable	for	material	informatics.	Being	a	parametric	method,	NN	relies	on	the	
availability	of	large-scale	data	for	reliable	training19,22,23.	However,	obtaining	such	consistent	
large	 datasets	 require	 a	 large	 number	 of	 experiments	 or	 numerical	 simulations	 that	 are	
prohibitive,	 if	not	 significantly	expensive.	For	example,	 in	 the	case	of	glasses,	 samples	are	
produced	by	the	traditional	melt-quench	process	following	which	further	experiments,	such	
as	 nanoindentation,	 are	 required	 to	 measure	 the	 Young’s	 modulus.	 Carrying	 out	 such	
experiments	on	a	large	sample	set	or	compositional	space	for	would	be	nearly	impossible.	On	
the	other	hand,	sparse	datasets	that	are	consistent	and	accurate	can	be	obtained	even	at	the	
laboratory	scale	or	from	physics-based	simulations.	However,	these	sparse	datasets	may	pose	
some	unique	problems	for	NN-based	ML	algorithms	as	follows.	(i)	Development	of	reliable	
weights	in	NN	requires	training	over	a	sizeable	data	that	is	coming	from	a	consistent	dataset.	
While	experiments	or	simulations	may	provide	consistent	data,	such	datasets	may	be	limited	
in	 size,	 hence	making	 it	 challenging	 to	develop	 reliably	 trained	networks11.	 (ii)	Despite	 its	
ability	 to	 infer	 hidden	 trends	 within	 the	 dataset,	 NN	 can	 exhibit	 overfitting	 due	 to	 the	
parametric	nature	of	the	method.	Overfitting	suggests	that	the	noise	of	the	data	is	memorized	
instead	of	identifying	the	underlying	trend5,24,25,	which	can	occur	in	a	parametric	method	such	
as	 NN.	 This	 situation	 is	 highly	 undesirable	 as	 it	 reduces	 the	 capability	 of	 NN	 to	 predict	
untrained	 data	 coming	 from	 the	 same	 dataset.	 (iii)	 Finally,	 obtaining	 the	 uncertainty	 of	
predictions	of	a	trained	NN	on	a	new	dataset	is	challenging.	This	makes	it	unreliable	to	apply	
NN	for	untrained	compositions,	or	even	to	extrapolate	from	the	trained	dataset.		
	
These	deficiencies	can	be	addressed	by	using	an	advanced	nonparametric	machine	learning	
algorithm,	 namely,	 Gaussian	 process	 regression	 (GPR)26,27,	 which	 uses	 a	 probabilistic	
framework	 for	 predictions28,29.	 In	 GPR,	 the	 prior	 dataset	 coming	 from	 experiments	 or	
simulations	is	assumed	to	be	coming	from	an	underlying	Gaussian	distribution	with	a	well-
defined	mean	and	standard	deviation.	Thus,	the	objective	of	GPR	is	to	estimate	the	underlying	
normal	distribution	by	minimizing	the	error	in	the	prior.	Once	the	function	is	obtained	through	
regression,	 the	 interpolation	 for	 any	other	 input	 variables	 can	be	obtained	 from	 resulting	
distribution.	Note	 that	 since	 the	predictions	 in	GPR	are	 from	a	distribution,	 the	predicted	
value	corresponds	to	the	mean	value	and	confidence	intervals	for	the	prediction	are	provided	
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by	 the	 standard	 deviations.	 Due	 to	 this	 unique	 feature,	 GPR	 presents	 a	 robust	 machine	
learning	 methodology	 to	 develop	 reliable	 and	 accurate	 predictive	 model	 for	 material	
informatics7,30.	
	
Herein,	we	present	a	machine	learning	methodology	using	Gaussian	process	regression	(GPR)	
that	can	“learn”	composition–property	relationships	from	sparse	datasets.	Using	a	few	sparse	
datasets	of	Young’s	modulus	for	various	silicate	glasses,	we	show	that	GPR	can	outperform	
widely	used	machine	learning	techniques	such	as	NN.	Additionally,	GPR	provides	error	bounds	
for	the	predicted	values	thereby	providing	a	quantitative	estimate	for	the	reliability	of	the	
prediction.	 Overall,	 we	 show	 that	 GPR	 presents	 a	 robust	 and	 transferable	 technique	 for	
material	informatics,	that	can	be	used	to	develop	novel	materials	using	even	a	sparse	dataset.		
	
METHODOLOGY	
Data	set	
The	datasets	used	in	the	prediction	comprise	the	Young’s	modulus	values	for	four	different	
families	 of	 silicate	 glasses	 along	 with	 their	 compositions	 and	 density.	 The	 input	 data	 set	
includes	the	molar	percentage	composition	of	the	oxide	components	and	the	density	of	the	
glass.	Output	data	set	is	the	Young’s	Modulus	of	the	glass	compositions.	The	values	of	these	
glasses	are	obtained	 from	the	 INTERGLAD©	Ver.7	 international	glass	database32.	The	 four	
glass	 families	 considered	herein	are	–	 (a)	 calcium	aluminosilicate	 (CAS)	used	as	 alkali-free	
display	 glasses,	 (b)	 sodium	calcium	 silicate	used	 as	 archetypical	window	glasses	 (NCS),	 (c)	
sodium	germanium	silicate	(NGS),	and	(d)	sodium	borosilicate	(NBS)	used	for	nuclear	waste	
immobilization.	Table	1	shows	the	relevant	features	of	these	glasses	including	the	elements	
serving	as	network	former	and	network	modifier	along	with	the	coordination	numbers	of	the	
network	formers	and	the	dataset	size.		
	
Note	that	the	glasses	are	chosen	here	are	so	as	to	represent	different	classes	of	silicate	glasses	
exhibiting	distinct	features	as	follows.	(i)	CAS	presents	a	glass	having	two	network	formers	(Si	
and	Al)	 and	a	network	modifier	 (Ca)33.	Al	 exhibits	 a	 tetrahedral	 structure	exhibiting	 a	net	
negative	charge	which	is	charge	balanced	by	a	Ca2+	cation	in	the	vicinity	that	does	not	form	a	
non-bridging	 oxygen	 (NBO).	 Further,	 Al	 preferentially	 bonds	 with	 Si	 rather	 than	 Al	 in	
accordance	 with	 the	 Loewenstein	 rule34.	 (ii)	 NCS	 presents	 a	 glass	 having	 two	 network	
modifiers	(Ca	and	Na)	and	a	network	former	(Si).	Here,	both	the	network	modifiers	create	
NBO	with	Ca	creating	more	NBOs	than	Na,	which	can	have	some	significant	effects	on	the	
mechanical	properties	such	as	hardness35,36.	 (iii)	NGS	presents	a	glass	having	two	network	
formers	(Si	and	Ge)	and	a	network	modifier	(Na).	Here,	the	network	modifier	creates	an	NBO,	
while	both	the	network	formers	form	tetrahedral	structure	with	O	atoms.	(iv)	NBS	presents	a	
glass	having	two	network	formers	(B	and	Si),	and	a	network	modifier	(Na).	Here,	depending	
on	the	percentage	of	Na,	B	can	have	a	coordination	number	of	three	or	four37.	Note	that	this	
differential	 coordination	number	of	B	 results	 in	a	non-monotonic	evolution	of	mechanical	
properties.	Overall,	each	of	these	glasses	present	a	unique	structure	depending	on	the	local	
and	global	composition,	thereby	exhibiting	a	complex	composition–structure	relationship.	
	
Table	1:	Silicate	glasses	considered	herein	along	with	their	network	former,	network	
modifier	species,	coordination	number,	and	datasize	
Glass	 Network	former	 Network	
modifier	
Coordination	number	
(Network	former)	
Data	
size	
	 4	
Calcium	
aluminosilicate	
(CAS)	
Silicon	(Si),	
Aluminum	(Al)	
Calcium	(Ca)	 4	(Al),	4(Si)	 42	
Sodium	calcium	
silicate	(NCS)	
Silicon	(Si)	 Sodium	 (Na),	
Calcium	(Ca)	
4	(Si)	 46	
Sodium	
germanosilicate	
(NGS)	
Silicon	(Si),	
Germanium	(Ge)	
Sodium	(Na)	 4	(Si),	4	(Ge)	 46	
Sodium	 borosilicate	
(NBS)	
Silicon	 (Si),	
Boron	(B)	
Sodium	(Na)	 4	or	3	(B),	4	(Si)	 105	
	
The	datasize	for	each	of	these	glasses	are	given	in	Table	1.	The	dataset	size	is	limited	by	the	
availability	of	relevant	experimental	data	for	the	considered	series	of	glasses.	Further,	Table	
2	presents	the	range	of	values	of	compositions	for	each	of	the	oxide	components.	It	should	
be	noted	that	the	compositions	are	chosen	in	such	a	way	that	the	sum	of	mole	percentage	of	
individual	 oxide	 components	 add	 up	 to	 100%.	 This	 is	 to	 ensure	 that	 the	 compositions	
considered	herein	are	pure	and	does	not	have	any	additional	“noise”	due	to	small	variations	
in	data.	
	
Table	2:	Glass	compositions	considered	herein	with	the	range	of	each	of	the	individual	
oxide	components	
Glass	 Composition	 x	(mol	%)	 y	(mol	%)	 1-x-y	(mol	%)	
CAS	 (CaO)x(Al2O3)y(SiO2)1-x-y	 4.00	to	68.27	 2.90	to	36.10	 16.41	to	66.00	
NCS	 (Na2O)x(CaO)y(SiO2)1-x-y	 4.00	to	27.50	 60.00	to	82.00	 4.50	to	23.80	
NGS	 (Na2O)x(GeO2)y(SiO2)1-x-y	 3.38	to	33.33	 6.68	to	48.31	 33.33	to	86.64	
NBS	 (Na2O)x(B2O3)y(SiO2)1-x-y	 10.00	to	96.91	 2.60	to	80	 0.49	to	39.39	
	
Machine	learning	algorithms	
We	employ	various	supervised	learning	models	to	model	the	data.	The	available	data	set	that	
comprises	of	inputs	and	outputs	is	randomly	divided	into	(i)	a	training	set	and	(ii)	a	test	set.	
While	doing	so,	it	is	ensured	that	the	training	and	test	data	sets	have	reasonable	spread	over	
each	variables’	span.	The	training	set	is	first	used	to	train	the	model,	that	is,	to	optimize	the	
parameters	that	relate	the	inputs	to	the	outputs.	The	test	set,	which	is	fully	unknown	to	the	
model,	is	then	used	to	assess	the	performance	of	the	model—by	comparing	the	outcomes	of	
the	 model,	 for	 inputs	 which	 it	 has	 not	 been	 explicitly	 trained	 for,	 to	 the	 true	 reference	
outputs.	 Here,	 70%	 and	 30%	 of	 the	 data	 are	 attributed	 to	 the	 training	 and	 test	 sets,	
respectively.	Note	that,	in	the	case	of	the	NN	method,	the	training	data	is	further	divided	into	
55%	as	training	set	and	15%	as	validation	set,	totaling	to	70%	of	the	data.	In	the	following,	we	
provide	a	brief	description	of	the	various	supervised	learning	models	used	herein.		
	
(i) 	Neural	network	(NN)	
NN	is	a	nonlinear	supervised	learning	model	that	has	immense	capabilities	to	capture	complex	
data	trends11,12.	A	NN	consists	of	the	input,	hidden,	and	output	layers,	wherein	the	hidden	
layer	contains	a	given	number	of	units	that	take	their	inputs	from	the	input	layer	and	connect	
to	the	output	layer.	A	weight	is	attributed	to	the	links	that	connects	two	units.	The	output	(ℎ#)	of	a	hidden	layer	unit	𝑖	is	calculated	as:	
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ℎ# = 𝑠 𝑉#𝑥# + 𝑇#,#-./01 		 	 	 			Equation	(1)	
where	𝑠()	 is	 the	activation	function	(or	transfer	 function),	𝑁	 the	number	of	 inputs,	𝑉# 	 the	
weights	of	𝑖th	layer,	𝑥# 	the	input	values,	and	𝑇#,#- 	is	the	bias	term.	To	account	for	the	non-
linearity	 in	 the	 composition–Young’s	 modulus	 relationship,	 the	 activation	 function	 used	
herein	is	a	sigmoid	as	given	below	10,38,39:	𝑠 𝑢 = 114567	 	 	 	 				Equation	(2)	
The	network	is	first	trained	with	the	training	data	to	obtain	the	weight	parameters	between	
input,	hidden	layer	and	output	layer	units.	Finally,	the	predictive	capability	of	the	network	is	
evaluated	using	the	data	from	the	test	set.	
	
(ii) Gaussian	Process	Regression	(GPR)	
The	GPR	modeling	paradigm	tries	to	find	a	distribution	over	a	set	of	possible	nonparametric	
functions	for	representing	the	relationship	between	a	set	of	input	and	output	datasets26,27.	
Traditionally,	this	relationship	 is	characterized	with	various	classes	of	parametric	functions	
that	 have	 a	 fixed	 model	 structure	 as	 in	 the	 case	 of	 OLS	 or	 NN.	 Given	 a	 training	 set	{(𝑥1, 𝑦1), (𝑥;, 𝑦;), … , (𝑥=, 𝑦=)},	 a	 GPR	 model	 explains	 the	 response	 𝑦# 	 introducing	 latent	
variables,	𝑓 𝑥# , 𝑖 = 1, 2, 3, … , 𝑛	 from	 a	 Gaussian	 process	 (GP),	 and	 explicit	 basis	
functions,	𝑔(. ).	Here,	the	GP	is	the	set	of	random	variables,	𝑓 𝑥# , 𝑖 = 1, 2, 3, … , 𝑛,	such	that	
they	have	a	joint	Gaussian	distribution	having	mean	function	𝑚(𝑥#)	and	covariance	function,	
also	known	as	kernel	function,	𝑘 𝑥#, 𝑥I = 𝐶𝑜𝑣(𝑥#, 𝑥I).	Given,	𝑓 𝑥# 	and	𝑥#,	the	regression	
output	𝑦# 	is	obtained	from	the	following	probability	distribution	
	 𝑃 𝑦# 𝑓 𝑥# , 𝑥#) ∼ 𝑁 𝑦# 𝑔 𝑥𝑖 𝑇𝛽 + 𝑓 𝑥𝑖 , 𝜎; 			 Equation	(3)	
	
where	 𝑥 ∼ 𝐺𝑃(0, 𝑘 𝑥, 𝑥I ),	𝑔(𝑥)	are	a	set	of	nonlinear	basis	functions	that	transform	the	
original	feature	vector	𝑥	and	𝜖 ∼ 𝑁 0, 𝜎; 	is	the	noise	term	corresponding	to	the	signal	noise.	
As	the	latent	variable	𝑔 𝑥# 	is	introduced	for	each	observation	𝑥#,	the	GPR	model	is	not	having	
fixed	functional	form,	rendering	it	to	be	nonparametric.		
	
Here,	 we	 use	 two	 popular	 kernel	 functions,	 namely,	 exponential	 function	 and	 automatic	
relevance	determination	(ARD)	exponential	 function,	 for	analyzing	the	performance	of	the	
GPR	model.	The	exponential	kernel	has	the	following	form	𝑘 𝑥, 𝑥I = 	 |UVUI|W 	 	 	 	 Equation	(4)	
where	𝑙	is	the	length	scale	parameter,	which	is	fixed.	While	for	ARD	exponential,	the	length	
scale	 is	 parameter	 is	 continuously	 leaned	 over	 time,	 aiding	 flexibility.	 The	 length	 scale	
parameters	determine	the	relevancy	of	input	data	to	the	regression	and	it	is	tuned	to	be	larger	
if	an	input	is	irrelevant	for	regression	output.		
	
Makishima	Mackenzie	model	
The	Makishima-Mackenzie	 (MM)	model40	 can	 be	 used	 to	 predict	 the	 Young’s	modulus	 of	
oxide	glasses	from	their	chemical	composition	and	the	density.	This	method	is	derived	from	
the	 idea	 that	 the	 elastic	 energy	 is	 proportional	 to	 the	 dissociation	 energy	 of	 the	 oxide	
constituents	per	unit	volume	along	with	their	packing	efficiency.	For	multicomponent	glasses,	
the	Young’s	modulus	is	given	by	 𝑌 = 2𝑉Z 𝐺/𝑋// 								 	 	 	 Equation	(5)	
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where	 𝐺# 	 and	 𝑋# 	 are	 the	 dissociation	 energy	 per	 unit	 volume	 and	 mole	 fraction	 of	 the	
component	𝑗,	respectively.	The	packing	density	𝑉Z	of	a	glass	with	density	𝜌	given	by	𝑉Z = _^ 𝑉/𝑋// 		 	 	 	 Equation	(6)	
where	M	 is	 the	molecular	weight,	𝜌	 is	 the	density,	and	𝑉/ 	 is	a	packing	 factor.	For	a	single	
component	oxide	glass	of	composition	𝐴ab𝑂db,	𝑉/ 	is:	𝑉/ = 6.023×10;g hg 𝜋 𝛼/𝑅lg + 𝛽/𝑅mg 			 	 Equation	(7)	
where	𝑅l	and	𝑅m	are	the	respective	ionic	radii	of	the	cation	and	oxygen.	Combining	Equations	
(5),	(6),	and	(7),	Young’s	modulus	can	be	expressed	as:	𝑌 = _^ 6.023×10;g hg 𝜋(𝛼/𝑅lg + 𝛽/𝑅mg) 𝑋// × 𝐺/𝑋// 	 	 Equation	(8)	
	
RESULTS	
Neural	Network	
We	 first	 focus	 on	 the	 predictions	 obtained	 using	 NN	 (see	 Methodology).	 Note	 that	 the	
accuracy	of	predictions	 in	NN	can	be	 improved	by	optimizing	 the	number	of	hidden	 layer	
units.	To	this	extent,	we	train	the	dataset	against	NN	with	varying	number	of	hidden	layer	
units.	Figure	1(a)	shows	the	variation	of	R2	values	for	training	and	test	sets	with	respect	to	the	
number	of	hidden	layer	units	in	the	NN.	We	observe	an	increase	in	the	performance	of	the	
NN	during	training	with	respect	to	the	increase	in	the	number	of	hidden	layer	units,	as	evident	
from	the	R2(training)	which	increases	with	increasing	hidden	layer	units.	In	the	case	of	test	
set,	we	observe	that	the	R2(test)	initially	increases	with	the	number	of	hidden	layer	units.	This	
suggests	that	the	predictive	capability	of	the	NN	is	 increasing	with	 increasing	hidden	 layer	
units.	However,	beyond	a	critical	number	of	hidden	layer	units,	six	in	this	case	(see	Fig.	1(a)),	
we	observe	that	the	R2(test)	starts	decreasing	drastically.	This	is	due	to	overfitting	wherein	
the	parameters	of	 the	NN	capture	 the	noise	along	with	 the	underlying	 relationship	 in	 the	
training	dataset.	As	such,	any	input	other	than	that	from	the	training	set	will	result	in	a	poor	
prediction	 by	 this	 NN.	 Thus,	 the	 optimum	 value	 of	 the	 number	 of	 hidden	 layer	 units	
corresponds	 to	 that	 wherein	 the	 R2(test)	 exhibits	 a	 maximum	 or	 near	 maximum,	 while	
ensuring	that	the	training	set	also	exhibits	a	near	maximum	R2	value.	Based	on	this	analysis,	
we	chose	a	net	with	six	hidden	layer	units	to	predict	the	Young’s	modulus	of	CAS	glasses.		
	
Figure	1(b)	shows	the	predicted	values	of	Young’s	modulus	for	the	CAS	glasses	with	respect	
to	 the	 true	 measured	 values	 for	 a	 NN	 with	 six	 hidden	 layer	 units.	 To	 benchmark	 the	
performance	of	NN,	we	also	performed	ordinary	least	squares	(OLS).	We	observe	that	while	
the	 results	 for	 the	 training	set	 is	notably	 improved	 for	NN	with	an	R2(training)	of	0.772	 in	
comparison	to	the	OLS	method	with	an	R2(training)	of	0.694,	the	test	set	exhibits	a	notably	
poorer	performance	(R2(test)	=	0.590	for	NN	against	R2(test)	=	0.693	for	OLS).	This	suggests	
that	even	the	optimized	NN	exhibits	lower	poorer	predictive	capability	than	the	OLS	for	small	
dataset.	This	exemplifies	the	inherent	limitation	of	NN,	which	requires	a	large	number	of	data	
points	 in	 the	 training	 set	 to	 develop	 a	 reliable	 network	 with	 appropriate	 weights	
corresponding	to	each	unit.	
	
In	order	to	ensure	the	generality	of	our	results,	we	extend	our	study	to	three	more	silicate	
glass	compositions—namely,	sodium	calcium	silicate	(NCS),	sodium	germanium	silicate	(NGS),	
and	 sodium	 borosilicate	 (NBS)—with	 varying	 dataset	 size	 (see	Methodology).	 Note	 these	
glasses	are	chosen	so	as	to	represent	different	features	such	as	multiple	network	formers,	or	
network	modifiers,	or	coordination	numbers	(see	Methodology).	Further,	the	composition–
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structure	relationships	in	these	glasses	are	highly	non-trivial	and	depends	closely	on	the	local	
environment	around	each	atomic	species.	As	such,	the	ability	to	predict	the	Young’s	modulus	
from	 the	 compositions	 of	 these	 glasses	 provides	 an	 insight	 into	 the	 transferability	 and	
robustness	of	ML	algorithms.	
	
Figures	 2(a)–(c)	 show	 the	predicted	 values	 of	 Young’s	modulus	with	 respect	 to	measured	
values	for	NCS,	NGS,	and	NBS	glasses	using	NN,	respectively.	We	observe	that	the	prediction	
is	improved	when	the	size	of	the	dataset	is	increased.	Figures	2(d)–(f)	shows	the	variation	of	
R2	values	for	training	and	test	set	with	respect	to	number	of	hidden	layer	units	for	NCS,	NGS,	
and	NBS	 glasses,	 respectively.	 As	 in	 the	 case,	 of	 CAS	 glasses,	we	 observe	 overfitting	with	
increasing	number	of	hidden	layer	units.	Further,	for	the	optimum	number	of	hidden	layer	
units,	we	observe	that	the	results	are	significantly	improved	when	the	training	set	is	larger.	
This	could	be	attributed	to	the	fact	that	NN	requires	a	large	training	set	to	ensure	reliable	
prediction	without	overfitting.	As	such,	the	small	size	of	data	obtained	from	experiments	(as	
in	the	present	case)	or	simulations	would	be	 insufficient	to	train	a	robust	NN,	reducing	 its	
utility	and	rendering	it	unreliable.	
	
	 	
Figure	1.	(a)	R2	of	training	set	(left	axis)	and	R2	of	the	test	set	(right	axis)	with	respect	to	
the	number	of	hidden	layer	units	in	the	NN	for	calcium	aluminosilicate	(CAS)	glasses.	Lines	
are	guide	for	eye.	(b)	Predicted	Young’s	modulus	with	respect	to	measured	Young’s	
modulus	for	calcium	aluminosilicate	(CAS)	glasses	using	NN	with	6	hidden	layer	units.		
	
	
	
	 	 	
(f) 
(b) (c) 
(a) (b) 
(a) 
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Figure	2.	Predicted	Young’s	modulus	(in	GPa)	with	respect	to	measured	values	for	(a)	
sodium	calcium	silicate	(NCS),	(b)	sodium	germanium	silicate	(NGS)	and	(c)	sodium	
borosilicate	(NBS)	glasses	corresponding	to	6,	5,	and	6	hidden	layer	units,	respectively.	R2	
of	training	set	(left	axis)	and	R2	of	the	test	set	(right	axis)	with	respect	to	the	number	of	
hidden	layer	units	in	the	neural	network	for	(a)	NCS,	(b)	NGS	and	(c)	NBS	glasses.	Lines	are	
guide	for	eye.	
	
Gaussian	Process	Regression	
Now,	we	focus	on	the	predictions	based	on	GPR	(see	Methodology).	Figure	3(a)	shows	the	
predicted	 values	 of	 Young’s	 modulus	 of	 CAS	 glasses	 using	 GPR	 with	 exponential	 kernel	
functions	in	comparison	to	the	experimental	results.	We	observe	that	R2	values	of	0.818	and	
0.794	are	obtained	corresponding	to	the	training	and	test	sets,	 respectively.	These	results	
confirm	that	the	GPR	exhibits	a	better	agreement	with	the	experiments	than	NN.	Further,	R2	
values	 of	 the	 test	 set	 are	 comparable	 to	 that	 of	 the	 training	 set	 suggesting	 an	 optimum	
training.	This	could	be	attributed	to	the	nonparametric	nature	of	GPR,	which	prevents	any	
overfitting	of	the	data.	Overall,	we	observe	that	GPR	can	perform	better	than	NN	in	predicting	
the	properties	even	for	a	small	dataset.	
	
While	 the	 predictions	 using	 GPR	 with	 exponential	 kernel	 function	 are	 better	 than	 those	
offered	by	NN,	it	still	exhibits	a	notable	scatter	as	exemplified	by	the	R2	value	~	0.8.	In	order	
to	improve	the	predictions,	we	train	the	CAS	glass	data	using	GPR	with	automatic	relevance	
determination	(ARD)	exponential	kernel	function	(see	Methodology).	Note	that	ARD	kernel	
functions	have	an	additional	degree	of	freedom	through	a	length	scale	parameter,	which	can	
be	tuned	to	obtain	higher	predictive	accuracy	by	reducing	the	noise	standard	deviation	(see	
Methodology).	 Figure	3(b)	 shows	 the	predicted	 values	of	 Young’s	modulus	of	 CAS	 glasses	
using	GPR	with	ARD	exponential	kernel	functions	in	comparison	to	the	experimental	results.	
Interestingly,	we	observe	that	the	predictions	using	ARD	kernel	exhibits	notable	improvement	
in	comparison	to	exponential	kernel	function	(see	Fig.	3(a))	as	evidenced	by	the	R2	values	of	
0.925	and	0.878	for	 the	training	and	test	set,	 respectively.	This	could	be	attributed	to	the	
variable	length	scale	parameter	employed	in	ARD	kernels	due	to	which	the	predictions	can	be	
improved	by	assigning	differential	relevance	to	the	points	in	the	dataset.	Overall,	these	results	
suggest	that	GPR	with	ARD	kernels	can	significantly	outperform	NN,	especially	in	the	case	of	
small	datasets.	
	
(b) 
(e) (d) 
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Figure	3.	Predicted	Young’s	modulus	(in	GPa)	of	calcium	aluminosilicate(CAS)	using	the	
GPR	with	respect	to	the	measured	values,	taking	kernel	function	as	(a)	exponential,	(b)	
ARD	exponential.	The	symbols	represent	the	mean	predicted	values	and	error	bars	
represent	the	standard	deviation	corresponding	to	each	mean	prediction.	
		
Now,	we	focus	on	the	predictions	of	the	Young’s	modulus	for	the	three	glass	compositions	
using	GPR	with	ARD	exponential	kernel.	Figures	4(a)–(c)	shows	the	predicted	Young’s	modulus	
for	the	NCS,	NGS,	and	NBS	glasses	using	GPR	in	comparison	to	their	experimental	values.	We	
observe	 that	 the	 predictions	 from	 the	 GPR	 exhibits	 a	 close	match	with	 the	 experimental	
values	both	for	the	training	and	test	sets.	This	is	confirmed	by	the	high	R2	values	for	each	of	
the	glasses.	Further,	the	standard	deviation	corresponding	to	each	of	the	predicted	values	is	
represented	 by	 the	 error	 bars.	 This	 provides	 a	 quantitative	 measure	 of	 the	 reliability	
corresponding	to	each	predicted	value,	thereby	improving	the	confidence	in	the	predictions.	
Overall,	this	establishes	the	robustness	and	transferability	of	GPR	to	predict	properties	even	
from	a	small	dataset.		
	
Further,	Table	3	shows	the	standard	deviation	of	the	input	values	and	the	predicted	Young’s	
modulus	 values	 obtained	 from	 the	 GPR	 for	 different	 glass	 compositions.	 Note	 that	 the	
standard	deviation	of	the	training	set	represents	the	level	of	“noise”	present	in	the	signals	
used	for	training.	On	the	other	hand,	the	standard	deviation	in	the	test	set	correspond	to	the	
uncertainty	in	the	prediction	given	the	distribution	of	the	training	data.	We	observe	that	the	
standard	deviation	for	the	Young’s	modulus	varies	for	each	glass	compositions.	It	is	found	to	
be	significantly	 lower	 for	glass	compositions	having	 low	 input	“noise”,	 suggesting	 that	 the	
reliability	of	predictions	can	be	improved	by	using	a	consistent	and	accurate	dataset.	Even	for	
the	 high	 noise	 values	 for	 the	 input	 compositions,	 it	 should	 be	 noted	 that	 the	 standard	
deviation	observed	here	is	indeed	low	considering	the	range	of	the	Young’s	modulus	values	
for	the	glasses.		
(a) 
	 10	
	 	 	
Figure	4.	Predicted	Young’s	modulus	(in	GPa)	with	respect	to	measured	values	for	(a)	
sodium	calcium	silicate	(NCS),	(b)	sodium	germanium	silicate	(NGS),	and	(c)	sodium	
borosilicate	(NBS)	glasses	using	GPR	with	ARD	exponential	kernel	function,	respectively.	
Note	that	the	symbols	represent	the	mean	predicted	value	and	error	bars	represent	the	
standard	deviation	corresponding	to	each	predicted	value.	
	
	
Table	3:	Standard	deviation	of	the	Young’s	modulus	values	obtained	from	the	GPR	with	
ARD	exponential	kernel	function	for	different	glass	compositions	considered.	
	 Standard	deviation	of	Young’s	modulus	(GPa)	in	the:	
Glass	 training	set	 test	set	
CAS	 3.052	 4.027	
NCS	 0.828	 1.523	
NGS	 0.052	 0.561	
NBS	 0.362	 1.822	
	
DISCUSSION	
Now,	 we	 compare	 the	 predictive	 capability	 of	 two	 commonly	 used	methods–MM	model	
(analytical	 physics-based	 method),	 and	 NN	 (parametric	 machine	 learning	 method)–with	
respect	 to	 the	GPR	with	ARD	exponential	kernel	 functions.	Note	 that	 the	 results	 from	NN	
correspond	to	that	of	the	optimized	NN,	that	is,	ensuring	there	is	no	overfitting.	Figures	5(a)	
to	5(d)	shows	the	predicted	Young’s	modulus	 in	comparison	to	the	measured	values	using	
MM	model,	NN,	and	GPR	with	ARD	exponential	function	for	the	four	chosen	glasses,	namely,	
CAS,	NCS,	NBS,	and	NGS,	respectively.	First,	we	observe	that	the	machine	learning	methods,	
that	is,	NN	and	GPR,	significantly	outperforms	the	MM	model.	This	is	evident	from	the	low	R2	
values	 of	 0.307,	 0.547,	 and	 0.233	 for	 CAS,	 NCS,	 and	 NBS	 glasses	 (see	 Figs.	 5(a)–(c)),	
respectively,	for	MM	model.	This	is	ascribed	to	the	fact	that	the	MM	model	is	essentially	a	
linear	additive	model	wherein	stiffness	is	a	linear	functional	of	the	composition	and	density	
of	glasses	(see	Methodology).	As	such,	MM	model	is	inherently	unable	to	capture	any	non-
linearity	in	the	composition–Young’s	modulus	relationship,	which	is	commonly	observed	in	
silicate	glasses.	While	MM	model	is	known	to	provide	a	reasonable	estimate	of	the	order	of	
magnitude,	it	systematically	under-/over-predicts	the	slope.	Further,	it	is	notoriously	unable	
to	 predict	 the	 Young’s	modulus	 of	 glasses	 containing	 borate	 species31.	 This	 is	 due	 to	 the	
differential	coordination	number	boron	can	take	depending	on	the	cations.	
Second,	GPR	clearly	outperforms	NN	for	all	the	glass	compositions	chosen.	This	is	exemplified	
by	the	high	R2	values	of	0.912,	0.910,	0.981,	and	0.999,	for	CAS,	NCS,	NBS,	and	NGS	glasses,	
respectively,	predicted	using	GPR	with	ARD	exponential	kernel	functions	(see	Figs.	5(a)–(d)).	
(b) (c) (a) 
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This	is	due	to	the	unique	ability	of	GPR	to	capture	the	model	uncertainty	by	identifying	the	
underlying	 probability	 distribution	 from	 which	 the	 data	 is	 sampled.	 Thanks	 to	 the	
nonparametric	nature	of	GPR,	it	is	independent	of	any	structural	limitation	(hidden	layers	and	
number	of	hidden	layer	units	as	in	the	case	of	NN)	and	can	be	used	even	for	a	small	dataset	
to	obtain	reliable	predictions	without	overfitting.	On	the	contrary,	NN	is	limited	by	the	specific	
model	structure	to	be	learned	and	hence,	can	exhibit	overfitting5	depending	the	data	size	and	
the	model	structure	such	as	number	of	hidden	layers	and	hidden	layer	units.		
Third,	GPR	can	better	capture	the	data	variability	due	to	the	dedicated	covariance	(kernel)	
function,	a	functional	handle	which	NN	do	not	have	employed	in	the	model.	In	other	words,	
upon	training,	GPR	identifies	the	underlying	distribution	for	the	dataset	wherein	the	mean	
corresponds	to	the	predicted	value,	with	the	confidence	interval	of	prediction	provided	by	
the	standard	deviation.	Thus,	GPR	enables	one	to	identify	whether	the	predictions	from	the	
model	are	reliable	or	not	in	a	quantitative	manner	(see	Table	3),	thereby	addressing	one	of	
the	fundamental	issues	in	using	ML	methods	for	property	prediction.	This	is	in	contrast	with	
NN,	where	just	one	output	value	is	obtained	as	the	prediction.	As	such,	the	model	uncertainty	
is	 not	 accurately	 captured	 by	 the	 NN.	 This	 makes	 it	 challenging	 to	 identify	 whether	 the	
predictions	from	NN	for	a	new	data	set	or	an	extrapolation	are	reliable	or	not.		
Finally,	using	ARD	kernel	with	GPR	exhibits	 improved	results	with	respect	 to	ordinary	GPR	
with	exponential	function.	This	is	attributed	to	the	nature	of	the	length	scale	parameter	which	
determine	the	relevancy	of	input	data	to	the	regression.	In	the	case	of	GPR	with	exponential	
kernel	function,	the	length	scale	parameter	is	kept	constant.	On	the	other	hand,	in	the	case	
of	 ARD	 exponential	 kernel	 function,	 the	 length	 scale	 parameter	 is	 treated	 as	 a	 variable.	
Accordingly,	depending	on	the	relevance	of	the	input	with	respect	to	the	output,	the	length	
scale	parameter	is	tuned	so	as	to	maximize	the	predictive	capability.	For	example,	if	an	input	
is	irrelevant	for	regression	output,	the	length	scale	parameter	is	increased	so	that	the	kernel	
functions	attains	a	 low	value	and	vice-versa.	 This	 is	apparent	from	the	R2	values	reported	
herein.	GPR	model	 trained	with	ARD	exponential	kernel	 function	significantly	outperforms	
the	GPR	model	trained	with	exponential	kernel	function.	
	
	 	
(b) (a) 
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Figure	5.	Comparing	the	three	different	models	(MM	model,	GPR	and	NN)	for	(a)	calcium	
aluminosilicate	(CAS),	(b)	sodium	calcium	silicate	(NCS),	(c)	sodium	borosilicate	(NBS)	
glasses,	and	(d)	sodium	germanium	silicate	(NGS).	Note	that	NGS	contains	only	two	
models	(GPR	and	NN)	due	to	unavailability	of	data	for	MM	model.	
	
CONCLUSIONS	
Overall,	we	 present	 a	 robust	methodology	 using	GPR	 to	 predict	 the	 properties	 of	 silicate	
glasses.	We	show	that	GPR	provides	rigorous	estimates	for	the	Young’s	modulus	for	a	wide	
range	 of	 glass	 compositions,	 even	 for	 small	 datasets.	 Since	 GPR	 identifies	 the	 underlying	
distribution	corresponding	to	a	dataset,	the	standard	deviation	of	the	distribution	obtained	
can	 quantitatively	 provide	 the	 reliability	 of	 the	 predictions.	 Further,	 thanks	 to	 the	 non-
parametric	 nature	 of	 GPR,	 it	 avoids	 overfitting	 even	 for	 a	 small	 dataset,	 which	 is	 a	
fundamental	 issue	 observed	 in	 NN.	 Finally,	 the	 methodology	 presented	 herein	 is	 highly	
transferable	and	can	be	used	to	develop	glass	compositions	with	tailored	properties,	thereby	
accelerating	the	development	of	novel	functional	glasses.	
	
ACKNOWLEDGEMENTS	
The	authors	acknowledge	the	financial	support	for	this	research	provided	by	the	Department	
of	 Science	 and	 Technology,	 India	 under	 the	 INSPIRE	 faculty	 scheme	
(DST/INSPIRE/04/2016/002774).	The	authors	thank	the	IIT	Delhi	HPC	facility	for	providing	the	
computational	and	storage	resources.	
	
	
REFERENCES	
	
1.	 Mauro,	J.	C.	&	Zanotto,	E.	D.	Two	Centuries	of	Glass	Research:	Historical	Trends,	Current	
Status,	and	Grand	Challenges	for	the	Future.	International	Journal	of	Applied	Glass	
Science	5,	313–327	(2014).	
(c) (d) 
	 13	
2.	 Mauro,	J.	C.,	Tandia,	A.,	Vargheese,	K.	D.,	Mauro,	Y.	Z.	&	Smedskjaer,	M.	M.	Accelerating	
the	Design	of	Functional	Glasses	through	Modeling.	Chemistry	of	Materials	28,	4267–
4277	(2016).	
3.	 Varshneya,	A.	K.	Fundamentals	of	Inorganic	Glasses.	(Elsevier,	2013).	
4.	 Mauro,	J.	C.	Grand	challenges	in	glass	science.	Glass	Science	1,	20	(2014).	
5.	 Cassar,	D.	R.,	de	Carvalho,	A.	C.	P.	L.	F.	&	Zanotto,	E.	D.	Predicting	glass	transition	
temperatures	using	neural	networks.	Acta	Materialia	159,	249–256	(2018).	
6.	 Anoop	Krishnan,	N.	M.	et	al.	Predicting	the	dissolution	kinetics	of	silicate	glasses	using	
machine	learning.	Journal	of	Non-Crystalline	Solids	487,	37–45	(2018).	
7.	 Bassman,	L.	et	al.	Active	learning	for	accelerated	design	of	layered	materials.	npj	
Computational	Materials	4,	74	(2018).	
8.	 Gopakumar,	A.	M.,	Balachandran,	P.	V.,	Xue,	D.,	Gubernatis,	J.	E.	&	Lookman,	T.	Multi-
objective	Optimization	for	Materials	Discovery	via	Adaptive	Design.	Scientific	Reports	8,	
3738	(2018).	
9.	 Gu,	G.	X.,	Chen,	C.-T.	&	Buehler,	M.	J.	De	novo	composite	design	based	on	machine	
learning	algorithm.	Extreme	Mechanics	Letters	18,	19–28	(2018).	
10.	Specht,	D.	F.	A	general	regression	neural	network.	IEEE	transactions	on	neural	networks	
2,	568–576	(1991).	
11.	Bishop,	C.	M.	Neural	Networks	for	Pattern	Recognition.	(Clarendon	Press,	1995).	
12.	Bishop,	C.	M.	Pattern	Recognition	and	Machine	Learning.	9	
13.	Dreyfus,	C.	&	Dreyfus,	G.	A	machine	learning	approach	to	the	estimation	of	the	liquidus	
temperature	of	glass-forming	oxide	blends.	Journal	of	Non-Crystalline	Solids	318,	63–78	
(2003).	
	 14	
14.	DeVries,	P.	M.	R.,	Viégas,	F.,	Wattenberg,	M.	&	Meade,	B.	J.	Deep	learning	of	aftershock	
patterns	following	large	earthquakes.	Nature	560,	632	(2018).	
15.	Gubernatis,	J.	E.	&	Lookman,	T.	Machine	learning	in	materials	design	and	discovery:	
Examples	from	the	present	and	suggestions	for	the	future.	Phys.	Rev.	Materials	2,	
120301	(2018).	
16.	Teschendorff,	A.	E.	Avoiding	common	pitfalls	in	machine	learning	omic	data	science.	
Nature	Materials	1	(2018).	doi:10.1038/s41563-018-0241-z	
17.	Mauro,	J.	C.,	Tandia,	A.,	Vargheese,	K.	D.,	Mauro,	Y.	Z.	&	Smedskjaer,	M.	M.	Accelerating	
the	Design	of	Functional	Glasses	through	Modeling.	Chem.	Mater.	28,	4267–4277	
(2016).	
18.	Brauer,	D.	S.,	Rüssel,	C.	&	Kraft,	J.	Solubility	of	glasses	in	the	system	P2O5–CaO–MgO–
Na2O–TiO2:	Experimental	and	modeling	using	artificial	neural	networks.	Journal	of	Non-
Crystalline	Solids	353,	263–270	(2007).	
19.	Cassar,	D.	R.,	de	Carvalho,	A.	C.	P.	L.	F.	&	Zanotto,	E.	D.	Predicting	glass	transition	
temperatures	using	neural	networks.	Acta	Materialia	159,	249–256	(2018).	
20.	Yang,	K.	et	al.	Prediction	of	Silicate	Glasses’	Stiffness	by	High-Throughput	Molecular	
Dynamics	Simulations	and	Machine	Learning.	arXiv:1901.09323	[cond-mat,	
physics:physics]	(2019).	
21.	Anoop	Krishnan,	N.	M.	et	al.	Predicting	the	dissolution	kinetics	of	silicate	glasses	using	
machine	learning.	Journal	of	Non-Crystalline	Solids	487,	37–45	(2018).	
22.	Abrahart,	R.	J.	&	White,	S.	M.	Modelling	sediment	transfer	in	Malawi:	comparing	
backpropagation	neural	network	solutions	against	a	multiple	linear	regression	
benchmark	using	small	data	sets.	Physics	and	Chemistry	of	the	Earth,	Part	B:	Hydrology,	
Oceans	and	Atmosphere	26,	19–24	(2001).	
	 15	
23.	Mao,	R.,	Zhu,	H.,	Zhang,	L.	&	Chen,	A.	A	New	Method	to	Assist	Small	Data	Set	Neural	
Network	Learning.	in	Sixth	International	Conference	on	Intelligent	Systems	Design	and	
Applications	1,	17–22	(2006).	
24.	Dreiseitl,	S.	&	Ohno-Machado,	L.	Logistic	regression	and	artificial	neural	network	
classification	models:	a	methodology	review.	Journal	of	Biomedical	Informatics	35,	352–
359	(2002).	
25.	Tu,	J.	V.	Advantages	and	disadvantages	of	using	artificial	neural	networks	versus	logistic	
regression	for	predicting	medical	outcomes.	Journal	of	Clinical	Epidemiology	49,	1225–
1231	(1996).	
26.	Rasmussen,	C.	E.	Gaussian	Processes	in	Machine	Learning.	in	Advanced	Lectures	on	
Machine	Learning:	ML	Summer	Schools	2003,	Canberra,	Australia,	February	2	-	14,	2003,	
Tübingen,	Germany,	August	4	-	16,	2003,	Revised	Lectures	(eds.	Bousquet,	O.,	von	
Luxburg,	U.	&	Rätsch,	G.)	63–71	(Springer	Berlin	Heidelberg,	2004).	doi:10.1007/978-3-
540-28650-9_4	
27.	Williams,	C.	K.	I.	&	Rasmussen,	C.	E.	Gaussian	Processes	for	Regression.	in	Advances	in	
Neural	Information	Processing	Systems	8	(eds.	Touretzky,	D.	S.,	Mozer,	M.	C.	&	
Hasselmo,	M.	E.)	514–520	(MIT	Press,	1996).	
28.	Kodamana,	H.	et	al.	Approaches	to	robust	process	identification:	A	review	and	tutorial	of	
probabilistic	methods.	Journal	of	Process	Control	66,	68–83	(2018).	
29.	Kodamana,	H.,	Raveendran,	R.	&	Huang,	B.	Mixtures	of	Probabilistic	PCA	With	Common	
Structure	Latent	Bases	for	Process	Monitoring.	IEEE	Transactions	on	Control	Systems	
Technology	27,	838–846	(2019).	
	 16	
30.	Lookman,	T.,	Balachandran,	P.	V.,	Xue,	D.	&	Yuan,	R.	Active	learning	in	materials	science	
with	emphasis	on	adaptive	sampling	using	uncertainties	for	targeted	design.	npj	
Computational	Materials	5,	21	(2019).	
31.	Plucinski,	M.	&	Zwanziger,	J.	W.	Topological	constraints	and	the	Makishima–Mackenzie	
model.	Journal	of	Non-Crystalline	Solids	429,	20–23	(2015).	
32.	 INTERGLAD	Ver.	7.	Available	at:	
http://www.newglass.jp/interglad_n/gaiyo/outline_e.html.	(Accessed:	10th	February	
2019)	
33.	Bauchy,	M.	Structural,	vibrational,	and	elastic	properties	of	a	calcium	aluminosilicate	
glass	from	molecular	dynamics	simulations:	The	role	of	the	potential.	The	Journal	of	
Chemical	Physics	141,	024507	(2014).	
34.	Loewenstein,	W.	The	distribution	of	aluminum	in	the	tetrahedra	of	silicates	and	
aluminates.	American	Mineralogist	39,	92–96	(1954).	
35.	Laurent,	O.,	Mantisi,	B.	&	Micoulaut,	M.	Structure	and	Topology	of	Soda-Lime	Silicate	
Glasses:	Implications	for	Window	Glass.	The	Journal	of	Physical	Chemistry	B	118,	12750–
12762	(2014).	
36.	Yu,	Y.	et	al.	Hardness	of	silicate	glasses:	Atomic-scale	origin	of	the	mixed	modifier	effect.	
Journal	of	Non-Crystalline	Solids	489,	16–21	(2018).	
37.	Wang,	M.	et	al.	A	new	transferable	interatomic	potential	for	molecular	dynamics	
simulations	of	borosilicate	glasses.	Journal	of	Non-Crystalline	Solids	498,	294–304	
(2018).	
38.	Haykin,	S.	&	Network,	N.	A	comprehensive	foundation.	Neural	Networks	2,	41	(2004).	
39.	Wang,	S.-C.	Interdisciplinary	computing	in	Java	programming.	743,	(Springer	Science	&	
Business	Media,	2012).	
	 17	
40.	Makishima,	A.	&	Mackenzie,	J.	D.	Direct	calculation	of	Young’s	moidulus	of	glass.	Journal	
of	Non-Crystalline	Solids	12,	35–45	(1973).	
	
