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ABSTRACT 
Necessary and sufficient conditions are given for a nonnegative integral matrix to 
have nonnegative integral generalized inverses of various types, and the possible ranks 
of these inverses are determined. More generally, conditions are also given for matrices 
to have generalized inverses over certain subsets of the nonnegative reals forming 
monoids under addition and multiplication. Many of our results are adapted from 
results of Berman and Plemmons [3-61 on real matrices. 
I. INTRODUCTION 





where X is an n Xm real matrix and T denotes the transpose. The unique 
matrix X satisfying all four equations is known as the MoorePenrose inverse 
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of A and is denoted by A’. Next let A{i, i, . . . , I} denote the set of matrices X 
which satisfy Eqs. (i),(i), . . . , (I) from among Eqs. (l)-(4). A matrix X E 
A{i,i,...,Z} is called an {i,j,..., 1}-inverse of A, and is denoted by A(‘,i,.‘.“). 
Now suppose A is a square matrix, and supplement the Penrose equations 
by the equations 
AkXA =Ak, (lk) 
AX=XA, (5) 
where k is a positive integer. Then, if k is the index [2] of A, the unique 
{l”, 2,5}-inverse of A is known as the Drazin [8] inverse of A and is denoted 
by Acd). In the particular case when A has index 1, Acd) is known as the group 
inverse of A, the unique commuting { 1,2}-inverse of A, denoted by A#. The 
reader can see [2] for various properties of all of the above generalized 
inverses. 
Previous papers such as [l] and [lo] h ave investigated integral generalized 
inverses of integral matrices. In this paper we are primarily concerned with 
conditions for matrices to have nonnegative integral generalized inverses. 
Necessary and sufficient conditions are given for a nonnegative integral 
matrix to have nonnegative integral generalized inverses of various types, and 
the possible ranks of these inverses are determined. More generally, condi- 
tions are also given for matrices to have generalized inverses over certain 
subsets of the nonnegative reals forming monoids under addition and multipli- 
cation. Many of our results are adapted from results of Berman and Plemmons 
13-61 on real matrices. 
We will use R(A) to denote the range of A, and N(A) the null space of A. 
II. SOME CHARACTERIZATION THEOREMS AND RANKS 
Our first theorem gives results on nonnegative integral matrices which are 
counterparts to results in [4] on nonnegative real matrices. 
THEOREM 1. Let A be an mX n nonnegative integral matrix of rank r. 
Then 
(i) A has a nonnegative integral { I)-inverse if and only if there exist 
permutation matrices P, Q such that 
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(ii) A has a nonnegative integral { 1,3}-inverse if and only if there exist 
permutation matrices P, Q such that 
PAQ= 4 * ( 1 0 0’ 
(iii) A has a nonnegative integral { 1,4}-inuerse if and only if there exist 
permutation matrices P, Q such that 
PAQ= : ’ , 
( 1 0 
(iv) A’ is nonnegative and integral if and only if there exist permutation 
matrices P, Q such that 
Proof. (i) *: We assume A has a nonnegative integral { 1}-inverse. With 
the aid of Theorem 2 in [9] we can proceed along lines similar to the proof in 
Theorem 4 of [4] and thus obtain a permutation matrix P,, an integral matrix 
H with full row rank r, and an integral matrix N such that 
P,A= * 
( j NH ’ 
Hence. 
A=Pr( $j=Pr( ;jH=FH, 
where 
and A = FH is a nonnegative integral full-rank factorization. 
Since A has a nonnegative integral {l}- inverse, every consistent system 
Ax= b, b>O and integral, has a nonnegative integral solution. Now, suppose 
Hx= b, b 3 0 and integral. Then Ax= FHx is nonnegative and integral. Hence, 
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there exists v>O and integral such that FZZv =FZZzr. But since F has a left 
inverse, we then have NV= Hx. Thus, every consistent system Hx= b, b 30 
and integral, has a nonnegative integral solution. 
Since H has full row rank, H has a right inverse R, so that HR=I,. Then 
from the previous paragraph, H has a nonnegative integral right inverse S, so 
that HS=I,, and hence HSH=H. Similarly to P,A above, we then have a 
permutation matrix Q, an rX r nonsingular integral matrix H,, and an integral 
matrix C such that 
HQ=( H, I&C). 
Now, suppose H,y=b, b>O and integral. Then 
HQ( ;)=b, 
and so there exists u > 0 and integral such that Hu = b. Letting Q’u = w and 
Wl 
w= ( 1 w2 ’ 
we then have HQw = b, so that 
P1 
Thus, H,( w1 + Cw2)= b, and every system H,y = b, b>O and integral, has a 
nonnegative integral solution. 
Now, H, is nonsingular, so that H, HI- ’ = I,. From the previous paragraph 
H,’ is then nonnegative and integral. Hence, H, is monomial [4], and so 
H, = DQ1, where D is a diagonal matrix with positive diagonal entries and Qr 
-I is a permutation matrix. Since H, is integral, D must be I and hence 
H, = Q1. Thus, 
HQ=( Ql QlC)=Q@r C)> 
and so 
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But is simply a permutation of the columns of 
exists a permutation matrix Pz such that 
, and hence there 
4( ;)Ql=( il) 
for some Ni. Thus 
C)Q* 
which proves (i) =+. 
* : Clearly, 
is a nonnegative integral { 1 }-inverse. 
(ii): From Theorem 2 in [lo] we know that if A has an integral { 1,3}- 
inverse, then A has exactly r nonzero rows. The rest of the proof is clear from 
(9. 
(iii): The proof of (iii) is similar to that of (ii). 
(iv): Use (ii) and (iii). n 
Other results in [4] have counterparts for nonnegative integral matrices. 
For example: Let A be an m X n nonnegative integral matrix. Then, A has a 
nonnegative integral { l)-inverse if and only if A has a nonnegative integral 
full-rank factorization A=FG where F and G have nonnegative integral 
(1 }-inverses. In this case every nonnegative integral full-rank factorization of 
A has this property. 
We will have other full-rank factorization results later. 
We now discuss the possible ranks of the nonnegative integral generalized 
inverses. To do this we permute zero rows and columns to the last rows and 
columns of the matrix. 
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THEOREM 2. Let A be an m X n nonnegative integral matrix of rank r. 
(i) Suppose the set of nonnegative integral { 1}-inverses of A is nonvoid, 
and let 
PAQ= 
where P, Q are permutation matrices, no column of V, is zero, and no row of 
U, is zero. Then there exists a nonnegative integral { 1}-inverse of A of rank a 
precisely for those integers a satisfying r=~ad[r+min(l, p)+min(k, 9)]. 
(ii) Suppose the set of nonnegative integral {1,3)-inverses of A is non- 
void, and let 
where P, Q are permutation matrices and no column of U, is zero. Then there 
exists a nonnegative integral { 1,3)-inverse of A of rank a precisely for those 
integers CY satisfying rda<[r+min(l, k)]. 
(iii) Suppose the set of nonnegative integral {1,4)-inverses of A is non- 
void, and let 
where P, Q are permutation matrices and no row of U, is zero. Then there 
exists a nonnegative integral { 1,4}- inverse of A of rank a precisely for those 
integers a satisfying r<a<[r+min 1, k)]. 
Proof. We prove only (i); the proofs of (ii) and (iii) are similar. First, 
partition PAQ into the block form 
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Now, from [l], integral-A{ l} is the set of matrices of the form 
A(” + Z _ A(‘)AZ&$” (6) 
where A(‘) is a fixed integral {l}- inverse of A, and 2 is an arbitrary 
conformable integral matrix. Choosing 
A(” = Q 
and replacing Z by 
the expression in (6) reduces down to 
Q 1 I- (VI [ o)z,+z, ; +(vz ( i qz, : 01 1. z, p (7) z3 z‘l 
We now partition Z,, Z,, Z, conformably as 
and Z,= 
The expression in (7) becomes 
i 
I-(U,M, +K,U3 + U,G,U,) K, K, 
Q Ml G, G, P. ! (8) M2 G, G‘l 
The set of nonnegative integral {l}-’ inverses of A is the set of matrices of the 
form in (8) where all nine inside blocks are nonnegative and integral. Note 
that G, is pX1 and G, is kxq. 
Let p=r+min(I, p)+min(k, 9). We first show that there exists a non- 
negative integral {1}-inverse of A of rank (Y for each integer (Y such that 
r<(~</3. To do this set Z,, Z,, G,, and G, equal to zero. The form in (8) 
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becomes 
To obtain a nonnegative integral { l)-inverse of rank ,8 we then let G, =(gii), 
where 
if i=i, lbi< min(l, p), 
and G, be analogous. To obtain a nonnegative integral { 1}-inverse of rank (Y, 
where r<a </3, simply change an appropriate number of l’s to O’s in the 
above G, and G,. 
The hard part is to show that /3 is the maximum rank of the nonnegative 
integral { 1}-inverses of A. Suppose that we have a particular nonnegative 
integral { 1}-inverse and so particular nonnegative integral matrices Z,, Z,, Z,, 
where Z - (Us M, + K ,V, + L&G ,U, ) is nonnegative. Let A r = I - (Us M, + K rUs 
+&G&L). 
Suppose that there exists a nonzero entry yii in Mr. Since no column of U, 
is zero, there exists a nonzero entry xti in the ith column of U,. The 
(t, i)-entry of L&M, is at least xtiyi,. But A, >O. Hence t=/, xti = yii =l, and 
the (i, i)-entry of A r is zero. Now, if there were another nonzero entry in 
column j of M,, the (j, j)-entry of A, would be negative. Thus, each nonzero 
column of M, is a unit vector, and the corresponding column of A, is zero. 
(Note also that in the above, the ith column of U, must be a unit vector.) 
In a similar way the following facts can be shown. Each nonzero row of 
K, is a unit vector, and the corresponding row of A, is zero. Each nonzero 
column of G, is a unit vector, and for each of these a 1 in A, is eliminated. 
The l’s in G, cannot be in the same rows as the l’s in M, or in the same 
columns as the l’s in K,. The l’s in M, cannot occur in the same rows, the l’s 
in K, cannot occur in the same columns, and the l’s in G, cannot occur in the 
same rows. 
From the above, there are exactly r l’s in , and there exist 
permutation matrices Qr, I’, such that 
I, 0 K; 
0 0 G; 
M& Gj G, 
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It is then clear that the rank of the particular { l)-inverse is </3. The proof of 
Theorem 2 is now complete. n 
We now further discuss the nonnegative integral { 1}-inverses of A. When 
there is at least one zero row or column in A, there are an infinite number of 
these inverses of the various possible ranks. This follows because in the form 
in (8), K,, G,, M,, G,, and G, are completely arbitrary nonnegative integral 
conformable matrices. 
However, when there are no zero rows or columns in A, all of these 
inverses are of rank r and there are only a finite number of them. These 
inverses are determined by permissible choices of unit vectors in M,, K,, G,, 
and these unit vectors are determined by the location of unit vectors in U, 
and U, in the following way. Take any set of unit column vectors in U,, where 
the l’s occur in different rows, and secondly, any set of unit row vectors in 
U,, where the l’s occur in different columns. For each row number (in U,) of 
the 1 of a vector in the first set which is the same as the column number (in 
U,) of the 1 of a vector in the second set, a unit vector can be chosen in a 
specified column of G,. For the remaining unit column vectors (unit row 
vectors) in the first set (second set), unit vectors can be chosen in specified 
columns (rows) of M, (K,). A formula for these inverses of rank T is given as 
follows. Let &‘1 = {e,,,. . . , e, } be the set of distinct unit column vectors in U, 
and G2={fi,,..., f,‘,,} be tl?e set of distinct unit row vectors in U,. Suppose 
the s1 vectors in G, are repeated in U, with multiplicities cl,. . . , c,,, respec- 
tively, and the s2 vectors in &, are repeated in U, with multiplicities 
d l,. . . , ds2, respectively. Also assume that the vectors in &, and &2 are ordered 
so that for precisely the first h vectors in each set, the row number (in U,) of 
the 1 in ei is the same as the column number (in U,) of the 1 in 6. Then, the 




a p_=x[( IJ ci+l)ilx tdi+llia (4di+1)jl]r 
I 2 3 
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where the sum in a2 is taken over all possible disjoint unions xi U ‘f& U x, of 
{I,..., h}. The derivation of this formula is somewhat complicated and is 
omitted. In the event that there are no unit column vectors in U, and no unit 
row vectors in U,, the unique nonnegative integral (l}-inverse of A of rank r 
is 
Similar comments hold for the { 1,3}- and { 1,4}-inverses. 
For an integral matrix A we know from Theorem 4 in [l] that A has an 
integral { l}-inverse if and only if every consistent system Ax=b, b integral, 
has an integral solution. For nonnegative integral matrices the situation is not 
as simple. 
THEOREM 3. Let A be an mXn nonnegative integral matrix of rank r. 
Then A has a nonnegative integral { 1}-inverse if and only if 
(i) A has a nonnegative integral full-rank factorization A=FG, where 
for some permutation matrix P, some r Xr diagonal matrix D with positive 
diagonal entries, and some integral matrix N (i.e., F has a monomial 
submatrix of order r and the other rows are integral linear combinations of the 
rows of this s&m&$x). 
(ii) Every consistent system Ax= b, b>O and integral, has a nonnegative 
integral solution. 
Proof. a: From Theorem l(i), there exist permutation matrices P, Q 
such that 
PAQ=( 1; Ly 
for some L,, L,. Hence, writing 
(I, LdQT 
yields (i). That (ii) follows is clear. 
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*: We first show that F has the property of A given in (ii). Suppose 
Fy=c, c>O and integral. Now, G defines an onto mapping. So there exists an 
x such that Gx=y. Hence, Ax=FGx=c. From (ii), there exists ~20 and 
integral such that Av=Ax, or FGv=FGx. But, F has a left inverse and so 
y=Gx=Gu, 
which is nonnegative and integral. Hence, every consistent system Fy =c, 
c 2 0 and integral, has a nonnegative integral solution. 
Now, 
P=(P 0)P 
is a { 1,2}-inverse of F, and 
F8= PT 
a nonnegative integral matrix. Hence, from the previous paragraph, 
F$cFK’$~“‘, 
where K kx”’ denotes the set of nonnegative rXm matrices over the 
Then 
integers. 
But sF=Z, and thus 6 is nonnegative and integral (and so D= D ~ ’ =I,). 
Now, G also has the property of A given in (ii) and hence a nonnegative, 
integral (1,2}-inverse, say G (one can see the argument for H given in the 
proof of Theorem 1). 
Thus, it is easily seen that &is in fact a nomregative integral { 1,2}-inverse 
of A. 4 
REMARK 1. For a nl X n nonnegative real matrix A, the following result 
can be proved. A has a nonnegative { l)-inverse if and only if: 
(i) A has a nonnegative full-rank factorization. 
(ii) Every consistent system Ax = b, b 20, has a nonnegative solution. 
This result is also contained in Theorem 1 of [IS]. 
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REMARKS. Condition (ii) in Theorem 3 can be phrased in the following 
way: 
AXEK”; =+ XEK; +h’( A), 
where KT denotes the set of nonnegative m-vectors over the integers. This 
way of phrasing the condition is analogous to the weak monotonicity dis- 
cussed in [6] for real matrices. We will return to monotonicity later. 
REMARK 3. We cannot drop any of the conditions in (i) and (ii) of 
Theorem 3. Consider the following examples: 
(a) Let 
Suppose 
where u, v, w are nonnegative integers. Then x+-z= w -u is an integer, so 
that u = 2( x + Z) is an even integer. Hence, 
and thus condition (ii) holds. 
Now, since condition (ii) holds, if A= FG is any nonnegative integral 
full-rank factorization, G has a nonnegative integral { I}-inverse (again, one 
can see the argument for H given in the proof of Theorem 1). Hence, for our 
given A, it follows from Theorem 1 that the matrix G must have two unit 
column vectors. It is then easy to check that the only nonnegative integral 
full-rank factorizations of A are 
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However, condition (i) clearly does not hold for either of these factorizations. 
Now, A does not have a nonnegative integral { 1}-inverse, as can be seen 
from Theorem 1. Note however that A has a nonnegative { 1}-inverse, e.g. 
i 0 $ 0 1 0’ oy I 
and an integral { l}-inverse, e.g, 
l 200 3 0 l-2. -1 0 I 
(b) Let A = FG, where 
Condition (i) holds, as 
i 0 1 0 2 i 
with D=( i i), N=(i : ). 
Now the system 
1 
has ( 1 + as the only solution, and so (ii) fails to hold. Here in fact A has no 
integral { 1}-inverse. 
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III. GENERALIZED INVERSES OVER MORE GENERAL SETS 
In the first three theorems A has been a nonnegative integral matrix. 
However, we can be more general in most of the remaining results of this 
paper. Let S denote any subset of R + with the following properties: 
(i) S is closed under + and X. 
(ii) 0,l ES. 
In particular, S then forms monoids under + and X. We first observe that 
Theorem 5 in [ I] can be proved for matrices and vectors over S. 
THEOREM 4. Let A be an mX n matrix over S. Then the following 
statements are equivalent: 
(i) Every system Ax= b, bES”, has a least-squares solution in S”. 
(ii) A has a {1}-inverse in SnXm, and AA’ ~~~~~~ 
(iii) A has a { 1,3}-inverse in Snx”. 
(iv) ATAx=ATb has a solution in S” for every b E S”. 
(v) ATA has a {I}-inverse in SnXn. 
Proof. Observe that (iii) holds if and only if 
AY=AA’ for some YE S”x”‘. (9) 
Then since ArAA’ =A* and (A’ )*AT =AA’, we have (9) ej ATA Y “AT for 
some Y ,Snx”’ * (iv). 
(v)=+(iv): Let (ATA) be a { 1}-inverse in Snx”. Since ATAx=ATb is 
always consistent, ( ATA)“‘ATb is then a solution in S” if beS”‘. 
(iii)*(ii): Let AC1x3) be a { 1,3}-inverse in SnXtn. Then AC1s3) is a { 1}-inverse 
of A, and since AA(‘,3’ =AA’, AA’ ES”lXm. That (iii)+(v), (ii)q(iii), and 
(i) e (iv) follow as in the proof of Theorem 5 in [ 11. n 
When S is the set of nonnegative integers, Theorem 4 determines when a 
nonnegative integral matrix A has a nonnegative integral { 1,3}-inverse. When 
S=R + , Theorem 4 determines when a nonnegative real matrix A has a 
nonnegative { 1,3}-inverse. For the latter, an equivalent condition (for real 
matrices in general) is that AT is row-monotone [3,6]: 
or 
ATx>O, XER(A) =+ x>O, 
AT&In, ==c. XER~U(R”*(A)). 
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For a nonnegative integral matrix A, it is an open question whether 
AkK; =+ ~EK”; U(RV(A)) 
implies that A has a nonnegative integral { 1,3}-inverse (K denotes the set of 
integers). 
We note that Theorems 6 and 7 in [l] can also be proved for matrices and 
vectors over S. 
IV. GROUP AND DRAZIN INVERSES 
We finally consider group and Drazin inverses of square matrices. S again 
will denote any subset of R + of the type described above. The proofs of 
Theorems 5 through 8 below are modifications of the proofs of Theorems 1 
and 2 in [5] on group monotonicity, and we give only the proof of Theorem 8 
here. 
THEOREM 5. Let A he an n X n real matrix. Then A# exists and A* E Snx” 
if and only if 
ArES”+N(A), rER(A) ==F. xES”. (10) 
THEOREM 6. Let A he an nX n real tnutrix with index k, k> 1. Then 
A(d) ~s”x” if arul only if 
AXES” +A’(Ak), xER(Ak) =j XES”. (11) 
When S is the set of nonnegative integers, Theorems 5 and 6 determine 
when a real square matrix has nonnegative integral group and Drazin 
inverses, respectively. 
The conditions in (10) and (11) are equivalent to 
and 
AXES” +N(A) - xES”U(R”\R(A)) 
AXES” +N(Ak) =+ rES”U(R”\R(Ak)), 
respectively. 
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We recall from Lemma 2 in [l] that every integral matrix A has an 
integral full-rank factorization. 
THEOREM 7. Let A be an nXn integral matrix, and let A= FG be an* 
integral full-rank factorization. Then A# exists and is integral if and only if 
Jdet GF I= 1. 
THEOREM 8. Let A be an nX n nonnegative integral matrix. Then A# 
exists and is nonnegative integral if and only if A has a nonnegative integral 
full-rank factorization A = FG where GF is a permutation matrix. In this case 
every nonnegative integral full-rank factorization of A has this property. 
Proof From [7], A# exists if and only if GF is nonsingular, in which case 
A#=F(GF)-2G. (12) 
Now if A* exists and is nonnegative integral, A then in particular has a 
nonnegative integral (I}-inverse. Hence, from the result stated after Theorem 
1, A has a nonnegative integral full-rank factorization A = FG, and in every 
such factorization, F has a nonnegative integral left inverse, say FL, and G has 
a nonnegative integral right inverse, say G,. Then using (12), 
which is nonnegative integral. Thus, GF is a permutation matrix. 
Conversely, if A = FG is a nonnegative integral full-rank factorization 
where GF is a permutation matrix, it is immediate from (12) that A# exists 
and is nonnegative integral. n 
We note that Theorem 6 was obtained independently by Pye [12] in the 
case that S=R i. 
The authors thank Professor Robert J. Plemmons for reading the original 
draft of this paper and for his comments and suggestions. 
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