Louisiana State University

LSU Digital Commons
LSU Doctoral Dissertations

Graduate School

6-13-2019

A Study on Large-scale Deep Learning in Bioinformatics and
Biomedical Applications
Shayan Shams
Louisiana State University and Agricultural and Mechanical College

Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_dissertations
Part of the Artificial Intelligence and Robotics Commons

Recommended Citation
Shams, Shayan, "A Study on Large-scale Deep Learning in Bioinformatics and Biomedical Applications"
(2019). LSU Doctoral Dissertations. 4965.
https://digitalcommons.lsu.edu/gradschool_dissertations/4965

This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It
has been accepted for inclusion in LSU Doctoral Dissertations by an authorized graduate school editor of LSU
Digital Commons. For more information, please contactgradetd@lsu.edu.

A STUDY ON LARGE-SCALE DEEP LEARNING
IN BIOINFORMATICS AND BIOMEDICAL
APPLICATIONS

A Dissertation
Submitted to the Graduate Faculty of the
Louisiana State University and
Agricultural and Mechanical College
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
in
Department of Computer Science

by
Shayan Shams
M.Eng., University of Malaya, 2014
B.Eng., Sadjad University of Technology, 2009
August 2019

Acknowledgments
I want to express my sincere gratitude to my advisor, Professor Seung-Jong Park, for
his constant support, mentorship, and friendship. As my advisor and the chair of the
committee, Dr. Seung-Jong Park has provided me with numerous enlightening pieces of
advice for my research and my life. He has not only mentored me in my academic life but
also showed me how to be a better man. His trust and support let me grow and learn
during my Ph.D.
I am sincerely thankful to the co-chair of the committee, Dr. Kisung Lee for his
guidance, motivation, and support throughout my Ph.D.
I would like to thank Dr. Jian Zhang and Dr. Seungwon Yang further for their support
and guidance through my research.
I am sincerely thankful to Dr. Tammy Dugas for her time, responsiveness, and guidance.
I would also like to acknowledge and thank my fellow students who have supported
me and helped me with the work in my dissertation; Richard Platania, Sayan Goswami,
Arghya Das, and Dipak Singh.
Most importantly, I want to thank and acknowledge my loving Wife, Marjan, who has
shown extraordinary patience and support over the years.

ii

Table of Contents
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
CHAPTER
1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.1. Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.2. Challenges of Using Deep Learning for Biological Data . . . . . . . . . . . . . . . .
1.3. Goal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.4. Objective. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.5. Technical Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.6. Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.

3.

4.

1
1
4
6
6
7
7

SUPERVISED REGION OF INTEREST DETECTION AND
DIAGNOSIS FOR BREAST CANCER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.2. Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.3. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8
8
10
14
22
27

TRANSFER LEARNING AND SEMI-SUPERVISED LEARNING FOR BREAST CANCER SCREENING AND DIAGNOSIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2. Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.3. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.4. Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

28
28
29
30
36
40

A SEMI-SUPERVISED PLATFORM FOR DNASE-SEQ DATA
ANALYTICS USING DEEP GENERATIVE CONVOLUTIONAL NETWORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.2. Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

42
42
44
46
52
56
58

iii

5.

DEEP LEARNING FOR SMALL AND MESSY DATA . . . . . . . . . . . . . . . . . . . . .
5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.3. Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.4. Discussion & Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

59
59
62
73
74

6.

CONCLUSION AND FUTURE WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

APPENDIX. COPYRIGHT INFORMATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

iv

List of Tables
2.1.

Region of Interest detection accuracy with varying overlap percentage thresholds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.

Classification results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3.

Classification comparison with other works using AUC. Their
best reported AUC for classification tasks using mammograms
was used. If AUC was unavailable, accuracy is used instead. . . . . . . . . . . . . . . . . . . 25

3.1.

Comparison with other works for whole image classification. . . . . . . . . . . . . . . . . . . 38

4.1.

Summary of the DNase-Seq data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.2.

Comparison of classification performance between DSSDA, other
ConvNet models, and previously used SVM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.1.

Results for di↵erent training methods for small breast histopathology images dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.2.

Training time in seconds for di↵erent training methods for small
breast histopathology images dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3.

Uncertainty in prediction for each class for di↵erent Bayesian
deep learning models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

v

List of Figures
2.1.

A diagram depicting the process of BC-DROID. Given a single
mammogram image, it will detect regions of interest and diagnose them as cancer or benign. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9

2.2.

Sample mammogram data from DDSM showing four di↵erent
views of breast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.

The left represents the pretraining of the model on the regions
of interest. The weights from the convolutional layers are then
used to initialize the model for training on the whole image. . . . . . . . . . . . . . . . . . . 18

2.4.

Our training architecture. We define one parameter server on
the first Knight’s Landing (KNL) node. More workers are defined based on the total number of KNL nodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5.

Activations of the first six convolution layers with respect to the
given input image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.6.

Screenshot of the website providing automated detection and
diagnosis of mammogram image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.7.

A comparison between the actual region of interest, as dictated
by a physician, and the region of interest predicted by the automated diagnosis tool. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.8.

The ROC curve for classification results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1.

a) DiaGRAM Architecture b) Residual Block in DiaGRAM . . . . . . . . . . . . . . . . . . 30

3.2.

Sample of real patch and images and a batch of size 64 from
generated patches and images after 10 and 100 epochs (each
image contains 64 small generated patches or images). . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3.

Sample of INbreast and DDSM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.4.

ROC curves for DDSM and INbreast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.5.

AUC for di↵erent configurations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.

Schematic illustration of DSSDA architecture. Here, as an example, the employed ConvNet architecture is AlexNet. . . . . . . . . . . . . . . . . . . . . . . . 49

4.2.

Comparison of classification AUC between DSSDA using the
fully-supervised learning mode and a best performing ConvNet
architecture, AlexNet (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
vi

4.3.

Comparison of classification performance between DSSDA (left)
in supervised mode and AlexNet (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4.

Visualization of learned embedding of di↵erent 3-mers via t-SNE. . . . . . . . . . . . . . 56

5.1.

Overall architecture of network used to obtain histopathology
image embedding. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.2.

Overall architecture for few-shot learning model for breast histopathology classification.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3.

Fully convolutional network containing three dense blocks (D N et)
used in our implementation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.4.

Dense block architecture used in our implementation. . . . . . . . . . . . . . . . . . . . . . . . . 72

5.5.

Overall architecture of CN N N et used in our comparisons. . . . . . . . . . . . . . . . . . . 72

vii

Abstract
Recent advances in Artificial Intelligence and deep learning have provided researchers
in various fields insights into the analysis of multiple datasets. These applications include
image analysis, text analysis, and many more. However, the e↵ectiveness of deep learning
in some areas, such as biomedical imaging and genomic research, has been overshadowed
by the variance in the types and complexity of data. This is in addition to the expensive
labeling process and the limited size of datasets in these fields. These challenges require
advanced deep learning models capable of learning from a small dataset and also from a
small number of labeled data in unsupervised and semi-supervised fashion. As a result,
the developed models for bioinformatics and biomedical data must be not only capable
of taking advantage of unique software and high-performance computing environment but
also capable of learning from heterogeneous datasets.
In developing e↵ective deep learning algorithms capable of learning from heterogeneous
datasets paired with the high-performance computing environment, we are able to not only
analyze large and complex datasets but also make training and inference efficient.
In this dissertation, I study and develop multiple deep learning techniques for bioinformatics and biomedical applications. First, I illustrate a supervised deep learning model for
lesion detection and breast cancer diagnosis from mammogram images. In the next chapter,
I will discuss the limitation of previous work and improve it by using a generative adversarial network which supports transfer learning. Then, I illustrate how a generative model
in a semi-supervised setting can be successfully applied to genomic data. Furthermore, I
study the development of Bayesian deep learning and few-shot learning models to alleviate
dependency on a large dataset and explore di↵erent methods to calculate uncertainty in
breast cancer prediction from microscopic breast histopathology images.

viii

Chapter 1. Introduction
Deep learning in contrast with conventional machine learning does not rely on handcrafted features but instead provides end-to-end solutions. As a result, deep learning is also
known as hierarchical learning since models learn from raw input data. This is in contrast to
conventional machine learning methods relying upon hand-crafted feature sets, requiring
a significant amount of domain knowledge. This capability is in fact closely related to
powerful representation learning, leading to discovery of latent features of a given data
set[1].
Deep learning models including Convolutional Neural Network (CNN), Generative Adversarial networks (GAN), and Long Short Term memory (LSTM), have been successful
in various fields such as video and image processing,text and speech recognition, medicine
and drug discovery, and Natural Language processing (NLP).Deep learning models have
achieved high accuracy results comparable or better than humans [2, 3, 4].
1.1.
1.1.1.

Background
Deep Learning

The continued development of deep learning has benefited researchers in a continually
growing number of domains. In fact, deep learning has been shown to have a benefit
towards many di↵erent varieties of data, including image, time-series, and text-based data.
As better computing resources and deep learning libraries continue to become more widely
available, the deep learning community will continue to grow and spread to various domains
and applications. One of the major domains that has begun seeing a surge of deep learning
is the field of biomedical research, which is a major focus of this thesis.
Arguably the largest basis for the growth of deep learning is the wide-spread applicability of Convolutional Neural Networks to various datasets. Competitions, such as
ILSVRC [5], have seen the continuous birth of new and better CNN models. Generally,
CNNs assume the input data is a raw image and, as such, have unique structural char-
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acteristics catered towards images. Most notably, CNNs have filters that are capable of
detecting patterns based on spatial-locality across entire images. This feature is the driving
force that makes CNNs e↵ective for image analysis.
However, CNN generally is not the most ideal candidate when the input data is temporally interdependent. CNNs do not keep the temporal correlation among input data.
As a result, the prediction or output are considered independently. On the other hand,
Recurrent Neural Networks (RNNs) preserve the temporal pattern in input data by using
the memory cell (internal state) which makes them better candidates for modeling the time
series data, such as text generation, signal processing, machine translation, speech recognition, generating image descriptions, and video tagging, where the output depends on a
sequence of word or pictures which are temporally connected. Recurrent Neural Networks,
are commonly used for input data exhibiting temporal dynamic behavior. A recurrent
neural network preserves the previous inputs while processing the current input and makes
a decision based on all previous time steps.
While models in supervised discriminative tasks learn the correlation between input and
labels, generative algorithms attempt to predict features given a certain label. Generative
Adversarial Networks (GANs), introduced by Goodfellow et al. in 2014, is a generative
algorithm using two neural networks competing against each other in a zero-sum game
framework [6]. In GAN architecture, the generator (one neural network) generates new
data samples while the discriminator evaluates them for authenticity. In other words, the
discriminator tries to decide if the sample belongs to real data or generated (fake) data.
Learning latent and hidden features of datasets and the underlying data distribution make
GAN a perfect candidate for image generation data augmentation and even classifying
tasks.
Most currently successful deep learning models for image analysis have used CNN
as their main architecture.

For example, AlexNet (2012), ZF Net (2013), VGG Net

(2014), GoogLeNet (2015), Microsoft ResNet (2015), Inception/ResNet (2016), and SENet

2

(2017) [7, 8, 9, 10, 11, 12] were the previous winners of the ImageNet competition for image
classification. In their implementation, they all used some form of a deep learning model
implemented using CNNs and reached the higher accuracy in comparison with other image analysis methods. He et al. even showed their model had outperformed humans in
identifying objects in digital images [13].
Deep learning has also been utilized in action recognition using time-series data such
as video. K Simonyan et al. used a two-stream CNN architecture incorporating spatial
and temporal features for action recognition from video stream [14]. M Baccouche et al.
used 3D CNNs and recurrent neural network to automatically learn spatial and temporal
features and classify each sequence [15].
Machine learning and deep learning have been widely adopted in text analysis and
show promising results [16, 17, 18, 18, 19, 20, 21, 22]. For example, Ruchansky et al. used
integration of CNN and RNN for text analysis to detect fake news from Tweets using deep
learning [23].
1.1.2.

Deep Learning in Medical Imaging

With fast advances in image analysis with deep learning, this particular field of machine
learning is on the way to becoming the methodology of choice for medical imaging, in
general, and radiology data, in particular. Deep learning techniques involving medical
images are mostly developed by using CNNs with varying number of convolutional layers
in supervised mode. For example, two works, Li et al. [24] and Suk et al. [25], used deep
learning to predict the presence of Alzheimers disease from brain MRI. In another work [26],
deep learning was used for classification of pathology slides and achieved accuracy as high as
radiologist performance for identifying pneumonia from chest x-ray images. Deep learning
has also been used with CAT scan images. One work [27] applied deep learning techniques
to predict stage of disease in smokers using chest CT scan.
Many works have begun to demonstrate deep learning’s applicability to breast cancer
screening and diagnosis. Several works, in particular, have utilized unsupervised learning
3

for mammography analysis. In two works, Peterson et al. and Kallenberg et al. developed convolutional neural networks (CNN) and sparse autoencoders for the classification of
breast tissue segmentation, percentage mammographic density score, and mammographic
texture score using unlabeled data [28, 29]. CNNs have continued to see use in other works
in a supervised manner toward similar tasks. This includes both Arevalo et al. and Lévy et
al. who used CNNs for classification of breast mass lesions [30, 31, 32]. Other works, such
as Abbas et al. have extended deep learning’s applicability for breast mass classification
to other methods (e.g., Deep Belief Networks) [33].
1.1.3.

Deep Learning in Bioinformatics

In recent years, the throughput of raw data production in bioinformatics has reached
a point that makes it difficult to process this data in a reasonable amount of time. For
instance, high-throughput sequencing technologies, such as Next-Generation Sequencing
(NGS), are generating raw data on the terabyte scale. Steps like preprocessing and hand
crafting features takes too much time and e↵ort to keep up with the constant inflow of data.
In order to tackle this challenge, bioinformatics related domains have begun to implement
deep learning methodologies for the analysis of their large datasets. Because of the end-toend nature of deep learning models, raw data can be analyzed without the time consuming
aforementioned steps. Many recent works have showcased deep learning’s potential in the
bioinformatics domain. In relation to sequencing data, Kelley et al. applied Convolutional
Neural Networks to DNase-seq data [34] for cell-type classification task.
1.2.

Challenges of Using Deep Learning for Biological Data

While deep learning has shown very promising results in natural image analysis, there
are still some challenges in using deep learning in biomedical or bioinformatics research. In
this section, I explain challenges involving using deep learning in biological data.

4

1.2.1.

Availability of Data

The biological data is not as accessible and available as natural image datasets that
energized the development of deep learning techniques in the recent years. One reason for
this limitation is privacy concerns since the biological data contains patient information.
Thus, acquiring large datasets of biomedical images or genome sequences to train a deep
learning network is not feasible.
1.2.2.

Expensive Labeling Process

Regarding life science applications, one of the major obstacles is the difficulty of producing labeled data. Labeling and annotation of radiology images are very time consuming
tasks and need to be done by health care professionals, making it an expensive task.
In bioinformatics and genomic research, data needs to be labeled by conducting experiments. Experimentally labeling data is both costly and, in some cases, not feasible.
This deficiency of labeled data causes particular difficulty with respect to traditional deep
learning, which is typically performed in a supervised manner.
1.2.3.

Computational Complexity

Even physicians struggle to make sense of some biomedical imaging data, such as mammography. Hence, Breast cancer overdiagnosis is estimated to be 22˜31% of all diagnosed
breast cancers [35]. Biomedical images are not as straight forward as a typical image, and
as a result, typical image analysis techniques may not work. Traditional deep learning
models, such as those applied to the ImageNet dataset, work well for detecting or classifying based on straightforward categories. Applying the same model to detect a tumor in a
mammogram image will not yield as impressive results. Special algorithmic considerations
should be made when considering the particular complexity involved in a dataset.
1.2.4.

Large Memory Overhead

Biological data can be extremely large. For instance, due to the improved technology
of DNA sequencing machines, their throughput enables the creation of datasets on the
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terabyte scale. Within the field of biomedical imaging, high resolution images are common.
For instance, mammogram images are in average 2000⇥5000 pixels, or histopathology slides
used in pathalogy are 15, 000 ⇥ 15, 000 elements or ⇠ 225million pixels. Development of
tools for analysis of data similar to these requires special consideration in selection of
software and hardware that are capable of handling the massive data size.
1.3.

Goal

The goal of this work is to develop algorithms and applications based on advanced deep
learning techniques for bioinformatics and biomedical imaging. As previously mentioned,
this is a challenging problem since biological data is more complex in nature even for
trained healthcare professionals. Furthermore, data in biomedical imaging tends to be
vastly heterogeneous, requiring more robust algorithms applicable to various data types.
For instance, filmed and digital mammograms are two types of mammogram images, and it
is essential for a breast cancer detection model to be able to work with both types of data.
Biological data are massive, sometimes reaching the terabyte scale for a human genome or
large biomedical images. As a result, the developed algorithms must integrate big data and
deep learning techniques to overcome memory overhead and training complexity introduced
by these type of data. Another limitation of biological data, making deep learning model
development a challenging problem, is limited availability. Thus, the developed algorithm
must be capable of learning from a limited amount of data and limited labeled data.
1.4.

Objective

In this work, I introduce deep learning algorithms that that cater towards the particular
dataset’s characteristics and complexities, and I also explain and develop generative deep
learning algorithms which can be used to enable the model to learn in unsupervised or
semi-supervised manner to eliminate the requirement of large labeled data.
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1.5.

Technical Strategy

For each chapter of this work, I introduce a novel application of deep learning for
a particular type of biological data. First I explain the issues involving using the deep
learning model for the specific type of data. Second, previous works and current solutions
are studied to identify weak and strong points of each solution. Then, I introduce my
advanced deep learning algorithm to overcome limitations overshadowing the e↵ectiveness
of deep learning for a specific type of data and shortcomings of previous works. Finally, the
developed deep learning model is evaluated and compared in detail to prove the e↵ectiveness
of the developed algorithm with respect to the previous works.
1.6.

Dissertation Outline

The rest of this dissertation is organized as follows. In Chapter 2, a supervised deep
learning model for lesion detection and diagnosis for breast cancer from mammograms is
presented and discussed.
In Chapter 3, I discuss the limitation of the previous model and present a new model
for breast cancer screening using transfer learning and semi-supervised learning.
In Chapter 4, I present a semi-supervised deep learning platform for DNase-Seq data
analytics as well as a new representation for sequencing data. Additionally, I compare the
results obtained by the model with a supervised model to show the superiority of using
generative models over those that are supervised and discriminative.
In Chapter 5, I introduce a new deep learning approach for small dataset. Namely, I use
Few-shot learning and various Bayesian deep learning techniques to train models for breast
cancer screening and diagnosis from microscopic breast histopathology images. Moreover, I
present the uncertainty calculation for deep learning models trained by Bayesian approach
and discuss the pros and cons of using Bayesian deep learning models. In Chapter 6, I
conclude my works and suggest future development directions.
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Chapter 2. Supervised Region of Interest Detection and
Diagnosis For Breast Cancer
2.1.

Introduction
Breast cancer is the most common and fatal cancer among adult women [36]. Ac-

cording to National Cancer Institute, approximately one in eight women will develop an
invasive form of this cancer at some point in their lives [37]. Frequent screenings through
mammograms can help detect early signs of breast cancer. However, there is still difficulty
in recognizing troublesome areas, and applying a correct diagnosis, through these images
alone. For example, breast cancer overdiagnosis is estimated to be 22˜31% of all diagnosed
breast cancers, costing several billions of dollars annually in health-care spending [35]. In
order to alleviate the misdiagnosis rate of mammogram screenings, further image analysis
must be performed in order to provide physicians with an aid in diagnosis.
Existing methods for breast cancer detection and diagnosis have improved upon physicianonly detection and diagnosis. Current works can be divided into two categories. The first
focuses upon mass detection or segmentation in mammogram images. This aids the physician by pinpointing potential suspicious regions in the mammogram that may have been
overlooked. While typical computer-aided detection (CAD) has shown little to no improvement in this category [38], more advanced machine learning and deep learning techniques
have shown promise towards the detection and segmentation tasks [28, 39, 40, 41, 29, 42].
The second category aims to diagnose breast cancer from mammogram images (or the
masses). Some works have utilized more traditional machine learning methods for this
task [43], while others have moved towards deep learning [44, 30, 31, 32, 45]. However,
existing works have failed to combine these two tasks into one tool that simultaneously
provides region of interest detection and diagnosis of mammogram images with visualizaThis chapter was previously published as R Platania*, S Shams*, S Yang, J Zhang, K Lee, SJ Park,
”Automated breast cancer diagnosis using deep learning and region of interest detection (BC-DROID),”
Proceedings of the 8th ACM International Conference on Bioinformatics, Computational Biology, and
Health Informatics, 2017. Reprinted by permission of ACM.
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tion.

Figure 2.1. A diagram depicting the process of BC-DROID. Given a single mammogram
image, it will detect regions of interest and diagnose them as cancer or benign.
In order to further automate and improve upon the detection and diagnosis of breast
cancer, this work introduces an automated diagnosis tool for mammograms, called BCDROID, that uses deep learning for two outcomes; it detects and localizes any regions
containing abnormalities and provides a diagnosis based on these regions. A simplified
workflow diagram of BC-DROID is given in Figure 2.1. Given any mammogram image,
BC-DROID will provide visualization of regions of interest and the resulting diagnosis. As
a result, BC-DROID unique contribution consists of using a single model to both detect
regions of interest and diagnose them, from complete mammogram images. The resulting
model is made available through an efficient, easy-to-use website.
The remainder of the this chapter is organized as follows. First, some background of
breast cancer screening with mammography and convolutional neural networks for object
detection and classification. Next, related works is described and Followed by methodology, which includes details regarding dataset, convolutional neural network model, and
automated diagnosis tool. Accuracy of BC-DROID and ability to detect and diagnose
abnormalities in mammograms are illustrated and discussed in the result section.
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2.2.
2.2.1.

Background
Breast Cancer Screening with Mammography

Since its inception in 1913, mammography has been used for early detection and diagnosis of breast cancer by radiologists. It gained a wide acceptance by incorporating
general purpose x-ray tubes, films, and techniques such as breast compression and use of
fine-grain intensifying screens in the 1950s. Follow-up studies during this time showed a
significant reduction in breast cancer mortality rate by almost one-third of women who had
mammography screening [46, 47]. Mammography techniques improved significantly with
the introduction of screen-film mammography (SFM) and magnification mammography in
the 1970s. SFM, which is the gold standard for breast cancer detection, allowed rapid
processing, shorter exposure to radiation, and sharper high contrast images for increased
’see-through’ examination. FDA approved digital mammography (DM) systems in 2000
for efficient storing and analysis of mammograms using computers. It is reported that
the overall diagnostic accuracy between SFM and DM was similar. However, DM showed
significantly higher accuracy in women under 50 with dense breasts, and lower recall rate
than SFM [48, 49].
Other screening technologies such as untrasound and breast magnetic resonance imaging (MRI) have been adopted in the 2000s as adjunctive screening tools along with a
traditional mammography for women who have higher risk of developing breast cancer.
Ultrasound screening was e↵ective in women who have dense breast tissue and negative mammograms. MRI screening showed higher sensitivity for women with high-risk
of developing hereditary breast cancer [50, 51]. However, it was also reported that both
technologies-untrasonic and MRI-yielded high false-positive rates as well [51].
Recently, the 3D mammography technology, also known as digital breast tomosynthesis,
emerged. It facilitated layer-by-layer examination of the breast, which enabled viewing of
fine details that might have been unrecognizable in traditional mammograms. Further,
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the integrated 2D and 3D mammography increased cancer detection rate by 51% across all
ages compared to that of 2D mammography, at the same time reducing false positive recalls
[52, 53]. Multiple institutions such as Society of Breast Imaging, American Cancer Society,
and American College of Radiology recommend a periodic screening for breast cancer (e.g.,
annual screening from age 40 for women at average risk, and age between 25 and 30 for
women with BRCA1 or BRCA2 mutation carriers or with family history of breast cancer).
However, controversy exists about the starting age of periodic mammography [51, 54].
2.2.2.

Convolutional Neural Networks

Convolutional neural networks begin with (typically) at least several convolution layers
and end with one or more fully connected layers. Between the convolution layers often
lies pooling layers that perform subsampling on the data to reduce training overheads.
Sometimes, between the convolution layers, there are also normalization layers, but they
have not seen significant usage in recently developed models. The entire network will take
as input an image of size (h,w,c), where h is the height, w is the width, and c is the
number of channels in the image. These channels typically refer to di↵erent colors (RGB),
so typically c has a value of three. Each convolution layer has many filters, the size of which
is smaller than the input, that independently perform the convolutions across the image.
These filters learn patterns across the entire image. As the input is passed through the
network, the convolution layers perform convolutions on the image. Because CNNs assume
that the input is an image, they have several important structural changes compared to
a traditional neural network. Neurons in neighboring layers exhibit a local connectivity
pattern, ensuring that filters learn to detect patterns based on spatial locality. Many filters
are stacked, producing a 3D volume of neurons that is capable of detecting many di↵erent
patterns. Each filter scans the entire image for patterns. However, in order for a filter
to detect a pattern across the whole image, weight sharing is used. This ensures that the
model does not need to individually learn to detect a certain pattern at di↵erent positions
in the image.
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2.2.3.

Related Works

2.2.4.

Mammogram-based Classification Tasks

Deep learning has shown substantial applicability to medical image analysis in recent years. Furthermore, many of these e↵orts have been towards utilizing mammography
data for classification tasks. Peterson et. al. and Kallenberg et. al. utilized unlabeled
mammogram images and unsupervised deep learning for the classification of breast tissue
segmentation, percentage mammographic density (PMD) score, and mammographic texture (MT) score [28, 29]. They employ a convolutional neural network (CNN) and sparse
autoencoder for these tasks. As a result of this unsupervised learning, they aimed to better
determine future cancer risk in patients. Other similar works have made use of CNNs for
classification of regions of interest or mass lesions in mammograms. Arevalo et. al. use
supervised learning with CNNs for representation learning and classification of breast mass
lesions as benign or malignant [30, 31]. In a similar manner, Lévy et. al. trained a CNN for
classification of breast mass lesions [32]. Abbas also utilizes deep learning for the classification of breast mass from predefined regions of interest [33]. Some works still make use of
more traditional methods of image analysis, such as the work of Zhang et. al., which uses
Fourier transforms and principal component analysis, followed by a support vector machine
(SVM), to classify regions of interest [43]. While these works focus on classifying cancer
risk based on full images, they do not detect and localize masses in the image. However,
there exists the issue that these works rely on a predetermined region of interest, whereas
BC-DROID is capable of processing the entire image with automated extraction of these
regions. Two additional works leverage multiple image views, as seen in Figure 2.2, by
training multiple CNNs (one for each view). Carreiro et. al. uses a CNN that has been
pretrained on the ImageNet dataset [5] to estimate the risk of a patient developing breast
cancer[44]. Since the images contained in the ImageNet dataset are vastly di↵erent than
those in mammogram datsets, it is better to pretrain a model based on mammogram data.
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unlike these multi-view mammogram works, BC-DROID does not require multiple views of
the breast for performing detection and classification. My work pretrains the CNN based
on regions of interest. Similar to the previously mentioned work, Geras et. al. classify
based on risk, but instead use high-resolution images the network is not pretrained [45].
My work, unlike these multi-view mammogram works, does not require multiple views of
the breast for performing detection and classification.
2.2.5.

Region of Interest Detection in Mammograms

Region of interest detection requires using the entire mammogram image. Processing
the entire image is a much more challenging process. While the regions of interest may only
be a few hundred pixels on any side, the whole image tends to have thousands of pixels.
However, it is important to consider these full images since, in order to fully automate
the diagnosis process, the regions of interest should be required to be predefined by an
expert source (i.e., a physician). To date, there are a limited number of deep learning
related works that utilize the entire mammogram image. Dhungel et. al. extended their
previously mentioned works to include a deep belief network (DBM) capable of generating
candidate regions of interest [40]. Unlike BC-DROID, which only looks at the image once,
they require processing multiple scales of the same image, which further increases the
complexity and time involved in analysis. Furthermore, their work focuses solely on the
detection of masses and ignores the classification of these masses as cancerous or benign.
Also operating on the full image, Ertosum et. al. train two CNNs [42]. The first CNN
classifies a mammogram as containing or not containing a mass. Following this, the second
CNN identifies and localizes the mass. Similar to the previously mentioned work, they
do not classify them as malignant or benign. Because of the computational challenges
involved, works related to region of interest detection are limited. Unlike the other works,
BC-DROID is able to detect regions of interest and classify them from full mammogram
images.
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2.2.6.

Convolutional Neural Networks for Object Detection and Classification

Convolutional neural networks (CNN) have played a major role in both object detection and classification of image data. Their popularity has sparked an influx in their
applicability to many domains. Additionally, competitions, such as ILSVRC [5], push deep
learning experts towards development of newer, more impressive CNN models [9, 7, 55]. Of
particular difficulty is object detection. In general, it requires more time and complexity to
train a model for this task when compared to classification. This is because techniques for
this task tend to revisit the image multiple times or explore multiple di↵erent scales of the
image. Several works have been created with the goal of reducing the time and complexity
of object detection [56, 57, 58, 59, 60].
For this work, I make use of the techniques described in the YOLO paper[56]. YOLO
allows for object detection and classification while processing the image only once, as is
implied by it’s name, You Only Look Once. This significantly reduces the time required for
our task. Since we are dealing with processing large-scale images through our web-based
tool, speed is important.
2.3.
2.3.1.

Methods
Mammogram Data

This work uses the Image Retrieval in Medical Applications (IRMA) version of the
Digital Database for Screening Mammography (DDSM) dataset, as well as some additional
metadata provided directly by the original DDSM dataset [61, 62]. There are 2,620 cases,
divided into three diagnoses: normal, benign, and cancer. Each case includes an overview
file, four mammogram images, and zero to four overlay files. The overview file provides
information such as the date of the experiment, age of the patient, and list of the image files.
Each overlay file is associated with one image. It describes the number of abnormalities
found in the image as well as the shape and location of the abnormalities. If there are no
abnormalities in an image, there is no associated overlay file. Examples of the mammogram
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(a) LEFT CC

(b) RIGHT CC

(c) LEFT MLO

(d) RIGHT MLO

Figure 2.2. Sample mammogram data from DDSM showing four di↵erent views of breast.
images are provided in Figure 2.2. It is worth noting the low quality of some images, as
is visible in Figure 2.2(d). In total, there are 10,480 images, many of which have a size
around 3,000 x 5,000 pixels. For further information regarding the DDSM dataset, see the
official website1 .
2.3.2.
2.3.2.1.

Automated Regions-of-Interest Detection and Diagnosis
Data preprocessing

There were several steps taken to preprocess data and improve the training process.
In order to remove unnecessary noise, such as the words visible in Figure 2.2, much of
the black portion of the images was trimmed. This was done by flipping all right view
images to left and trimming from right to left while the mean pixel value remained near
zero (black). Several more common approaches were taken to reduce overfitting the model
and improve overall accuracy. For example, each image was rotated five times at random
angles and randomly mirrored across the y-axis. Following this, for n pixels, each pixel pi
was normalized as follows:
pi = pi
1

Pn

j=0

pj

n

http://marathon.csee.usf.edu/Mammography/Database.html
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(2.1)

Note that it is important that the majority of unimportant, dark pixels were removed from
the images prior to this step. Otherwise, they drastically a↵ected the image mean and
overall reduced the image quality.
Further processing was required for extracting the regions of interest from the mammograms for pretraining the model. To this end, the overlay files provided with the DDSM
dataset were used. Since the regions of interest defined in these files take many shapes, I
cropped the region such that the crop was the smallest possible square that contained the
entire region. The extracted regions were then resized to 128 ⇥ 128 for pretraining.
2.3.2.2.

Model for Region-of-Interest Detection and Diagnosis

I adapt the object-detection model proposed in YOLO [56] to identify region of interest
(ROI) (and label the region as benign or cancer) for mammogram images. Adapted model
takes a mammogram image as input and outputs multiple predictions. In particular, it
imposes a k ⇥ k grid on the image. The cell is responsible for detecting the object, if the
center of object is in the cell. Each grid cell predicts

bounding boxes. For each bounding

box, the model predicts the following:
• A confidence value (c). It indicates the confidence that a region of interest (ROI)
exists with respect to the box and how accurate the box prediction is. Similar to
YOLO, I define the confidence to be the probability that the grid cell contains the
center of a ROI, multiplied by the IOU (intersection over union) ratio of the ROI and
the grid cell area.
truth
c = P r(ROI) ⇥ IOUpred

(2.2)

• The coordinates (x and y) of the center of the ROI, relative to the grid cell. A grid cell
is only responsible for the ROI whose center is inside the grid cell. Hence, 0  x  1
and 0  y  1.
• The width (w) and the height (h) of the ROI, relative to the size of the image.
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for each grid cell model predicts P r(classi |object) wich is conditional class probabilities.
regardless of number of bounding boxes, a class label vector (P ) is predicted for each grid
cell. Because diagnosis is done between two classes: benign and cancerous, the vector is of
length 2, each element representing the probability of the corresponding class.
truth
truth
P r(classi |object) ⇥ IOUpred
= P r(classi |IOUpred
)

In summary, the model output is (K ⇥ K ⇥

(2.3)

⇤ (c, x, y, w, h) ⇥ 2)

The deep neural network model for making these predictions has two main parts. The
first part is a stack of 3 ⇥ 3 convolution layers, of which the first six are followed by 2 ⇥ 2
pooling layers. Convolution layers function as feature extractors that generate a high-level
representation of the mammogram image and pooling layers provide invariance to small
sequence shifts to the left or right and reduce the dimension of the input to the next layer.
The second part is the last three fully connected layers. The last layer has 7k 2 neurons and
its outputs are the predictions. The full model is shown on the right side of Figure 2.3.
2.3.2.3.

Pretraining CNN on regions of interest

After preprocessing the mammogram images, data augmentation and extracting the
regions of interest, 25,000 cropping of the area of interests are generated and used to
pretrain the CNN part of the model. The pretraining process uses a modified version of
the model, where the last fully connected layer is changed to have only two neurons. The
modified model is trained to classify the cropping of the area of interests into two classes:
benign or cancerous. After pretraining, the learned weights for the CNN part of the model
are extracted and will be used as the initialization values for the CNN part in the main
training process.
2.3.2.4.

Training model on entire image

If a box contains the center of a ROI, the model considers that the ROI is presented at
that box. Given an image in the training set, for each grid cell that has a ROI presented,
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Figure 2.3. The left represents the pretraining of the model on the regions of interest. The
weights from the convolutional layers are then used to initialize the model for training on
the whole image.
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the model calculates the true values for the predictions. Denote by ( ⇤ (ĉ, x̂, ŷ, ŵ, ĥ), P̂ ).
The goal of the training is to fit the predictions to the true values. Similar to YOLO [56],
I use squared error in the fitting and for each grid cell i, and the loss functions is as follow:

Licoo
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=
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>
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(2.6)

otherwise

These loss functions count prediction error only if a ROI is presented in the grid cell.
Hence, the corresponding predictions are trained by the ROIs presented at that grid cell
in the training dataset. If in a training example, the grid cell has no ROI, this example
won’t have any e↵ect for training the above predictions for the cell. On the other hand, the
empty case, i.e., grid cell with no ROI presented does a↵ect the training of the confidence
prediction for the cell:
Licnf

=

8
>
>
<(c

i

>
>
: (ci

ĉi )2 ,

ROI present

(2.7)

2

ĉi ) , otherwise

If there is a ROI at the grid cell i, ĉi = IOU ratio of the ROI and the cell. If no ROI is
presented, ĉi = 0. For any grid cell, there are many more training examples without ROI
than examples with ROI. 0 <

< 1 is used to balance the two cases in training.

The total loss sums up the above losses for each grid cell and then sums over all the
grid cells:
2

k
X
i=1

↵(Licoo + Libox ) + Licls + Licnf
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(2.8)

where ↵ is a parameter similar to

that balances errors between location regression and the

others. For experiments, I found the best values for ↵ and

to be 5 and 0.4, respectively.

To train the model, the total loss defined above is minimized by adjusting the neural
network weights. The training uses whole mammogram images, not the ROI cropping.
Stochastic gradient descent (SGD) is utilized for the minimization. The weights of the
CNN part are initialized by the weights from pretraining. Figure 2.3 depicts the process
of extracting the weights from the pretraining step and using them to initialize the CNN
part in the main training. It is worth noting that the weights of the fully connected layers
are initialized randomly, not by transferring those from the fully connected layers in the
pretrained model.
2.3.2.5.

Inference

To locate the ROI for a testing image, the model is applied to the image to obtain the
prediction values ( ⇤(c, x, y, w, h, )P ) for each grid cell. Given a threshold ⌧ , if max cP > ⌧
at a grid cell, then there is a ROI with location and size given by (x, y, w, h), and the
class/diagnosis of the ROI is given by arg maxi cP [i].
2.3.2.6.

Hardware and software configuration

TensorFlow version one [63] was used for developing the model. Training was distributed among four Intel’s Knight landings hosts (Intel Xeon Phi Processor 7230F (16GB,
1.30 GHz, 64 cores)) with one parameter server and four workers. An illustrated depiction
of this setup is given in Figure 2.4. The batch size is 16 and the learning rate was increased
from 10

4

to 10

3

for the first 20 epochs and then with 10

we started decreasing the learning rate to 10
2.3.2.7.

4

3

until 80 epochs. After that,

and then 10 5 .

Diagnosis of mammogram image through web-based application

In an e↵ort to make BC-DROID tool easily available and easy to use, it is available
through website2 . An example screenshot of the site operating on a mammogram image
is given in Figure 2.6. Since one of the aspect of this work is the applicability as a good
2

https://biglearning.cct.lsu.edu/
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Figure 2.4. Our training architecture. We define one parameter server on the first Knight’s
Landing (KNL) node. More workers are defined based on the total number of KNL nodes.

Figure 2.5. Activations of the first six convolution layers with respect to the given input
image.
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Figure 2.6. Screenshot of the website providing automated detection and diagnosis of
mammogram image.
assistant to physicians and radiologists, the network is designed to be fast even on a desktop.
As a result, BC-DROID can process and infer a full mammogram image in 1.25 seconds on
a desktop with 4 cores CPU and 16 GB of RAM.
2.4.

Results

The results is presented in two sections. First, the evaluation of BC-DROID with
respect to correctly detecting regions of interest in mammogram images. Then, the classification accuracy of these abnormal regions as cancerous or benign. Since to the best of
our knowledge we are the first group doing mass classification and region of interest detection in one process, it is difficult to directly compare the detection results with previous
works. Thus, for a fair comparison, the result is divided into two sections, detection and
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classification. The classification results is directly compared with other works. Since some
of these works are using BIRADS score or using di↵erent data set, the best accuracy score
that they obtained for classification is reported.
2.4.1.

Region of Interest Detection

To measure how well BC-DROID detects regions of interest in the images, accuracy
metric must be defined first. For detection accuracy I use the intersection of union (IOU) or
The Jaccard index which is the percentage of overlap between predicted region of interest
and the actual region of interest. Given overlap IOU , which is the percentage of overlap
between our predicted region of interest and the actual region of interest, and a threshold t,
which defines the required value of o for correct detection, The accuracy a can be computed
as follows:

a=

8
>
>
<1,

if IOU

>
>
:IOU, otherwise

t

(2.9)

In other words, if the percentage of overlap between the actual and predicted abnormal
regions is above the defined threshold, BC-DROID correctly detected the region for that
particular threshold. Otherwise, if it is below the threshold, I used the calculated IOU score
as accuracy score. Table 2.1 shows the accuracy results using this evaluation metric. When
the required overlap between the actual and predicted regions is 100%, BC-DROID has an
accuracy of 53%. This score improves as the threshold is decreased. At 25% threshold, the
accuracy reaches up to 90%. In practice, a threshold as low as 25% would still be indicative
of the abnormal region in question.
Figure 2.5 visualized the region of interest detection process. This displays the first six
convolution layer activations with respect to an example input image. As expected, the
earlier layers are very representative of the input image. The activations in the later layers,
specifically the sixth, become much more sparse and localized. These localized activations
become representative of the regions of interest in the original input. The red rectangle
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Table 2.1. Region of Interest detection accuracy with varying overlap percentage thresholds.
Overlap Threshold t

100%

75%

50%

25%

Accuracy a

53%

56%

84%

90%

Table 2.2. Classification results.
Specificity

Sensitivity

Accuracy

Precision

Recall

93%

94%

93.5%

93.39%

93%

indicates a region of interest. It can be observed that the convolution layers responding
strongly to the region of interest, especially in the later convolution layers (Conv 5 and
Conv 6). This process depicts BC-DROID properly learning to identify regions of interest.
As it is shown in Figure 2.5, deeper CNN layers are concentrating on picking up features
representing the region of interest. For better visualization the region of interest for the
input image is traced.
Further visualization is provided in Figure 2.7. The provided mammogram image is
an example of a cancer case. The left image depicts the region of interest as defined by
the DDSM dataset. Note that the actual region of interest is not a rectangular shape.
Instead, a rectangular box was drawn around the region such that it was minimal and fit
the entire region. The image on the right shows BC-DROID predicted region of interest.
Both regions of interest (the actual and predicted) are indicative of the same region in the
mammogram image.
2.4.2.

Breast Cancer Classification

Here, the accuracy results concerning breast cancer classification is presented. Table 2.2 summarizes accuracy related results. Additionally, Figure 2.8 plots ROC curve for
breast cancer classification for BC-DROID. The curve was drawn according to 100 di↵erent
thresholds for classification. The AUC associated with this curve is 92.315%. To our best
knowledge, these results are the highest of any similar works relating to classification of
mammograms as cancer or benign.
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Table 2.3. Classification comparison with other works using AUC. Their best reported AUC
for classification tasks using mammograms was used. If AUC was unavailable, accuracy is
used instead.
Paper

Classification Task

Best Reported Result

[29]

Mammographic Texture
Mammographic Density
Mass or No Mass
Mammographic Texture
Breast Cancer Diagnosis
Breast Cancer Diagnosis
Breast Cancer Diagnosis
Breast Cancer Diagnosis
Breast Cancer Diagnosis
Breast Cancer Diagnosis

61% AUC
62% AUC
85% Accuracy
70% AUC
60% AUC
86% AUC
76.5% AUC
92.9% Accuracy
91% AUC
92.315% AUC

[42]
[28]
[30, 31]
[45]
[32]
[33]
BC-DROID

(a) Actual

(b) Predicted

Figure 2.7. A comparison between the actual region of interest, as dictated by a physician,
and the region of interest predicted by the automated diagnosis tool.
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Figure 2.8. The ROC curve for classification results.
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The results obtained by BC-DROID is compared with related works in Table 5.1.
Other works’ AUC is reported if available. Otherwise, classification accuracy is used.
Since many works di↵er in classification task, the task of each work in the second column is
described. Tasks included either classifying mammographic texture score (MT), classifying
mammographic density (MD) score, determining if an image contains a mass, or diagnosing
breast cancer. Of these works, BC-DROID reports the best AUC (and accuracy when
compared to works with no AUC).
2.5.

Conclusion

This work presented BC-DROID, for automated detection and diagnosis of breast cancer using mammogram images advanced deep learning techniques. I demonstrated the
e↵ectiveness of BC-DROID’s detection of suspicious areas and further diagnosis as benign
or malignant compared to related works. BC-DROID is made available through an easy
to use web interface, allowing users to upload mammogram images and visualize areas of
interest in the image, along with their associated diagnoses. This work provides physicians
with an automated diagnosis that can assist them in making a more conclusive diagnosis.
By doing so, this can reduce the rate of false positive diagnoses. Furthermore, it can pinpoint previously unnoticed worrisome areas, lowering the rate of undiagnosed breast cancer.
In future work, the website will be updated with more accurate and faster versions of the
pipeline to enable researchers and physicians to have better detection and diagnosis assistance. I plan to migrate our service to an improved High Performance Computing (HPC)
system using multiple GPUs and computation nodes in order to enable BC-DROID as a
streaming service. This will make it possible to process hundreds of images simultaneously
and in a very short period of time. In addition, the technique will be extended to other
medical imaging data, such as X-ray, fMRI, or others.
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Chapter 3. Transfer Learning and Semi-supervised Learning For
Breast Cancer Screening and Diagnosis
3.1.

Introduction

Breast cancer is the most common and fatal cancer among adult women [64]. According to the National Cancer Institute, approximately one in eight women will develop an
invasive form of this cancer at some point in their lives [65]. Frequent screenings through
mammograms can help detect early signs of breast cancer. However, certain challenges,
such as false negatives, unnecessary biopsies, and low screening rate in some rural areas,
overshadow the e↵ectiveness of mammogram screening[66, 35]. Deep learning aided software has shown a promising direction to achieve highly accurate screening, reducing the
number of false negatives and unnecessary biopsies, while at the same time expanding
screening capacity and coverage. Deep learning makes this possible by learning hidden
features and correlations that might not be visible to humans[13]. Towards this goal, this
work aims to provide an end-to-end deep learning system. There are several challenges
that need to be overcome.
Firstly, limited training data makes it difficult to achieve highly accurate diagnosis.
Secondly, not all data have lesion annotations because making the annotations is a very
expensive and time consuming task. Therefore, developing an accurate model that can
conduct inference on whole images without annotation is very important. Lastly, it is
desirable that models should be robust and adaptable to heterogeneous datasets. To address these challenges, I propose DiaGRAM (Deep GeneRAtive Multi-task), an end-to-end
system that combines a Generative Adversarial Networks (GANs) [6] with discriminative
learning using a multi-task learning strategy, to enhance classification performance when
training data is limited.
This chapter was previously published as S Shams, R Platania, J Zhang, J Kim, SJ Park, ”Deep Generative Breast Cancer Screening and Diagnosis,” International Conference on Medical Image Computing
and Computer-Assisted Intervention 2018. Reprinted by permission of Springer Nature.
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3.2.

Background

Generative Adversarial Networks (GANs) are often used to produce data when the
analytic form of the data distribution is hard to obtain. One may think of solving the
limited data problem by augmenting the data using GAN. However, the GAN still needs
to be trained and the training can be difficult when data is limited. Instead of using GAN
as a data augmenting device, DiaGRAM uses GAN to enhance feature learning. Insights
from deep learning show that features that capture the characteristics of the data, that
are learned without label information by unsupervised methods, can still be helpful for
discriminative tasks such as classification. For example, stacked autoencoders or deep
belief network (DBN) can be used to pre-train the weights of a discriminative model in an
unsupervised fashion, then fine-tune the model using the label information. DiaGRAM’s
design follows this insight with some modification. Rather than taking a two-stage process,
DiaGRAM is end-to-end. It extracts features that are good both for the discriminative tasks
(i.e., patch and image classification) and for the GANs generative task (i.e., di↵erentiate
the real patches from the generated ones). The latter task ensures that the learned features
capture the data characteristics, and thus can help classification, in a way similar to pretraining by autoencoders or DBNs.
3.2.1.

Related works

Previously, there have been several works related to applying deep learning towards
mammogram classification[67, 68, 69, 70, 71, 72]. Most of these works focus on either
mass segmentation, detection, or classification. A recent survey regarding deep learning in
medical imaging analysis mentioned the lack of GAN-based approaches, pointing out the
absence of any peer-reviewed papers regarding this subject[73]. The proposed framework,
DiaGRAM, is capable of both mass and whole image classification and inherently agonistic
for the mentioned above challenges and thus allows an end-to-end solution for breast cancer
screening and diagnosis purposes.
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Figure 3.1. a) DiaGRAM Architecture b) Residual Block in DiaGRAM
3.3.
3.3.1.

Methods
Model Overview

Figure 3.1(a) shows DiaGRAM’s architecture which consists of four components: generator network, feature extraction network, discriminator network, and extended classification network. The feature extraction network and the extended classification network
form a path for mammogram classification. The generator network, the feature extraction
network, and the discriminator network form a GAN. (Note that the “discriminator” of the
original GAN paper[6] corresponds to the combination of both feature extraction network
and discriminator in DiaGRAM’s architecture.) The main novel feature of this model is
that it fuses, using a multi-task learning strategy, part of the image classification path with
part of the GAN path to extract features that can help both tasks.
3.3.2.

GAN-Enhanced Deep Classification

Two types of images are considered in DiaGRAM. One is the whole mammogram
images and the other is patches from mammograms. Let {(Ii , ti )}N
i=1 be a collection of
N mammogram images (Ii ) and their labels (ti ). Some mammogram datasets (such as
DDSM) include regions of interest (ROI) on the image. These regions of interest serve as
image patches in the learning process. Since ROIs may di↵er in size, I resize them to the
same size, s ⇥ s. {(Cj , tj )}M
j=1 denotes a set of M patch images and their labels. In both
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cases, the label ti is an indicator vector (i.e., if the i-th image belongs to class k, the k-th
(k)

entry of the corresponding label vector has value 1 (ti

= 1) and all other entries have

value 0). DiaGRAM’s components are described in the following:
Generator: The generator is a deep neural network that takes as input a random vector
and produces an image patch. It comprises of one fully connected and four deconvolution
layers. G denotes the generator network and ✓ g denotes its parameters. Let z 2 Rn be a
random vector whose entries are drawn uniformly in the range [ 1, 1]. Also, let G(z; ✓ g ) 2
Rs⇥s be the size (s⇥s) image patch generated. For a set of random vectors {z1 , z2 , . . . , zM },
the generator can produce a set of patches {G(z1 ; ✓ g ), G(z2 ; ✓ g ), . . . , G(zM ; ✓ g )}
Feature extraction network: The purpose of the feature extraction network is to discover features that may be present in both a patch and a whole mammogram image and
that can be useful in the classification of both. This is the common component between the
GAN and the image classifiers. I employ a four-layered CNN as the feature extraction network. F denotes the feature extraction network and ✓ f its parameters. Given an input x,
I denote by F(x; ✓ f ) the output (features maps) from the network. The feature extraction
network may take an image I as input and give output F(I; ✓ f ), or it may take a patch C
(or generated patch G(z)) as input and give output F(C; ✓ f ) (or F(G(z); ✓ f )). Note that
since C and G(z) are of the same size, the feature maps of F(C; ✓ f ) and F(G(z); ✓ f ) have
the same size, whereas the feature maps of F(I; ✓ f ) have a size di↵erent from them.
Discriminator: The discriminator network takes features produced by the feature extraction network and performs patch classification. It consists of a single fully connected layer
that has m + 1 neurons, where m is the number of classes in the patch images. We denote
by D the network and ✓ d its parameters. The first m neurons of D are softmax units. Given
a patch C, the output from the i-th neuron (D(i) (F(C; ✓ f ); ✓ d )) computes the probability
that the patch belongs to class i. Let y be the variable for the patch’s label. Then:
P (y = i|C) = D(i) (F(C; ✓ f ); ✓ d ).
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(3.1)

The (m + 1)-th neuron is a sigmoid neuron and computes the probability that a patch is
from a real image (not generated). its output is denoted by
D(m+1) (F(x; ✓ f ); ✓ d ) and have:
P (r = 1|x) = D(m+1) (F(x; ✓ f ); ✓ d )

(3.2)

where x is a patch (real or generated) and r is the variable that takes value 1 if the patch
is from a real image and 0 otherwise.
Extended Classification network: Features produced by the feature extraction network
are local features from a small region. Deep CNNs often contain many layers and neurons
in higher layers that respond to larger-size features that are constructed from small-size
features reacted to by lower layer neurons. Following the same idea, taking the feature
maps produced by the feature extraction network and passing them through more layers
of the CNN before the final classification. The additional layers are called the extended
classification network. It consists of six Residual network blocks [11] and an output layer
that gives the class probability. E denotes the extended classification network and by ✓ e
denotes its parameters. For a whole image I, the i-th output of E is the probability that
the image belongs to the i-th class:
P (y = i|I) = E (i) (F(I; ✓ f ); ✓ e )
3.3.3.

(3.3)

Training

DiaGRAM combines multiple network components together for better feature extraction and classification. To train the model, multiple loss functions is employed. Given a
random vector z, the generator loss is:

Lg (z) =

logP (r = 1|G(z; ✓ g ))
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(3.4)

the discriminator performs two tasks and thus involves two losses: the loss for distinguishing
the real patches from the generated ones and the loss for patch classification. Given a patch
C and a random vector z, the loss for distinguishing the real from the generated is:

Ld (C, z) =

⇥

⇤
log P (r = 1|C) + log P (r = 0|G(z; ✓ g )) .

(3.5)

For patch classification, the cross-entropy loss is used. Given a patch C and its label
indicator vector t, the loss is as follows:

Lc (C, t) =

X

t(k) log P (y = k|C)

(3.6)

k

Finally the cross-entropy loss for whole image classification, given an image I and its label
indicator vector t, is:
Li (I, t) =

X

t(k) log P (y = k|I)

(3.7)

k

The overall training process is presented in algorithm 3. During a training iteration, the
parameters of the model components are optimized using stochastic gradient descending
on the related losses.
3.3.4.

Transfer Learning

Digital mammography has been widely adopted in modern hospitals, providing a clearer
image in comparison with the film mammography of the past. For example, INbreast is
a digital mammography dataset. To build an accurate model for small-size datasets such
as INbreast, DiaGRAM utilizes transfer learning. DiaGRAM is trained using a larger
dataset with region annotations (DDSM). Then, I take out the classification path (the
feature extraction and the extended classification networks) from the model, fine-tune it in
a supervised mode with INbreast training data, and use it as a classifier for INBreast data.
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Algorithm 1 Training algorithm
for number of training iterations do
for k steps do
SC
Sample a minibatch of m patches
SI
Sample a minibatch of n images
Sz
Sample a minibatch of m random vectors
Update the feature extract network and the discriminator by descending on their
parameter gradients:
⌘
X
1⇣ X
O(✓f ,✓d )
Ld (C, z) +
Lc (C, t)
m C2S ,z2S
C

(C,t)2SC

z

Update the feature extract network and the extended classifier by descending on
their parameter gradients:
O(✓f ,✓e )

1 X
Li (I, t)
n
(I,t)2SI

end for
Sz
Sample a minibatch of m random vectors
Update the generator by descending on its parameter gradient:
O✓ g

1 X
Lg (z)
m z2S
z

end for
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3.3.5.
3.3.5.1.

Hyper-parameter set-up
Generator

Generator takes 100-dimensional vector and returns 32⇥ 32 images. Generator consists
of one fully connected layer and 4 deconvolution neural network each is followed by rectified
linear unit function and batch normalization. Input of fully connected layer is a vector
of 100 and the output is 4 ⇥ 4 ⇥ 100 vector. Configuration of deconvolution layers can
be represented as [[384, 2, 1], [256, 4, 2], [128, 4, 2], [1, 7, 1]] in which each row represents one
deconvolution layers and firs column is the number of filters, second one is stride and the
third is kernel size.
3.3.5.2.

Feature extraction Network

Feature extraction network consists of 4 convolutional neural networks (CNNs) each
followed by leaky rectified linear unit function, batch normalization and dropout. Configuration of CNNs can be represented with [64,128, 256,512], in which each row represents
number of filter in each CNN.
3.3.5.3.

Discriminator

Discriminator consists of one fully connected layer. Input of the fully connected layer
is 4 ⇥ 4 ⇥ 512 and the output size is the number of labels.
3.3.5.4.

Extended classification network

Extended classification network is composed of 6 blocks of Residual network, whose
implementation is shown in Figure 3.1(b), and that also contains Global average pooling
and fully connected layer. Input of the fully connected layer is 8 ⇥ 8 ⇥ 1024 and and the
output size is number of labels.
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3.4.

Experiments and Results

3.4.1.

Datasets

Two di↵erent datasets are used to train and evaluate Diagram.
3.4.1.1.

DDSM

This work uses the Image Retrieval in Medical Applications (IRMA) version of the
Digital Database for Screening Mammography (DDSM) dataset, as well as some additional
metadata provided directly by the original DDSM dataset [61, 62]. There are 2,620 cases,
divided into three diagnoses: normal, benign, and cancer. Each case includes an overview
file, four mammogram images, and zero to four overlay files. The overview file provides
information such as the date of the experiment, age of the patient, and list of the image files.
Each overlay file is associated with one image. It describes the number of abnormalities
found in the image as well as the shape and location of the abnormalities. If there are no
abnormalities in an image, there is no associated overlay file. In total, there are 10,480
images, many of which have a size of around 3,000 x 5,000 pixels. For further information
regarding the DDSM dataset, see the official website1 . Further processing was required for
extracting the regions of interest (ROI) from the mammograms. To this end, the overlay
files provided with the DDSM dataset were used. Since the regions of interest defined
in these files take many shapes, ROIs are cropped the region such that the crop was the
smallest possible square that contained the entire region. The extracted regions were then
resized to 32 ⇥ 32 for pretraining. 25,000 patches were obtained by cropping of the area of
interests.
3.4.1.2.

INbreast

INbreast contains only 115 cases divided into 6 BI-RADS scores. For the INbreast
dataset, BI-RADS 4, 5, and 6 are converted to cancerous samples and 1 and 2 to negative
samples.
1

http://marathon.csee.usf.edu/Mammography/Database.html
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Since it is not clear that BI-RADS 3 samples are benign or cancerous, 23 mammograms,
which were labeled as BI-RADS 3, were excluded.
3.4.2.

Data augmentation

There were several steps taken to preprocess data and improve the training process.
Much of the black portion of the images were trimmed. This was done by flipping all right
view images to left and trimming from right to left while the mean pixel value remained near
zero (black). Flipping all right view images to left helps to reduce the variance in di↵erent
views of mammogram images too. Thus, instead of dealing with 4 views, RIGHT CC,
RIGHT MLO, LEFT CC, and LEFT MLO, the angles are only limited to CC and MLO.
3.4.3.

Results

This section presents the experimental results of DiaGRAM for the DDSM and INbreast
datasets and discuss the benefit of combining the GAN with discriminative learning using a
multi-task learning strategy. For fair comparisons, 5-fold cross validation is used to evaluate
DiaGRAM. The reported AUC is the result from 5-fold cross validation.
Since the INbreast dataset is not large enough to train a model from scratch, transfer
learning is utilized, which is explained in section 3.3.4, and fine-tune for 20 epochs using
the dataset. In Table 5.1, the best results of previous works using DDSM or INbreast are
reported. DiaGRAM achieves a mean AUC of 92.5% and 88.4% for INbreast and DDSM
datasets, respectively, and provides superior AUC and accuracy over other previous works
for both datasets. ROC curves for both datasets are plotted in Figure 3.4.
3.4.4.

Image and patch generation

Generative Adversarial Networks (GANs) can be trained to produce data samples when
the analytic form of the data distribution is hard to obtain. One may think of solving the
limited data problem by augmenting the data using GAN. In this work, GAN is used to
generate patch and the whole image to test the capability of GAN in generating mammogram images and patches. Figure 3.2 illustrates one sample of the real patch and DDSM
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Table 3.1. Comparison with other works for whole image classification.
Paper

End-to-end

Dataset

Accuracy

AUC

Ball and Bruce [67]
Varela et al. [68]
Domingues et al. [69]
Dhungel et al. [70]
Dhungel et al. [70]
Zhu et al. [71]

7
7
7
7
X
X
X
X

DDSM
DDSM
INbreast
INbreast
INbreast
INbreast
DDSM
INbreast

87%
81%
89%
(95±5)%
(91±2)%
(90±2)%
(89±3.4)%
(93.5±2.9)%

N/A
N/A
N/A
(91±12)%
(76±23)%
(89±4)%
(88.4±2.9)%
(92.5±2.4)%

DiaGRAM

mammogram image and a batch of size 64 from generated patches and images (each image
contains 64 generated small patches or images). I visualized the batch of generated data
after 10 and 100 training epochs to show the e↵ect of training the generator on the quality
of generated images and as it can be seen in Figure 3.3, the generated images become closer
to real one by going through training process. While patch generation is successful and
generated patches are very close to real ones, Unfortunately, I was not able to generate
whole mammogram images larger than 32 ⇥ 32, probably due to the fact that the images
are black and white without the variety of pixel intensity in comparison of other generated
images in other works with GAN.
3.4.5.

Performance Enhanced by GAN

To investigate whether the GAN is e↵ective in enhancing classification performance,
I created a model variant that does not include GAN and compare the performance of
DiaGRAM to that of the variant. The variant without GAN contains the feature extraction
network, the discriminator (without the neuron that outputs the probability whether a
patch is real or generated), and the extended classification network. It performs two tasks:
patch classification (combining the feature extraction network and the discriminator) and
whole image classification (combining the feature extraction network and the extended
classification network). The variant was trained in a multi-task learning fashion using the
losses in Eq. 3.6 and Eq. 3.7.
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10 epochs

100 epochs

Image

Patch

Real data

Figure 3.2. Sample of real patch and images and a batch of size 64 from generated patches
and images after 10 and 100 epochs (each image contains 64 small generated patches or
images).

39

DDSM

INbreast

Figure 3.3. Sample of INbreast and DDSM.
As shown in Figure 3.5, the model variant without GAN su↵ered a drop of 2.9% on
AUC (85.5% compared to DiaGRAM’s 88.4%) for the DDSM dataset. This indicates that
having the GAN in the model indeed contributes to the model’s high performance. It
demonstrates that the task of discriminating fake data from real data can be leveraged to
learn latent and hidden features that will improve classification performance.
3.5.

Conclusion

This chapter introduces DiaGRAM (Deep GeneRAtive Multi-task), an end-to-end deep
learning solution for breast cancer screening and diagnosis purposes. DiaGRAM employs
two main approaches to achieve highly accurate mammogram diagnosis:
1) it combines a GAN with a deep classifier to learn features that benefit both,
2) and transfer learning is used to adapt the model trained with one type of data to
another.
Set of experiments using the DDSM and the INbreast datasets are conducted. The results showed better performance of DiaGRAM on both the accuracy and the AUC measures
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Figure 3.4. ROC curves for DDSM and INbreast.
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Figure 3.5. AUC for di↵erent configurations.
when compared to prior works. DiaGRAM also demonstrated transfer learning capacity
as the model trained on DDSM dataset and adapted to the INbreast dataset showed good
performance.

41

Chapter 4. A Semi-Supervised Platform for DNase-Seq Data
Analytics using Deep Generative Convolutional Networks
4.1.

Introduction

In the past decade, high-throughput sequencing technologies, such as Next-Generation
Sequencing (NGS), have significantly advanced life sciences, particularly with their genomewide profiling capacities for genomic, transcriptomic, and even epigenomic signatures. Despite enormous information contents, the large amount of raw sequencing data sets produced, as well as inherently complex biological implications, pose considerable analytical
challenges[74].
To tackle such challenges, life science domains have begun to embrace deep learning
methodologies. This is encouraged by impressive success in a variety of fields, exhibiting
particularly remarkable accuracy for image, textual, and speech datasets[3, 75, 76]. Already,
some recent works have explored the potentials of deep learning to improve upon methods
for biological sequences[77, 34, 78]. Notably, the most attractive aspect of deep learning
appears to be its intrinsic capability for end-to-end solutions (e.g., allowing the direct
use of biological data, such as nucleotide sequences, as input). This is in contrast to
conventional machine learning methods relying upon hand-crafted feature sets, requiring
a significant amount of domain knowledge. This capability is in fact closely related to
powerful representation learning, leading to discovery of latent features of a given data
set[1]. In addition, a convenient extension to incorporate multi-task learning underscores
its great potential for combining heterogeneous information from multi-omics data sets[77].
Regarding life science applications, one of the major obstacles is the difficulty of producing labeled data. Experimentally labeling data is both costly and, in some cases, not
feasible. This deficiency of labeled data causes particular difficulty with respect to tradiThis chapter was previously published as S Shams, R Platania, J Kim, J Zhang, K Lee, S Yang,
SJ Park, ”A Distributed Semi-Supervised Platform for DNase-Seq Data Analytics using Deep Generative Convolutional Networks, Proceedings of the 2018 ACM International Conference on Bioinformatics,
Computational Biology, and Health Informatics. Reprinted by permission of ACM.
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tional deep learning, which is typically performed in a supervised manner. To overcome
this challenge, semi-supervised methods are highly desirable[79]. In fact, an impressive
increase in throughput in sequencing technologies ironically hampers a step for labeling
sequences, implying an urgent demand of methods that mitigate the problem.
In this chapter, I introduce DSSDA, a distributed semi-supervised deep learning method,
and demonstrate its performance for cell-type classification task using sequences, identified
as DNase I hypersensitive Sites (DHSs), obtained from DNase-Seq experiments. DSSDA
is designed based on the Ladder Network[80, 81, 82] architecture considering its core design strategy to carry out semi-supervised learning. The platform is built based upon the
Ladder Network by adding the ConvNet architecture, rather than traditional Multi-Layer
Perceptron (MLP), resulting in the combination of the two e↵ective methodologies in the
field of deep learning. I also investigate two di↵erent input representations: one-hot vector
and continuous vector space models[83, 84]. The latter is particularly considered as an
attempt to examine the unknown nature of biological sequences. It hypothesizes that the
local correlation over neighboring nucleotides is important for additional improvement of
prediction.
The main contributions of this work can be divided into three parts: (1) DSSDA
provides a distributed and semi-supervised method for biological sequence classification
based on deep generative ConvNets. In particular, it uses a modified version of the ladder
architecture that supports ConvNets. (2) DSSDA improves upon previous accuracy results
in fully-supervised mode and achieves comparable accuracy by using only 10% of labeled
data in semi-supervised mode. (3) I compare two input representations for sequence data,
one-hot vector and probabilistic continuous vector-space representations, and present useful
findings with experiments for the latter.
The remainder of the chapter is organized as follows. First insight towards the background of deep learning and biological analysis task. Following this, summary of related
works. Then, applied methodology is detailed, primarily relating to the sequence classifi-
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cation problem, dataset, input representations, deep learning models, and DSSDA. After
that, results are presented followed by discussions focusing on implications of the resulting
strengths of DSSDA. Finally, brief conclusion of the chapter.
4.2.

Background

Background is divided into two parts. First a brief discussion about DNase-Seq data
and analytics. The second part focuses on the background of supervised and semi-supervised
deep learning with ConvNets.
4.2.1.

DNase-Seq and Data Analytics

An understanding of gene expression mechanisms in a living cell is one of the holy grails
in biology and has immense implications for life sciences, in general, and diseases such as
cancer, in particular. While directly measuring gene expression levels with RNA-seq is still a
common approach, unraveling epigenomic components is becoming increasingly recognized
as a crucial task since deeper insights into deciphering the regulation of transcription can
be obtained [74, 85]. Among various methods for probing epigenomic nature, DNase-Seq
is a NGS platform for detecting directly open chromatin regions implicated as DNase I
Hypersensitive Sites (DHSs) [86, 87, 88]. Experimentally identified DHSs from various
cell types and conditions provide important clues towards how eukaryote genomes are
conditionally organized via chromatin packaging with other molecules, such as histone
proteins and various markers. This consequently informs regions only to be dynamically
exposed for specific binding of regulatory molecules such as transcription factors[87, 88, 89].
The two major consortia, the Encyclopedia of DNA Element (ENCODE) [74] and
Roadmap Epigenomics [85], have carried out large-scale DNase-Seq experiments against
human samples of various cell and tissue types. Analyzing such large scale data sets in
order to decipher underlying unknown implications remains challenging [77].
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4.2.2.

Supervised and Semi-Supervised Deep Learning with ConvNets

Supervised learning is the most common and frequently used method in many machine
learning tasks and deep learning problems. On the other hand, semi-supervised learning
is gaining popularity within domains plagued by large amounts of unlabeled data. Semisupervised learning techniques enable training a model with data having limited labels[79].
While there is a typical sacrifice in accuracy when using semi-supervised learning, advanced
techniques have begun to close the gap between fully-supervised and semi-supervised deep
learning performance.
Among many deep learning architectures, ConvNet models have been remarkably successful for image classification and other problems such as speech recognition and natural
language processing[3, 75]. Their success is rooted in their capacity with multiple stacked
layers and efficient feature extraction with convolutional layers, often explained as a powerful representation learning method. In the last few years, the advent of ConvNets has been
sensational, with new additions on top of the classical form, enabling deconvolutional architecture, object detection and image segmentation, generative models, and semi-supervised
learning[8, 90, 6, 91]. One challenging problem with the ConvNet models is the difficulty
of finding an optimal architecture and hyper-parameters for the best outcome[92].
In addition to the use of ConvNets, this work specifically focuses on the use of generative
models for more powerful representation learning and its extension for semi-supervised
learning. Generative deep learning models are one of great advances in the modern deep
learning due to enabling unsupervised learning[93].
Various algorithms for generative models have been proposed recently, such as Variational Autoencoders (VAE)[91, 94] and Generative Adversarial Networks (GAN)[6], and
thus can be used for this purpose. I found that the Ladder Network architecture was attractive with its own unique properties[80, 81]. For example, the architecture can be utilized
with di↵erent feed-forward networks, and the lateral connections provide an interesting
addition to the underlying denoising autoencoder-based generative model scheme[82].
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4.2.3.

Related Works

Machine learning methods have been actively developed for biological sequence problems and dominated by methods such as Support Vector Machine[95]. Several recent works
have employed deep learning and demonstrated advantages over conventional methods in
terms of scalability, support of multi-tasking, and other benefits [78, 96, 77].
Kelley et al. previously applied ConvNets to DNase-seq data [34]. One of their focuses was cell-type classification. Furthermore, they found that the features generated
by early convolution layers are representative of sequence motifs of known transcription
factor binding sites. Unlike their work, which is only based on a simple ConvNet model
(LeNet[97]), DSSDA can employ any deep ConvNet models and incorporate them in a
semi-supervised-capable architecture[80, 81, 82].
As for methodological sides, the Ladder Network is the central idea and well explained
in recent papers[80, 81, 82]. This network model is designed to implement the generative
capabilities by following the methodology of the denoising autoencoder-based approach[98].
Semi-supervised learning gets less attention outside of computer sciences and statistical
learning fields but has still been one of the active research areas[79, 81, 99, 91].
Input representation has been extensively studied for language modeling in Natural
Language Processing. I employed an approach, word2vec, introduced by Mikolov et al.[83],
which can be implemented in either of the two di↵erent schemes: the Continuous Bag-ofWords (CBOW) model and the Skip-Gram model.
4.3.

Methods

This section will describe the sequence classification problem, the dataset used for this
work, the two input representation techniques (namely, One-hot vector and continuous
vector-space model), the deep learning models constituting DSSDA employed for supervised
and semi-supervised learning modes.
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4.3.1.

Sequence Classification Problem

A sequence may be associated with multiple cell/tissue types. Hence it may have
multiple labels. The classification problem is to determine, for a given sequence, all the
labels that apply to the sequence. In other words, the classification is correct if and only
if all possible labels for that sequence are correctly predicted. There are a total of 164
cell and tissue types from datasets. 125 cell types come from ENCODE[86] and 39 from
the Roadmap Epigenomics Consortium [100]. These two datasets are merged to form the
entire dataset. The cell or tissue types originating each sequence is its label for the main
classification task.
4.3.2.

Input Representation

4.3.2.1.

One-hot vector representation

The default representation for the input is the one-hot vector format, and it is preprocessed as follows. Using the script provided by Kelley et al.1 , for a 600 bp sequence input,
in the one-hot vector representation, each nucleotide position has a four-element vector
representing A, T, C, G, with one nucleotides bit set to one, resulting in a vector of size
2,400 = (1 ⇥ 600 ⇥ 4). Since ConvNets are mostly used for images with an input typically
described as (width, height, channel), each sequence can be seen as an image with a width
of 600, height of 1, and with 4 channels in comparison with RGB pictures which have 3
channels.
4.3.2.2.

Probabilistic continuous vector-space model

A k -mer based approach is popular to deal with genomic data[95], facilitating to preserve the locality relationship between adjacent k -mers in the sequence. However, using
a k -mer based approach that encodes each k -mer as a discrete arbitrary ID will produce
limited information regarding the relationship between k -mers, structure, and semantics of
sequence. As a result, the model is able to leverage very little of what it has learned about
1

https://github.com/davek44/Basset
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one k -mer when considering other k -mers. Furthermore, representing k -mers as random
IDs causes data sparsity, which means that more data is required for successful training.
Probabilistic embedding models represent each word in a continuous vector space, where
semantically similar words are mapped to nearby points[101]. This makes sense for a k mer based approach and, more importantly, further increases the representation learning
performance provided by ConvNet-based mapping between inputs and labels. CBOW is
used to train the model with the objective of discriminating a target k -mer from a noise
k -mer.
Each 3-mer is considered as one word. Note that the size of the k -mer is in fact
arbitrary and remains to be logically determined if possible. As a result, 598 3-mers for
each sequence and a vocabulary length of 4⇥4⇥4 are obtained, since each position can have
four characters. I consider a window size of one, which means the model should predict the
one adjacent k -mer, and the context length considered is nine k -mers. Stochastic gradient
descent (SGD) using one k -mer at a time and a mini-batch size of 16 is used for optimization
to produce embedding representation.
4.3.3.

Deep Generative ConvNets for Semi-supervised Learning

DSSDA is able to run a supervised task but more importantly enables a high-performing
semi-supervised learning task. As it is shown in Figure 4.1, DSSDA comprises two encoder
paths and one decoder path (middle). The only di↵erence between clean and corrupted
encoder is that the corrupted encoder (left) adds Gaussian noise N (0,

2

) to all layers.

Lateral connections for each layer of the decoder from the corresponding layer of the encoder
have a potential role for more powerful representation learning by influencing the encoder
function to the decoder function. Note that without such a mechanism, unsupervised
learning is highly likely to be non-specific, as most approaches su↵er. In brief, the central
rational behind this architecture is its capacity such that (1) it can act as a generative
model with a denoising autoencoder embedded in the model, (2) it provides simultaneous
learning of discriminative (supervised) and generative model (unsupervised), and (3) it
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Figure 4.1. Schematic illustration of DSSDA architecture. Here, as an example, the employed ConvNet architecture is AlexNet.
is a hierarchical latent model with skip connections. The decoder inverts the mappings
on each layer of the corrupted encoder and supports unsupervised learning. It further
uses a denoising function to reconstruct the activations of each layer given the corrupted
version. The corrupted encoder function is defined in Eq.4.1, in which W l is the weights
of the convolution filters at layer l. h̃l
is the Convolution operation. N (0,

2

1

is the output of the previous layer, and Conv

) is Gaussian noise, h̃l is the output of layer l, and

h̃0 = x + noise is the original input x with noise added. (See Figure 4.1.)
z̃ l = batchnorm(Conv(h̃l 1 , W l ) + Bias) + N (0,
l

l

h̃ = RELU (z̃ )
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2

)

(4.1)

The clean encoder follows the same weights and hyper-parameters, for both the convolutional and the fully connected layers, as the corrupted encoder except that no noise is
added at each layer. I denote the output of the clean encoder at layer l as z l . The final
classification result is the output of the clean encoder. In the decoder path, deconvolution
layers and a denoising function are used to reconstruct the output of the corrupted encoder
for each layer. Algorithm 2 shows how the decoder works. In the Algorithm, V l is the
weights of the deconvolution filters. ẑ l is the output of the denoise function for layer l.
Same denoise function as the one in Rasmus et al [81] is used in this work. Furthermore,
l
ẑBN
is the normalized ẑ l for each batch of data with µl and

l

being the mean and the

standard deviation for layer l, respectively.
Algorithm 2 Decoder path
for l = L to 0 do
if l=L then
ul = batchnorm(h̃l )
else
ul = batchnorm(Deconv(ẑ l+1 , V l+1 ) + Bias)
end if
ẑ l = denoise(z̃ l , ul )
l
l
l
ẑBN
= ẑ lµ
end for
The reconstruction target for each layer of the decoder is the clean version of the
activation provided by each layer of the clean encoder following Eq.4.1 but without N (0,

2

).

The squared di↵erence between the reconstruction and the clean version serves as the
denoising cost of that layer, represented as Cdl in Figure 4.1.
The supervised cost is calculated from the output of the corrupted encoder and the
sequence label(s). Let N be the number of samples, S the set of classes (|S| the number
c
of classes), and Ytarget
(n) 2 {0, 1} be the indicator of whether the n-th sequence belongs to
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class c. The loss function used for calculating the supervised cost is defined in Eq. 4.2.
Ypredict = sigmoid(Ỹ )
1 XX⇣ c
c
LossSupervised =
Y
(n) · log Ypredict
(n)+
N · |S| n=1 c2S target
⌘
c
c
(1 Ytarget
(n)) · log(1 Ypredict
(n))
N

(4.2)

The unsupervised cost is the sum of the denoising cost Cdl across all layers l, scaled by a
hyper-parameter that denotes the significance of each layer. Eq.4.3 shows how the unsupervised cost is calculated, where

l

is the hyper-parameter determining denoising cost.

Costunsupervised =

L
X

l
l Cd

=

l=0

L
X
l=0

l

N

N
X

(z l (n)

(4.3)

l
ẑBN
(n))2

l=1

The final cost, shown in Eq.4.4, is the sum of supervised and unsupervised cost. The whole
network can be trained in fully-labeled or semi-supervised setting using stochastic gradient
descent (SGD) to minimize the overall cost.

Costoverall = Costunsupervised + Losssupervised

(4.4)

AlexNet architecture is chosed as base for the semi-supervised implementation. As it is
shown in Fig. 4.1, both encoders are using convolutional layers, and the decoder is using
deconvolutional layers for decoding. However, there are some exceptions. In the encoding
path, the first three convolutional layers are followed by 2 ⇥ 1 pooling layers, and in the
decoder path, convolutional layers are replaced with deconvolutional layers (and pooling
layers are replaced with unpooling layers). Also, fully connected layers are replaced with
convolutional layers for encoders and decovolutional layers for decoder to get a better
performance and easier implementation.
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Note that the first layer shown in Figure 4.1 is in fact the input and the output for
the generative pathway, emphasizing the adding of noise and denoising in both the encoder
and decoder paths. Consequently, with the AlexNet architecture, the decoder layer has
five deconvolutional layers and three fully connected layers. The noise hyper-parameter

l

is 0.2 for all the layers ensure all the layers have the same significance when calculating
loss. DSSDA is trained in fully-supervised mode using 100% labeled training set in Table
4.1. For the semi-supervised mode, 10% (25%) of labeled training set are used, and the
remaining 90% (75%) are given as input for unsupervised learning without any labels.
4.4.

Results

Section 4.4.1 shows how dataset was divided for training, test, and validation sets. In
Section 4.4.2, I present the comparison result of the proposed model, DSSDA, with other
ConvNets in the supervised mode. Then, in Section 4.4.3, we present the results with
DSSDA in the semi-supervised mode. Results for comparing the two input representations and visualization of regulatory motifs learned with filters in DSSDA are presented in
Sections 4.4.4 and ??, respectively.
4.4.1.

Dataset

In Table 4.1, the summary of the dataset used for this project is presented. It is
important to note that many sequences originate from multiple classes (i.e., cell types),
requiring multi-label classification, instead of commonly applied single-label classification.
In the supervised setting, the whole training set is used along with their labels. For the
semi-supervised setting, Training set is divided into labeled and unlabeled inputs, and the
latter is used without labels for unsupervised learning. For the validation and testing,
70,000 and 71,886 are randomly selected, respectively.
4.4.2.

Supervised Learning

In Table 4.2, I give the comparison of the mean AUC of 164 classes between the ConvNet
models we tested and DSSDA in the supervised mode. Individual AUC for each class is
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Table 4.1. Summary of the DNase-Seq data set
2,071,886
1,930,000
70,000
71,886
600 bp
164

True Positive Rate

True Positive Rate

Number of the total DHSs
Training Data
Validation Data
Testing Data
Number of nucleotides in each DHS
Number of cell and tissue types

False Positive Rate

False Positive Rate

Figure 4.2. Comparison of classification AUC between DSSDA using the fully-supervised
learning mode and a best performing ConvNet architecture, AlexNet (right)
obtained using the validation dataset comprising of 70,000 sequences. Then, the mean
AUC for all 164 classes is calculated. Note that the number of sequences for each class is
not uniform, depending upon sizes of original experimental data and random selection for
validation. As Table 4.2 clearly indicates, AlexNet showed the best performance among the
ConvNet models, DSSDA containing AlexNet as an internal ConvNet model outperforms
all other models.
To understand how DSSDA outperforms conventional ConvNet models, I further compare the ROC curves for 10 random classes between AlexNet and DSSDA. As shown in
Figure 4.2, this comparison reveals not only the fact that DSSDA outperforms AlexNet,
but that its classification performance for each class is uniform. This aspect can be more
clearly visualized with the results in Figure 4.3.
Here, T two models are compared with respect to the calculated AUC for each class.
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Table 4.2. Comparison of classification performance between DSSDA, other ConvNet models, and previously used SVM.

gkm-SVM[102]
LeNet
Inception
AlexNet
DSSDA (all labels)

0.780
0.895
0.911
0.929
0.946

DSSDA (10% labeled)
DSSDA (25% labeled)

0.822
0.853

AUCAUC

Accuracy

AUC
AUCAUC

Network

Classes
Classes

Classes
Classes
Classes

Figure 4.3. Comparison of classification performance between DSSDA (left) in
supervised mode and AlexNet (right).
While the results with the ConvNet model with AlexNet shows relatively distributed AUCs
and occasionally high variation in some classes, DSSDA produces uniform AUCs. Calculated standard deviation of AUCs for all 164 classes is 1.02 for DSSDA and 1.85 for
AlexNet.Fruther discussion will be provided later to argue the intrinsic advantages of
DSSDA with these findings.
4.4.3.

Semi-supervised Learning

Obtaining enough labeled data is one of the huge challenges when it comes to training
a deep learning model. This is an important motivation to decrease the amount of labeled
data in the training set with the goal of maintaining comparable AUC to results from using
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the whole labeled data set in the fully-supervised mode. Table 4.2 shows the main results
for semi-supervised learning. In the case that only 10% of sequences in the training dataset
with their labels are used, along with the remaining 90% of sequences are provided without
labels, DSSDA achieves 0.822 as mean AUC, which is comparable to results with other
ConvNet models. When Kelley et al.’s model [34] (i.e., LeNet) with 100% of labels, the
mean AUC is 0.895. Note that conventional ConvNets are unable to handle a data set with
only such a small amount of labeled sequences.
4.4.4.

Input Representation

As explained in 4.3.2, the two input representations used are the one-hot vector format
and the embedding vector format with 3-mer and neural probabilistic continuous vector
space model with word2vec. Since continuous vector space model representation adds extra
computation cost, discussed in detail later, both input representations for the simple LeNet
network architecture is tested. The other architectures presented a challenge in training
time with the di↵erent input representations since continuous vector space model representation adds extra computation cost to training. Although LeNet is a simple network, it can
still give proper insight towards the quality of di↵erent input representations. Probabilistic
continuous vector input representation achieved a final higher AUC of 0.904 in comparison
to 0.89 obtained by one-hot vector. Another observation is that the embedding vector
representation is found to converge faster. For example, it converged in 42 epochs, in comparison to one-hot vector representation that converged after 73 epochs. However, time for
one training iteration for one-hot vector encoding is 0.31 second while it is 3.25 seconds
for word2vec for LeNet model and the same batch size. Despite slightly better accuracy
and potential advantages, the word embedding method requires additional computing cost,
compared to one-hot vector input, which in turn limits the usage of word embedding.
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Figure 4.4. Visualization of learned embedding of di↵erent 3-mers via t-SNE.
4.5.

Discussion

Here, resulting implications from the strengths of DSSDA is discussed. These discussions are divided into two sections: DSSDA for biological sequence analysis and input
representation with probabilistic continuous vector-space model.
4.5.1.

DSSDA for Biological Sequence Analysis

DSSDA outperforms the model with the same deep ConvNet architecture (i.e., AlexNet).
This implies further performance gains due to the learning mechanism with the generative model. Indeed, simultaneous training of the discriminative and generative models in
encoder and decoder paths (unsupervised learning mechanism) facilitates the supervised
learning task. In other words, DSSDA can leverage the features learned from sequences
of other classes to learn hidden features related to di↵erent classes. The results shown
in Figure 4.3 could support such a claim. The uniform AUC are likely to be associated
with improved generalization from the contributions of other class sequences. Classification
tasks of classes with an insufficient number of sequences could be improved, comparable to
other classes with more samples in the data set. Another reason for the better accuracy
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with the Ladder architecture is, as argued by Valpola[80] and investigated by others[82],
the unique lateral connection would be an additional mechanism to focus on features selectively learned by the supervised learning during the unsupervised learning pathway that
generally su↵ers from a large representation space to be explored.
More importantly, the same argument is applied for its capability for semi-supervised
learning. Indeed, despite a smaller number of labeled data, the representation learning
power is increased from the information learned with unsupervised learning with the remaining data without labels and thus together lead to excellent classification results, comparable to the case where data has complete labels. Taken together, DSSDA is promising
as a method for genomic data sets.
4.5.2.

Input Representation with Probabilistic Continuous Vector-Space Model

The input representation with the neural probabilistic continuous vector space model is
found to be efficient with respect to the better performance and convergence behavior. Of
course, this is in the case when computational cost is not considered as the top priority. The
increase in time for a training iteration is due to representing each 3-mer by a vector of size
16, which causes the input to become almost 16 times larger and increase the time needed
to look up each 3-mer from the hash table. As a result, although the model converged
in less number of epochs, the total time needed for training is almost 6 times longer for
the same model and batch size, and this is without even considering the time needed for
training the word2vec model.
Nonetheless, in Figure 4.4, learned distribution for 3-mers is visualized by projecting
them onto 2-dimensional coordinates using t-SNE technique[103]. Figure 4.4 proves the
hypothesis about the existence of non-random semantics and relationships among di↵erent
3-mers since some are projected closer than others in 2-dimensional space. This is seemingly
a key factor for the performance gain and training convergence, which is ignored with the
one-hot vector input representation. In other words, learning proper manifolds for machine
learning tasks might be beneficial if the input is represented with such vectors, as evidenced
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with successes of the same word embedding techniques for human language modeling. In
this line of direction, multiple k -mers[95] could be considered, instead of using a single
k -mer, as multiple channels in input. The question is whether the required additional
computing cost is practically justified for potential improvement in accuracy. Nonetheless,
it is theoretically intriguing for detecting various regulatory motifs occurring in di↵erent
length scales[95].
4.6.

Conclusion

A complete understanding of transcriptional mechanisms is a grand challenge in biology, and advancing novel application tools like DSSDA would contribute research e↵orts
to tackle it e↵ectively and efficiently. The proposed platform is promising, as shown in
this chapter, to analyze the sequence patterns of DHSs across multiple conditions. This
capacity can be easily extended to analyze other types of sequence data arising from RNASeq, DNA sequencing for whole genomes or exomes, ChIP-Seq, Methyl-Seq, and many
others. I showed that the deep generative ConvNet that is part of DSSDA can have an excellent ability to perform supervised and semi-supervised learning with high performance.
This suggests the potential of DSSDA for object detection and more challenging attributebased learning (i.e., biological contexts such as specific type of motifs with di↵erent protein
binding or cooperative roles of multiple DHSs). Surely, a complete understanding can be
achieved when all aspects of regulation for transcription in genome, epigenome, transcriptome, and proteome are considered together, and DSSDA contributes a promising platform
for the case of sequence-dependent patterns with DHSs. Furthermore, I investigated different input representations for sequences and their e↵ects on training ConvNets.
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Chapter 5. Deep Learning For Small and Messy Data
5.1.

Introduction

While advances in deep learning have helped researchers in di↵erent disciplines to gain
insights about large datasets, there are still shortcomings which need to be addressed when
it comes to applying deep learning to small datasets. First and foremost, Deep Neural
Networks (DNN) have millions of free parameters making deep learning data hungry and
prone to overfitting. As a result, if the dataset is small and has few images per classes,
the DNN overfits the training dataset and does not generalize well enough to provide
good accuracy for unseen data. To tackle the over-fitting problem and make deep learning
applicable, deep learning experts have suggested few-shot and zero-shot learning. In this
area of research, researchers attempt to adapt the existing deep learning optimization
methods to a small amount of data.
The second problem with deep learning algorithms is the fact that they are not capable
of understanding the uncertainty. DNNs are blindly used with the assumption of good
accuracy while previous experience showed that it is not always true. For instance, Jiawei
Su et al. illustrated that 68.36% of the natural images in CIFAR-10 test dataset and
41.22% of the ImageNet (ILSVRC 2012) validation images can be perturbed to at least one
target class by modifying just one pixel with 73.22% and 5.52% confidence on average [104].
Other works also showed that adversarial examples can fool the neural network to make
mistakes with high confidence [105, 106, 107]. These over-confident decisions make the use
of DNN in mission-critical tasks involving medicine and financial systems almost impossible.
To address the uncertainty and over-fitting issue with deep learning algorithms, Bayesian
deep neural networks have been introduced. A Bayesian deep neural network is a neural
network with a prior distribution on the weights, so it accounts for uncertainty in weights
and propagates this into uncertainty for predictions. Since Bayesian deep neural network
weights are randomly sampled as a cheap form of model averaging, they are more robust
against over-fitting.
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In this chapter, due to the limited number of data points available for breast histopathology image dataset and importance of uncertainty calculation, I utilize few-shot learning and
Bayesian deep learning techniques catered towards classification of breast histopathology
images. The remainder of the chapter is organized as follows. First, insight is given towards the background of Bayesian deep learning, few-shot techniques, and histopathology
image analysis task. Following this, applied methodology is detailed, primarily relating to
the application of few-shot learning and Bayesian deep learning towards pathology image
classification dataset. After that, results are presented, followed by discussions focusing
on the implications of the resulting strengths and weakness of various implementations
techniques. Finally, a brief conclusion of the chapter is given.
5.1.1.

Breast Histopathology Images

Since tissue histopathology slides can be digitized and stored in image form, it provides
a great opportunity for image analysis techniques to improve breast cancer diagnosis and
detection from biopsy images. Moreover, since current pathology diagnosis is provided
by an educated opinion of pathologists, Artificial Intelligence (AI), in general, and deep
learning, in particular, have a huge opportunity to improve accuracy in assessment and
diagnosis. Unlike mammogram images, which are on average 2000 ⇥ 5000 pixels, a single
core of breast biopsy tissue digitized at 40x resolution is approximately 15, 000 ⇥ 15, 000
elements or ⇠ 225million pixels. Moreover, the available datasets for breast histopathology
slides include very few images per class, making the traditional supervised method incapable
of learning the underlying distribution of data. Thus, finding a suitable deep learning model
capable of learning from a few samples for this type of data is a challenging opportunity.
5.1.2.

Deep Learning for Breast Histopathology Images

As previously mentioned, the breast histopathology slides include very few images per
class, making fully supervised learning impractical. Therefore, Bayesian deep learning and
few-shot learning techniques are proposed in this chapter to avoid over-fitting and learn
underlying patterns of data from a limited number of samples. Several previous works have
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made use of deep learning for breast cancer detection, classification, or similar tasks. In
a previous work (Chapter 2), a framework was developed that is supported by a model
based on YOLO [108] object detection for identifying and classifying regions of interest in
mammography images [72]. Another previous work (Chapter 3) implemented a General
Adversarial Network that supported transfer learning for the accurate classification of small
mammogram datasets [109]. Several other works have utilized deep learning for the analysis
of mammography data. Concerning histopathology images, previous studies have employed
di↵erent deep learning models for analysis and classification of said images. For instance,
one work used Convolutional Neural Networks for classification[110] while another used
Stacked Sparse Auto-encoders for nuclei detection[111]. Several other works applied various
deep learning techniques towards the analysis of histopathology data[112, 113, 114, 115].
Even considering these, this work is the first example of applying both Bayesian and fewshot learning techniques towards this task.
5.1.3.

Few Shot Learning

Deep Learning has a proven record in extracting complex statistics, learning complex
features, and reaching high accuracy that is superior to humans in terms of image recognition and classification [13]. However, in most cases, models require a large and robust
dataset to learn and generalize properly. Few-shot learning, unlike traditional deep learning, attempts to adapt the learning process to a small amount of data.
Certain works have focused on the improvement of existing deep learning optimization
methods with few-shot learning in mind. Meta-SGD shows impressive performance for tasks
(e.g., classification, regression, and reinforcement learning) characterized as few-shot[116].
Another work focused on optimization proposes an LSTM model as a meta-learner that is
capable of learning the optimization required for another neural network model[117]. Other
recent works have proposed various models for the few-shot learning problem. Some examples include prototypical networks[118], relation networks[119] graph neural networks[120].
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Because of the frequent difficulty in obtaining medical data, few-shot learning has found
applicability within the domain of medical image analysis. Some examples include few-shot
decision trees for breast tumor classification [121] and few-shot learning on a small dataset
of high-resolution images for glaucoma diagnosis[122]. Uniquely, this work applies few-shot
techniques to breast cancer histopathology images.
5.1.4.

Bayesian Deep Learning

In recent years, there has been much discussion on how to handle uncertainty in the
learning process. This has led the community towards applying Bayesian methods to
deep learning [123, 124, 125]. Many applications have begun to demonstrate the value of
Bayesian deep learning to improve analysis of data following this characteristic of uncertainty. However, these methods have yet to be widely applied in breast cancer research,
let alone in medical imaging. An example of usage thus far includes Bayesian methods for
hyper-parameter optimization [73].
Bayesian neural networks combine probabilistic modeling and Neural Networks (NN)
to fuse the strong modeling capability of NN and the probabilistic predictions of the probabilistic model. This produces the uncertainty for NN predictions and also generates the
distribution of model parameters. The Bayesian NN enforces a prior distribution on the
weights, so it accounts for uncertainty in weights and propagates this into uncertainty
for predictions. Thus, it provides uncertainty estimation required in mission-critical tasks
commonly found in fields such as medicine and forecasting. Additionally, Bayesian NNs
are more robust against over-fitting since weights are randomly sampled as a cheap form
of model averaging.
5.2.
5.2.1.

Methodology
Few Shot Learning

While there has been a significant amount of research regarding few-shot techniques
in deep learning, most of the previous works contain two steps for classification. For
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instance, Siamese networks perform pairwise verification loss to do metric learning and use
the learned metric for nearest-neighbors classification [126]. However, Matching Networks,
introduced by Vinyals et al. provide an end-to-end solution [127]. In Matching Network
implementation, first the input is embedded to low dimensional space. Second, given a set
of support samples S = {xi , yi }ki=1 and, a new sample x̃, we want to predict the label ỹ.
Equation 5.1

1

illustrates how the output label ỹ is calculated.

ỹ = ⌃ki=1 ↵(x̃i , xi )yi
W here :
↵(x̃i , xi ) =

ec(g(x̃),g(xi ))
⌃ki=1 ec(g(x̃),g(xi ))
(5.1)

W here :
function g(x) is the output of embedding network.
and
c represents cosine distance function

Equation 5.1 illustrates that the predicted label ỹ is the weighted sum of support set
labels. Weights are the pairwise similarity function ↵ between support set and new sample.
The similarity function, ↵ is Softmax over cosine similarities in the embedding space.
Since the Matching Network implementation provides an end-to-end solution for fewshot learning, the same approach is selected as a backbone of our implementation to be
applied for breast pathology dataset as it is shown in Figure 5.2. However, to learn a
better embedding g(x) for a small dataset, the embedding network, as shown in Figure 5.1,
is first pretrained on a similar larger dataset and the learned weights are transferred and
fine-tuned on the small pathology breast images.
1

Equation is from Matching Network [127]
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Figure 5.1. Overall architecture of network used to obtain histopathology image embedding.
5.2.1.1.

Pre-training

Embedding is commonly obtained by training the network on another similar and
sufficiently large dataset. For instance, if the purpose of few-shot learning is to classify
among di↵erent dog breeds, it would be a great idea to train the embedding network with
the ImageNet dataset containing thousands of dog samples.
The breast histopathology dataset is not large enough to learn the embedding from
histopathology images by using generic supervised learning. Therefore, this work utilizes
another dataset containing 277, 524 histopathology patches, classified into negative and positive samples of Invasive Ductal Carcinoma (IDC) and pretrained the embedding network.
Since the number of patches is large enough, it guarantees that the model will learn the
underlying distribution of the data well. The embedding network is trained to minimize the
cross-entropy loss for binary classification of pathology patches, and the learned weights,
except the last layer, are used as an initialization point for few-shot network presented
in Figure 5.2. Figure 5.1 illustrates the architecture of the network used for embedding
learning.
5.2.1.2.

Training

In this step, we use the limited breast histopathology dataset to train the whole model.
As shown in Equation 5.1, the embedding of the image g(✓) is obtained by using the
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Figure 5.2. Overall architecture for few-shot learning model for breast histopathology
classification.
embedding network. Then, by using Equation 5.1, probability p(ỹ|x̃, S) is calculated for a
new sample x̃ against classes present in the dataset. During the training, the model picks
one image from each class to form a support set S and one input image randomly from
one of the classes. The model is trained to minimize the error in predicting the labels
for training batch given the support set. The objective of the training is to optimize the
following equation (Equation 5.22 ) using stochastic gradient descent.

✓⇤ = argmax✓ Ek [Es [⌃N
i=1 logp(y|x, S)]]

(5.2)

where N is the number of samples in the batch (i.e., batch size), and K is the number of
classes in the dataset.
Figure 5.2 illustrates the overall architecture of the proposed few-shot learning method
and how both models are integrated for classification and pattern matching.
2

Equation is from Matching Network [127]
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5.2.2.

Bayesian Deep Learning

Training a neural network with the Bayesian method adds parameter estimation of
probabilistic model to strong representational learning for the neural network. In comparison with conventional maximum likelihood parameter estimation, Bayesian deep learning
provides uncertainty estimation and model regularization [128, 129]. For mission-critical
tasks and small datasets, uncertainty is inevitable and avoiding over-fitting is crucial. In
Bayesian deep learning, a prior probability distribution is assumed for latent parameters
(the model’s parameters in case of deep neural network), and these priors are updated
through training to obtain the posterior distribution. Equation 5.3 shows the Bayes theorem
to find the posterior probability of our model parameters w given some data D = {Xi , yi }N
i=1
for input data Xi 2 Rd and yi 2 R. Following, p(w) is the prior distribution and p(y|X, w)
is the likelihood, which shows the data distribution. Equation 5.4 shows the Bayesian
inference rule for predicting an output y ⇤ for a new data point x⇤ by integrating over all
parameters w. However, the Equation 5.4 is intractable, so variational inference (VI) is
being used to approximate the Bayesian posterior distribution.

p(w|X, y) =

⇤

⇤

p(y |x , X, y) =
5.2.2.1.

Z

p(y|X, w)p(w)]
p(y|x)

p(y ⇤ |X ⇤ , w)p(w|X, y)dw

(5.3)

(5.4)

Variational Inference

Inferring approximation distribution in Bayesian deep learning networks is a very challenging task due to millions of free parameters in deep networks. Variational inference (VI)
methods translate the posterior inference into an optimization problem. Given a model M
with weights ✓ and dataset D = (x, y), the inference task is to find the posterior distribution
of p(✓|D). Since the posterior cannot be obtained in analytical form, approximate distribu-
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tion q(✓, ⌫), parametrized by ⌫, is introduced to approximate the posterior distribution of
p(✓|D). The optimal approximation with parameter ⌫o ptimzied is obtained by minimizing
the Kullback-Leibler (KL) divergence between p and q as it is shown in Equation 5.5.

⌫optimized = argmin⌫ KL[q⌫ (✓, ⌫)||p(✓|D)]

(5.5)

By introducing prior p(✓) and using Bayes rule, Equation 5.5 is transformed to maximize
the Evidence Lower Bound in Equation 5.6:
⌫optimized = argmax⌫ E✓⇠q [logp(y|✓, x)]

5.2.2.2.

KL[q⌫ (✓, ⌫)||p(✓|D)]

(5.6)

Variational Inference by Bayes by Backpropagation

In order to translate posterior inference for the optimization problem, we obtained the
⌫optimized by minimizing the KL divergence between posterior approximation q(✓, ⌫) and
posterior distribution of p(✓|D) as defined in Equation 5.5. Equation 5.5 can be further
simplified to Equation 5.7.
⌫optimized = argmin⌫ KL[q⌫ (✓|D)||p(✓|D)]
= argmin⌫ KL[q⌫ (✓|D)||p(✓)]
Eq( ✓|⌫) [logp(D|✓)] + logp(D)
where :
KL[q⌫ (✓|D)||p(✓)] =
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Z

q⌫ (✓|D)log

(5.7)

q⌫ (✓|D)
d✓
p(✓|D)

Since the obtained integral for KL divergence in Equation 5.7 is intractable, Kumar
et al. [130] used Monte Carlo approximation sampling to obtain ⌫optimized in Equation 5.8,
where N is the number of samples from q⌫ (✓|D).

⌫optimized = argmin

N
X
i=1

5.2.2.3.

logq⌫ (✓i |D)

logp(✓i )

logp(D|✓i )

(5.8)

Convolutional Neural Network Backpropagation

We followed the implementation by Kumar et al. in applying local reparameterization
trick. Sampling is performed in the activation layer instead of directly sampling weights of
the neural network [130, 131, 132]. Furthermore, the probability distribution for the weights
of the Convolutional Neural Network (CNN) filters are updated through two convolutional
operations. First, µ is updated by point estimate backpropagation using Adam optimizer,
and the activation output is considered as µ of the variational parameter. In the second
convolution, the variance ↵ of the probability distribution of q(w|D) is learned through
↵µ2 .
5.2.2.4.

Stein Variational Gradient Descent

In this section, given a neural network M parameterized by weights %, we want to use
Stein Variational Gradient Descent (SVGD) to minimize the KL divergence between true
posterior p(%|D) and approximation posterior p(%) as proposed by Liu et al. [133, 134].
From Equation 5.5, we can calculate an optimal approximation q(%) as follows:
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q(w) = argmin Eq [logq(%)

log p̃(%|D) + logp(D)]

W here :
log p̃(%|D) = p(%|D)p0 (%) =

N
Y
i=1

p(y i |%, xi )p0 (%)

(5.9)

and
logp(D)is a constant that can be ignored during optimization.
In the SVGD algorithm, transformation T is applied to each weight (%) to transform from
prior as shown in Equation 5.10.

T (%) = % + ✏ (%)

(5.10)

Given this equation, ✏ is the perturbation magnitude, and (%) is the perturbation direction
in space F . SVGD uses approximation of the variational posterior. A set of weights % has
the empirical measure µs (d%) =

1 N
⌃
N i=1

(% %i )d%. Here, we are searching for a direction to

maximally decrease the KL divergence. The maximal decrease direction is Eµ [Ap ], where
Ap is the Stein operator defined in Equation 5.11.

A(%) = rlogp(%) (%)T + r (%)

(5.11)

The maximal perturbation direction, the Stein discrepancy, in the functional space of
0

Reproducing Kernel Hilbert Space (RKHS) with the RBF kernel k(%, % ), can be updated
by Equation 5.12. In the Equation 5.12 for calculating Kernel, h =

M2
log(numberof samples)

where

M is the median of pairwise distance for current % in the samples, {%i }ni=1 umberof samples
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(%

⇤

)=

1 N
⌃ [k(%0i , %)r%0i logp(%0i ) + r%0i k(%0i , %)]
N i=1
(5.12)

W here :
k(%0 , %) = exp(

|%0

%|2
h

)

The training process for Bayesian deep learning with SVGD following the implementation by Liu et al. and Zhu et al. [135, 133] is presented in algorithm 3.
Algorithm 3 SVGD Training algorithm
Initialize N Neural Network
for (t == 1,t = #training step,t++) do
for (j == 1,j == N,j++) do
QN
j
j
j
feed forward {xi , yi }N
i=1 and calculate p(%t ) =
i=1 p(yi |%t , xi )p(%t )
j
Calculate rlogp(%t )
end for
Calculate [k(%jt , %K
t )]k,j2[1,..,#parameters]
j
Calculate r[k(%t , %K
t )]
j
Calculate [k(%jt , %K
)].rlogp(%
t)
t
for each parameter calculate from Equation 5.12
for each parameter %jt+1
✏i (%jt ) + %t J
for (i == 1,i == N,i++) do
for (j == 1,j == #parameters,j++) do
update %ij
t
end for
end for
end for
5.2.2.5.

Monte Carlo Dropout

Monte Carlo Dropout, introduced by Gal and Ghahramani, provides probability distribution of dropout techniques [136]. Dropout is a form of regularization in point-estimate
neural networks (NNs) that randomly turns neurons on and o↵ during training to avoid
dependence of a network on a specific neuron or set of neurons. The idea behind the
Monte Carlo dropout is that it can be used for VI when the variational distribution is a
Bernoulli distribution. To implement Monte Carlo dropout, dropout layers are added after
each convolution layer and used during testing and training phases. It is in contrast with
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Figure 5.3. Fully convolutional network containing three dense blocks (D N et) used in our
implementation.
conventional usage of dropouts in point-estimate NNs where dropouts are only used during
training. Using Monte Carlo dropout is equal to sampling from a Bernoulli distribution
and provides a way to measure uncertainty in model prediction by finding the variance of
prediction for t iterations.
5.2.3.

Convolutional Neural Networks

We used two di↵erent fully CNNs to compare di↵erent Bayesian deep learning implementations in terms of prediction accuracy and uncertainty, and training time. Figure 5.3
shows the architecture of the implemented fully CNN, named D N et, containing three
dense blocks. DenseNet was introduced by Huang et al. and showed significant success in
image recognition and classification [137]. As it is illustrated in Figure 5.4, each dense block
contains three CNN blocks comprising of Batchnomalization + ReLU + Convolution. The
growth rate for a dense block is two, which means the number of feature maps are doubled
when passing through each CNN block.
Figure 5.5 shows, CN N N et, the second fully CNN used in our comparison. The first
two convolution layers in CN N N et are followed by ReLU and max pooling layers. The
next three convolution layers pass their output through ReLU and global average pooling
layers. The last convolution layer is replacing the conventionally used fully connected layer
for classification in deep learning.
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5.2.4.

Datasets

We used two datasets for this paper. The first dataset used for embedding learning
in few-shot learning was downloaded from the breast histopathology images repository
provided by Kaggle3 . This dataset originally contained 1624 mount slide images of breast
cancer specimens scanned at 40x magnification. 277, 524 patches were extracted from the
whole slides and resized to 50 ⇥ 50 pixels. 198, 738 images are classified as negative for
Invasive Ductal Carcinoma (IDC), and the rest are positive examples of IDC.
The second dataset used for the main classification task and comparison was obtained
from ICIAR 2018 grand challenge for breast cancer histopathology images [138]. The
dataset consists of 400 breast histopathology microscopy images which are divided equally
into four classes (normal, benign, in situ carcinoma, and invasive carcinoma). Each image
size is 2048 ⇥ 1536 pixels. Standard augmentation techniques, such as random horizontal
flipping and rotation, were performed on this dataset, and the final dataset after augmentation includes 1000 images. Images in the dataset were converted to 224 ⇥ 224 pixel and
divided into 90% and 10% subsets for training and testing, respectively.
5.3.

Experiments and Results

In this section, we present the experimental results of few-shot learning and Bayesian
deep learning for the small ICIAR dataset.
5.3.1.

Few-shot Learning

As explained in section 5.2.1, we first pre-trained the embedding network, illustrated
in Figure 5.1, with the Kaggle dataset and then used the pre-trained network, except
the last layer, during training for the main classification task. The network, illustrated in
Figure 5.2, is trained in an end-to-end fashion with ICIAR dataset to optimize Equation 5.2
using Stochastic Gradient Descent (SGD).
3

https://www.kaggle.com/paultimothymooney/breast-histopathology-images
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5.3.2.

Bayesian Deep Learning

In this section, we only used the ICIAR dataset for testing and training. We trained
CN N N et with Bayes by Backprop, Stein Variational Gradient Descent (SVGD), and
Monte Carlo (MC) dropout to compare the training time, prediction accuracy, and uncertainty for each method. All the models were implemented using the Pytorch framework [139].
In our SVGD implementation, we train an ensemble of 30 deterministic neural networks
with various initialization to simultaneously simulate and consider the e↵ect of initialization, noise parameters, and uncertainty introduced by the limited dataset, as suggested
by [135].
Table 5.1 shows the results for di↵erent methods applied to the ICIAR dataset. It is
important to note that since Bayes by backprop and MC dropout methods for CN N N et
did not obtain acceptable results, we did not implement these techniques with D N et and
only trained D N et with SVGD. The reported uncertainty refers to the uncertainty across
all four classes.
Additionally, in table 5.2, we provide the training time for CN N N et and D N et for
Bayesian models trained by Bayes by Backprop and Stein Variational Gradient Descent
(SVGD) as well as Monte Carlo dropout and point-estimate deep learning to identify the
computational overhead introduced by VI. The reported time is measured by averaging
the training time for 100 iterations. The training was performed on a NVIDIA V100 GPU
with a batchsize of 16.
5.4.

Discussion & Conclusion

In this work, we presented multiple deep learning models for limited breast histopathology image dataset classification. We introduced Bayesian deep learning and few-shot learning methods for developing robust models against over-fitting in order to tackle the challenging problem of using deep learning for small and messy datasets. Additionally, by
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Table 5.1. Results for di↵erent training methods for small breast histopathology images
dataset.
Method

Network

Accuracy

Mean Uncertainty

Few Shot Learning
Bayes By Backprop
MC Dropout

Few shot model
CN N N et
CN N N et
CN N N et
D N et

86%
34%
57.7%
61.1%
70.0%

N/A
18.76e 2
4.32e 2
2.212e 2
1.04e 2

SVGD

Table 5.2. Training time in seconds for di↵erent training methods for small breast
histopathology images dataset.
Method

Network

Time for one training iteration(s)

Few Shot Learning
Bayes By Backprop

Few shot model
CN N N et
CN N N et
D N et
CN N N et
D N et
CN N N et
D N et

0.54
5.41
0.009
0.021
0.009
0.021
0.235
0.868

MC Dropout
Point base
SVGD

Table 5.3. Uncertainty in prediction for each class for di↵erent Bayesian deep learning
models.
Method

Network

Bayes By Backprop
MC Dropout

CN N N et
CN N N et
CN N N et
D N et

SVGD

Normal
18.74e
4.11e
2.41e
1.01e

75

2
2
2
2

Benign
18.80e
4.46e
2.08e
1.15e

2
2
2
2

Carcinoma
18.73e 2
4.90e 2
2.95e 2
1.07e 2

Inv
18.78e
3.80e
1.41e
0.95e

2
2
2
2

developing Bayesian deep learning models, we calculated uncertainty in the classification
prediction which is not possible for conventional point-based deep learning models.
As it is shown in Table 5.1, while few-shot learning has provided the highest accuracy,
calculating prediction uncertainty is not feasible due to utilizing point-estimation techniques. This is a huge drawback for a model which is going to be used in mission-critical
tasks such as making a decision in cancer classification. Among Bayesian models, SVGD
achieved the highest accuracy and lowest prediction variance (uncertainty) for both C N et
and D N et, proving the superiority of using SVGD and an ensemble of neural networks for
variational inference.
Another important observation from Table 5.1 is the fact that Bayesian deep learning
model’s prediction is not as accurate as point-based estimation such as few-shot learning.
This could be attributed to the approximation used to obtain the posterior through KL
divergence or the assumed prior distribution for weights. As a result, in my future work, I
will consider a di↵erent prior for the ensemble of neural networks in addition to di↵erent
noise parameters. Moreover, a better approximation for an intractable KL divergence
equation is required to make the Bayesian deep learning more accurate.
In Table 5.3, we illustrated the obtained uncertainty for each prediction class. The
Bayes by backprop uncertainty is higher than other Bayesian methods which is aligned
with our expectation since the accuracy is lower than other models too. Among the rest of
Bayesian deep learning models, SVGD for D N et has provided the lowest uncertainty. It is
expected since the same model has provided the highest accuracy too. Another important
point is the uncertainty calculated for MC Dropout is uncertainty only for dataset and not
for the network parameters, while in the Bayesian deep learning methods uncertainty for
both dataset and parameters is being considered.
In Table 5.2, we presented the time in second for one training iteration, and it is important to notice that while Bayesian deep learning introduced computational complexity,
it provides uncertainty in prediction which is a significant factor missing in deep learning
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models. Hence, in my future work, I am going to work to make Bayesian training faster
and more applicable.
Although Monte Carlo Drop Out technique implementation is easy and close to point
based estimation with the same number of parameters and a training time equal to conventional deep learning models, it only considers uncertainty for the dataset, not for the
model parameters, which is a very important drawback of this method.
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Chapter 6. Conclusion and Future Work
In this study, I first surveyed the background, methods, and application of deep learning
in biomedical and bioinformatics. Then, I explained the challenges of applying deep learning
for biomedical and bioinformatics applications. I recognized the reasons as to why advanced
AI and deep learning applications have not found their full potential in medicine yet and
set my goal to develop advanced deep learning models to address challenges, such as limited
data availability, underlying complex data distribution, and computational complexity.
The second chapter presented BC-DROID for automated local lesion detection and
breast cancer diagnosis from mammogram images using supervised deep learning techniques. BC-DROID is capable of performing both detection and classification in a single
task, enabling e↵ective computational time with impressive breast cancer detection and
classification accuracy.
In the third chapter, on the basis of the success of BC-DROID and recognizing it’s
limitations, I designed DiaGRAM (Deep GeneRAtive Multi-task) to address the limitations
of BC-DROID, such as dependency on the availability of a large dataset with annotated
lesions during training. DiaGRAM is an end-to-end deep learning solution for breast cancer
screening and diagnosis purposes. It utilizes GAN with a deep classifier to learn features
that benefit both the supervised and generative path simultaneously and learns features
from mammograms in a semi-supervised fashion. As a result, it can learn from a limited
dataset and can conduct inference without annotation. Moreover, transfer learning is
applied which allows for adapting the model trained with filmed mammograms to digital
mammograms without losing accuracy (i.e., the model generalizes well).
Following in the fourth chapter, I introduced a semi-supervised platform for DNaseSeq data analytics using Deep generative convolutional networks (DSSDA) and also a novel
input representation for genomic data using probabilistic continuous vector-space model.
In the result section, I showed DSSDA could be trained with very limited labeled data
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due to it’s learning capability in the semi-supervised method. Furthermore, the generative path in DSSDA is used to help discover hidden features that lead to more accurate
and uniform prediction compared to previous works.
Lastly, in the fifth chapter, I concentrated on making deep learning e↵ective for a very
small microscopic breast histopathology dataset. I designed and implemented a model for
Few-shot learning to enable the model to learn from few samples per classes. Furthermore,
Bayesian deep learning has recently garnered attention since it brings automatic regularization and new concept of uncertainty calculation to neural networks. While Bayesian
deep learning is very promising, especially for a small dataset, it has not found its place
in artificial intelligence research due to the complexity of posterior inference with variational inference. Therefore, I designed and implemented various deep learning models and
performed training with di↵erent VI methods and compare them in terms of accuracy, uncertainty and time for training to find the pros and cons of di↵erent VI method in Bayesian
deep learning training.
There are some potential future research directions that I intend to pursue: 1) Since my
results show Bayesian deep learning models are very sensitive to the choice of prior, I want
to further investigate the training process an ensemble of Bayesian models. 2) My result
in the last chapter shows VI in Bayesian deep learning introduces additional computation
complexity, making the training time longer. Consequently, I want to optimize the VI
methods for Bayesian deep learning techniques. 3) Since the Bayesian method estimates
the distribution of weights instead of conventional point based estimation, I want to take
advantage of the distribution for network pruning and dropping weights. This makes deep
learning networks smaller and allows us to bring deep networks to edge devices.
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