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Abstract
In this paper a particular partition on blocks of generalized circulant (0, 1) matrices of composite order,
with three ones per row, is determined. Using this result it is shown that the bipartite graph, associated with a
similar matrix in the usual way, has genus 1, but a particular case, where it holds 0. Moreover a lower bound
for the permanent of these matrices is achieved.
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1. Introduction
A matrix of order n is said i-circulant, 1  i < n, when every row, distinct from the first one,
is obtained from the preceding by shifting every element of i positions to the right. When i = 1
the matrix is also said circulant.
Let Pn be the circulant matrix with first row (0 1 0 · · · 0). If there is not possibility of
ambiguity we often drop the subscript n and simply write Pn as P.
Denote by (n, i) the greatest common divisor of n and i and assume that (n, i) = k, n = km
and i = ki′, where k and i′ are positive integers. A matrix A is called generalized i-circulant when
it is partitioned into i-circulant submatrices Aj , 1  j  k, of type m × n formed by the rows
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1 + (j − 1)m, 2 + (j − 1)m, . . . , jm;
then A is partitioned into i-circulant submatrices of type (m, n) as follows:

A1
A2
· · ·
Ak

 .
In [11] the following characterization of generalized i-circulant matrices is shown.
Theorem 1. A matrix A of order n is generalized i-circulant, where (n, i) = k and n = k × m,
if and only if it satisfies the relation
AP i = P ′A,
where P ′ is direct sum of k matrices coinciding with Pm, i.e. P ′ = diag(Pm, . . . , Pm).
Recall that the permanent of a n × n matrix A = [ai,j ], denoted per A, is defined as
per A =
∑
σ∈Sn
n∏
i=1
ai,σ (i),
where the sum extends over all permutations σ of Sn [8,9].
The computation of the permanent seems to be a very hard task, even for sparse (0, 1)-matrices
[3,4,7,10]. An extensively studied special case is provided by circulant matrices [5]; it seems there
is no polynomial time algorithms, even for circulants with three non-zero elements per row, that
is an n × n matrix A = I + P i + P j , where 1  i < j  n − 1. A particular approach concerns
the study of the bipartite graph, associated with A in the usual way [12].
Recently, Tesler [13] showed how to express the permanent of a matrix associated with a small
genus graph as the linear combination of a few determinants. This approach finds its historical
roots in the work of Kasteleyn [6] who was the first to show the crucial role of the genus of
the graph in determining the feasibility of computing permanents via determinants. In [4] authors
applied some results on the computation of the number of perfect matchings of small genus graphs
in order to show that the permanent of a circulant matrix with three non-zero entries per row is
the linear combination of just four determinants.
When n is an odd prime, the authors [4] proved that the bipartite graph G[A] can be drawn
as a cycle of length 2n with n additional chords and also that the genus of such a graph holds 1.
A similar result holds when at least one element of the set {i, j, i − j} belongs to Z∗n, the set of
invertible elements of the ring Zn of the residue classes modulo n.
In this paper we consider the problem of studying the cases in which i, j, i − j /∈ Z∗n, asked
in [4].
Let (n, i) = k > 1 and n = k · m. A first result concerns a suitable partition of the matrix
A = I + P i + P j into blocks. In Theorem 3, we prove that A is permutation similar to a matrix
B partitioned into blocks of order m, which coincide with Im + Pm on the main diagonal, while
the remaining ones coincide with the null matrix O of order m, but one per row which is a suitable
power of Pm. As a consequence, in Theorems 5 and 6, we prove that G[A], can be drawn as k
disjoint cycles C1, C2, . . . , Ck and suitable edges between consecutive cycles disposed in a cyclic
order and has genus 1, but a particular family of graphs, where the genus holds 0.
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Another consequence is that if K is the greatest value among (n, i), (n, n − j) and (n, j − i),
then per(A)  2K + 1; this number turns out to be a lower bound for the number of different
values taken by the permanent, thus answering a question asked in [7].
In some cases this result improves the value obtained in [2].
Let A = [ai,j ] be a matrix of order n. We denote by d(1,m), where 1  m  n, the diagonal
starting in a1,m, i.e. the sequence of elements a1,m, a2,m+1, . . . , an−m+1,n and by d(m, 1) the
sequence am,1, am+1,2, . . . , an,n−m+1.
We will represent a permutation α of n elements either by an array of two rows, where the
first row is the sequence 1, 2, . . . , n, while the second is α(1), α(2), . . . , α(n) or simply by
α = α(1), α(2), . . . , α(n). If σ, τ ∈ Sn, we define composite permutation στ by
στ(j) = σ(τ(j))
for j = 1, 2, . . . , n [1]. Finally we introduce the notation (i)m when we want to emphasize that
the integer i has to be taken modulo m.
2. Circulant matrices with three ones per row
In this section, we consider the n × n (0, 1) circulant matrix
A = I + P i + P j ,
where i, j, n are positive integers such that 1  i < j  n − 1 and n is composite. First we consider
a particular generalized circulant permutation matrix.
Recall that a (0, 1) matrix A = [ai,j ] of order n represents a permutation σ , when ai,j = 1 if
and only if j = σ(i). When it is necessary to emphasize σ , we may denote A by A(σ).
Definition 1. A permutation matrix A(σ) = [ai,j ] of order n is said i-regular, when is partitioned
into i-circulant submatrices Aj , 1  j  k, of type (m, n) such that every submatrix, distinct
from the first, is obtained from the preceding by shifting every column one position to the right
and moreover a1,1 = 1. In this case also the permutation σ is said i-regular.
The definition implies that also a1+m,2 = · · · = a1+(k−1)m,k = 1; in other words, σ(1) =
1, σ (1 + m) = 2, . . . , σ (1 + (k − 1)m) = k.
Notice that a i-regular permutation matrix of order n is uniquely determined.
Lemma 1. Let Q be the i-regular permutation matrix of order n, where 1 < i < n, (n, i) = k >
1, n = k · m and i = k · i′. The matrix QPQ−1 may be partitioned into the following super-
diagonal k × k block form:
Q · P · O−1 =


0 I 0 · · · 0
0 0 I · · · 0
· · ·
(Pm)
s 0 · · · 0 0

 ,
where s is the inverse of i′ modulo m.
Proof. The i-regular permutation of n elements, say σ , may be represented by the following array:(
1 · · · m m + 1 · · · 2m · · · (k − 1)m + 1 · · · km
1 · · · 1 + (m − 1)i 2 · · · 2 + (m − 1)i · · · k · · · k + (m − 1)i
)
.
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Then
σπσ−1 =
(
1 2 · · · (k − 1)m (k − 1)m + 1 · · · km
m + 1 m + 2 · · · km s + 1 · · · s
)
,
where the integers are taken modulo n and k + 1 ≡ 1 + si (mod n); then s is the inverse of i′
modulo m. As a consequence, the corresponding permutation matrix may be partitioned into
blocks of order m in the following form:

0 I 0 · · · 0
0 0 I · · · 0
· · ·
(Pm)
s 0 · · · 0 0

 . 
For example for n = 3.4, i = 3 we have
σ =
(
1 2 3 4 5 6 7 8 9 10 11 12
1 4 7 10 2 5 8 11 3 6 9 12
)
and
σπσ−1 =
(
1 2 3 4 5 6 7 8 9 10 11 12
5 6 7 8 9 10 11 12 2 3 4 1
)
then the corresponding permutation matrix is
0 I 00 0 I
P 0 0

 .
Notice that if (n, i) = 1, then the i-regular permutation, say σ , is
(11 + i1 + 2i · · · 1 + (n − 1)i)
and its corresponding permutation matrix Q satisfies QP i = PQ.
Proposition 1. If the positive integers i, j, n have a non-trivial common factor, say h, and
n = hm, i = hi′ and j = hj ′, then A is permutation similar to the direct sum of h matrices
coinciding with Im + P i′m + P j
′
m .
Proof. Assume that h divides n and denote by Q the h-regular permutation matrix of order n. By
Theorem 1 it satisfies the relation
QPh = P ′Q,
where P ′ is the direct sum of h matrices coinciding with Pm.
Then Ph = Q−1P ′Q and
A = I + (Q−1P ′Q)i′ + (Q−1P ′Q)j ′ ;
then
QAQ−1 = I + (P ′)i′ + (P ′)j ′ =
⊕(
Im + P i′m + P j
′
m
)
. 
Now assume that i, j, n have not a common factor. In particular, as first case, assume that n and
i are coprime.
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Theorem 2. Let A = I + P i + P j be a matrix of order n, where 1  i < j  n − 1, (n, i) = 1,
j = iq + r, 0  r < i. Then A is pemutation similar to I + P + Pq+sr , where s is the inverse of
i modulo n.
Proof. Let Q be the i-regular permutation matrix of order n. Then P i = Q−1PQ and A = I +
Q−1PQ + (Q−1PQ)qP r ; it follows QAQ−1 = I + P + Pq · (QPQ−1)r . Because (n, i) = 1,
the equation x · i ≡ 1 (mod n) has a solution, say s andP s = (QP iQ−1)s = QPQ−1. It follows:
QAQ−1 = I + P + Pq+sr . 
Theorem 3. Let A = I + P i + P j be a (0, 1) matrix of order n, where 1  i < j  n − 1,
(n, i) = k > 1, n = km, i = ki′, j = iq + r, 0  r < i and i, j, n have not a non-trivial common
factor.
Then A is permutation similar to a k × k block matrix B whose elements on the main
diagonal coincide with I + Pm, while other elements are 0, but on the diagonals d(1, r + 1)
and d(n − r, 1), where they coincide with Pq and Pq+s , respectively, s being the inverse of i′
modulo m.
Proof. Denote by Q the i-regular permutation matrix of order n. By Theorem 1
P i = Q−1 · P ′ · Q,
where P ′ is direct sum of k matrices coinciding with Pm. By Lemma 1 we have that
(QPQ−1)r =


0 · · · 0 I · · · 0
· · ·
0 0 0 · · · 0 I
(Pm)
s 0 0 · · · 0
· · ·
0 · · · (Pm)s 0 · · · 0


,
where in the first row the matrix I is in position (1, r + 1) and in the first column P sm is in
position (n − r, 1). As (P ′)q is direct sum of k matrices coinciding with Pqm, it follows that
(P ′)q · (QPQ−1)r is a block matrix of order k having the same structure as the preceding one,
but in which I and (Pm)s are replaced by Pqm and Pq+sm , respectively.
Then
QAQ−1 = B =


I + Pm 0 · · · 0 Pqm 0 · · · 0
· · ·
0 · · · 0 I + Pm 0 · · · Pqm
P
q+s
m 0 · · · I + Pm 0 0
· · ·
0 · · · 0 (Pm)q+s 0 · · · I + Pm


and the result holds. 
3. Bipartite graphs
In this section, we assume that, in relation to the (0, 1)-matrix A = I + P i + P j of order n,
the integers i, j , n have not a non-trivial common factor. This implies that, if (n, i) = k > 1 and
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j = kq + r , then (r, k) = 1. Denote by G[A] the bipartite graph associated with A = [ai,j ] in
the standard way; then the adjacency matrix of the graph is the matrix
D =
[
0 A
AT 0
]
.
The partite sets of G[A], which correspond to the rows and the columns of A, may be repre-
sented by the sets {1, 2, . . . , n} and {1′, 2′, . . . , n′} and i is adjacent to j ′ if and only if ai,j = 1.
In [4] it was proved that if k = 1, then the genus of G[A] is 1. In this section, we prove that this
situation holds also for k > 1, but in a particular case where it holds 0.
Theorem 4. Let A = I + P 2 + P t be of order n = 2m, where t is odd. Then G[A] has genus 0
if and only if t = 1.
Proof. Let t = 2q + 1, where q  0. Denote by Q the 2-regular permutation matrix of order
n. Then QP 2 = P ′Q, where P ′ is direct sum of 2 matrices coinciding with Pm; moreover by
Lemma 1 it is
QPQ−1 =
[
0 I
Pm 0
]
and therefore
B = QAQ−1 =
[
I + Pm Pqm
P
q+1
m I + Pm
]
.
Denoted by {1, 2, . . . , 2m} and {1′, 2′, . . . , 2m′} are the partite sets of G[B] corresponding to
the rows and the columns of B, respectively. Notice that G[B] contains the cycles
C1 : (1, 2′, 2, . . . , m′,m, 1′, 1)
and
C2 : ((m + 1)(m + 2)′(m + 2) · · · (2m)′(2m)(m + 1)′(m + 1)).
Moreover there are the edges connecting the vertex i, with (m + (i + q)m)′, where (i + q)m
denotes the integer i + q taken modulo m and 1  i  m, and also the edges connecting the
vertex i + m with (i + 1 + q)′m.
Now, consider the following consecutive vertices of C1:
i, (i + 1)′, (i + 1)
and the consecutive vertices of C2
(m + (i + q)m)′,m + (i + q)m, (m + (i + 1 + q)m)′,
where 1  i  m. Notice that because i is adjacent to (m + (i + q)m)′ and i + 1 is adjacent to
(m + (i + 1 + q)m)′, then it is determined a cycle of length 6. Then the graph G[A] is planar
if and only if m + (i + q)m is adjacent to (i + 1)′. We know that m + (i + q)m is adjacent
to (i + q + 1 + q)′m; this implies that i + 1 and i + 1 + 2q have to coincide modulo m. This
condition is satisfied if and only if q = 0. 
Theorem 5. Let A = I + P i + P j , where 1  i < j  n − 1, (n, i) = 2 and n = 2m. Then
G[A] has genus 0 if and only if two of the integers i, j − i, n − j are equal and prime with n.
Proof. Assume that the set {i, j − i, n − j} contains two equal integers, say t, prime with n.
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Let i = j − i = t and (t, n) = 1; then A = I + P t + P 2t . By Theorem 2, A is permutation
similar to B = I + P + P 2; then, by Theorem 4, G[B], which turns out to be isomorphic to
G[A], has genus 0.
Now, assume that j − i = n − j = t ; then C = A · Pn−i = I + P t + P 2t and this matrix is
in the same above situation. It is easy to see that the permutation represented by the matrix[
I 0
0 Pn−i
]
is an isomorphism between G[A] and G[C].
Finally let i = n − j = t ; then D = A · Pn−j = I + P t + P 2t and we obtain that G[A] is
isomorphic to the graph G(D) having again genus 0.
Conversely, assume that G[A] has genus 0. Let i = 2i′, j = 2q + 1 and Q the 2-regular
permutation matrix of order n. Then P 2 = Q−1P ′Q, where P ′ is direct sum of two matrices
coincident with Pm. Then
QAQ−1 = B =
[
I + P i′m P qm
P
q+1
m I + P i′m
]
.
Then G[B], which is isomorphic to G[A], can be partitioned into the cycles C1, having vertices
{1, (i′ + 1)′, (i′ + 1), (2i′ + 1)′, . . . , ((m − 1)i′ + 1), 1′, 1}, and C2, having vertices {(m + 1),
(m + i′ + 1)′, (m + i′ + 1), (m + 2i′ + 1)′, . . . , (m + 1)′, (m + 1)}, and some edges connecting
vertices of these cycles.
The vertex h, 1  h  m, of C1 is adjacent to the vertex ((h + q)m + m)′ of C2 and h + m of
C2 is adjacent to (h + q + 1)′m of C1.
Consider the following subsequence of C1:
1′, 1, (1 + i′)′,
in which 1′, 1 and (1 + i′)′ are, respectively, adjacent to m + (m − q)m, (1 + q + m)′ and (m +
(m − q + i′)m) of C2. In C2 there is the subsequence
m + (m − q)m, (m + (m − q + i′)m)′,m + (m − q + i′)m,
which together with the above edges determine a cycle of length 6. Because G is planar, it follows
that (m + (m − q + i′)m)′ has to be adjacent to 1; in other words ((1 + q)m + m)′ = (m + (m −
q + i′)m)′. This implies 1 + q ≡ m − q + i′ modulo m; then i′ ≡ 2q + 1 − m modulo m. This
implies that j − i = n − j = 2m − (2q + 1).
Moreover the integer 2m − (2q + 1) is prime with n. On the contrary, if (2m − (2q + 1), 2m) =
t > 1, we obtain that 2m = t · t ′, 2m − j = t · j ′; then j = t · (t ′ − j ′) and i = 2tj ′, a contra-
diction to the assumption that these numbers have not a non-trivial common factor.
This completes the proof of the theorem. 
In Fig. 1, we have a drawing of the planar bipartite graph G[A], where A = I + P + P 2 has
order 6. If Q denotes the 2-regular permutation matrix of order 6, we obtain P 2 = Q−1P ′Q,
where P ′ = ⊕P3 and
B = QAQ−1 =
[
I + P I
P I + P
]
.
In Fig. 2, we may consider a similar decomposition with respect to the matrix A = I + P 2 + P 3.
In this case we obtain the matrix
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2'
3
1
2
3'
1'
4' 4
6 5'
6' 5
Fig. 1.
2'
3
1
2
3'
1'
4'
4
6
5'
6'
5
Fig. 2.
B = QAQ−1 =
[
I + P P
P 2 I + P
]
and the corresponding bipartite graph is not planar.
Theorem 6. Let A = I + P i + P j , where 1  i < j  n − 1, (n, i) = k > 2. Then G[A] has
genus 1.
Proof. Denote n = km, i = ki′ and j = kq + r , where 0  r < k. If A is partitioned in blocks
as the matrix B = [Bi,j ] of Theorem 3, we obtain that the blocks on the main diagonal determine
k  3 cycles C1, . . . , Ck , of length 2m.
In particular let C1 be the cycle associated with the first block B1,1 = Im + P i′m . Denote
1, 2, . . . , m and 1′, 2′, . . . , m′ the vertices corresponding to the rows and columns of B1,1,
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respectively. Then j is adjacent to j ′ and (j + i′)′, for j = 1, . . . , m, where the indices are mod m.
The sequence
1, (i′ + 1)′, i′ + 1, (2(i′) + 1)′, 2(i′) + 1, . . . , (m − 1)(i′) + 1, 1′, 1
is a cycle which contains all the 2m vertices 1, . . . , m, 1′, . . . , m′. This condition is a consequence
of the fact that, as i′ is prime with m, the sets {1, 1 + i′, . . . , 1 + (m − 1)i′} and {1, 2, . . . , m}
coincide mod m.
In relation to every cycle Ch, 1  h  k, V (Ch) and V ′(Ch) denote the sets of vertices of Ch
without accent and with accent, respectively, corresponding to the rows and the columns of Bh,h.
Notice that m vertices of V (Ch) are adjacent to vertices of V ′(Ch+r ), the edges being deter-
mined by the non-zero elements of the matrix Bh,h+r . We may draw the k cycles around a torus
in the order C1, Cr+1, . . . , C(k−1)r+1 and connect every cycle Cr to the consecutive Ch+r by the
edges determined by the circulant matrix Bh,r+h, h = 1 + t · r , 0  t  k − 1.
Notice that the edges corresponding to the ones of the circular matrix Bh,r+h may be drawn
on the torus without crossings.
Now, consider the sequence
B1,1, B1,r+1, Br+1,r+1, Br+1,2r+1, . . . , B(k−1)r+1,(k−1)r+1, B(k−1)r+1,1.
By the condition that r is prime with k, it follows that the set {1, r + 1, 2r + 1, . . . , (k − 1)r + 1}
coincides with the set {1, 2, . . . , k}.
We obtain that G[A] may be drawn on the torus without crossings, but on the vertices; thus
the genus of the graph is 1.
Now we prove that the same genus is 1.
On the contrary let us assume that the genus holds 0.
We have only two possibilities for starting to draw the graph in the plane without crossings.
The first is that we draw the second cycle inside the first, the third inside the second, and so
on. However last cycle has vertices adjacent to the first one and we do not avoid crossings.
The second possibility is that we draw at least two cycles C and C′, consecutive in the above
sequence, such that one is not contained in the other one. Denote by v, w, z and v′, w′, z′ three
consecutive vertices of C and C′, respectively, such that v′ is adjacent to v and z′ is adjacent to
z. These vertices determine the cycle (v,w, z, z′, w′, v′); in order to avoid crossings the unique
possibility is that w is adjacent to w′. But a necessary condition, in order this situation is satisfied,
is k = 2, a contradiction.
This completes the proof of the theorem. 
4. Lower bound
In this section, we determine a lower bound for the number of different values taken by the
permanent.
Lemma 2. Let A = aI + bP r be a matrix of order k, where a, b are real numbers, (r, k) = t
and k = tk′. Then per A = (ak′ + bk′)t .
Proof. Let Q be the r-regular permutation matrix of order k. By Theorem 1 we have that P r =
Q−1P ′Q, where P ′ is a direct sum of t matrices coinciding with Pk′ . Then QAQ−1 = ⊕(aIk′ +
bPk′) and per A = (per(aIk′ + bPk′))t . Consider the permanent ofaIk′ + bPk′ . Leta1, a2, . . . , ak′
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be the elements of A on the main diagonal and c2, c3, . . . , ck′+1 the remaining elements on the
rows 1, 2, . . . , k′ and columns 2, 3, . . . , 1.
Denote by d a diagonal product of per(aI + bPk′); if d contains a1, then it does not contain
c2. Because the second column contains only two elements, then d has to contain a2. It follows it
cannot contain c3 and so on; in other words it has to contain all the elements a1, a2, . . . , ak′ .
On the other hand, if d contains c2 it contains also all the elements c3, . . . , c1.
Because the elements on the main diagonal are equal to a and the others to b, d has to coincide
either with ak′ or with bk′ and the result follows. 
Now let us consider a matrix A = I + P i + P j , where we assume that i, j, n have not a
non-trivial common factor.
Proposition 2. Let A = I + P i + P j be a (0, 1) matrix of order n, where 1  i < j  n − 1,
(n, i) = k, n = km, j = kq + r, 0  r < k. Then
per A  (2k + 1).
Proof. By Theorem 3, A may be partitioned into submatrices of order m, which coincide with
I + Pm on the main diagonal, with a suitable power of Pm on the diagonals starting in positions
(1, r + 1) or (n − r, 1), respectively, and 0 otherwise. Then per A  per(I + Pm)k + 1; in other
words per A  2k + 1. 
Because the permanent ofA is independent of a multiplication by a permutation matrix, we may
also consider the matrices A · Pn−i = I + P j−i + Pn−i and A · Pn−j = I + Pn−j + Pn−j+i ;
let K be the maximum among (n, i), (n, j − i) and (n, n − j); we obtain the following lower
bound for the permanent of the (0, 1) circulant matrices with three ones per row:
per(I + P i + P j )  2K + 1.
In [2] it is proved that for all integers n  k  1 and any (0, 1)-matrix A with each row and
column sum equal to k the following relation is satisfied:
per A >
(
(k − 1)k−1
kk−2
)n
.
In our case we have k = 3 and
per A >
(
22
3
)n
.
Forn = 6 andA = I + P 3 + P 5, we obtainK = 3 and 23 + 1 > ( 223 )6; thus the above inequality
is improved; on the contrary for n = 6 and A = I + P + P 2, we have K = 2 and 22 + 1 < ( 223 )6.
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