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Abstract. J.-L. Krivine introduced the AF2 type system in order to obtain programs (λ-
terms) which calculate functions, by writing demonstrations of their totalities. We present in
this paper two results of completness for some types of AF2 and for many notions of reduc-
tions. These results generalize a theorem of R. Labib-Sami established in the system F of J.-Y.
Girard.
Re´sume´. J.-L. Krivine a introduit le syste`me de typage AF2 pour obtenir des programmes (λ-
termes) calculant des fonctions en e´crivant des de´monstrations de leur totalite´. Nous pre´sentons
dans ce papier des re´sultats de comple´tude pour certains types de AF2 et pour plusieurs notions
de re´ductions. Ces re´sultats ge´ne´ralisent un the´ore`me de R. Labib-Sami e´tabli dans le syste`me
F de J.-Y. Girard.
Introduction
Le syste`me de typage F a e´te´ introduit par J.-Y. Girard (voir [2]). Ce syste`me est base´ sur le
calcul propositionnel intuitionniste du second ordre, et donc donne la possibilite´ de quantifier sur
les types. En plus du the´ore`me de normalisation forte qui assure la terminaison des programmes,
le syste`me F a deux autres proprie´te´s :
– Il permet d’e´crire des programmes pour toutes les fonctions dont la terminaison est
de´montrable dans l’arithme´tique de Peano du second ordre.
– Il permet de de´finir tous les types de donne´es courants : boole´ens, entiers, listes, etc.
La se´mantique du syste`me F propose´e par J.-Y. Girard consiste a` associer a` chaque type A
un ensemble de λ-termes | A |, dans le but d’obtenir le re´sultat suivant : Si un λ-terme t est
de type A, alors il appartient a` l’ensemble | A |. Ce re´sultat est connu sous le nom du lemme
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d’ade´quation, et permet de de´montrer la normalisation forte du syste`me F .
La re´ciproque du lemme d’ade´quation n’est pas en ge´ne´ral vraie, mais R. Labib-Sami a de´montre´
dans [7] un re´sultat de ce genre pour les types clos a` quantificateurs positifs.
Le syste`me de typage AF2, introduit par J.-L. Krivine (voir [4]), est base´ sur la logique intu-
itionniste du second ordre. Au plan des proprie´te´s the´oriques, normalisation forte et repre´sentation
des fonctions calculables, le syste`me AF2 ne se distingue pas du syste`me F . La diffe´rence
provient de sa capacite´ a` exprimer les spe´cifications exactes des programmes, ce qui permet
d’obtenir un programme calculant une fonction en e´crivant une de´monstration du fait que la
fonction est du bon type. J.-L. Krivine a propose´ une se´mantique pour son syste`me, et il a
de´montre´ un lemme d’ade´quation permettant d’obtenir l’une des plus importantes proprie´te´s du
syste`me AF2 : C’est l’unicite´ de la repre´sentation des donne´es.
Dans ce papier, nous de´montrons deux re´sultats de comple´tude du syste`me AF2, c’est a` dire,
des e´quivalences entre la syntaxe du syste`me et ses se´mantiques :
• Le premier re´sultat de comple´tude est obtenu pour les types a` quantificateurs positifs en
utilisant une se´mantique base´e sur les ensembles des λ-termes stables par la βη-e´quivalence,
ce qui constitue une ge´ne´ralisation du re´sultat de R. Labib-Sami e´tabli dans le syste`me
F .
• Le second re´sultat de comple´tude est e´tabli pour une classe restreinte de types (les bons
types positifs) qui englobe les types de donne´es de J.-L. Krivine en utilisant une se´mantique
base´e sur les ensembles des λ-termes stables par la β-expansion. Ce re´sultat nous permet
de comprendre d’ou` provient la η-e´quivalence dans le premier re´sultat.
Les de´monstrations de ces re´sultats reposent essentiellement sur des proprie´te´s syntaxiques du
syste`me AF2 (voir [9]).
Ces re´sultats donnent une re´ponse partielle a` la question de la comparaison entre ope´rateurs de
mise en me´moire se´mantiques (a` la Krivine) et syntaxiques (a` la Nour). Les deux notions sont
en effet identiques dans le cas des classes pour lesquelles la se´mantique de Krivine est comple`te
(voir [10]).
L’article est organise´ de la manie`re suivante :
– Dans la partie 1, nous rappelons des pre´liminaires sur le λ-calcul pur et nous pre´sentons
le syste`me de typage AF2 ainsi que ses proprie´te´s. Nous donnons, a` la fin de cette partie,
quelques re´sultats syntaxiques du syste`me que nous utilisons dans les de´monstrations.
– La partie 2 est consacre´e a` la se´mantique propose´e par J.-L. Krivine. Nous rappelons
ensuite le lemme d’ade´quation du syste`me AF2.
2
– Dans la partie 3, nous de´montrons une re´ciproque du lemme d’ade´quation pour les types
a` quantificateurs du second ordre positifs avec la βη-e´quivalence.
– Dans la partie 4, nous pre´sentons un re´sultat analogue pour une classe restreinte de types
a` quantificateurs du second ordre positifs (les bons types), et avec la β-re´duction. Nous
montrons enfin que les conditions que nous imposons sur les types sont toutes ne´cessaires.
1 Le λ-calcul pur et type´
Nous allons adopter dans cet article les notations de J.-L. Krivine, par exemple :
On note Λ l’ensemble des termes du λ-calcul, dits aussi λ-termes. Etant donne´s des λ-termes
t, u, u1, ..., un, l’application de t a` u sera note´e (t)u, et (...((t)u1)...)un sera note´ (t)u1...un. On
note par →β (resp. →η) la β-re´duction (resp. la η-re´duction) et par ≃β (resp. ≃βη) la β-
e´quivalence (resp. la βη-e´quivalence). Si t est un λ-terme, on note par Fv(t) l’ensemble de ses
variables libres. Alors on a clairement : Fv((t)u) = Fv(t) ∪ Fv(u) et Fv(λxu) = Fv(u) − {x}.
De plus si t→β t
′, alors Fv(t′) ⊆ Fv(t), et si t→η t
′, alors Fv(t) = Fv(t′).
Lemme 1.1 Soient t et t′ deux λ-termes.
Si t→βη t
′, alors il existe un λ-terme u, tel que t→β u et u→η t
′.
Preuve : Voir [1]. ♠
Lemme 1.2 (i) Si t est βη-e´quivalent a` un terme normalisable, alors t est normalisable.
(ii) Si t est βη-e´quivalent a` un terme clos, alors t est β-e´quivalent a` un terme clos.
Preuve : Voir [1] et [4]. ♠
On conside`re le calcul des pre´dicats intuitionniste du second ordre, e´crit avec les symboles
suivants :
• Les seuls symboles logiques → et ∀ ;
• Des variables d’individu : x, y, ... (appele´es aussi variables du premier ordre) ;
• Des variables de relation n-aire (n = 0, 1, ...) : X,Y, ... (appele´es aussi variables du second
ordre) ;
• Des symboles de fonction n-aire (n = 0, 1, ...) sur les individus ;
• Des symboles de relation n-aire (n = 0, 1, ...) sur les individus.
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Chaque variable de relation, et chaque symbole de fonction ou de relation a une arite´ n ≥ 0 fixe´e.
Un symbole de fonction 0-aire sera appele´ symbole de constante. Une variable de relation
0-aire est aussi appele´e variable propositionnelle.
On suppose qu’il y a une infinite´ de variables d’individu, et, pour chaque n ≥ 0, une infinite´ de
variables de relation n-aire.
La donne´e des symboles de fonction et de relation constitue ce qu’on appelle un langage, les
autres symboles e´tant communs a` tous les langages.
Les termes sont construits de la fac¸on suivante :
• Chaque variable d’individu, et chaque symbole de constante est un terme ;
• Si f est un symbole de fonction n-aire, et t1, ..., tn sont des termes, alors f(t1, ..., tn) est
un terme.
Les formules sont construites de la fac¸on suivante :
• Si A est une variable ou un symbole de relation n-aire, et t1, ..., tn sont des termes, alors
A(t1, ..., tn) est une formule dite formule atomique ;
• Si A, B sont des formules, alors A→ B est une formule ;
• Si A est une formule, alors ∀xA et ∀XA sont des formules, x (resp. X) e´tant une variable
d’individu (resp. de relation).
On de´finit les notions de variables libres et lie´es de manie`re usuelle.
Un terme est dit clos s’il n’a pas de variable. Une formule est dite close si elle n’a pas de vari-
able libre. La cloˆture d’une formule F est la formule obtenue en quantifiant universellement
toutes les variables libres de F .
Soit ξ = ξ1, ..., ξn une suite finie de variables du premier et/ou du second ordre.
• La formule ∀ξ1...∀ξnF est note´e ∀ξF ;
• L’e´criture ≪ ξ n’est pas libre dans A ≫ signifie que ξi (1 ≤ i ≤ n) n’est pas libre dans A.
La notation t[u1/x1, ..., un/xn] (resp. F [u1/x1, ..., un/xn]) repre´sente le re´sultat de la substitu-
tion simultane´e de u1 a` x1,..., un a` xn dans le terme t (resp. dans la formule F ).
4
Si X est une variable de relation unaire, t et t′ deux termes, alors la formule ∀X[Xt→ Xt′] est
note´e t = t′ et est dite e´quation fonctionnelle ou formule e´quationnelle. Un cas partic-
ulier de l’e´quation t = t′ est une formule de la forme :
t[u1/x1, ..., un/xn] = t
′[u1/x1, ..., un/xn] ou t
′[u1/x1, ..., un/xn] = t[u1/x1, ..., un/xn],
u1, ..., un e´tant des termes du langage.
Conside´rons un langage L du second ordre, et un syste`me E d’e´quations fonctionnelles de L. On
de´crit un syste`me de λ-calcul type´, appele´ Arithme´tique Fonctionnelle du second ordre
(en abre´ge´ AF2), dont les types sont les formules de L. Dans l’e´criture des termes type´s de
ce syste`me, nous emploierons les meˆmes symboles pour les variables du λ-calcul et les variables
d’individu du langage L. Un contexte Γ est un ensemble x1 : A1, ..., xn : An de de´clarations,
ou` x1, ..., xn sont des variables distinctes du λ-calcul, et A1, ..., An des formules de L.
Etant donne´s un λ-terme t, un type A et un contexte Γ = x1 : A1, ..., xn : An, on de´finit au
moyen des re`gles suivantes la notion ≪ t est typable, a` l’aide du syste`me e´quationnel E, de type
A dans le contexte Γ ≫. Cette notion est note´e Γ ⊢AF2 t : A.
(1) Γ ⊢AF2 xi : Ai (1 ≤ i ≤ n)
(2)
Γ, x : A ⊢AF2 t : B
Γ ⊢AF2 λxt : A→ B
(3)
Γ ⊢AF2 u : A→ B Γ ⊢AF2 v : A
Γ ⊢AF2 (u)v : B
(4)
Γ ⊢AF2 t : A
Γ ⊢AF2 t : ∀xA
(*) (5)
Γ ⊢AF2 t : ∀xA
Γ ⊢AF2 t : A[u/x]
(**)
(6)
Γ ⊢AF2 t : A
Γ ⊢AF2 t : ∀XA
(*) (7)
Γ ⊢AF2 t : ∀XA
Γ ⊢AF2 t : A[F/X(x1, ..., xn)]
(**)
(8)
Γ ⊢AF2 t : A[u/x]
Γ ⊢AF2 t : A[v/x]
(***)
Avec les conditions suivantes :
(*) x et X ne sont pas libres dans Γ.
(**) u est un terme et F est une formule.
A[F/X(x1, ..., xn)] est obtenue en remplac¸ant dans A chaque formule atomique X(t1, ..., tn) par
F [t1/x1, ..., tn/xn].
(***) u = v est un cas particulier d’une e´quation de E.
Lemme 1.3 (i) Si Γ ⊢AF2 t : A et Γ ⊆ Γ
′, alors Γ′ ⊢AF2 t : A.
(ii) Si Γ ⊢AF2 t : A, alors Γ
′ ⊢AF2 t : A, ou` Γ
′ est la restriction de Γ aux de´clarations contenant
les variables libres de t.
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Preuve : Par induction sur Γ ⊢AF2 t : A. ♠
Le syste`me AF2 posse`de les proprie´te´s suivantes :
The´ore`me 1.4 (i) Si Γ ⊢AF2 t : A, et t→β t
′, alors Γ ⊢AF2 t
′ : A.
(ii) Si Γ ⊢AF2 t : A, alors t est fortement normalisable.
Preuve : Voir [4]. ♠
Soient L un langage du second ordre et E un syste`me d’e´quations de L. On de´finit sur l’ensemble
des termes de L une relation d’e´quivalence note´e ≈E de la manie`re suivante :
a ≈E b⇔ E ⊢ a = b.
Le lemme suivant de´crit l’e´quivalence qu’on vient de de´finir.
Lemme 1.5 a ≈E b ssi on peut l’obtenir au moyen des re`gles suivantes :
(i) si a = b est un cas particulier d’une e´quation de E, alors a ≈E b ;
(ii) quels que soient les termes a, b, c de L, on a :
– a ≈E a ;
– si a ≈E b et b ≈E c, alors a ≈E c ;
(iii) si f est un symbole de fonction n-aire de L, et si ai ≈E bi (1 ≤ i ≤ n), alors
f(a1, ..., an) ≈E f(b1, ..., bn).
Preuve : Voir [4]. ♠
Le lemme suivant permet de ge´ne´raliser la re`gle (8) de typage e´quationnelle.
Lemme 1.6 Si Γ ⊢AF2 u : B[a/x] et a ≈E b, alors Γ ⊢AF2 u : B[b/x].
Preuve : Par induction sur la preuve de a ≈E b, on conside`re la dernie`re re`gle utilise´e.
• Si c’est la re`gle (i), alors c’est e´vident.
• Si c’est la re`gle (ii), alors ou bien b = a, et dans ce cas on a le re´sultat, ou bien a ≈E c et
c ≈E b, et donc par hypothe`se d’induction, on a Γ ⊢AF2 u : B[c/x] et Γ ⊢AF2 u : B[b/x].
• Si c’est la re`gle (iii), alors a = f(a1, ..., an) et b = f(b1, ..., bn), avec ai ≈E bi (1 ≤ i ≤ n).
On a Γ ⊢AF2 u : B[f(a1, ..., an)/x], donc Γ ⊢AF2 u : (B[f(x1, ..., an)/x])[a1/x1], par suite,
d’apre`s l’hypothe`se d’induction, Γ ⊢AF2 u : (B[f(x1, ..., an)/x])[b1/x1]. Ainsi de suite, en
utilisant l’hypothe`se d’induction n fois, on obtient le re´sultat. ♠
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Nous allons pre´senter le the´ore`me de programmation pour les entiers.
Etant donne´s deux λ-termes t, u et un entier k, on pose, par de´finition, (t)ku = (t)...(t)u (le
λ-terme t e´tant re´pe´te´ k fois au second membre) ; en particulier (t)0u = u. On de´finit le λ-terme
k = λxλf(f)kx ; k est appele´ ≪ l’entier k du λ-calcul ≫ (ou entier de Church).
On de´finit le type des entiers naturels par la formule suivante :
N [x] = ∀X{X0→ [∀y(Xy → Xsy)→ Xx]},
0 e´tant une constante pour le ze´ro, et s un symbole de fonction unaire pour le successeur.
Un syste`me d’e´quations E est dit ade´quat pour le type des entiers ssi :
– s(a) 6≈E 0 ;
– Si s(a) ≈E s(b), alors a ≈E b.
Soit f une fonction de Nk dans N. On dit que E est un syste`me d’e´quations de´finissant la
fonction f ssi :
f(sn1(0), ..., snk (0)) ≈E s
f(n1,...,nk)(0).
Soit f une fonction totale deNk dansN. Etant donne´ un λ-terme Pf , on dira que Pf repre´sente
la fonction f si, quels que soient n1, ..., nk ∈ N :
(Pf )n1...nk →β f(n1, ..., nk).
The´ore`me 1.7 (the´ore`me de programmation) Soient f une fonction de Nm dans N, et
E un syste`me d’e´quations ade´quat de´finissant f . Si Pf est un λ-terme tel que : ⊢AF2 Pf :
∀x1...∀xm{N [x1]→ (...→ (N [xm]→ N [f(x1, ..., xm)])...)},
alors Pf repre´sente la fonction f .
Preuve : Voir [4]. ♠
Exemple. Conside´rons par exemple la fonction pre´de´cesseur p : N → N, de´finie a` l’aide des
e´quations : p(0) = 0 ; p(sx) = x. Un λ-terme t qui repre´sente la fonction p (autrement
dit un programme pour p), est donc un terme de type (dans le syste`me AF2) la formule
∀x{N [x]→ N [p(x)]}. ♠
Le the´ore`me de programmation se ge´ne´ralise a` tous les types de donne´es syntaxiques de J.-L.
Krivine (voir [4] et [6]).
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Les re´sultats que nous allons pre´senter maintenant permettent une simplification dans les de´monstrations
syntaxiques (voir [9]).
On de´finit sur les types de AF2 les deux relations binaires <′ et ∼′ de la manie`re suivante:
• ∀xA <′ A[u/x], si u est un terme du langage ;
• ∀XA <′ A[F/X(x1, ..., xn)], si F est une formule du langage ;
• A ∼′ B ssi A = C[u/x], B = C[v/x], et u = v est un cas particulier d’une e´quation.
Soient ≤ et ∼ les cloˆtures re´flexives et transitives respectives de <′ et ∼′.
On note A < B ssi A ≤ B et A 6= B.
On a le re´sultat suivant :
The´ore`me 1.8 (1) Si Γ ⊢AF2 x : A, alors A s’e´crit ∀ξC
′, ou` ξ n’est pas libre dans Γ, et il
existe deux types C et B tels que C ∼ C ′, B ≤ C et (x : B) ∈ Γ.
(2) Si Γ ⊢AF2 λxu : A, alors A s’e´crit ∀ξ(B
′ → C ′), ou` ξ n’est pas libre dans Γ, et il existe deux
types C et B tels que C ∼ C ′, B ∼ B′ et Γ, x : B ⊢AF2 u : C.
(3) Si Γ ⊢AF2 (u)v : A, alors A s’e´crit ∀ξD
′′, ou` ξ n’est pas libre dans Γ, et il existe trois types
F , C et D tels que Γ ⊢AF2 u : F , F ≤ C → D, D ≤ D
′, D′ ∼ D′′ et Γ ⊢AF2 v : C.
Preuve : Voir [9]. ♠
Corollaire 1.9 Si Γ, x : A ⊢AF2 (x)u1...un : B, alors :
n = 0, A ≤ C, C ∼ C ′, B = ∀ξC ′, et ξ n’est libre ni dans Γ ni dans A,
ou
n 6= 0, A ≤ C1 → B1, B
′
i ≤ Ci+1 → Bi+1 (1 ≤ i ≤ n − 1), B
′
n ≤ Bn+1, et B = ∀ξB
′
n+1 ou`
Bi ∼ B
′
i (1 ≤ i ≤ n+ 1), Γ, x : A ⊢AF2 ui : Ci (1 ≤ i ≤ n), et ξ n’est libre ni dans Γ ni dans A.
Preuve : Voir [9]. ♠
2 Λ-mode`le
Les se´mantiques que nous allons pre´senter dans ce paragraphe sont duˆes a` J.-L. Krivine (voir
[4]). Elles de´pendent des classes de parties de λ-termes appele´es habituellement ≪ parties
sature´es≫. Nous allons utiliser dans ce papier deux de ces se´mantiques, la premie`re est base´e sur
les parties stables par la βη-e´quivalence et la deuxie`me sur les parties stables par la β-expansion.
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Une partie G de Λ est dite →β-sature´e (resp. ≃βη-sature´e) si, quels que soient les termes t et
u, on a :
u ∈ G et t→β u (resp. t ≃βη u)⇒ t ∈ G.
Etant donne´es deux parties G et G′ de Λ, on de´finit une partie de Λ, note´e G→ G′, en posant
: u ∈ (G→ G′)⇔ (u)t ∈ G′ quel que soit t ∈ G.
Il est clair que l’intersection d’un ensemble de parties →β-sature´es (resp. ≃βη-sature´es) de Λ
est →β-sature´e (resp. ≃βη-sature´e). De plus si G
′ est →β-sature´e (resp. ≃βη-sature´e), alors
G→ G′ est →β-sature´e (resp. ≃βη-sature´e) pour toute partie G ⊂ Λ.
Conside´rons maintenant l’ensemble PSβ(Λ) (resp. PSβη(Λ)) de toutes les parties →β-sature´es
(resp. ≃βη-sature´es) de Λ. Un sous-ensemble R de PSβ(Λ) (resp. PSβη(Λ)) est dit ade´quat si :
• G,G′ ∈ R⇒ (G→ G′) ∈ R ;
• Pour toute partie σ de R, l’intersection des e´le´ments de σ appartient a` R. En particulier
Λ ∈ R (prendre σ = ∅).
Soit L un langage du second ordre. On va de´finir la notion d’un Λβ-mode`le (resp. Λβη-mode`le)
pour L :
C’est une modification de la notion classique d’un mode`le du second ordre, dans lequel l’ensemble
des valeurs de ve´rite´ n’est pas {0, 1} comme d’habitude, mais un sous-ensemble ade´quat R de
PSβ(Λ) (resp. PSβη(Λ)).
Un Λβ-mode`le (resp. Λβη-mode`le) pour le langage L est la donne´e de :
• Un ensemble |M | suppose´ non vide, appele´ la base de M ;
• Un sous-ensemble ade´quat R de PSβ(Λ) (resp. PSβη(Λ)) (R est appele´ l’ensemble des valeurs
de ve´rite´ de M) ;
• Pour tout symbole de fonction n-aire de L, une fonction fM :|M |
n→|M | ;
• Pour tout symbole de relation n-aire P de L, une fonction PM :|M |
n→ R.
Soit M un Λβ-mode`le (resp. Λβη-mode`le) pour L. Une interpre´tation I est, par de´finition,
une application de l’ensemble des variables d’individu (resp. de relation n-aire) dans |M | (resp.
dans R|M |
n
).
Soient I une interpre´tation, x (resp. X) une variable d’individu (resp. de relation n-aire), et a
(resp. Φ) un e´le´ment de | M | (resp. de R|M |
n
). On de´finit une interpre´tation J = I[x ← a]
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(resp. J = I[X ← Φ]) en posant J(x) = a (resp. J(X) = Φ) et J(ξ) = I(ξ) (resp. J(ξ′) = I(ξ′))
pour toute variable ξ 6= x (resp. ξ′ 6= X).
De´finissons maintenant la valeur d’une formule de L dans M et dans une interpre´tation I.
A chaque terme t de L est associe´e sa valeur tM,I ∈|M |, de´finie par induction sur t :
• Si t est une variable x, alors tM,I = I(x) ;
• Si t = f(t1, ..., tn), alors tM,I = fM(t
1
M,I , ..., t
n
M,I).
Soit F une formule de L. La valeur de F dans M et dans l’interpre´tation I, note´e par | F |M,I
est un e´le´ment de R de´fini par induction sur F au moyen des re`gles suivantes :
• Si F est une formule atomique P (t1, ..., tn), ou` P est un symbole (resp. une variable) de re-
lation n-aire, et t1, ..., tn sont des termes de L, alors on de´finit | F |M,I par PM (t
1
M,I , ..., t
n
M,I)
(resp. I(X)(t1M,I , ..., t
n
M,I)) qui est un e´le´ment de R ;
• Si F est G→ H, alors | F |M,I=| G |M,I→| H |M,I ;
• Si F est ∀xG, ou` x est une variable d’individu, alors | F |M,I=
⋂
{| G[x] |M,I[x←a] ;
a ∈|M |} ;
• Si F est ∀XG, ou` X est une variable de relation n-aire, alors | F |M,I=
⋂
{| G[X] |M,I[X←Φ] ; Φ ∈ R
|M |n}.
Il est clair que la valeur | F |M,I ne de´pend que des valeurs dans I des variables libres de F . En
particulier, si A est un type clos, | F |M,I ne de´pend pas de l’interpre´tation I, on la notera alors
| F |M .
Soient M un Λβ-mode`le (resp. Λβη-mode`le) pour L, et u = v une e´quation de L. On dit que M
satisfait u = v, si la cloˆture de cette formule est vraie dans M .
Si E est un ensemble d’e´quations de L, on dit que M satisfait E, ou que M est un mode`le de
E, si M satisfait toute e´quation de E.
Pour tout type clos A, on note par | A |β=
⋂
{| A |M / M Λβ-mode`le de E }, et par
| A |βη=
⋂
{| A |M / M Λβη-mode`le de E }.
The´ore`me 2.1 (lemme d’ade´quation) Soient E un ensemble fini d’e´quations d’un langage
L, t un λ-terme, et A un type clos du syste`me AF2.
Si ⊢AF2 t : A, alors t ∈| A |β (resp. t ∈| A |βη) .
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Preuve : Voir [5]. ♠
Dans la de´monstration de ce the´ore`me, on utilise les deux lemmes suivants :
Lemme 2.2 Soient t un terme, et A une formule de L ayant x comme variable libre, alors :
| A[t/x] |M,I=| A |M,I[x←tM,I ].
Lemme 2.3 Soit F une formule de L, ayant x1, ..., xn comme variables libres, et soit Φ ∈ R
|M |n
de´finie par Φ(a1, ..., an) =| F |M,I[x1←a1,...,xn←an] pour tout a1, ..., an ∈|M |. Si A est une formule
ayant X (variable de relation n-aire) comme variable libre, alors : | A[F/X(x1, ..., xn)] |M,I=|
A |M,I[X←Φ].
Remarque. Pour avoir le lemme d’ade´quation, il suffit de donner la de´finition suivante d’ensemble
sature´ G : quels que soient les termes t, t1, ..., tn, u,
(u[t/x])t1...tn ∈ G⇒ (λxu)tt1...tn ∈ G.
Dans la suite nous allons de´montrer des re´ciproques du the´ore`me 2.1.
3 Premier re´sultat de comple´tude
Dans ce paragraphe, nous allons ge´ne´raliser le re´sultat de R. Labib-Sami pour le syste`me AF2,
et pour une classe plus large de types.
On de´finit de la fac¸on suivante les types a` quantificateurs positifs (resp. a` quantificateurs
ne´gatifs), note´s en abre´ge´ ∀+2 (resp. ∀
−
2 ) :
• Une formule atomique est ∀+2 (resp. ∀
−
2 ) ;
• Si A est ∀+2 (resp. ∀
−
2 ) et B est ∀
−
2 (resp. ∀
+
2 ), alors B → A est ∀
+
2 (resp. ∀
−
2 ) ;
• Si A est ∀+2 , et x (resp. X) une variable d’individu (resp. de relation n-aire), alors ∀xA
(resp. ∀XA) est ∀+2 ;
• Si A est ∀−2 et x (resp. X) une variable d’individu (resp. de relation n-aire qui ne figure
pas dans A), alors ∀xA (resp. ∀XA) est ∀−2 .
Les formules ∀+2 (resp. ∀
−
2 ) sont les formules ou` les quantificateurs du second ordre ≪ actifs ≫
sont en position positive (resp. ne´gative) dans la formule.
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Il est facile de voir que : Si A est ∀+2 (resp. ∀
−
2 ) et A ∼ B, alors B est ∀
+
2 (resp. ∀
−
2 ). De plus
si A est ∀−2 et A ≤ B → C, alors B est ∀
+
2 et C est ∀
−
2 .
K. Nour a de´fini dans [8] le syste`me de typage AF20 qui n’est autre que le syste`me AF2 ou` on
remplace la re`gle de typage (7) par la re`gle :
(70)
Γ ⊢AF20 t : ∀XA
Γ ⊢AF20 t : A[Y/X(x1, ..., xn)]
ou` Y est une variable ou symbole de relation de meˆme arite´ que X.
The´ore`me 3.1 Soient A un type ∀+2 du syste`me AF2, et t un λ-terme normal clos.
Si ⊢AF2 t : A, alors ⊢AF20 t : A.
Preuve : Voir [8]. ♠
Soient L un langage du second ordre et E un syste`me d’e´quations de L, ce qui de´finit le syste`me
de typage AF2.
On se propose de de´montrer le the´ore`me suivant :
The´ore`me I Soient A un type ∀+2 clos du syste`me AF2, et t un λ-terme, alors :
t ∈| A |βη ssi il existe un λ-terme t
′ tel que t ≃βη t
′ et ⊢AF2 t
′ : A.
Pour de´montrer ce the´ore`me, on a besoin de certaines de´finitions et d’un lemme.
Soient Ω = {xi/i ∈ N} une e´nume´ration d’un ensemble infini de variables du λ-calcul, et
{Ai/i ∈ N} une e´nume´ration des types ∀
−
2 de AF2, ou` chaque type ∀
−
2 se re´pe`te une infinite´ de
fois. On de´finit alors l’ensemble Γ− = {xi : Ai/i ∈ N}. Soit u un λ-terme, tel que Fv(u) ⊆ Ω.
On de´finit le contexte Γ−u comme e´tant la restriction de Γ
− sur les de´clarations contenant les
variables de Fv(u). La notation Γ− ⊢AF u : B exprime que Γ
−
u ⊢AF u : B.
On pose Γ− ⊢βηAF u : B ssi il existe un λ-terme u
′, tel que u ≃βη u
′ et Γ− ⊢AF u
′ : B.
Conside´rons M0 l’ensemble de tous les termes de L. On de´finit un Λβη-mode`leMΓ− (note´ dans
la suite M) de la fac¸on suivante :
• L’ensemble de base est |M| =
M0
≈E
(l’ensemble des classes d’e´quivalence modulo la relation
≈E) ;
• L’ensemble ade´quat R = PSβη(Λ) ;
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• L’interpre´tation de chaque symbole de fonction n-aire f est l’application fM de | M |
n
dans | M | de´finie par fM(a1, ..., an) = f(a1, ..., an) ;
• L’interpre´tation de chaque symbole de relation n-aire P est l’application PM de
| M |n dans PSβη(Λ) de´finie par PM(a1, ..., an) = {τ ∈ Λ : Γ
− ⊢βηAF τ : P (a, ..., an)}.
Ensuite on de´finit une interpre´tation I sur les variables en posant :
• I(x) = x, ou` x est la classe de x modulo ≈E ;
• I(X) = Φ, ou` Φ est l’application de | M |n dans PSβη(Λ) de´finie par Φ(a1, ..., an) = {τ ∈
Λ : Γ− ⊢βηAF τ : X(a, ..., an)}.
Les fM, PM, et Φ sont bien de´finies. En effet :
Si (a1, ..., an) = (b1, ..., bn), alors ai ≈E bi (1 ≤ i ≤ n). Donc, d’apre`s le lemme 1.5, f(a1, ..., an) ≈E
f(b1, ..., bn), et par conse´quent fM(a1, ..., an) = fM(b1, ..., bn).
De meˆme supposons que (a1, ..., an) = (b1, ..., bn), donc ai ≈E bi (1 ≤ i ≤ n). D’ou`, d’apre`s le
lemme 1.6, {τ ∈ Λ : Γ− ⊢βηAF τ : P (a, ..., an)} = {τ ∈ Λ : Γ
− ⊢βηAF τ : P (b, ..., bn)}, ou alors,
PM(a1, ..., an) = PM(b1, ..., bn).
La meˆme de´monstration se fait pour Φ. ♠
Le lemme suivant va nous permettre de de´montrer le the´ore`me I.
Lemme 3.2 Soient S une formule du langage L, et τ un λ-terme.
(i) Si S est ∀+2 , et τ ∈| S |M,I, alors Γ
− ⊢βηAF τ : S.
(ii) Si S est ∀−2 , et Γ
− ⊢βηAF τ : S, alors τ ∈| S |M,I .
Preuve : Par induction simultane´e sur les types ∀+2 et ∀
−
2 .
Preuve de (i)
• Si S est atomique, alors S = X(a1, ..., an), ou` les ai sont des termes, et X une variable
(resp. un symbole) de relation n-aire. Soit τ ∈| S |M,I=| X(a1, ..., an) |M,I= {θ ∈ Λ :
Γ− ⊢βηAF θ : X(a, ..., an)}. Il en re´sulte que τ ∈| S |M,I ssi Γ
− ⊢βηAF τ : S.
• Si S = B → C, ou` B est ∀−2 et C est ∀
+
2 , soit τ ∈| B → C |M,I . Il existe une infinite´
de i ∈ N tel que B = Ai. On choisit un i de fac¸on que xi ne soit pas libre dans τ . On
a xi : B ⊢AF2 xi : B, donc, d’apre`s (ii), xi ∈| B |M,I , et alors (τ)xi ∈| C |M,I , et donc,
d’apre`s l’hypothe`se d’induction, Γ− ⊢βηAF (τ)xi : C. Donc il existe un λ-terme τ
′ tel que
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(τ)xi ≃βη τ
′ et Γ−τ ′ ⊢AF τ
′ : C, par suite τ ≃βη λxi(τ)xi ≃βη λxiτ
′. Si xi ∈ Fv(τ
′),
alors Γ−λxiτ ′ ⊢AF λxiτ
′ : B → C. Sinon on peut e´crire Γ−τ ′ , xi : B ⊢AF τ
′ : C, et comme
Fv(τ ′) = Fv(λxiτ
′), alors Γ−λxiτ ′ ⊢AF λxiτ
′ : B → C. Par conse´quent Γ− ⊢βηAF τ : S.
• Si S = ∀XB, avec B est ∀+2 , alors τ ∈| ∀XB |M,I⇔ (∀Φ :| M |
n→ PSβη(Λ))(τ ∈|
B[X] |M,I[X←Φ]. Soit Y une variable de relation n-aire qui ne figure pas dans Γ
−
τ . Donc
τ ∈| B[X] |M,I[X←|Y |M,I ]=| B[Y/X] |M,I , d’apre`s le lemme 2.3. D’ou` par hypothe`se
d’induction, Γ− ⊢βηAF τ : B[Y ], donc il existe un λ-terme τ
′ tel que τ ≃βη τ
′ et Γ−τ ′ ⊢AF
τ ′ : B[Y ]. Par conse´quent il existe un λ-terme u tel que τ →βη u et τ
′ →βη u, et, d’apre`s le
lemme 1.1, il existe un λ-terme τ ′′ tel que τ ′ →β τ
′′ et τ ′′ →η u. Donc Fv(u) = Fv(τ
′′) ⊆
Fv(τ ′) et Γ−τ ′′ ⊢AF τ
′′ : B[Y ] , d’ou`, par le choix de Y et le fait que Fv(τ ′′) ⊆ Fv(τ), on
de´duit que Γ−τ ′′ ⊢AF τ
′′ : ∀Y B[Y ], et donc Γ− ⊢βηAF τ : S.
• Si S = ∀xB, avec B est ∀+2 , alors τ ∈| ∀xB |M,I⇔ (∀a ∈| M |)(τ ∈| B[x] |M,I[x←a]). Soit
y une variable de L qui ne figure pas dans les formules de Γ−τ . Alors on a : y ∈| M |,
donc τ ∈| B[x] |M,I[x←y]=| B[y/x] |M,I (d’apre`s le lemme 2.2). D’ou`, d’apre`s l’hypothe`se
d’induction, Γ− ⊢βηAF τ : B[y], et par le meˆme raisonnement qu’ au cas pre´ce´dent et le
choix de y, on obtient Γ− ⊢βηAF τ : S.
Preuve de (ii)
• Si S est atomique, le re´sultat de´coule imme´diatement de la de´finition de IM (voir (i)).
• Si S = B → C, ou` B est ∀+2 et C est ∀
−
2 , supposons Γ
− ⊢βηAF τ : B → C. Donc il existe
un λ-terme τ ′ tel que τ ≃βη τ
′ et Γ−τ ′ ⊢AF τ
′ : B → C. Si u ∈| B |M,I , alors d’apre`s (i),
Γ− ⊢βηAF u : B, donc il existe un λ-terme u
′ tel que u ≃βη u
′ et Γ−u′ ⊢AF u
′ : B. D’ou`
Γ−(τ ′)u′ ⊢AF (τ
′)u′ : C, et comme (τ)u ≃βη (τ
′)u′, alors Γ− ⊢βηAF (τ)u : C. D’ou`, d’apre`s
l’hypothe`se d’induction, (τ)u ∈| C |M,I . Par conse´quent τ ∈| B → C |M,I .
• Si S = ∀xB, ou` B est ∀−2 , supposons que Γ
− ⊢βηAF τ : ∀xB (-), et soit a ∈| M |. Donc a =
b, ou` b est un terme de L. D’apre`s (-), il existe un λ-terme τ ′ tel que τ ≃βη τ
′ et Γ−τ ′ ⊢AF
τ ′ : ∀xB, par suite Γ−τ ′ ⊢AF τ
′ : B[b/x]. Donc, d’apre`s l’hypothe`se d’induction, τ ′ ∈|
B[b/x] |M,I=| B |M,I[x←b]=| B |M,I[x←a] (d’apre`s le lemme 2.2). Comme | B |M,I[x←a]
est ≃βη-sature´e, on aura τ ∈| B |M,I[x←a].
• Si S = ∀XB, ou` B est ∀−2 , supposons que Γ
− ⊢βηAF τ : ∀XB. Alors il existe un λ-terme
τ ′ tel que τ ≃βη τ
′ et Γ−τ ′ ⊢AF τ
′ : B, donc Γ− ⊢AF τ
′ : B, et par hypothe`se d’induction,
τ ′ ∈| B |M,I . Donc τ
′ ∈| ∀XB |M,I , car X ne figure pas dans B, et comme | ∀XB |M,I
est ≃βη-sature´e, on aura τ ∈| ∀XB |M,I . ♠
On peut de´duire maintenant la preuve du the´ore`me I.
Preuve du the´ore`me I
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• La condition suffisante est une conse´quence directe du the´ore`me 2.1, et du fait que l’interpre´tation
d’un type du syste`me AF2 dans un Λβη-mode`le M est une partie ≃βη-sature´e.
• La condition est ne´cessaire. En effet : Soient A un type ∀+2 clos, et t un λ-terme tel que
t ∈| A |βη, alors t ∈| A |M, pour tout Λβη-mode`le M associe´ a` un ensemble Γ
− (comme
de´crit avant). De plus on peut supposer que Γ− ne contient pas de de´clarations pour les
variables libres de t, i.e Γ−t = ∅. D’apre`s le (i) du lemme 3.2, Γ
− ⊢βηAF t : A, donc il existe
un λ-terme t′ tel que t ≃βη t
′ et Γ−t′ ⊢AF t
′ : A, par suite, il existe un λ-terme u tel que
t →βη u et t
′ →βη u, et d’apre`s le lemme 1.1, il existe un λ-terme t
′′ tel que t′ →β t
′′ et
t′′ →η u. D’ou` Fv(t
′′) ⊆ Fv(t′) et Γ−t′′ ⊢AF t
′′ : A. Or Fv(t′′) = Fv(u) ⊆ Fv(t), donc
Γ−t′′ ⊆ Γ
−
t = ∅, par conse´quent t ≃βη t
′′ et ⊢AF2 t
′′ : A. ♠
D’apre`s le the´ore`me 3.1, on peut de´duire le re´sultat suivant :
The´ore`me 3.3 Soient A un type ∀+2 clos du syste`me AF2, et t un λ-terme, alors :
t ∈| A |βη ssi il existe un λ-terme t
′ tel que t ≃βη t
′ et ⊢AF20 t
′ : A.
Corollaire 3.4 Soient A un type ∀+2 clos du syste`me AF2, et t un λ-terme.
Si t ∈| A |βη, alors t est normalisable et β-e´quivalent a` un terme clos.
Preuve : Si t ∈| A |βη, alors, d’apre`s le the´ore`me I, il existe un λ-terme t
′ tel que t ≃βη t
′ et
⊢AF2 t
′ : A. Donc t est βη-e´quivalent a` un terme normalisable clos. D’ou` le re´sultat d’apre`s le
lemme 1.2. ♠
Remarque. La condition ∀+2 est ne´cessaire pour avoir le the´ore`me I. En effet, soit
D = ∀X{∀Y (Y → X)→ X}
Il est clair que D n’est pas ∀+2 . Posons t = λx(x)(δ)δ, ou` δ = λx(x)x, alors on a: t ∈| D |βη,
et t n’est pas normalisable. Pour montrer que t est bien un terme de | D |βη, soit M un
Λβη-mode`le, montrons que t ∈| ∀Y (Y → X) → X |M,[X←Ξ] pour tout Ξ ∈ PSβη(Λ). Soient
u ∈| ∀Y (Y → X) |M,[X←Ξ], et Ξ
′ l’ensemble des λ-termes qui ne sont pas normalisables.
Ξ′ est e´videmment une partie ≃βη-sature´e de Λ. Comme u ∈| ∀Y (Y → X) |M,[X←Ξ], alors
u ∈| Y → X |M,[X←Ξ,Y←Ξ′], c’est a` dire u ∈ Ξ
′ → Ξ. On a (δ)δ ∈ Ξ′, donc (u)(δ)δ ∈ Ξ. Or
(t)u = (λx(x)(δ)δ)u →β (u)(δ)δ, d’ou` (t)u ∈ Ξ.
Posons t′ = λx(x)y, ou` y est une variable. On a : t′ ∈| D |βη, et t
′ n’est pas βη-e´quivalent
a` un terme clos. En effet, d’une part t′ est normal et non clos, d’autre part nous montrons
que t′ ∈| D |βη , soient M un Λβη-mode`le quelconque, et u ∈| ∀Y (Y → X) |M,[X←Ξ] pour tout
Ξ ∈ PSβη(Λ). Conside´rons Ξ
′′ l’ensemble des λ-termes qui sont βη-e´quivalent a` une variable. Ξ′′
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est e´videmment une partie ≃βη-sature´e de Λ. Alors u ∈| Y → X |M,[X←Ξ,Y←Ξ′′], c’est a` dire
u ∈ Ξ′′ → Ξ, et comme y ∈ Ξ′′, on obtient (u)y ∈ Ξ. Or (t′)u = (λx(x)y)u →β (u)y, d’ou`
(t′)u ∈ Ξ. ♠
Le syste`me de typage F de J.-Y. Girard est le sous-syste`me de AF2, ou` on a seulement des
variables propositionnelles et des constantes (symboles de relation 0-aire). Donc les variables
du premier ordre, les symboles de fonction et le syste`me d’e´quations sont inutiles. Les re`gles de
typages sont les re`gles (1), (2), (3) et (6), (7) du syste`me AF2 restreintes aux variables proposi-
tionnelles.
Si on se restreint au syste`me F , un Λβ-mode`le (resp. Λβη-mode`le) est compose´ uniquement
d’une partie ade´quate R de PSβ(Λ) (resp. PSβη(Λ)), et pour toute constante (resp. variable)
propositionnelle P , d’un e´le´ment | P |M de R.
Le the´ore`me I s’e´nonce dans le syste`me F de la fac¸on suivante :
The´ore`me 3.5 Soient A un type ∀+2 clos du syste`me F , et t un λ-terme.
t ∈| A |βη ssi il existe un λ-terme t
′ tel que t ≃βη t
′ et ⊢F t
′ : A.
Ce the´ore`me a e´te´ de´montre´ par R. Labib-Sami (voir [7]).
4 Second re´sultat de comple´tude
Dans ce paragraphe, nous allons de´montrer un the´ore`me analogue au the´ore`me I avec la β-
re´duction et pour une classe plus restreinte de types.
Les types propres sont de´finis de la fac¸on suivante :
• Une formule atomique est propre ;
• Si A et B sont propres, alors A→ B est propre ;
• Si A est propre, et x (resp. X) une variable d’individu (resp. de relation n-aire qui figure
dans A), alors ∀xA (resp. ∀XA) est propre.
On de´finit de la fac¸on suivante les types positifs (resp. ne´gatifs), note´s en abre´ge´ ∀+ (resp.
∀−) :
• Une formule atomique est ∀+ (resp. ∀−) ;
• Si A est ∀+ (resp. ∀− qui ne commence pas par un quantificateur du premier ordre) et B
est ∀− (resp. ∀+), alors B → A est ∀+ (resp. ∀−) ;
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• Si A est ∀+, et X une variable de relation qui figure dans A, alors ∀XA est ∀+ ;
• Si A est ∀−, alors ∀xA est ∀−.
D’apre`s cette de´finition chaque type ∀+ (resp. ∀−) est propre.
Pre´cise´ment les types ∀+ sont les types ou` :
– Les quantificateurs du second ordre ≪ actifs ≫ sont positifs.
– Les quantificateurs du premier ordre sont ne´gatifs.
– Les seules variables du second ordre sur lesquelles on peut quantifier sont ≪ actives ≫.
– On n’a pas le droit de mettre un quantificateur du premier ordre juste derrie`re une fle`che.
D’apre`s la de´finition ci-dessus, on peut remarquer que si A est ∀−, alors A est de la forme
∀ξ(A1 → (A2 → (...→ (An → X(t1, ..., tn))...))), ou` ξ est une suite finie de variables du premier
ordre, Ai (1 ≤ i ≤ n) des types ∀
+, et X une variable ou un symbole de relation n-aire.
Il est clair que si A est un type ∀− et A ≤ B, alors B est ∀−, et une variable du second ordre
qui est libre dans B est aussi libre dans A.
Soit A un type. On de´finit les sous-types positifs (resp. ne´gatifs) de A de la fac¸on inductive
suivante :
– Si A = X(t1, ..., tn), alors A est le seul sous-type positif et ne´gatif de A.
– Si A = B → C, alors les sous-types positifs (resp. ne´gatifs) de A sont les sous-types
ne´gatifs (resp. positifs) de B, et les sous-types positifs (resp. ne´gatifs) de C.
– Si A = ∀XB (resp. ∀xB), alors les sous-types positifs (resp. ne´gatifs) de A sont les
sous-types positifs (resp. ne´gatifs) de B.
Les sous-types positifs (resp. ne´gatifs) d’un type forment en ge´ne´ral un ensemble infini, car
par exemple pour le type ∀XB[X], il faut conside´rer comme sous-types positifs, B[Y ], B[Z],
etc. Intuitivement, on e´crit la formule avec des noms diffe´rents pour les variables lie´es auquelles
on associe des ensembles de´nombrables disjoints de variables. Pour chacune des variables lie´es,
on utilise l’ensemble correspondant de variables. Illustrons maintenant cette de´finition (non
formelle) par un exemple. Soient A = ∀X{X → ∀Y (Y → X)}, {Xi/i ≥ 0} et {Yi/i ≥ 0}
deux ensembles disjoints de variables propositionnelles. Les sous-types ne´gatifs de A sont :
Xi, Yi, i ≥ 0 et ses sous-types positifs sont : A, ∀Y (Y → Xi), Yj → Xi,Xi avec i, j ≥ 0.
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D’autre part, on appelle type avec substitution, tout type de la forme A[t1/x1, ..., tn/xn],
obtenu par substitution simultane´e de t1 a` x1,..., tn a` xn dans le type A, ou` x1,..., xn sont des
variables d’individu, et t1,..., tn des termes du langage.
On dit qu’un type ∀+ (resp. ∀−) A satisfait la condition (*) si, lorsque B et C sont deux sous-
types ne´gatifs (resp. positifs) avec substitution de A, alors on ne peut pas avoir les proprie´te´s
suivantes :
B < G, G ∼ Cn,
et
C ≤ C1 → (C2 → (...→ (Cn → D)...)),
ou` C1, C2, ..., Cn,D et G sont des types du syste`me AF2.
Rappelons bien que B < G signifie que B ≤ G et B 6= G.
Pour la ve´rification de la condition (*), il s’agit d’un test s’appartenant a` l’unification modulo
une the´orie e´quationnelle E (ou E-unification), et donc il est facile de voir qu’il est inde´cidable
lui aussi, par exemple par recodage du proble`me de Post ou du dixie`me proble`me de Hilbert
(voir [3]).
On dit qu’un type A est un bon type positif (resp. bon type ne´gatif), note´ en abre´ge´ B+
(resp. B−) s’il est ∀+ (resp. ∀−) et satisfait la condition (*).
Remarques. (1) J.-L. Krivine a pre´sente´ dans [6] une me´thode pour de´finir les types de
donne´es syntaxiques du syste`me AF2. Par exemples :
• Le type boole´en est la formule :
B[x] = ∀X{X0→ (X1→ Xx)},
ou` 0 et 1 sont des symboles de constante.
• Le type des entiers naturels est de´ja` de´fini.
• Le type des listes d’e´le´ments de type U est la formule :
LU [x] = ∀X{X∅ → [∀y∀z(U [y]→ (Xz → Xcons(y, z)))→ Xx]},
ou` cons est un symbole de fonction binaire et ∅ une constante.
On peut ve´rifier que ces types de donne´es sont des types B+.
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(2) K. Nour a de´fini dans [8] une autre classe des types de donne´es (types de donne´es descen-
dants). On peut ve´rifier e´galement que ces types sont tous des B+. ♠
Soient L un langage du second ordre et E un syste`me d’e´quations de L, ce qui de´finit le syste`me
de typage AF2.
On se propose de de´montrer le the´ore`me suivant :
The´ore`me II Soient A un type B+ clos du syste`me AF2, et t un λ-terme, alors:
t ∈| A |β ssi t→β t
′ et ⊢AF2 t
′ : A.
Pour de´montrer ce the´ore`me, on a besoin de certaines de´finitions et d’un lemme.
Soit A un type B+ du syste`me AF2. On note B+∫ (resp. B
−
∫ ), l’ensemble des sous-types positifs
(resp. ne´gatifs) avec substitution de A. Soient Ω = {xi/i ∈ N} une e´nume´ration d’un ensemble
infini de variables du λ-calcul, et notons par Ai (i ∈ N) les sous-types B
−
∫ de A, ou` chaque type
Ai se re´pe`te une infinite´ de fois. On de´finit alors l’ensemble Γ
−
A = {xi : Ai/i ∈ N}. Soit u
un λ-terme, tel que Fv(u) ⊆ Ω. On de´finit le contexte Γ−A,u comme e´tant la restriction de Γ
−
A
sur les de´clarations contenant les variables de Fv(u). La notation Γ−A ⊢AF u : B exprime que
Γ−A,u ⊢AF u : B.
On pose Γ−A ⊢
β
AF u : B ssi il existe un λ-terme u
′, tel que u→β u
′ et Γ−A ⊢AF u
′ : B.
On de´finit le Λβ-mode`le M et l’interpre´tation I de la meˆme fac¸on qu’au paragraphe 3 (en rem-
plac¸ant Γ− par Γ−A et la βη-e´quivalence par la β-re´duction). Alors on a le lemme suivant :
Lemme 4.1 (i) Si S est un sous-type B+∫ de A, et τ ∈| S |M,I, alors Γ
−
A ⊢
β
AF τ : S.
(ii) Si S est un sous-type B−∫ de A, et Γ
−
A ⊢
β
AF τ : S, alors τ ∈| S |M,I .
Preuve : Par induction simultane´e sur les sous-types B+∫ et B
−
∫ de A (la complexite´ e´tant le
nombre de symboles logiques dans le type).
Preuve de (i)
• Si S est atomique, alors on a la meˆme preuve que celle du lemme 3.2.
• Si S = ∀XB, ou` B est B+∫ , alors τ ∈| ∀XB |M,I⇔ (∀Φ :| M |
n→ PSβ(Λ))(τ ∈|
B[X] |M,I[X←Φ]. Soit Y une variable de relation n-aire qui ne figure pas dans Γ
−
A,τ et
B. Donc τ ∈| B[X] |M,I[X←|Y |M,I ]=| B[Y/X] |M,I , d’apre`s le lemme 2.3. D’ou` par hy-
pothe`se d’induction, Γ−A ⊢
β
AF τ : B[Y ], donc il existe un λ-terme τ
′ tel que τ →β τ
′ et
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Γ−A,τ ′ ⊢AF τ
′ : B[Y ]. Comme Fv(τ ′) ⊆ Fv(τ), alors par le choix de Y , on de´duit que
Γ−A,τ ′ ⊢AF τ
′ : ∀Y B[Y ] = ∀XB, et donc Γ−A ⊢
β
AF τ : S.
• Si S = B → C, ou` B est B−∫ et C est B
+
∫ , alors soit τ ∈| B → C |M,I , et soit y une variable
du λ-calcul telle que y : B ∈ Γ−A . On a y : B ⊢AF2 y : B, donc, d’apre`s (ii), y ∈| B |M,I ,
par suite (τ)y ∈| C |M,I , et donc, d’apre`s l’hypothe`se d’induction, Γ
−
A ⊢
β
AF (τ)y : C.
D’ou` il existe un λ-terme τ ′ tel que (τ)y →β τ
′, et Γ−A,τ ′ ⊢AF τ
′ : C. Il en re´sulte que (τ)y
est normalisable, et donc τ est normalisable. La forme normale de τ est x ou (x)τ1...τn
(n ≥ 1) ou λxθ.
Cas 1: Si τ →β x, alors (τ)y →β (x)y. Comme Γ
−
A,τ ′ ⊢AF τ
′ : C, on aura Γ−A,τ ′ ⊢AF
(x)y : C. Or Fv((x)y) ⊆ Fv(τ ′), donc Γ−A,(x)y ⊢AF (x)y : C. D’ou`, d’apre`s le corol-
laire 1.9, la variable x est de´clare´e d’un type F dans Γ−A,(x)y, avec : F ≤ G → D,D ∼
D′, Γ−A,(x)y ⊢AF y : G,C = ∀ξD
′, et ξ n’est pas libre dans Γ−A,(x)y, ou` G est ∀
+ et D est
∀− qui ne commence pas par des quantificateurs.
y : B ∈ Γ−A,(x)y, donc B ≤ B
′, B′ ∼ B′′, G = ∀ξ′B′′, et ξ′ n’est pas libre dans Γ−A,(x)y.
Supposons que ξ commence par une variable du second ordre X. Comme X n’est pas
libre dans Γ−A,(x)y, alors X n’est pas libre dans F . Or F ≤ G→ D, ce qui implique que X
n’est pas libre dans D, donc non plus dans D′. Ce qui contredit le fait que C est propre.
De plus ξ ne peut pas commencer par une variable du premier ordre, car C est ∀+, d’ou`
C = D′.
Maintenant, comme G est ∀+, on de´montre de la meˆme manie`re que G = B′′.
D’autre part on a B = B′, car sinon, i.e si B < B′, alors, comme F ≤ G→ D et G ∼ B′,
on obtient une contradiction avec la condition (*).
Finalement on a Γ−A,x ⊢AF x : F , par conse´quent Γ
−
A,x ⊢AF x : G → D, et donc
Γ−A,x ⊢AF x : G → D
′. D’ou` Γ−A,x ⊢AF x : B
′′ → C, donc Γ−A,x ⊢AF x : B → C, et par
suite Γ−A ⊢
β
AF τ : S.
Cas 2: Si τ →β (x)τ1...τn, alors (τ)y →β (x)τ1...τny. Comme Γ
−
A,τ ′ ⊢AF τ
′ : C et
Fv((x)τ1...τny) ⊆ Fv(τ
′), on de´duit que Γ−A,(x)τ...τny ⊢AF (x)τ...τny : C. Donc, d’apre`s le
corollaire 1.9, x est de´clare´e d’un type F dans Γ−A,(x)τ...τny avec : F ≤ C1 → D1, D1 ∼ D
′
1,
D′i = Ci+1 → Di+1, Di+1 ∼ D
′
i+1 (1 ≤ i ≤ n − 1), D
′
n = G → Dn+1, Dn+1 ∼ D
′
n+1,
Γ−A,(x)τ...τny ⊢AF τi : Ci (1 ≤ i ≤ n), Γ
−
A,(x)τ...τny
⊢AF y : G, C = ∀ξD
′
n+1, et ξ n’est pas
libre dans Γ−A,(x)τ...τny.
y : B ∈ Γ−A,(x)τ...τny, donc B ≤ B
′, B′ ∼ B′′, G = ∀ξ′B′′, et ξ′ n’est pas libre dans
Γ−A,(x)τ...τny.
ξ ne commence pas par une variable du premier ordre, car C est ∀+.
Si ξ commence par une variable du second ordre X, et comme C est propre, cette variable
doit eˆtre libre dans D′n+1, donc elle est libre dans Dn+1, et donc dans D
′
n aussi. Par
conse´quent X est libre dans tous les Di (resp. D
′
i) (1 ≤ i ≤ n+1). Donc X est libre dans
F , et par suite dans Γ−A,(x)τ...τny, ce qui est impossible. D’ou` C = D
′
n+1.
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De la meˆme manie`re et comme G est ∀+, on de´montre que G = B′′.
D’autre part, on remarque que B = B′, car sinon, i.e si B < B′, et comme on a montre´
que F ≤ C1 → (C2 → (... → (Cn → (G → C)...))) et B
′ ∼ G, alors on obtient une
contradiction, d’apre`s la condition (*).
Finalement on a Γ−A,(x)τ...τn ⊢AF x : F , donc Γ
−
A,(x)τ...τn
⊢AF (x)τ...τn : G→ Dn+. Par
conse´quent Γ−A,(x)τ...τn ⊢AF (x)τ...τn : G → D
′
n+, et alors Γ
−
A,(x)τ...τn
⊢AF (x)τ...τn :
G→ C. D’ou` Γ−A,(x)τ...τn ⊢AF (x)τ...τn : B → C, et donc Γ
−
A ⊢
β
AF τ : S
Cas 3: Si τ →β λxθ, alors, comme l’ensemble Γ
−
A contient une infinite´ de de´clarations pour
chaque sous-type B−∫ de A, soit y une variable de´clare´e de type B dans Γ
−
A , n’appartenant
pas a` Fv(θ). Alors (τ)y →β (λxθ)y →β θ[y/x]. On a Γ
−
A,τ ′ ⊢AF τ
′ : C, donc Γ−A,τ ′ ⊢AF
θ[y/x] : C, et donc, Γ−A,θ[y/x] ⊢AF θ[y/x] : C, car Fv(θ[y/x]) ⊆ Fv(τ
′). D’ou` Γ−A,λyθ[y/x] ⊢AF
λyθ[y/x] : B → C. Comme y n’est pas libre dans θ, alors λyθ[y/x] = λxθ, par conse´quent
Γ−A ⊢AF λxθ : S et Γ
−
A ⊢
β
AF τ : S.
Preuve de (ii)
• Si S est atomique, alors on reprend la meˆme preuve de (ii) du lemme 3.2.
• Si S = B → C, ou` B est B+∫ et C est B
−
∫ , supposons Γ
−
A ⊢
β
AF τ : B → C. Donc il existe
un λ-terme τ ′ tel que τ →β τ
′ et Γ−A,τ ′ ⊢AF τ
′ : B → C. Si u ∈| B |M,I , alors d’apre`s (i),
Γ−A ⊢
β
AF u : B, donc il existe un λ-terme u
′ tel que u →β u
′ et Γ−A,u′ ⊢AF u
′ : B. D’ou`
Γ−A,(τ ′)u′ ⊢AF (τ
′)u′ : C, et comme (τ)u→β (τ
′)u′, alors Γ−A ⊢
β
AF (τ)u : C. D’ou`, d’apre`s
l’hypothe`se d’induction, (τ)u ∈| C |M,I . Par conse´quent τ ∈| B → C |M,I .
• Si S = ∀xB, ou` B est B−∫ , supposons que Γ
−
A ⊢
β
AF τ : ∀xB, et soit a ∈| M |. Alors on a :
a = b, ou` b est un terme de L, et il existe un λ-terme τ ′ tel que τ →β τ
′ et Γ−A,τ ′ ⊢AF τ
′ :
∀xB, par suite Γ−A,τ ′ ⊢AF τ
′ : B[b/x]. Or, par de´finition, B[b/x] est un sous-type B−∫ de
A, donc d’apre`s l’hypothe`se d’induction, τ ′ ∈| B[b/x] |M,I=| B |M,I[x←b]=| B |M,I[x←a]
(d’apre`s le lemme 2.2). Par conse´quent τ ∈| B |M,I[x←a], et ce pour tout a ∈ M; donc
τ ∈| ∀xB |M,I . ♠
On peut de´duire ainsi la preuve du the´ore`me II.
Preuve du the´ore`me II
• La condition suffisante est une conse´quence directe du the´ore`me 2.1, et du fait que l’interpre´tation
d’un type du syste`me AF2 dans un Λβ-mode`le M est une partie →β-sature´e.
• La condition est ne´cessaire. En effet : Soient A un type B+ clos, et t un λ-terme tel que
t ∈| A |β, alors t ∈| A |M, pour tout Λβ-mode`le M associe´ a` un ensemble Γ
−
A (comme
de´crit avant). De plus on peut supposer que Γ−A ne contient pas de de´clarations pour les
variables libres de t, i.e Γ−A,t = ∅. D’apre`s le (i) du lemme 4.1, Γ
−
A ⊢
β
AF t : A, donc il
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existe un λ-terme t′ tel que t →β t
′ et Γ−A,t′ ⊢AF t
′ : A. Comme Fv(t′) ⊆ Fv(t), alors
Γ−A,t′ = ∅, d’ou` le re´sultat. ♠
D’apre`s le the´ore`me 3.1, on peut de´duire le the´ore`me suivant :
The´ore`me 4.2 Soient A un type B+ clos du syste`me AF2, et t un λ-terme, alors :
t ∈| A |β ssi il existe un λ-terme t
′ tel que t→β t
′ et ⊢AF20 t
′ : A.
Corollaire 4.3 Soient A un type B+ clos du syste`me AF2, et t un λ-terme.
(i) Si t ∈| A |β, alors t est normalisable et se re´duit par β-re´duction a` un terme clos.
(ii) | A |β est stable par β-e´quivalence (i.e si t ∈| A |β et t ≃β t
′, alors t′ ∈| A |β).
Preuve : (i) Si t ∈| A |β , alors, d’apre`s le the´ore`me II, il existe un λ-terme t
′ tel que t→β t
′ et
⊢AF2 t
′ : A. Donc t se re´duit par β-re´duction a` un terme normalisable clos, d’ou` le re´sultat.
(ii) Soit t ∈| A |β, avec t ≃β t
′, alors il existe un λ-terme v tel que t→β v et t
′ →β v. Or d’apre`s
le the´ore`me II, il existe un λ-terme u tel que t→β u et ⊢AF2 u : A. On peut supposer que u est
normal (car sinon u→β w, w normal et ⊢AF2 w : A). D’ou` v →β u, et comme ⊢AF2 u : A, alors
d’apre`s le the´ore`me 2.1, u ∈| A |β. Mais | A |β est →β-sature´e, il en re´sulte que v ∈| A |β et par
suite t′ ∈| A |β. ♠
Remarques. Nous allons voir que les conditions qui de´finissent un type B+ sont toutes
ne´cessaires pour avoir le the´ore`me II.
(1) Conside´rons les types
A = ∀X{(X0→ ∀yXy)→ (X0→ X0)}
B = ∀X{∀x(X0→ (Xx→ X0))→ (X0→ ∀x(Xx→ X0))}
C = ∀X{(∀xXx→ X0)→ (X0→ X0)}
Il est clair que ces types sont propres, satisfont la condition (*), mais ils ne sont pas ∀+ (dans A
et B on a un quantificateur du premier ordre derrie`re une fle`che, et dans C, le proble`me vient
d’un quantificateur du premier ordre positif).
6⊢AF2 I = λxx : A, car sinon on aura, x : X0 → ∀yXy ⊢AF2 x : X0 → X0. Ce qui est
impossible, d’apre`s le the´ore`me 1.8.
Pourtant I ∈| A |β : Soit M un Λβ-mode`le quelconque, il faut montrer que I ∈| (X0 →
∀yXy) → (X0 → X0) |M,[X←Ξ] pour tout Ξ ∈ P
|M |
Sβ(Λ)
. Conside´rons donc un e´le´ment Ξ dans
P
|M |
Sβ(Λ)
; si u ∈| (X0 → ∀yXy) |M,[X←Ξ], et v ∈| X0 |M . Alors on a : (u)v ∈| ∀yXy |M,[X←Ξ], et
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comme (I)uv →β (u)v, on voit que (I)uv ∈| ∀yXy |M,[X←Ξ], car | ∀yXy |M,[X←Ξ] est une partie
→β-sature´e de Λ. Par conse´quent (I)uv ∈| X(0) |M,[X←Ξ]= Ξ(0M ).
De meˆme pour B, il est clair que 6⊢AF2 I : B. De plus, si M est un Λβ-mode`le et Ξ ∈ P
|M |
Sβ(Λ)
,
alors en supposant que u ∈| ∀x(X0 → (Xx → X0)) |M,[X←Ξ], v ∈| X0 |M,[X←Ξ], et en prenant
un e´le´ment quelconque a de | M |, on voit que u ∈| (X0 → (Xa → X0)) |M,[X←Ξ], et donc
(u)v ∈| Xa→ X0 |M,[X←Ξ], d’ou` (I)uv ∈| Xa→ X0 |M,[X←Ξ]. Par conse´quent I ∈| B |M .
On reprend la meˆme de´monstration pour C.
(2) Soit
C ′ = ∀X{(∀Y X0→ X0)→ (X0→ X0)}
C ′ satisfait la condition (*), et ve´rifie toutes les proprie´te´s qui figurent dans la de´finition d’un
type ∀+, sauf le fait qu’il n’est pas propre. On peut de´montrer comme dans (1), que I ∈| C ′ |β,
et 6⊢AF2 I : C
′.
(3) Reprenons l’exemple du type D = ∀X{∀Y (Y → X) → X} de´crit dans le paragraphe 3.
D est un type propre qui satisfait la condition (*), mais il n’est pas ni ∀+ ni ∀+2 . Par une
de´monstration analogue a` celle qui est de´ja` faite, on voit que le λ-terme t = λx(x)(δ)δ ∈| D |β,
et t n’est pas normalisable.
De meˆme t′ = λx(x)y ∈| D |β, et t
′ est normal et non clos.
(4) Conside´rons enfin les types
E = ∀X{∀x(Xx→ X0)→ (∀xXx→ X0)}
F = ∀X{∀x(X0→ (Xx→ X0))→ (X0→ (∀xXx→ X0))}
K = ∀X∀Y {∀y{[∀x(X(x, 0)→ X(0, 0)) → (∀xX(x, y)→ X(0, 0))] → Y } → Y }.
E et F sont ∀+, mais ils ne satisfont pas la condition (*). En effet :
Pour E, on a : ∀x(Xx→ X0) ≤ (Xx→ X0), et ∀xXx < Xx.
Et pour F , on a : ∀x(X0→ (Xx→ X0)) ≤ X0→ (Xx→ X0), et ∀xXx < Xx.
De la meˆme manie`re, on de´montre que I ∈| E |β (resp. I ∈| F |β), et que 6⊢AF2 I : E (resp.
6⊢AF2 I : F ).
K n’est pas B+ pour des raisons plus complique´es. En effet : ∀x(X(x, 0)→ X(0, 0)) ≤ X(x, 0) →
X(0, 0) et ∀xX(x, y)[0/y] < X(x, 0).
On de´montre facilement que λx(x)I ∈| K |β et 6⊢AF2 λx(x)I : K. ♠
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Il est clair qu’un type du syste`me F est B+ ssi il est ∀+2 et propre. D’ou` le re´sultat suivant:
The´ore`me 4.4 Soient A un type ∀+2 , clos et propre du syste`me F , et t un λ-terme, alors:
t ∈| A |β ssi il existe un λ-terme t
′ tel que t→β t
′ et ⊢F t
′ : A.
Remerciements. Nous remercions C. Raffalli pour ses remarques.
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