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PROJECTIVE COMPACTNESS
AND CONFORMAL BOUNDARIES
ANDREAS CˇAP AND A. ROD GOVER
Abstract. Let M be a smooth manifold with boundary ∂M and interior M .
Consider an affine connection ∇ on M for which the boundary is at infinity.
Then ∇ is projectively compact of order α if the projective structure defined by
∇ smoothly extends to all of M in a specific way that depends on no particu-
lar choice of boundary defining function. Via the Levi–Civita connection, this
concept applies to pseudo–Riemannian metrics on M . We study the relation
between interior geometry and the possibilities for compactification, and then
develop the tools that describe the induced geometry on the boundary.
We prove that a pseudo–Riemannian metric onM which is projectively com-
pact of order two admits a certain asymptotic form. This form was known to be
sufficient for projective compactness, so the result establishes that it provides
an equivalent characterization.
From a projectively compact connection onM , one obtains a projective struc-
ture onM , which induces a conformal class of (possibly degenerate) bundle met-
rics on the tangent bundle to the hypersurface ∂M . Using the asymptotic form,
we prove that in the case of metrics, which are projectively compact of order
two, this boundary structure is always non–degenerate. We also prove that in
this case the metric is necessarily asymptotically Einstein, in a natural sense.
Finally, a non–degenerate boundary geometry gives rise to a (conformal)
standard tractor bundle endowed with a canonical linear connection, and we
explicitly describe these in terms of the projective data of the interior geometry.
Both authors gratefully acknowledge support from the Royal Society of New
Zealand via Marsden Grant 13-UOA-018; ACˇ gratefully acknowledges support by
projects P23244-N13 and P27072-N25 of the Austrian Science Fund (FWF) and
also the hospitality of the University of Auckland.
1. Introduction
Consider a smooth manifold M with boundary ∂M and interior M . The study
of geometric structures on ∂M induced by complete Riemannian (or pseudo–
Riemannian) metrics on M , and of the relation between asymptotic data on M
and data on ∂M , has a long history that includes interesting applications in math-
ematics and physics, e.g. [12, 21, 24]. A model case for this situation is provided
by conformally compact metrics on M , i.e. complete metrics for which an ap-
propriate conformal rescaling extends to the boundary. Such a metric gives rise
to a well defined conformal class of metrics on ∂M , which then is referred to
as the conformal infinity of the interior metric. Originating and flourishing in
1991 Mathematics Subject Classification. MSC2010: Primary 53A20, 53B21, 53B10; Sec-
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general relativity (see e.g. [13, 18, 19, 27, 28]), this concept has also found impor-
tant applications in geometric scattering theory ([22, 25, 26]) and the conjectural
AdS–CFT correspondence in physics ([1, 14]). If one in addition requires the con-
formally compact metric on M to be negative Einstein, one arrives at the notion
of a Poincare´–Einstein metric. Realizing a given conformal class on a manifold
formally as the conformal infinity of a Poincare´–Einstein metric is closely related
to the Fefferman–Graham conformal ambient metric construction [16, 17], and so
provides a central tool for generating conformal invariants.
In fact the ambient metric construction is most directly related to projective
differential geometry. As part of a discussion of this point in [17, Chapter 4] Fef-
ferman and Graham present a certain asymptotic form for pseudo–Riemannian
metrics, which they call projectively compact, and they observe that appropriate
projective modifications of the Levi–Civita connections of these admit smooth ex-
tensions to the boundary. They did not go further into the relations to projective
differential geometry, however. On the other hand, in the classical and visionary
articles [29, 30], Schouten and Haantjes develop a construction essentially equiva-
lent to the ambient metric, but based on projective differential geometry.
In another case of the implicit use of projective geometry, a replacement of
conformal compactification by projective compactification is the geometric move
underlying the significant advances in the microlocal analysis of asymptotically
hyperbolic and de Sitter spaces recently developed by Vasy in [31, 32].
Projective compactification is potentially extremely powerful. For example,
many natural equations in pseudo-Riemannian geometry are projectively invari-
ant, and hence their solutions will be well behaved toward infinity in the case of
projectively compact metrics. In contrast to this, such solutions will not be well
behaved on, for example, conformally compact manifolds. Indeed we exploit such
properties for certan equations in the current work. However in this article the
focus is on further development of the foundational theory of compactification. In
particular we establish fundamental results linking the asymptotics of the interior
geometry to the different possibilities for projective compactification.
Guided by examples arising from reductions of projective holonomy (see [8, 9]),
a conceptual approach to projective compactness was developed in our article [6].
The basic idea there was to start with a linear connection ∇ on M and use local
defining functions for the boundary to define projective modifications of ∇ which
are then required to admit a smooth extension to the boundary. Applying this
to the Levi–Civita connection, the concept is automatically defined for pseudo–
Riemannian metrics. It turns out that it is natural to involve a real parameter
α > 0, called the order of projective compactness. For a local defining function ρ
for the boundary (see Section 2.2 for detailed definitions) projective compactness
of ∇ of order α then is the requirement that, if two vector fields ξ and η are smooth
up to the boundary, then
∇ˆξη = ∇ξη +
1
αρ
dρ(ξ)η + 1
αρ
dρ(η)ξ
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admits a smooth extension to the boundary. In the case of connections preserving
a volume density, the order α measures the growth of that volume density towards
the boundary. The main cases of interest are α = 1 and α = 2.
In case that 2/α is an integer, the article [6] describes an asymptotic form of a
pseudo–Riemannian metric on M which is sufficient for projective compactness of
order α. In the case α = 2, which will be the case of main interest for this article,
this aysmptotic form is given by
g = h
ρ
+ Cdρ
2
ρ2
.
Here ρ is a local defining function for the boundary, C is a nowhere vanishing
function which is smooth up to the boundary and asymptotically constant in a
certain sense, and h is a symmetric
(
0
2
)
–tensor field, which is smooth up to the
boundary and whose boundary value is non–degenerate in directions tangent to
the boundary. The metrics introduced by Fefferman and Graham, as described
above, are the class of these with C = 1.
In this article our first aim is to treat the more difficult problem of establishing
necessary conditions for projective compactness (of order 2). Certain reductions
of projective holonomy give rise to examples of projectively compact connections,
and for α = 2, the resulting connections are exactly the Levi–Civita connections
of non–Ricci–flat Einstein metrics. In this case, we have proved in [6] that an
asymptotic form as above is always available, with the function C being a constant
related to the Einstein constant. One of the main results of this article is Theorem
7 which shows that the asymptotic form (with constant C) is available for any
pseudo–Riemannian metric that is projectively compact of order two. Hence the
asymptotic form can be used as an equivalent definition of projective compactness
in this case.
This result is proved in Section 2. The main ingredient for the proof is that
for any projectively compact connection ∇ on M the projective structure defined
by ∇ admits a smooth extension to M . Hence the tools of projective differential
geometry, in particular tractor bundles and tractor connections, all admit smooth
extensions to M . These can be used to prove that solutions to certain projec-
tively invariant differential equations automatically extend smoothly to all of M .
These smooth extension are the main ingredient in our analysis. In particular,
we obtain that the scalar curvature of g admits a smooth extension to all of M
and is asymptotic to a non–zero constant. This nicely complements our result
from [7] that extension of the projective structure of the Levi–Civita connection
of a pseudo–Riemannian metric together with this type of asymptotic behavior
of the scalar curvature forces the metric to be projectively compact of order two.
Thus for pseudo-Riemmanian metrics with a projective structure that extends to a
boundary at infinity, projective compactness of order 2 (which may be interpeted
as a certain volume growth) is equivalent to the scalar curvature having a non-zero
limit at the boundary. This limit is then necessarily constant along the boundary.
The fact that the projective structure defined by a projectively compact connec-
tion or metric extends to all ofM also gives rise to an induced geometric structure
on the boundary ∂M . As a hypersurface in a projective manifold, ∂M inhertis a
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symmetric
(
0
2
)
–tensor field, which is well defined up to conformal rescaling. This
“projective second fundamental form” is the main object of study in Section 3 of
this article.
We first show that the projective second fundamental form can be described
in terms of the asymptotic behavior of the Schouten–tensor (or equivalently the
Ricci-tensor), see Proposition 8. This leads to results on the asymptotic behavior
of the curvature of a projectively compact affine connection, as given in Proposi-
tion 9. On the other hand, for metrics which are projectively compact of order two,
one can analyse the boundary geometry in terms of the asymptotic form provided
by Theorem 7. In this case we prove, in Proposition 10, that the projective sec-
ond fundamental form is non–degenerate and thus induces a pseudo–Riemannian
conformal structure on ∂M . Together these results lead to a finer description
of the curvature of such a metric. In particular, in Theorem 11 we deduce that
such a metric satisfies an asymptotic version of the Einstein equation. Proposition
10 also proves that for metrics with the assymptotic form sufficent for projective
compactness of order α < 2, the boundary is necessarily totally geodesic; so the
implications of projective compactness for the extrinsic geometry of the boundary
change sharply at α = 2.
In Section 4, we continue the study of the boundary geometry induced by a
connection which is projectively compact of order two, assuming that the projec-
tive second fundamental form is non–degenerate. By our results, this is always
satisfied for Levi–Civita connections, in general it can be characterized in terms of
the asymptotics of the Schouten tensor. Under these assumptions, the boundary
inherits a pseudo–Riemannian conformal structure, which can therefore be de-
scribed in terms of (conformal) tractors. In the case of the Levi–Civita connection
of a non–Ricci–flat Einstein metric, one can use the general theory of holonomy
reductions to show that there is a simple relation between conformal tractors on
the boundary and projective tractors in the interior [8, 9]. The main aim of Sec-
tion 4 is to show that, although the relation is considerably more complicated in
general (which is not surprising in view of the rather intricate relation between
the geometries on M and on ∂M), it can still be described explicitly as follows.
The first main result is that in the general setting it is still the case that the
conformal standard tractor bundle of the boundary may be naturally identified
with the restriction to the boundary of the projective standard tractor bundle
T . This is proved in Proposition 12. This statement requires understanding
how the conformal tractor metric arises. The projectively compact connection
gives rise to a canonical defining density τ for the boundary, and applying the
BGG splitting operator to this density, one obtains a bundle metric L(τ) on the
projective standard tractor bundle. This bundle metric can then be analyzed
similarly to the one obtained from the metricity solution in Section 2. We first
prove non–degeneracy of this along ∂M , so the boundary value defines a bundle
metric on the restriction of the projective standard tractor bundle to ∂M . This
is also established in Proposition 12 and it is noted there that using this with
the natural filtration of T we obtain the usual filtration of the conformal tractor
bundle and tractor metric L(τ) is seen to be compatible with conformal metric.
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The next main result is Theorem 14 which shows that if the projective tractor
covariant derivative of L(τ) vanishes at the boundary then the normal conformal
tractor connection on the boundary arises as simply a pullback of the projective
tractor connection.
Finally, we treat the general case and describe how the conformal standard
tractor connection on ∂M can be constructed from the projective standard tractor
connection on M in two steps. First one can construct a torsion free tractor
connection on all of M , which is metric for the given bundle metric. Restricting
this to the boundary, a final step of normalization leads in Theorem 17 to the
conformal standard tractor connection. Several simplifications in particular cases
(for example for projectively compact pseudo–Riemannian metrics) are discussed
along the way.
2. Necessity of asymptotic form
We start by reviewing the concept of projective compactness from [6], as defined
for any affine connection. Following this move to the setting where the interior is
equipped with a metric. So given a manifold M with boundary ∂M and interior
M , we assume that we have given a pseudo–Riemannian metric g on M such that
the projective structure determined by the Levi–Civita conneciton ∇ of g smoothly
extends to M . We then specialize to the case that ∇ is projectively compact of
order α = 2 and our aim is to prove that this implies a certain asymptotic form
for g. The key towards proving this is to analyze the consequences of the existence
of a projectively compact Levi–Civita connection in the projective class in terms
of tractors.
2.1. Projective compactness. Throughout this article, smooth means C∞, we
consider a smooth manifold M with boundary ∂M and interior M . By a local
defining function for ∂M we mean a smooth function ρ : U → [0,∞) defined on an
open subset ofM such that ρ−1({0}) = U ∩∂M and dρ(x) 6= 0 for all x ∈ U ∩∂M .
By E(w) we will denote the bundle of densities of projective weight w. Putting
these notions together leads to the concept of a defining density of weight w. We
will only need this notion locally. On an open set U of M , this is a section σ of
E(w) which is of the form ρσˆ for a local defining function ρ for ∂M and a section
σˆ of E(w) which is nowhere vanishing on U .
Given an affine connection ∇ and a one–form Υ on some manifold, we will write
∇ˆ = ∇+Υ for the projectively modified connection defined by
(1) ∇ˆξη = ∇ξη +Υ(ξ)η +Υ(η)ξ,
for vector fields ξ and η. Two connections are related in this way if and only if
they have the same geodesics up to parameterization.
Now in the setting of a manifold with boundary, M = M ∪∂M , a linear connec-
tion ∇ on TM is called projectively compact of order α > 0 if and only if for any
point x ∈ ∂M , there is a local defining function ρ for ∂M defined on a neighbor-
hood U of x, such that the projectively modified connection ∇ˆ = ∇ + dρ
αρ
admits
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a smooth extension from U ∩M to all of U . This means that for all vector fields
ξ, η which are smooth up to the boundary, also
∇ˆξη = ∇ξη +
1
αρ
dρ(ξ)η + 1
αρ
dρ(η)ξ
admits a smooth extension to the boundary. Equivalently, the Christoffel symbols
of ∇ˆ in some local chart have to admit such an extension.
It is easily verified that this condition is independent of the choice of the defining
function ρ, i.e. if the projective modification associated to ρ extends, then also the
one associated to any other defining function is smooth up to the boundary. On the
other hand, the parameter α cannot be eliminated. Indeed, it turns out that for
connections which are special, i.e. preserve a volume density, α controls the growth
of a parallel volume density towards the boundary, see section 2.2 of [6]. The result
on volume growth can be nicely reformulated in terms of defining densities. If ∇
is projectively compact of order α and preserves a volume density, then for each
w, the density bundle E(w) admits non–zero parallel sections. However, precisely
for w = α, such a section can be extended by zero to a defining density for ∂M .
It is also the case that, for connections preserving a volume density, projective
compactness of order α is equivalent to the fact that the projective structure of ∇
extends to all of M plus the appropriate rate of volume growth, see Proposition
2.3 of [6]. As in most of [6] we will restrict to the case 0 < α ≤ 2 in this article.
For this range of α the boundary is at infinity, see Proposition 2.4 in [6].
2.2. Metricity of projective structures and tractors. Here and below we use
abstract index notation and the convention that adding “(w)” to the name of a
vector bundle indicates a tensor product with the density bundle E(w).
Given a smooth manifold of dimension n+1 endowed with a projective structure,
one can construct a vector bundle T ∗ of rank n+2, which contains the bundle Ea(1)
of weighted one–forms as a smooth subbundle such that the quotient is isomorphic
to E(1). This so–called standard cotractor bundle can be canonically endowed with
a linear connection ∇T
∗
determined by the projective structure [2]. Together, the
configuration of bundle, subbundle and connection is uniquely determined up to
isomorphism. One can then apply constructions with vector bundles and induced
connections to obtain general tractor bundles, each of which is endowed with a
canonical tractor connection. In particular, the standard tractor bundle T is the
dual bundle to T ∗. We will mainly need the bundles S2T ∗ and S2T of symmetric
bilinear forms on T respectively T ∗.
Writing the composition series for T ∗ from above as T ∗ = Ea(1)+
☎
✆E(1), one can
describe the induced composition series for the other tractor bundles mentioned
above as
(2)
T = E(−1)+
☎
✆Ea(−1)
S2T = E(−2)+
☎
✆Ea(−2)+
☎
✆E (ab)(−2)
S2T ∗ = E(ab)(2)+
☎
✆Ea(2)+
☎
✆E(2).
A choice of connection in the projective class gives rise to an isomorphism T ∗ ∼=
Ea(1) ⊕ E(1) and likewise for the other tractor bundles. Given such a choice, we
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write sections of a tractor bundle as column vectors with the component describ-
ing the canonical quotient of the tractor bundle on top and the component in the
canonical subbundle in the bottom. Changing the connection projectively by a
one–form Υa, there are explicit formulae for the changes of these identifications.
For the bundles S2T and S2T ∗ we follow the conventions from [6], and the corre-
sponding formulae for these cases are given as equations (3.5) and (3.11) in that
reference.
Via the so–called BGG-machinery (see [11], [3], and the sketch in [6]), each
tractor bundle induces a natural differential operator acting on sections of its
canonical quotient bundle, which defines an overdetermined system of PDEs (“first
BGG–equation”) on that bundle. Closely related to this is the so–called splitting
operator L, which maps sections of the quotient bundle to sections of the tractor
bundle.
We first need the application of these ideas to the metricity equation for pro-
jective structures, see [15]. This corresponds to the tractor bundle S2T . Take a
projective manifold N and a pseudo–Riemannian metric gab on N with inverse g
ab.
Then g canonically determines a volume density on N , and forming an appropriate
power of this density one obtains a nowhere–vanishing section τ ∈ E(2), which is
parallel for the Levi–Civita connection of g. It then turns out that the Levi–Civita
connection of g lies in the given projective class if and only if τ−1gab is a solution
of the metricity equation. The crucial fact for what follows is that this can be
characterized in terms of its image under the splitting operator. Indeed, in [15],
the authors construct a natural modification ∇p of the tractor connection on S2T
such that τ−1gab solves the metricity equation if and only if L(τ−1gab) is parallel
for this modified connection. In fact, such connections can be constructed for any
tractor bundle (associated to any parabolic geometry), see [23].
An explicit formula for the splitting operator L is derived in Proposition 3.1 of
[10] (unfortunately with a sign error in the printed version, that is easily corrected).
Given σab ∈ Γ(E (ab)(−2)) and a connection ∇˜ in the projective class, the formula
for L(σab) in the splitting determined by ∇˜ on a manifold of dimension n + 1 is
given by
(3)

 σ
ab
− 1
n+2
∇˜dσdc
1
(n+1)(n+2)
∇˜d∇˜eσde +
1
n+1
Pdeσ
de

 .
Using this, one obtains the following fundamental result that has been proved
in [7]. We include the proof for completeness.
Proposition 1. Let M be a smooth manifold with boundary ∂M and interior
M . Suppose gab is a pseudo–Riemannian metric on M such that the projective
structure of its Levi–Civita connection ∇ admits a smooth extension to all of M .
Then the corresponding solution τ−1gab ∈ Γ(E (ij)(−2)|M) of the metricity equa-
tion and the scalar curvature S ∈ C∞(M,R) of g both admit smooth extensions to
all of M .
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Proof. Since the projective structure of∇ extends to all ofM , all projective tractor
bundles an tractor connections are defined on all of M . The same holds for the
modification ∇p of the tractor connection on S2T from [15].
Now over M , we can apply the splitting operator to obtain a section L(τ−1gab)
of the bundle S2T . Since τ−1gab satisfies the metricity equation, this section is
parallel for ∇p over M , so we can extend it by parallel transport to a smooth
section of S2T over all of M , which is still parallel for ∇p. Projecting this to
a section of the quotient bundle E (ab)(−2), we obtain the required extension of
τ−1gab.
On the other hand, we can view L(τ−1gab) as a smooth bundle metric on T ∗
(defined over all ofM). Forming the determinant of the Grammatrix of this bundle
metric with respect to local frames of T ∗ gives rise to a well defined section of the
bundle (Λn+2T ∗)2. Now this bundle is always trivial and the linear connection
inherited from the tractor connection is flat, so up to an overall non–zero constant
factor, this determinant is a well defined smooth function on M .
Over M , we can work in the splitting determined by ∇. Since both gij and τ−1
are parallel for ∇ over M , we conclude from (3) that, over M and in the splitting
corresponding to ∇, we have
(4) L(τ−1gab) =

 τ−1gab0
1
n+1
τ−1gijPij


Hence over M , the determinant of L(τ−1gab) is given by τ−n−2 det(gab)gijPij . By
definition, τ−n−2 det(gab) = 1, whence det(L(τ−1gab)) is a non–zero multiple of S,
thus providing the required extension. 
2.3. The case of projective compactness of order two. We next assume that
the metric gab onM is projectively compact of order two in the sense introduced in
[6]. By definition this means that, for any local defining function ρ for the boundary
∂M , we get a distinguished projective modification ρ∇ of ∇, which admits a
smooth extension to the boundary. Recall that this modification is associated to
the one–form Υ = 1
2ρ
dρ, and so for vector fields ξ and η which are smooth up to
the boundary also the vector field
∇ξη +
1
2ρ
dρ(ξ)η + 1
2ρ
dρ(η)ξ
admits a smooth extension of the boundary.
There is a second crucial consequence of projective compactness of order two.
Namely the non–vanishing density τ ∈ Γ(E(2)|M) can be smoothly extended by
zero to all of M and then becomes a defining density for ∂M , see Proposition 2.3
of [6]. In terms of a defining function ρ as above, this means that τ = ρτˆ , where
τˆ is parallel for ρ∇ and nowhere vanishing.
Using these facts we can now analyze the extensions guaranteed by Proposition
1.
Proposition 2. In the setting of Proposition 1, assume in addition that gab is
projectively compact of order 2. Then the zero set of the boundary value of the
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smooth extension of S has empty interior. Hence the boundary value of L(τ−1gab)
is non–degenerate on a dense open subset of ∂M .
Proof. For a local defining function ρ for ∂M , we get the connection ρ∇, which
is smooth up to the boundary. Hence if we express L(τ−1gab) over M in the
splitting determined by ρ∇, Proposition 1 implies that all slots will admit a smooth
extension to the boundary. We use Formula (4) from the proof of Proposition 1
together with the formula (3.11) in Section 3.6 of [6] and the fact that Υa =
1
2ρ
ρa,
where ρa = dρ. This shows that over M in the splitting determined by
ρ∇, we get
(5) L(τ−1gab) =

 τ−1gab−1
2ρ
τ−1gciρi
1
n+1
τ−1gijPij +
1
4ρ2
τ−1gijρiρj

 .
Since τ−1 = 1
ρ
τˆ−1 and τˆ−1 is nowhere vanishing, we conclude that 1
ρ
gab, 1
ρ2
gaiρi
and
1
ρ
(
1
n+1
gijPij +
1
4ρ2
gijρiρj
)
admit smooth extensions to the boundary. But from Proposition 1 and the fact
that 1
ρ2
gaiρi extends, we conclude that already the sum in the bracket in the last
displayed formula admits a smooth extension to the boundary. Thus we conclude
that this extension has to vanish along the boundary, so 1
4ρ2
gijρiρj approaches
−1
n+1
gijPij at the boundary.
We can phrase the information we have obtained so far in terms of the matrix
expression for the inverse metric gab with respect to a local frame for T ∗M which
is smooth up to the boundary and has ρa as its first element. Since
1
ρ2
gaiρi admits
a smooth extension, the elements in the first row and in the first column of this
matrix can be written as ρ2a1j (respectively ρ2aj1) for functions a1j = aj1 which
are smooth up to the boundary. On the other hand, since 1
ρ
gab admits a smooth
extension, the other entries in the matrix can all be written as ρaij , where again
aij = aji is smooth up to the boundary.
With a view towards contradiction, assume that the boundary value of S van-
ishes on an open subset of ∂M . Restricting to an appropriate open subset in M ,
we can assume that S vanishes identically. Thus gijPij vanishes along the bound-
ary, so from above we conclude that 1
ρ2
gijρiρj vanishes along the boundary. Thus
we can write gijρiρi as ρ
3a11 where a11 is smooth up to the boundary. Forming
det(gij) we see that we can first take a factor ρ2 out of the first row and then a fac-
tor ρ out of each of the other rows, and then still a factor ρ out of the first column,
so det(gij) = ρ2+n+1 det(aij). On the other hand, the results on volume asymp-
totics from Proposition 2.3 of [6] show that, viewed as a density, det(gij) = ρ
−n−2νˆ
where νˆ is smooth up to the boundary. Multiplying we see that 1 = ρ det(aij)
which contradicts the fact that det(aij) is smooth up to the boundary. 
2.4. The inverse of the metricity tractor. Knowing that the boundary value
of S is non–zero on a dense open subset of ∂M , we know that the metricity tractor
L(τ−1gab) is a non–degenerate bundle metric on a neighborhood of this subset in
M . Hence we can form its inverse there, and this is a section Φ of S2T ∗ which
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is smooth up to the boundary and non–degenerate. This leads to fundamental
information on the asymptotic behavior of the metric gab.
Proposition 3. Let g be a pseudo–Riemannian metric on M which is projectively
compact of order 2. Let x ∈ ∂M be a point such that the boundary value of the
scalar curvature S is non–zero in x, and let ρ be a defining function for ∂M which
is defined on a neighborhood of x in M .
Then locally around x, the section
hab := ρgab +
n+1
4ρ
(gijPij)
−1ρaρb
admits a smooth extension to the boundary and the boundary values are non–
degenerate as bilinear forms on the spaces Ty∂M .
Proof. Restricting to an appropriate open neighborhood U of x, we may assume
that L(τ−1gab) ∈ Γ(S2T ) is non–degenerate as a bundle metric on T ∗ and hence
its inverse Φ ∈ Γ(S2T ∗) is a smooth non–degenerate bundle metric on T . On
U ∩M , we can work in the splitting associated to the Levi-Civita connection ∇ of
g. The expression (4) for L(τ−1gab) from the proof of Proposition 1 then implies
that in that splitting we get
Φ =

(n + 1)τ(gijPij)−10
τgab

 .
As in the proof of Proposition 2, we can now compute the expression for Φ in the
splitting associated to the connection ρ∇, which is defined up to the boundary.
All slots in this expression then admit smooth extensions to the boundary and Φ
must be non–degenerate, also along the boundary. We can compute the change of
splitting from formula (3.5) in Section 3.1 of [6] using that Υa =
1
2ρ
ρa. This shows
that in the splitting associated to ρ∇, we get
(6) Φ =

 τˆ ρ(n+ 1)(gijPij)−1τˆ n+1
2
(gijPij)
−1ρa
τˆ(ρgab +
n+1
4ρ
(gijPij)
−1ρaρb)

 .
The bottom slot is τˆ hab, so we see that hab admits a smooth extension to the
boundary. Along the boundary, the top slot vanishes, while the middle slot be-
comes a non–zero multiple of τˆρa. Non–degeneracy of Φ along the boundary is
then equivalent to the fact that hab is non–degenerate on the kernel of the middle
slot, which coincides with T∂M ⊂ TM |∂M . 
2.5. Geodetic transversals. We next discuss a natural product structure along
the boundary. This can be done for affine connections which are projectively
compact of arbitrary order, so we temporarily work in this more general setting.
Suppose that ∇ is a linear connection on TM , which is projectively compact
of some order α > 0, and that ρ is a local defining function for the boundary
∂M , defined on an open set U ⊂ M . Then by definition the affine connection
∇+ dρ
αρ
defined on U ∩M extends smoothly to all of U , and we again denote this
connection by ρ∇.
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Definition 4. A geodetic transversal for ρ is a smooth vector field µ ∈ X(U) such
that ρ∇µµ = 0 (i.e. the flow lines of µ are geodesics for ρ∇) and such that dρ(µ)
is identically one on U ∩ ∂M .
Lemma 5. (i) Given U and ρ and a vector field µ0 along U ∩ ∂M such that
dρ(µ0) = 1 on U ∩ ∂M , we can (possibly shrinking U) extend µ0 uniquely to a
geodetic transversal for ρ.
(ii) If µ is any geodetic transversal for ρ then for each point x ∈ U ∩ ∂M there
is an open neighborhood V˜ of x in M , a positive ǫ ∈ R, and a diffeomorphism
V˜ → [0, ǫ) × V where V = V˜ ∩ ∂M , which maps each y ∈ V to (0, y), and pulls
back the coordinate vector field ∂t for the coordinate t in [0, ǫ) to µ.
Proof. Extend µ0 to a local smooth frame for TM |∂M . Denoting by p : PM →M
the linear frame bundle of M and by θ ∈ Ω1(PM,Rn+1) its soldering form, the
frame defines a smooth map s : U ∩ ∂M → PM such that p ◦ s = id.
Now ρ∇ defines a principal connection on PM , so we can talk about horizontal
vector fields on PM and such a field is uniquely determined by its value under θ.
In particular, let X ∈ X(PM) be the horizontal vector field whose value under θ
is always the first vector in the standard basis of Rn+1. This means that for any
frame u ∈ PM , Tup · X(u) is the first element in the frame u, so in particular
Ts(y)p ·X(s(y)) = µ0(y) for all y ∈ U ∩ ∂M .
Let us denote by FlXt the flow of the vector field X , and consider the map
(y, t) 7→ p(FlXt (s(y))), which is defined and smooth on an open neighborhood of
(U∩∂M)×{0} in (U∩∂M)×[0,∞). Evidently, its tangent map in (y, 0) restricts to
the identity on Ty∂M and maps ∂t to µ0(y) so it is a linear isomorphism. Hence for
any y ∈ U∩∂M , it restricts to a diffeomorphism on a set of the form V ×[0, ǫ) where
V ⊂ ∂M is an open neighborhood of y. Since the flow lines of X in PM project
to geodesics in M , we can define µ as the image of ∂t under this diffeomorphism to
complete the proof of (i), and use the inverse of the diffeomorphism to complete
the proof of (ii). 
2.6. The asymptotic form. Returning to the setting of a pseudo–Riemannian
metric g which is projectively compact of order 2, we can next use a geodetic
transversal to complete the description of the asymptotic behavior of the scalar
curvature S of g.
Proposition 6. Let g be a pseudo–Riemannian metric on M with scalar curvature
S which is projectively compact of order 2. Let x ∈ ∂M be a point in which the
boundary value of S is non–vanishing, let ρ be a local defining function for ∂M
which is defined on an open neighborhood U of x ∈ M and suppose that µ is a
geodetic transversal for ρ defined on U . Then we have:
(1) The function ρ2g(µ, µ) is constant along flow lines of µ and hence admits
a smooth extension to the boundary. The boundary value of this extension equals
the one of −n+1
4
(gijPij)
−1.
(2) The boundary value of ρ2g(µ, µ) is constant on a neighborhood of x.
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Proof. (1) On U ∩M , we compute
µ · (ρ2g(µ, µ)) = 2ρdρ(µ)g(µ, µ) + 2ρ2g(∇µµ, µ).
We can write ∇µµ =
ρ∇µµ− 2Υ(µ)µ = −
1
ρ
dρ(µ)µ, and inserting this, we see that
ρ2g(µ, µ) is constant along flow lines of µ.
From Proposition 3, we know that ρgab +
n+1
4ρ
(gijPij)
−1ρaρb admits a smooth
extension to the boundary. Multiplying this by ρ, we obtain a tensor field which is
smooth up to the boundary and vanishes along the boundary. Inserting two copies
of µ into this tensor field we see that
ρ2g(µ, µ) + n+1
4
(gijPij)
−1(dρ(µ))2
approaches zero at the boundary, and since dρ(µ) equals one along the boundary,
the proof of (1) is complete.
(2) Let ξ = ξa be a vector field on U (so ξ is smooth up to the boundary), such
that dρ(ξ) vanishes identically. Then Proposition 3 immediately implies that for
any vector field η ∈ X(U), the function ρg(ξ, η) admits a smooth extension to the
boundary. Next, since dρ(µ) equals one along ∂M and ξ is tangent to ∂M along
∂M , so ξ · (dρ(µ)) vanishes along ∂M . Expanding 0 = d(dρ)(ξ, µ) and using that
dρ(ξ) = 0 we conclude that dρ([ξ, µ]) vanishes along ∂M . Again using Proposition
3, we conclude that also ρg([ξ, µ], η) admits a smooth extension to the boundary
for each η ∈ X(U). Armed with these observations, we now compute
ξ · (ρ2g(µ, µ)) = ρ2ξ · g(µ, µ) = 2ρ2g(∇ξµ, µ) = 2ρ
2g([ξ, µ], µ) + 2ρ2g(∇µξ, µ).
From above we see that the first term in the right hand side admits a smooth
extension to the boundary with boundary value zero. The second term on the
right hand side can be written as
2ρ2µ · g(ξ, µ)− 2ρ2g(ξ,∇µµ) = 2ρ
2µ · g(ξ, µ) + 2ρdρ(µ)g(ξ, µ),
where we have used the expression for ∇µµ obtained above. Rewriting the right
hand side as 2ρµ · (ρg(ξ, µ)) we see that also this terms admits a smooth extension
to the boundary with boundary value zero. Hence ξ · (ρ2g(µ, µ)) vanishes along
the boundary, and since we can realize any vector field tangent to the boundary
as a boundary value in this way, we see that ρ2g(µ, µ) is locally constant along the
boundary. 
From this, we can readily deduce our first main result.
Theorem 7. Let g be a pseudo–Riemannian metric on M , which is projectively
compact of order 2. Then we have
(1) The smooth extension S of the scalar curvature of g to all of M guaran-
teed by Proposition 1 has a boundary value which is locally constant and nowhere
vanishing.
(2) Given a boundary point x ∈ ∂M and a local defining function ρ for ∂M ,
then for the non–zero constant C = −n(n+1)
4S(x)
, the tensor field
hab := ρgab −
C
ρ
ρaρb
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admits a smooth extension to the boundary with its boundary values being non–
degenerate as bilinear forms on T∂M .
Proof. (1) From Propositions 1 and 6, we know that S is smooth up to the bound-
ary, and that S|∂M is non–vanishing and locally constant on a dense open subset
of ∂M . This is only possible if the constant values on connected components of
this open set with intersecting closures match up, and hence S extends to a locally
constant function on ∂M . But of course all the constant values are non–zero, so
S is nowhere vanishing.
(2) In our convention for dimensions, we have Pab =
1
n
Rab, where Rab := Rda
d
b
(is the Ricci curvature) and hence gijPij =
1
n
S, so the claim follows immediately
from Proposition 3. 
3. Boundary geometry and curvature asymptotics
A projectively compact connection on the interior of a manifold with bound-
ary induces a projective structure on the whole manifold. As a hypersurface in
a projective manifold, the boundary inherits the so–called projective second fun-
damental form, a conformal class of bilinear forms on the tangent spaces to the
boundary. After making these observations, our main aim in this section is to
relate this structure on the boundary to data on the interior. We first do this for
general projectively compact affine connections, showing that the projective sec-
ond fundamental form is related to the asymptotics of the Schouten tensor. This
leads to results on the asymptotic form of the curvature of a projectively compact
connection.
With these results established, we then turn our attention to pseudo–Riemannian
metrics admitting an asymptotic form from a family (depending on α ∈ (0, 2]) iden-
tified in [6]; in that source it is shown that these asymptotic forms are sufficient for
projective compactness. We find that the possible extrinsic boundary geometry
depends on the parameter α, which gives the order of projective compactness. If
the order of projective compactness is less than two, then the projective second
fundamental form necessarily vanishes, so the boundary is totally geodesic. On
the other hand, in the case of order two there is no such a prior restriction on the
projective second fundamental form and we obtain an explicit description of this
object. Note that Theorem 7 states that for metrics that are projectively compact
of order 2 the asymptotic form is always available. So the results apply generally
in this case. The explicit formula description found implies, in particular, that the
projective second fundamental form is always non–degenerate, in the order two
case, and hence defines a canonical conformal structure on the boundary. Finally,
the relation to the Schouten tensor is used to prove that any such metric satisfies
an asymptotic form of the Einstein equation.
3.1. The induced geometry on the boundary. Suppose thatM = M ∪∂M is
a smooth manifold with boundary and that ∇ is an affine connection on M which
is projective compact of some order α ∈ (0, 2]. Let us recall the construction of
the projectively invariant second fundamental form for the extended projective
structure.
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Choose a local defining function ρ for ∂M , let ∇ˆ be any connection in the pro-
jective class which is smooth up to the boundary and consider ∇ˆdρ ∈ Γ(S2TM).
Writing again ρa for dρ, we see that for a projectively equivalent connection ∇˜,
we get ∇˜aρb = ∇ˆaρb − Υaρb − Υbρa, so ∇ˆaρb and ∇˜aρb have the same restriction
to T∂M ×T∂M . On the other hand, changing the defining function ρ to ρ˜ = efρ,
we get ρ˜a = ρ˜fa + e
fρa, where fa = df , and thus
∇ˆaρ˜b = ρ˜afb + ρ˜∇ˆafb + e
ffaρb + e
f∇ˆaρb.
Hence the restriction of ∇ˆaρ˜b to T∂M × T∂M is conformal to the restriction of
∇ˆaρb. So the (possibly degenerate) conformal class [∇ˆaρb] on T∂M is canonical.
We will say that any positive constant multiple of ∇ˆaρb is a representative of the
projective second fundamental form.
By construction, the projective second fundamental form only depends on the
extended projective structure on the manifold M with boundary, and not on the
specific projectively compact connection ∇ on M . It turns out, however, that
there is a nice relation to the projectively compact connection on the interior.
Proposition 8. Let ∇ be a linear connection on TM which is projectively compact
of some order α ∈ (0, 2], and let Pab be the Schouten tensor of ∇.
Then, for any local defining function ρ for ∂M the smooth section ρPab+
α−1
α2
ρaρb
ρ
admits a smooth extension to the boundary and its boundary value restricts to a
representative of the projective second fundamental form on T∂M .
Proof. Let ∇ˆ = ρ∇ be the projective modification of∇ associated to ρ. This means
that ∇ˆa = ∇a + Υa, with Υa :=
ρa
αρ
, admits a smooth extension to the boundary.
Then of course the Schouten tensor Pˆab of ∇ˆ is smooth up to the boundary. The
relation between Pab and Pˆab from [2] reads as
Pab = Pˆab + ∇ˆaΥb +ΥaΥb.
Now ∇ˆa(
1
αρ
ρb) = −
1
αρ2
ρaρb +
1
αρ
∇ˆaρb. On the other hand, ΥaΥb =
1
α2ρ2
ρaρb, and
inserting this, we get that
Pab = Pˆab +
1
αρ
∇ˆaρb −
α−1
α2ρ2
ρaρb
and thus
(7) ρPab +
α−1
α2ρ
ρaρb =
1
α
∇ˆaρb + ρPˆab.
Since, the right hand side is evidently smooth up to the boundary, with boundary
value 1
α
∇ˆaρb, the result follows. 
3.2. Curvature asymptotics. We next prove a general result on the asymptotic
behavior of the curvature of a connection which is projectively compact of some
order α ∈ (0, 2]. This is similar to the fact that conformally compact pseudo–
Riemannian metrics are asymptotically hyperbolic, see for example [20].
To formulate the result, recall that from each symmetric
(
0
2
)
–tensor field, one can
build up a tensor having curvature symmetries by putting Rab
c
d := δ
c
aϕbd − δ
c
bϕad.
In particular, we can apply this to
(
0
2
)
–tensor fields which have rank one, i.e. are of
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the form ϕab = ψaψb for a one–form ψ = ψa. In this case we call the corresponding
curvature tensor the rank–one curvature tensor determined by ψ.
Proposition 9. Let ∇ be a linear connection on TM which is projectively compact
of some order α ∈ (0, 2], let R = Rab
c
d be the curvature tensor of ∇. Let ρ be a
local defining function for ∂M and let ∇ˆ = ∇+ dρ
αρ
be the associated connection in
the projective class.
(i) If α = 1, then ρR is admits a smooth extension to the boundary with boundary
value
δca∇ˆbρd − δ
c
b∇ˆaρd.
(ii) If α 6= 1, then ρ2R admits a smooth extension to the boundary with boundary
value equal to 1−α
α2
times the rank–one curvature tensor determined by the one–form
dρ.
Proof. The decomposition of the curvature tensor used in projective geometry, see
section 3.1 of [2], reads as
Rab
c
d = Cab
c
d + δ
c
aPbd − δ
c
bPad + βabδ
c
d.
Here Cab
c
d is the projective Weyl curvature, Pab is the projective Schouten tensor
and βab = Pba−Pab (so this vanishes for connections preserving a volume density).
Now the projective Weyl curvature is projectively invariant, so since the projec-
tive structure extends smoothly to M , Cab
c
d admits a smooth extension to the
boundary.
We have analyzed the behavior of Pab in Proposition 8. If α = 1, then ρPab =
∇ˆaρb + ρPˆab, where Pˆab is the Schouten tensor of ∇ˆa. Of course Pˆab is smooth
up to the boundary, and we conclude that, βˆab = βab, so βab is smooth up to the
boundary. This completes the proof of (i).
(ii) If α 6= 1, then Proposition 8 shows that ρ2Pab admits a smooth extension to
the boundary with boundary value 1−α
α2
ρaρb, so again the result follows. 
3.3. Projectively compact pseudo–Riemannian metrics and asymptotic
forms. The asymptotic form for a metric which is projectively compact of order
two derived in Theorem 7 is a special case of an asymptotic form (depending on
α) introduced in Section 2.4 of [6]. There we have proved that such an asymptotic
form for g implies projective compactness of order α for any fixed α ∈ (0, 2] such
that 2
α
is an integer. We next specialize the results on the boundary conformal
structure and on curvature asymptotics to metrics admitting such an asymptotic
form.
The assumptions for this asymptotic form is that locally around each boundary
point, we find a defining function ρ and a nowhere vanishing smooth function C
with additional properties specified below, such that the
(
0
2
)
–tensor field
(8) h := ρ2/αg − C
dρ2
ρ2/α
admits a smooth extension to the boundary, with the boundary value being non–
degenerate on T∂M . The additional property required from C is that for each
vector field ζ which is smooth up to the boundary and satisfies dρ(ζ) = 0, the
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function ρ−2/αζ · C admits a smooth extension to the boundary. Theorem 2.6 of
[6] then states that under these assumptions (including 2/α ∈ Z), the Levi–Civita
connection of g is projectively compact of order α. For α = 2, Theorem 7 shows
that we always get the asymptotic form with a constant C, so we will pay special
attention to this case.
Proposition 10. Suppose that we are in the setting of Theorem 2.6 of [6], i.e. 2
α
∈
Z and the tensor field h defined in (8) is smooth up to the boundary with the
boundary value being non–degenerate on T∂M .
(i) If α < 2, then the projective second fundamental form for ∂M vanishes
identically, so ∂M is totally geodesic.
(ii) If α = 2, then the restriction of h to boundary directions is a representative
of the projective second fundamental form for ∂M . Furthermore, if C is constant
then the boundary value of h coincides with −2C∇ˆdρ, where ∇ˆ = ∇ + dρ
2ρ
is the
projective modification, associated to ρ, of the Levi–Civita connection ∇ of g.
Proof. We use ideas from the proof of Theorem 2.6 of [6] and also the notation
introduced there. In the proof of that theorem, one first constructs a vector field
ζ0 such that dρ(ζ0) ≡ 1 and ζ0 is orthogonal with respect to h to all vector fields
in the kernel of dρ. In particular, as observed there, for any tangent vector fields
ξ, η one can compute the boundary value of −dρ(∇ˆξη) as the boundary value of
−1
C
ρ4/αg(∇ˆξη, ζ0).
A key ingredient in the proof of Theorem 2.6 of [6] is the modified Koszul
formula, which says that 2g(∇ˆξη, ζ0) can be computed as
(9)
ξ · g(η, ζ0)− ζ0 · g(ξ, η) + η · g(ξ, ζ0) + g([ξ, η], ζ0)− g([ξ, ζ0], η)
−g([η, ζ0], ξ) +
2dρ(ξ)
αρ
g(η, ζ0) +
2dρ(η)
αρ
g(ξ, ζ0).
Let us first assume that dρ(ξ) = dρ(η) = 0. Then we get dρ([ξ, η]) = −ddρ(ξ, η) =
0, so g(ξ, ζ0), g(η, ζ0) and g([ξ, η], ζ0) vanish identically. Next, g([ξ, ζ0], η) =
1
ρ2/α
h([ξ, ζ0], η), so after multiplication by ρ
4/α this extends smoothly to the bound-
ary by zero, and the same holds for the corresponding term with ξ and η exchanged.
In conclusion, we see that we can compute the boundary value of −dρ(∇ˆξη) as the
boundary value of
1
2C
ρ4/αζ0 · g(ξ, η) =
1
2C
ρ4/αζ0 ·
1
ρ2/α
h(ξ, η).
Up to terms vanishing along the boundary, this equals −1
αC
ρ(2−α)/αh(ξ, η). But since
dρ(η) = 0, we get −dρ(∇ˆξη) = (∇ˆξdρ)(η), so we get (i) and the first part of (ii).
To obtain the second statement in (ii) we have to analyze (in the case α = 2 and
for C being constant) the modified Koszul formula (9) for general vector fields ξ
and η, which needs much more care. From the proof of Theorem 2.6 in [6] we see
that (always taking into account that α = 2)
g(η, ζ0) = dρ(η)(
C
ρ2
+ 1
ρ
h(ζ0, ζ0))
g(ξ, η) = C
ρ2
dρ(ξ)dρ(η) + 1
ρ
h(ξ, η).
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Now if we plug the appropriate versions of these into the modified Koszul formula
(9) and carry out the differentiations, we can sort the terms according to powers
of ρ. In the proof of Theorem 2.6 of [6] it is shown that the terms containing
1
ρ3
add up to zero. We have to determine the terms containing 1
ρ2
while we may
ignore terms containing 1
ρ
or no negative power of ρ. The first and third term in
(9) together contribute
(10) Cξ · dρ(η) + Cη · dρ(ξ)− 2dρ(ξ)dρ(η)h(ζ0, ζ0)
to the coefficient of 1
ρ2
. Now the last part of this cancels with the contribution of the
last two summands in (9). On the other hand, the only contribution of the fourth
summand in (9) to the coefficient of 1
ρ2
is Cdρ([ξ, η]). Expanding 0 = ddρ(ξ, η) we
see that this adds up with the second term in (10) to Cξ · dρ(η), so the overall
contribution of all terms we have considered so far is 2Cξ · dρ(η).
Next, the contribution of the second summand of (9) to the coefficient of 1
ρ2
is
given by
h(ξ, η)− Cζ0 · (dρ(ξ)dρ(η)),
while the fifth and sixth summands contribute
−Cdρ([ξ, ζ0])dρ(η)− Cdρ([η, ζ0])dρ(ξ).
But since dρ(ζ0) ≡ 1, the fact that 0 = ddρ(ξ, ζ0) implies that ζ0 ·dρ(ξ) = dρ([ξ, ζ0])
and likewise for η, so these terms together only contribute h(ξ, η).
Collecting the results, we see that the boundary value of −dρ(∇ˆξη) can be
computed as the boundary value of −1
2C
(2Cξ · dρ(η) + h(ξ, η)). Bringing the first
term to the other side, we obtain the boundary value of (∇ˆdρ)(ξ, η) which implies
the result. 
Next, we describe the curvature for pseudo–Riemannian metrics which are pro-
jectively compact of order two and show that they satisfy an asymptotic version
of the Einstein equation.
Theorem 11. Let g = gab be a pseudo–Riemannian metric onM , with inverse g
ab,
which is projectively compact or order two and let h = hab and C be as in Theorem
7. Let Rab
c
d be the Riemann curvature of g, Rab = Rda
d
b its Ricci curvature and
S = gabRab its scalar curvature.
(i) The trace–free part Rab−
S
n+1
gab of the Ricci tensor admits a smooth extension
to the boundary.
(ii) Up to terms which admit a smooth extension to the boundary, the curvature
of gab is given by
Rab
c
d = −
1
2ρ2
δc[aρb]ρd −
1
2Cρ
δc[ahb]d.
Proof. (i) By Proposition 8 and formula (7) from its proof, ρPab +
1
4ρ
ρaρb admits
a smooth extension to the boundary with boundary value 1
2
∇ˆaρb. On the other
hand, Proposition 3 shows that ρ 1
n+1
gijPijgab +
1
4ρ
ρaρb admits a smooth extension
to the boundary. The boundary value of this coincides with the one of 1
n+1
gijPijhab
and hence with the one of − 1
4C
hab. By Proposition 10, the latter boundary value
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also equals 1
2
∇ˆaρb. Forming the difference, we conclude that ρ(Pab −
1
n+1
gijPijgab)
admits a smooth extension to the boundary with boundary value zero, so the
tracefree part of Pij admits a smooth extension to the boundary. Now in dimension
n + 1, we have Rab =
1
n
Pab, which implies the result.
(ii) We use the formula for the curvature from the proof of Proposition 9, taking
into account that βab = 0. Since we know from above, that Pab +
1
4C
gab admits a
smooth extension to the boundary, we may replace Pab by −
1
4C
gab, and then the
claim follows from inserting the asymptotic form
gab =
1
ρ
hab +
C
ρ2
ρaρb.
for g. 
4. Boundary tractors
For the last part of this article, we assume that we have given a special affine
connection on M which is projectively compact of order two and has the prop-
erty that the projective second fundamental form is non–degenerate (in directions
tangent to the boundary) at each boundary point. (Observe that by Theorem
7 and Proposition 10, this condition is always satisfied in the case of a pseudo–
Riemannian metric which is projectively compact of order two.) In this case, as
shown is Section 3.1, a well-defined conformal geometry is induced on the bound-
ary ∂M . As for any conformal geometry, its structure is naturally captured and
conceptually described by its associated conformal tractor bundle and connection.
In this section we give a description of these conformal boundary tractors in
terms of the projective structure in the interior. We derive formulae for the ingre-
dients used in this description both in terms of asymptotics of data associated to
the projectively compact connection in the interior and in terms of data which are
manifestly smooth up to the boundary. In contrast to the usual presentation of
conformal tractors, our description is entirely based on connections from the pro-
jective class, we do not choose a connection on the boundary which is compatible
with the conformal structure.
4.1. The tractor bundle and its metric. In spite of the rather complicated re-
lation between a projectively compact connection onM and the induced conformal
structure on ∂M , we show that the tractor bundles associated to these structures
are easily and elegantly related. As we have observed in Section 2.1, a special
affine connection ∇ on M , which is projectively compact of order two, determines
a defining density τ ∈ Γ(E(2)) for ∂M (up to a non–zero constant factor). The
main property of τ is that, over M , it is parallel for ∇. Via the BGG splitting
operator, we obtain a section L(τ) of the tractor bundle S2T ∗ over M .
The motivation for the developments in this section comes from the special case
of Levi–Civita connections of non–Ricci–flat Einstein metrics. In this case, the
section L(τ) of S2T ∗ is parallel for the the tractor connection, thus defining a
reduction of projective holonomy to a pseudo–orthogonal group. Via the general
theory of holonomy reductions developed in [9], one obtains an induced conformal
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structure on the boundary, which by Proposition 10 coincides with the one dis-
cussed in this article. The general theory further implies that one can obtain the
conformal standard tractor bundle by restricting the projective standard tractor
bundle to the boundary, endowing it with the bundle metric L(τ). Furthermore
the restriction of the projective standard tractor connection to this bundle is the
conformal standard tractor connection, see Sections 3.1 and 3.2 of [9].
Surprisingly, the first part of this works in far greater generality, as follows.
Proposition 12. Let M = M ∪ ∂M be a smooth manifold with boundary, and
suppose that ∇ is a linear connection on TM which is projectively compact of
order two and such that the projective second fundamental form on ∂M is non–
degenerate.
Then endowing the restriction T |∂M of the projective standard tractor bundle
with the line subbundle T 1|∂M and the bundle metric L(τ)|∂M , one obtains a stan-
dard tractor bundle for the induced conformal structure on ∂M .
Explicitly, this means that T 1|∂M is isomorphic to the conformal density bundle
E [−1] and isotropic for L(τ)|∂M , the quotient (T
1)⊥/T 1 is isomorphic to T∂M ⊗
E [−1] and the metric on this quotient induced by L(τ) coincides with the conformal
metric defined by the projective second fundamental form.
Proof. In Section 3.3 of [6] it is shown that in the splitting of S2T ∗ determined by
∇ (which is only defined over M) we have
(11) L(τ) =

 τ0
Pabτ

 .
Here we use that the Schouten tensor of a special affine connection is symmetric.
Now we can easily analyze the boundary behavior L(τ) analogously to the proof of
Proposition 3. Consider a local defining function ρ for ∂M and let ∇ˆ = ρ∇ be the
corresponding projectively rescaled connection which admits a smooth extension
to the boundary. Similar to arguments in the proof of Proposition 3, we see that
in the splitting determined by ∇ˆ, we get
(12) L(τ) =

 ρτˆ1
2
ρaτˆ
Pabρτˆ +
ρaρb
4ρ
τˆ

 .
Along the boundary, the top slot vanishes, while the middle slot is evidently
nowhere vanishing with pointwise kernel isomorphic to T∂M ⊂ TM |∂M . Finally,
by formula (7) from the proof of Proposition 8, the boundary value of the bottom
slot is 1
2
τˆ∇ˆaρb, so the restriction of this bilinear form to boundary directions is
non–degenerate by the assumptions.
Together, this shows that L(τ)|∂M defines a non–degenerate bundle metric on
the restriction T |∂M and that T 1 ⊂ T is isotropic for this bundle metric along the
boundary. Moreover, the form of the middle slot of L(τ) in (12) implies that the
quotient (T 1)⊥/T 1 can be identified with T∂M(−1) ⊂ TM(−1)|∂M .
Finally, recall that there is the canonical conormal bundle N ⊂ T ∗M |∂M , which
is defined as the annihilator of T∂M . Now for the top exterior powers, we get
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(Λn+1T ∗M)|∂M ∼= N⊗(ΛnT ∗∂M). In terms of the usual conventions for projective
and conformal density bundles (see [2]) this reads as E(−n− 2)|∂M ∼= N ⊗E [−n].
Now since the top slot of L(τ) vanishes along ∂M , its middle slot τˆρa is actually
independent of all choices, thus defining a nowhere vanishing section of N (2) ∼=
E(−n)|∂M ⊗ E [n]. In particular, this induces a canonical isomorphism E(n)|∂M ∼=
E [n] and hence also an identification E(−1)|∂M ∼= E [−1].
This shows that we obtain the claimed composition series for T |∂M . Since the
bundle metric on (T 1)⊥/T 1 induced by L(τ) clearly comes from the restriction of
1
2
τˆ∇ˆaρb to tangential directions, we also get the correct conformal metric on the
quotient. 
4.2. The asymptotically parallel case. Without further assumptions, one can
certainly not follow the developments in the Einstein case discussed in 4.1 directly,
since the projective standard tractor connection is not compatible with the bundle
metric L(τ). Indeed, the covariant derivative of L(τ) with respect to the normal
tractor connection on S2T ∗ can be computed explicitly, see Section 3.3 of [6]. There
it is shown that, in the splitting on M determined by the projectively compact
connection ∇, this derivative is given by putting τ∇aPbc into the bottom slot of
the tractor, while the other two slots are identical zero. Since the bottom slot is
the injecting slot, it has the same form in any other splitting, so in particular,
this section has to admit a smooth extension to the boundary. We next give a
direct proof for the fact that τ∇aPbc admits a smooth extension. We also derive
a formula for this tensor in terms of objects which are manifestly smooth up to
the boundary as well as an alternative description, which is valid for Levi–Civita
connections.
Proposition 13. Let ∇ be a special affine connection on M , which is projectively
compact of order 2 and induces a non–degenerate boundary geometry on ∂M and
let Pab be its Schouten tensor. Let ρ be a local defining function for the boundary
and let ∇ˆ = ∇ + dρ
2ρ
be the corresponding connection in the projective class. Then
we have
(i) ρ∇aPbc =
1
2
∇ˆa∇ˆbρc + ρaPˆbc +
1
2
ρbPˆac +
1
2
ρcPˆab + ρ∇ˆaPˆbc, and the right hand
side provides a smooth extension of the left hand side to the boundary.
(ii) If ∇ is the Levi–Civita connection of a pseudo–Riemannian metric gab, and
S is its scalar curvature, then for Φab := Pab −
1
n(n+1)
Sgab, we get
ρ∇aPbc = ρaΦbc +
1
2
ρbΦac +
1
2
ρcΦba + ρ
(
∇ˆaΦbc +
1
n(n+1)
gbc∇ˆaS
)
.
All terms in the right hand side admit smooth extensions to the boundary and the
last summand does not contribute to the boundary value.
Proof. (i) For α = 2, equation (7) from the proof of Proposition 8 reads as
(13) ρPbc +
1
4ρ
ρbρc =
1
2
∇ˆbρc + ρPˆbc.
Applying ∇ˆa to this equation, the second term on the left hand side gives
(14) −1
4ρ2
ρaρbρc +
1
4ρ
ρb∇ˆaρc +
1
4ρ
ρc∇ˆaρb.
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Now we can combine half of the first summand in this expression with the second
summand to obtain
1
4ρ
ρb(∇ˆaρc −
1
2ρ
ρaρc).
From (13) we see that we can replace the bracket by 2ρ(Pac− Pˆac) and thus obtain
1
2
ρbPac −
1
2
ρbPˆac.
Likewise the second half of the first term in (14) adds up with the last term in this
formula to the same expression with b and c exchanged.
To compute ∇ˆa of the first term in the left hand side of (13) we use the standard
formulae for the action of projectively related connections on tensor fields to obtain
∇ˆaPbc = ∇aPbc − 2ΥaPbc −ΥbPac −ΥcPba.
Here Υ describes the change from ∇ to ∇ˆ, i.e. Υa =
ρa
2ρ
. We have to multiply all
that by ρ and add ρaPbc to obtain the contribution of the first term on the left
hand side. Hence we conclude that applying ∇ˆa to the left hand side of (13) we
obtain
ρ∇aPbc −
1
2
ρbPˆac −
1
2
ρcPˆab.
Applying ∇ˆa to the right hand side of (13) directly leads to the claimed formula.
(ii) Observe first that Φab admits a smooth extension to the boundary by The-
orem 11. Since S admits a smooth extension to the boundary by Proposition 1,
the last statement is evident. On M , we obtain
∇ˆaΦbc = ∇aΦbc − 2ΥaΦbc −ΥbΦac −ΥcΦba,
as in the proof of part (i) with Υa =
ρa
2ρ
. Now ∇aΦbc = ∇aPbc−
1
n(n+1)
gbc∇aS, and
since S is a function, can replace ∇a by ∇ˆa in the last term. From this the claimed
formula follows immediately by multiplying by ρ and rearranging terms. 
As mentioned in 4.1, in the case of the Levi–Civita connection of an Einstein
metric, the bundle metric L(τ) is parallel over all of M , and one obtains the
conformal standard tractor connection on the boundary as a restriction of the
projective standard tractor connection. The argument which was used to prove
this in Proposition 3.2 of [9] actually can be applied in a significantly more general
situation, as we will show next.
Surprisingly, it suffices to assume that ∇S
2T ∗L(τ) vanishes along the boundary
(although this is not enough to ensure compatibility of the tractor curvature with
L(τ) along the boundary). Since ∇S
2T ∗L(τ) amounts to τ∇aPbc, in the sense
described above, and by Proposition 13 (for example) this has a smooth extension
to the boundary, it follows that ∇S
2T ∗L(τ) vanishes on ∂M if and only if ∇aPbc
admits a smooth extension to all of M . Moreover, from Proposition 13 we see
that, for a pseudo–Riemannian metric gab which is projectively compact of order
two, vanishing of ∇S
2T ∗L(τ) along ∂M is equivalent to the boundary value of
Rab −
S
n+1
gab vanishing identically. The last condition is a (by one order) stronger
asymptotic form of the Einstein equation than the one that gab satisfies by Theorem
11.
22 Cˇap, Gover
Theorem 14. LetM =M∪∂M be a smooth manifold of dimension n+1 ≥ 4 with
boundary and suppose that ∇ is a linear connection on TM which is projectively
compact of order two and such that the projective second fundamental form on ∂M
is non–degenerate. Assume further that the canonical defining density τ ∈ Γ(E(2))
for ∂M determined by ∇ has the property that ∇S
2T ∗L(τ)|∂M = 0.
Then one can restrict the projective standard tractor connection to the conformal
standard tractor bundle on ∂M , as constructed in Proposition 12, and the result
is the canonical normal conformal tractor connection.
Proof. It is no problem to restrict the tractor connection on T → M to a linear
connection on T |∂M → ∂M . Since we have assumed that ∇S
2T ∗L(τ)|∂M = 0,
this produces a tractor connection, which is compatible with the bundle metric
L(τ)|∂M . To complete the proof, it remains to verify that the curvature of this
tractor connection satisfies the normalization condition imposed on a conformal
standard tractor connection.
This normalization condition is best described in two steps. The first require-
ment on the curvature is that it maps the distinguished subbundle T 1|∂M to itself.
Skew symmetry of the curvature then implies that is also preserves the orthocom-
plement of this subbundle, so there is an induced endomorphism on the quotient
space, which is isomorphic to T∂M ⊗E(−1). One can view the result as a section
of Λ2T ∗∂M ⊗ End(T∂M), and the second part of the normalization condition is
that the Ricci–type contraction of this tensor field vanishes.
Now the curvature of the restricted connection is just the restriction of the
curvature of the projective standard tractor connection. This means that one only
inserts vectors tangent to the boundary into the two–form part of the curvature,
but the endomorphism part still acts on the full bundle. It is well known (see [2])
that the curvature of the projective standard tractor connection satisfies similar
normalization conditions. In particular, this curvature vanishes identically on the
distinguished subbundle T 1. Similarly as above, this implies that the values of the
curvature descend to endomorphisms of the quotient T /T 1 ∼= TM(−1). So one
obtains a section of Λ2T ∗M ⊗ End(TM) and the Ricci–type contraction of this
vanishes (and the tensor itself coincides with the projective Weyl curvature of any
connection in the projective class).
Now the fact that the subbundle T 1 is annihilated of course carries over to the
restriction, so the first part of the conformal normalization condition is satisfied.
Now suppose that we can further show that values of the endomorphisms obtained
from the projective Weyl curvature along the boundary always lie in T∂M ⊂
TM |∂M . Then using a basis of TxM consisting of a basis of Tx∂M for x ∈ ∂M and
one transversal vector, one immediately concludes that the Ricci type contraction
of the projective Weyl curvature coincides with the Ricci–type contraction over
the subspaces T∂M , so that latter vanishes. Hence we can complete the proof
by verifying this property of the projective Weyl curvature. This can be done by
taking a locally non–vanishing section σ of T 1 and proving that, denoting by κ
the curvature of the projective tractor connection ∇T , we get
L(τ)(κ(ξ, η)(t), σ)|∂M = 0
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for all ξ, η ∈ X(M) and any section t ∈ Γ(T ). (We could actually assume in
addition that ξ is tangent to ∂M and that L(τ)(t, σ) = 0, but these assumptions
are not needed.) Note that this would follow immediately if we were to assume that
the one–jet of ∇S
2T ∗L(τ) vanishes along ∂M , since this implies skew symmetry of
κ(ξ, η) with respect to L(τ) along the boundary.
Under the weaker assumptions we have made, we have to supply a direct argu-
ment which uses the additional information on ∇S
2T ∗L(τ) we have available. We
start with the defining equation
(∇S
2T ∗
ξ L(τ))(t1, t2) = ξ · (L(τ)(t1, t2))− L(τ)(∇
T
ξ t1, t2)− L(τ)(t1,∇
T
ξ t2)
for t1, t2 ∈ Γ(T ). Using this, one directly computes that
L(τ)(∇Tξ ∇
T
η t1, t2)− L(τ)(t1,∇
T
η∇
T
ξ t2)
=ξ · (L(τ)(∇Tη t1, t2))− (∇
S2T ∗
ξ L(τ))(∇
T
η t1, t2)
−η · (L(τ)(t1,∇
T
ξ t2)) + (∇
S2T ∗
η L(τ))(t1,∇
T
ξ t2).
Observe that the terms involving a covariant derivative of L(τ) by assumption
vanish along the boundary, so we can drop them for the further considerations.
Subtracting the same term with ξ and η exchanged, for the right hand side we
obtain
ξ ·
(
L(τ)(∇Tη t1, t2)+L(τ)(t1,∇
T
η t2)
)
=ξ · η · (L(τ)(t1, t2))− ξ ·
(
∇S
2T ∗
η L(τ)(t1, t2)
)
,
minus the same expression with ξ and η exchanged. Now the second term in the
right hand side here does not vanish along the boundary in general. However, we
only have to consider this in the case that t2 = σ ∈ Γ(T
1). But the fact that
∇S
2T ∗L(τ) is concentrated in the bottom slot (over all of M) which we have noted
in the beginning of Section 4.2 exactly means that any covariant derivative of L(τ)
vanishes identically provided that one of its entries is from the subbundle T 1. So
the only potential contribution to the boundary value coming from these two terms
is
(15) ξ · η · (L(τ)(t1, t2))− η · ξ · (L(τ)(t1, t2)).
To arrive at
L(τ)(κ(ξ, η)(t1), t2) + L(τ)(t1, κ(ξ, η)(t2)),
we further have to subtract
L(τ)(∇T[ξ,η]t1, t2) + L(τ)(t1,∇
T
[ξ,η]t2)
= [ξ, η] · (L(τ)(t1, t2))− (∇
S2T ∗
[ξ,η] L(τ))(t1, t2).
Now the first term on the right hand side cancels with (15), while the second one
vanishes along the boundary by assumption. Now the claim follows since κ(ξ, η)
vanishes on the subbundle T 1. 
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4.3. The inverse of the tractor metric. Before we can proceed towards the
description of the normal tractor connection on the boundary in the case that L(τ)
is not parallel along the boundary, we have to derive some further properties of the
Schouten–tensor Pab of ∇. In Proposition 12 we have seen that non–degeneracy
of the boundary geometry implies that the bundle metric L(τ) is non–degenerate
on ∂M . By continuity, it is non–degenerate on some open neighborhood of the
boundary and we will from now on restrict to this neighborhood, i.e. assume that
L(τ) is non–degenerate on all of M . On M we can return to the scale determined
by τ , and there, in view of (11), non–degeneracy of L(τ) is equivalent to non–
degeneracy of the Schouten–tensor Pab. This means that we can use Pab as a
Riemannian metric on M , but of course, the Levi–Civita connection of this metric
is not in the projective class in general.
By non–degeneracy, we can also form the inverse Pab of Pab as a bilinear form.
We can derive asymptotic properties of Pab using the inverse L(τ)−1 of the tractor
metric, which is a smooth section of S2T over all of M .
Proposition 15. Let ∇ be a special affine connection on M , which is projectively
compact of order 2 and induces a non–degenerate boundary geometry on ∂M . Let
ρ be a local defining function for the boundary and let ∇ˆ = ∇ + dρ
2ρ
be the corre-
sponding connection in the projective class. Then in the splitting of S2T defined
by the connection ∇ˆ, the inverse L(τ)−1 of the tractor metric is given by
(16) L(τ)−1 =

τˆ−1ρ−1Pab2τˆ−1ta
τˆ−1ψ


where τ = ρτˆ , ta = − 1
4ρ2
P
abρb, and ψ is a function which is smooth up to the
boundary. Moreover, we obtain
(17)
taρa = 1− ρψ t
a(ρPab +
1
4ρ
ρaρb) = −
1
4
ψρb
ρ−1Pac(ρPcb +
1
4ρ
ρcρb) + t
aρb = δ
a
b
In particular, the tensor fields ρ−1Pab and ρ−2Pabρb on M admit smooth exten-
sions to all of M .
Proof. Over M , and in the splitting determined by ∇, we clearly have
(18) L(τ)−1 =

τ−1Pab0
τ−1

 .
The top slot of this is independent of the choice of splitting, so we see that we
can use (16) to define ta and ψ. But then we can use formula (12) for L(τ) in
the splitting determined by ∇ˆ to compute the consequences of L(τ) and L(τ)−1
being inverses of each other. This is most easily done by interpreting L(τ) as a
map T → T ∗ and L(τ)−1 as a map T ∗ → T . By (12) in the splitting determined
Projective compactness 25
by ∇ˆ, we have
L(τ)
((
νa1
σ1
)
,
(
νb2
σ2
))
= τˆ
(
ρσ1σ2 +
1
2
σ1ρaν
a
2 +
1
2
σ2ρaν
a
1 + (ρPab +
1
4ρ
ρaρb)ν
a
1ν
b
2
)
.
Hence the associated map is given by(
νa
σ
)
7→
(
τˆ (ρσ + 1
2
ρaν
a)
τˆ(1
2
σρa + (ρPab +
1
4ρ
ρaρb)νb)
)
In the same way, one verifies that (16) corresponds to the map T ∗ → T given by(
β
µa
)
7→
(
τˆ−1(ρ−1Pabµb + 2βt
a)
τˆ−1(2taµa + ψβ)
)
.
The fact that the composition of this with the above is the identity immediately
leads to the claimed formula for ta as well as to (17). The last claim then follows
since all slots in (16) must admit smooth extensions to the boundary. 
4.4. The metric tractor connection. Now we can proceed, in the general set-
ting, toward a description of the normal tractor connection on the conformal stan-
dard tractor bundle obtained in Proposition 12. We will do this in two steps, the
first of which can be done on all of M (assuming that L(τ) is non–degenerate on
all of M). In this first step, we modify the projective standard tractor connection
on T to a connection which is compatible with the bundle metric L(τ) and torsion
free (in the sense of tractor connections). In the second step, we have to restrict
to the boundary, where we can then normalize this metric tractor connection to
obtain the conformal standard tractor connection.
A modification of the standard tractor connection ∇T is determined by a con-
torsion, which is an element of Ω1(M,End(T )). Choosing a connection in the
projective class, one obtains an isomorphism T ∼= E(−1) ⊕ Ea(−1) and corre-
spondingly we get an isomorphism End(T ) ∼= Eb⊕ (Eab ⊕E(0))⊕E
a. We write this
in a matrix form, with the action given by(
Aab ξ
a
ψb λ
)(
νb
σ
)
=
(
Aabν
b + σξa
λσ + ψbν
b
)
.
From this definition and the change of splitting on standard tractors as described
in [2], one readily concludes that a change of connection described by a one–form
Υa changes this splitting as
(19)
ξˆa = ξa Aˆab = A
a
b + ξ
aΥb λˆ = λ−Υcϕ
c
ψˆb = ψb − A
c
bΥc + λΥb −Υcξ
cΥb.
Analogously, we can denote one–forms with values in End(T ) by simply adding
an additional lower index to each slot. It is also straightforward to describe the
linear connection on End(T ) induced be the standard tractor connection. In terms
of any connection ∇˜a in a projective class with Schouten–tensor P˜ab the standard
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tractor connection is, in the splitting determined by ∇˜a, given by
(20) ∇Ta
(
νb
σ
)
=
(
∇˜aνb + σδba
∇˜aσ − P˜abνb
)
,
see [2]. From this, one deduces by a straightforward computation that the induced
linear connection on End(T ) is, in that splitting, given by
(21) ∇End(T )a
(
Abc ξ
b
ψc λ
)
=
(
∇˜aAbc + ψcδba + P˜acξ
b ∇˜aξb + λδba − A
b
a
∇˜aψc − P˜adAdc − λP˜ac ∇˜aλ− P˜adξd − ψa
)
Now we can compute the torsion free metric connection and its curvature.
Theorem 16. Given ∇a as before, consider the End(T )–valued one–form Ψ, which
on M is defined in the splitting corresponding to ∇a as having all entries equal to
zero, except for
Aa
b
c :=
1
2
P
bd(−∇aPdc −∇cPda +∇dPac).
Then we have:
(i) Ψ admits a smooth extension to all of M and, defining a modification of the
tractor connection as ∇˜Tξ s := ∇
T
ξ s + Ψ(ξ)(s), the resulting connection is metric
for L(τ).
(ii) Consider a local defining function ρ for ∂M , let ∇ˆa be the corresponding
connection in the projective class, Cab
c
d its projective Weyl curvature and Yabc its
projective Cotton tensor. Further, let ta be the vector field from Proposition 15,
and put
ψac := t
dρ(−∇aPdc −∇cPda +∇dPac).
Then as a two–form with values in End(T ), the curvature of ∇˜T is, in the splitting
determined by ∇ˆ, given by(
Cab
c
d + 2∇ˆ[aAb]
c
d − 2ψd[aδ
c
b] + 2Ae
c
[aAb]
e
d 0
Yabd + 2∇ˆ[aψb]d − 2Pˆe[aAb]ed + 2ψe[aAb]ed 0
)
,
so in particular, ∇˜T is a torsion free tractor connection.
Proof. Take a local defining function ρ for ∂M and let ∇ˆ be the corresponding
connection in the projective class which is smooth up to the boundary. Then from
(19) we see that writing Ψ over M in the splitting corresponding to ∇ˆ, there are
two non–zero entries, namely Aˆa
b
c = Aa
b
c and ψˆac = −AadcΥd, and we will omit
the hats in the notation for A and ψ from now on. From Propositions 15 and 13,
we know that ρ−1Pab and ρ∇aPbc admit smooth extensions to all of M , whence
the same is true for Aa
b
c. On the other hand Υa =
ρa
2ρ
, so again by Proposition 15,
ψac admits a smooth extension to the boundary and has the claimed form.
Knowing that ∇˜T is well defined on all ofM , it suffices to prove that it is metric
on the dense open subset M , where we can compute in the scale determined by
∇. In that scale, formula (11) for L(τ) shows that
L(τ)
((
νa1
σ1
)
,
(
νb2
σ2
))
= τσ1σ2 + τPabν
a
1ν
b
2.
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On the other hand,
τPbcAa
b
dν
d
1ν
c
2 =
1
2
τνd1ν
c
2(−∇aPcd −∇dPca +∇cPad),
and adding the same term with ν1 and ν2 exchanged, we arrive at −νd1ν
c
2τ∇aPcd.
Using this, and formula (20) for the standard tractor connection it is easy to verify
by a direct computation that ∇˜Ta is metric for L(τ).
For the description of the curvature, we use the description of Ψ in the splitting
corresponding to ∇ˆ from above. The curvature of the standard tractor connection
is well known to be given in a splitting by the Weyl–curvature and the Cotton
tensor, see [2]. On the other hand, it is also well known that the definition of ∇˜T
implies that its curvature is related to the one of ∇T by
R˜(ξ, η) = R(ξ, η) +∇End(T )ξ (Ψ(η))−∇
End(T )
η (Ψ(ξ))−Ψ([ξ, η]) + [Ψ(ξ),Ψ(η)],
where in the last term we use the commutator of endomorphisms. The second
to fourth term in the right hand side are the covariant exterior derivative of the
End(T )–valued one–form Ψ with respect to the connection induced by ∇T . This
can be computed by coupling ∇T to the (torsion free) connection ∇ˆ on T ∗M ,
differentiating the one–form Ψ with this coupled connection and then taking the
alternation in the form–indices and multiplying by two. Using all that, the fact
that both A and ψ are symmetric in the lower indices, and formula (21) for∇End(T ),
the claimed formula for the curvature follows by a direction computation, and
torsion freeness just means that the top right entry in the resulting matrix vanishes.

Observe that inserting the descriptions of ρ∇aPbc from Proposition 13 into the
formulae for Aa
b
c and ψac from the theorem, there are some cancellations. For
example, in the case of a Levi–Civita connection, we obtain
Aa
b
c|∂M = −
1
2
ρ−1Pbd(ρaΦdc + ρcΦda)|∂M ,
where Φab is the tensor from Proposition 13. A similar expression holds for ψac.
4.5. Restricting to the boundary. Over M , the connection ∇˜T constructed in
Theorem 4.4 is essentially uniquely determined by compatibility with the bundle
metric L(τ) and torsion freeness. (This is closely related to the proof of existence
and uniqueness of the Levi–Civita connection in the Cartan picture. Likewise,
the proof of Theorem 4.4 is closely related to the construction of the Levi–Civita
connection.) However, if we restrict to the boundary and differentiate only in
boundary directions a further normalization is possible, and this will lead to a
description of the conformal standard tractor connection. We do not provide
complete formulae in general, but only describe how they can be obtained. The
problem is that formulae are getting quite involved without simplifying assump-
tions (which is not surprising in view of the rather complicated relation between
the geometries in the interior and on the boundary).
In what follows, we have to distinguish between directions tangent to the bound-
ary and transversal directions, and we will adapt the abstract index notation ac-
cordingly. We use indices i, j, k, and so on to specify boundary directions, while
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indices a, b, c, and so on will be used for directions which are not necessarily
tangent to the boundary. A certain amount of care is needed here and also upper
and lower indices have to be distinguished. For a lower index, it is no problem
to replace a “general” index by a “tangential” one; this simply corresponds to
restricting a linear functional to a hyperplane. On the other hand, there is no
canonical extension of a functional defined on a hyperplane to the whole space, so
“tangential” lower indices cannot be replaced by “general” ones without further
choices. In contrast to this, for upper indices, a “tangential” index can always be
considered as a general one (corresponding to the inclusion of a hyperplane into
a vector space). One can recognize tangential upper indices by the fact that they
have trivial contraction with ρa.
From now on, let us fix a local defining function ρ for the boundary and the
corresponding connection ∇ˆa in the projective class. Then consider the quantity
γab := ρPab +
1
4ρ
ρaρb which occurs in (12). This admits a smooth extension to
the boundary, and indeed by formula (13) from the proof of Proposition 13, we
get γab =
1
2
∇ˆaρb + ρPˆab. In particular, restricting to the boundary and tangential
directions, we can form γij, and this is a representative of the projective second
fundamental form. On the other hand, consider the quantity ρ−1Pab which shows
up in (16). From the fact that the vector field ta showing up in this proposition is
smooth up to the boundary, we see that ρ−1Pabρb vanishes along ∂M . Hence the
restriction of ρ−1Pab to ∂M is actually tangential. Then the last equation in (17)
shows that on tangential vectors, this restriction is actually inverse to γij , so we
denote it by γij.
Next, we introduce a finer decomposition of T |∂M , which resembles the usual
picture of conformal standard tractors in slots. The necessary information is ba-
sically contained in Proposition 15. In particular, we can use the transversal ta
from there to identify TM¯(−1) along ∂M with E(1)⊕ T∂M(−1) according to
(22) νa 7→
(
τˆ νbρb
νa − νbρbta
) (
β
ξi
)
7→ ξa + τˆ−1βta.
These are inverse to each other since by the first formula in (17), we have tbρb = 1
along ∂M . Now we combine this with the splitting of T determined by ∇ˆa to
identify T along ∂M with E(1)⊕T∂M(−1)⊕E(−1), and we will use this splitting
from now on. The second formula in (17) says that taγab = −
1
4
ψρb. Combining
this with the formula for L(τ) from the proof of Proposition 15, we get
(23) L(τ)
((
β1
ξi
1
σ1
)(
β2
ξi
2
σ2
))
= 1
2
β1σ2 +
1
2
β2σ1 + τˆ γijξ
i
1ξ
j
2 −
1
4
ψτˆ−1β1β2.
This is slightly different from the usual splitting of conformal standard trac-
tors, since the line spanned by the first basis vector (corresponding to the E(1)–
component) is not isotropic. One could correct this by passing to a line in T which
is not contained in the subspace Ea(−1) (in the splitting determined by ∇ˆ), but
we do not do this at this stage.
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Theorem 17. Consider the restriction of the linear connection ∇˜T from Theorem
16 to the boundary (i.e. we differentiate in boundary directions only). Then the
curvature of this restriction is given by restricting the two–form indices a and b in
the formula for the curvature in Theorem 16 to tangential directions. Moreover,
in our splitting, the curvature takes the form
 0 0 0Vijk Wijkℓ 0
0 −2τˆVijkγkℓ 0


where Vij
k = V[ij]
k, Wij
k
ℓ =W[ij]
k
ℓ and Wij
r
ℓγkr = −Wijrkγℓr.
Suppose further that n = dim(∂M) ≥ 3. Then putting
ϕij := −
1
n−2
Wki
k
j +
1
2(n−1)(n−2)
Wkr
k
sγ
rsγij
and defining an End(T )–valued one–form Ψ˜ on ∂M in our splitting by
 0 0 0−1
2
τˆ−1ϕiℓγ
kℓ 0 0
0 ϕij 0

 ,
the linear connection ∇0 defined by ∇0ξs = ∇˜
T
ξ s+Ψ˜(ξ)(s) is the normal conformal
tractor connection on the conformal tractor bundle T |∂M → ∂M .
Proof. The facts that ∇˜T can be restricted to the boundary and that the curvature
is obtained by restriction follows as in the proof of Theorem 14. Writing the
resulting curvature in a matrix according to our splitting, we see from the formula
in Theorem 16 that the last column has to consist of zeros only. Moreover, since
∇˜T is metric for L(τ) all the values of its curvature are skew symmetric with
respect to L(τ). Knowing that there are some zero blocks already, the claimed
form of the curvature is established by a simple direct computation using formula
(23).
For the second part of the proof, recall that for n ≥ 3 it follows from the general
theory (see [4] and [5]) that the canonical tractor connection on a conformal stan-
dard tractor bundle is characterized by the fact that it is metric and its curvature is
normal. As described in the proof of Theorem 14, normality first requires that the
curvature preserves the canonical line subbundle T 1. If this is satisfied, one obtains
a tensor field describing the induced action of the curvature on (T 1)⊥/T 1. (For
the tractor connection ∇˜ this is described by the component Wijkℓ from above.)
The second part of the normality condition is that the Ricci–type contraction of
this component vanishes identically.
Now by Theorem 16, the tractor connection ∇˜T is metric for L(τ). From the
definition of Ψ˜, one easily verifies that for any vector field ξ, the endomorphism
Ψ˜(ξ) is skew symmetric for L(τ) and this immediately implies that ∇0 is a tractor
connection which is metric for L(τ). Hence to complete the proof, it suffices to
prove that the Ricci–type contraction of the tensor describing the induced action
of the curvature of ∇0 on (T 1)⊥/T 1 vanishes identically.
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Now as in the proof of Theorem 16, the curvature R0 of ∇0 is related to the
curvature R˜ of ∇˜T by
(24) R0(ξ, η) = R˜(ξ, η) + ∇˜End(T )ξ Ψ˜(η)− ∇˜
End(T )
η Ψ˜(ξ)− Ψ˜([ξ, η]) + [Ψ˜(ξ), Ψ˜(η)],
where ∇˜End(T ) is the connection on End(T ) induced by ∇˜T and the last bracket
denotes the commutator of endomorphisms. Now the fact that Ψ˜ is concentrated
in the block–lower–triangular part of the matrix says that inserting any vector
field into Ψ˜ one obtains a map which vanishes on T 1, and maps (T 1)⊥ to T 1 (and
also maps T to (T 1)⊥). This shows that the last two terms in the right hand side
of (24) do not contribute to the induced map on (T 1)⊥/T 1 (and it also implies
that the last one always vanishes).
Next, it is a standard result on induced connections that the definition of ∇˜T
in terms of ∇T and the End(T )–valued one–form Ψ in Theorem 16 implies that
(25) ∇˜End(T )ξ Ψ˜(η) = ∇
End(T )
ξ Ψ˜(η) + [Ψ(ξ), Ψ˜(η)].
Now we have already seen above, that Ψ˜(η) maps (T 1)⊥ to T 1 and from the
definition of Ψ it follows that Ψ(ξ) vanishes on T 1. Thus, the composition Ψ(ξ) ◦
Ψ˜(η) does not contribute to the induced map on (T 1)⊥/T 1. To consider the
composition Ψ˜(η) ◦ Ψ(ξ), it suffices to consider the image of Ψ(ξ) up to elements
of T 1, which is described by the tensor Aabc from Theorem 16. As we have noted
in the proof of that theorem Aa
b
cρb vanishes along the boundary. This shows that
Ψ(ξ) has values in (T 1)⊥, so Ψ˜(η) ◦Ψ(ξ) has values in T 1 and does not contribute
to the action on (T 1)⊥/T 1 either.
Collecting the information, we see that the difference R0(ξ, η)− R˜(ξ, η) is given
by
∇End(T )ξ Ψ˜(η)−∇
End(T )
η Ψ˜(ξ).
The first summand in this expression maps s ∈ Γ(T ) to
∇Tξ (Ψ˜(η)(s))− Ψ˜(η)(∇
T
ξ s).
Now we can directly compute the induced action of this on (T 1)⊥/T 1 by applying
this to an element of the form s = (0, νℓ, 0) and computing the middle slot of the
result. We do this in abstract index notation with the index i corresponding to ξ
and j corresponding to η. For the first term, applying Ψ˜ the result is ϕjℓν
ℓ in the
bottom slot, and zero in the two other slots, so differentiating by ∇Ti according
to (20), this produces δki ϕjℓν
ℓ in the middle slot. The middle slot in the second
term is given (including the sign) by multiplying 1
2
τˆ−1ϕjrγ
kr by the top slot of the
derivative in the bracket. By (17), the latter is given by
τˆ ρb∇iν
b = −τˆ νb∇iρb = −τˆ2γiℓν
ℓ.
Collecting our results, we see that the tensor describing the action of the curvature
of ∇0 on (T 1)⊥/T 1 is given by
Wij
k
ℓ + δ
k
i ϕjℓ − δ
k
jϕiℓ − ϕjrγ
krγiℓ + ϕirγ
krγjℓ.
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Forming the Ricci–type contraction, we get
Wkj
k
ℓ + (n− 2)ϕjl + ϕkrγ
krγjℓ,
and inserting the definition of ϕjℓ one immediately verifies that this vanishes. 
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