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We study the statistics of fluid (gas) density and concentration of passive tracer particles (dust)
in compressible turbulence. We raise the question of whether the fluid density which is an active
field that reacts back on the transporting flow and the passive concentration of tracers must coin-
cide in the steady state, which we demonstrate to be crucial both theoretically and experimentally.
The fields’ coincidence is provable at small Mach numbers, however at finite Mach numbers the
assumption of mixing is needed which we demonstrate to be not self-evident due to the possibil-
ity of self-organization. Irrespective of whether the fields coincide we obtain a number of rigorous
conclusions on both fields. As Ma increases from small or moderate values the density and the
concentration in the inertial range go through a phase transition from a finite continuous smooth
to a singular multifractal spatial distribution. The concept of sum of Lyapunov exponents in the
multifractal phase is generalizable to the inertial range implying a singular tracers’ distribution. We
discuss various concepts of multifractality and propose a way to calculate fractal dimensions from
numerical or experimental data. We derive a simple expression for the spectrum of fractal dimen-
sions of isothermal turbulence and describe limitations of lognormality. The expression depends on
a single parameter: the scaling exponent of the density spectrum. We propose a mechanism for the
phase transition of concentration to multifractality. We demonstrate that the pair-correlation func-
tion is invariant under the action of the probability density function of the inter-pair distance that
has the Markov property. This implies applicability of the compressible version of the Kraichnan
turbulence model. We use the model to derive an explicit expression for the tracers pair correlation
that demonstrates their smooth transition to multifractality and confirms the transition’s mecha-
nism. The obtained fractal dimension explains previous numerical observations. Our results are of
potentially important implications on astrophysical problems such as star formation as well as on
technological applications such as supersonic combustion. As an example we demonstrate strong
increase of planetesimals formation rate at the transition.
PACS numbers: 47.10.Fg, 05.45.Df, 47.53.+n
I. INTRODUCTION
Supersonic turbulence plays a crucial role in such pro-
cesses of fundamental nature as star formation in dense
molecular clouds, density fluctuations in the solar wind
as well as in advanced technological applications such
as combustion processes in scramjets and drag and sta-
bility of supersonically moving bodies in the terrestrial
atmosphere. This type of turbulence differs qualitatively
from its incompressible counterpart due to the presence
of a unique supersonic inertial range. The velocities that
characterize the turbulent eddies in this range are larger
than the speed of sound so that their compressible and
incompressible components are strongly coupled. This
causes a transition to a new regime: above a critical Mach
number (defined as the ratio of the rms velocity of turbu-
lence and the speed of sound), which is not much larger
than one, the fluid density in the supersonic inertial range
becomes a singular field supported on a multifractal set.
Thus the five fluid mechanical fields of mass, momentum
and energy densities are all supported on the multifractal
producing a singular fluid mechanical problem.
∗Electronic address: itzhak8@gmail.com
†Electronic address: mondmichael@gmail.com
The picture becomes even more convoluted and per-
plexing when the compressible turbulence is seeded with
passive tracer particles. These are particles that are car-
ried by the flow but have no back reaction on it. Since the
tracers and the gas satisfy the same continuity equation
it is tempting to assume that both settle on the same
structure in space and actually information concerning
the latter’s spatial distribution may be inferred from fol-
lowing the former. If so then we get insight in the dust-
to-gas ratio of molecular clouds: approximating dust par-
ticles by tracers, which neglects their inertia and other
effects [1], the ratio is constant. This ratio plays key role
in many astrophysical applications including absorption
of light in the interstellar medium, evolution of galactic
composition and ISM tracking [2]. Its non-constancy can
have far-reaching consequences [1].
The equality of density and concentration however de-
serves a critical examination (herafter concentration n
refers to tracers and density ρ to the fluid). The fluid
density is an active scalar field that reacts back on the
transporting flow. For instance this implies that the den-
sity and its gradients must be finite. The finiteness en-
tails degeneracy of the flow where the sum of Lyapunov
exponents, defined as the average logarithmic growth rate
of infinitesimal volumes of the fluid, is zero, see [3] and
below. In contrast, the concentration is a passive field
the values of whose gradients are unrestricted. Many ex-
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2amples of striking difference between active and passive
scalars are known, see e. g. [3, 4] and below. That
there can be a difference in our case is probably seen
most easily by representing the fluid as a collection of
a large number of discrete fluid particles, see [5, 6] for
smoothed particle hydrodynamics (SPH). The particles
move with the local flow velocity however their interact
via their back reaction on that velocity. Particles’ con-
figurations are then possible that would become stable
due to the interaction and would not be stable for non-
interacting tracers (self-organization), cf. [7]. It must
be stressed that the fields’ difference is a real, so far dis-
regarded, possibility: in all chaotic systems besides the
natural measure (steady state concentration) there exist
other steady state solutions of the continuity equation
that are reached from initial conditions of measure zero
[8] and could represent the density. Thus a careful con-
sideration of the fields’ equality seems necessary. Here
we undertake this consideration, deriving a number of
rigorous results on both the density and the concentra-
tion. These results hold irrespective of the coincidence
of density and concentration in the steady state and are
of their own interest. We demonstrate that despite that
one can get close to demonstrating n = ρ, the complete
proof is elusive. There is no uniqueness of steady state
solutions of the continuity equation, see above, and the
mixing cannot be taken for granted (the question of mix-
ing of density that reacts back on the flow seemingly was
not considered in mathematical literature so far). We
propose to compare numerically the statistics of n and
ρ, provide a number of testable predictions and describe
the subtle points that could bring erroneous conclusions
in future studies.
The currently existing numerical data, inconclusive
though, indicates a finite difference between the fields.
Spatial distribution of tracers for three different values
of the Mach number Ma was studied in [9]. Multifrac-
tal distribution in the inertial range of turbulence was
conclusively found at Ma = 4.6. At the same time the
observations of [10] revealed density spectrum decay that
is faster than k−1 at Ma = 6. This decay corresponds to
non-fractal distribution in space as we prove in detail be-
low. Thus seemingly multifractality can hold earlier in
Ma for the concentration than for the density. This im-
plies a finite difference of n and ρ. The difference was
observed also in the simulations of [5] where it was at-
tributed to numerical artefacts.
In this paper we present theoretical results that indi-
cate that concentration must be multifractal under the
conditions of the simulations of [10]. We demonstrate in
three different ways that if the scalings of the solenoidal
and the potential components of the velocity are approx-
imately equal then the concentration is multifractal. In
fact, this seems necessary: multifractality implies scal-
ing which demands scaling of the transporting flow. This
provides a simple view of the concentration’s transition to
multifractality. The scalings’ difference is of order one at
Ma . 1 where the concentration is a large-scale nonfrac-
tal field which is approximately constant in the inertial
range. The Mach number’s increase closes the scalings’
gaps, see e. g. [10], resulting in a multifractal distri-
bution (the Mach number at which the scalings become
identical with considered accuracy will be designated be-
low by Mas). This seems to be the situation of [10] where
the components’ scalings are very similar. Unfortunately
the presently existing data does not seem conclusive. Our
considerations here provide useful guidance for the future
studies by providing measurable predictions that allow to
resolve the question of equality of density and concentra-
tion experimentally. It seems that if there is a difference
then it would not be large. For instance we manage to
pinpoint which properties of the flow determine the frac-
tal correlation dimension of the concentration. We pro-
pose that similar properties determine the dimension of
the density and demonstrate that this explains the ob-
served dependence of the fractal dimension of the density
on the compressibility of the forcing [11].
We remark that the question of the difference between
the fluid density and the concentration of passively trans-
ported particles was previously raised in [1]. In that case
however the passively transported dust particles detach
from the carrying flow due to inertia and their concentra-
tion does not obey the same continuity equation as the
fluid density. It was observed that dust particles form a
multifractal that is more rugged than that formed by the
gas particles, see however [12].
Density multifractality is a qualitative property of su-
personic compressible turbulence that holds above a crit-
ical Mach number Macr (the question of whether Macr =
Mas is one of the main questions raised here). The phe-
nomenological theory of compressible turbulence existing
today has been constructed in [13] on the basis of [14].
It assumes that density fluctuations grow downscales as
a negative power law. This growth is assumed to be self-
similar and thus governed by a single scaling exponent
α which is the fitting parameter of the theory. This as-
sumption is true for fractal but not multifractal support
of the density. A kinetic energy cascade has been further
assumed [15] which implies that velocity weighted by the
density in power one third behaves as the velocity of in-
compressible turbulence. Indeed, it was observed [10, 16]
that for the weighted velocity the third order structure
function scales linearly with the distance and the spec-
trum is close to the spectrum of incompressible turbu-
lence [17] if the forcing is solenoidal [18]. However, using
these assumptions, α derived from the scaling of the third
order structure function of the velocity would be different
by about factor of two from that derived from the scal-
ing of the first order structure function [10]. Introducing
the notion of multifractality of the density, due to which
α is non-constant and fluctuates in space, is therefore a
necessary step towards unravelling the complex nature of
supersonic turbulence.
Despite the crucial role it plays in compressible tur-
bulence there is currently no consistent description of
the multifractal properties of the gas density and trac-
3ers concentration. It is unknown what determines the
critical Mach number for the transition to multifractality
and whether it is independent of the degree of compress-
ibility of the stirring force (universality). Moreover, the
physical mechanisms that lead to the transition to multi-
fractality are currently not well understood. The present
work aims at filling this gap. To this end we present
a thorough discussion of the spectrum of the multifrac-
tal dimensions of density and concentration distributions
and propose a viable method to calculate it from numer-
ical and experimental results. In particular, for density
of isothermal turbulence, which is characterised by a log-
normal probability distribution function, we derive an ex-
plicit expression for the multifractal dimension spectrum
that depends on a single parameter, the exponent of the
pair correlation function. In addition, various physical
processes and mechanisms that lead to the transition to
multifractality are discussed. In particular, we show by
employing a heuristic cascade model that as the scal-
ings of the compressive and solenoidal components of the
velocity grow closer as the Mach number is raised, the
concentration transforms from a large-scale smooth field
to a small-scale multifractal.
Carrying out the calculations that are proposed in the
current work such as multifractal dimensions and follow-
ing Lagrangian trajectories as well as examining the vari-
ous mechanisms that are introduced and discussed in the
next sections pose a great challenge due to the essen-
tial inability to obtain analytical solutions of the Navier-
Stokes equations (NSE) in a turbulent flow regime. We
demonstrate that in fact this is unnecessary for the study
of pair correlations of tracers. We demonstrate in Sec-
tion IX that the pair-correlation function of concentra-
tion obeys a closed stationarity condition. This is derived
by considering the conservation of the pair correlation
function in the steady state, that holds at any times, at
large times. This brings simplifications. We find that the
correlation function must be invariant under the action
of integral operator whose kernel is the propagator of the
inter-pair distance, that is the transition probability for
the distance between a pair of particles separating in the
supersonic inertial range. Thanks to considering the in-
variance at large times the distance has the Markov prop-
erty. Therefore instead of the full solution of the NSE we
can use an effective velocity which dependence on time
is described by white noise. This passage is rigorous and
parallels the description of complex molecular forces by
the Langevin white noise terms in the theory of Brown-
ian motion. If we further make an assumption of, at least
qualitative, validity of the eddy diffusivity approxima-
tion, then we find that the propagator can be described
using the famous Kraichnan’s model [3]. We stress that
this is the model of turbulent transport valid at large
times and not the model of turbulence itself (for models
of turbulence see e. g. [19, 20]). The modelled quantity
of the NS flow is the large-time propagator of two tracers
and not the NS flow itself which, of course, is not a white
noise in time. These are different conceptually. We also
observe the transport’s robustness: many properties of
the transported fields hold irrespectively of the details of
the transporting flow [3]. Here we employ the compress-
ible version of Kraichnan’s model in order to shed light on
the physical processes that participate in the transition
to multifractality. In particular, we show by detailed an-
alytical calculations that the simultaneous convergence
of the scalings of the compressible and solenoidal compo-
nents of the velocity to a single limit does indeed underlie
the transition from a large-scale smooth distributions to
multifractal measure. Also, we unravel the important
role played by the effective attractive force that is gener-
ated by negative velocity divergence. Thus, the analyti-
cal calculations based on Kraichnan’s model reveal that
as the Mach number increases the number of times that
two tracers collide with each other grows until a criti-
cal Mach number is reached for which and beyond the
number of collisions is infinite (return with probability
one). The relation of this phase transition to the phase
transition of the density is yet unclear.
The transition of the tracers distribution within a gas
to multifractality has significance to the chemical inter-
action between a fuel and an oxidant. The process rate
depends naturally on the second power of the various rel-
evant tracers’ concentrations. Fluctuations of the latter
are significantly enhanced due to the transition to multi-
fractality where clusters and filaments of practically in-
finite concentration are formed. Therefore a dramatic
increase in the process rate is expected at the transition.
As an example we demonstrate that the transition to
multifractality indeed results in a significant decrease of
the formation time of planetesimals.
Recent years saw much research of the long-standing
problem of supersonic turbulence [1, 10, 16, 18, 21–33].
The progress was previously hampered by the lack of
an exact scaling law that would be the counterpart of
the four fifths law of incompressible turbulence [34]. It
was unclear whether the concepts of energy cascade and
approximate self-similarity, that proved indispensable in
the theory of incompressible turbulence, can be extended
to the compressible case [26, 28, 31]. Despite the made
progress, see the references above, the problem is still
unsolved.
In the next Section we introduce the fluid mechan-
ical equations and their fundamental properties. This
includes the study of the consequences of the finiteness
of density and its gradients. Section III is devoted to
the study of different arguments that could be used for
proving that in the steady state n = ρ. In Section IV we
describe multifractal growth of volumes of tracers in the
supersonic inertial range. The growth obeys a power law
whose scaling exponent is realization-independent in the
limit of large times. This provides a non-trivial extension
of the notion of sum of Lyapunov exponents to the rough
flow in the inertial range. We introduce the cascade pic-
ture of the growth. In Sec. V we describe the evolution
of smooth initial conditions to the multifractal steady
state distribution. Section VI is devoted to the descrip-
4tion of the multifractal formalism and Re´nyi dimensions
whose use might simplify the measurement of fractal di-
mensions. Section VII derives the spectrum of fractal di-
mensions of isothermal turbulence. The result is of high
interest due to many simulations of this type of turbu-
lence that have been performed. We correct some previ-
ous misconceptions. We introduce the cascade model of
formation of fluctuation of concentration in Section VIII.
In contrast with similar models for turbulent flow [34] the
model is close to being rigorous. Fully rigorous theory is
constructed in Section IX. We derive the stationarity con-
dition on the pair correlation function of concentration,
study when it has power-law solutions describing multi-
fractality and relate the scaling of the higher-order cor-
relation functions to the famous zero modes [3, 35]. This
study is done in a model-independent way. We use the
applicability of the Chapman-Kolmogorov equation for
introducing the Kraichnan model in Section X. We derive
the pair-correlation function and the smooth transition
to multifractality. We confirm by concrete calculation the
general connection of Section IX between the properties
of pair dispersion in the supersonic inertial range and the
correlation dimension of the multifractal. Section XI de-
scribes the acceleration of formation of planetesimals due
to the transition to multifractality. This parallels similar
acceleration phenomenon in the rain formation [36]. The
final Section resumes main results and describes open
questions. Some more detailed calculations are put in
the Appendices.
II. FUNDAMENTALS
The continuity equations for the fluid density ρ and
the tracers’ concentration n read,
∂tρ+∇ · (ρv) = 0, ∂tn+∇ · (nv) = 0, (1)
where v is the same transporting flow that obeys,
ρ (∂tv + (v · ∇)v) = −∇p+ ρa+∇σ′. (2)
Here a is the (random) driving acceleration and σ′ik is
the viscous stress tensor. The coupling of the velocity
to the density can be the fifth, energy (or entropy) equa-
tion of fluid mechanics or the barotropic equation of state
p = p(ρ) that describes the dependence of the pressure p
on ρ. We consider stationary homogeneous turbulence.
The equations can be characterized by the dimension-
less Reynolds number Re = UL/ν and the Mach number
Ma = U/cs. Here U is the rms of the flow where the
mean flow is assumed to be zero, L is the scale of stir-
ring force, ν is the kinematic viscosity and cs is the speed
of sound. The Reynolds number is assumed to be large.
We use units where the volume of the flow is one and
also 〈ρ〉 = 〈n〉 = 1. Here and below angular brackets
stand for spatial averaging. Thus ρ and n are normal-
ized dimensionless non-negative functions. This allows
to consider them as probability density functions as is
useful sometimes. The case of isothermal fluid,
ρ (∂tv + (v · ∇)v) = −c2s∇ρ+ ρa+∇σ′, (3)
where cs is constant, presents high interest because of its
astrophysical applications, see e. g. [10] and cf. [37].
In this case the equations are invariant with respect to
rescaling of the density by a constant, cf. [38]. The
internal energy E is proportional to the Gibbs entropy
S,
E = −c2sS, S = −
∫
ρ ln ρdx = −〈ρ ln ρ〉. (4)
The entropy’s properties imply that E is minimal at the
state of constant density ρ = 1 where it is zero [45].
A. Finiteness of the density and its gradients
It seems necessary that no infinite accelerations arise
in the fluid. Thus the solutions must have finite pressure
gradients (here we exclude the unlikely possibility of com-
pensation by infinite viscosity terms). This implies that
for barotropic flows the density gradients must be finite,
cf. Eq. (3). The density itself must also be finite for hav-
ing finite internal energy and entropy, cf. Eq. (4). The
single-point PDF of density (obtained necessarily with
finite resolution) is a regularly measured object which
describes a finite quantity, see Sec. VII. This finiteness
implies anticorrelations of the velocity divergence along
the Lagrangian trajectory that will be described later.
The density evolves due to the combined action of con-
vection and volume compression/rarefaction. This is de-
scribed by the solution of the continuity equation,
ρ(t, q(t,x)) = ρ(x) exp
(
−
∫ t
0
w(t′, q(t′,x))dt′
)
, (5)
where t > 0 or t < 0; w(t,x) = ∇ · v(t,x); q(t,x) are
Lagrangian trajectories labeled by their t = 0 positions,
∂tq(t,x) = v(t, q(t,x)), q(0,x) = x. (6)
Here and below we use the notation ρ(x) ≡ ρ(0,x). The
mixing in Eq. (5) is described by the spatial proximity of
q(t,x) for x from space regions with very different ρ(x).
The compression is described by the exponential factor.
Finiteness of the density gradients implies fine tuning
between the convection and the compression. Indeed,
convection creates sharp contrasts of the transported field
thus developing infinite gradients. In turn, compression
tends to develop infinite densities as is well-known from
the theory of dissipative dynamical systems, see e. g.
[3, 39–41]. How this fine tuning is realized can be de-
scribed in detail at small Ma, see below. The smallest
spatial scale of variations of density is the viscous scale
η determined by the viscosity. This scale can be deter-
mined by shocks or structures similar to incompressible
turbulence [34].
5It must not be thought however that since n obeys
the same continuity equation as the density, the concen-
tration transport also does not create indefinitely large
gradients. In fact, at small Mach numbers the approx-
imately incompressible transport by turbulence creates
infinitely fast variations of n that are associated with
infinite |∇n|, despite that the density gradients remain
finite. Yet the fields coincide after coarse-graining, see
below.
For non-barotropic fluids there are more possibilities.
For ideal gas the density can become infinite without vi-
olating the finiteness of the pressure if the temperature
drops to zero. This would not happen in ordinary fluid
mechanics however can happen in the presence of cooling
terms. These terms describe local dissipative processes
such as radiation and do appear in applications. Finite-
time blowup of density is possible in this case keeping
the pressure and its gradients finite, see e. g. [42, 43]
for ideal hydrodynamics in one and three dimensions, re-
spectively, and [44] for non-ideal case. In this work we
will not consider these cases confining ourselves to the or-
dinary fluid mechanics. Finally the possibility of infinite
temperature gradients that combine with infinite gradi-
ents of density for producing finite ∇p is also excluded
by the thermal conductivity. Thus we assume that back
reaction of the density on the transporting flow causes
the density and its gradients to be finite.
B. Vanishing sum of Lyapunov exponents
If w(t, q(t,x)) has a finite correlation time then the
sum of Lyapunov exponents is generically negative that
is an unrestricted smooth compressible vector field would
have the sum which is negative. The steady state solu-
tions of the continuity equation with this flow are then
singular [45]. Correspondingly finiteness of the density
implies that the sum is non-generic. It must equal zero
as remarked in [3] and is considered in detail here.
Since the density is finite taking the logarithm of
Eq. (5) yields:
lim
t→±∞
1
t
ln
(
ρ(0,x)
ρ(t, q(t,x))
)
∝ lim
t→±∞
∫ t
0
w[t′, q(t′,x)]
dt′
t
=0,(7)
that holds for all x. The last limit for ∞ and −∞ rep-
resents sums of Lyapunov exponents of the flow and its
time-reversal, respectively. Indeed, the sum of Lyapunov
exponents
∑3
i=1 λi is defined as the limiting value of the
growth exponent of infinitesimal volume of the fluid [3].
The growth exponent is the logarithm of the jacobian
divided by time which gives,
3∑
i=1
λi= lim
t→∞
1
t
ln det
∂q(t,x)
∂x
= lim
t→∞
∫ t
0
w[t′, q(t′,x)]
dt′
t
.(8)
Similar relation holds for the sum of Lyapunov exponents
of time-reversed flow
∑3
i=1 λ
−
i . Both sums must vanish
due to the density finiteness. It was demonstrated in [45,
46] that the sums can be written as time integrals of the
different time correlation function of the flow divergence,
3∑
i=1
λi=−
∫ ∞
0
〈w(0)w(t)〉dt,
3∑
i=1
λ−i =−
∫ 0
−∞
〈w(0)w(t)〉dt,
〈w(0)w(t)〉 =
∫
w(0,x)w[t, q(t,x)]dx. (9)
Here 〈w(0)w(t)〉 is generally not even function of t since
spatial averaging does not correspond to the average over
the steady state density. Thus w(t) is anticorrelated with
its own initial condition so that the integral of 〈w(0)w(t)〉
over positive or negative times is zero. The physical in-
terpretation of this result is as follows [47]: the diver-
gence in the fluid particle’s frame, w[t, q(t,x)], is not
stationary since q(t,x), that is distributed uniformly at
t = 0, accumulate with time in compression regions that
are characterised by negative w. Thus at t = 0 we have
〈w(0)〉 = 〈∇ · v(x)〉 = 0 while at small times Eq. (A4)
implies that 〈w[t, q(t,x)]〉 = −t〈w2〉 < 0. This accu-
mulation however is transient and occurs at times of the
order of the correlation time of w(t). At times larger than
the correlation time the back reaction of the density on
the flow through −∇p causes the compression to turn
into rarefaction so that the time integral of 〈w(0)w(t)〉
is zero, cf. [47, 48]. Thus if initially x is in a compres-
sion region then, after time of order of the correlation
time of w(t) the trajectory will be typically found in a
rarefaction region and vice versa.
Further details on
∑3
i=1λi and other consequences of
finiteness of density are presented in Appendix A. Of
the results presented there the following is of particular
interest:
〈ρw〉 = 0, 〈v · ∇ρ〉 = 0, (10)
Thus on the average the density is constant along the in-
stantaneous streamlines of the flow. Correspondingly the
density is on the average constant along a closed stream-
line and is locally axially symmetric around vortex fila-
ments.
We stress that the above relations are rigorous con-
sequences of the density finiteness. If the sum of the
Lyapunov exponent is finite (and thus negative) then the
density, the internal energy and the entropy diverge. The
observations of these relations however require flow reso-
lution below the viscous scale. For instance, the anticor-
relation property of w[t, q(t,x)] holds separately along
each of the fluid trajectories along which w must be sign-
alternating, see Eq. (8). Thus it can be missed in nu-
merical simulations if q(t,x) is not well resolved below η
during the correlation time of w. This seems to be the
reason why non-zero sums of Lyapunov exponents were
reported in simulations [9] where the Kolmogorov scale
was half the grid size and the observations of Lyapunov
exponents in fact referred to Lyapunov exponents con-
taminated by the inertial range.
6C. Supersonic inertial range and mutlifractality
Finally we define the supersonic inertial range of scales
which is of main interest in this paper. Turbulence is ex-
cited at scale L which is the characteristic scale of accel-
eration a in Eq. (2). It is assumed that the rms velocity
at scale L is larger than the speed of sound. The flow in-
stabilities generate fluctuations (eddies) of velocity and
density with scales smaller than L. The characteristic
velocity of the eddies decreases downscales becoming of
the order of the speed of sound at the sonic scale ls. Tur-
bulence below ls behaves as a low Mach number quasi-
incompressible turbulence with almost uniform density in
the inertial range [1]. In some cases the dissipative scale
ld, defined by the condition that the local (defined with
velocity of eddies with this scale [34]) Reynolds num-
ber is of order one, is larger or comparable with ls (in
simulations ls ∼ ld holds often [10]). Thus we define
η = max[ls, ld]. Then the range of scales between η and
L defines the supersonic inertial range. Turbulent ed-
dies with a characteristic scale in this range are weakly
influenced by viscosity and are supersonic.
Multifractality of ρ and n holds in the supersonic iner-
tial range with fluctuations below η smoothened by the
effective incompressibility of the flow there or the dissi-
pation. It will be often useful to consider the limit η → 0
similar to the use of ν → 0 limit in the study of incom-
pressible turbulence [34].
We remark that having a large supersonic inertial
range, L  η does not necessarily imply that Ma  1.
Indeed if we denote the scaling exponent of the velocity
in this range by χ then the sonic scale is determined by
the condition (L/ls)
χ ∼ Ma so that L/ls ∼ Ma1/χ. For
instance for Kolmogorov scaling χ = 1/3 we would have
cubic growth of L/ls with Ma. The real growth is slower
because of deviations from the Kolmogorov scaling and
must by roughly quadratic using χ from [10]. Thus the
supersonic inertial range may be well-defined already at
Ma ' 4− 5.
III. RELAXATION OF CONCENTRATION TO
DENSITY
It might seem self-evident that all initial conditions
for the continuity equation relax at large times to the
same solution. Indeed, the difference of two different so-
lutions is also a solution whose spatial integral vanishes.
Positive and negative regions of an initial condition with
zero spatial integral would be mixed by turbulence. Thus
at large times coarse-graining over an infinitesimal scale
would wash out the field contrasts producing zero. This
is quite similar to mixing by incompressible turbulence
[3] where the only difference is that in our case the tra-
jectories’ mixing is confined to the non-trivial support
of the steady state density instead of the whole volume.
Thus any two solutions of the continuity equation would
agree at large times after coarse-graining.
If the above consideration using the assumption of the
mixing is true then any initial (normalized) distribution
of tracers relaxes after some time to a universal limiting
distribution independent of the initial condition. More-
over this distribution equals the steady state fluid density.
This conclusion would have far reaching theoretical and
experimental consequences. Theoretically it would allow
to study the fluid density using well-developed techniques
for the study of passively transported concentrations [3].
Experimentally it would provide the simplest way of ob-
serving the multifractal structure of the density. One
could spread in space a large number of tracer particles
that obey Eq. (6) and study the stationary distribution
on which they settle after transients [9]. The study of
multifractals via large number of points distributed on
them is standard [49].
In this Section we undertake critical examination of
the assumption that concentration and density coincide
in the steady state. The reasons for questioning the
equality, that is taken for granted usually see e. g. [9],
were sketched in the Intoduction and are detailed here.
The simplest argument for the equality would be unique-
ness of the steady state solution that often holds due to
dissipation. However the continuity equation is not dis-
sipative and the steady state solutions are not unique.
This is well-known for incompressible non-random flows:
a measure concentrated on a periodic orbit would solve
the continuity equation and be different from a constant
solution n = 1, see e. g. [50]. Similarly for random flows
a measure supported on any level set of pointwise first
Lyapunov exponent is stationary [51]. Thus uniqueness
cannot be used for proving the equality of the density and
the concentration in the steady state. Mixing also cannot
be taken for granted. The density could not mix with the
tracers by creating a non-mixing set on which it would be
supported due to interaction with the transporting flow,
cf. the Introduction.
We start from providing an example that helps to see
how the difference between passive and active scalars can
arise.
A. Instability as possible origin of the difference of
active and passive scalars
Difference of passive and active fields that obey iden-
tical first order in time evolution equation is a recurrent
question in fluid mechanics. It was observed by Batch-
elor and Kraichnan already in the sixties that vorticity
in two-dimensional Navier-Stokes (NS) turbulence obeys
the same equation as that of a passive scalar (here and
below we consider equal diffusivity coefficients of fields)
[3]. Direct cascades of both quantities to smaller scales
proceed similarly: fields’ blobs are stretched by the large-
scale flow. However vorticity is active and it rotates the
blob which decelerates the stretching. This results in the
steady state statistics different from that of the passive
scalar [3, 52]. Still the analogy is useful providing the
7reference from which the full solution derives [52–57].
The key to the difference between active and passive
fields is the difference of their behaviors under perturba-
tions. For instance, one can consider the identical equa-
tions for the vorticity ω and the passive scalar θ in in-
compressible two-dimensional turbulent flow u where the
forcing f and the viscosity ν coincide [7],
∂tω + (v · ∇)ω = f + ν∇2ω,
∂tθ + (v · ∇)θ = f + ν∇2θ. (11)
Here f is the curl of the force that drives u. The differ-
ence φ = ω − θ obeys,
∂tφ+ (v · ∇)φ = ν∇2φ. (12)
that has a possible steady state solution φ = 0 and ω = θ.
Yet it was observed in [7] (who used a somewhat different
structure of dissipative term where instead of ν∇2 a com-
bination of large-scale friction and Laplacian to power
eight were used. The dissipative term however was linear
so our consideration would apply.) that there is a signif-
icant difference between the fields. The forcing that was
used consisted of keeping a low wavenumber component
of the fields at the same constant value. However this
type of forcing in fact depends on the considered field
so that f depends on the field that it forces. Thus the
RHS of Eq. (12) contains difference of forces of ω and θ
that vanishes only at ω = φ. Thus despite that φ = 0 is
a valid solution of the equations, its small perturbations
result in the appearance of force in Eq. (12) that can fur-
ther increase the perturbation resulting in instability. It
is this instability that was observed. In the case where f
in Eqs. (11) are identical external forces independent of
the fields ω = θ would hold.
Similarly in our case it is readily seen from,
∂t
n
ρ
+ (v · ∇) n
ρ
= 0, (13)
implied by Eqs. (1), that n = ρ is a valid steady state
solution. However it can get unstable if fluid particles
form a configuration that preserves itself thanks to the
interaction with the transporting flow. Small deviation
of tracers from this configuration could grow, cf. the In-
troduction (in the case of continuum fields configuration
is a field configuration).
B. Natural measure for the tracers
We consider relaxation of different initial conditions
for the tracers’ concentration to the same limiting dis-
tribution. This can be done by relying on the physics of
the problem. The tracers perform Brownian motion with
a certain diffusion coefficient κ. Thus the full continuity
equation for their concentration is ∂tn+∇·(nv) = κ∇2n.
The presence of a finite κ allows to overcome the non-
dissipative nature of the continuity equation [59] that
obstructs the demonstration of the relaxation. Indeed,
if the diffusion term is discarded then one can intro-
duce a conserved distance between two smooth solutions
of the continuity equation. This distance is similar to
the H−function of Boltzmann or entropy −H, see its
use for the relaxation of solutions of the more general
Fokker-Planck equation in [58]. We define ”H-function”
for two smooth positive solutions of the continuity equa-
tion n1(t,x) and n2(t,x) obeying
∫
ni(t,x)dx = 1 as,
H(t) =
∫
n1 ln
n1
n2
dx. (14)
We observe that H(t) is a non-negative function. Using∫
ni(x, t)dx = 1 we may rewrite H as
H =
∫ [
n1 ln
n1
n2
− n1 + n2
]
dx
=
∫
n2 [R lnR−R+ 1] dx, (15)
where we introduced R ≡ n1/n2. The last term in the
above equation is always not positive as it follows from
R lnR−R+ 1 =
∫ R
1
lnxdx ≥ 0, (16)
that holds for any R ≥ 0. We see that H = 0 only at
n1(t,x) = n2(t,x). Thus H(t) is non-negative and it
vanishes only if the solutions agree pointwise providing
a good definition of the distance between ni. Changing
the integration variable in Eq. (14) from x to q(t,y) it
is found that H(t) = H(0). This is the consequence of
mass conservation n(t = 0,y)dy = n(t,x)dx and con-
servation of n1/n2 on q(t,y) that follows from applying
Eq. (13) to n1/n2. Thus the distance between the solu-
tions is conserved and pointwise relaxation to n1 = n2
is not possible. This problem could be dealt with by
considering relaxation in the sense of measures, which
is equivalent to relaxation in the coarse-grained sense.
However inclusion of diffusion, that is necessarily present
in applications, is simpler. It is readily seen that with
the diffusion term the time derivative of H is [58],
H˙ = −κ
∫
n1 (∇ ln(n1/n2))2 dx ≤ 0, (17)
where the equality holds for n1 = n2 only. This equation
implies relaxation to n1 = n2 since H ≥ 0. Diffusion
makes the equation dissipative and all initial conditions
relax in the limit of large evolution times to the same
smooth distribution nκ where we stress the dependence
on κ. We can define the so-called [41, 109, 110] natural
measure ns by,
ns(x) = lim
κ→0
nκ (x), (18)
where we defined coarse-graining by,
h(t,x)=
3
4pi3
∫
|x−x′|<
h(x′)dx′, (19)
8where h(x) is any function. Since Eq. (18) defines ns(x)
for any  > 0 that it defines ns completely. The definition
can be given an explicitly −independent form by the
demand that for any smooth function f(x) we have,∫
f(x)ns(x)dx = lim
κ→0
∫
f(x)nκ(x)dx. (20)
On scales  larger than a certain diffusive scale [3], which
is usually quite small, nκ coincides with ns. We observe
that diffusion introduces white noise in the equation of
motion of the tracer. Thus nκ(x) can be considered as
the probability density function (PDF) of the tracer posi-
tion. The PDF’s limit of κ→ 0 is not necessarily smooth
so it might not be definable as an ordinary function how-
ever the limiting averages of arbitrary function of the
position f(x) are well-defined by Eq. (20).
Thus we have proved that ns is the universal limiting
distribution of tracers at scales that are not too small
for diffusion to become relevant. The natural measure
ns solves the ordinary continuity equation without the
diffusion term (it is a weak solution). This way of con-
structing the natural measure ns as the zero-noise limit
of the PDF of a stochastic process constitutes a rigorous
mathematical approach [111] that in our case is dictated
by the physics of the problem.
It is often possible to write ns explicitly. For this it
is useful to construct nκ by setting the initial condition
at t = −T and considering n(x) ≡ n(0,x) in the infinite
evolution time limit T → ∞. We take with no loss of
generality a uniform initial condition n(−T,x) = 1. We
have from Eq. (18),
ns(x) = lim
κ→0
lim
T→∞
n(x) = lim
T→∞
lim
κ→0
n(x). (21)
We assume here that the order of the limits can be
changed which is a form of a mixing assumption. Ob-
serving that n(x) at κ → 0 becomes the solution of the
continuity equation given by Eq. (5) we find [92],
n(x) = lim
T→∞
(
exp
(
−
∫ 0
−T
w(t, q(t,x))dt
))

. (22)
For other approach to this representation see [39]. The
statistics of the natural measure can be studied using in
Eq. (22) the stationary statistics of the velocity. The
rule of the thumb is that the change of the order of lim-
its (which is the only non-rigorous assumption made in
the derivation) is valid as long as the answers obtained
from Eq. (22) are finite. For instance the pair correlation
function of concentration f(r) = 〈n(0)n(r)〉 is,
f(r)=
〈
exp
(
−
∫ 0
−∞
[w(t, q(t, r))+w(t, q(t, 0))] dt
)〉
,(23)
where the coarse-graining can be dropped at finite
|r|. Application of the cumulant expansion theorem to
〈n(0)n(r)〉/〈n(0)〉〈n(r)〉 with average concentrations rep-
resented via Eq. (22) gives [65, 92],
ln f(r) = g(r) + . . . , (24)
where the dots stand for higher order mixed (involving
both w(t, q(t, r)) and w(t, q(t, 0))) cumulants and [92],
g(r) =
∫ 0
−∞
dtdt′ 〈〈w(t, q(t, 0))w(t′, q(t′, r))〉〉 , (25)
where double angular brackets stand for dispersion. The
representation given by Eq. (24) will be useful below.
C. Impact of effective diffusion on the density
We saw above that the question of relaxation to a
universal distribution that is independent of the initial
condition is easy in the presence of dissipation. If we
could introduce some diffusion to the continuity equation
for the density it would solve the problem of relaxation.
However there is no reason to introduce this term. If
it is introduced in a numerical scheme artificially then
this demands a validity check. However smoothness of
the density field implies regularity of the limit of zero
diffusion at finite times that is,
ρ(t,x) ≈ ρκ(t,x), ∂tρκ +∇ · (ρκv) = κ∇2ρκ. (26)
Unfortunately this could not be used for proving the re-
laxation since the diffusive term brings dissipation and
its accumulation over time can bring a finite effect in the
steady state limit of infinite evolution time. Staying in
the frame of the continuity equation it is usual to use
the assumption of mixing for proving the density relax-
ation [109, 110]. This can be done completely in the
limit of small Ma where the well-established mixing by
incompressible turbulence allows to prove relaxation of
concentration to the density.
D. Relaxation of concentration to density at
Ma 1
It is instructive to consider the case of Ma 1 where
there is solution for the density in terms of the flow. The
solution is not unique and depends on interaction with
heat [62], see also [60–64]. In the case of isothermal flow
we have ρ(t,x) = 1 + cMa2p(t,x) where c is a constant
and p is the pressure as obtained from the incompressible
Navier-Stokes equations. The pressure obeys the Poisson
equation ∇2p = −∇ku0i∇iu0k where u0 is the incompress-
ible turbulent flow (divergence of forcing is assumed to be
zero here) and its smallest scale of variations in space [34]
is the Kolmogorov scale η. It is assumed that 〈p〉 = 0.
The solution makes it explicit that the density field has
a finite scale of spatial variations due to the interaction
with the flow. Proportionality of the density and pressure
spectra in the inertial range was confirmed for the con-
sidered regime by recent numerical simulations [21, 66]
for Ma < 0.3. The spectrum (∼ k−7/3 where k is the
wavenumber) indicates that the density is a large-scale
non-fractal field with positive scaling exponents in the
9inertial range. The non-fractal nature of the density fluc-
tuations at low Mach numbers is supported also by other
scenarios that hold for Ma  1, having k−5/3 spectrum
[62, 67], see also [37, 113, 114].
It is readily seen that the assumption that n/ρ = const
pointwise is self-contradictory. Passive concentration
transported by low Mach number flow must approx-
imately obey transport by incompressible turbulence.
However that creates finite contrasts over infinitesimal
scales associated with indefinite growth of ∇n. This is in
contradiction with finite ∇ρ.
In fact, the relaxation of n to ρ holds in the sense of
measures that is,
lim
t→∞
∫
f(x)n(t,x)dx∫
f(x)ρ(t,x)dx
= 1, (27)
for any smooth function f . This equation is equivalent
to the statement that the concentration n(t,x) coarse-
grained over scale  relaxes to ρ(t,x) at large t. This is
indeed so as we demonstrate. We assume that the fluid
flow is in the steady state and consider the evolution
of concentration of tracers injected at some t < 0 with
initial distribution n(t,x) = n0(x). We study the limit of
infinite evolution time by considering the concentration
at time zero n(x) at t→ −∞. We have from Eq. (13),
n(x) = ρ(x)
n0(q(t,x))
ρ(t, q(t,x))
. (28)
With no loss of generality we can consider the initial
condition n0 = 1, cf. subsection III B. Coarse-graining
over  η gives,
n(x)
ρ(x)
=
∫
|x′−x|<
dx′
(4pi3/3)ρ(t, q(t,x′))
. (29)
Relaxation of n(x) to ρ(x) means that the RHS of
Eq. (29) relaxes to one. We find using the form of the
density at Ma 1,∫
|x′−x|<
dx′
ρ(t, q(t,x′))
≈
∫
|x′−x|<
(1−cMa2p(t, q(t,x′)))dx′.
We observe that we can use in the integral in the consid-
ered order in Ma the trajectories of incompressible flow.
Then the mixing property of the incompressible turbu-
lence implies that at large times
∫
|x′−x|< p(t, q(t,x
′))dx′
is proportional to the spatial average of pressure (see the
proof in the next subsection where ρ = 1 must be used in
Eq. (30)). That spatial average is zero by the made as-
sumption. Therefore we find n(x) = ρ(x). Finally the
proof that any smooth initial condition on the density
with 〈n〉 = 1 will also relax to ρ can be constructed us-
ing combination of incompressible mixing and small Ma
expansion.
The extension of the above proof to the case of finite
Mach number is non-evident and requires another ap-
proach.
E. Mixing
The property that is needed for proving relaxation of
concentration to density is mixing [109, 110]. The as-
sumption of mixing tells that different time correlation
functions defined with the help of ρ in the limit of large
times reduce to the product of averages. In our case the
averaging measure is time-dependent, being stationary
only statistically, which demands a slight modification in
the form of the mixing assumption. We assume that for
any smooth functions f(x) and g(x),
lim
t→∞
∫
f(q(t,x))g(x)ρ(x)dx∫
f(x)ρ(t,x)dx
∫
g(x)ρ(x)dx
= 1, (30)
where the integral in the numerator of the LHS defines
the correlation function 〈f(t)g(0)〉. For time-independent
flows this reduces to the usual form [109, 110] on using
ρ(t,x) = ρ(x). Our Eq. (30) incorporates that in the
decomposition 〈f(t)g(0)〉 ≈ 〈f(t)〉〈g(0)〉, that holds at
large times, we must use ρ(t,x) for averaging f and not
ρ(t = 0,x). We observe that Eq. (30), is a bilinear re-
lation. Its elementary form is obtained by taking for f
and g the indicators χ(x−x1) and χ(x−x2) for some
x1 and x2. Here χ(x) equals one for |x| <  and zero
otherwise. We have from Eq. (30),
lim
t→∞
∫
|x−x2|<χ(q(t,x)− x1)ρ(x)dx∫
|x−x1|< ρ(t,x)dx
∫
|x−x2|< ρ(x)dx
=1. (31)
This becomes for  η,
lim
t→∞
∫
|x−x2|< χ(q(t,x)− x1)dx
(4pi3/3)2ρ(t,x1)
= 1. (32)
We observe that,∫
|x−x2|< χ(q(t,x)− x1)dx
(4pi3/3)2
= n(t,x1), (33)
where n(t,x) is (normalized) solution of the continuity
equation obeying the initial condition n(t = 0,x) =
χ(x−x2)/(4pi3/3). We obtain combining the last equa-
tions,
lim
t→∞
n(t,x1)
ρ(t,x1)
= 1. (34)
Finally linearity of the continuity equation and arbitrari-
ness of x2 and  imply that coarse-grained concentration
relaxes to the density in the limit of large evolution time
for arbitrary initial condition.
We can get insight into the nature of the mixing as-
sumption given by Eq. (30) by using for f and g the
indicators χA and χB of some volumes A and B in space
[109]. We find,
lim
t→∞
∫
B
χA(q(t,x))ρ(x)dx∫
A
ρ(t,x)dx
∫
B
ρ(x)dx
= 1. (35)
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The assumption in this form tells that asymptotically at
large times the mass fraction of points of B that are found
inside A equals the mass fraction of A in the whole vol-
ume. In other words, the mass of B is redistributed over
the volume uniformly with respect to ρ. Mixing can also
be given probabilistic interpretation: given the particle
is initially in B the probability of finding it in A is the
probability of A. Thus asymptotically at large times the
fluid particle distributes in space independently of where
it was initially, see details in [50]. This is not self-evident
though. However large the time is, there is memory of
the initial condition in Eq. (5): the trajectory q(t,x), the
divergence on it and ρ(x) must combine in smooth and
finite field ρ(t,x). For instance in the previously consid-
ered case of Ma 1 the density evolution is non-generic:
it preserves smoothness in contrast with the concentra-
tion evolution that does not.
The memory effect can be illustrated by considering
the evolution in the steady state,
ρ(x)=ρ(−T, q(−T,x)) exp
(
−
∫ 0
−T
w(t, q(t,x))dt
)
,(36)
that differs from Eq. (22) by the ρ(−T, q(−T,x)) pref-
actor. If the density forms a special configuration that
preserves itself thanks to coupling with the flow then
ρ(−T,x) differs from a generic function that relaxes to
the natural measure. It depends on past interactions of
the density and the flow, and is correlated with the in-
stantaneous flow. Its evolution is tuned with the velocity
and q(t,x) depends on ρ(−T,x). Thus Eq. (36) would
not describe the relaxation to the natural measure as
it would for a generic (normalized) prefactor. This fits
the general knowledge that there are stationary invari-
ant measures different from the natural measure. These
are atypical and evolve from initial conditions of measure
zero (in functional space) [8]. In contrast with the con-
centration obeying Eq. (22), the fluid density cannot be
written as a functional of the stationary velocity because
it back-reacts on that velocity.
The (possible) difference can be illustrated further by
trying to apply for the fluid density the same proce-
dure that we used for deriving the representation for the
steady state concentration given by Eq. (22). We start
with unit initial condition on the density ρ(−T ) = 1.
This initial condition was used for the build up of sta-
tionary turbulence in the simulations of [24]. In that
approach the solution in Eq. (22) holds for ρ(x) how-
ever w(t,x) in the integrand is not stationary. Indeed,
the transient period of relaxation to the steady state at
times close to −T is never forgotten. In this sense the
important and profound distinction between the tracers’
concentration and the fluid density, is that initial condi-
tions are forgotten for the former but not for the latter,
which is correlated with the flow velocity, cf. [8].
Further study of concentration relaxation to the den-
sity and the validity of the mixing assumption must prob-
ably be done numerically and experimentally. Our study
below does not depend on the validity of n = ρ in the
steady state, however if the equality holds then our re-
sults for n can be transferred to ρ.
IV. MULTIFRACTAL GROWTH OF VOLUMES
IN THE INERTIAL RANGE
In this Section we describe the behavior of volumes
of tracers with size within the supersonic inertial range.
We demonstrate that at large times the volumes obey
a power-law dependence on the time that is associated
with formation of a multifractal structure in space. We
demonstrate that the volumes decay at large times to zero
with probability one. This does not contradict the con-
servation of the total volume since the decay is strongly
non-uniform in space (intermittency). At any, however
large but finite, time there are volumes that expanded
much providing for the constant total volume. Thus the
concept of the sum of Lyapunov exponents can be gener-
alized to the inertial range in logarithmic time variable.
The decay implies formation of asymptotically singular
(multifractal) concentration. The consideration parallels
the consideration of similar facts in smooth flows [3, 105]
from which review we start. The considerations of this
Section are mostly phenomenological as in the Richard-
son law or many other considerations of turbulence. Pre-
cise calculations can be done in the frame of the Kraich-
nan model, see [3] and below.
A. Introduction: volumes in smooth flows
We consider behavior of tracers in an unconstrained,
generic, compressible flow. This flow has a negative sum
of Lyapunov exponents, see above. Thus here and only
here we do not consider the degenerate flow with zero
sum of Lyapunov exponents considered in the rest of the
paper. The tracers are attracted to regions with negative
divergence. This is because the flux of the particles to
any region is proportional to the integral over the region’s
surface
∫
v ·dS that equals the volume integral ∫ ∇·vdx.
Thus there is an effective attraction of particles that move
to the same regions of the flow. This attraction causes
shrinking of volumes of particles to zero and formation
of multifractal. The conclusion is known for transport of
tracers by smooth flows where it can be seen as a form
of the second law of thermodynamics [45, 47].
The evolution of infinitesimal volume Vs(t,x) of tracers
initially located near x is determined by the Jacobian of
the Lagrangian mapping defined in Eq. (6),
lnVs(t,x)∝ ln det ∂q(t,x)
∂x
=
∫ t
0
w(t′, q(t′,x))dt′, (37)
where the subscript stands for smooth. At times much
larger than the correlation time of w(t, q(t,x)) the RHS is
roughly a sum of a large number of independent random
variables. Its cumulants grow linearly with time and we
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find using the cumulant expansion theorem,
〈V ks (t)〉 ∼ exp(γ(k)t), (38)
that holds for space-averages at large times [3, 92].
Ho¨lder’s inequality implies that γ(k) is a convex func-
tion. Besides the trivial zero at k = 0 this function has
also a zero at k = 1 because this moment gives the con-
served total volume of the flow [47]. Thus if γ(k) is not
degenerate we have γ(k) < 0 for 0 < k < 1 and γ(k) > 0
otherwise. In fact, it is readily seen from Eqs. (37)-(38)
that γ′(0) is the non-positive sum of Lyapunov exponents∑3
i=1 λi considered in Eqs. (8)-(9). This is in agreement
with γ(0) = 0 and γ(k) < 0 (where strict inequality holds
in the non-degenerate case) for 0 < k < 1.
Writing the moments of Vs with the help of the PDF
P (σs, t) of σs = lnVs(t)/t,
〈V ks (t)〉 ≡
∫
P (σs, t) exp(ktσs)dσs ∼ exp(γ(k)t), (39)
provides an equation for P (σs, t). Its solution is given by
[85],
P ∼ exp (−tS (σs)) , max
x
[kx− S (x)] = γ(k), (40)
where S(x) is called large deviations or rate function.
This function is the Legendre transform of the convex
function γ(k) and thus also convex. It is readily seen by
considering γ(0) and γ′(0) via S(x) that the rate function
is non-negative and has a unique minimum of zero taken
at x = γ′(0). We obtained these properties directly from
the behavior of the moments given by Eq. (39) which is
useful for the study of the inertial range below. However
these conclusions could also be obtained directly from
Eq. (37), see [3, 105].
It is seen from Eq. (40) using the properties of
S(x) that the limiting distribution P (σs, t → ∞) is
δ
(
σs −
∑3
i=1 λi
)
. We conclude that,
lim
t→∞
lnVs(t,x)
t
= γ′(0) =
3∑
i=1
λi < 0, (41)
with probability one (that is the limit exists and is in-
dependent of x for almost every x), cf. Eq. (8). In
application to real volumes with small but finite size the
limit above can be used only as long as the largest linear
size of Vs is smaller than the smoothness scale of the flow
(that is the scale below which velocity difference is well
described by Taylor series).
We reach the conclusion that in the non-degenerate
case of
∑3
i=1 λi < 0 infinitesimal volumes decay to zero
with probability one, cf. the discussion of Eqs. (37)-(38).
This is how one sees that at large times the particles accu-
mulate on a set with zero volume (the strange attractor)
in the case of smooth dynamics. It is impressive that
this conclusion is so general. It uses smoothness, finite
correlation time (that underlies the exponential behavior
of the moments in Eq. (38)), the assumption that γ(k)
is not identically zero and volume conservation γ(1) = 0.
In fact its generality is of a similar status as the second
law of thermodynamics since γ′(0) ≤ 0 can be seen as a
form of that law [39, 45].
B. Self-similar flow in the supersonic inertial range
Remarkably there is a counterpart of the above con-
sideration in the supersonic inertial range provided that
the velocity is self-similar. Self-similarity holds above a
critical Mach number Mas where the subscript stands
for scaling. This number is defined by the condition
that the scaling of the solenoidal, vs(x, t), and poten-
tial, vp(x, t), components of the velocity is approximately
equal at Ma > Mas. Thus for instance for a second order
structure function of the components we have,〈
(vs(x)− vs(0))2
〉
∼ xχ2 ,〈
(vp(x)− vp(0))2
〉
∼ xχ2+∆2 , (42)
where ∆2  χ2. At small Mach numbers ∆2 is com-
parable with χ2 however as the Mach number increases
the gap between the components’ scalings closes. The
scaling exponents of vs and vp differ by less than ten per
cent already for Ma of order one [10]. Apparently the
scalings differ at all Ma (so ∆2 is never zero) however
the difference decreases with Ma becoming negligible at
Ma > Mas.
The critical number Mas is not defined sharply since
it depends on the desired accuracy. For our purposes
the criterion is that at the considered scale L/l raised
in the power of characteristic difference of scalings ∆2
is approximately one. If this condition holds then the
pair-correlation function of the concentration of tracers
approximately obeys a power-law, see below.
We consider the behavior of a volume Vl(t,x) of tracers
which occupy at t = 0 a ball of radius l centered at x. It
is assumed that l belongs to the supersonic inertial range,
η  l L. The volume of the image Vl(t) considered as
a function of time obeys,
V˙l=
∫
∂Vl
v · dS=
∫
Vl
w(t,x)dx, (43)
where ∂Vl is the boundary of the volume and dS is sur-
face element vector. We consider the behavior of Vl(t) at
Ma > Mas where the velocity in the supersonic inertial
range obeys scaling rσ, where 0 < σ < 1. As will be
discussed at length below the flow scaling implies that at
large times the moments obey a power-law dependence
on time,
〈V kl (t)〉 ∼ tγ1(k), (44)
where γ1(k) are independent of l (here and below we
do not write the dimensional factors that are irrelevant
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for the result). We find similarly to the smooth case
that γ1(k) in Eq. (44) is a convex function, that has two
zeros at k = 0 and k = 1. This function is negative for
0 < k < 1 and positive otherwise. The function is non-
linear so that the growth of the volumes is not self-similar
despite the self-similarity of the transporting flow (we
neglect intermittency for the moment). The solved case
of transport by incompressible self-similar flow reviewed
in [3] demonstrates that statistics of tracers is not self-
similar despite the flow self-similarity. We describe the
origin of the breakdown of the self-similarity here.
The Richardson law for the inertial range growth of
separation between two tracers in incompressible turbu-
lence [3] states that R2(t) − R2(0) ∼ t3. Similar law
holds for compressible turbulence. Using the considera-
tion identical with that of [3] for incompressible turbulent
flow with exponent σ, we find,
R1−σ(t)−R1−σ(0) ∼ t. (45)
The separation is independent of R(0) at large t where
we can drop R1−σ(0) in the LHS. Disregarding intermit-
tency the evolution of the PDF of R(t) must be self-
similar at those times [3]. We observe that tracers with
infinitesimally small initial separation R(0) separate by
a finite distance in a finite time which is the so-called
explosive separation. This type of separation is typical
in rough flows [76]. It causes the volume to develop a
complex multifractal form spread over a large range of
spatial scales in a finite time. It is at these times that
Eq. (44) holds when the statistics of the shape of the vol-
ume is time-independent in complete similarity with the
incompressible case [3]. The volume at a later time is ob-
tained by rescaling all lengths of the volume at an earlier
time with a magnifying factor. The fine details of the
volume change however are statistically stationary. The
growth can be described by using the following order of
magnitude estimate for the integral in Eq. (43),
V˙l=
∫
∂Vl
v · dS∼ |δv(l(t))|A(l(t)), (46)
where by assumption we do not distinguish between the
velocity and its potential component in scaling estimates.
Here l(t) is the typical linear size of the volume that could
be defined as the gyration radius. After transients that
size obeys l(t) ∼ t1/(1−σ), see Eq. (45) so that |δv(l(t))| ∼
lσ(t) ∼ tσ/(1−σ). The growth is not self-similar because
of the multifractality of the volume’s shape that causes
non-trivial dependence of moments of A(l) on l. We can
write A(l) ∼ lδ where δ fluctuates due to multi-fractality
and typically obeys 2 < δ < 3. We find A(l(t)) ∼ tδ/(1−σ)
which use in Eq. (46) gives that,
dVl
dt
∼ t(σ+δ)/(1−σ); Vl(t) ∼ t(1+δ)/(1−σ). (47)
Thus the growth of the volume depends on both the scal-
ing of velocity, described by the constant σ, as well as on
the strength of the volume multifractality, described by
the fluctuating exponent δ. The volume grows faster the
higher the fractality or δ is, because stronger fractality
leaves the volume with more area to grow through. Sim-
ilarly the growth is faster for rougher flow (smaller σ).
Non-linearity of γ1(k) results from averaging powers of
Vl(t) in Eq. (47) over δ. Similar considerations hold for
time-reversed motion of the tracers so we can introduce
the scaling functions γi(k),〈
V k(t)
〉 ∼ tγ1(k), t > 0, 〈V k(t)〉 ∼ |t|γ2(k), t < 0,(48)
cf. Eq. (49). The functions γ1(k) and γ2(k) differ because
the flow statistics is not time-reversible [3].
We consider how the flow intermittency changes the
above consideration. The velocity scaling exponent σ
is no longer constant. It changes in space, see e. g.
the multifractal model [34]. This implies the breakdown
of self-similarity for the growth of R(t). That can be
described by the non-trivial scaling exponent function
γ˜(k) that describes the growth of the moments at large
times, 〈
Rk(t)
〉 ∼ tγ˜(k), (49)
where at negligible intermittency (that depends on the
Reynolds number) γ˜(k) = k/(1− σ), see [102] and refer-
ences therein for observations of non-linearity. The inter-
mittency causes fluctuations of σ in Vl(t) in Eq. (47) and
also changes the statistics of fluctuations of δ. All these
fluctuations enter the final form of γi(k) in Eqs. (48).
We observe that Eq. (44) is Eq. (38) in logarithmic
time variable. Thus we can simply use ln t instead of t
in the expressions for smooth case for the study of the
PDF. We introduce the random variable,
xl(t) =
lnVl(t)
ln t
, Vl(t) = t
xl(t). (50)
The variable xl describes the Vl scaling with time and
its dependence on the realization. In the phenomenolog-
ical approach of Eq. (47) this variable is (1 + δ)/(1− σ)
corrected by the l−dependent prefactor that is irrelevant
asymptotically. The PDF P (xl, t) of xl(t) obeys,
〈V kl (t)〉 ≡
∫
P (xl, t)t
kxldxl ∼ tγ1(k), (51)
cf. Eq. (39). This equation occurs in the theory of fractal
dimensions, see [85] and below. Its solution is,
P (xl, t) ∼ t−S1(xl), (52)
where S1 is the Legendre tranform of γ1. This formula
is what we would find by using in the formulas of the
smooth case ln t instead of t. Similarly to the smooth case
S1(x) has a unique maximum of zero at x = γ
′
1(0). Thus
γ′1(0) can be considered as the counterpart of the sum
of Lyapunov exponents in the inertial range (in contrast
with the sum, it is dimensionless). In the limit of t→∞
the PDF becomes δ (xl − γ′1(0)). We reach the conclusion
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that volumes in the inertial range decay with probability
one,
lim
t→∞
lnVl(t,x)
ln t
= γ′1(0) < 0. (53)
This conclusion is of the same level of generality as for the
smooth flows and constitutes one of the central results of
this Section. Volumes of tracers decay at Ma > Mas
with probability one (which does not contradict conser-
vation of 〈Vl〉 or growth of 〈V 2l 〉, cf. similar fact for the
smooth flow). The volumes decay implies that the natu-
ral measure is singular as in non-degenerate smooth case.
Conversely, if Ma < Mas then scalings of the velocity
components differ and correlations functions of the con-
centration of tracers must not obey scaling as necessary
for multifractality. We conclude that the transition of
tracers to multifractality occurs at Mas. This conclusion
will be also obtained differently later.
We remark that the described behavior of Vl can be
used as long as the relevant linear dimensions belong
to the supersonic inertial range. Our consideration de-
scribes volumes of tracers and does not imply that fluid
volumes would also decay at Ma > Mas (of course the
fluid fills the whole volume of the flow and the volumes’
decay here is only the asymptotic property of the inertial
range). This is because of the volumes’ back reaction on
the transporting flow: the volumes resist compression.
Should this be the case, the transition to multifractality
would occur for the density at Macr > Mas. It would
happen on further increase of Ma since increased com-
pressibility brings increased effective attraction between
the fluid particles.
C. Cascade picture of volume growth
Here we give a more detailed, cascade picture of growth
of volumes. Similarly to the traditional use of the cas-
cade pictures in turbulence [34] we consider the volume
evolution as a sequence of steps. At each step the char-
acteristic linear size l of the volume changes by a factor
of order one. This change is determined by turbulent ed-
dies with size of order l. The locality of interactions [34]
implies that changes at different steps are approximately
independent. In contrast with the usual cascade models,
this one allows an almost rigorous derivation.
We rewrite Eq. (43), which is valid at both positive
and negative t, in the form
d lnVl
dt
=
∫
Vl(t)
w(t,x)
dx
Vl(t)
, (54)
that demonstrates that the logarithmic rate of growth
of the volume is given by the velocity divergence coarse-
grained over that volume. We consider the long-time
asymptotic regime where the statistics of the shape
of Vl(t) is time-independent, see the discussion after
Eq. (44). The coarse-grained divergence has a non-trivial
scaling in l(t) with realization-dependent scaling expo-
nent. We assume that the time of variations of the coarse-
grained divergence is determined uniquely by l(t) and
denote this time by τl(t). This time is also the correla-
tion time of the divergence. Assuming that the difference
of the scaling exponents of the solenoidal and potential
components can be neglected we find that τl scales in-
versely proportionally to
∫
w(t,x)dx/Vl(t). This time-
scale is imposed by the convective term of the Navier-
Stokes equation, ∂tv ∼ (v · ∇)v, in the same way as the
time-scale l/δvl of eddies with scale l and characteristic
velocty difference l/δvl, see [34]. Thus the dimensionless
random variable,
κl=τl
∫
Vl
w(x)
dx
Vl
, (55)
has distribution which is independent of l and Vl (and
time). This key observation does not neglect intermit-
tency because it includes the possibility of fluctuations
of the scaling exponents of the flow divergence coarse-
grained over Vl(t). The time τl scales in l so that char-
acteristic linear size of the volume l(t) increases within
time τl(t) by an l−independent fluctuating factor p > 1
which is of order one. We find by integration of Eq. (54),
ln
(
Vl(t)
Vl(0)
)
=
∫ t
0
dt′
∫
Vl(t′)
w(t′,x)
dx
Vl(t′)
≈
N(t)∑
i=1
κi, (56)
where N(t) is determined by the product of independent
scaling factors pi where pi is the scale increase factor at
the i−th step of the cascade,
l
〈
N(t)∏
i=1
pi
〉
=〈l(t)〉 ∝ t1/(1−σ), N(t)=log〈p〉
〈l(t)〉
l
.(57)
Thus N(t) has logarithmic behavior in time t. We ob-
serve that since intermittency is not disregarded then the
velocity scaling exponent σ is not defined uniquely. It is
the law 〈l(t)〉 ∝ t1/(1−σ) that provides the unique defini-
tion in our consideration. The random variables κi are
independent identically distributed random variables so
that,〈
V kl (t)
V kl (0)
〉
∼〈exp (kκ)〉N(t)∼
(
〈p〉N(t)
)log〈p〉〈exp(kκ)〉
.(58)
We conclude that,
〈
V kl (t)
〉∼V kl (0)( 〈l(t)〉l
)log〈p〉〈exp(kκ)〉
, (59)
which yields γ1(k) in Eq. (48) as,〈
V kl (t)
〉∼V kl (0)tγ1(k), γ1(k) = log〈p〉 〈exp (kκ)〉1− σ .(60)
This derivation provides a ”microscopic” view of what
forms γ1(k). The formula becomes transparent if we ne-
glect fluctuations of p and κ using 〈p〉 instead of p and
14
some characteristic constant value κ. We would have
then, using that in one step of the cascade the volume
increases by factor of exp(κ) that,
l〈p〉N(t) = 〈l(t)〉, Vl(t) ∼ Vl(0) exp(N(t)κ), (61)
which is equivalent to Eq. (59).
The power-law for the volume growth given by Eq. (60)
is similar to the Richardson law however there is a signif-
icant difference. The volume is proportional to the initial
volume and in the limit of zero Vl(0) we find that
〈
V kl (t)
〉
also tends to zero. Thus, in contrast with Richardson law,
the volume growth is not explosive. This could seem con-
tradicting the observations of growing volume of initial
”points” (small balls with radius in the inertial range) in
incompressible turbulence [3, 76]. However that growth
is due to finite resolution scale: the infinitely resolved
volumes are conserved by incompressibility. The propor-
tionality of Vl(t) to Vl(0) seems to be necessary for con-
sistency of formulas for concentration, see Eq. (62) and
the next Section.
We observe that the power-law behavior originates in
the l−independence of the statistics of κl in Eq. (55). If
the scalings of the solenoidal and potential components
do not agree then, since τl is determined by the solenoidal
component of the flow, κl is l−dependent. The volume
growth does not obey then a power law. This introduces
the condition Ma > Mas in Eq. (44).
V. EVOLUTION TO NATURAL MEASURE
In this Section we consider the problem of describing
the evolution of initial conditions to the natural measure.
Here this process is described in terms of growth of the
moments of coarse-grained concentration. This evolution
can occur for instance when there is an externally caused
influx of dust particles into a molecular cloud which is in a
regime of stationary compressible turbulence. The influx
prepares an initial condition for the continuity equation.
We assume diluteness so the evolution of concentration
of the injected dust particles is independent of other dust
that may already be present in the cloud.
We study relaxation of smooth initial conditions to the
singular natural measure by setting the initial condition
in the remote past, at a negative time t, and studying
the evolution of concentration at time zero n(x|t) at in-
creasing |t| (thus the second argument of n(x|t) is the
time of setting the initial condition. The dependence
on this time is studied when the moment of observation,
taken to be zero, is fixed). The relaxation of n(x|t) to
the stationary measure is characterized by growth of mo-
ments of coarse-grained concentration nl(x|t) where the
coarse-graining scale l belongs to the supersonic inertial
range, see the definition of notations in Eq. (19). The
steady-state moments of nl(t,x) contain a large param-
eter L/l and are much larger than the initial moments.
We model the initial condition as a uniform distribution
that we normalize by n(t) = 1. In numerical simula-
tions this setup can be realized by generating a stationary
compressible turbulence with simulations of the Navier-
Stokes equations starting from some negative time so that
the steady state is reached by the time t. Then tracers
are distributed uniformly over the volume of the flow at
time t and their spatial distribution at time zero n(x|t) is
studied. In other words we study the time zero concen-
tration of tracers that are at time t distributed uniformly
over a stationary turbulent flow that by itself exists from
very large negative times.
The moments
〈
nkl (x|t)
〉
grow starting from〈
nkl (t,x)
〉
= 1 and ending with the steady state
values at |t| → ∞. We observe that mass conservation
means that the mass 4pil3nl(x|t)/3 equals Vl(t). Indeed,
the trajectories of all tracers located inside Vl(t) converge
inside the ball of radius l at time zero and the total mass
of these tracers is Vl(t) because of n(t) = 1. We find,
〈
nkl (x|t)
〉
=
〈
V kl (t)
〉
(4pil3/3)k
∼ |t|γ2(k), (62)
where we used Eq. (48). This law holds at large |t| as
long as the typical linear size of Vl(t) (similar to l(t) in
the consideration above) remains much smaller than L.
This law could be more accessible for experimental tests
than directly Eq. (48).
We designate the (negative) time when the relevant
size of Vl(t) becomes comparable with L by t
∗. Since
distances’ evolution obeys a power law this time scales
with L. At t < t∗ the volume would not grow much more
because it will become larger than the correlation length
of the velocity divergence, cf. [47]. This time depends
on the order of the moment so we introduce t∗(k) as the
time beyond which the moment of order k stops growing.
We find that in the steady state,
〈
nkl (x|t)
〉 ∼ |t∗(k)|γ2(k) ∼ (L
l
)ζ˜(k)
, (63)
where ζ˜(k) includes both γ2(k) and the k−dependence
of t∗(k). We introduced l for dimensional reasons as the
only scale from which a dimensionless quantity can be
formed with L. Similar consideration for the smooth case
was performed in [47].
VI. HENTSCHEL-PROCACCIA AND RE´NYI
DIMENSIONS
In this Section we review the definitions of the gen-
eralized fractal dimensions and provide the multifractal
formalism. This is done for filling the gap in the litera-
ture on compressible turbulence and demonstrating that
many facts that hold for multifractal attractors of smooth
chaotic systems can be transferred without change to
multifractals formed by non-differentiable rough flow in
the inertial range. For instance for fractals formed by a
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smooth flow the local dimension is constant almost ev-
erywhere, that is except for points that carry zero total
mass [51]. This is true also in our case. Other reason is
introducing the less used Re´nyi dimensions as a tool for
studying the density. These overcome many problems in
measurement.
When density and concentration fields are considered
in the supersonic inertial range (that is when these fields
are coarse-grained over a scale in the range) they man-
ifest multifractality above Macr and Mas, respectively.
For simpler notation we will consider the density and
concentration fields in the formal limit of η → 0, hav-
ing in mind the inertial range at the intermediate range
between η and L. Then these smooth and differentiable
fields become singular with support on a multifractal set
in space. This set has zero volume so the probability of
hitting it with a point is zero. The values of the den-
sity or the concentration are therefore either zero or in-
finity so that the fields somewhat resemble δ−functions:
they vanish almost everywhere but have finite integral.
However the set on which the fields are infinite is much
more complex than a point. For studying the distribution
quantitatively one must therefore consider a finite phys-
ical quantity. This is provided by the total fluid mass in
a ball of radius l,
ml(t,x) =
∫
|x′−x|≤l
ρ(t,x′)dx′ =
4pil3ρl(t,x)
3
, (64)
which is considered as a function of center’ position
x, and defines the coarse-grained density over scale l,
ρl(t,x). Our considerations here are formulated in terms
of the fluid density ρ but apply equally well to the tracers’
concentration n. For smooth distributions the knowledge
of the limiting behavior of ml(x) at small l is equivalent
to the density. However, for non-smooth distributions
there is no well-defined density (the limit is either zero
or infinite) and we operate directly with ml(x). The mul-
tifractality property is the statement of the existence of
the limits,
lim
l→0
lim
η→0
lnml(t,x)
ln(l/L)
=d(t,x), ml(t,x)∼
(
l
L
)d(t,x)
,(65)
for x belonging to the multifractal, see e. g. [51, 84].
Here for transparency we wrote explicitly the limit of
zero η. This limit is taken before the limit of zero l
and the order of limits is significant. If we took first l
to zero and then η to zero we would find d(t,x) = 3
for all spatial points x because the density is a smooth
field at finite η. For x outside the multifractal the mass
ml(t,x) is zero in the limit of l → 0 taken after η →
0. (There are points of the multifractal for which the
limit in Eq. (65) does not exist, however these points give
zero contribution to the relevant moments of mass, see
[51] and below). The corresponding limit field and the
multifractal set for the concentration may be different
but the line of consideration here and below is identical
with the density. In the consideration below we assume
that the limit of zero η is taken so all distributions are
multifractal, singular ones.
We observe that for one-dimensional curve, two-
dimensional surface and three-dimensional continuum,
ml has linear, quadratic and cubic dependencies on l,
respectively. Thus d(t,x) defines a local dimension of
the multifractal. The field of dimensions d(t,x) is statis-
tically stationary. For homogeneous fractals this field is
constant on the fractal but not for multifractals. How-
ever, it is true that d(x) is ”almost” constant [51]. We
transfer the proof from smooth systems for demonstrat-
ing this. The fluctuations of d(x) in space are studied
by considering dl(x) = lnml(x)/ ln(l/L) at arbitrarily
small but finite l/L. The single-point probability density
function (PDF) P (dl) of dl(x) is defined by,
P (dl)=
∫
δ
(
lnml(x)
ln(l/L)
−dl
)
ρ(x)dx. (66)
The presence of ρ(x) in the averaging guarantees that
only points x in the multifractal count so that ml(x) 6= 0.
The PDF obeys,∫
mkl (x)ρ(x)dx =
∫ (
l
L
)kd
P (dl)ddl ∼
(
l
L
)ξ(k)
,(67)
where ξ(k) is the scaling exponent of the k−th mo-
ment. The Ho¨lder’s inequality
〈
m
(1−α)x+αy
l ρ
〉
≤
〈mxl ρ〉1−α 〈myl ρ〉α (recall that the angular brackets stand
for spatial averaging) implies that ξ(k) considered as a
function of k is a concave function. The scaling of the
moments given by Eq. (67) implies that P (dl) obeys the
asymptotic form [35, 51, 85, 86],
P (dl) ∼
(
L
l
)S(dl)
, (68)
where S(dl) is the rate function. This is similar to that in-
troduced in the time domain in the previous Section and
it is considered similarly. Carrying out now the integral
in Eq. (67) by the saddle point method we obtain that
ξ(k) = mindl [kdl − S(dl)]. We find that S(dl) is concave,
non-positive and has a unique maximum of zero. We de-
note the value for which that maximum is attained by
D(1). The PDF P (dl) becomes δ (dl −D(1)) in the limit
l→ 0. We conclude that d(t,x) = D(1) for all the points
x on the multifractal except those that do not contribute
to P (dl) in Eq. (66) at l → 0 and thus have zero total
mass. The points x for which d(t,x) 6= D(1) are thus
very ”dilute” in space. They form zero mass set inside
the zero volume multifractal. Still they are not negli-
gible because they are dense in the multifractal. Thus
however small ball of radius l is considered, we still can-
not set ml(x) ∼ lD(1) for x obeying d(t,x) = D(1). This
is because the ball contains points with d(t,x) 6= D(1)
due to which ml(x) ∼ lD(1) fails, see [51] and below.
We stress that Eq. (68) relies on the scaling of the
moments only. Thus though it is derived originally for
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smooth chaotic systems [35, 51, 85, 86] it holds in our case
of rough velocity as well. It proves that the property that
d(x) = D(1) holds for all x but those who have zero mass
characterises also the considered rough velocity case. The
function S(d) represents the rate of decrease with l of the
fraction of the multifractal on which dl(x) 6= D(1).
The multifractal nature of the distribution can be de-
scribed by using the Hentschel-Procaccia (HP) [49, 51]
spectrum of dimensions defined as,
D(k) = lim
l→0
ln
∫
mk−1l (x)ρ(x)dx
(k − 1) ln(l/L) =
ξ(k − 1)
k − 1 . (69)
The dimension D(1) is ill-defined and the limit of D(q) at
q → 1 in non-generic cases may depend on whether it is
taken from the right or from the left. In our case the lim-
its agree and the limiting value is found by L’Hospital’s
rule,
D(1) = lim
l→0
∫
lnml(x)ρ(x)dx
ln(l/L)
. (70)
The D(1) dimension is called information or entropy di-
mension since it measures information in the scatter of
the multifractal in space, see below. The dimension is
unique in that the logarithm of the mass is taken before
the integration while it is the other way around in the
definition of the D(k) for k 6= 1 in Eq. (69). Interchang-
ing the order of the limit and the integral and observ-
ing that points with zero mass do not contribute to the
density-weighted integral we see that D(1) is that unique
fractal dimension that holds for almost all the points of
the multifractal, as is inferred from Eq. (65) and from
the discussion that follows it.
Using Jensen’s inequality it is seen that D(k) is a non-
increasing function of k. The value of D(k) at zero is
the box counting dimension of the multifractal [49, 87,
88]. The limiting value of D(k) at k = ∞ in our case
of random flow must be zero because of the existence of
optimal fluctuation, see [35, 47], below and cf. [49]. We
observe that D(k) can be written as,
D(k) = 3− lim
l→0
ln
〈
ρk−1l ρ
〉
(k − 1) ln(L/l) , (71)
where the coarse grained density ρl is defined in Eq. (64).
This form explicitly expresses the dimension deficit which
is the difference between the space dimension three and
D(k).
We comment on the relevance of points x for which
d(t,x) 6= D(1) in the calculation of D(k) in Eq. (69).
These points have zero mass and thus can be taken out
of the domain of integration. However, as told previ-
ously, this does not mean that these points are irrelevant
and we can put ml(x) ∼ lD(1) in the integral. This is
because ml(x) can be much larger or smaller than l
D(1)
however small l is. This is due to persistent presence of
points with d(t,x) 6= D(1) inside the ball of radius l.
This phenomenon comprises the strong intermittency of
multifractal statistics.
Difficulty in experimental studies of dimensions and
the Re´nyi dimensions.—Finding the moments of mass in
Eq. (67) from numerical simulations or experiments can
be not straightforward. The usual procedure [49] starts
from a large number N of points with coordinates xi on
the multifractal. One has using discrete approximation
ρ(x) =
∑N
i=1 δ(x− xi)/N that,∫
mkl (x)ρ(x)dx ≈
∑N
i=1m
k
l (xi)
N
, (72)
which becomes exact in the continuum limit of N →∞.
However getting particles on the multifractal support of
the fluid density can be non-trivial. The procedure of
seeding the flow with a large number of tracer particles
and studying their distribution is valid only provided that
n = ρ holds in the steady state which demands a separate
proof.
Thus, in order to facilitate the calculations of the frac-
tal dimensions independent of n = ρ from numerical or
experimental data, we introduce a different set of dimen-
sions [89] which seems to be more suitable for working
with the density, the continuous Re´nyi dimensions D˜(k),
D˜(k) = lim
l→0
ln
∫
mk−1l (x)ρl(x)dx
(k − 1) ln(l/L)
= lim
l→0
ln
∫
mkl (x)dx
(k − 1) ln(l/L) −
3
k − 1 . (73)
The difference between this definition and Eq. (69) is
that it uses for averaging of mk−1l (x) the coarse-grained
density ρl(x) rather than the fine density ρ(x) (our def-
inition uses balls rather than cubes which could make a
difference [87, 89] but in our case seems irrelevant). In
contrast with the HP dimensions, the Re´nyi dimensions
are ill-defined for k < 0 since any hole with finite vol-
ume gives non-integrable mkl for small l. However for
k > 0 the dimensions are well-defined and coincide with
the HP dimensions as we demonstrate below. Thus D˜(k)
give a way of finding D(k) overcoming the difficulties to
the difference of the density and the natural measure.
We observe that
∫
mkl (x)dx considered at fixed l and
k → 0 is roughly the volume of points x for which ml 6=
0. Correspondingly
∫
mk−1l (x)ρl(x)dx is that volume
divided by 4pil3/3 which is the box counting dimension
dimbox(supp ρ) of the support of ρ. Indeed, despite that
interchange of the limits of zero l and k is not valid it
will be seen below that,
lim
k→0+
D˜(k) = dimbox(supp ρ), (74)
(it is recalled that ρ in this equation is the multifractal
singular distribution obtained in the limit of zero η).
Assuming it exists, the dimension D˜(1) yields the lim-
iting value of the Gibbs entropy −〈ρl ln ρl〉 derived from
the coarse-grained density ρl,
D˜(1)= lim
l→0
∫
lnml(x)ρl(x)dx
ln(l/L)
=3− lim
l→0
〈ρl ln ρl〉
ln(L/l)
. (75)
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Thus D(1) which equals D˜(1), see below, derives from
the entropy which is the reason why it is called the in-
formation dimension.
To gain further insight into the nature of the fractal
dimensions, we notice that:∫
mkl (x)ρl(x)dx ∼
(
l
L
)kD˜(k+1)
. (76)
The Re´nyi dimensions may therefore be written as:
D˜(k) = 3− lim
l→0
ln
〈
ρkl
〉
(k − 1) ln(L/l) , (77)
so that D˜(k) describes the spatial statistics of the coarse-
grained density, rather than the statistics obtained by
density-weighted averaging as in Eq. (71). The last term
in Eq. (77) is minus the dimension deficit. For smooth
distributions ρl is independent of l at small l and D˜(k) =
3. We also observe that,
〈
ρkl
〉
= cl
(
L
l
)ζ(k)
, D˜(k) = 3− ζ(k)
k − 1 , (78)
where cl are constants of order one. When these formulae
are applied to the concentration they provide a way for
finding fractal dimensions from the cascade model, cf.
Eq. (63) and see below.
The Re´nyi dimensions D˜(k) lend themselves to easier
calculations from numerical or experimental data. We
demonstrate that in the range of their definition, k >
0, they equal the HP dimensions, D(k) = D˜(k). The
equality is readily demonstrated for positive integer k
greater than one. Indeed, in that case D(k) describes the
correlations of the positions of k particles [49]. Writing
mkl (x) =
∫
|xi−x|<l
∏k
i=1 ρ(xi)dxi we have:∫
mkl (x)ρ(x)dx=
∫
ri<l
〈ρ(0)ρ(r1) . . . ρ(rk)〉
k∏
i=1
dri,(79)
where the correlation function 〈ρ(0)ρ(r1) . . . ρ(rk)〉 de-
scribes the probability of simultaneously finding k parti-
cles at distances ri from the origin given that there is a
particle at the origin (here particle is the fluid particle).
Similarly,∫
mkl (x)ρl(x)dx (80)
=
3
4pil3
∫
ri<l
〈ρ(0)ρ(r2 − r1) . . . ρ(rk+1 − r1)〉
k+1∏
i=1
dri.
These representations demonstrate therefore the identi-
cal scaling of
〈
mkl ρ
〉
and
〈
mkl ρl
〉
in l. Thus for all integers
larger than one we have D(k) = D˜(k). Furthermore, it
was proved in [89] that D(1) = D˜(1). This equality is
often taken for granted without proof [49]. We conclude
that D(k) = D˜(k) holds for all positive integers. It was
proved in [89] that the equality can be continued for all
k > 0. Heuristic proof is obtained by observing that since
the scale of spatial variations of ml(x) is of order l then
at l0  l we have approximate equality,∫
mkl (x)ρ(x)dx ≈
∫
mkl (x)ρl0(x)dx. (81)
As there is no pathology [87], we can continue this equal-
ity asymptotically to l0 ∼ l finding D(k) = D˜(k).
Other advantage of the use of the Re´nyi dimensions is
that these are directly addressed by the more intuitive
Frisch-Parisi multifractal formalism [34, 90] which could
be the starting point of the study of multifractality, cf.
[91]. The multifractal is considered as a union of fractals
formed by the level sets of d(t,x). We assign to the set of
points with d(t,x) = d the Hausdorff dimension S(d) +d
where S(d) for consistency with D(k) = D˜(k) must be
the same function that appears in Eq. (68), see [51, 85]
and below. The probability that a ball with radius l
randomly placed in the domain of the flow intersects a
fractal set with dimension S(d) +d behaves as l3−d−S(d).
This gives [34, 90],∫
mk+1l (x)dx∼
∫ dmax
dmin
lkd+3−S(d)dd∼ l3+mind[kd−S(d)],(82)
where (dmin, dmax) is the domain of variation of d(t,x).
Comparing this with
∫
mk+1l (x)dx ∼ l3+kD˜(k+1), see
Eq. (76), we find that kD˜(k + 1) and S(d) form Leg-
endre transform pair. Since kD(k + 1) and S(d) also
form Legendre transform pair, see Eqs. (67)-(69) then
we have D(k) = D˜(k) confirming the self-consistency of
the consideration. The multifractal formalism described
above lies at the origin of the multifractal model of tur-
bulence [34, 90]. In fact, our singularities of mass in the
inertial range are more similar to the singularities of tur-
bulent velocity difference than to singularities of mass of
attractors of smooth systems.
We comment that the scaling of mass and its moments
is only approximate. This is due to finite difference of
scalings of solenoidal and potential components of ve-
locity discussed previously. When the above definitions
are used for concentration of tracers, the simplest way
of measuring the dimensions is by working with a large
number of discrete particles obeying Eq. (6). It must
then be ensured that the number of particles in the con-
sidered small volumes is large. Otherwise discreteness of
the particles causes deviations from the continuum be-
havior which we consider here. The impact of discrete-
ness was obtained at small compressibility in [70].
VII. FRACTAL DIMENSIONS OF
ISOTHERMAL TURBULENCE
In the case of isothermal turbulence numerical simu-
lations performed at zero dissipative coefficients demon-
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strated that single-point spatial statistics of the density
is log-normal, see e. g. [10, 21]. The single-point den-
sity in these simulations is asymptotically the density in
the inertial range coarse-grained over the resolution scale
l0 that is ρl0 (the viscous scale and viscosity are set to
zero). We take it as observed fact that ρl in isothermal
turbulence is log-normal at l > η and derive from this
the fractal dimensions.
The log-normality holds at intermediate Mach num-
bers and deviations from it were observed at higher Mach
numbers [21]. We demonstrate that deviations from log-
normality must hold for the tail of the distribution for
avoiding contradictory results concerning the fractal di-
mensions. These deviations are the consequence of the
fact that the maximal value of ρl cannot exceed the to-
tal mass of the system divided by 4pil3/3. Despite the
triviality of this observation it has far-reaching conse-
quences. The PDF of ρl, in contrast with the single-
point PDF of the density ρ, has compact support given
by the interval (0, 3/(4pil3)). Thus the tail of the PDF
is not log-normal. This corresponds to very special be-
havior of D(k) at large k: we have 〈mkl 〉 ∼ lδ0 where
δ0 is a k−independent constant. This type of behavior
is caused by the optimal fluctuation where the maximal
possible mass of order one is compressed in the ball of
radius l, see [35, 47, 108]. It must be clarified that D(k)
derive from the behavior of ml, see the previous Section,
and for them log-normality cannot hold for all k, see be-
low. In contrast, the single-point PDF of the density can
be log-normal with no contradiction. Finally the PDF of
finitely resolved density is considered at the PDF of ρl
with l equal to the scale of spatial resolution.
We demonstrate that for lognormal statistics all the
fractal dimensions D˜(k) depend only on one parameter:
the density spectrum decay exponent δ. For that pur-
pose we first notice that the inverse Fourier transform of
the spectrum E(k) ∝ kδ−1 results in the following pair-
correlation function at separation in the inertial range,
〈ρ(0)ρ(r)〉 =
∫
exp (ik · r)E(k) dk
4pik2
≈ c
(
L
r
)δ
, (83)
where c is a constant of order one. We therefore find
from Eqs. (79)-(80) for k = 1 that D(2) = D˜(2) = 3− δ.
Since D(2) is derived from pair correlations then it is
called correlation dimension. Next, lognormality of ρl is
Gaussianity of sl ≡ ln ρl so that the probability density
function (PDF) Pl(s) of sl obeys,
Pl(s) = 〈δ(sl − s)〉 = 1√
2piσ2l
exp
(
− (s− 〈sl〉)
2
2σ2l
)
,(84)
s where we designated the dispersion of sl by σ
2
l . We
have,
〈ρkl 〉 = 〈exp (ksl)〉 = exp
(
k〈sl〉+ k
2σ2l
2
)
, (85)
where we used the Gaussian averaging formula for the
average of the exponent of the Gaussian variable ksl.
Since 〈ρl〉 = 1 then setting in the above formula k = 1
we find the identity 〈sl〉+ σ2l /2 = 0 which in turn yields:
〈ρkl 〉=exp
(
k(k−1)σ2l
2
)
. (86)
Employing now the last relationship in Eq. (77) results
in the following expression for the Re´nyi dimensions for
lognormal statistics:
D˜(k)=3− lim
l→0
kσ2l
2 ln(L/l)
. (87)
Thus in the lognormal case the spectrum of codimensions
3− D˜(k) is a linear function of k, see a similar observa-
tion for inertial particles below the viscous scale in [92].
Setting finally k = 2 we find,
δ = 3− D˜(2) = lim
l→0
σ2l
ln(L/l)
, σ2l ∼ δ ln
(
L
l
)
. (88)
This implies
〈ρkl 〉 =
(
L
l
)k(k−1)δ/2
. (89)
We conclude that fractality, which implies that the cor-
relation dimension D(2) is strictly smaller than 3 (recall
that D(2) is not larger than the information (D(1)) and
box counting (D(0)) dimensions by Jensen’s inequality)
then δ = 3 −D(2) must be a positive number when the
distribution is multifractal.
It is of interest to note the logarithmic dependence
of the dispersion σ2l on the coarse-graining scale. That
dispersion has been intensively studied in terms of the
single-point density which asymptotically gives rise to
σ2l0 , see e. g. [10, 21]. However, these studies did not
consider the dependence of the dispersion on the resolu-
tion’s scale, with exception of [21]. Indeed, the logarith-
mic dependence of σ2l0 on l0 is quite slow and it was not
detected. In the passage from 2563 grid to 10243 consid-
ered in [21] the dispersion changes only by about twenty
per cent which is the probable reason for why the depen-
dence was not observed previously. We stress that these
properties of σ2l0 apply only in the case where the density
is multifractal which is the regime of supercritical Mach
numbers larger than Macr ∼ 7, see below. Thus there is
no contradiction with previous studies that examined σ2l0
at smaller Ma.
Returning now to Eqs. (86)-(88), the fractal dimen-
sions may be conveniently expressed in the following way:
D(k) = D˜(k) = 3− kδ
2
, k > 0. (90)
We consider the implication of the above relationship on
the HP and the Re´nyi dimensions. We observe that log-
normality of ρl with respect to the spatial averaging im-
plies also lognormality with respect to the mass-weighted
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averaging weighted by the coarse-grained density ρl. In-
deed, using Eq. (84) we find [71],
P˜l(s) ≡
∫
δ(ln ρl(x)− s)ρl(x)dx = exp(s)Pl(s)
=
1√
2piσ2l
exp
(
− (s+ 〈sl〉)
2
2σ2l
)
, (91)
where we used 〈sl〉 = −σ2l /2. Using the definition of
D(k) in Eq. (71) we have from Eq. (90),
〈
ρk−1l ρ
〉 ∼ (L
l
)k(k−1)δ/2
. (92)
This implies that,∫
δ(ln ρl(x)−s)ρ(x)dx∼ 1√
2piσ2l
exp
(
− (s+〈sl〉)
2
2σ2l
)
.(93)
Thus in accord with Eq. (81) at l0 = l we find that
D(k) = D˜(k) implies that,∫
δ(ln ρl(x)− s)ρ(x)dx ∼
∫
δ(ln ρl(x)− s)ρl(x)dx.
This consideration raises the question whether the
asymptotic equality in Eq. (93) can be replaced by ap-
proximate equality, that is if ρl is lognormal not only with
respect to the spatial average with weight dx but also
with respect to the mass-weighted average with weight
ρ(x)dx. This question is relevant because log-normality
in cascade model would hold for mass-weighted and not
space-weighted average. This question is left for future
work.
A. Correcting phenomenology of compressible
turbulence
A main problem of the currently existing phenomenol-
ogy of supersonic turbulence is that scaling of the density
is described with only one scaling exponent, cf. the In-
troduction. Thus the density is assumed to be fractal
and not multifractal. This causes problems in the agree-
ment with the data as inspection of [10] reveals. The au-
thors considered the fit of the phenomenology with the
observed scalings of the first and second order structure
functions. They saw that the density scaling exponent
that must be constant in the phenomenological theory
differs for these orders by forty per cent. If we con-
sider also the data brought for the third order structure
function we find the variation of already about one hun-
dred per cent. Thus the correction of the phenomenology
for multifractality seems necessary. Here we demonstrate
difficulties in this correction.
We use consideration similar to [10]. It was assumed
in accord with the observations that ρ1/3v has behavior
similar to the velocity of incompressible turbulence,〈
|ρ1/3(r)u(r)− ρ1/3(0)u(0)|p
〉
∼ rp/3, (94)
where the intermitency corrections are assumed to be
small. The issue is how given the above formula and the
scaling of the density described by Eq. (89) we can infer
the scaling exponents of the velocity. The straightfor-
ward approach of considering
〈|u(r+l)−u(r)|p〉∼
〈|ρ1/3(r)u(r)−ρ1/3(0)u(0)|p〉〈
ρ
p/3
l
〉 ,(95)
is invalid. Indeed this would produce Kolmogorov scal-
ing of the third order structure function on setting p = 3.
That scaling is at significant variance with the observa-
tions [10]. We leave the question of how the phenomenol-
ogy must be corrected for future work.
B. Breakdown of lognormal approximation
The linear dependence of the fractal dimensions on the
order, given by Eq. (90), gives wrong prediction of nega-
tive D(k) at large k. The contradiction with the demand
that D(k) ≥ 0 is caused by the use of lognormal dis-
tribution beyond the domain of its applicability. High
order moments of the mass are determined by the opti-
mal fluctuation where the flow produces as large mass ml
in a ball of radius l as possible, which is mass of order
one, see [35, 47, 108]. This can be seen by consider-
ing which spatial regions determine the space average of〈
mkl
〉
at k as large as we wish. We observe that there
are rare regions in space where ml reaches the maximal
possible value. These regions are formed when the mass
is compressed from all sides from the correlation length
L inside l giving ml ∼ 1 (the total mass of the system is
one and we assume here that L is comparable with the
system size. If the system size is much larger than L the
conclusion does not change). In these regions the den-
sity is increased by factor of (L/l)3 in comparison with
the average. When we consider larger k the contribu-
tion of these regions in
〈
mkl
〉
becomes more and more
pronounced until these regions become the regions that
define the moment. A straightforward way to see this is
to write 〈
mkl
〉
=
∫ 1
0
mkl P (ml)dml, (96)
where P (ml) is the PDF of ml and we stress that ml has
a limited domain of variation. This way of writing makes
it obvious that as k increases the integral becomes deter-
mined by the upper limit of integration. The probability
∼ P (ml = 1) of the optimal fluctuation where mass of
order one is compressed into the ball of radius l is not
describable by the lognormal distribution. It corresponds
to large deviations that form the right tail of the PDF of
ln ρl. This breaks the lognormality assumption even in
the simpler case of concentration of tracers transported
by smooth weakly compressible flow [35, 108]. The in-
consistency of lognormal approximation to multifractal-
ity for high-order moments was stressed in [81].
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Other consequence of Eq. (90) is the equality of the
box counting dimension D(0) to the full spatial dimen-
sion three. The equality of spatial and box counting
dimensions was observed previously [41, 92, 108, 112].
It is plausible that D(0) = 3 holds also for other non-
isothermal types of compressible turbulence, see [108].
We conclude that D(k) at large k are determined by
the non-lognormal right tail of the PDF of ln ρl, respec-
tively. The actual range of k where Eq. (90) is valid
must be determined numerically. It is plausible that
this range includes k = 1 and k = 2. Indeed, D(1)
is determined by typical events (see the previous Sec-
tion) that determine the peak of the lognormal distribu-
tion. The mass moment that determines D(2) is deter-
mined by the right portion of the distribution of sl which
is well-described by lognormal distribution at relevant
Mach numbers [10]. We conclude that the information
dimension obeys D(1) = 3− δ/2.
We remark that the last formula must be taken with
reservation. It is found that k, starting from which
〈mkl 〉 and D(k) are determined by the optimal fluctu-
ation, does not need to be large due to intermittency.
For the solution of a two-dimensional smooth system
(which does not differ in the considered aspect much from
our rough case) presented in [35] the correlation dimen-
sion D(2) can be determined by the optimal fluctuation.
Then the log-normal approximation for D(k) given by
Eq. (90) cannot be used for connecting D(1) and D(2)
and D(1) = 3 − δ/2 does not hold. It is thus highly
relevant for the future (numerical) studies to be able to
address the k−dependence of D(k) and test Eq. (90).
C. Consistency with literature
Our derivation in this Section provides a rigorous con-
nection between the spectrum of the density and multi-
fractality. We compare this result with literature in the
field.
The density spectrum E(k) in the supersonic inertial
range of wavenumbers obeys a power-law kδ−1 which is
cut off at η−1. The exponent δ is an increasing func-
tion of Ma [21, 68]. It crosses zero from below [10, 21]
at a critical Mach number Macr ∼ 6 − 8. The crossing
produces a qualitative change of behavior of the average
squared density
∫∞
0
E(k)dk. At Ma < Macr the integral∫∞
0
E(k)dk is determined by wavenumbers of the order
of L−1 staying finite in the limit η → 0. In contrast, at
Ma > Macr the integral is determined by wavenumbers
of order η−1  L−1 and the average squared density is
infinite at η → 0. This gives description of the transi-
tion to multifractality. The density at Ma < Macr is a
large-scale non-fractal field whose pair correlation func-
tion is constant in the inertial range. Second moment of
density difference at points separated by a distance r in
the inertial range scales as r|δ|. In contrast, density at
Ma > Macr is a small-scale field which pair-correlation
function proportional to r−δ grows downscales until the
cut off at η. Density dispersion is determined by spatial
fluctuations with scale η and diverges in the limit η → 0.
The statistics is multifractal in the inertial range above
η with 3− δ called the correlation dimension.
The current description of this transition to multifrac-
tality in the literature is misleading.
It was observed in [10] that the information dimension
D(1) is smaller than three at δ < 0. Since the correlation
dimension must be smaller than the information dimen-
sion, see [49] and Sec. VI, then this observation implies
D(2) < 3 at δ < 0. This is in contradiction with the
paragraph above that gives D(2) = min[3, 3 − δ]. This
contradiction and the paragraph above hold irrespective
of the validity of lognormality. However since lognormal-
ity is obeyed in the considered simulations then there
is also contradiction with the formula D(1) = 3 − δ/2.
One reason for the discrepancy could be the incomplete
resolution of δ: it was found to be resolution-dependent
where the sign of δ depends on the resolution. The other
reason seems to be the consequence of non-rigorous pro-
cedure used in determining D(1) that employed the fol-
lowing definition:
D(1) = D˜(1) = lim
l→0
∫
lnml(x)ρl0(x)dx
ln(l/L)
, (97)
where l0 is the resolution scale. The procedure for calcu-
lating the integral in the above definition used only points
x where the density ρl0(x) is higher or equal to half the
maximal density in the considered snapshot (with further
time averaging). These points were identified as belong-
ing to the multifractal. The rationale for this procedure
is not obvious.
It was proposed in [21] that transition to fractality oc-
curs when δ crosses minus one and not zero. However the
k−2 spectrum corresponding to δ = −1 describes linear
scaling of the squared density difference with separation.
This can be the case of a passive scalar in incompressible
flow [3] or Burgers turbulence [105] both of which are not
fractal. However as we stressed, for 0 > δ > −1 the aver-
age squared density
∫
E(k)dk is finite at η → 0 and this
cannot be so for a singular fractal distribution. More-
over this reference proposed that “the” fractal dimension,
which is probably the information dimension, is 5/2−δ/2
that differs from Eq. (90). The proposed heuristic deriva-
tion does not consider the fluctuations of the scaling ex-
ponents of the mass ml with l in space. Consequently
there are differences in the prediction for the limiting in-
formation dimension at Ma = ∞. In that limit E(k)
becomes a constant, corresponding to δ = 1. The predic-
tion for the limiting dimension from Eq. (90) would be
5/2 and not 2 proposed in [21]. However our prediction
for the limiting dimension must be taken with a reserva-
tion. It is probable from the indication of lognormality
breakdown at higher Ma in [21] that at Ma→∞ lognor-
mality breaks down and a reconsideration of Eq. (90) is
needed.
The considerations descibed above apply only in the
case where the density is multifractal which is the regime
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of supercritical Mach numbers larger than Macr ∼ 7, see
below. We see that all D(k) describable by Eq. (90) are
uniformly smaller than three at δ > 0. This is not nec-
essarily so: in fact, moments of mass of different orders
may transit to multifractal behavior at different critical
Mach numbers. This could be the case of D(k) with large
k−s that are not describable by the lognormal distribu-
tion. For instance dimensions of moderate orders could
still be three when the high k moments of the mass are
already determined by the optimal fluctuation produc-
ing D(k) < 3. Thus the critical Mach number for which
D(k) becomes smaller than three could depend on k. The
study of these questions is beyond our scope here.
VIII. CASCADE AND TRANSITION TO
MULTIFRACTALITY
In this Section we apply the cascade model developed
in the previous Section to the steady state statistics.
A. Cascade model for correlation functions
We consider the representation of the pair-correlation
function given by Eq. (23). We demonstrate that for f(r)
to obey a power law, which is the case of the multifractal
phase of the concentration, the scalings of the compress-
ible and solenoidal components of velocity must coincide.
This is in accord with previous considerations.
We designate the turnover time of eddies of size r by
tr. We observe that the trajectories q(t, r)) and q(t, 0)
in Eq. (23) diverge backward in time by distance L in
characteristic time tL. Beyond this time w(t, q(t, r)) and
w(t, q(t, 0)) become decorrelated so the contribution of
times t < −tL is negligible. As a result the lower inte-
gral limit in Eq. (23) may be replaced by −tL. Then we
represent the exponent as sum of contributions of time
intervals during which the scale depletes by a factor of e
(or any other factor of order one),
f(r)≈
〈
exp
(
−
N+1∑
i=1
∫ ti
ti−1
[w(t, q(t, r))+w(t, q(t, 0))] dt
)〉
,
where N = ln(L/r) and ti = −tL/ei . We set tN+1 = 0.
The contribution of the i−th interval is determined by
eddies of size Le−(i−1) and can be considered indepen-
dent of the other intervals because of the approximate
independence of eddies with very different size (locality
of interactions) [34]. We find,
f(r)∼
N+1∏
i=1
〈
exp
(
−
∫ ti
ti−1
[w(t, q(t, r))+w(t, q(t, 0))] dt
)〉
,
This formula manifests the cascade like formation of pair
correlations [34]. It is readily seen now that we need
to assume that all the terms in the exponents are i-
independent in order to obtain a scaling law for the pair
correlation. This independence indeed occurs only if the
scalings of the compressible and solenoidal components
are the same: both t−1i as well as the divergence in that
time interval are then estimated as δvr/r where δvr is the
characteristic velocity difference at scale r, cf. the previ-
ous Section. Designating therefore the positive average
of the i−th term by exp(β) we find (N + 1 ≈ N),
f(r) ∼ exp(Nβ) =
(
L
r
)β
. (98)
Thus the correlation dimension of the concentration,
namely, 3 − β obeys β = ln 〈exp(2κ)〉 where the ran-
dom variable κ˜ is the product of tr and the fluctuat-
ing divergence wr at scale r which is assumed to have
r−independent PDF. This variable is equivalent of κl in
Eq. (55).
Finding f(r = l) is equivalent to the knowledge of
the dispersion of the coarse-grained concentration nl,
see Eq. (80) at k = 1. Thus the above consider-
ation establishes the cascade model representation of
〈n2l 〉. Similar considerations hold for the moments of nr
with higher integer order. The moment of order k is
found by integration of the k−point correlation function
fk = 〈n(r1)n(r2) . . . n(rk)〉 that obeys,
fk=
〈
exp
(
−
k∑
i=1
∫ 0
−∞
w(t, q(t, ri))dt
)〉
.
generalizing Eq. (23). We find that similarly to f(r) we
can asymptotically cut the integrals at the time −tkL at
which the distances |q(t, ri) − q(t, rl)| become equal to
L. This brings the corresponding cascade representation
of the k−th moment of nl.
B. Cascade model of natural measure
We construct the cascade model representation for
nl(x) which contains more information than only the in-
teger moments considered above. Our starting point is
the representation nl ∼ Vl(t∗)/(4pil3/3) introduced at the
end of Sec. V. Here the asymptotic equality must be un-
derstood in the sense that the scaling of both sizes of the
equation in l is identical. This representation assumes
that the growth of the volume Vl(t) backward in time
can be characterized by a single length scale l(t) giving
the overall size of the volume. It is assumed that the
growth effectively stops when l(t) is of order L so there
is no secondary growth after l(t) growing backward in
time exceeds L. This reasonable assumption agrees with
the consideration of integer moments of nl(x) above and
can be further argued for by using the Green function
representation of n(t,x). Then the cascade model for
creation of fluctuations of nl(x) is obtained from the cas-
cade model of the volume growth introduced at the end
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of Sec. V. We find using Eq. (56),
ql = lnnl ∼ ln Vl(−t∗)
4pil3/3
=
Nl∑
i=1
κi, (99)
where the number of cascade steps Nl is determined by
setting l(t) = L in Eq. (57). In accord with the discus-
sion at the end of Sec. V we can disregard the fluctua-
tions of p which gives l 〈p〉Nl = L. Thus ql is a sum of a
large number Nl = log〈p〉(L/l) of identically distributed
independent random variables. We stress [34] that this
does not necessarily imply lognormality but only a large
deviations form, namely, Pl(q) ∼ exp (−NlH(q)) of the
probability density function (PDF) Pl(q) of ql. The non-
negative convex large deviations functionH(q), similar to
the entropy of statistical physics, has a unique minimum
of zero at q = 〈ql〉. Since Nl  1 then Pl(q) is sharply
peaked at q = 〈ql〉. The moments of ql of not high order
are determined by the region near the peak and can be
obtained by using quadratic expansion of H(q) near the
minimum [34]. This reproduces the central limit theo-
rem. In contrast, the high-order moments are determined
by the tail of the distribution and cannot be described
by the Gaussian peak. Correspondingly the moments
of the coarse-grained concentration nl = exp(ql) are not
determined by the minimum because of exponentiation
that includes the high-order moments. Thus nl = exp(ql)
cannot be described by lognormal distribution [34]. We
rather have from Eq. (99)
〈nkl 〉 = 〈exp(kκ)〉log〈p〉(L/l) =
(
L
l
)log〈p〉〈exp(kκ)〉
.(100)
The scaling exponents of 〈nkl 〉 depend on k non-linearly
which is the benchmark of the multifractal behavior. The
exponent log〈p〉〈exp(kκ)〉 divided by k − 1 gives the di-
mension deficit 3−D(k), see Eq. (77). The cascade model
tells that multifractality arises because of fluctuations of
concentration increase factor in one step exp(κ).
Construction of the cascade model above used evolu-
tion of trajectories backwards in time since it is this evo-
lution that determines the concentration [47]. The more
traditional forward in time form is obtained by time re-
versal of the previous consideration. Fluctuations of the
concentration at scale l are formed by compression of a
blob of tracers whose initial size is of the order of the
integral scale L of the turbulence. Initial concentration
inside the blob is roughly the average concentration 〈n〉.
Transport of the particles leads to the fragmentation of
the blob by a sequence of steps each of which decreases
the characteristic length by a factor of p > 1. Different
steps are determined by eddies with significantly different
scales and can be considered independent. The continu-
ity equation implies that the increase factor of concen-
tration in one step is exp (τlwl) = exp(κl) where wl is the
coarse-grained divergence. The rest of the consideration
is straightforward.
The above conclusions rely on the assumption that the
concentration’s reaction on the flow is negligible. That
assumption, of course, does not hold for the fluid den-
sity, which back reacts on the fluid velocity in a signifi-
cant manner. Still the cascade model developed here for
the passive concentration can be to some extent trans-
ferrable to the active fluid density in the isothermal case.
The reason that this is possible despite the density’s back
reaction on the transporting velocity is that the force per
unit mass exerted by the fluid pressure is proportional to
gradient of the density logarithm, which is independent
of the magnitude of the density, cf. [38, 72]. We ob-
serve that this view of formation of inhomogeneities is
quite different from the model of superposition of many
shocks used for the density [38, 72, 74]. This demands
further studies. Though the consideration of the last two
Sections is quite qualitative, it provides a more consis-
tent derivation of the cascade representation than used
usually in turbulence [34]. In what follows, these consid-
erations are confirmed quantitatively.
IX. MULTIFRACTALITY OF TRACERS:
MARKOV PROPERTY AND ZERO MODES
Unless the equality of density and concentration, if
true, is proved we have more knowledge of the statistics
of active fluid density than of passive concentration in the
multifractal phase. The density in isothermal turbulence
is lognormal and no fact of similar simplicity holds for
the concentration. The lognormality of the statistics of
the concentration corresponds to neglecting higher than
quadratic terms in the cumulant expansion of N−point
correlation function, see Eq. (24) and [92], that would
not hold usually. In this Section we study pair correla-
tions of tracers and present theoretical reasons for the
breakdown of lognormality.
A. Pair correlations
We study the pair correlation function f(r) =
〈n(0)n(r)〉 that gives the concentration spectrum Ec(k),
Ec(k) = 4pik
2
∫
exp (−ik · r) f(r)dr. (101)
If anisotropy is relevant then averaging over directions of
k must be introduced in the RHS. The pair-correlation
function f(r) equals 〈n〉2 times the radial distribution
function (RDF) g(r), see Appendix B. The RDF gives
the probability of having two tracer particles separated
by r in the steady state,
g(r) = lim
t→∞P (r, r
′, t). (102)
Here P (r, r′, t) is the PDF of the distance between two
tracers transported by turbulence given that the initial
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distance is r′
P (r, r′, t) = 〈δ(q(t,x1 + r′)− q(t,x1)− r)〉 , (103)
where the average is independent of x1 by spatial homo-
geneity. Here and below the angular brackets stand for
averaging over the statistics of the flow and at t = 0:
P (r, r′, 0) = δ(r′ − r). (104)
The equivalence of time averaging and averaging over
realizations of the flow is demonstrated in Appendix B
where further details on definitions of f(r) and g(r) can
be found. Below we do not distinguish g(r) and f(r)
working in units with 〈n〉 = 1.
We consider the time evolution of the distance between
two tracers in Eq. (103). Typically the particles initially
separate by distance of order of the size of the vessel
which can be L or larger. Then the particles perform oc-
casional rare excursions to distances in the inertial range.
The accumulation of statistics of these excursions forms
f(r). This way of obtaining the RDF is inconvenient for
the study because it involves besides the transport in the
inertial range also the transport on the scale of the whole
vessel. Below we describe how the properties of f(r) can
by studied using only the inertial range statistics.
We derive local stationarity condition on f(r) in the
supersonic inertial range r  L. We observe that the
Chapman-Kolmogorov equation is approximately true,
P (r, r′, t1 + t) ≈
∫
P (r, r′′, t)P (r′′, r′, t1)dr′′,
tr  t . tL, t1 →∞, (105)
where tr is the turnover time of eddies with size r. For
proving this we write,
P (r, r′, t1+t)=〈δ(q(t1+t,x1+r′)−q(t1+t,x1)−r)〉
=
∫
〈δ(q(t1 + t,x1 + r′)− q(t1 + t,x1)− r)
δ(q(t1,x1 + r
′)− q(t1,x1)− r′′)〉 dr′′. (106)
We consider increasing t at fixed large t1 (we’ll take
t1 → ∞ eventually). For flow fluctuations that created
r(t1 + t) = r the value of r(t1) increases with t. Indeed,
the particles are most of the time separated by the dis-
tance of order one (size of the vessel) and we consider
events where at some time before t1 + t the particles
started to approach each other for reaching the distance
r  L at the moment of observation. The decrease of dis-
tance from ∼ L to r occurs by a cascade of (on average)
contraction events. Qualitatively the distance decreases
from L to L/2 due to transport by eddy of size L, then
from L/2 to L/4 by transport by eddy of size L/2 and
then this process continues until r  L is reached. The
eddies at the different steps of the cascade are indepen-
dent because of locality of interactions. Thus if we take
t much larger than the eddy turnover time of eddies of
scale r then we can assume approximate independence
of the degrees of freedom of the flow that form r(t1 + t)
and r(t): the dependence comes only through eddies of
size of order r(t) that are correlated with r(t) and de-
termine the first step of the cascade process. Thus r(t)
on large time-scales is approximately Markovian and we
find Eq. (105) by performing independent averaging of
the δ−functions on the RHS of Eq. (106). We find the
stationarity condition,
f(r) ≈
∫
P (r, r′, t)f(r′)dr′, tr  t tL, (107)
where we used Eq. (102). This condition was found pre-
viously in [76] for the white-noise model (considered be-
low) where the Markov property holds exactly due to zero
correlation time. This condition holds also in the smooth
chaotic systems for r in the smoothness (viscous) range
of the flow [35, 82].
Keeping in mind the condition given by Eq. (104), the
stationarity condition given by Eq. (107) has a power law
solution f(r) ∝ r−β ,∫
P (r, r′, t)r′−βdr′ = r−β , (108)
that holds at not too large times so that the characteristic
value of r′ that determines the integral belongs to the
inertial range, see Eq. (107). For incompressible flow the
PDF P (r, r′, t) is normalized not only with respect to r
but also with respect to r′ (the operator is Hermitian)
so that uniform distribution with β = 0 is a solution.
For compressible flow
∫
P (r, r′, t)dr′ differs from one and
β 6= 0. Assuming now isotropy of small-scale turbulence
that holds when the inertial range is appropriately large,
averaging of Eq. (107) over the directions of r yields,
f(r) ≈ 4pi
∫ ∞
0
P˜ (r, r′, t)f(r′)r′2dr′, (109)
where we denoted the angle-averaged P (r, r′, t) by
P˜ (r, r′, t), using the fact that it is independent of the
direction of r′ due to isotropy [76]. This condition is
compatible with the power-law solution f(r) ∝ r−β pro-
vided that P˜ (r, r′, t) has a proper scaling dependence on
its arguments. This scaling dependence holds only when
the scalings of the compressible and solenoidal compo-
nents of the flow coincide, see the previous Section and
study of the model below, that is for Ma > Mas. We
thus have,
r−β ≈ 4pi
∫ ∞
0
P˜ (r, r′, t)r′2−βdr′. (110)
This generalizes the condition on the scaling exponent
of the pair-correlation function for smooth chaotic sys-
tems [82] to our case of non-smooth rough velocity in the
inertial range. We briefly sketch the derivation of the
condition in the smooth case.
We start with Eq. (109) that holds also in the smooth
case. In this case smoothness implies that r(t) = W (t)r′
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where W (t) is the Jacobi matrix [3]. We find that P˜ =
P˜ (r, r′, t) obeys,
P˜ =
∫
drˆ
4pi
〈δ (rrˆ−W (t)r′)〉=
〈
δ(r|W (t)rˆ′|−1−r′)
4pir′2|W (t)rˆ′|3
〉
.
We find that f(r) ∼ r−β solves Eq. (109) provided the
β − 3th moment of the distance between the particles〈
rβ−3(t)
〉
is conserved. This condition was derived in
[82], the simplicity of finding the correlation dimension
3 − β in comparison with other fractal dimensions was
stressed in [40]. In the inertial range we cannot make sim-
ilar angle averaging that would allow rewriting Eq. (108)
in terms of conserved moment of r(t). In fact, we demon-
strate that in our case
〈
rβ−3(t)
〉
is not conserved - it is
rather divergent. We observe that the characteristic time
of reaching r from initial distance r′  r is independent
of r. This is because of acceleration of the cascade: the
total duration of the cascade process is of order of dura-
tion of the first step when the distance changes from r′
to r′/2 that is the turnover time of eddies with size r′.
Hence r′ determining the integral in Eq. (109) is inde-
pendent of r: it is determined by the condition tr′ ∼ t.
Taking t ∼ tL we find,
f(r) ∼ P (r, L, tL)L3, (111)
where we used that concentration at scale L decorrelates
so that f(L) is of order of squared mean concentration
which is one in our normalization. For self-similar flow
with identical (in reality close) scaling of compressible
and solenoidal components P˜ (r, r′, t) has power-law be-
havior P˜ (r, r′, t) ∼ r−β at small r, see concrete calcula-
tion for the model below. We find from Eq. (111),
f(r) =
(
L˜
r
)β
, r  L, (112)
where L˜ ∼ L so that the matching condition at r ∼ L
holds. In contrast, if the flow is not self-similar then
there is no power-law behavior and thus no multifractal-
ity. This supports that the transition to multifractality
happens at the critical Mach number Mas where the dif-
ference of scalings of the velocity components becomes
negligible. The value of Mas defined in this way depends
on the needed resolution of the exponents and the result-
ing power-law of f(r).
We conclude that the correlation codimension 3−β can
be obtained as small first argument asymptotic behavior
of P˜ (r, r′, t),
f(r)∝r−β , P˜ (r, r′, t)∝r−β ; r, r′L, t tL. (113)
This behavior is independent of r′ and holds also in the
limit r′ → 0, see the concrete calculation for the white-
noise model in the next Section. The limit r′ → 0 is
finite due to the explosive separation of trajectories in
the inertial range, see below and [76]. Thus P˜ (r, t) =
P˜ (r, 0, t) is the minimal object from which we can infer β.
For self-similar velocities P˜ (r, t) has self-similar evolution
with scaling variable determined by the counterpart of
the Richardson law for compressible turbulence.
It must be stressed that the non-triviality of Eq. (113)
is that we use here the asymptotic PDF in the iner-
tial range that depends on time t. The equation itself
is also true for long-time limit P (r, r′, t → ∞) how-
ever it is trivial there, see Eq. (102). We observe also
that since P˜ (r, r′, t) ∼ r−β at small r then 〈rβ−3〉 is
the moment with largest order that diverges: moments
of order larger that β − 3 are finite and moments with
smaller order diverge at zero argument. Very similar
statement holds for correlation dimension of attractors
of smooth systems [51]. The same moment determines
the correlation codimension in smooth chaotic flow where
〈rβ−3(t)〉 = rβ−3(t = 0) is the unique non-trivial con-
served moment of the inter-particle distance [82].
B. Anomalous scaling of higher order correlations
We observe from Eq. (107) that the pair correlation
function is invariant under the action of operator with
kernel P (r, r′, t). Thus it is similar to the so-called zero
mode [76]. Zero modes are statistically conserved func-
tions of the evolving spatial configuration of n particles.
They can have non-trivial scaling exponents, the fact that
provided the key to the understanding of anomalous scal-
ing of the passive scalar in incompressible turbulence,
see [93–96] and the review [3]. In the case of compress-
ible turbulence the zero modes are the reason for strong
breakdown of lognormality in the miltifractal regime,
cf. [35]. Lognormality property 〈n(r1)n(r2) . . . n(rn)〉 =∏
i>k 〈n(ri)n(rk)〉 entails the normal scaling of the n−th
order correlation function given by n/2 times the scaling
exponent of 〈n(0)n(r)〉. We say that the lognormality
is broken weakly if the equality 〈n(r1)n(r2) . . . n(rn)〉 =∏
i>k 〈n(ri)n(rk)〉 breaks down but the normal scaling
of the n−th order correlation function still holds. Strong
breakdown occurs when the scalings do not agree, the
case referred to in [3] as anomalous scaling.
The study of anomalous scaling involves considering
the stationarity condition on the higher-order correla-
tion function f(r1, . . . , rn) = 〈n(0)n(r1) . . . n(rn)〉. The
derivation proceeds similarly to the pair correlation. We
find that the (n+ 1)−point correlation function is deter-
mined by the joint PDF of the distances between n + 1
particles, that is the transition probability P (R,R′, t).
Here we introduced (R) = (r1, r2, . . . , rn) where ri is
the distance from i−th particle to “zeroth” particle, cf.
[76]. We find,
f(R) ≈
∫
P (R,R′′, t)f(R′′)dR′′, tr  t tL,(114)
which is direct generalization of Eq. (107). Thus
〈n(0)n(r1) . . . n(rn)〉 is the zero mode of the operator
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of Lagrangian evolution of distances between the par-
ticles P (R,R′′, t), cf. [76]. Inspection of the zero mode
mechanism of anomalous scaling of passive scalar in in-
compressible turbulence [3] reveals that normal scaling is
highly implausible. The problem of actual computation
of the exponents is formulated for a model in the next
Section.
X. USING THE MARKOV PROPERTY: THE
KRAICHNAN MODEL
In this Section we introduce the Kraichnan model of
the statistics of the flow velocity relying on the Markov
property derived in the previous Section. The purpose of
this model is to facilitate the investigation of the depen-
dence of the concentration statistics on the Mach num-
ber, both as determined by the ratio of the magnitude of
the compressible and solenoidal components and by the
difference of the scaling exponents of the components.
Moreover the model can be used for the consistent study
of anomalous scaling.
We observe that the Chapman-Kolmogorov equation
given by Eq. (105) can also be written for finite t1 since
all the used considerations apply. This time must be large
so that the decoupling in the product holds. However we
pick it not so large that P (r′′, r′, t1) in Eq. (105) can still
be considered as the inertial range quantity. The general
solution of the Chapman-Kolmogorov equation is,
P (r, r′, t) = exp(tLˆ)(r, r′), ∂tP = LˆP, t tr′ , (115)
where Lˆ is a time-independent linear operator. This
operator describes long-time transport of pairs of par-
ticles and it depends on the properties of turbulence
non-locally both in space and time. The direct study
of Lˆ is hardly possible. For approximations we can con-
sider this operator as a series in derivative operators. By
the Pawula theorem, for not developing negative transi-
tion probabilities P (r, r′, t), approximations of this series
must either stop at the second derivative terms or con-
tain an infinite number of terms [58]. We will consider
the most general second order approximation consistent
with the spatial homogeneity and isotropy. It will be
demonstrated in the next subsection that this approxi-
mation is a rigorous way of introducing eddy diffusivity.
The approximation is provided by the famous Kraichnan
model that helped the breakthrough in the undertsand-
ing of transport by incompressible turbulence, see [3] and
references therein. We use the formulation of [47]. The
flow u is assumed to be a Gaussian random field with
zero mean and pair-correlation function,
〈ui(t1,x1)uk(t2,x2)〉 = δ(t2 − t1) [V0δik −Kik(r)] ,(116)
where r = x2−x1. The most general form of Kik (obey-
ing Kik(r = 0) = 0) which is consistent with isotropy is
,
2Kik =
[
(r4u)′
r3
− c
]
r2δik −
[
(r2u)′
r
− c
]
rirk, (117)
where u and v are certain scalar functions of r. Here the
used white noise in time structure of the statistics is fixed
uniquely by the Markov property. The Gaussianity is not
a necessary assumption as long as the study is confined
to the pair correlations. Indeed, the increments of white
noise over small but finite time intervals are Gaussian
by the central limit theorem, cf. with the Gaussianity of
Langevin forces in the theory of Brownian motion and see
the Kramers-Moyal coefficients in [58]. The only assump-
tion that is introduced by the model is that in this model
Lˆ(r, r′) = ∇i∇kKik(r)δ(r− r′) where the operators act
to the right, see [47]. Thus the operator Lˆ is the most
general differential operator of the second order which is
consistent with conservation of probability and isotropy
(there could be also another term of ∇iu˜i(r)δ(r − r′)
however this term would correspond to a mean flow).
The tensor Kik(r) or equivalently the functions u(r)
and c(r) must be picked for best fitting of the data. For
instance the arguments of the previous Section demon-
strate that at small r the NS turbulence corresponding
to the multifractal phase of the tracers gives,
P (r, 0, t) ∼ const
rβ
, r → 0. (118)
This behavior is reproduced by the model described by
Eq. (116) with certain values of the constant in the nu-
merator and the exponent β in the denominator derived
from u(r) and c(r), see below. These values must be
gauged so that the above behavior is reproduced. More
information on how the functions u(r) and c(r) are fixed
can be found in Appendix C where the model is intro-
duced in detail. It is demonstrated there that u(r) is a
linear combination of the inverse Fourier transforms f(r)
and h(r) of effective solenoidal and potential spectral
functions. The functions f(k) and h(k) are not the spec-
tra of the solenoidal and potential components of turbu-
lence and their scalings differ from those of these spectra.
They are similar to spectrum in frequency-wavenumber
domain evaluated at zero frequency, see details in the
Appendix. On long time scales the model reproduces the
pair dispersion in the NS flow at least qualitatively. Fi-
nally the function c(r) is non-zero if and only if the flow
has finite compressibility. The correlation function of the
velocity divergence may therefore be calculated in terms
of the c(r), and is given by:
〈w(t,x)w(t′,x′)〉 = δ(t′ − t) (3c(r) + rc′(r)) , (119)
The functions c and r have regular Taylor expansion
in the viscous range. The sum of the Lyapunov ex-
ponents is given by Eq. (A5) which gives
∑3
i=1 λi =−(1/2) ∫ 〈w(0)w(t)〉dt = −3c(0)/2, see [47] for details.
Thus we must set c(0) = 0. However this would produce
zero single-point fluctuations of w(t,x), see Eq. (119).
The reason is that δ−function correlation cannot de-
scribe the zero-correlation time limit in the viscous
range: vanishing of
∫ 0
−∞〈w(0)w(t)〉dt and non-vanishing
of
∫ 0
−∞〈w(0)w(t)〉tdt considered at the end of Appendix
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A imply that 〈w(0)w(t)〉 has the behavior of δ′(t) not of
δ(t). Nevertheless as long as the model is used in the
inertial range only, it produces physically reasonable re-
sults. For r in the inertial range the δ(t) behavior is rea-
sonable because
∫ 〈wr(0)wr(t)〉dt is non-zero where wr is
coarse-grained over scale r. There are anti-correlations
of wr however they are not that restrictive. Moreover
we demonstrate that at least for the pair correlation of
the concentration the results are reasonable everywhere.
This can be understood by considering the model as a re-
sult of a suitable limit process with infinitesimal c(0) that
describe small inertia of tracers. We use below c(0) = 0.
A. Yaglom-type relation and eddy diffusivity
assumption
The Kraichnan model provides a consistent way for
resolving the ambiguity in the eddy diffusivity approxi-
mation that occurs due to compressibility. We start from
deriving an exact relation for the tracers concentration in
a Navier-Stokes (NS) turbulence. This is the counterpart
of Yaglom’s relation for scalar turbulence [3, 97]. Start-
ing with the stationarity condition ∂t〈n(x1)n(x2)〉 = 0,
after moving the time derivative under the average and
using Eq. (1) we find,
∇ · 〈(v(r)− v(0))n(0)n(r)〉 = 0, (120)
where r = x2−x1 and we used the statistics homogene-
ity. Using isotropy and regularity at zero we find,
〈(v(r)− v(0))n(0)n(r)〉 = 0. (121)
For Yaglom’s relation the RHS in Eq. (121) is a finite
constant and the scaling of the scalar in the inertial range
is found from that of the velocity by power counting. In
our case, however, the scaling of 〈n(0)n(r)〉 is determined
not by the absolute scaling of the velocity but rather by
the relative scalings and magnitudes of the compressible
and solenoidal components, see below.
We cannot decouple the velocity and the concentration
in Eq. (121) however it is plausible that similarly to the
passive scalar case [97] we can use the eddy diffusivity
approximation, at least qualitatively,
〈(v(r)−v(0))n(0)n(r)〉=−∇k (Kik(r)〈n(0)n(r)〉) ,(122)
where Kik(r) is the eddy diffusivity tensor that is taken
for fitting the data. In the Kraichnan model Eq. (122) is
exact with Kik given by Eqs. (116)-(117) as can be seen
from the equation on the pair correlation function [47].
We thus have from Eqs. (121)-(122),
Kik∇k ln〈n(0)n(r)〉 = −∇kKik. (123)
This equation becomes a first order ODE for 〈n(0)n(r)〉
upon the use of isotropy. Its solution is given by:
〈n(0)n(r)〉 = exp
[∫ ∞
r
c(r′)dr′
r′u(r′)
]
. (124)
This solution was presented in [47] where the flow with
non-zero sum of the Lyapunov exponents and divergent
〈n2〉 was considered. In our case c(0) = 0 guarantees
the regular behavior of 〈n(0)n(r)〉 at the origin where
the pair-correlation has a finite maximum. The behavior
in the inertial range depends on the magnitudes of scal-
ing exponents of the compressible component c(r) and
solenoidal component u(r). For Ma < Mas the scaling
exponent of c(r) in the inertial range is smaller than that
of the solenoidal component. For instance in the pseudo-
sound regime at small Mach numbers the spectrum of the
compressible component is proportional to k−3 which de-
cays much faster than the almost Kolmogorov spectrum
of the solenoidal component [66]. In this case and also
below the sonic scale at Ma > Mas we find from Eq. (124)
that 〈n(0)n(r)〉 is smoothly dependent on r. There is no
divergent power-law dependence that characterises mul-
tifractal distributions. In contrast, above the sonic scale
at Ma > Mas the scalings of c(r) and u(r) can be approx-
imated as identical. Then the ratio c(r)/u(r) is given by
the constant β in the inertial range where the notation
is used for consistency with the results of the previous
Sections. We therefore find,
〈n(0)n(r)〉 =
(
L˜
r
)β
,
c(r)
u(r)
≈ β, η  r  L,(125)
where L˜ is a cut-off scale of the order of the integral scale
L. Eq. (112) is thus recovered. It is remarkable that the
common scaling exponent of c(r) and u(r) drops from
〈n(0)n(r)〉. In contrast the relative magnitude β of the
compressible and solenoidal components determines the
scaling. Qualitative reasons for this are provided by the
cascade model presented in Section VIII.
B. Supercritical transport in Kraichnan model
We formulate the Kraichnan model of transport in the
supersonic inertial range at Ma > Mas. In that regime,
the solenoidal and potential components of the veloc-
ity are characterised by the same scaling exponent. We
therefore introduce in the inertial range u(r) = c′0r
ξ−2
and c(r) = c0r
ξ−2 where ξ, c′0 and c0 are constants [76],
2Kik=(c
′
0(2+ξ)−c0) rξδik+
[
c0
ξ
−c′0
]
ξrξ−2rirk. (126)
The scaling exponent ξ is chosen so that the condition
of modelling the NS turbulence given by Eq. (??) in Ap-
pendix C holds. Thus if the scaling exponent of the NS
velocity is α (so that the spectrum decays as k−1−2α)
then ξ = 1 + α, see the consideration after Eq. (C6).
The Kolmogorov value α = 1/3 corresponds therefore
to ξ = 4/3 and not ξ = 2/3, see [3]. Besides ξ the
model is characterized by another dimensionless parame-
ter, β = c0/c
′
0, see Eq. (125). Here the overall magnitude
of K determines a dimensionless time-scale τ = c′0t that
27
has no qualitative relevance and drops from the steady
state averages. Therefore, without loss of generality, we
set below c′0 = 1. Instead of β we can use the compress-
ibility degree P that is defined as the ratio of 〈(∇ · u)2〉
and
〈
(∇u)2〉 and is given by [76],
P = β
ξ [3 + ξ − β] , 0 ≤ P ≤ 1. (127)
Thus the model is determined by P and ξ both of which
can be modeled as monotonously growing functions of
Ma. The compressibility P grows from a certain finite
value at Mas to 1 at infinite Mach number. The exponent
ξ grows from some value larger than 4/3 at Mas up to
a value ξ∞ at Ma = ∞. The value of ξ∞ = 3/2 that
corresponds to k−2 spectrum of the Burgers equation is
a reasonable and widely accepted conjecture [98].
C. Clumping transition
The clumping transition has been invoked in [76] as an
important mechanism for the transition to multifractal-
ity. Within that scenario, increasing the Mach number
leads to a transition from a finite number of encounters
between a pair of particles to particles sticking to each
other with probability one. Here we briefly consider that
transition and demonstrate that it is not likely to occur
in NS compressible turbulence. In order to do that we
revert to Eq. (127) that yields:
β =
Pξ [3 + ξ]
1 + Pξ . (128)
As β represents the difference between the space dimen-
sion and the correlation dimension, it is necessarily a
growing function of Ma. That difference between the
space and the correlation dimensions, called dimension
deficit, grows linearly with the compressibility degree P
at small compressibility (this range is purely theoretical
since there are no cases of weakly compressible flows with
identical scalings of solenoidal and potential components
known to us. This situation would be highly interesting,
see Appendix D). For P > 3/ξ2 the value of β becomes
larger than three, which corresponds to negative corre-
lation dimension. For such values of β, namely bigger
than 3, the integral of the correlation function given by
Eq. (125) diverges at zero thus yielding an (unphysical)
infinite mass in an arbitrarily small ball. Thus the ex-
pression for the correlation function breaks down for P
above 3/ξ2. This signifies the clumping transition as two
tracers glue to each other at large times with probability
one. The PDF P (r, r0, t) in this case is a sum of a reg-
ular term and a δ(r) term whose amplitude grows from
zero at t = 0 to one at t =∞, see [76]. Correspondingly
the steady state correlation function is δ(r) in this case.
We saw previously that for compressible turbulence
the value of ξ is bounded from above by 3/2. The
resulting value of 3/ξ2 is larger than one so that the
range P > 3/ξ2 is unphysical. Thus assuming that the
Kraichnan model provides a realistic description of the
NS compressible turbulence leads to the conclusion that
no clumping transition occurs in that turbulence. We hy-
pothesize that this conclusion is true however complete
settling of this issue requires further studies. We finally
remark that in contrast to the clumping transition, the
infinite recurrence transition that is discussed in the next
two subsections may occur in NS turbulence.
D. PDF of the distance and pair correlations
We confirm Eq. (113) by direct calculation. In Kraich-
nan model P (r, r′, t) obeys the Fokker-Planck equation
[3, 76],
∂|τ |P = ∇i∇l (Kil(r)P ) , P (τ = 0) = δ(r − r′),(129)
where the evolution can be considered both for positive
and negative dimensionless time τ . This equation nec-
essarily has the same form as the evolution equation of
〈n(0)n(r)〉 provided in [47], cf. Eq. (107). The turbulent
diffusion operator ∇i∇lKil describes a power-law growth
of r(|τ |) in the inertial range,
d〈rk(|τ |)〉
d|τ | =
d
d|τ |
∫
rkP (r, r′, |τ |)dr =
∫
rkdr
∇i∇l (Kil(r)P ) = k (k + 1 + ξ − β) 〈rk+ξ−2〉, (130)
where we integrated by parts and employed Eqs. (79)
and (80) as well as the relationship:
Kil∇i∇lrk = krk+ξ−2 (k + 1 + ξ − β) (131)
that holds in the inertial range and is obtained by direct
calculation using Eq. (126). We find setting k = 2− ξ,
〈r2−ξ(τ)〉 = r2−ξ(0) + (2− ξ) (3− β) |τ |, (132)
which is the form that the Richardson law, given by
Eq. (45), takes in the Kraichnan model. As discussed
after Eq. (45), the separation r(τ) is independent of the
initial condition at times larger than r2−ξ(0). There the
power-law growth holds 〈r2−ξ(τ)〉 ≈ (2 − ξ) (3− β) |τ |.
Such a type of separation of trajectories that remains fi-
nite in the limit of zero r(0) is called explosive [76] in
order to distinguish them from the more usual chaotic
separation where r(t) = 0 at r(0) = 0. The explo-
sive separation is a characteristic property of the iner-
tial range separation by non-differentiable rough velocity
where roughness causes non-uniqueness of the trajecto-
ries.
Returning to Equation (129), it has a self-similar solu-
tion,
fs(r, τ)=
|τ |b0−1(2−ξ)2b0−1
4pirβΓ(1−b0) exp
(
− r
2−ξ
(2−ξ)2|τ |
)
,(133)
where b0 = (β − ξ − 1)/(2 − ξ) and we normalized the
solution so that
∫
f(r)dr = 1. This solution coincides
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with the finite limit P (r, r′ → 0, τ), see [76] and Ap-
pendix D. The solution is quite similar in properties to
the fundamental solution of the ordinary diffusion equa-
tion. In fact considering the dependence of the model on
ξ as a parameter that varies in the maximal allowed [3]
range 0 ≤ 0 < 2 we have that at ξ = 0 and β = 0 tur-
bulent diffusion reduces to the ordinary diffusion. The
above formula reduces then to the Green function of dif-
fusion equation. At finite ξ and β, as in ordinary dif-
fusion, fs(r, τ) describes the long-time asymptotic form
of P (r, r′, τ). Thus at large times the evolution of sep-
aration is self-similar giving 〈rn(|t|)〉 ∝ |t|n/(2−ξ). The
counterpart of the Richardson law is then 〈r2(|t|)〉 ∝
|t|2/(2−ξ).
We see from Eq. (133) that the scaling exponent of the
pair-correlation function of the concentration determines
the scaling of P (r, r′ → 0, τ) at small r in accord with
Eq. (113). The confirmation in the case of r′ 6= 0 is
more complex. It is provided in Appendix D along with
formula for the moments of the distance between two
tracers.
E. Infinite recurrence transition
We observe that at small compressibility P the pa-
rameter b is negative and the integral of P (r, r0 → 0, t)
over t converges at large times. Thus the particles col-
lide reaching r(t) = 0 at most a finite number of times,
cf. similar considerations for usual diffusion. However
as the compressibility increases, a transition occurs at
β = 1 + ξ or P = (1 + ξ)/(2ξ) and b becomes positive
for larger compressibilities. The time integral diverges
at large times so that particles will collide infinite num-
ber of times with probability one. This trapping effect
of compressibility discovered in [76] makes the behavior
of pairs of tracers qualitatively different from that in the
incompressible flow.
In contrast with the clumping transition, for the infi-
nite recurrence transition the Kraichnan model indicates
that this transition can occur in the NS turbulence. In-
deed, for 4/3 ≤ ξ ≤ 3/2 the value of P = (1 + ξ)/(2ξ) is
below one. Deciding whether the transition does occur
requires numerical studies.
F. Anomalous scaling and zero modes
Finally we comment on the scaling of higher order cor-
relation functions of the concentration that determine the
fractal dimensions of positive integer order. These func-
tions obey in the Kraichnan model a closed PDE: they
are zero modes of the operator
∑
nl∇rin∇rkl Kik(rn − rl)
where rn are the points in the correlation function [3, 35].
Zero modes provide known way of producing anomalous
scaling exponents, in our case non-trivial dependence of
D(k) on k, cf. the previous Section.
We examine the validity of this consideration outside
the Kraichnan model. We observe that similarly to our
study of the pair correlations we find that P (R,R′, t) in
Eq. (114) is given by exp(tLˆn)(R,R
′) with certain linear
operator Lˆn. In the Kraichnan model Lˆn reduces to lin-
ear combination of the pair-dispersion operators Lˆ. This
reduction would not hold for propagators P (R,R′, t) of
the NS flow. However the reduction introduced by the
Kraichnan model is similar to neglecting the intermit-
tency of the flow and it is valid qualitatively. The reason
is that the intermittency of the statistics of the trans-
ported quantity, tracers’ concentration in our case, is
much stronger than the intermittency of the transport-
ing velocity. For instance the difference of the scaling
exponent of the fourth order correlation function of the
concentration and twice the scaling exponent of the pair
correlation is finite even when the transporting velocity is
self-similar: the concentration is intermittent even when
the flow is not. This was found in the case of a passive
scalar transported by incompressible turbulence where
the scalar is not self-similar despite that the transport-
ing flow is a self-similar Gaussian flow with little struc-
ture [3]. The reason for this phenomenon, called anoma-
lous scaling, is the zero modes described in the previous
Section. These modes define the correlation functions
and have intrinsically anomalous scaling independently of
whether the velocity scaling is anomalous. The situation
seems similar in our case also though the detailed calcu-
lations are outside the scope of this paper. It must be
kept in mind though that for other questions the neglect
of intermittency could be not valid. For instance pair
dispersion in the Kraichnan model is self-similar however
intermittency of turbulence would cause breakdown of
this self-similarity.
G. Transition to multifractality in NS turbulence
We consider Eq. (124) at any Ma, not necessarily in
the multifractal phase. We find using the formula for
c/ru derived in Appendix C,
ln〈n(0)n(r)〉=
∫ 1
r/L˜
(b+1)(b+7)(a+7)Γ′r′∆−1dr′
8(b+7)+2(b+3)(a+7)Γ′r′∆
,(134)
where ∆ = (b− a)/2 is half the difference of decay expo-
nents b and a of the spectra of potential and solenoidal
components of velocity, respectively, and Γ′ is the ratio of
the magnitudes of potential and solenoidal components,
see details in Appendix C. The integration variable here
is the ratio of the scale and the upper cutoff scale L˜ which
is determined by the breakdown of scaling of c and u and
is of order of the integral scale L. This scale is L˜ in
Eq. (125).
Integration of Eq. (134) gives,
〈n(0)n(r)〉=
(
σ0 + 1
σ0 + (r/L˜)∆
)(b+1)(b+7)/(2(b+3)∆)
.(135)
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We introduced the dimensionless quantity σ0 = 4(b +
7)/ ((b+ 3)(a+ 7)Γ′). We have σ0 ∼ 1/Γ′ for physically
relevant values of a and b so σ0 characterizes the ratio of
the magnitudes of solenoidal and potential components.
The above equation is a concise prediction of the model
that holds at any Ma. In the limit of small Mach num-
bers we have σ0  1 and the pair-correlation function
is nearly constant at r  L. At Ma and ∆ of order
one where σ0 ∼ 1 the pair-correlation function has some
changes in the inertial range. The power law becomes
valid as the Mach number increases and ∆ becomes much
smaller than one. For the study of this limit it is useful
to rewrite the pair correlation function as,
ln〈n(0)n(r)〉= (b+1)(b+7)
2(b+3)∆
(136)
ln
2(b+3)(a+7)Γ′(r/L˜)∆
(
(L˜/r)∆ − 1
)
8(b+7)+2(b+3)(a+7)Γ′(r/L˜)∆
+ 1
 ,
This can be approximated for ∆ 1 as,
〈n(0)n(r)〉 ≈ exp
 β
∆
( L˜
r
)∆
− 1
 , (137)
with
β=
(a+7)(b+1)(b+7)Γ′
8(b+7)+2(b+3)(a+7)Γ′
. (138)
We see that Eq. (125) is a good approximation under the
condition ∆ ln(L˜/r) 1. These formulas can be used for
fitting the parameters of the model with the help of future
numerical data. Fig. 1 depicts the tracers pair correla-
tion function as obtained from the Kraichnan model, i.e.
Eq. (135) (blue line) as compared to the approximating
power low given by Eq. (125) (red line). It should be men-
tioned that Fig. 1 represents a valid picture only down
to the sonic length. As commented above, below that
scale the pair correlation function flattens significantly.
The pair correlation function according to Eq. (135) in
the small Mach number regime is shown in Fig. 2. As
expected, in that regime the concentration fluctuations
are small and close to a constant value over the inertial
range.
Thus we confirmed again that multifractality is ap-
proximate. This is because the density fluctuations are
created by the potential component of the velocity but
particles’ separation is determined by the complete ve-
locity. Strictly speaking, the multifractality holds only
when the scalings of the velocity components are identi-
cal.
XI. ACCELERATION OF FORMATION OF
PLANETESIMALS
Transition to multifractality implies strong increase of
the pair correlation function of concentration at small
FIG. 1: The tracers pair correlation function in the high Mach
number regime. rL = r/L˜
FIG. 2: The tracers pair correlation function in the low Mach
number regime as predicted by Eq. (135). rL = r/L˜
distances. The flow transport brings the tracers close
much more often than below the transition. This implies
a strong increase in the collision rate of particles above
the transition as we demonstrate in this Section. The
rate increases by a large parameter over a short interval
of Mach numbers where the pair correlation transitions
from the stretched exponential to the power-law form,
see Eq. (124). The physical system that we use for con-
sideration is formation of planetesimals.
We consider a model where formation of planetesimals
occurs due to coalescence of particles of dust. The parti-
cles are transported by the compressible turbulent flow of
a gas that is characterised by large Mach and Reynolds
numbers. The particles are assumed to have negligible
inertia and move as tracers.
The solution is assumed to be dilute. Thus we can ne-
glect the particles’ back reaction on the flow and consider
only binary collisions. Two dust particles of radii a1 and
a2 collide when their centers are at a distance a1 + a2
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from each other. Thus a1 + a2 is the effective interac-
tion radius of the particles. We assume that the collision
leads to coalescence with probability P12 that depends
on ai. This probability characterizes short-range inter-
actions and is the counterpart of the collision efficiency
in the similar problem of coalescence of droplets in rain
formation [103]. The rate of coalescence per unit vol-
ume γ12 of dust particles of radii a1 and a2 is given by
[103, 104],
γ12 =−P12
∫
wr<0,r=a1+a2
dS 〈n2(0)n1(r)wr(r)〉 ,(139)
where ni is the concentration of the particles with radius
ai and wr(r) = vr(r) − vr(0) is the radial component
of the velocity difference of the colliding particles. The
integral above is over that part of the surface of the ball
of radius a1 + a2 on which wr < 0. This condition en-
sures that the particles approach and not separate. The
angular brackets stand for the spatial averaging. We can
simplify Eq. (139) employing the continuity equation,
∂tni +∇ · (niv) = 0, (140)
where i = 1, 2. Using the same steps taken for deriving
Eq. (120) we find,
∇ · 〈n2(0)n1(r) (v1(r)− v2(0))〉 = 0. (141)
Finally, we find by integrating over the volume of the ball
with radius a1+a2 and using the divergence theorem, the
following constraint:∫
〈n2(0)n1(r)wr〉dS = 0. (142)
Thus we can write Eq. (139) in the form,
γ =
P12
2
∫
r=a1+a2
dS〈n2(0)n1(r) |wr|〉, (143)
The derivation of similar identity in incompressible
isotropic case was done in [104]. This way of rewriting
γ12 is useful because averaging conditioned on sign of wr
is more difficult.
We observe from the cascade picture of the formation
of fluctuations of the concentration that for r in the in-
ertial range 〈n2(0)n1(r)〉 is determined by many steps of
the cascade and only the last step is correlated with wr.
Thus, neglecting one step in comparison with many, we
can perform independent averaging, 〈n2(0)n1(r) |wr|〉 =
S(r) 〈n2(0)n1(r)〉, where S(r) = 〈|wr(r)|〉. Invoking
isotropy, we find:
γ12 =2piP12(a1+a2)
2S(a1+a2) 〈n2(0)n1(a1+a2)〉 .(144)
The structure function S(r) changes smoothly at the
transition to multifractality (at the transition the scal-
ing exponents of solenoidal and potential components
of the velocity become similar which does not bring a
strong change of S(r)). Thus we can concentrate on the
change of γ12 due to 〈n2(0)n1(a1 + a2)〉. In the multi-
fractal phase this is given simply by,
〈n2(0)n1(a1 + a2)〉 = 〈n1〉〈n2〉
(
L
a1 + a2
)3−Dt(2)
,(145)
where Dt(2) is the correlation dimension of the multi-
fractal formed by the tracers. We remark that particles
with different ai are identically moving tracers so the
probability of finding another particle at fixed distance r
from a given particle is independent of the particle radii
ai. The above formula assumes that a1 + a2 belongs in
the supersonic inertial range that is larger than the sonic
scale ls but smaller than L. In this case at the transition
γ12 is increased by the factor of (L/(a1 + a2))
3−Dt(2).
A. Pair correlations and collisions below the sonic
scale
It is probable that in many applications the case of col-
liding particles with a1 + a2 < ls would be relevant. The
description of the collision rate in this case requires the
knowledge of the pair-correlation function of the concen-
tration below η. Turbulence below η is either dissipative
or it has a small Mach number. In both cases the fluctu-
ations of the density stop increasing below η resulting in
the flattening of the correlation functions at r < η,
〈n(0)n(r)〉 ∼ 〈n〉2
(
L
η
)3−Dt(2)
,
〈ρ(0)ρ(r)〉 ∼
(
L
η
)3−D(2)
. (146)
This can be confirmed for the Kraichnan model using
Eq. (124). Correspondingly we find for the correlation
function in the rate of collisions,
〈n2(0)n1(a1 + a2)〉 ∼ 〈n1〉〈n2〉
(
L
η
)3−Dt(2)
. (147)
Thus the smaller the interaction radius of the colliding
particles, the larger the increase of the collision kernel is
up to a1 +a2 = η. The increase factor for smaller a1 +a2
is size-independent.
Finally we remark the total collision rate is given by
summing over the rates of collisions of particles with all
radii combinations a1 and a2.
XII. CONCLUSIONS AND OPEN QUESTIONS
The main goal of the current work was to shed light
on the complex behaviour of compressible turbulent flow
and in particular on the mass density of the fluid and
the concentration of passive tracer particles. As a result,
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the following issues and fundamental problems have been
addressed and solved.
We raised the fundamental question of possible differ-
ence of the active fluid density and passive tracer con-
centration in the steady state. We demonstrated that
despite that the fluid density and the concentration of
tracers obey the same continuity equation the proof of
their equality is elusive. There is no uniqueness of the
steady state solution and mixing of the fluid density may
fail due to the possibility of self-organization of the fluid
density in a state that is stabilized by the interaction
with the flow. The same state could be unstable for the
concentration. We reminded of other cases in the fluid
mechanics where the instability causes the active and
passive scalars to differ in the steady state. We demon-
strate that the current numerical data, though inconclu-
sive, seems to indicate that the fields differ. We provided
a number of testable predictions that will help to resolve
the question unequivocally. These are rigorous and semi-
rigorous results on the density and the concentration that
are valuable independently of the fields’ equality.
We traced the origin of the multifractality of the con-
centration to the increasing self-similarity of the flow at
increasing Mach number due to the approach of the scal-
ings of the solenoidal and potential components of the
flow. It was demonstrated that the concentration’s tran-
sition to multifractality is smooth. Detailed description
of the turbulent transport was provided with the help
of the Kraichnan model of turbulence whose parameters
were related to the actual properties of the NS turbu-
lence.
We provided formula for the fractal dimensions of
the density of isothermal compressible turbulence. We
demonstrated that the high-order dimensions are deter-
mined by rare events that correspond to the tails of the
density distribution and are not describable by the log-
normal distribution.
Multifractality is a form of clustering which appears at
increasing compressibility of the flow due to the increas-
ing tendency of the Lagrangian trajectories to cluster in
regions with negative divergence. This tendency would
lead to exactly multifractal distribution of tracers if the
scalings of the solenoidal and potential components of the
velocity were identical. However the scalings approach a
common value only asymptotically with increasing the
Mach number. The difference 2∆ of the decay expo-
nents of the spectra of potential and solenoidal compo-
nents is of order one at Ma < 1. It decreases as Ma
increases: for instance the difference is about five per
cent at Ma = 6 in the case of [10]. We derived the pair-
correlation function of concentration for the general case
∆ 6= 0 and demonstrated that the power-law scaling is a
good approximation at scale r if ∆ ln(L/r)  1. Corre-
spondingly the mutlifractality is a good approximation in
the whole of the supersonic inertial range provided that
∆ ln(L/ls)  1. Since L/ls is a power of Ma then, ne-
glecting weak logarithmic dependence on the Mach num-
ber, we find that the concentration of tracers is multi-
fractal under the condition ∆ 1. This is only an order
of magnitude condition so the critical Mach number Mas
at which the transition occurs depends on the desired
accuracy.
We conclude from the above that though it is not clear
whether there is a sharply defined critical Mach number
beyond which the scalings agree and multifractality holds
exactly (probably not) however in practice we can use
∆ 1 as the transition criterion. At ∆ ∼ 1 the influence
of the potential component on the small-scale evolution of
the concentration is negligible and the fluctuations of the
concentration below L are small or of order one. At ∆
1 the dust particles concentrate on a constantly evolving,
statistically stationary, multifractal seen as clusters and
filaments in space, cf. [1].
The considerations above assume that the potential
and solenoidal components of the flow obey a power-
law scaling. The scaling has been observed, see e. g.
[10]. However careful investigation of the provided data
demonstrates that the power law could only be an ap-
proximation to a more complex dependence. If that is
the case then our theory in terms of ∆ also becomes an
approximation. However the results of the Kraichnan
model for the pair-correlation function of tracers do not
assume the scaling of velocity components and could be
used for the study of more complex dependencies. These
generalizations might be needed in the future should it be
found that the power law scaling of the flow components
is not a good approximation.
We remark that the singularity of the natural measure
(the steady state concentration) of a self-similar com-
pressible flow is a universal property independent of the
details of the flow. This universality is well known for
chaotic flows below the scale of smoothness (which is
the case of trivial self-similarity determined by the linear
scaling of the velocity difference). In that case the singu-
larity of the natural measure is a consequence of the ex-
ponential dependence of small particles’ volumes on time.
That dependence and conservation of the total volume of
the flow imply that the sum of the Lyapunov exponents
is non-negative. Thus for non-degenerate flows with a
strictly negative sum the steady state concentration, de-
scribed by the sum, is singular. Similar universality holds
for the natural measure of a rough self-similar flow (the
flow is rough if the scaling exponent of its difference is
smaller than one so that there is no differentiability [3]).
The volumes have a power-law behavior so in logarith-
mic time scale we can carry over the proof for the smooth
case. This proof provides us also with a generalization of
the sum of the Lyapunov exponents in the inertial range.
The transition to multifractality for the density is less
understood. The spectrum of the density is usually fit
with a power law [10] though it is proposed that this law
is only an approximation [21]. In fact, we demonstrated
that the spectrum of the concentration obeys a power
law only approximately. This makes it plausible that the
power law of the density spectrum is also only an approx-
imation. If we use this approximation then the transition
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occurs when the spectrum decay exponent, considered as
a function of Ma, passes minus one from below (which
seems to be underappreciated [10, 21]). At this Mach
number the concentration must also be multifractal. In-
deed, the fluid density back reaction on the transporting
velocity tends to arrest the formation of large densities
and density gradients and, as a result, the density tran-
sition to multifractality occurs at a Mach number Macr
larger or equal (if the fields coincide) Mas. The behav-
ior of the density at Ma < Macr is qualitatively similar
to the small Mach number behavior where the density is
proportional to the pressure of incompressible turbulence
[60–64]. The gas particles form clusters and filaments at
Ma > Macr.
We cited in the Introduction the known fact that in all
chaotic systems besides the natural measure (steady state
concentration) there exist other steady state solutions of
the continuity equation that are reached from initial con-
ditions of measure zero [8]. Thus the possibility that the
density and the concentration differ must be considered
as a real one. In order to facilitate the difference’s iden-
tification in experiment we describe the situation that
would hold if the density and the concentration are re-
vealed to differ, Mas < Macr. The difference is most
striking at Mas < Ma < Macr where the concentration
is multifractal and the density is smooth. Both fields are
transported along the same Lagrangian trajectories and
obey the continuity equation with the same velocity. Mo-
tions of volumes of tracer and fluid particles are identical
however their stability properties differ. The density and
the concentration are different stationary distributions of
the same continuity equation. The density evolves from a
measure zero (in functional space) initial conditions that
are consistent with the velocity. These initial conditions
are special: the resulting density fluctuations are finite at
η → 0 despite that the limit is infinite for typical initial
conditions. For tracers the evolution of the same initial
condition would be unstable: it is the interaction with
the velocity that stabilizes the evolution of the density.
The steady state concentration can be obtained by evo-
lution of typical initial conditions. It gives the natural
measure of the dynamics defined by Lagrangian evolu-
tion which is singular at η → 0. At Ma > Macr both
fields are multifractal however the fractal dimensions of
the concentration are smaller than those of the density.
The structures manifested by the two fields are differ-
ent, cf. [1]. In fact the smallest scale of the multifractal
can be somewhat different for gas and dust because the
scaling mechanisms differ, cf. [34].
Our current understanding of the concentration’s tran-
sition to multifractality is only moderately good. We do
not have a good way for estimating Mas because that
number is determined by the details of the strongly non-
linear flow. It can be estimated from simulations [10, 21]
as Mas ' 4− 6. Probably the higher the compressibility
of the stirring force the smaller Mas. Further numerical
studies are required. In contrast, we have a good qual-
itative understanding of how the transition occurs. We
have developed a cascade model of the formation of the
fluctuations of the concentration which is more quanti-
tative than is usual in the theory of turbulence. That
model describes the transition and fractal dimensions in
terms of the properties of the flow.
Rigorous formulation for the fractal dimensions of the
concentration is possible within the framework of the
Kraichnan model. That model already proved highly use-
ful in qualitative studies of turbulent transport and has
become standard by now [3]. It is by using this model
that one can study the impact of the difference of scal-
ings of solenoidal and potential components on the pair-
correlation function in detail (in contrast, our derivation
of multifractality for self-similar compressible flows does
not need modelling). Our usage of this model is dictated
uniquely by the derived Markov property of the distance
and eddy diffusivity assumption. We found that pair cor-
relations at distance r are proportional to (r + f)h with
f and h that depend on Ma reproducing the previously
described behavior in all ranges of Ma. In the multi-
fractal phase the Kraichnan model estimates the scaling
exponent of the pair-correlation function of the concen-
tration, equivalent to the correlation dimension, as the
ratio of the second order structure functions of the poten-
tial and the solenoidal components of the velocity. The
ratio is scale-independent by Ma > Mas and remarkably
the common scaling exponent drops from the exponent.
This prediction captures qualitatively the observed de-
pendence of the scaling exponent on the compressibility
of the forcing [11]. Quantitatively our study only yields
an order of magnitude estimate of the exponent which is
on general grounds is bounded between zero and three.
Thus if our calculated exponent is small then the ob-
served exponent must also be small and if our exponent
is of order one then the observed exponent is of order one
also. In contrast, we could make a quantitative prediction
for the Navier-Stokes turbulence that the PDF of the dis-
tance between two tracers in the supersonic inertial range
obeys a power-law at small distances with an exponent
that is equal to the exponent of the steady state corre-
lation function. This is the counterpart of the formula
for the correlation dimension in terms of the statistics of
the separation for smooth systems [35, 82]. Finally we
demonstrated that the scaling of higher order correlation
functions is anomalous due to the zero modes similarly
to the incompressible case [3].
The transition of the density to multifractality is even
less understood than that of the concentration due to
the strong non-linear interactions of the density and the
velocity. We do not know what changes in turbulent ve-
locity occur at Macr and if they occur at all. So far no
changes were observed. We can estimate from simula-
tions [10, 21] that Macr ' 7 − 8. We propose to look
for changes in the velocity at Ma = Macr in terms of
the behavior of the Lagrangian trajectories. Indeed, we
demonstrated by the study of the Kraichnan model that
it is probable that separation of tracers in the super-
sonic inertial range undergoes a qualitative change at a
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Mach number Mar larger than Mas. The separation at
Ma < Mar occurs similarly to incompressible turbulence
obeying a modified Richardson law. A pair of tracers
approach each other at most a finite number of times af-
ter which they are permanently separated. In contrast,
at Ma > Mar, trajectories of the two particles approach
each other infinite number of times with probability one,
due to the trapping effect of the compressibility [76–78].
This transition does not cause a change in the behavior
of the pair correlation functions of the concentration. We
demonstrated that another transition discovered in [76],
where the tracer particles stick to each other with prob-
ability one, probably cannot occur in three-dimensional
NS turbulence. It seems that the above recurrence tran-
sition could correspond to the density transition from a
large-scale to a small-scale field. Thus we propose to
study if there is a relation or equality between Mar and
Macr.
More knowledge of the fractal dimensions D(k) of the
active fluid density may currently be extracted from nu-
merical simulations than corresponding information con-
cerning the passive concentration. The statistics of the
density in isothermal turbulence is observed to be log-
normal, see e. g. [10, 21]. For this type of statistics all
fractal dimensions can be described as D(k) = 3 − kδ/2
where δ determines the spectrum decay exponent 1 − δ.
This result has been derived previously in a different con-
text [92]. We see that the formula for D(k) is inconsistent
at large k giving negative dimension. The inconsistency
of lognormal approximation to multifractality for D(k)
at large orders was observed by Mandelbrot in [81] and
by Frisch and Parisi in [90]. The reason for the break-
down of the lognormal approximation at these orders is
that the corresponding moments of the mass are deter-
mined by tails of the PDF of the logarithm of the den-
sity. The tails are determined by rare events for which
the lognormal approximation breaks down. For avoid-
ing misunderstanding we talk here of the PDF of finitely
resolved density that determines the fractal dimensions.
The single-point PDF of the density can be strictly log-
normal without contradictions. We remark also that log-
normality implies that a box counting dimension D(0)
equals the space dimension three which makes this di-
mension less interesting.
We have δ > 0 for Ma > Macr where all the dimen-
sions that are describable by a lognormal approximation
are strictly smaller than three, 3 − D(k) = kδ/2. This
is the reason why in defining the phase transition in the
beginning of this Section we have not specified which of
D(k) determines the transition to multifractality. Similar
fact holds for the concentration: if intermittency is ne-
glected then all D(k) become smaller than three at Mas
where the flow becomes self-similar (intermittency would
introduce the corresponding refinements). However, the
dimensions D(k) with large k, that are not describable
by the lognormal approximation, could become smaller
than three at Ma different from Macr. Since D(k) is
a non-increasing function of k then they could become
smaller than three at Ma < Macr. Consideration of frac-
tal dimensions of non-isothermal turbulence where log-
normality does not hold [73–75] is beyond the scope of
this work.
If it is found that the statistics of the concentration
and the density differ then this would make the mea-
surement of the usually used Hentschel-Procaccia (HP)
fractal dimensions of the density challenging. We would
not have the representation of the multifractal support
of the density as the limit of large number of discrete
particles spread over the multifractal that is used in the
definition [49]. Indeed, if we spread particles in space
then after transients they would be located on the multi-
fractal support of the natural measure and not the den-
sity. This and other problems however do not arise if the
Re´nyi dimensions are employed. These are more suit-
able for working with continuum fields and their use in
numerical studies seems to be advantageous. These di-
mensions are derived from the usual spatial moments of
the coarse-grained density and coincide with the HP di-
mensions where both are well defined. We provide the
proof of the fundamental property that the information
dimension in the supersonic inertial range describes the
scaling of the mass up to points with zero total mass.
This proof is needed because the flow is not smooth as
in the usually considered situations.
We compare the statistics of the density and the con-
centration. The fields coincide at small Mach numbers
where they are reducible in pseudo-sound regime to the
statistics of the pressure of incompressible turbulence.
Other regimes are possible, see e. g. [62] for the theory
and [66] for observations. The statistics in pseudo-sound
regime is not lognormal since the pressure is not. For the
positive tail, however, lognormality was observed [113].
When Ma increases the concentration and density can
become different. The concentration transits to multi-
fractality when the scaling of the solenoidal and poten-
tial components of velocity becomes approximately equal.
For the density of isothermal turbulence the increase of
Ma causes transition to lognormal statistics. When the
statistics is already lognormal, further increase of Ma in-
duces transition to multifractality when the decay expo-
nent of the density spectrum passes one from above. This
transition occurs simultaneously with the concentration’s
transition or when the scaling of the solenoidal and po-
tential components of velocity is already approximately
equal and the concentration is multifractal.
We demonstrated that the collision kernel of the par-
ticles is significantly increased due to the transition to
multifractality. The transition is thus expected to have
dramatic consequences on formation of stars and other
processes with coagulation of particles in high Re and
high Ma compressible turbulence.
Our derivation of the spectrum of the fractal dimen-
sions of the density in terms of one parameter δ calls for
the construction of a phenomenology of the turbulence
that would provide us with the scaling exponents of the
velocity. Indeed, it could seem that if we use the assump-
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tion that ρ1/3v has scaling identical with incompressible
velocity [10] then we could predict the scaling of the ve-
locity in terms of δ. We demonstrated that this is not
straightforward if doable at all. Construction of a predic-
tion for the velocity scaling that includes multifractality
of density is one of the challenges for future work.
Particles transported by the flow have inertia that was
neglected in our study, cf. [1]. The limit of zero inertia
is singular in incompressible turbulence, see e. g. [36].
We briefly consider it in the compressible case. The limit
is not singular in the inertial range as can be confirmed
by using the Kraichnan model. In the viscous range this
may be different because the sum of the Lyapunov expo-
nents is no longer zero. When inertia is small the particle
coordinate x(t) obeys [100],
x˙ = u(t,x(t)), u = v − τsa, (148)
where τs is the Stokes time that appears in the law of
motion τsx¨ = v(t,x(t))− x˙ and a = ∂tv+(v ·∇)v is the
Lagrangian accelerations of the fluid. The assumption
of linear friction holds provided the Reynolds number of
the perturbation of the flow caused by the presence of the
particle is small. It can be corrected [1]. In the leading
order at small τs we have for the sum of the Lyapunov
exponents λpi of the flow of the particles using the formula∑3
i=1 λ
p
i = −
∫∞
0
〈∇ · u(0)∇ · u(t)〉 dt of [45],
3∑
i=1
λpi ≈ τs
∫ ∞
0
(〈∇ · a(0)w(t)〉+ 〈w(0)∇ · a(t)〉) dt
−
∫ ∞
0
〈w(0) (δx(t) · ∇)w(t)〉 dt, (149)
where we used the result that the sum of the Lyapunov
exponents of the fluid particles is zero. The last term
describes the change in the correlation function due to
the finite deviation δx(t) of the trajectory of the particle
from the trajectory of the fluid particle, cf. [101]. Thus∑3
i=1 λ
p
i 6= 0 and particles’ distribution is multifractal up
to the smallest scales (finite size of the particles). This
can produce non-negligible correction in the collision ker-
nel of dust particles that are smaller than the viscous
length.
Our consideration of the statistics of the concentra-
tion was independent of the origin of the velocity. Thus
all our considerations go through also for transport of
tracers by the velocity that comes from the solution of
the magnetohydrodynamic equations (MHD). The con-
centration will become multifractal at Mas at which the
scalings of solenoidal and potential components of the
MHD velocity become similar. It is plausible that the
fluid density is not lognormal for isothermal MHD since
the magnetic stress tensor breaks the invariance with re-
spect to multiplication of the density by a multiplicative
constant. This question requires numerical studies.
Finally, the account of intermittency, necessary at
very large Reynolds numbers and hardly doable with
the presently existing knowledge or data, probably mod-
ifies the condition for the multifractality transition of the
concentration. The condition of identical scaling of the
solenoidal and the potential components of the flow be-
comes the condition of identical scaling of structure func-
tions of the components with a given order.
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Appendix A: Constraints due to density finiteness
Here we complete the study of Section II of the kine-
matic consequences of the condition that the flow does
not generate infinite density. We start from demonstrat-
ing that zero sum of Lyapunov exponents implies zero
rate of production of the Gibbs entropy [39, 45], and vice
versa. In order to show that we employ the tracers’ mass
conservation in the form n(0,x)dx=n[t, q(t,x)]dq(t,x)
(this consideration is more transparent in terms of trac-
ers’ concentration n(t,x)),
S(t) = −
∫
n(0,x) lnn[t, q(t,x)]dx = S(0) +∫ t
0
dt′dxn(0,x)w[t′, q(t′,x)], (A1)
where we used Eq. (5) for the concentration. For initial
condition n(0,x) = 1 we find, using the independence
of x of the sum of the Lyapunov exponents defined in
Eq.(8) for ergodic systems,
lim
t→∞
S(t)− S(0)
t
=
3∑
i=1
λi. (A2)
However S(t) < S(0) since the entropy is maximal for
spatially constant n. We find the inequality
∑3
i=1 λi ≤ 0
which can be seen as a form of the second law of ther-
modynamics [39, 45]. Thus compressible turbulent flow
below the viscous scale is degenerate realizing the equal-
ity
∑3
i=1 λi = 0 in the general inequality
∑3
i=1 λi ≤ 0.
Other useful observation is found by writing Eq. (A1) in
the following form (we use interchangeably ρ and n since
the conclusions hold for both of them),
S(t) = S(0) +
∫ t
0
〈ρ(t′)w(t′)〉dt′. (A3)
We find that Eq. (10) must hold in the steady state where
S(t) and 〈ρ(t)w(t)〉 are constant. We use that averag-
ing of the continuity equation in steady state results in
〈ρw〉 = −〈v · ∇ρ〉.
Anticorrelations of w(t, q(t,x)).—The vanishing of the
time average of w(t, q(t,x)) (see eq.(8)) means that the
velocity divergence is anticorrelated along the Lagrangian
trajectories q(t,x). These anticorrelations can be given
more detailed form. We use the identity [45, 46],
〈w[t, q(t,x)]〉≡
∫
w[t, q(t,x)]dx=−
∫ t
0
〈w(0)w(t′)〉dt′.(A4)
where 〈w(0)w(t)〉 = ∫ w(0,x)w[t, q(t,x)]dx. The above
relationship holds for time-independent or stationary,
but not necessarily restricted to spatially homogeneous,
flows, at t > 0 or t < 0. The term on the right hand side
of Eq. (A4) in the limit t→ ±∞ may be calculated now
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by integrating Eq. (8) over x. This yields,
−
3∑
i=1
λi= lim
t→∞
∫ t
0
dt′
t
∫ t′
0
dt′′〈w(0)w(t′′)〉
=
∫ ∞
0
〈w(0)w(t)〉dt = 0, (A5)
and similarly
∫ 0
−∞〈w(0)w(t)〉dt = 0. We assumed that
〈w(0)w(t)〉 decays faster than 1/t2 so the integral of
t〈w(0)w(t)〉 is finite.
The anticorrelation property of the divergence may
be demonstrated yet in another way. We observe that
at large times w(t, q(t,x)) becomes a stationary process
with zero average (where the average is the sum of the
Lyapunov exponents). We introduce the asymptotic cor-
relation functions,
f±(t) = lim
t′→±∞
〈w(t′, q(t′,x))w(t′+t, q(t′+t,x))〉 .(A6)
Starting again from Eq. (5) we obtain that (here q(t) =
q(t,x)),〈
ln2
(
ρ(0)
ρ(t, q(t))
)〉
=
∫ t
0
dt1dt2〈w(t1, q(t1))w(t2, q(t2))〉 .
In the limit of large t the RHS becomes approximately
t
∫∞
−∞ f+(t
′)dt′. Since the left hand side of the last equa-
tion is finite then we must have (we use that t above can
be negative), ∫ ∞
−∞
f±(t)dt =0. (A7)
Thus correlation functions of the stationary limiting pro-
cesses w(t, q(t,x)) at t → ±∞ have zero integrals. This
brings a simple representation for Lagrangian differences
of the density.
The first moment of 〈w(0)w(t)〉 is the asymptotic loga-
rithmic increment of the density.—The difference in the
fluid particle velocity at two different times (Lagrangian
increments) is a much studied characteristics of turbu-
lence, see e. g. [83]. We consider the Lagrangian in-
crements of the density. We observe that the random
variables,
I =
∫ 0
−∞
w(t, q(t,x))dt, I+ =
∫ ∞
0
w(t, q(t,x))dt.(A8)
that involve infinite integration range are well-defined as
〈I2〉 and 〈I2+〉 are finite by Eq. (A7). Using Eqs. (A4)-
(A5),
〈I〉 = lim
T→∞
∫ 0
−T
〈w(0)w(t)〉(t+ T )dt = lim
T→∞
∫ 0
−T
tdt
×〈w(0)w(t)〉 − T
∫ −T
−∞
〈w(0)w(t)〉 dt. (A9)
Assuming that 〈w(0)w(t)〉 decays faster than 1/t2 the
last integral vanishes at T →∞. Then using Eq. (5) we
find for the difference of 〈ln ρ〉,
〈ln ρ〉− lim
t→−∞〈ln ρ(t, q(t,x))〉=
∫ 0
−∞
|t|〈w(0)w(t)〉dt=−〈I〉,
〈ln ρ〉−lim
t→∞〈ln ρ(t, q(t,x))〉=
∫ ∞
0
t〈w(0)w(t)〉dt=〈I+〉.(A10)
In the integral for 〈I+〉 the factor t gives smaller weight
to positive small time values of 〈w(0)w(t)〉 and larger
weight to negative larger time values that exist due to
the constraint
∫∞
0
〈w(0)w(t)〉dt = 0 (see Eq. (A5) above)
so 〈I+〉 < 0. Similarly 〈I〉 > 0. Therefore, the average
difference of 〈ln ρ〉 is the first moment of 〈w(0)w(t)〉 while
the zeroth moment is zero.
Appendix B: Pair-correlation function and RDF
Here we provide in more detail the definition of the
RDF and the relation between the time averaging and
averaging over the statistical ensemble of velocity fields.
The concentration field of N particles in the unit volume
with coordinates xi(t) is n(t,x) =
∑N
i=1 δ(xi(t)−x)/N .
We introduced the normalization factor so that 〈n〉 =
1 independently of N . The radial distribution function
(RDF) g(r) is defined as,
g(r)=〈n(0)n(r)〉= lim
N→∞
∑N
i,k=1 δ(xk(t)−xi(t)−r)
N2
,(B1)
where N → ∞ is the continuum limit and the for-
mula is readily verified using the definition 〈n(0)n(r)〉=∫
n(t,x)n(t,x+r)dx. Thus the RDF counts the fraction
of pairs separated by given distance r and is normalized
so that it tends to one at large r.
Since f(r) is a two-particle quantity then it can be
derived from the problem of two particles only in the
flow. We perform time averaging of Eq. (B1). Ergodicity
of the flow in the two-particle phase space (that is of the
flow (v(xk),v(xi)) implies equality of time averages of
all pairs giving,
g(r) = 〈δ(xk(t)− xi(t)− r)〉t , (B2)
where the subscript t stands for time-averaging. We can
consider time average over arbitrarily large time T as
average over N results of time averaging over time inter-
vals t0(i, i+ 1) where N = T/t0 and i runs from zero to
N−1. If t0 is large then we can consider flows at disjoint
time intervals as independent. Thus we can instead per-
form averaging over flows at different time intervals or
equivalently we can find g(r) as average over ensemble of
realizations of the flow. In this formulation we consider
two particles put in the flow with some initial positions
x1 and x1 + r
′. We study the evolution of the distance
r(t) = q(t,x1 + r
′) − q(t,x1) between them. Different
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realizations of the flow produce different evolution of r(t)
defining the PDF of the distance P (r, r′, t) as given in
Eq. (103) of the main text. In that equation the angu-
lar brackets stand also for averaging over the statistics of
the flow. The limiting PDF is r′−independent and gives
g(r) in Eq. (102) of the main text. This can be readily
verified by inspection of the representation of g(r) as av-
erage over time averages over intervals with arbitrarily
large length t0.
Appendix C: Kraichnan model
We stressed in the main text that our usage of the
Kraichnan model is understood as a model that repro-
duces the long-time asymptotic form of the propagator
at least qualitatively. We consider here how the model is
gauged so that the propagators produced by the NS flow
and the model are similar.
We consider the demand that the model reproduces
the long-time behavior of the dispersion given by [3],〈
(r(t)−r(0))2
〉
=2
∫ t
0
dt1
∫ t1
0
dt2 〈δv(t1)·δv(t2)〉 ,(C1)
where δv(t) ≡ v(t, q(t,x+r))−v(t, q(t,x)) and we used,
r(t)=q(t,x+r)−q(t,x)=r(0)+
∫ t
0
δv(t′)dt′. (C2)
Taking the time derivative and using that eddies of scale
r have the correlation time tr ∼ r/δvr we have,
d
dt
〈
(r(t)−r(0))2
〉
∼
∫ t
−∞
〈δv(t)·δv(t′)〉 dt′∼δv2r tr∼rδvr,
where we do not distinguish the solenoidal and potential
components of the flow considering at the moment the
multifractal phase where the components scale similarly.
We demand that the white noise in time velocity of the
Kraichnan model u produces the same long-time growth
of the dispersion as implied by the law above. We have
for the dispersion in the white noise model,
d
dt
〈
(r(t)−r(0))2
〉
=
∫ t
−∞
〈δu(t)·δu(t′)〉 dt′∼ rξ, (C3)
where we used that Kik(r) ∝ rξ, see Section X. Thus
we fix the value of ξ by the demand that in the multi-
fractal phase rδvr ∼ rξ. If the solenoidal component of
the Navier-Stokes compressible turbulence has a spheri-
cally normalized spectrum proportional to k−a then the
velocity scales in space as r(a−1)/2 giving ξ = (a+ 1)/2.
The above consideration disregards the intermittency
of the flow which is not a bad assumption as discussed
in subsection X F. Thus if the growth of r(t) at large
times is self-similar with a good approximation (which it
must be in the multifractal phase, cf. the incompressible
turbulence case [3]) then the Kraichnan model, where the
growth is self-similar, will reproduce the law of growth of
the distance up to a multiplicative constant. This overall
constant of proportionality is however of less interest to
us since it does not enter the scaling exponent of the
pair-correlation function β. This exponent is roughly the
ratio of the magnitudes of the potential and solenoidal
components, see the main text.
We see that the spatial scaling of u is different from
the scaling of v which is so also in the incompressible
case [3] and below. Since zero correlation time results
in effective Gaussianity [58] then the statistics is taken
Gaussian with zero mean. The statistics is completely
determined by the pair-correlation function,
〈ui(t,x)uk(t′,x′)〉 = δ(t− t′)Dik(r), (C4)
where r = x′ − x. It is assumed that the statistics is
stationary, spatially uniform and isotropic. Thus the
Fourier transform of Dik(r) has the following general
form (kˆ = k/k),
Dik(k) = f(k)
(
δik − kˆikˆk
)
+ h(k)kˆikˆk, (C5)
with arbitrary functions f(k) and h(k). In this model
the symmetries imply that the solenoidal s and potential
components p of the flow, u = s+ p, are independent,
〈si(t,k)sk(t′,k′)〉=8pi3δ(t′−t)δ(k+k′)f(k)
(
δik−kˆikˆk
)
,
〈pi(t,k)pk(t′,k′)〉=8pi3δ(t′−t)δ(k+k′)h(k)kˆikˆk. (C6)
Thus f(k) and h(k) represent the spectra (not normal-
ized spherically) of the solenoidal and potential compo-
nents, respectively. We stress that these are not the
spectra of the components, these are only their repre-
sentations that have scaling different from the scalings
of the spectra of the components of the NS flow. We fix
the scalings of f(k) and h(k) by extension of the proce-
dure that we used above for fixing ξ in the multifractal
phase. We demand that time integrals of the different
time pair correlation functions of the solenoidal and po-
tential components of the NS flow coincide with their
counterparts for the Kraichnan model, see [3]. This con-
dition guarantees that the model reproduces the impact
of these components on pair dispersion separately which
is necessary for discussion of the concentration which is
influenced by the components differently. Thus consid-
ering as previously that the solenoidal component of the
Navier-Stokes compressible turbulence has a spherically
normalized spectrum proportional to k−a we find that
the solenoidal component of u must scale as r(a+1)/2,
resulting in f(k) ∼ k−3−(a+1)/2. Similarly if the spheri-
cally normalized spectrum of the potential component is
proportional to k−b then h(k) ∼ k−3−(b+1)/2. These scal-
ing relations refer to the supersonic inertial range. We
observe that f(k) and h(k) depend on the temporal corre-
lations of turbulence and not only on the spectra of the
components of the turbulent flow that characterize the
instantaneous statistics. Therefore the proportionality
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constants in f(k) ∼ k−3−(a+1)/2 and h(k) ∼ k−3−(b+1)/2
are non-trivial functionals of the spatio-temporal statis-
tics of turbulence. The ratio of these constants, that de-
fines β as demonstrated in the main text, is roughly the
ratio of the components’ spectra at zero frequency. Thus
β can be considered as a ratio of magnitudes of potential
and solenoidal components however providing this ratio
in terms of instantaneous statistics of turbulence is im-
possible. This is in contrast with the scaling exponents
for which the temporal behavior is fixed by the robust
relation tr ∼ r/δvr implied by the NSE.
We find in real space:
〈si(t,x)sk(t′,x′)〉=δ(t′−t) [δikf(r) +∇i∇kf1(r)]
= δ(t′−t)
[
rirk
r
(f ′1/r)
′ − δik f
′
1 + r(f1)
′′
r
]
, (C7)
where f(r) is the inverse Fourier transform of f(k),
f(r)=
∫
f(k) exp(−ik·r) dk
8pi3
=
∫ ∞
0
f(k) sin(kr)kdk
2pi2r
.(C8)
We introduced the function f1(r),
f1(r) ≡
∫ ∞
0
f(k)dk
2pi2
sin(kr)
kr
, f(r) = − (rf1)
′′
r
. (C9)
We introduce the function u0(r),
u0r
2 =
2f ′1
r
+v0,
f ′1+r(f1)
′′
r
=−v0+ (r
4u0)
′
2r
, (C10)
where the constant v0 is taken so that u0(0) has regular
Taylor expansion at the smallest r where the viscosity
smoothens the flow,
v0 = −2f ′′1 (r = 0) =
2f(r = 0)
3
, (C11)
cf. [47]. The contribution of the potential component to
the pair correlation function in real space is given by:
〈pi(t,x)pk(t′,x′)〉=−δ(t′−t)
(
δikh
′
1(r)
r
+
rirk(h
′
1/r)
′
r
)
,
h1 =
∫ ∞
0
h(k)dk
2pi2
sin(kr)
kr
, h = − (rh1)
′′
r
= −h′′1 −
2h′1
r
.
Adding up both contributions we find:
〈ui(t,x)uk(t′,x′)〉=δ(t′−t)
[[
(r2u0)
′ − 2(h′1/r)′
]
rirk
2r
+v0δik −
[
(r4u0)
′ + 2h′1(r)
]
δik
2r
]
. (C12)
Finally, we introduce,
u = u0 +
h′′1(r)− h′′1(0)
r2
, c = −h
′
r
, V0 = v0 − h′′1(0),
where u(r) and c(r) that have regular Taylor expansion
in the viscous range and −3h′′1(0) = h(0). Using these
functions and V0 we reproduce the correlation function in
the form that was used in [47] and is given by Eqs. (116)-
(117) from the main text.
We consider in more detail the form of the functions
above in the real space. We can easily see from f(k) ∝
k−3−(a+1)/2 that,
f(0)− f(r) = θ1r(a+1)/2, r  L. (C13)
It is seen by performing inverse Fourier transform of the
first of Eqs. (C6),
〈(si(t, r)− si(t, 0)) (si(0, r)− si(0, 0))〉 (C14)
=δ(t)
∫
f(k) (1−exp (ik·r)) dk
2pi3
=4δ(t) (f(0)−f(r)) ,
that θ1 is a positive constant characterizing the magni-
tude of the solenoidal component, cf. [107]. Similarly we
have from h(k) ∝ k−3−(b+1)/2 that,
h(0)− h(r) = θ2r(b+1)/2, r  L, (C15)
where θ2 is a positive constant characterizing the mag-
nitude of the potential component. We assumed that
both a and b change between one and three. Indeed, the
decay exponent of the spectrum of the solenoidal compo-
nent changes between about the Kolmogorov value 5/3 at
small Mach numbers to probably the Burgers equation’s
value 2 at large Mach numbers. Similarly, the decay ex-
ponent of the spectrum of potential component changes
between about the incompressible turbulence’s pressure
spectrum exponent’s value of 3 at Ma  1 to the same
Burgers equation’s value 2 at large Mach numbers.
We have from the definitions,
c
ru
= − h
′
2(f ′1(r)/r − f ′′1 (0)) + h′′1(r)− h′′1(0)
. (C16)
We observe from Eqs. (C9) and (C13) that,
(rf1)
′′ = r[f(0)− f(r)− f(0)] = θ1r(a+3)/2 − rf(0).
We find integrating this equation twice and demanding
regularity of f1 at small r implied by the definition in
Eq. (C9) that,
f1 =
4θ1r
(a+5)/2
(a+ 5)(a+ 7)
− r
2f(0)
6
+ cf , (C17)
where cf is a constant. This gives,
f ′1
r
− f ′′1 (0) =
2θ1r
(a+1)/2
a+ 7
. (C18)
Similarly we have,
(rh1)
′′ = r[h(0)− h(r)− h(0)] = θ2r(b+3)/2 − rh(0),
h1 =
4θ2r
(b+5)/2
(b+ 5)(b+ 7)
− r
2h(0)
6
+ ch, (C19)
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where ch is a constant. This gives,
h′′1(r)− h′′1(0) =
(b+ 3)θ2r
(b+1)/2
b+ 7
. (C20)
We find from Eq. (C16) using the formulas above that,
c
ru
=
(b+ 1)(b+ 7)(a+ 7)Γ′r∆−1L˜−∆
8(b+ 7) + 2(b+ 3)(a+ 7)Γ′(r/L˜)∆
,
where ∆ = (b− a)/2. We introduced dimensionless con-
stant Γ′ = θ2L˜∆/θ1 with scale L˜ of order L. This scale is
defined as the effective upper cutoff of the inertial range.
The equation above, derived from the asymptotic power
laws in the inertial range, holds below L˜ so that Eq. (134)
from the main text is true at r  L. This constant gives
the ratio of the structure functions of the potential and
solenoidal component at the scale L. Since at these scales
the structure functions are approximately equal to the
dispersion of the respective velocity component then Γ′
is roughly the ratio of magnitudes of the potential and
solenoidal components.
Appendix D: Supercritical transport
Here we confirm the prediction that the scaling expo-
nent of the pair-correlation function of the concentration
determines the scaling of P (r, r′, τ) at small r also at fi-
nite r′ in accord with Eq. (113). We denote by P (r, r′, |t|)
the PDF P (r, r′, |t|) averaged over all directions of r.
Isotropy implies that P (r, r′, |t|) is independent of the
direction of r′ so P (r, r′, |t|) = P (r, r′, |t|). The angle-
averaged PDF obeys a closed equation whose solution
can be written as [76, 77],
P (r, r′, τ)=
(rr0)
(β−ξ−1)/2Γ(1−b0)
|τ |b0(2−ξ)2b0 I−b0
(
2(rr′)(2−ξ)/2
(2− ξ)2|τ |
)
exp
(
− r
′2−ξ
(2−ξ)2|τ |
)
fs(r, τ), (D1)
where I−b0 is the modified Bessel function of the first kind
of index −b0. It is readily seen that P (r, r′ → 0, τ) =
fs(r, τ) as claimed previously. Quite similarly we have,
P (r, r′, τ)∼ exp
(
− r
′2−ξ
(2−ξ)2|τ |
)
fs(r, τ), (D2)
at small r. This confirms Eq. (111):
P (r, L, tL)L
3 ∼ fs(r, c′0tL)L3 ∼
(c′0tL)
b0−1
rβ
L3 ∼
(
L
r
)β
,
where we used (2 − ξ)(b0 − 1) = β − 3 and restored di-
mensional time by multiplying with c′0.
For future reference we bring the formula for the mo-
ments 〈rk(t)〉 = 4pi ∫∞
0
P (r, r0, t)r
2+kdr. Integration us-
ing Eq. (D1) gives [76],
〈rk(t)〉 = Γ(k/(2− ξ) + 1− b0)
Γ(1− b0)
(
(2− ξ)2|t|c′0
)k/(2−ξ)
F
(
− k
2− ξ , 1− b0,−
r2−ξ0
(2− ξ)2|t|c′0
)
, (D3)
where F (a, b, z) is confluent hypergeometric function.
This holds for all the convergent moments that obey
k > β − 3 where β − 3 < 0. This formula is provided in
[76] only for k ≥ 0. Moments of negative order become
relevant in the curious hypothetical situation of weakly
compressible flow with identical scaling of the solenoidal
and potential components. In that case if inertial range
is large we could get large fluctuations of the concentra-
tion however small compressibility is: the factor (L/r)β
can get large for small fixed β if r is suitably small.
