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PRESERVING THE TRACE OF THE KRONECKER SUM
YORICK HARDY AND AJDA FOSˇNER
Abstract. The aim of this paper is to study linear preservers of the trace of
Kronecker sums A ⊕ B and their connection with preservers of determinants
of Kronecker products. The partial trace and partial determinant play a fun-
damental role in characterizing the preservers of the trace of Kronecker sums
and preservers of the determinant of Kronecker products respectively.
1. Introduction
For positive integers m,n > 2, let Mn be the algebra of all n× n matrices over
some field F and let Mmn = Mm ⊗Mn = Mm(Mn). Here we consider F = R or
F = C and define Hn ⊂ Mn to be the Hermitian matrices in Mn. Linear maps
preserving properties of Kronecker products of matrices have received considerable
attention in recent years. Such maps are closely connected to quantum information
science (see, e.g., [1]). More recently, Ding et. al. considered linear preservers of
determinants of Kronecker products of Hermitian matrices [2], i.e., linear maps
φ : Hmn → Hmn satisfying
det(φ(A ⊗B)) = det(A⊗B)
where A and B are Hermitian. A few of the results in [2] are restricted to the case
when A and B are positive or negative semidefinite matrices. In order to study this
problem more generally, we make use of the identity
det
(
eA ⊗ eB
)
= etr(A⊕B)
where ⊕ is the Kronecker sum, i.e.,
A⊕B := A⊗ In + Im ⊗B,
where Ik, k = m,n denotes the k × k identity matrix. Under exponentiation of
Hermitian matrices, the Kronecker sum arises naturally as the unique map ⊕ :
Hm ×Hn → Hm ⊗Hn satisfying
eA⊕B = eA ⊗ eB, A ∈ Hm, B ∈ Hn.
Moreover, A ∈ Mn over C is non-singular if and only if A = e
B for some B ∈ Mn
[3, Example 6.2.15]. Thus, in studying linear maps ψ : Mmn → Mmn preserving
determinants of (non-singular) Kronecker products
det(ψ(A ⊗B)) = det(A⊗B)
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of non-singular matrices A and B, it suffices to study maps φ : Mmn → Mmn
preserving the trace of Kronecker sums
(1) tr(φ(A⊕B)) = tr(A⊕B).
In this article we will confine our attention to linear maps φ satisfying (1). We
denote by GLn(F) and SLn(F) the general and special linear groups in Mn respec-
tively. Thus, we are also interested in preservers of the determinant of Kronecker
product in GLmn(F) in terms of linear preservers of the Kronecker sum.
In what follows, m,n are positive integers. For a positive integer k, Ik denotes
the k × k identity matrix, 0k the k × k zero matrix, and E
(k)
ij , 1 ≤ i, j ≤ k, the
k× k matrix whose entries are all equal to zero except for the (i, j)-th entry which
is equal to one. As usual, the symbol δij denotes the Kronecker delta, i.e.,
δij =
{
1, if i = j ;
0, if i 6= j .
The partial trace plays a central role in our investigation. Let A ∈ Mmn =
Mm(Mn) = Mm ⊗ Mn. Then A can be written as a block matrix A = (Aij)ij
where Aij ∈Mn and i, j = 1, . . . ,m. In terms of the Kronecker product we write
A =
m∑
i,j=1
E
(m)
i,j ⊗Aij .
The second partial trace (tr2) maps each n × n block of A to its trace, i.e., tr2 :
(Aij)ij 7→ (tr(Aij))ij , or equivalently
tr2(A) =
m∑
i,j=1
E
(m)
i,j ⊗ tr(Aij) =
m∑
i,j=1
tr(Aij)E
(m)
i,j .
Like the trace, the partial trace is a linear operation. Furthermore, the partial trace
preserves the trace
tr(A) = tr(tr2(A)).
Similarly, we can define the first partial trace (tr1). This definition provides
tr1(A) =
m∑
j=1
Ajj .
Finally, we note that for any B ∈Mn
tr1(A(Im ⊗B)) =
m∑
j=1
AjjB = tr1(A)B
and similarly for any C ∈Mm
tr2(A(C ⊗ In)) = tr2(A)C.
The transpose of the matrix A ∈ Mn will be denoted by A
T . First, we define RT-
symmetry, which plays a similar role in our analysis similar to that of symmetry in
matrix analysis.
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2. RT-Symmetry
Noting that Mn is an n
2-dimensional space, in general we have
φ(A) =
n∑
j,k,u,v=1
αjk;uvE
(n)
jk AE
(n)
uv
for some αjk;uv in the underlying field. We define the linear transform φ
′ of φ by
φ′(A) :=
n∑
j,k,u,v=1
αuv;jkE
(n)
jk AE
(n)
uv ≡
n∑
j,k,u,v=1
αjk;uvE
(n)
uv AE
(n)
jk .
Clearly, (φ′)′ = φ. Let Φ be the matrix representing the linear map φ in the
standard basis, and Φ′ be the matrix representing φ′. Since
φ(E(n)pq ) =
n∑
j,v=1
αjp;qvE
(n)
jv
it follows that
Φ =
n∑
j,p,q,v=1
αjp;qvE
(n)
jp ⊗ E
(n)
vq , Φ
′ =
n∑
q,k,u,p=1
αqk;upE
(n)
up ⊗ E
(n)
kq .
Let P denote the perfect shuffle (also known as the vec-permutation matrix) on
Fn ⊗ Fn [4, 5], i.e. PT (A⊗B)P = B ⊗A. Then
ΦT = PTΦ′P.
Consequently, φ = φ′ if and only if ΦT = PTΦP . Equivalently, φ = φ′ if and only
if R(Φ)T = R(ΦT ) where R is the rearrangement operator [6]. The rearrangement
operator R is linear, and defined by R(A ⊗B) = (vecA)(vecB)T where vec is the
vec operator [4].
Definition 2.1. A linear map φ : Mn → Mn satisfying φ = φ
′ is said to be
RT-symmetric. If φ = −φ′ then φ is said to be skew RT-symmetric.
The following lemma follows immediately from φ = 12 (φ+ φ
′) + 12 (φ − φ
′).
Lemma 2.2. If the underlying field has characteristic not equal to 2, then every
linear map φ : Mn → Mn is the sum of an RT-symmetric map and a skew RT-
symmetric map.
Definition 2.3. A linear map φ : Mn → Mn, over C, satisfying φ = φ′ is said to
be RT-Hermitian. If φ = −φ′ then φ is said to be skew RT-Hermitian.
3. Linear trace preservers of Kronecker sums
We may write a linear map φ :Mmn →Mmn in the operator-sum form
φ(M) =
r∑
i=1
PiMQi
for some matrices Pi, Qi, i = 1, . . . , r, of the appropriate sizes. If φ preserves the
trace of a Kronecker sum M , then the cyclic property of the trace yields
tr(M) = tr(φ(M)) =
r∑
i=1
tr(QiPiM)
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and so we need only consider preservers of the form
φ(M) =
r∑
i=1
QiPiM = PM,
where
(2) P :=
r∑
i=1
QiPi
and the remaining preservers are all obtained by representations (2) of P . First we
consider maps of the form φ(M) = PM , M ∈Mmn.
Theorem 3.1. Let φ : Mmn → Mmn be a map given by φ : M 7→ PM for some
P ∈ Mmn. Then trφ(A ⊕ B) = tr(A ⊕ B) for all A ∈ Mm and B ∈ Mn, if and
only if
tr1(P ) = tr1(Imn) and tr2(P ) = tr2(Imn).
Proof. First, let us write P in block matrix form, P = (Pkl) where each Pkl ∈ Mn
for k, l = 1, . . . ,m. In other words,
P =
m∑
k,l=1
E
(m)
kl ⊗ Pkl.
Since φ is linear, the map φ preserves the trace of Kronecker sums if and only if
φ preserves traces of Kronecker products of the form E
(m)
ij ⊗ In and of the form
Im ⊗ E
(n)
kl . Thus, we have
nδij = tr(E
(m)
ij ⊗ In) = tr(φ(E
(m)
ij ⊗ In))
and
tr(φ(E
(m)
ij ⊗ In)) =
m∑
kl=1
δjkδil tr(Pkl) = tr(Pij).
It follows that
tr2(P ) =
m∑
k,l=1
tr(Pkl)E
(m)
kl = nIm.
For Kronecker products of the form Im ⊗ E
(n)
kl , we find
mδkl = tr(Im ⊗ E
(n)
kl ) = tr(φ(Im ⊗ E
(n)
kl )),
where
tr(φ(Im ⊗ E
(n)
kl )) =
m∑
i,j=1
δij tr(PijE
(n)
kl ) =
m∑
j=1
(Pjj)lk.
Consequently,
tr1(P ) =
m∑
i,j=1
Pjj = mIn.
Conversely, suppose that tr1(P ) = mIn and tr2(P ) = nIm. Then
tr(φ(A⊕B)) = tr(tr2(P (A⊗ In))) + tr(tr1(P (Im ⊗B)))
= tr(tr2(P )A) + tr(tr1(P )B) = n tr(A) +m tr(B) = tr(A⊕B). 
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Corollary 3.2. Let φ : Mmn → Mmn be a map given by φ : M 7→ PM for some
P ∈Mmn, where
P = Imn +
r∑
j=1
Aj ⊗Bj.
Here, r is the tensor rank of P − Imn over Mm ⊗Mn and Aj ∈Mm, Bj ∈Mn for
j = 1, . . . , r. Then trφ(A⊕B) = tr(A⊕B), if and only if tr(Aj) = tr(Bj) = 0 for
j = 1, . . . , r.
Proof. By theorem 3.1 we need only show that tr1(P ) = mIn and tr2(P ) = nIm if
and only if tr(Aj) = tr(Bj) = 0 for j = 1, . . . , r. The proof of (⇐) is immediate.
For (⇒), suppose tr1(P ) = mIn and tr2(P ) = nIm. It follows that
r∑
j=1
tr(Aj)Bj = 0n,
r∑
j=1
tr(Bj)Aj = 0m.
Since r is the tensor rank of P−Imn, the set {B1, . . . , Br} is a linearly independent
set and tr(Aj) = 0 for j = 1, . . . , r. Similarly, tr(Bj) = 0 for j = 1, . . . , r. 
As a consequence of Theorem 3.1, we have that φ :M 7→ PM satisfies trφ(A ⊕
B) = tr(A⊕ B) if and only if tr1(φ(Imn)) = tr1(Imn) and tr2(φ(Imn)) = tr2(Imn).
In general, this statement is true modulo a traceless matrix. We note that any
linear map φ :Mmn →Mmn can be written in the form
φ(M) =M +
r∑
j=1
(Aj ⊗ Cj)M(Bj ⊗Dj),
where Aj , Bj ∈Mm and Cj , Dj ∈Mn for j = 1, . . . , r. In the following we will use
the commutation operation [A,B] = AB−BA corresponding to the Lie product of
matrices A and B of the appropriate sizes.
Lemma 3.3. Let φ :Mmn →Mmn be a linear map given by
φ(M) =M +
r∑
j=1
(Aj ⊗ Cj)M(Bj ⊗Dj).
Then trφ(A⊕B) = tr(A⊕B) for all A ∈Mm and B ∈Mn, if and only if
tr1(φ(Imn)− Imn) =
r∑
j=1
tr(AjBj)[Cj , Dj ]
and
tr2(φ(Imn)− Imn) =
r∑
j=1
tr(CjDj)[Aj , Bj ].
Proof. The linear map φ :Mmn →Mmn can be written in the form
φ(M) =M +
r∑
j=1
(Aj ⊗ Cj)M(Bj ⊗Dj)
whereAj , Bj ∈Mm and Cj , Dj ∈Mn for j = 1, . . . , r. Since trφ(A⊕B) = tr(A⊕B)
if and only if trφ(A⊗In) = tr(A⊗In) and trφ(Im⊗B) = tr(Im⊗B) for all A ∈Mm
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and B ∈Mn, we consider these two cases separately. In the first case we have
trφ(A⊗ In) = n tr(A) + tr



 r∑
j=1
tr(CjDj)BjAj

A

 = n tr(A)
for all A ∈Mm. This equation holds if and only if
0m =
r∑
j=1
tr(CjDj)BjAj =
r∑
j=1
tr(CjDj)([Bj , Aj ] +AjBj)
= −Q+
r∑
j=1
tr(CjDj)AjBj
= −Q+ tr2 φ(Imn)− tr2 Imn
where [A,B] := AB −BA is the commutator and
Q :=
r∑
j=1
tr(CjDj)[Aj , Bj ] = tr2 φ(Imn)− tr2 Imn
is traceless (i.e., tr(Q) = 0). Similarly, the second case yields that trφ(Im ⊗ B) =
tr(Im ⊗B) if and only if
r∑
j=1
tr(AjBj)[Cj , Dj ] = tr1 φ(Imn)− tr1 Imn. 
The commutators in this lemma highlight the traceless character. However, the
anti-commutator plays a similar role. Here, the anti-commutator of matrices A and
B is given by [A,B]+ = AB + BA. We state the following lemma without proof,
which is almost identical to the previous.
Lemma 3.4. Let φ :Mmn →Mmn be a linear map given by
φ(M) =M +
r∑
j=1
(Aj ⊗ Cj)M(Bj ⊗Dj).
Then trφ(A⊕B) = tr(A⊕B) for all A ∈Mm and B ∈Mn, if and only if
tr1(φ(Imn)− Imn) =
r∑
j=1
tr(AjBj)[Cj , Dj ]+
and
tr2(φ(Imn)− Imn) =
r∑
j=1
tr(CjDj)[Aj , Bj ]+.
Lemma 3.3 shows that the partial traces of the identity matrix must be pre-
served modulo a traceless matrix. However, this traceless matrix is not arbitrary
but precisely defined in terms of φ. The following theorem shows that φ′ plays
a fundamental role in the characterization of φ, and provides an succint charac-
terization for RT-symmetric and skew RT-symmetric maps in the subsequent two
corollaries.
Theorem 3.5. Let φ :Mmn →Mmn be a linear map. Then trφ(A⊕B) = tr(A⊕B)
for all A ∈Mm and B ∈Mn if and only if
tr1 φ
′(Imn) = tr1(Imn) and tr2 φ
′(Imn) = tr2(Imn).
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Proof. Using the representation of φ from Lemma 3.3 provides
tr1(φ(Imn)) = tr1 Imn +
r∑
j=1
tr(AjBj)CjDj,
tr1(φ
′(Imn)) = tr1 Imn +
r∑
j=1
tr(BjAj)DjCj
and subtracting these two equations yields
tr1((φ − φ
′)(Imn)) =
r∑
j=1
tr(AjBj)[Cj , Dj].
Similarly,
tr2((φ − φ
′)(Imn)) =
r∑
j=1
tr(CjDj)[Aj , Bj].
From Lemma 3.3, trφ(A⊕B) = tr(A⊕B) for all A ∈Mm and B ∈Mn if and only
if
tr1(φ(Imn)−Imn) = tr1((φ−φ
′)(Imn)) and tr2(φ(Imn)−Imn) = tr2((φ−φ
′)(Imn))
if and only if
tr1(φ
′(Imn)) = tr1(Imn) and tr2(φ
′(Imn)) = tr2(Imn). 
Corollary 3.6. Let φ : Mmn → Mmn be an RT-symmetric map. Then trφ(A ⊕
B) = tr(A⊕B) for all A ∈Mm and B ∈Mn if and only if
tr1 φ(Imn) = tr1(Imn) and tr2 φ(Imn) = tr2(Imn).
Corollary 3.7. Let φ :Mmn →Mmn be a skew RT-symmetric map. Then trφ(A⊕
B) = tr(A⊕B) for all A ∈Mm and B ∈Mn if and only if
tr1 φ(Imn) = − tr1(Imn) and tr2 φ(Imn) = − tr2(Imn).
It is straightforward to extend Corollaries 3.6 and 3.7 to the RT-Hermitian and
skew RT-Hermitian cases since tr1(φ
′(Imn)) = tr1(Imn) if and only if tr1(φ′(Imn)) =
tr1(Imn).
Now we are ready to consider the connection with the work in [2]. The connection
is provided by the exponential map, i.e.,
det(eA ⊗ eB) = etr(A⊕B).
4. Determinant preservers of Kronecker products
The condition given in Lemma 3.3 implies that we may characterize a class of
determinant preservers of Kronecker products in terms of partial determinants.
However, the relationship between the partial trace and the partial determinant
is not straightforward. If we restrict our attention to matrices over the complex
numbers, Mmn(C), then we have [7]
Det(eA ⊗ eB) = eTr(A⊕B)Rmn
where Det(A) := n
√
det(A)Rn and Tr(A) := tr(A)/n for A ∈Mn, and Rn is the
multiplicative group of n-th roots of unity in C. Furthermore, [7] showed that
Det1(e
A ⊗ eB) = eTr1(A⊕B)Rm and Det2(e
A ⊗ eB) = eTr2(A⊕B)Rn.
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Let Ωmn ⊂Mmn(C) denote the set of matrices in Mmn(C) with each eigenvalue
λ satisfying Im(λ) ∈ (−pi, pi]. Thus we associate with every non-singular matrix A
a unique matrix M ∈ Ωmn such that A = e
M . Let φ : Mmn(C) → Mmn(C) be a
linear map and let ψ : GLmn(C)→ GLmn(C) be the non-linear map
ψ(eM ) = eφ(M).
The map is well defined since M ∈ Ωmn is uniquely determined for every matrix in
GLmn(C). We have
detψ(eM ) = det eφ(M) = etrφ(M)
so that detψ(eM ) = det(eM ) if and only if etrφ(M) = etrM . By linearity of the
trace and φ, this holds if and only if trφ(M) = trM . Clearly, linear preservers of
the trace of Kronecker sums also preserve the Tr of Kronecker sums. Thus, Lemma
3.3 provides the following corollary. We use the same form for φ as in Lemma 3.3.
Corollary 4.1. Let φ : Ωmn(C) → Mmn(C) be a linear map. The map ψ :
GLmn(C)→ GLmn(C) given by
ψ(eM ) = eφ(M)
satisfies Det(ψ(A ⊗ B)) = Det(A ⊗ B) if and only if Det1(ψ(I)) = e
InURm for
U ∈ SLn(C) and Det2(ψ(I)) = e
ImV Rn for V ∈ SLm(C), where
U = exp

 1
m
r∑
j=1
tr(AjBj)[Cj , Dj ]

 , V = exp

 1
n
r∑
j=1
tr(CjDj)[Aj , Bj ]

 .
The matrices U ∈ SLn(C) and V ∈ SLm(C) are not arbitrary. Theorem 3.5 and
Corollaries 3.6 and 3.7 provide a stronger condition, which we present as our final
theorem.
Theorem 4.2. Let φ : Ωmn(C)→Mmn(C) be an RT-symmetric or RT-Hermitian
map. The map ψ : GLmn(C)→ GLmn(C) given by
ψ(eM ) = eφ(M)
satisfies Det(ψ(A⊗B)) = Det(A⊗B) if and only if
Det1(ψ(e
Imn)) = eInRm and Det2(ψ(e
Imn)) = eImRn.
Theorem 4.3. Let φ : Ωmn(C) → Mmn(C) be a skew RT-symmetric or skew
RT-Hermitian map. The map ψ : GLmn(C)→ GLmn(C) given by
ψ(eM ) = eφ(M)
satisfies Det(ψ(A⊗B)) = Det(A⊗B) if and only if
Det1(ψ(e
Imn)) = e−InRm and Det2(ψ(e
Imn)) = e−ImRn.
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