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PROPRIE´TE´S GE´OME´TRIQUES DE QUELQUES
COMPACTS TOTALEMENT ORDONNE´S
DAHER MOHAMMAD ET KHALIL SAADI
Abstract. Le but de ce travail est de construire des compacts K,
totalement ordonne´s (non me´trisables) a` partir d’un ensemble de
re´fe´renceE totalement ordonne´ et d’une mesure bore´lienne positive
µ sur E.
Nous montrons que K est un compact de Rosenthal, sous
certaines hypothe`ses raisonnables sur E.
Dans la suite, nous supposons que (E, τ0) est un espace connexe,
fortement de Lindelo¨f et nous montrons que K est home´omophe a`
l’ensemble de re´fe´rence E, pour un choix convenable de la mesure
µ.
Nous consacrons une partie de notre travail pour e´tudier que-
laques proprie´te´s concerant la mesurabilite´ dans K et dans C(K).
Finalement, nous e´tudions profonde´ment le cas d’un groupe lo-
calement compact satisfaisant quelques conditions.
Abstract. In this work, we construct a totally compact or-
dered space K (no metrisable) from a totally ordered space E and
a positive measure µ on E.
Under some assumptions on E, we show that K is a Rosenthal
compact set.
Afterward, we assume that (E, τ0) is connected strongly Lin-
delo¨f space and we show that K is homeomorphic to (E, τ0) for a
suitable choice of the measure µ.
We consecrate a part of our work to study some properties con-
cerning the measurability in K and in C(K).
Finally, we study profoundly the case, when E is a locally com-
pact group satisfies some conditions.
Introduction
Dans la premie`re partie de ce travail, nous construisons des compacts
K totalement ordonne´s a` partir d’un ensemble de re´fe´rence E totale-
ment ordonne´ et d’une mesure bore´lienne positive sur E (E est muni
de la topologie de l’ordre τ 0) ve´rifiant des proprie´te´s, naturelles pour
rendre les compacts K non me´trisables.
Dans la deuxie`me et la troisie`me partie, Nous e´tudions la surjectivite´
et la continuite´ de la fonction h0 qui est de´finie sur une partie de K a`
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valeurs dans E ou dans E = E ∪ {−∞,+∞}, cette fonction joue un
roˆle important pour connaitre les proprie´te´s ge´ome´triques de K.
La quatrie`me partie, comporte une e´tude de queleques proprie´te´s
ge´ome´triques de K. Nous montrons que K est un compact de Rosen-
thal, si (E, τ 0) est analytique, ou si (E, τ 0) est un espace fortement de
Lindelo¨f se´parable avec un ordre complet sur E.
Dans la cinquie`me partie, nous construisons des compacts totalement
ordonne´s qui sont home´omorphes a` K, si E est un espace fortement
de Lindelo¨f connexe, en changeant l’ensemble de re´fe´rence E, pour un
choix convenable de la mesure µ (sur le nouveau ensemble de re´fe´rence).
Nous consacrons la sixie`me partie, pour e´tudier la structure mesurable
de K et C(K).
Finalement, dans la septie`me partie, nous e´tudions en de´tail un cas
particulier, lorsque E est un groupe localement compact totalement
ordonne´, satifaisant les conditions suivantes:
∀ a, b ∈ E tel que a < b, ∃ c ∈ E ve´rifiant a < c < b (*)
a ≤ b ⇐⇒ a− b ≤ 0, a, b ∈ E. (**)
Soit (E,≤) un ensemble totalement ordonne´. La topologie de l’ordre
τ 0 sur E est la topologie engendre´e par les intervalles de la forme
{x ∈ E; x < a} , ou de la forme {x ∈ E; x > b} , a, b ∈ E. Cette topolo-
gie est se´pare´e.
En effet,
Soit x, y ∈ E tel que x < y. Supposons qu’il existe a ∈ E verifiant
x < a < y. Choisissons Vx = {t ∈ E; t < a}, Vy = {t ∈ E; t > a}. Il
est clair que Vx est un ouvert contenant x, Vy est un ouvert contenant
y et Vx ∩ Vy = ∅.
S’il n’existe aucun e´le´ment entre x et y, on conside`re Vx = {t ∈ E; t < y },
Vy = {t ∈ E; t > x} . On a encore Vx ∩ ∩Vy = ∅.
De´signons par τ 1 (resp.τ 2) la topologie engendre´e par les intervalles
de la forme {x ∈ E; x > a} , ou de la forme {x ∈ E; x ≤ b} (resp. de
la forme {x ∈ E; x < a} , ou de la forme {x ∈ E; x ≥ b}), a, b ∈ E.
Soient (X, τ ) un espace topologique et X1 un sous-ensemble de X.
Notons (X1, τ˜) la topologie de´finie sur X1 forme´e des ouverts relatifs de
X1 (un ouvert relatif de X1 est sous la forme X1 ∩ V , V est un ouvert
de X). Lorsque la topologie est note´e τ 0, τ p, ou τ
′, on note τ˜ 0, τ˜ p, ou
τ˜ ′ a` la place de (˜τ 0), (˜τ p), (˜τ ′) respectivement.
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1. Construction des compacts totalement ordonne´s
Soit (E,≤) un ensemble totalement ordonne´. Si E admet un maxi-
mum, (resp. un minimum) on note +∞ = max {x ∈ E; x ∈ E} (resp.
-∞ = min {x ∈ E; x ∈ E}).
Soit µ une mesure bore´lienne positive sur (E, τ 0). On suppose que
la mesure µ ve´rifie la condition suivante:
µ({u ∈ E; u > t}) > 0, ∀t ∈ E − {−∞,+∞} . (1.1)
Soit t ∈ E. De´signons par f t la fonction caracte´ristique de l’ensemble
{u ∈ E; u > t}, par A la sous-C∗-alge`bre de L∞(µ) (avec unite´) en-
gendre´e par les f t, t ∈ E et par K l’ensemble des caracte`res sur A.
D’apre`s [Godem]−[Sto] K est un σ(A∗, A) compact et A = C(K).
Pour tout t ∈ E, notons [t] =
{
t′ ∈ E;
∥∥f t − f t′∥∥
L∞(E,µ)
= 0
}
=
{t′ ∈ E; µ(]t ∧ t′, t ∨ t′]) = 0} . Dans la suite, on suppose que
{[t] ; t ∈ E} n’est pas de´nombrable. (1.2)
Comme
∥∥f t − f t′∥∥
L∞(E,µ)
≥ 1 pour [t] 6= [t′] , C(K) n’est pas se´parable,
donc K n’est pas me´trisable.
De´finissons la fonction ψ0 : K ×E → {0, 1} par
ψ0(θ, t) = θ(f
t), θ ∈ K, t ∈ E .
Lorsque−∞,+∞ ∈ E la fonction ψ0 est de´finie surK×[E − {−∞,+∞}]
a` valeurs dans {0, 1} .
NotonsB01 = {θ ∈ K; l’application t ∈ (E, τ 0.)→ ψ0(θ, t) est continue}.
Soit θ ∈ K − B01 . On a deux types de discontinuite´:
Cas 1, {t ∈ E; ψ0(θ, t) = 0} n’est pas ferme´: Soit h0(θ) un point
adhe´rent a` {t ∈ E; ψ0(θ, t) = 0} dans E tel que ψ0(θ, h0(θ)) = 1 (un
tel point existe, car {t ∈ E; ψ0(θ, t) = 0} n’est pas ferme´).
Lemme 1. Le point h0(θ) est unique.
De´monstration.
Supposons que h′(θ) est un point adhe´rent a` {t ∈ E; ψ0(θ, t) = 0} tel
que ψ0(θ, h
′(θ)) = 1 et h0(θ) < h
′(θ). L’ensemble {u ∈ E; u < h′(θ)}
est un voisinage ouvert de h0(θ) et h0(θ) est adhe´rent a` {u ∈ E; ψ0(θ, u) = 0} ,
il existe donc u1 ∈ {u ∈ E; ψ0(θ, u) = 0} ve´rifiant u1 < h
′(θ), ce qui
est impossible, car l’application t → ψ0(θ, t) est de´croissante. Donc
h0(θ) est unique.
Cas 2, {t ∈ E;ψ0(θ, t) = 1} n’est pas ferme´: On de´signe encore par
h0(θ) l’unique point adhe´rent a` {t ∈ E; ψ0(θ, t) = 1} dans E tel que
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ψ0(θ, h0(θ)) = 0. Par un raisonnement analogue a` celui de lemme 1,
on montre que h0(θ) est unique.
NotonsB02 = {θ ∈ K − B
0
1 ; ψ0(θ, h0(θ)) = 1} etB
0
3 = {θ ∈ K −B
0
1 ; ψ0(θ, h0(θ)) = 0} .
Lemme 2. Pour tout θ ∈ K − B01 on a
h0(θ) = sup {t ∈ E; ψ0(θ, t) = 1} . (1.3)
De´monstration.
Soit θ ∈ K − B01 .
Cas 1, θ ∈ B02 : Conside´rons v ∈ {t ∈ E; ψ0(θ, t) = 1} . Il s’agit de
montrer que v ≤ h0(θ) .
Supposons que v > h0(θ). L’ensemble {u ∈ E; v > u} est un voisi-
nage ouvert de h0(θ) et h0(θ) est adhe´rent a` {u ∈ E; ψ0(θ, u) = 0} , il
existe donc u1 ∈ E ve´rifiant v > u1 et ψ0(θ, u1) = 0, ceci est impossible
car ψ0(θ, v) = 1.
Cas 2, θ ∈ B03 : Remarquons d’abord que si v ∈ {t ∈ E; ψ0(θ, t) = 1} ,
v < h0(θ).
Conside´rons a ∈ E tel que v ≤ a pour tout v ∈ {t ∈ E; ψ0(θ, t) = 1}et
montrons que h0(θ) ≤ a.
Supposons que h0(θ) > a. Notons V = {t ∈ E; t > a} . V est un
voisinage ouvert de h0(θ), par conse´quent il existe v1 ∈ E tel que
v1 > a et ψ0(θ, v1) = 1. On de´duit que v1 ≤ a, c’est impossible.
Par un argument analogue a` celui du lemme 2, on montre:
Lemme 3. Pour tout θ ∈ K − B01 on a
h0(θ) = inf {t ∈ E; ψ0(θ, t) = 0} .
Remarque 1. Supposons que (E, τ 0) soit se´parable et (E,≤) ve´rifie la
condition (∗). Alors (E, τ 0) a une base de´nombrable.
Preuve. En effet,
Soit (an)n∈N une suite dense dans (E, τ 0). Pour toutm,n ∈ N posons
Vm,n = {x ∈ E; an > x > am} et M = {(m,n) ∈ N
2; Vm,n 6= ∅} . On
se propose de montrer que (Vm,n)(m,n)∈M forme une base de (E, τ 0).
Soit a, b, c ∈ E tel que a < c < b. Comme E ve´rifie la condition (∗),
les intervalles ]a, c[ , ]c, b[ ne sont pas vides. Comme la suite (an)n≥0
est dense dans E, il existe am ∈ ]a, c[ et an ∈ ]c, b[. Il est clair que
c ∈ Vm,n ⊂ ]a, b[ . Donc (Vm,n)(m,n)∈M forme une base de (E, τ 0).
Exemple 1. Soit E un groupe (non de´nombrable) localement compact
abe´lien se´parable [Hew]. Supposons que E ve´rifie la condition (∗) et
la topologie de l’ordre coincide avec celle de E. Choisissons µ = m la
mesure de Haar sur E.
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Montrons que tout ouvert de E non vide est de mesure strictement
positive.
Soit O un ouvert non vide de E. On peut supposer que O contenant
0. Pour x ∈ E, x + O est un voisinage de x, donc E = ∪
x∈E
(x + O).
D’autre part, E posse`de d’une base de´nombrable, d’apre`s la remarque
1, par conse´quent, il existe une suite de´nombrable (xn)n≥0 dans E,
telle que E = ∪
n≥0
(xn + O). Il en re´sulte qu’il existe n0 ∈ N ve´rifiant
µ(xn0 + O) = µ(O) > 0. Comme (E,≤) ve´rifie la condition (∗) , alors
pour a < b, µ(]a, b[) > 0, donc µ ve´rifie les conditions (??),(1.2).
Nous allons e´tudier cet exemple en de´tail dans la dernie`re partie.
Thorm 1. Le compact K est totalement ordonne´ (c’est-a`-dire que la
topologie de K est de´finie par une relation totalement ordonne´e sur K).
De´monstration.
On de´finit sur K la relation d’ordre suivante:
∀θ1, θ2 ∈ K : θ1 ≤ θ2 ⇔ ψ0 (θ1, t) ≤ ψ0 (θ2, t) , ∀t ∈ E.
Montrons d’abord que (K,≤) est totalement ordonne´. Fixons θ1, θ2 ∈
K tel que θ1 6= θ2. On peut supposer qu’il existe t0 ∈ E ve´rifiant
ψ0(θ1, t0) = 0 et ψ0(θ2, t0) = 1. Montrons que ψ0(θ1, t) ≤ ψ0(θ2, t)
pour tout t ∈ E.
Soit en effet t ∈ E. Si t < t0 on a ψ0(θ2, t) = 1, donc ψ0(θ1, t) ≤
ψ0(θ2, t).
Si t ≥ t0 on a ψ0(θ1, t) = 0, donc ψ0(θ1, t) ≤ ψ0(θ2, t), par conse´quent
θ1 < θ2.
Il reste a` montrer que la topologie de K et celle de l’ordre sont
identiques.
Comme K est compact et (K,τ 0) est se´pare´ d’apre`s l’introduction,
il suffit de montrer que la topologie de l’ordre est moins fine que la
topologie de K.
Notons
Z = {α ∈ K; α < θ} , θ ∈ K.
Supposons que Z n’est pas vide. Il est clair que Z = ∪
t∈E
{α ∈ K; ψ0(α, t) = 0 et ψ0(θ, t) = 1} .
D’autre part, pour tout t ∈ E l’ensemble {α ∈ K; ψ0(α, t) = 0 et ψ0(θ, t) = 1}
est un ouvert de K, par conse´quent Z est un ouvert de K.
Par un argument analogue, on montre que l’ensemble Z ′ = {α ∈ K; α > θ}
est un ouvert de K, si Z ′ n’est pas vide.
Dfinition 1. Soit L un compact de Hausdroff. On dite que C(L) admet
une e´quivalente τ p-Kadec − norme, s’il existe une e´quivalente norme
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ρ sur C(L), telle que la topologie forte et la topologie τ p coincident sur
{f ∈ C(L); ρ(f) = 1} .
Corollaire 1. L’espace C(K) admet une e´quivalente τ p − Kadec −
norme.
De´monstration.
C’est une conse´quence du the´ore`me 1 et le the´ore`me A de [Hay-Jay-Nam-Rog].
Corollaire 2. On a Bor((C(K), ‖.‖)) = Bor((C(K), τ p)).
De´monstration.
Le corollaire 1 nous montre qu’il existe sur C(K) une e´quivalente
τ p − Kadec − norme, d’apre`s [Jay-Nam-Rog], Bor((C(K), ‖.‖)) =
Bor((C(K), τp)).
2. Surjectivite´ de h0
Remarque 2. Notons hj0 la restriction de h0 a` B
0
j , j ∈ {2, 3} , h
j
0 :
B0j → E est injective, j ∈ {2, 3} (si B
0
j 6= ∅).
Preuve.
Montrons par exemple que h20 est injective.
Soit θ1, θ2 ∈ B
0
2 tel que θ1 < θ2. Il existe t ∈ E ve´rifiant ψ0(θ1, t) = 0
et ψ0(θ2, t) = 1, cela entraˆıne que h0(θ1) < t ≤ h0(θ2), donc h0(θ1)
6= h0(θ2).
Soit C un sous-ensemble de E. Notons XC la fonction caracte´ristique
de C.
Sur {[t] ; t ∈ E} on de´finit la relation d’ordre suivante:
[t] < [u] si t < u et µ(]t, u] ) > 0 et [t] = [u] si µ(]t ∧ u, t ∨ u]) = 0. Il
est clair que {[t] ; t ∈ E} est totalement ordonne´.
Dfinition 2. On dit que (E,≤) est un ordre complet (ou (E,≤) est
complet pour l’ordre), si tout sous-ensemble majorant de E, admet un
supremum et tout sous-ensemble minorant de E, admet un infimum.
De´signons par θ′ le plus grand e´le´ment de K et θ′′ le plus petit
e´le´ment de K. Dans la proposition 1, on montrera que ψ0(θ
′, t) = 1 et
ψ0(θ
′′, t) = 0 pour tout t ∈ E−{−∞,+∞} . Il est clair que θ′, θ′′ ∈ B01 .
Remarque 3. Supposons que E soit un ordre complet. Soit θ ∈ B01 −
{θ′, θ′′} . Il est clair que les ensembles {t ∈ E; ψ0(θ, t) = 1}, {v ∈ E; ψ0(θ, v) = 0}
ne sont pas vides.
Soient u ∈ {t ∈ E; ψ0(θ, t) = 1} et u
′ ∈ {v ∈ E; ψ0(θ, v) = 0}. On
remarque que u′ ≥ u, donc h0(θ) = sup {t ∈ E; ψ0(θ, t) = 1}
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Lemme 4. Soit (E,≤) un ordre complet. Alors pour tout θ ∈ B01 −
{θ′, θ′′} , ψ0(θ, h0(θ)) = 1.
De´monstration.
Supposons qu’il existe θ ∈ B01 − {θ
′, θ′′} tel que ψ0(θ, h0(θ)) = 0;
montrons que h0(θ) est adhe´rent a` ]−∞, h0(θ)[ .
Soit α ∈ E et V = {t ∈ E; t > α} un voisinage ouvert de h0(θ). Il
s’agit de montrer trouver β ∈ E tel que α < β < h0(θ).
Supposons qu’il n’existe pas β tel que α < β < h0(θ). Remarquons
qu’il n’existe pas t0 ∈ E tel que ψ0(θ, t0) = 1 et t0 > α (car un tel
t0 ve´rifie t0 < h0(θ), ce qui est impossible). Donc t ≤ α pour tout t
ve´rifiant ψ0(θ, t) = 1. Il en re´sulte que α = sup {u ∈ E; ψ0(θ, u) = 1} =
h0(θ), ce qui est impossible, car V est un voisinage de h0(θ). Par
conse´quent il existe β ∈ E tel que α < β < h0(θ).
Conside´rons γ ∈ E et V = {t ∈ E; t < γ} un voisinage ouvert de
h0(θ). Comme ψ0(θ, h0(θ)) = 0, le supremum sur {t ∈ E; ψ0(θ, t) = 1}
n’atteind pas, par conse´quent il exsite u ∈ E tel que u < h0(θ) <
γ. Il en re´sulte que u ∈ ]−∞, h0(θ)[ ∩ V. Donc h0(θ) est adhe´rent a`
]−∞, h0(θ)[ .
D’apre`s ce qui pre´ce`de, il existe une suite ge´ne´ralise´e (βi)i∈I dans
]−∞, h0(θ)[ tel que βi → h0(θ). Comme pour tout i ∈ I ψ0(θ, βi) =
1, alors d’apre`s la continuite´ de ψ0(θ, .) on a ψ0(θ, h0(θ)) = 1. C’est
impossible, donc ψ0(θ, h0(θ)) = 1, d’ou` le lemme.
On note E = E ∪{−∞,+∞} (E = E, si −∞,+∞ ∈ E). Il est clair
que E est totalement ordonne´.
Notons e l’unite´ de C(K).
Lemme 5. Soit t ∈ E. Alors
a) Sup{u ∈ E; u ∈ [t]} = b ∈ [t] et {u ∈ E; u > b} n’est pas fe´rme´
dans E, si et seulement s’il existe θ(t) ∈ B02 tel que h0( θ(t)) = b ∈ [t] .
b) Inf{u ∈ E; u ∈ [t]} = a ∈ [t] et {u ∈ E; u < a} n’est pas ferme´
dans E, si et seulement s’il existe θ′(t) ∈ B03 tel que h0(θ
′(t)) = a ∈ [t] .
c) Supposons que E est complet pour l’ordre. Alors sup{u ∈ E; u ∈ [t]} =
b ∈ [t] et {u ∈ E; u > b} est ferme´ non vide dans E, si et seulement
s’il existe θ′′(t) ∈ B01 − {θ
′, θ′′} tel que h0(θ
′′(t)) = b ∈ [t] .
De´monstration.
a).
Supposons que sup {u ∈ E; u ∈ [t]} = b ∈ [t] et {u ∈ E; u > b}
ne soit pas ferme´ dans E. Montrons qu’il existe θ(t) ∈ B02 tel que
h0(θ(t)) = b.
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On de´finit  θ(t)(f
u) = 1, si [u] ≤ [t]
θ(t)(fu) = 0, si [u] > [t]
θ(t)(e) = 1
,
 (2.1)
θ(t)(g) =
n∑
j=1
αjθ(t)(f
tj ) + α0, si g =
n∑
j=1
αjf
tj + α0e, les αj ∈ C,
les tj ∈ E ve´rifiant [ti] 6= [tj ] pour i 6= j , f
tj 6= e ∀1 ≤ j ≤ n et
[tn] < [tn−1] < ... < [t1] .
Montrons que θ(t) est line´aire.
Soient α1, ..., αm, α
′
1, ..., α
′
n ∈ C, t1, ..., tm, u1, ...un ∈ E tels que
[tm] < [tm−1] < ... < [t1], [un] < [un−1] < ... < [u1] , f
tj 6= e et
fuj 6= e.
Posons g1 =
∑
1≤k≤m
αkf
tk + α0e et g2 =
∑
1≤k≤n
α′kf
uk + α′0e. Comme
E est totalement ordonne´, il existe v1, ...vm+n ∈ {t1, ..., tm, u1, ...un} tel
que [vm+n] < [vm+n−1] < ... < [v1]. Donc g1 =
∑
1≤k≤m+n
ηkf
vk +η0e
et g2 =
∑
1≤k≤m+n
ξkf
vk + ξ0e, η0, η1, ..., ηm+n, ξ0, ξ1, ..., ξm+n ∈ C. Il est
e´vident θ(t)(αg1 + α
′g2) = αθ(t)(g1) + α
′θ(t)(g2) pour tout α, α
′ ∈ C.
Montrons que θ(t) est continue.
Fixons g =
n∑
j=1
αjf
tj + α0e, sous la forme pre´ce´dente. Nous allons
calculer θ(t)(g).
Remarquons que e = f t1 +
n∑
j=2
X]tj ,tj−1] + X{u∈E; u≤tn}, f
t2 = f t1 +
X]t2,t1], ...., f
tn = f t1 + X]tn,tn−1] + X]tn−1,tn−2] + ...X]t2,t1].
Donc
g =
n∑
j=1
αjf
tj + α0e = (α0 + α1 + ...+ αn)f
t1 + (α0 + α2 + ...+ αn)X]t2,t1] +
+(α0 + α3 + ... + αn)X]t3,t2] + ... + (α0 + αn−1 + αn)X]tn−1,tn−2] + (α0 +
αn)X]tn,tn−1] + α0X{u∈E; u≤tn}.
Notons β0 = α0 + α1 + ... + αn, β1 = α0 + α2 + ... + αn, β2 =
α0 + α3 + ... + αn, ..., βn−1 = α0 + αn, βn = α0.
Cas 1, [t] < [tn] : Nous avons θ(t)(f
tj ) = 0 pour tout j ≤ n, donc
θ(t)g = α0 = βn.
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Cas 2, [tj] ≤ [t] < [tj−1] , j ∈ {2, ..., n}: Nous observons que θ(t)(g) =
θ(t)(
n∑
j=1
αjf
tj + α0e) =
n∑
j=1
αjθ(t)(f
tj ) + α0θ(e) = α0 + αj + ...+ αn =
βj−1.
Cas 3, [t] ≥ [t1]: Ceci implique que θ(t)(g) = α0 + ...+ αn = β0.
D’apre`s ce qui pre´ce`de on voit que |θ(t)(g)| ≤ supj≤n
∣∣βj∣∣ ≤ ‖g‖L∞(µ) .
Comme {fu; u ∈ E} ∪ {e} forme un ensemble total dans C(K), θ(t)
se prolonge de manie`re unique en forme liniaire continue sur C(K).
Montrons que θ(t) est un caracte`re.
Conside´rons g1 = βnX{u∈E; u≤tn} + βn−1X]tn,tn−1] + ... + β1X]t2,t1] +
β0f
t1 et g2 = γnX{u∈E; u≤tn} + γn−1X]tn,tn−1] + ... + γ1X]t2,t1] + γ0f.
Remarquons que g1g2 = βnγnX{u∈E; u≤tn} + βn−1γn−1X]tn,tn−1] + ... +
β1γ1X]t2,t1]+β0γ0f
t1 . D’apre`s ce qui pre´ce`de, si [t] < [tn] on a θ(t)(g1) =
βn, θ(t)(g2) = γn et θ(t)(g1×g2) = βn×γn, donc θ(t)(g1g2) = θ(t)(g1)×
θ(t)(g2). Si [tj] ≤ [t] < [tj−1] , j ∈ {2, ..., n}, ou si [t] ≥ [t1] , par un
argument analogue, on montre que θ(t)(g1g2) = θ(t)(g1)×θ(t)(g2). Par
conse´quent θ(t) ∈ K.
Montrons que θ(t) ∈ B02 et h0(θ(t)) = b.
Soit u ∈ E. Si u > b, alors [u] > [b], car sup {v ∈ E; v ∈ [t]} = b. Si
[u] > [b] , il est e´vident que u > b. Par conse´quent u > b, si et seulement
si [u] > [b] .
D’apre`s ce qui pre´ce`de, ψ0(θ(t), u) = 0, si et seulement si u > b.
Donc {u ∈ E; ψ0(θ(t), u) = 0} = {u ∈ E; u > b} qui n’est pas ferme´,
d’apre`s l’hypothe`se. Par conse´quent θ(t) ∈ B02 . Finalement d’apre`s le
lemme 2, h0(θ(t)) = sup {u ∈ E; ψ0(θ(t), u) = 1} = sup {u ∈ E; u ≤ b} =
b.
Inversement: supposons qu’il existe θ(t) ∈ B02 tel que h0(θ(t)) = b ∈
[t] .
Il est e´vident que {u ∈ E; ψ0(θ(t), u) = 0} = {u ∈ E; u > b}, donc
{u ∈ E; u > b} n’est pas ferme´, car θ(t) ∈B02 . Montrons que sup {u ∈ E; u ∈ [t]} =
b.
Soit u ∈ [t] = [b] . On a alors ψ0(θ(t), u) = ψ0(θ(t), b) = 1, d’apre`s le
lemme 2, u ≤ b. On en de´duit que b = sup {u ∈ E; u ∈ [t]} .
b).
La de´monstration de b) est analogue a` celle de a), en remplac¸ant la
formule
 θ(t)(f
u) = 1 si [u] ≤ [t]
θ(t)(fu) = 0, si [u] > [t]
θ(t)(e) = 1
 , par la formule
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 θ
′(t)(fu) = 1 si [u] < [t]
θ′(t)(fu) = 0, si [u] ≥ [t] .
θ′(t)(e) = 1
 (2.2)
et le lemme 2 sera remplace´ par le lemme 3.
c).
Supposons que sup {u ∈ E; u ∈ [t]} = b ∈ [t] et que {u ∈ E; u > b}
soit un ferme´ non vide. Montrons qu’il existe θ′′(t) ∈ B01 tel que
h0(θ
′′(t)) = b.
On de´finit
 θ
′′(t)(fu) = 1 si [u] ≤ [t]
θ′′(t)(fu) = 0, si [u] > [t]
θ′′(t)(e) = 1
 et θ′′(t)(g) =
n∑
j=1
αjθ(t)(f
tj )+
α0, si g =
n∑
j=1
αjf
tj + α0e de la forme pre´ce´dente.
Par un argument analogue a` celui de a), on montre que θ′′(t) ∈ K.
Montrons que θ′′(t) ∈ B01 − {θ
′, θ′′} .
Remarquons que u > b, si et seulement si [u] > [b], car sup {v ∈ E; v ∈ [t]} =
b. Il en re´sulte que {u ∈ E; ψ0(θ
′′(t), u) = 0} = {u ∈ E; [u] > [b]} =
{u ∈ E; u > b} qui est ferme´ non vide par hypothe`se, par conse´quent
θ′′(t) ∈ B01 .D’apre`s le lemme 4, h0(θ
′′(t)) = sup {u ∈ E; ψ0(θ
′′(t), u) = 1} =
{u ∈ E; u ≤ b} = b. Il est clair que θ′′(t) /∈ {θ′, θ′′} .
Inversement: supposons qu’il existe θ′′(t) ∈ B01 − {θ
′, θ′′} tel que
h0(θ
′′(t)) = b ∈ [t] .Comme ψ0(θ, h0(θ)) = 1 d’apre`s le lemme 4,
{u ∈ E; ψ0(θ
′′(t), u) = 0} = [ψ0(θ
′′(t), .)]
−1
{0} = {u ∈ E; u > b}
est un ferme´ non vide de E, car θ′′(t) ∈ B01 − {θ
′, θ′′}.
Montrons que sup {u ∈ E; u ∈ [t]} = b.
Soit u ∈ [t] = [b] . On a ψ0(θ
′′(t), u) = ψ0(θ
′′(t), b) = 1, cele implique
que u ≤ b. Donc sup {u ∈ E; u ∈ [t]} = b.
Corollaire 3. Supposons que E soit complet pour l’ordre et que µ(]t ∧ t′, t ∨ t′]) >
0 pour t 6= t′. Alors h0 : B
0
1 ∪ B
0
2 → E est surjective (−∞,+∞ /∈ E).
De´monstration.
Remarquons que l’hypothe`se implique que [t] = {t} pour tout t ∈
E − {−∞,+∞} . Soit a ∈ E − {−∞,+∞}. Si {x ∈ E; x > a} n’est
pas ferme´, d’apre`s le lemme 5-a), il existe θ ∈ B02 tel que h0(θ) = a. Si
{x ∈ E; x > a } est ferme´, d’apre`s le lemme 5-c), il existe θ ∈ B01 tel
que h0(θ) = a. Donc h0 est surjective (remarquons que h0(θ
′) = +∞
et h0(θ
′′) = −∞).
Proposition 1. Il existe θ′, θ′′ ∈ B01 tel que ψ0(θ
′, t) = 1 et ψ0(θ
′′, t) =
0 pour tout t ∈ E.
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De´monstration.
On de´finit θ′, θ′′ ∈ K par θ′(f t) = ψ0(θ
′, t) = 1, θ′(e) = θ′′(e) = 1 et
θ′′(f t) = ψ0(θ
′′, t) = 0 pour tout t ∈ E−{−∞,+∞} . Par un argument
analogue a` celui du lemme 5, on montre que θ′, θ′′ ∈ K.
Proposition 2. Supposons que E ve´rifie (∗) et que µ(]t ∧ t′, t ∨ t′]) >
0 pour t 6= t′ ∈ E. Alors hj0 : B
0
j → E − {−∞,+∞} est surjective
j ∈ {2, 3} .
De´monstration.
Il suffit de montrer d’apre`s le lemme 5, que les ensembles {u ∈ E; u > t} , {u ∈ E; u < t}
ne sont pas ferme´s dans E pour tout t ∈ E.
Soit a, b ∈ E tel que t ∈ ]a, b[ . Comme (E, τ 0) ve´rifie la condition
(∗), il existe c ∈ E ve´rifiant a < c < t < b, ceci implique que c ∈
{u ∈ E; u < t} . Donc t est adhe´rent a` {u ∈ E; u < t} . Par conse´quent
{u ∈ E; u < t} n’est pas ferme´ dans E. Par un argument analogue on
montre que {u ∈ E; u > t} n’est pas ferme´ dans E.
3. Continuite´ de h0
Dans cette partie, on montre que la fonction h0 est continue sur le
sous-ensemble de K, ou` h0 est de´finie.
Remarque 4. L’espace (E, τ 0) est connexe si et seulement si E est
complet pour l’ordre et E ve´rifie la condition (∗) [Kell, remaq.(d),p.58]
Rappelons que h0(θ
′) = +∞ et h0(θ
′′) = −∞.
Notons K1 = (K − B
0
1) ∪ {θ
′, θ′′} .
Proposition 3. Supposons que -∞,+∞ /∈ E. Alors l’application h0 :
(K1, τ˜ 0)→ (E, τ 0) est continue.
De´monstration.
Soit α ∈ E et V =
{
t ∈ E; t < α
}
6= ∅. On se propose de montrer
que (h0)
−1(V ) est un ouvert de K1. Pour cela, soit θ ∈ (h0)
−1(V ). Nous
distinguons trois cas:
Cas 1, θ = θ′′ ∈ (h0)
−1(V ) : Il existe β ∈ E tel que β < α. Notons
C = {ϕ ∈ K1; ψ0(ϕ, β) = 0} . C est un ouvert deK1 et θ
′′ ∈ C. D’autre
part, ϕ ∈ C − {θ′′} entraˆıne que h0(ϕ) ≤ β < α. Donc C ⊂ (h0)
−1(V ).
Cas 2, θ ∈ B02 : L’ensemble N = {t ∈ E; t < α} est un voisi-
nage ouvert de h0(θ) et h0(θ) est adhe´rent a` {u ∈ E; ψ0(θ, u) = 0} ,
il existe donc γ ∈ E tel que γ < α et ψ0(θ, γ) = 0. Posons C =
{ϕ ∈ K1; ψ0(ϕ, γ) = 0} . C est ouvert contenant θ. Montrons que
C ⊂ (h0)
−1(V ). Soit ϕ ∈ C. Ceci implique que ψ0(ϕ, γ) = 0, donc
h0(ϕ) ≤ γ < α. Il en re´sulte que ϕ ∈ (h0)
−1(V ).
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Cas 3, θ ∈ B03 : Posons C = {ϕ ∈ K1; ψ0(ϕ, h0(θ)) = 0} . C est un
ouvert contenant θ et C ⊂ (h0)
−1(V ).
Par un argument analogue a` celui du pre´ce´den,t on montre que
(h0)
−1(V ) est un ouvert de K1, si V =
{
t ∈ E; t > α
}
6= ∅ (α ∈ E).
Corollaire 4. Supposons que E soit connexe et que −∞,+∞ /∈ E.
Alors h0 : K → (E, τ 0) est continue.
De´monstration.
Il suffit de montrer que B01 = {θ
′, θ′′} . En effet,
Soit θ ∈ B01 . Les ensembles {t ∈ E; ψ0(θ, t) = 1} , {t ∈ E; ψ0(θ, t) = 0}
sont ouverts et ferme´s, donc θ ∈ {θ′, θ′′}.
Par un argument analogue a` celui de la proposition 3, (en remarquant
que ψ0 est de´finie sur E − {−∞,+∞}) on montre
Proposition 4. Supposons que −∞,+∞ ∈ E. Alors h0 : (K1, τ˜ 0)→ E
est continue.
Corollaire 5. Soit E un ensemble connexe. Supposons que −∞,+∞ ∈
E. Alors h0 : K → (E, τ 0) est continue.
Proposition 5. Supposons que (E,≤) soit un ordre complet et que
-∞,+∞ /∈ E. Alors alors h0 : K → E est continue.
De´monstration.
Soient α ∈ E et θ0 ∈ W = (h0)
−1(
{
t ∈ E; t < α
}
= {θ ∈ K; h0(θ) < α}).
Il s’agit de trouver un voisinage ouvert de θ0 dans W.
Cas 1, θ0 = θ
′′ : Conside´rons t0 ∈ E tel que t0 < α et V =
{θ ∈ K; ψ0(θ, t0) = 0} . Remarquons que θ
′′ ∈ V. Montrons que V ⊂
W.
Soit θ ∈ V. On a ψ0(θ, t0) = 0, donc h0(θ) ≤ t0 < α, par conse´quent
θ ∈ W.
Cas 2, θ0 ∈ B
0
1−{θ
′′} : L’ensemble {u ∈ E; u < α}∩{t ∈ E; ψ0(θ0, t) = 1}
est un voisinage de h0(θ0), car d’apre`s le lemme 4, ψ0(θ0, h0(θ0)) = 1,
par conse´quent il existe a, b ∈ E (a < b) tels que h0(θ0) ∈ ]a, b[ ⊂
{u; u < α}∩{t ∈ E; ψ0(θ0, t) = 1} . Posons V = {θ ∈ K; ψ0(θ, b) = 0} .
V est un voisinage de θ0, car h0(θ0) < b. Il s’agit de prouver que V ⊂W.
Soit θ ∈ V (donc h0(θ) ≤ b). Montrons d’abord que h0(θ) < b. Sinon,
supposons que h0(θ) = b. Comme h0(θ0) < h0(θ) = b, θ0 < θ, il
existe donc γ ∈ E tel que ψ0(θ0, γ) = 0 et ψ0(θ, γ) = 1, ceci im-
plique que a < h0(θ0) < γ < h0(θ) = b (remarquons que γ < h0(θ),
car ψ0(θ, b) = 0 et ψ0(θ, γ) = 1). On en de´duit que γ ∈ ]a, b[ ⊂
{u ∈ E; u < α} ∩ {t ∈ E; ψ0(θ0, t) = 1} , ce qui est impossible, par
conse´qeunt h0(θ) < b. D’autre part, b ≤ α, car si a ∈ ]a, b[ entraˆıne
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que α ∈ {u ∈ E; u < α} ce qui est impossible. Donc h0(θ) < b ≤ α,
c’est-a`-dire que θ ∈ W.
Le cas θ0 ∈ B
0
2 , et le cas : θ0 ∈ B
0
3 , nous les traitons comme dans la
proposition 3.
Par un argument analogue a` celui de la proposition 5, on montre:
Proposition 6. Supposons que (E,≤) soit un ordre complet et que
−∞,+∞ ∈ E. Alors h0 : K → E est continue.
On de´finit la mesure µ′ sur E par µ′({t}) = 1, pour tout t ∈ E. Soient
A′ la C∗−alge`bre engendre´e par les f t, t ∈ E dans L∞(E, µ′) = ℓ∞(E)
etK ′ l’ensemble des caracte`res sur A′.Notons h′0(θ) = sup {t ∈ E; ψ
′(θ, t) = 1}
ou` ψ′(θ, t) = f t(θ), θ ∈ K ′.
Remarque 5. Si (E,≤) complet pour l’ordre, alors (E, τ 0) est locale-
ment compact (−∞,+∞ /∈ E).
Preuve. En effet,
supposons que E est complet pour l’ordre. Choisissons µ′ la mesure
de´finie auparavant. D’apre`s le corollaire 3, la fonction h′0 est surjective,
en utilisant la proposition 5, on obtient que h′0 : K
′ → E est continue,
donc h′0(K
′) = E compact.
D’autre part, tout intervalle ferme´ de E est ferme´ dans (E,≤).
Comme −∞,+∞ /∈ E pour tout a ∈ E, il existe b, c ∈ E tel que
c < a < b. D’apre`s ce qui pre´ce`de, [c, b] est un voisinage compact de a,
cela implique que (E, τ 0) est localement compact.
4. Proprie´te´s ge´ome´triques des compacts K
Remarque 6. Soient (X, τ) un espace fortement de Lindelo¨f et Z un
sous-espace de (X, τ). Alors (Z, τ˜) est un espace fortement de Lindelo¨f.
Rappelons que l’ordre lexicographique sur E×{0, 1} est de´fini comme
suivant:
(r, i) < (s, j) si et seulement si, r < s ou r = s et i < j ∀(r, i),
(s, j) ∈ E × {0, 1} .
Pour la suite, on a besoin de deux lemmes classiques suivants:
Lemme 6. Soit E ′ une partie de E. Alors (E ′, τ˜ 2) est home´omorphe
a` (E ′ × {1} , τ˜ 0) (E
′ × {1} , τ˜ 0) comme un sous-espace topologique de
(E × {0, 1} , τ 0)).
Lemme 7. Supposons que (E, τ 0) est un espace fortement de Lindelo¨f.
Alors
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1 ) (E, τ j) est un espace de fortement de Lindelo¨f, j ∈ {1, 2}.
2) Bor((E, τ 0)) = Bor((E, τ j)), j ∈ {1, 2} .
3) Si (E, τ 0) est se´parable, alors (E, τ j) est se´parable, j ∈ {1, 2} .
4) Si toute partie de (E, τ 0) est se´parable, alors toute partie de
(E, τ j) est se´parale, j ∈ {1, 2} .
De´monstration du lemme 6.
Conside´rons F : (E ′, τ˜ 2) → (E
′ × {1} , τ˜ 0) l’application de´finie par
F (t) = (t, 1), t ∈ E ′. Montros que F est une home´omorphisme.
Soient (a, j0) ∈ E×{0, 1} et V = {(t, 1) ∈ E
′ × {1} ; (t, 1) < (a, j0)}
un ouvert de (E ′ × {1} , τ˜ 0). On a alors
F−1(V ) = {t ∈ E ′; (t, 1) < (a, j0)} = {t ∈ E
′; t < a} ∈ (E ′, τ˜ 2).
Soient (a, j0) ∈ E×{0, 1} etW = {(t, 1) ∈ E
′ × {1} ; (t, 1) > (a, j0)} ;
Cas 1, j0 = 1 : Il est e´vident que F
−1(V ) = {t ∈ E ′; t > a} ∈
(E1, τ˜ 2).
Cas 2, j0 = 0 : On remarque que F
−1(V ) = {t ∈ E ′; t ≥ a} ∈
(E ′, τ˜ 2).
D’apre`s ce qui pre´ce`de, V est un ouvert de (E ′×{1} , τ˜ 0) si et seule-
ment si F−1(V ) est un ouvert de (E ′, τ˜ 2).
Remarque 7. Par un argument analogue a` celui du lemme 6, on mon-
tre que (E ′, τ˜ 1) est home´omorphe a` (E
′ × {0} , τ˜ 0).
De´mstration du lemme 7.
1).
Nous allons montrer le lemme 7 pour j = 1, le cas j = 2 se de´montre
par une me´thode analogue.
L’argument qui nous permet de montrer 1) est analogue a` celui de
[Kell, p.58,59].
En effet,
soient {]ai, bi] ; ai < bi, i ∈ I} une famille d’intervalles dans E, U
= ∪
i∈I
]ai, bi] et V = ∪
i∈I
]ai, bi[ . Il s’agit de trouver un sous-ensemble I
′
de´nombrable de I tel que U = ∪
i∈I′
]ai, bi] . De´signons par J le sous-
ensemble de I tel que {bj ; j ∈ J } ∩ V = ∅.
Montrons que {bj ; j ∈ J} est de´nombrable.
Soit bj 6= bj′, j, j
′ ∈ J . Montrons d’abord que ]aj , bj[∩ ]aj′, bj′[ = ∅.
Supposons qu’il existe t ∈ ]aj, bj [∩ ]aj′, bj′[ . Supposons que bj < bj′.
On a alors aj′ < t <bj < bj′, il en re´sulte que bj ∈ ]aj′, bj′[ ⊂ V, ce qui
est impossible.
Par hypothe`se (E, τ 0) est un espace fortement de Lindelo¨f, donc il
existe un sous-ensemble de´nombrable H de J , tel que ∪
i∈J
]ai, bi[ =
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∪
i∈H
]ai, bi[ . D’autre part, si bj 6= bj′ ]aj , bj [ ∩ ]aj′, bj′[ = ∅, j, j
′ ∈ J , par
conse´quent {bj ; j ∈ J} = {bj ; j ∈ H}, c’est-a`-dire que {bj ; j ∈ J} est
de´nombrable.
Il existe un sous-ensemble de´nombrable I1 de I, tel que V = ∪
i∈I1
]ai, bi[ .
Notons I2 = {j ∈ I; bj ∈ V } (I = J∪I2). Nous avons alors ∪
i∈I2
]ai, bi] ⊂
V = ∪
i∈I1
]ai, bi[ .
Soit maintenant (bjk)k≥0 une suite dans E telle que {bj ; j ∈ J} =
{bjk ; k ∈ N} . Notons pour tout k ∈ N, Jk = {i ∈ J ; bi = bjk} . Alors
J = ∪
k≥0
Jk.
Comme (E, τ 0) est un espace fortement de Lindelo¨f, il existe un
sous-ensemble de´nombrable Lk de Jk tel que ∪
j∈Jk
]aj , bj[ = ∪
j∈Jk
]aj ; bjk [ =
∪
j∈Lk
]aj , bjk [ pour tout k ∈ N.
D’apre`s ce qui pre´ce`de, U =
[
∪
i∈J
]ai, bi]
]
∪
[
∪
i∈I2
]ai, bi]
]
=
[
∪
k∈N
{
∪
i∈Lk
]ai, bjk ]
}]
∪[
∪
i∈I1
]ai, bi]
]
= ∪
i∈I′
]ai, bi], ou` I
′ = I1 ∪
[
∪
k≥0
Lk
]
.
Si U = ∪
i∈I
{x ∈ E; x ≤ bi} , par un argument analogue a` celui du
pre´ce´dent, on montre qu’il existe un sous-ensemble de´nombrable J1 de
I, tel que U = ∪
i∈J1
{x ∈ E; x ≤ bi} . Par conse´quent (E, τ 1) est un
espace fortement de Lindelo¨f.
2).
Comme (E, τ 0) est moins fine que (E, τ 1), il est e´vident queBor((E, τ 0)) ⊂
Bor((E, τ1)). Pour voir l’inclusion inverse, il suffit de remarquer que
tout ouvert de (E, τ 1) est un bore´lien de (E, τ 0), car (E, τ 1) est forte-
ment de Lindelo¨f. Il en re´sulte que Bor((E, τ 1)) ⊂ Bor((E, τ 0)).
3).
Supposons que (E, τ 0) soit se´parable. Soient (xn)n≥0 une suite dense
dans (E, τ 0) et M = {b ∈ E; ∃ab ∈ E ve´rifiant ]ab, b] = {b}}.
Etape 1: Montrons que M est de´nombrable.
D’apre`s 1), (E, τ 1) est un espace fortement de Lindelo¨f, par conse´quent
∪
b∈M
]ab, b] = ∪
b∈M
{b} =M est de´nombrable.
Etape 2: Montrons que M2 = {xn; n ∈ N} ∪ M est dense dans
(E, τ 1).
Conside´rons ]a, b] un intervalle non vide de (E, τ 1). Si ]a, b] = {b} ,
b ∈M, donc ]a, b]∩M2 6= ∅. Si ]a, b[ 6= ∅, il existe xn ∈ ]a, b[ , c’est-a`-dire
que xn ∈ ]a, b] ∩M2. Par conse´quent M2 est dense dans (E, τ 1).
4).
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Supposons que toute partie de (E, τ 0) est se´parable. Soient E
′ un
sous-ensemble de E et (an)n≥0 une suite dense dans (E
′, τ˜ 0). Posons
M = {b ∈ E ′; ∃ab ∈ E ve´rifiant E
′ ∩ ]ab, b] = {b}}.
Etape 1: Montrons que M de´nombrable.
D’apre`s 1) (E, τ 1) est un espace fortement de Lindelo¨f, par conse´quent
(E ′, τ˜ 1) est un espace fortement de Lindelo¨f, d’apre`s la remarque 6).
D’autre part, E ′ ∩ ]ab, b] est un ouvert relatif de (E
′, τ˜ 1), il en re´sulte
que ∪
b∈M
E ′ ∩ ]ab, b] = ∪
b∈M
{b} =M de´nombrable.
Etape 2: Montrons que M2 = {an; n ∈ N} ∪ M est dense dans
(E ′, τ˜ 1).
Conside´rons E ′ ∩ ]a, b] un ouvert relatif non vide de (E ′, τ˜ 1). Si
E ′ ∩ ]a, b] = {b} , b ∈M, donc E ′ ∩ ]a, b] ∩M2 6= ∅. Si E
′ ∩ ]a, b[ 6= ∅, il
exist an ∈ E
′ ∩ ]a, b[ 6= ∅. Par conse´quent M2 est dense dans (E
′, τ˜ 1).
Corollaire 6. Supposons que (E, τ 0) soit un espace fortement de Lin-
delo¨f. Alors E × {0, 1} est un espace fortement de Lindelo¨f.
De´monstration.
D’apre`s le lemme 7, (E, τ j) est un espace fortement de Lindelo¨f,
j ∈ {1, 2} . En appliquant le lemme 6 et la remarque 7, on voit que (E×
{0} , τ˜ 0), (E × {1} , τ˜ 0) sont fortement de Lindelo¨f, donc E × {0, 1} =
E × {0} ∪ E × {1} est un espace fortement de Lindelo¨f.
Corollaire 7. Supposons que (E, τ 0) soit un espace fortement de Lin-
delo¨f se´parable (resp. toute partie de (E, τ 0) soit se´parable). Alors
E×{0, 1} est se´parable (resp. toute partie de E×{0, 1} est se´parable).
De´monstration.
D’apre`s le lemme 7, (E, τ j) est se´parable, j ∈ {1, 2} (resp. toute
partie de (E, τ j) est se´parable, j ∈ {1, 2}). D’autre part, d’apre`s le
lemme 6 et la remarque 7, (E, τ 1) est home´omorphe a` E × {0} et
(E, τ 2) est home´omophe a` E × {1} , par conse´quent E × {0} , E × {1}
sont se´parables (resp. toute partie de E × {0} et de E × {1} est
se´parable), donc E × {0, 1} = E × {0} ∪ E × {1} est se´parable (resp.
toute partie de E × {0, 1} = E × {0} ∪ E × {1} est se´parable).
Proposition 7. i) Supposons que toute partie de (E, τ 0) soit se´parable.
Alors B01 est un espace fortement de Lindelo˜f.
ii) Supposons que (E, τ 0) soit se´parable et que (E,≤) ve´rifie la con-
dition (∗) Alors B01 a une base de´nombrable.
De´monstration.
i).
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Soient B une partie de E et (un)n≥0 une suite dense dans (B, τ˜ 0).
Pour tout u ∈ B notons Vu = {θ ∈ B
0
1 ; ψ0(θ, u) = 1} . Montrons que
∪
u∈B
Vu = ∪
n∈N
Vun.
Pour cela, soit θ ∈ ∪
u∈B
Vu. Il existe u ∈ B tel que θ ∈ Vu, donc
u ∈ Hθ = {t ∈ B; ψ0(θ, t) = 1} . Il existe donc n ∈ N tel que un ∈ Hθ,
ceci implique que θ ∈ Vun. Par conse´quent ∪
u∈B
Vu = ∪
n∈N
Vun .
Si V ′u = {θ ∈ B
0
1 ; ψ0(θ, u) = 0}, u ∈ B, par un argument analogue,
on montre que ∪
u∈B
V ′u = ∪
n∈N
V ′un.
Notons pour tout u, v ∈ B, Wu,v = {θ ∈ B
0
1 ; ψ0(θ, u) = 1 et ψ0(θ, v) = 0} .
Montrons que ∪
u,v∈B
Vu,v = ∪
m,n∈N
Vum,un.
Soit θ ∈ Wu,v. Remarquons que u ∈ Hθ = {t ∈ B; ψ0(θ, t) = 1} et
v ∈ H ′θ = {t ∈ B; ψ0(θ, v) = 0} , il donc existe um ∈ Hθ et un ∈ H
′
θ. Il
est e´vident que θ ∈ Vum,un. par conse´quent ∪
u,v∈B
Wu,v = ∪
m,n∈N
Wum,un.
ii).
Soit (an)n≥0 une suite dense dans (E, τ 0). Pour tout m,n ∈ N notons
Wm,n = {θ ∈ B
0
1 ; ψ0(θ, an) = 0 et ψ(θ, am) = 1} , Vm = {θ ∈ B
0
1 ; ψ0(θ, am) = 1}
et V ′n = {θ ∈ B
0
1 ; ψ0(θ, an) = 0} .
Notons d’autre part,D1 = {(m,n) ∈ N
2; Wm,n 6= ∅} , D2 = {m ∈ N; Vm 6= ∅},
D3 = {n ∈ N; V
′
n 6= ∅} .Montrons que {Vm,n; (m,n) ∈ D1} ∪ {Vm; m ∈ D2}∪
{V ′n; n ∈ D3} forme une base de B
0
1 .
Au cours de la de´monstration de la proposition 2, on a montre´ que
u est adhe´rent a` {x ∈ E; x < u} .
Soient maintenant t, u ∈ E etWt,u = {θ ∈ B
0
1 ; ψ0(θ, u) = 0 et ψ0(θ, t) = 1} 6=
∅. Fixons ϕ ∈ Wt,u . L’ensemble {x ∈ E; ψ0(ϕ, x) = 0} est un voisi-
nage ouvert de u, donc {x ∈ E; ψ0(ϕ, x) = 0}∩ {x ∈ E; x < u} est un
ouvert non vide, par conse´quent il existe n ∈ N tel que ψ0(ϕ, an) = 0
et an < u. Par un argument analogue, on montre qu’il existe m ∈ N
ve´rifiant ψ0(ϕ, am) = 1 et am > t. On conclut que ϕ ∈ Vm,n ⊂Wt,u.
Par un raisonnement analogue a` celui du pre´ce´dent, on montre que
pour tout ϕ ∈ {θ ∈ B01 ; ψ0(θ, u) = 0} (resp. ϕ ∈ {θ ∈ B
0
1 ; ψ0(θ, t) = 1}),
il existe n ∈ N ve´rifiant ϕ ∈ V ′n ⊂ {θ ∈ B
0
1 ; ψ0(θ, u) = 0} (resp. il ex-
iste m ∈ N ve´rifiant ϕ ∈ Vm ⊂ {θ ∈ B
0
1 ; ψ0(θ, t) = 1}). Donc B
0
1 a une
base de´nombrable.
Proposition 8. Supposons que (E, τ 0) soit un espace fortement de
Lindelo¨f. Alors
I) (B03 , τ˜ 0) est un espace fortement de Lindelo¨f ((B3, τ˜ 0) comme un
sous-espace topologique de (K, τ 0)).
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II) (B02 , τ˜ 0) est un espace fortement de Lindelo¨f.
III) Supposons que toute partie de (E, τ 0) est se´parable. Alors toute
partie de (B03 , τ˜ 0) est se´parable et toute partie de (B
0
2 , τ˜ 0) est se´parable.
De´monstration.
I).
Etape 1: Montrons que l’application h30 : (B
0
3 , τ˜ 0) → (E, τ 1) est
continue.
Soient α ∈ E et V = {t ∈ E; t ≤ α} . Montrons que (h30)
−1(V ) est
un ouvert de B03 .
Conside´rons θ0 ∈ (h
3
0)
−1(V ) et V1 = {θ ∈ B
0
3 ; ψ0(θ, h0(θ0)) = 0}
. Il est clair que V1 est un voisinage ouvert de θ0. D’autre part, si
θ ∈ V1 h0(θ) ≤ h0(θ0) ≤ α, donc θ ∈ (h
3
0)
−1(V ). Ceci implique que
V1 ⊂(h
3
0)
−1(V ). Par conse´quent (h30)
−1(V ) est un ouvert de (B03 , τ˜ 0).
Supposons que V = {t ∈ E; t > α} , α ∈ E. Montrons que (h30)
−1(V )
est un ouvert de (B03 , τ˜ 0).
Pour cela, soit, θ0 ∈ (h
3
0)
−1(V ). V est un voisinage de h30(θ0) =
h0(θ0) et h
3
0(θ0) (par de´finition) est adhe´rent a` {u ∈ E; ψ0(θ0, u) = 1} ,
donc il existe u0 ∈ E tel que u0 > α et ψ0(θ0, u0) = 1. Notons V1 =
{ϕ ∈ B03 ; ψ0(ϕ, u0) = 1} . V1 est un voisinage ouvert de θ0 dans B
0
3 et
V1 ⊂ (h
3
0)
−1(V )..
Etape 2 : Montrons que h03 : (B
0
3 , τ˜ 0)→ (h0(B
0
3), τ˜ 1) est une home´omorphisme.
Conside´rons t ∈ E et Vt = {θ ∈ B
0
3 ; ψ0(θ, t) = 1} .D’apre`s la de´finition
deB03 Vt = {θ ∈ B
0
3 ; h0(θ) > t} , par conse´quent h
0
3(Vt) = {u ∈ h0(B
0
3); u > t}
est un ouvert de (h03(B
0
3), τ˜ 1).De meˆme siWt = {θ ∈ B
0
3 ; ψ0(θ, t) = 0} =
{θ ∈ B03 ; h0(θ) ≤ t} , alors h0(Wt) = {u ∈ h0(B
0
3); u ≤ t} est un ou-
vert de (h0(B
0
3), τ˜ 1).
D’apre`s ce qui pre´ce`de et l’e´tape 1, h03 est une home´omorphisme.
Comme (h0(B
0
3), τ˜ 1) est un espace fortement de Lideleo¨f, d’apre`s le
lemme 7 et la remarque 6, alors (B03 , τ˜ 0) est un espace fortement de
Lindelo¨f.
II).
Par un argument analogue a` celui de l’e´tape 2, on montre que h20 :
(B02 , τ˜ 0) → (h0(B2), τ˜ 2) est une home´omorphisme. Par conse´quent
(B02 , τ˜ 0) est un espace fortement de Lindelo¨f.
III).
D’apre`s le lemme 7, toute partie de (h0(B
0
3), τ˜ 1) (resp. de (h0(B
0
2), τ˜ 2))
est se´parable, en appliquant l’e´tape 2, on voit que toute partie de
(B03 , τ˜ 0) (resp. de (B
0
2 , τ˜ 0)) est se´parable .
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Corollaire 8. Supposons que (E, τ 0) soit un espace fortement de Lin-
delo¨f, E est complet pour l’ordre et que toute partie de (E, τ 0) est
se´parable. Alors K est se´parable.
De´monstration.
Montrons d’abord que (B01 , τ˜ 0) est se´parable. Il suffit de prouver
que l’application h10 : (B
0
1 , τ˜ 0) → (h0(B
0
1), τ˜ 2), θ → h0(θ) est une
home´omorphisme, car d’apre`s le lemme 7, (h0(B
0
1), τ˜ 2) est se´parable.
Soient a ∈ E, V1 = {t ∈ E; t < a} et V2 = {t ∈ E; t ≥ a} . D’apre`s
le lemme 4, (h10)
−1(V1) = {θ ∈ B
0
1 ; ψ0(θ, a) = 0} et (h
1
0)
−1(V2) = {θ ∈ B
0
1 ; ψ0(θ, a) = 1} .
Donc h10 est une home´omorphisme. D’autre part, d’apre`s la proposi-
tion 8, (B03 , τ˜ 0) et (B
0
2 , τ˜ 0) sont se´parables, il en re´sulte que K est
se´parable.
Corollaire 9. Supposons que (E, τ 0) soit se´parable et ve´rifie (∗). Alors
K est et fortement de Lindelo¨f se´parable.
De´monstration.
D’apre`s la proposition 7, B01 a une base de´nombrable. D’autre part,
d’apre`s la remarque 1, (E, τ 0) a` une base de´nombrable, ce qui est im-
plique que (E, τ 0) est fortement de Lindelo¨f et toute partie de (E, τ 0)
est se´parable, par conse´quent d’apre`s la proposition 8, B02 , B
0
3 sont
fortement de Lindelo¨f se´parables. Donc K = B01 ∪ B
0
2 ∪ B
0
3 est forte-
ment de Lindelo¨f se´parable.
Corollaire 10. Si (E, τ 0) est se´parable et connexe, alors K est se´parable.
Soit P un espace polonais. De´signons par B1(P ) l’espace des fonc-
tions de premie`re classe de Baire sur P (a` valeurs re´elles, ou complexes).
Rappelons qu’une fonction g : P → R (ou dans C) est de premie`re
classe, s’il existe une suite (gn)n≥0 de fonctions continues de´finies sur
P a` valeurs dans R (ou dans C) telle que gn(x) →
n→∞
g(x), pour tout
x ∈ P.
On note τ p la topologie de la convergente simple sur B1(P ).
Dfinition 3. Soit L un compact de Hausdorff. On dit que L est un
compact de Rosenthal, s’il existe un espace polonais P tel que L s’injecte
continuˆment dans (B1(P ), τp) [Gode].
Remarque 8. Si K est se´parable, alors K est un compact de Rosen-
thal..
Preuve.
Supposons que K est se´parable. D’apre`s [Osta], K est isomorphe
a` un sous-ensemble de [0, 1] × {0, 1}, ce dernier est un compact de
Rosenthal, donc K est un compact de Rosenthal.
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Remarque 9. Soit (E, τ 0) est un espace fortement de Lindelo¨f et
se´parable; supposons que hj0 : B
0
j → E − {−∞,+∞} soit surjective,
j ∈ {2, 3} . Alors K −B01 est se´parable.
Preuve. En effet,
Remarquons d’abord que (E−{−∞,+∞} , τ 0) est fortement de Lin-
delo¨f et se´parable. D’apre`s le lemme 7, (E − {−∞,+∞} , τ 1) est
se´parable. D’autre part d’apre`s l’e´tpae 2 de la proposition 8, h30 :
(B03 , τ˜ 0)→ (E−{−∞,+∞} , τ 1) est une home´omorphisme, par conse´quent
(B03 , τ˜ 0) est se´parable. Par un raisonnement analogue, on montre que
(B02 , τ˜ 0) est se´parable.
Comme K − B01 = B
0
2 ∪ B
0
3 , K − B
0
1 est se´parable.
Dfinition 4. Soit X un espace de Hausdorff. X est dit analytique, si
X est l’image continue d’un espace polonais [Sch(1), chap.II,p.96].
Proposition 9. Supposons que (E, τ 0) soit un espace analytique et que
-∞,+∞ /∈ E. Alors K est un compact de Rosenthal.
De´monstration.
Comme (E, τ 0) est analytique, il existe un espace polonais P et
φ : P → (E, τ 0) une application continue surjective. Soit θ ∈ K.
Conside´rons l’application σθ : P → {0, 1} , x ∈ P → ψ0(θ, φ(x)).
Remarquons d’abord que si θ ∈ B01 , σθ est continue. Soit θ ∈ B
0
2 .
Montrons que σθ est une fonction de premie`re classe de Baire.
Il est clair que (σθ)
−1 {1} = {x ∈ P ; ψ0(θ, φ(x)) = 1} = {x ∈ P ; φ(x) ≤ h0(θ)}
est un ferme´ de P, donc (σθ)
−1 {0} = {x ∈ P ; ψ0(θ, φ(x)) = 0} est
un ouvert de P. Par conse´quent les ensembles (σθ)
−1 {1} , (σθ)
−1 {0}
sont des Gδ de P. Il en re´sulte que σθ est une fonction de premie`re
classe de Baire. Si θ ∈ B03 , par un argument analogue, on montre que
l’application σθ est premie`re classe de Baire. On de´finit l’application
σ : K → B1(P ), par σ(θ) = σθ, θ ∈ K. Il est e´vident que σ est continue
injective, donc K est un compact de Rosenthal.
Corollaire 11. Supposons que (E, τ 0) soit analytique. Alors il contient
une copie de l’intervalle e´clate´ [0, 1]× {0, 1} .
De´monstration.
D’apre`s la proposition 10, K est un compact de Rosenthal. Comme
(E, τ 0) est analytique, toute partie de (E, τ 0) est se´parable. D’apre`s la
proposition 7, B01 est un espace fortement de Lindelo¨f. D’autre part,
B02 , B
0
3 sont fortement de Lindelo¨f, d’apre`s la proposition 8. Comme
K = B01 ∪B
0
2 ∪B
0
3 , K est un espace fortement de Lindelo¨f. Donc K ne
contient aucun sous-espace inde´nombrable discret. D’apre`s [Tod, th.4],
K contient une copie de [0, 1]× {0, 1}.
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Proposition 10. Supposons que (E,≤) soit un ordre complet et que
(E, τ 0) fortement de Lindelo¨f. Alors K est un espace fortement de
Lindelo¨f.
De´monstration.
On peut supposer que −∞,+∞ /∈ E. Notons K2 = B
0
1 ∪ B
0
2 −
{θ′, θ′′} et conside´rons h′0 : (K2, τ˜ 0)→ (h0(K2), τ˜ 2), ou` h
′
0(θ) = h0(θ) =
sup {t; ψ0(θ, t) = 1} , θ ∈ K2 (h
′
0(θ) existe d’apre`s le lemme 2 et la
remarque 3).
Etape 1: Montrons que h
′
0 est injective.
Supposons que θ1, θ2 ∈ K2 tels que θ1 < θ2. Il existe t ∈ E ve´rifiant
ψ0(θ1, t) = 0 et ψ0(θ2, t) = 1. D’apre`s le lemme 4 et la de´finition de B
0
2
on a ψ0(θj, h0(θj)) = 1, j∈ {1, 2}, il en re´sulte que h0(θ2) ≥ t > h0(θ1),
donc h0(θ1) 6= h0(θ2).
Etape 2: Montrons que h′0 est continue.
Soient α ∈ E et V = {t ∈ E; t ≥ α} .Montrons que (h′0)
−1(V ) est un
ouvert de (K2, τ˜ 2). Soient θ0 ∈ (h
′
0)
−1(V ) etW = {θ ∈ K2; ψ2(θ, h0(θ0)) = 1} .
W est un voisinage de θ0 d’apre`s le lemme 4. Remarquons d’autre part
que θ ∈ W entraˆıne h0(θ) ≥ h0(θ0) ≥ α, par conse´quent W ⊂ V. Donc
(h′0)
−1(V ) est un ouvert de (K2, τ˜ 0)
Conside´rons maintenant V = {t ∈ E; t < α} et θ0 ∈ (h
′
0)
−1(V ).
Notons W = {θ ∈ K2; ψ0(θ, α) = 0} . Si θ ∈ W, h0(θ) < α. Il en
re´sulte que W ⊂ (h′0)
−1(V ). Donc (h′0)
−1(V ) est un ouvert.
Etape 3: Montrons que h′0(V ) est un ouvert de (h0(K2), τ˜ 2), si V est
un ouvert de (K2, τ˜ 0).
Soient t ∈ E et V = {θ ∈ K2; ψ0(θ, t) = 1} . D’apre`s le lemme 4
et la de´finition de B02 on a V = {θ ∈ K2; t ≤ h0(θ)} . Donc h
′
0(V ) =
{u ∈ h0(K2) ; u ≥ t} qui est un ouvert de (K2, τ˜ 0).
Par un argument analoque, on montre que h′0(V ) est un ouvert de
(h′0(K2), τ˜ 2), si V = {θ ∈ K2; ψ0(θ, t) = 0} .
D’apre`s ce qui pre´ce`de, h′0 est une home´omorphisme. Par hypothe`se
(E, τ 0) est un espace fortmement de Lindelo¨f, d’apre`s le lemme 7,
(E, τ 2) est un espace fortement de Lindelo¨f, ceci implique que (h
′
0(K2), τ˜ 2)
est un espace fortement de Lindelo¨f. Il en re´sulte que (K2, τ˜ 0) est un
espace fortement de Lindelo¨f.
Observons finalement que K = K2 ∪B
0
3 ∪ {θ
′, θ′′}, K2 est fortement
de Lindelo¨f et B03 est fortement de Lindelo¨f d’apre`s la proposition 8,
par conse´quent K est fortement de Lindelo¨f.
Soit L un compact de Hausdorff. De´signons par M+(L) l’espace des
mesures de probabilte´s de Radon sur L.
Pour tout Banach X, de´signons par BX la boule unite´ ferme´ de X.
22 DAHER MOHAMMAD ET KHALIL SAADI
Dfinition 5. [Bourb, chap.IX.8] Un espace topologique (X, τ) est dit
comple`tement re´gulier, s’il existe un compact de Hausdorff L tel que X
se plonge dans L comme un sous-espace topologique.
Il est clair que tout sous-espace topologique d’un espace comple`tement
re´gulier est comple`tement re´gulier.
Rappelons que µ′ est la mesure de´finie sur E par µ({t}) = 1, ∀t ∈ E
et h′0(θ) = sup {t ∈ E; ψ
′(θ, t) = 1} , θ ∈ K ′ − B′1, ou` ψ
′(θ, t) = θ(f t),
t ∈ E. Notons B′1 = {θ ∈ K
′; l’application t→ ψ′(θ, t) est continue},
B′2 = {θ ∈ K
′ −B′1; ψ
′(θ, h′0(θ)) = 1} etB
′
3 = {θ ∈ K
′ − B′1; ψ
′(θ, h′0(θ)) = 0} .
Remarque 10. Soit (E,≤) est un ordre complet (−∞,+∞ /∈ E).
Alors (E, τ j) est comple`tement re´gulier, j ∈ {1, 2}.
Preuve.
Montrons la remarque 10 pour j = 2. Conside´rons µ = µ′. D’apre`s le
corollaire 3, h0(K2) = E. D’autre part, au cours de la de´monstration de
la proposition 10, nous avons montre´ que h′0 : B
′
2∪B
′
1−{θ
′, θ′′} = K2 →
(E, τ 2) est une home´omorphisme. Donc (E, τ 2) est comple`tement re´gulier.
Notons E1={a ∈ E; {x ∈ E; x < a} n’est pas ferme´} .
Remarque 11. L’espace (E1, τ˜ 1) est comple`tement re´gulier.
En effet,
conside´rons µ = µ′. D’apre`s le lemme 5-b), la restriction de h′0 a` B
′
3
est surjective sur E1 et d’apre`s l’e´tape 2 de la proposition 8, cette ap-
plication est une home´omorphisme. D’autre part, B′3 est comple`tement
re´gulier, donc (E1, τ˜ 1) est comple`tement re´gulier.
Remarque 12. Supposons que (E,≤) ve´rifie la condition (∗). Comme
a est adhe´rent a` {x ∈ E; x < a} , alors pour tout a ∈ E l’ensemble
{x ∈ E; x < a} n’est pas ferme´. Il en re´sulte que E = E1.
Proposition 11. Supposons que E soit un espace polonais et la mesure
µ ne charge pas les points de E. Alors pour tout ξ ∈ C(K)∗ l’application
t ∈ (E, τ 0)→ ξ(f
t) est de premie`re classe de Baire.
De´monstration.
Il suffit de montrer la proposition 11 pour ξ ∈ BC(K)∗ .
Etape 1 : Montrons que pour toute g ∈ L1(E, µ) l’application t ∈
E → (g, f t) =
∫
E
g(x)f t(x)dµ(x) est continue.
Soient g ∈ L1(E, µ) et (tn)n≥0 une suite dans E telles que tn → t
dans (E, τ 0). Conside´rons y ∈ E tel que y 6= t. Nous allons montrer
que f tn(y) →
n→∞
f t(y).
PROPRIE´TE´S GE´OME´TRIQUES DE QUELQUES COMPACTS TOTALEMENT ORDONNE´S23
Montrons d’abord qu’il n’existe pas deux sous-suites (tmk)k≥0,(tnk)k≥0
telles que f tmk (y) = 1 et f tnk (y) = 0 pour tout k ∈ N.
Supposons qu’il existe des telles suites. Nous avons alors tnk ≥ y >
tmk pour tout k ∈ N, par le passage a` la limite on obtient que y = t,
ce qui est impossible.
D’apre`s ce qui pre´ce`de, nous distinguons deux cas:
Cas 1, Il existe n0 ∈ N tel que f
tn(y) = 1 pour tout n ≥ n0 :
Remarquons que y > tn, ∀n ≥ n0, donc y ≥ t. Comme y 6= t, alors
y > t, c’est-a`-dire que f tn(y) →
n→∞
f t(y) = 1.
Cas 2, Il existe n0 ∈ N tel que f
tn(y) = 0 pour tout n ≥ n0 : Ceci
entraˆıne que y ≤ tn pour tout n ≥ n0, par le passage a` la limite, on
obtient que y ≤ t. Donc f tn(y) →
n→∞
f t(y) = 0.
Comme la mesure µ ne charge pas les points de E, alors (g, f tn) =∫
E−{t}
g(y)f tn(y)dµ(y).D’apre`s le the´ore`me de convergence domine´e (g, f tn) =
∫
E−{t}
g(y)f tn(y)dµ(y) →
n→∞
∫
E−{t}
g(y)f t(y)dµ(y) = (g, f t).
Etape 2: Soit ξ ∈ M+(K). Montrons que l’application t → ξ(f t)
est de premie`re classe de Baire.
D’apre`s le the´ore`me de Hahn-Banach, il existe ξ′ ∈ BL∞(µ)∗ qui pro-
longe ξ avec ‖ξ‖ = ‖ξ′‖ . Comme BL1(µ) est pre´faiblement dense dans
B(L∞(µ))∗ = B(L1(µ))∗∗ , il existe une suite ge´ne´ralise´e (gi)i∈I dans la
boule unite´ de L1(µ) telle que gi →
U
ξ′ pre´faiblement dans [L∞(µ)]∗ (U
est un ultrafiltre non trivial sur I). Il existe ξ1, ξ2 ∈ M
+(K) tels que
g+i →
U
ξ1 ∈ M
+(K) et g−i →
U
ξ2 ∈ M
+(K), σ [C(K)∗, C(K)], donc
ξ = ξ1 − ξ2, car gi = g
+
i − g
−
i , ∀i ∈ I et M
+(K) est σ(C(K)∗, C(K))
compact. En utilisant le corollaire 9, on voit que K est un compact de
Rosenthal. D’autre part, d’apre`s [Gode], M+(K) est un compact de
Rosenthal, ce qui entraˆıne qu’il est angelique d’apre`s [Bour-Frem-Tal].
Par conse´quent, il existe deux sous-suites (gjk)k≥0, (gik)k≥0, telles que
g+jk →k→+∞
ξ1 et g
−
ik
→
k→+∞
ξ2, pre´faiblement, c’est-a`-dire que hk =
g+jk − g
−
ik
→
k→+∞
ξ1 − ξ2 = ξ pre´faiblement. D’apre`s ce qui pre´ce`de,
(hk, f
t) →
k→+∞
ξ(f t) pour tout t ∈ E.
Finalement, d’apre`s l’e´tape 1, l’application t ∈ E → (hk, f
t) est
continue pour tout k, ce qui entaˆıne que l’application t ∈ E → ξ(f t)
est de premie`re classe de Baire.
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Si ξ est dans la boule unite´ de [C(K)]∗ , il suffit de voir qu’il existe
u+, u−, v+, v− ∈ M+(K)) tels que ξ = (u+ − u−) + i(v+ − v−) , en
appliquant l’e´tape 2, on voit que l’application t ∈ E → ξ(f t) est de
premie`re classe de Baire.
D’apre`s [Gode], si L est un compact de Rosenthal, alors M+(L) est
un compact de Rosenthal, le corollaire suivant montre que BC(K)∗ est
un compact de Rosenthal, si la mesure µ ne charge pas les points de E.
Corollaire 12. Soient E un espace polonais et µ une mesure sur E qui
ne charge pas les points de E. Alors BC(K)∗ est compact de Rosenthal.
De´monstration.
Pour tout ξ ∈ BC(K)∗ on de´finit Πξ : E → C par Πξ(t) = ξ(f
t),
t ∈ E. D’apre`s la proposition 11, Πξ est une fonction de premie`re
classe. Conside´rons l’application Π : BC(K)∗ → B1(E,C) de´finie par
Π(ξ) = Πξ, ξ ∈ BC(K)∗ . Il est clair que Π est continue injective, donc
BC(K)∗ est un compact de Rosenthal.
Notons J = [E ∪ {+∞}]×{1}∪ [E ∪ {−∞}]×{0} (−∞,+∞ /∈ E).
Comme J est un sous-ensemble de E × {0, 1} et E × {0, 1} est totale-
ment ordonne´ pour l’ordre lexicographique, J est totalement ordonne´.
Notons de´signons encore par τ 0 la topologie de l’ordre sur J.
Soit J1 un sous-ensemble de J. Rappelons la notation (J1, τ˜ 0) signifie
que topologie τ˜ 0 sur J1 forme´e des ouverts relatifs de J1 dans (J, τ 0) .
Notons J1 = [h0(B
0
2 ∪B
0
1 − {θ
′′})× {1}] ∪ [h0(B
0
3 ∪ {θ
′′})× {0}]
Thorm 2. Supposons que E soit complet pour l’ordre et que ∞,+∞ /∈
E. Alors il existe une isomorphisme (d’ordre) de K sur (J1, τ˜ 0) ⊂
(J, τ 0).
De´monstration.
On de´finit T : K → (J1, τ˜ 0), par
T (θ) =
{
(h0(θ), 1), si θ ∈ B
0
2 ∪ (B
0
1 − {θ
′′})
(h0(θ), 0), si θ ∈ B
0
3 ∪ {θ
′′}
}
, θ ∈ K.
Comme la restriction de h0 a` B
0
j est injective, j ∈ {2, 3} , T est
injective.
Il suffit donc de montrer que T est continue, car K est un compact
de Hausdorff.
Pour cela, soient (α, β) ∈ J et V = {(x, y) ∈ J ; (x, y) < (α, β)}
un ouvert de J. Montrons que T−1(V ) est un ouvert de K. Nous
distinguons deux cas:
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Cas 1, β = 0 : Il est e´vident que T−1(V ) = (h0)
−1(
{
t ∈ E; t < α
}
)
qui est un ouvert de K, d’apre`s la proposition 5.
Cas 2, β = 1 : Soit θ ∈ T−1(V ). Il s’agit de trouver un voisinage
ouvert C de θ dans T−1(V ).
Distinguons encore deux cas:
Cas 2-a, h0(θ) < α : Posons C = (h0)
−1(
{
t ∈ E; t < α
}
). Si ϕ ∈ C,
T (ϕ) = (h0(ϕ), j) < (α, 1), ( j ∈ {0, 1}), donc C ⊂ T
−1(V ). D’autre
part, la proposition 5 nous montre que C est un ouvert de K.
Cas 2-b, h0(θ) = α > −∞ : Remarquons que θ 6= θ
′, car θ ∈ T−1(V ).
Notons C = {ϕ ∈ K; ψ0(ϕ, h0(θ)) = 0} . C est un ouvert de K.
Montrons que C contenant θ.
Comme θ ∈ T−1(V ), T (θ) = (h0(θ), j) < (h0(θ), 1), donc j = 0.
D’apre`s la de´finition de T ψ0(θ, h0(θ)) = 0, c’est-a`-dire que θ ∈ C.
Il reste a` montrer que C ⊂ T−1(V ). Soit en effet ϕ ∈ C; cela signifie
que ψ0(ϕ, h0(θ)) = 0, on de´duit que h0(ϕ) ≤ h0(θ), si h0(ϕ) = h0(θ) =
α, on a alors ψ0(ϕ, h0(ϕ)) = ψ0(ϕ, h0(θ)) = 0. Il en re´sulte que T (ϕ) =
(h0(ϕ), 0) < (α, 1). Donc ϕ ∈ T
−1(V ).
Si h0(ϕ) < h0(θ) = α, on a T (ϕ) =(h0(ϕ), j) < (α, 1) (j ∈ {0, 1}),
donc ϕ ∈ T−1(V ). Par conse´quent C ⊂ T−1(V ).
Soient maintenant (α, β) ∈ J et V = {(x, y) ∈ J ; (x, y) > (α, β)} un
ouvert de J. Montrons que T−1(V ) est un ouvert de K.
Cas 1, β = 1 : Il est facile de voir que T−1(V ) = (h0)
−1(
{
t ∈ E; t > α
}
)
qui est un ouvert de K, d’apre`s la proposition 5.
Cas 2, β = 0 : Conside´rons θ ∈ T−1(V ); nous distinguons deux cas:
Cas 2-c, h0(θ) > α: L’ensemble C = (h0)
−1(
{
t ∈ E; t > α
}
) est un
ouvert de K d’apre`s la proposition 5. Comme h0(ϕ) > α entraˆıne que
T (ϕ) = (h0(ϕ), j) > (α, 0), alors C ⊂ T
−1(V ).
Cas 2-d, h0(θ) = α < +∞ : Remarquons que θ 6= θ
′′, car θ ∈
T−1(V )). Choisissons C = {ϕ ∈ K; ψ0(ϕ, h0(θ)) = 1} . L’hypothe`se
θ ∈ T−1(V ) entraˆıne que T (θ) = (h0(θ), j) > (h0(θ), 0), donc j = 1,
ceci signifie que ψ0(θ, h0(θ)) = 1 . On en de´duit que C contenant θ.
Montrons que C ⊂ T−1(V ). Soit ϕ ∈ C. Il est clair que h0(ϕ) ≥ h0(θ),
si h0(θ) = h0(ϕ), alors ψ0(ϕ, h0(ϕ)) = ψ0(ϕ, h0(θ)) = 1, donc T (ϕ) =
((h0(ϕ), 1) > (α, 0) et ϕ ∈ T
−1(V ). Finalement si h0(θ) < h0(ϕ), alors
T (ϕ) = (h0(ϕ), j) > (h0(θ), 0) = (α, 0), cela entraˆıne que ϕ ∈ T
−1(V ).
Donc C ⊂ T−1(V ).
Montrons que T est une isomorphisme d’ordre.
Soit θ, ϕ ∈ K tel que θ < ϕ. Il existe t ∈ E ve´rifiant ψ0(θ, t) = 0 et
ψ0(ϕ, t) = 1. Ceci implique que
h0(ϕ) ≥ t ≥ h0(θ). (4.1)
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Il est e´vident que si h0(θ) < h0(ϕ) on a T (θ) = (h0(θ), j1) <
(h0(ϕ), j2) = T (ϕ). Si h0(θ) = h0(ϕ), d’apre`s (4.1) h0(θ) = h0(ϕ) =
t, donc θ ∈ B03 et ϕ ∈ B
0
2 , par conse´quent T (θ) = (h0(θ), 0) <
(h0(ϕ), 1) = T (ϕ).
Inversement: supposons que T (θ) < T (ϕ). Ou bien h0(θ) < h0(ϕ),
celai implique que θ < ϕ, ou bien h0(θ) = h0(ϕ), comme T (θ) =
(h0(θ), j1) < T (ϕ) = (h0(ϕ), j2), alors j1 = 0 et j2 = 1. Donc θ ∈ B
0
3 et
ϕ ∈ B02 , c’est-a`-dire que θ < ϕ.
Corollaire 13. Supposons que E soit connexe et µ(]t ∧ t′, t ∨ t′]) > 0,
pour t 6= t′. Alors K est isomorphe a` (J = [E ∪ {+∞}] × {1} ∪
[E ∪ {−∞}]× {0} , τ 0).
De´monstration.
Comme E est connexe, alors d’apre`s la remarque 4, E est com-
plet pour l’ordre. Dautre part, la proposition 2 nous montre que
hj0 est surjective sur E − {−∞,+∞}, j ∈ {2, 3} , ceci implique que
T (de´finie dans le the´ore`me 6) est surjective sur J (remarquons que
B01 = {θ
′, θ′′}).
Corollaire 14. Soit E un groupe abe´lien (-∞,+∞ /∈ E). Supposons
que E soit se´parable et connexe. AlorsK est isomorphe a` ([E ∪ {+∞}]×
{1} ∪ [E ∪ {−∞}]× {0} , τ 0).
De´monstration.
L’hypothe`se E est connexe entraˆıne que E complet pour l’ordre. En
appliquant la remarque 5, on voit que E est localement compact.
D’autre part, E ve´rifie la condition (∗), l’exemple (1) nons montre
que la mesure µ = m ve´rifie l’hypothe`se du corollaire 13, donc K est
isomorphe a` ([E ∪ {+∞}] ×{1} ∪ [E ∪ {−∞}]× {0} , τ 0).
Lemme 8. Supposons que (E,≤) soit un ordre complet. Alors J =
([(E ∪ {+∞})× {1}]∪[(E ∪ {−∞})× {0}] , τ 0) est un espace compact.
De´monstration.
Conside´rons µ = µ′. En appliquant le the´ore`me 2, on voit que
[(E ∪ {+∞})× {1}]∪[(h′0(B
′
3) ∪ {−∞})× {0}] est un compact de (J, τ 0),
car cet espace est home´omorphe a` K ′. Par un argument analogue (en
changeant l’e´nonce´ du the´ore`me 2) on montre que [(h′0(B
′
2) ∪ {+∞})× {1}]∪
[(E ∪ {−∞})× {0}] est un compact de (J, τ 0), par conse´quent
[(E ∪ {+∞})× {1}] ∪ [(h′0(B
′
3) ∪ {−∞})× {0}]
∪ [(h′0(B
′
2) ∪ {+∞})× {1}] ∪ [(E ∪ {−∞})× {0}] = J
est compact.
PROPRIE´TE´S GE´OME´TRIQUES DE QUELQUES COMPACTS TOTALEMENT ORDONNE´S27
Thorm 3. Soit (E, τ 0) un espace fortement de Lindelo¨f se´parable. Sup-
posons que (E,≤) soit un ordre complet que −∞,+∞ /∈ E . Alors K
est un compact de Rosenthal.
De´monstration.
Montrons d’abord que (J, τ 0) est se´parable.
Comme E est un espace fortement de Lindelo¨f se´parable, (E, τ 0)
est un espace fortement de Lindelo¨f se´parable. D’apre`s le lemme 7,
(E, τ 2) est un espace fortement de Lindelo¨f se´parable. D’autre part, le
lemme 6 nous montre que (E×{1} , τ˜ 0) est se´parable de (E×{0, 1} , τ 0).
Remarquons maintenant que [E ∪ {+∞}]×{1} = E×{1}−{(−∞, 1)} ,
donc ([E ∪ {+∞}]×{1} , τ˜ 0) est se´parable. Par un argument analogue,
on montre que ([E ∪ {−∞}] × {0} , τ˜ 0) est se´parable de E × {0, 1} .
Donc [(E ∪ {+∞})× {1}]∪ [(E ∪ {−∞})× {0}] = J est se´parable de
E × {0, 1} .
De´signons par i : (J, τ˜ 0)→ (J, τ 0) l’application identite´ de J ((J, τ˜ 0)
comme sous-espace topologique de E × {0, 1}). Il est clair que i est
continue, d’apre`s ce qui pre´ce`de (J, τ 0) est se´parable.
D’apre`s le the´ore`me 2, K se plonge dans (J, τ 0), ce dernier il est
se´parable et compact d’apre`s le lemme 8. En utilisant le re´sultat de
[Osta], on voit que (J, τ 0) est un compact de Rosenthal, donc K est un
compact de Rosenthal.
Par un argument analogue a` celui du the´ore`me 2, on montre le
the´ore`me suivant:
Thorm 4. Supposons que E soit complet pour l’ordre et que −∞,+∞ ∈
E. Alors il existe un isomorphisme deK sur ([(h0(B
0
2 ∪B
0
1 − {θ
′′})× {1}]∪
[(h0(B
0
3) ∪ {−∞})× {0}] , τ˜ 0).
Corollaire 15. Supposons que E est connexe, −∞,+∞ ∈ E et que
µ(]t ∧ t′, t ∨ t′]) > 0, pour t 6= t′. Alors K est isomorphe a` ([E − {−∞}]×
{1} ∪ [E − {+∞}]× {0} , τ˜ 0).
Par un argument analogue a` celui du the´ore`me 3 (en utilisant le
the´ore`me 4), on montre le re´sultat suivant:
Thorm 5. Soit (E, τ 0) est un espace fortement de Lindelo¨f se´parable.
Supposons que (E,≤) soit un ordre complet et que −∞,+∞ ∈ E .
Alors K est un compact de Rosenthal.
5. Construction des compacts totalement ordonne´s
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home´omorphes a` K
Notons E1 = {t ∈ E; l’ensemble {x ∈ E; x < t} n’est pas ferme´},
E2 = {t ∈ E; l’ensemble {x ∈ E; x > t} n’est pas ferme´} . Rappelons
que h0(θ
′) = +∞ et h0(θ
′′) = −∞.
Thorm 6. Soit (E, τ 0) un ordre complet tel que -∞,+∞ ∈ E. Sup-
posons que E − {+∞,−∞} = E1 ∪ E2 pour tout t ∈ E1 ∪ E2, il existe
b ∈ E1 et a ∈ E2 tel que [t] = {a, b}, b > a et que {t ∈ E; t > b} ,
{t ∈ E; t < a} ne sont pas ferme´s. Alors h0 : K → E est une home´omorphisme.
De´monstration.
Etape 1: Montrons que h0 : K → E est surjective .
Soit b ∈ E1. Par hypothe`se, il existe a ∈ E2 tel que [b] = {b, a} et
a < b. D’apre`s le lemme 5, il existe θ(b) ∈ B02 tel que h0(θ(b)) = b. De
meˆme pour tout a′ ∈ E2, il existe θ
′(a′) ∈ B03 tel que h0(θ
′(a′)) = a′.
Etape 2: Montrons que h0 : K → E est injective.
Supposons qu’il existe θ1, θ2 ∈ K tel que h0(θ1) = h0(θ2) = t0.
Comme la restriction de h0 a` B
0
1 ∪B
0
2 (resp. B
0
3 est injective, d’apre`s
l’e´tape 1 de la proposition 10 (resp. d’apre`s la remarque 2)). Il suffit
de traiter les cas suivant:
Cas 1, θ1 ∈ B
0
2 et θ2 ∈ B
0
3 :
Cas 1-a:, t0 ∈ E1 : Par hypothe`se, il existe a ∈ E2 tel que [t0] = {a, b}
et a < b = t0. D’apre`s le lemme 5, il existe θ(b) ∈ B
0
2 , θ
′(a) ∈ B03
ve´rifiant h0(θ(b)) = b et h0(θ
′(a)) = a. Comme la restriction de h0 a`
B02 est injective, alors θ(b) = θ1. D’autre part, ψ0(θ2, a) = ψ0(θ2, b) =
ψ0(θ2, h0(θ2)) = 0, car a ∈ [t0] = [b] et θ2 ∈ B
0
3 . Observons que
θ2(f
t) =
{
1 si [t] < [t0]
0 si [t] ≥ [t0]
}
.
D’apre`s la formule(2.2) on a θ2(f
t) = θ′(a)(f t) pour tout t ∈ E −
{−∞,+∞} . Par conse´quent θ2 = θ
′(a), ce qui entraine que t0 =
h0(θ2) = h0(θ
′(a)) = a, ce qui est impossible, car a 6= b = t0.
Cas 1-b, t0 = a ∈ E2 : Remarquons que ψ0(θ1, a) = ψ0(θ1, b) =
ψ0(θ1, h0(θ1)) = 1. Donc θ1(f
t) =
{
1 si [t] ≤ [t0]
0 si [t] > [t0]
}
. D’apre`s la for-
mule (2.1) on a θ1(f
t) = θ(t)(f t) pour tout t ∈ E −{−∞,+∞} . Donc
θ1 = θ(b), par conse´quent t0 = h0(θ1) = h0(θ(b)) = b, c’est impossible,
car t0 < b.
Cas 2, θ1 ∈ B
0
1 et θ2 ∈ B
0
3 :
Cas 2-c, t0 ∈ E1 : Par hypothe`se, il existe a ∈ E2 tel que [t0] = {a, b}
avec a < b = t0. D’apre`s le lemme 5, il existe θ(b) ∈ B
0
2 ve´rifiant
h0(θ(b)) = b = h0(θ1). Comme la restriction de h0 a` B
0
1 ∪ B
0
2 est
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injective, d’apre`s l’e´tape 1 de la proposition 10, alors θ(b) = θ1; ceci
est impossible, car B01 ∩B
0
2 = ∅.
Cas 2-d, t0 ∈ E2 : Il existe b ∈ E1 tel que [t0] = {a, b} et t0 = a < b.
Le lemme 4 nous montre que ψ0(θ1, b) = ψ0(θ1, t0) = ψ0(θ1, h0(θ1)) =
1, cela entraˆıne d’apre`s le lemme 5 que b ≤ h0(θ1) = t0 = a, ce qui est
impossible. Donc h0 est injective.
D’apre`s la proposition 6, h0 est continue, par conse´quent h0 est une
home´omorphisme.
Remarque 13. B01 = {θ
′, θ′′} .
Preuve. En effet,
Supposons que θ ∈ B01 − {θ
′, θ′′} . Remarquons que h0(θ) = t0 ∈
E − {−∞,+∞} . Au cours du the´ore`me 6-e´tape 1, on a montre´ qu’il
existe ϕ ∈ B02 ∪B
0
3 tel que h0(ϕ) = h0(θ) = t0. Il en re´sulte que θ = ϕ,
ce qui est impossible.
Remarque 14. Sous les hypothe`ses du the´ore`me 6, d’apre`s l’e´tape
1, on remarque que si θ ∈ B02 (resp. θ ∈ B
0
3) h0(θ) ∈ E1 (resp.
h0(θ) ∈ E2).
Conside´rons E = [0, 1] × {0, 1} muni de l’ordre lexicographique
(l’intervalle e´clate´) et Φ : [0, 1] → [0, 1] × {0, 1} l’application de´finie
par Φ(t) = (t, 1), t ∈ [0, 1] . Φ est bore´lienne. En effet,
soit F : ([0, 1] , τ 2) → ([0, 1] × {1} , τ˜ 0) l’application de´finie par
F (t) = (t, 1). Au cours de la de´monstration du le lemme 6 on a montre´
que F est une home´omorphisme. D’autre part, d’apre`s le lemme 7,
Bor(([0, 1] , τ 2)) = Bor(([0, 1] , τ 0)), donc Φ est bore´lienne.
Posons µ = Φ(m1), ou` m1 est la mesure de Lebesgue sur [0, 1] .
Corollaire 16. h0 : K → E = [0, 1]×{0, 1} est une home´omorphisme.
De´monstration.
Notons E1 = [0, 1] × {1} − (1, 1) et E2 = [0, 1] × {0} − (0, 0). Soit
b = (t0, 1) ∈ E1. Supposons que b1 = (t1, j1) ∈ E × {0, 1} et t0 > t1,
j1 ∈ {0, 1}. On a alors
µ(]b1, b]) = µ({(t, j); (t1, j1) < (t, j) ≤ (t0, 1}) =
m1({t ∈ E; (t1, j1) < (t, 1) ≤ (t0, 1)}) ≥
m1({t ∈ E; t1 < t < t0}) > 0.
Si b1 = (t1, j1) et t0 < t1, par un argument analogue, on montre que
µ(]b, b1]) > 0.
Conside´rons a = (t0, 0) ∈ E2. Il est clair que µ(]a, b]) = 0, donc
[b] = {a, b} .
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Il reste a` montrer que V = {(t, j) ∈ E × {0, 1} ; ((t, j) > (t0, 1)}
n’est pas ferme´, ou` ((t0, 1) ∈ E1 (par un argument analogue, on montre
que V = {(t, j) ∈ E × {0, 1} ; ((t, j) < (t0, 0)} n’est pas ferme´).
Soit (tn)n≥0 une suite dans ]0, 1[ telle que pour tout n ∈ N tn > t0
et tn →
n→+∞
t0. Comme (tn, 1) ∈ V pour tout n ∈ N, il suffit donc de
montrer que (tn, 1)→ (t0, 1) /∈ V.
SoitW = {(u, j) ∈ E × {0, 1} ; (u, j) < (u0, j0)} un voisinage ouvert
de (t0, 1). Comme t0 < u0 (car (t0, 1) ∈ W ), il existe n0 ∈ N ve´rifiant
tn < u0 pour tout n ≥ n0, cela entraˆıne que (tn, 1) ∈ W.
Supposons queW = {(u, j) ∈ E × {0, 1} ; (u, j) > (u0, j0)} un voisi-
nage de (t0, 1).
Si j0 = 1, alors t0 > u0, donc (tn, 1) ∈ W pour n assez grand, si
j0 = 0, on a (tn, 1) > (t0,1), donc (tn, 1) ∈ W pour tout n.
D’apre`s le the´ore`me 6, h0 est une home´omorphisme.
Dans la suite de cette partie, on suppose que (E, τ 0) est fortement de
Lindelo¨f, connexe, −∞,+∞ ∈ E et que [t] = {t} pour tout t ∈ E. On
de´finit l’application Π1 : E → K par Π1(t) =,
 θ(t), si t ∈ ]−∞,+∞[θ′, si t = +∞
θ′′, si t = −∞
 .
D’apre`s le lemme 5, θ(t) ∈ B02 , et h0(θ(t) = t, ∀t ∈ E − {−∞,+∞} .
.
Lemme 9. L’application Π1 est bore´lienne.
De´monstration.
(E, τ 0) est connexe entraˆıne que E est complet pour l’ordre et ve´rifie
la condition (*) (cf.[Kell, remarq.(d),p.58]). D’apre`s la proposition 10,
K est fortement de Lindelo¨f.
Soient Va = {θ ∈ K; ψ0(θ, a) = 1} et V
′
a = {θ ∈ K; ψ0(θ, a) = 0} .
Il suffit de montrer que (Π1)
−1(Va) et (Π1)
−1(V ′a) sont bore´liens de E
pour tout a ∈ E, car K est fortement de Lindelo¨f.
Fixsons a ∈ E. On a alors
(Π1)
−1(Va) = {t ∈ E; ψ0(θ(t), a) = 1} =
{t ∈ E; a ≤ h0(θ(t))} = {t ∈ E; a ≤ t} .
Donc (Π1)
−1(Va) est bore´lien. Par un argument analogue, on montre
que (Π1)
−1(V ′a) est bore´lien.
Posons µ1 = Π1(µ); µ1 est une mesure sur K.
Lemme 10. Soit θ0 ∈ B
0
2 et θ1 ∈ B
0
3 . Alors
I) Les ensembes {ϕ ∈ K; ϕ > θ0},{ϕ ∈ K; ϕ < θ1} ne sont pas ferme´s.
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II) Pour tout ϕ0 ∈ B
0
2 , il existe ϕ1 ∈ B
0
3 tel que [ϕ0] = {ϕ0, ϕ1} et
h0(ϕ0) = h0(ϕ1).
De´monstration.
I).
On va montrer que l’ensemble {ϕ ∈ K; ϕ > θ0} n’est pas ferme´, la
de´monstration est analogue pour montrer {ϕ ∈ K; ϕ < θ1} n’est pas
ferme´.
Etape 1: Soit ϕ ∈ K tel que ϕ > θ0. Montrons que h0(ϕ) > h0(θ0).
Supposons que h0(ϕ) = h0(θ0) . Comme la restriction de h0 a` B
0
j est
injective, j ∈ {2, 3} ϕ ∈ B03 , ceci est impossible, car ψ0(ϕ, h0(ϕ)) = 0
et ψ0(θ, h0(θ0)) = 1. On en de´duit que h0(ϕ) > h0(θ0).
Etape 2: Montrons que {ϕ ∈ K; ϕ > θ0} n’est pas ferme´.
D’apre`s l’e´tape 1, {ϕ ∈ K; ϕ > θ0} = {ϕ ∈ K; h0(ϕ) > h0(θ0)} .
Supposons que cet ensemble est ferme´. Nous allons montrer que {t ∈ E; t > h0(θ0)}
est ferme´, la de´monstration sera finie, car E est connexe, donc {t ∈ E; t > h0(θ0)}
n’est pas ferme´.
D’apre`s la proposition 6, h0 : K → E est continue et {ϕ ∈ K h0(ϕ) > h0(θ0)}
est un compact deK, donc h0 [{ϕ ∈ K; h0(ϕ) > h0(θ0)}] = {h0(ϕ); h0(ϕ) > h0(θ0), ϕ ∈ K}
est un compact de E. D’autre part, d’apre`s la proposition 2, h0 est sur-
jective, par conse´quent {h0(ϕ); h0(ϕ) > h0(θ0)} = {t ∈ E; t > h0(θ0)}
est un compact, donc ferme´ de E.
II).
Soit ϕ0 ∈ B
0
2 . D’apre`s le lemme 5, il existe ϕ1 ∈ B
0
3 tel que h0(ϕ0) =
h0(ϕ1), il est clair que ϕ0 > ϕ1. D’autre part
µ1(]ϕ1, ϕ0]) = µ({t ∈ E; ϕ1 < Π1(t) ≤ ϕ0}) ≤
µ({t ∈ E; h0(ϕ1) ≤ h0(Π1(t)) ≤ h0(ϕ0)}) = µ({t ∈ E; h0(ϕ1) ≤ t ≤ h0(ϕ0)}) = 0.
Il en re´sulte que ϕ1 ∈ [ϕ0] .
Soit ϕ ∈ K − {θ′, θ′′, ϕ0, ϕ1} . Montrons que ϕ /∈ [ϕ0] .
Cas 1, ϕ > ϕ0 : D’apre`s l’e´tape 1 de I), h0(ϕ) > h0(ϕ0). Remarquons
que
µ1(]ϕ0, ϕ]) = µ({t ∈ E; ϕ0 < Π1(t) ≤ ϕ}) ≥
µ({t ∈ E; h0(ϕ0) < h0(Π1(t)) < h0(ϕ) }) =
µ({t ∈ E; h0(ϕ0) < t < h0(ϕ) }) > 0,
. Donc ϕ /∈ [ϕ0] .
Cas 2, ϕ < ϕ0 : Il est clair que h0(ϕ) < h0(ϕ0), car la restriction de
h0 a` B
0
j est injective, j ∈ {1, 3} . Par un argument analogue, on montre
que µ(]ϕ, ϕ0]) > 0. On conclut que [ϕ0] = {ϕ0, ϕ1} .
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De´signons par A1 la C
∗−alge`bre engendre´e par les fϕ, ϕ ∈ K −
{θ′, θ′′} (fϕ est la fonction caracte`ristique de {θ ∈ K; θ > ϕ}) dans
L∞(K,µ1) et par K1 l’ensemble des caracte`res sur A1 (A1 = C(K1).
De´signons d’autre part par ψ1 : K1×K−{θ
′, θ′′} → {0, 1} l’application
de´finie par ψ1(η, ϕ) = η(f
ϕ), η ∈ K1 et ϕ ∈ K − {θ
′, θ′′} .
NotonsB11 = {η ∈ K1; l’application ϕ ∈ K − {θ
′, θ′′} → ψ1(η, ϕ) est continue} .
Comme K est complet pour l’ordre, d’apre`s les lemmes 2 et 4
h1(η) = sup {ϕ ∈ K − {θ
′, θ′′} ; ψ1(η, ϕ) = 1} existe pour tout η ∈
K1−{η
′, η′′} (η′ le plus grand e´le´ment de K1 et η
′′ le plus petit e´le´ment
de K1).
NotonsB12 = {η ∈ K1 −B
1
1 ; ψ1(η, h1(η)) = 1} etB
1
3 = {η ∈ K1 − B
1
1 ; ψ1(η, h1(η)) = 0} .
D’apre`s la proposition 10, K1 est fortement de Lindelo¨f, car K est
fortement de Lindelo¨f et complet pour l’ordre.
Corollaire 17. h1 : K1 → K est une home´omorphisme.
De´monstration.
Conside´rons E = K, E1 = B
0
2 , E2 = B
0
3 ; en appliquant le lemme 10
et le the´ore`me 6 on voit que h1 : K1 → K est une home´omrphisme.
Notons Π2 : K → K1 l’application de´finie par Π2(θ) =
 η(θ) ∈ B
1
2 , si θ ∈ E1 = B
0
2
η′(θ) ∈ B13 , si θ ∈ E2 = B
0
3
Π2(θ
′) = η′ et Π2(θ
′′) = η′′
.
 .
Remarquons que Π2(B
0
j ) = B
1
j , j ∈ {2, 3} .
Lemme 11. L’application Π2 : K → K1 est bore´lienne.
De´monstration.
D’apre`s la proposition 10, K1 est fortement de Lindelo¨f, donc il suf-
fit de montrer que (Π2)
−1(Vθ), (Π2)
−1(V ′θ ) sont des bore´liens de K, ou`
Vθ = {η ∈ K1; ψ1(η, θ) = 1}, V
′
θ = {η ∈ K1; ψ1(η, θ) = 0}. On peut
supposer que θ ∈ B02 . On a alors
(Π2)
−1(Vθ) = ϕ ∈ B
0
2 ; ψ1(η(ϕ), θ) = 1
∪
{
ϕ ∈ B03 ; ψ1(η
′(ϕ), θ) = 1
}
∪ {θ′}
=
{
ϕ ∈ B02 ; θ ≤ h1(η(ϕ))
}
∪
{
ϕ ∈ B03 ; θ < h1(η
′(ϕ))
}
∪ {θ′}
=
{
ϕ ∈ B02 ; θ ≤ ϕ
}
∪
{
ϕ ∈ B03 ; θ < ϕ
}
∪ {θ′}
= {ϕ ∈ K; θ ≤ ϕ} .
Donc (Π2)
−1(Vθ) est un bore´lien de K. Par un raisonnement ana-
logue, on montre que (Π2)
−1(V ′θ) est un bore´lien de K.
Notons µ2 = Π2(µ1).
Lemme 12. Soit η0 ∈ B
1
2 et η1 ∈ B
1
3 . Alors
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I) Les ensembles {η ∈ K1; η > η0},{η ∈ K1; η < η1} ne sont pas ferme´s.
II)Pour tout λ0 ∈ B
1
2 , il existe λ1 ∈ B
1
3 tel que [λ0] = {λ0, λ1} et
h0(h1(λ0)) = h0(h1(λ1)).
De´monstration.
I).
Montrons que {η ∈ K1; η > η0} n’est pas ferme´.
Supposons η ∈ K1 tel que η > η0. Il existe θ ∈ K tel que ψ1(η, θ) =
f θ(η) = 1 et ψ1(η0, θ) = f
θ(η0) = 0. Comme η0 ∈ B
1
2 , h1(η) ≥ θ >
h1(η0). On en conclut que h1(η) > h1(η0).
Donc {η ∈ K1; η > η0} = {η ∈ K1; h1(η) > h1(η0)} .
Supposons maintenant que {η ∈ K1; h1(η) > h1(η0)} est ferme´. L’application
h1 : K1 → K est continue d’apre`s la proposition 6, donc h1 [{η ∈ K1; h1(η) > h1(η0)}] =
{h1(η); h1(η) > h1(η0), η ∈ K1} est un compact de K. Comme h1 est
surjective d’apre`s le lemme 10 et le lemme 5, {h1(η) ∈ K; h1(η) > h1(η0), η ∈ K1} =
{ϕ ∈ K; ϕ > h1(η0)} est un ferme´ de K. D’autre part h1(η0) ∈ B
0
2
d’apre`s la remarque 14, en appliquant le lemme 10-I), on voit que
{ϕ ∈ K; ϕ > h1(η0)} n’est pas fe´rme´, ce qui est impossible. Donc
{η ∈ K1; η > η0} n’est pas ferme´. Par un argument analogue, on mon-
tre que l’ensemble {η ∈ K1; η < η1} n’est pas ferme´.
II).
Soit λ0 ∈ B
1
2 . Comme h0 est surjective sur B
0
3 (a` valeurs dans E −
{−∞,+∞}), il existe θ1 ∈ B
0
3 tel que h0(θ1) = h0(h1(λ0)). D’autre
part, d’apre`s la remarque 14, il existe λ1 ∈ B
1
3 tel que h1(λ1) = θ1.
Montrons que λ1 < λ0.
Supposons que λ1 ≥ λ0. Ceci implique que h1(λ1) = θ1 ≥ h1(λ0),
ceci est impossible, car θ1 ∈ B
0
3 , h1(λ0) ∈ B
0
2 et h0(θ1) = h0(h1(λ1)) =
h0(h1(λ0)). Montrons que λ1 ∈ [λ0] .
Nous observons que
µ2(]λ0, λ1]) = µ2({η ∈ K1; λ0 < η ≤ λ1})
= µ1({θ ∈ K; λ0 < Π2(θ) ≤ λ1})
≤ µ1({θ ∈ K; h1(λ0) ≤ h1(Π2(θ)) ≤ h1(λ1)})
= µ1({θ ∈ K; h1(λ0) ≤ θ ≤ h1(λ1)})
= µ({t ∈ E; h1(λ0) ≤ θ(t) ≤ h1(λ1)})
≤ µ({t ∈ E; h0(h1(λ0)) ≤ h0(θ(t)) ≤ h0(h1(λ1))})
= µ({t ∈ E; h0(h1(λ0)) ≤ t ≤ h0(h1(λ1))}) = 0.
Il en re´sulte que λ0 ∈ [λ1] .
Soit η ∈ K1 − {η
′, η′′, λ0, λ1} Montrons que η /∈ [λ0] .
Cas 1: η > λ0.
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Etape 1, Montrons que h0(h1(η)) > h0(h1(λ1)) = h0(h1(λ0)).
Supposons que h0(h1(η)) = h0(h1(λ1)) = h0(h1(λ0)). D’apre`s la re-
marque 14, h1(λ0) ∈ B
0
2 et h1(λ1) ∈ B
0
3 . Nous distinguons deux cas:
Cas 1-a, η ∈ B12 : D’apre`s la remarque 14, h1(η) ∈ B
0
2 . D’autre
part, la restriction de h0 a` B
0
2 est injective, donc h1(η) = h1(λ0). Ceci
est impossible, car la restriction de h1 a` B
1
2 est injective d’apre`s la
remarque 2.
Cas 1-b, η ∈ B13 : Comme h1(η) ∈ B
0
3 et la restriction de h0 a` B
0
3 ,
alors h1(η) = h1(λ1), donc η = λ1, c’est impossible.
Etape 2, Montrons que µ2(]λ0, η]) > 0.
Nous avons alors
µ2(]λ0, η]) = µ2({η ∈ K1; λ1 < η ≤ η})
≥ µ2({η ∈ K1; h1(λ0) < h1(η) < h1(η)})
= µ1({θ ∈ K; h1(λ0) < h1(Π2(θ)) < h1(η)})
= µ1({θ ∈ K; h1(λ0) < θ < h1(η)})
≥ µ1({θ ∈ K; h0(h1(λ0)) < h0(θ) < h0(h1())η})
= µ({t ∈ E; h0(h1(λ0)) < h0(θ(t)) ≤ h0(h1(η))})
= µ({t ∈ E; h0(h1(λ0)) < t < h0(h1(η))}) > 0.
Donc η /∈ [λ0] .
Cas 2: η < λ0.
Par un argument analoguea` celui du pre´ce´dent, on montre que η /∈
[λ0]. Il en re´sulte que [λ0] = {λ0, λ1} .
De´signons par A2 la C
∗−alge`bre engendre´e, par les f η, η ∈ K1 −
{η′, η′′} (ou` f η est la fonction caracte`ristique de {ξ ∈ K1; ξ > η}) dans
L∞(K1, µ2) et K2 l’ensemble des caracte`res sur A2.
NotonsB21 = {ξ ∈ K2; η ∈ K1 − {η
′, η′′} → ψ2(ξ, η) = ξ(f
η) est continue} ,
B22 = {ξ ∈ K2 − B
2
1 ; ψ2(ξ, h2(ξ)) = 1} etB
2
3 = {ξ ∈ K2 − B
2
1 ; ψ2(ξ, h2(ξ)) = 0}
ou` h2(ξ) = sup {η ∈ K1; ψ2(ξ, η) = 1} , ξ ∈ K2 − {ξ
′, ξ′′} .
Corollaire 18. h2 : K2 → K1 est une home´morphisme.
De´monstration.
Conside´rons E = K1, E1 = B
1
2 , E2 = B
1
3 . D’apre`s le the´ore`me 6 et
le lemme 12, h2 : K2 → K1 est une home´omorphisme.
6. Mesurabilite´ dans K et dans C(K)
Dfinition 6. Soit X un espace de Hausdorff.
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a) Une mesure positive borne´e ν sur X est dite normale, si pour
toute suite filtrante croissante d’ouverts (Ui)i∈I de X on a ν( ∪
i∈I
Ui) =
supi∈I ν(Ui).
b) On dit que X est radonien [Sch(1), p.117], si toute mesure borne´e
sur X est une mesure de Radon.
Remarque 15. Soit (X, τ) un espace fortement de Lindelo¨f. Alors
toute mesure positive borne´e est normale.
En effet,
Soient ν une mesure positive borne´e sur (X, τ ) et (Ui)i∈I une suite fil-
trante croissante d’ouverts de (X, τ). Comme (X, τ ) est un espace forte-
ment de Lindelo¨f, il existe un sous-ensemble I1 de´nombrable de I tel que
∪
i∈I
Ui = ∪
i∈I1
Ui. Il en re´sulte que ν( ∪
i∈I
Ui) = ν( ∪
i∈I1
Ui) = supi∈I1 ν(Ui) ≤
supi∈I ν(Ui), d’ou` ν( ∪
i∈I
Ui) = supi∈I ν(Ui).
Remarque 16. Soient (X, τ) un espace topologique se´pare´ et X1 ⊂ X.
Alors Bor((X1, τ˜)) = {C ∩X1; C ∈ Bor((X, τ ))} .
Proposition 12. Soient (E, τ 0) un espace fortement de Lindelo¨f, −∞,+∞ /∈
E et E ′ un sous-ensemble de E tel que (E ′, τ˜ 1) soit comple`tement
re´gulier. Supposons qu’il existe une mesure ν strictement positive sur
(E ′, τ˜ 0) qui ne charge pas les points de E
′. Alors (E ′, τ˜ 1) n’est pas uni-
versellement mesurable.
De´monstration.
D’apre`s le lemme 7, Bor((E, τ))=Bor((E, τ1)). Ceci entraˆıne d’apre`s
la remarque 16 que Bor((E ′, τ˜ 0))=Bor((E
′, τ˜ 1)). Il existe donc un
ensemble V ∈ Bor((E ′, τ˜ 1)) tel que 0 < ν(V ) < +∞. On de´finit la
mesure ν1 sur E
′ par, ν1(U) = ν(U ∩V ), U ∈ Bor((E
′, τ˜ 1)). ν1 est une
mesure borne´e sur (E ′, τ˜ 1). D’autre part, d’apre`s le lemme 7, (E, τ 1)
est un espace de fortement de Lindelo¨f, en utilisant la remarque 6 on
voit que (E ′, τ˜ 1) est un espace fortement de Lindelo¨f, par conse´quent
ν1 est une mesure normale, d’apre`s la remarque 15.
Supposons maintenant que (E ′, τ˜ 1) universellement mesurable. D’apre`s
[Sch(2), th.3.2], ν1 est une mesure de Radon. Il en re´sulte qu’il existe un
compact L0 de (E
′, τ˜ 1) tel que ν1(L0) > 0. Posons x0 = max {t; t ∈ L0}
(x0 existe, car L0 est un compact de (E, τ 0)). La mesure ν ne charge
pas les poins de E ′, par conse´quent ν1(L0 − {x0}) > 0, il existe donc
un (E ′, τ˜ 1) compact L1 de L0 − {x0} ve´rifiant ν1(L1) > 0. Notons
x1 = max {t; t ∈ L1} . Par re´currence, on construit une suite stricte-
ment de´croissante (xn)n≥0 de L0. Soit U un ultrafiltre non trivial sur
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N. Comme L0 est compact, il existe a ∈ L0 tel que xn →
U
a dans
(E ′, τ˜ 1). Soit O = {t ∈ E
′; t ≤ a}. O est un ouvert contenant a, ceci
implique que {n ∈ N; xn ∈ O} = {n ∈ N; xn ≤ a} ∈ U . Ceci est im-
posssible, car xk ≥ a, pour tout k ∈ N et la suite (xn)n≥0 est strictement
de´croissante.
D’apre`s la remarque 10 et la proposition 12, on a le corollaire suivant:
Corollaire 19. Soient (E, τ 0) un espace fortement de Lindelo¨f . Sup-
posons qu’il existe une mesure ν strictement positive sur (E, τ 0) qui ne
charge pas les points de E, E est complet pour l’ordre et que −∞,+∞ /∈
E. Alors (E, τ 1) n’est pas universellement mesurable.
Rappelons que E1 = {a ∈ E; {x ∈ E; x < a} n’est pas ferme´} .
Corollaire 20. Supposons que (E, τ 0) soit un espace fortement de Lin-
delo¨f, −∞,+∞ /∈ E, E1 = E, la mesure µ ne charge pas les points de
E et que µ(]t ∧ t′, t ∨ t′]) > 0 pout t 6= t′. Alors B03 n’est pas universelle-
ment mesurable.
De´monstration.
D’apre`s la remarque 11 et la remarque 12, (E, τ 1) est comple`tement
re´gulier. D’autre part, la proposition 12 nous montre que (E, τ 1) n’est
pas universelleent mesurable. D’apre`s l’e´tape 2 de la proposition 8-I),
B03 est home´omorphe a` (h0(B3), τ 1). Pour obtenir le corollaire, il suffit
de remarquer que h0(B
0
3) = E d’apre`s le lemme 5.
Corollaire 21. Soit (E, τ 0) un espace fortement de Lindelo¨f tel que
−∞,+∞ /∈ E. Supposons qu’il existe une mesure ν qui ne charge pas
les points de E et un compact L0 de (E, τ 0) ve´rifiant 0 < ν(L0) < +∞.
Alors (E, τ 1) ne se plonge dans aucun espace analytique.
De´monstration.
Conside´rons l’application identite´ i : (E, τ 0) → (E, τ 1). D’apre`s le
lemme 7, i est bore´lienne. Supposons qu’il existe un espace (Y, τ) analy-
tique dont (E, τ 1) est un sous-espace topologique. On de´finit la mesure
ν1 sur L0 par ν1(B) = ν(B), B ∈ Bor(L0). (L0, τ˜ 0) est fortement de
Lindelo¨f, donc ν1 est normale. D’autre part (L0, τ˜ 0) est universelle-
ment mesurable, par conse´quent ν1 est une mesure de Radon. D’apre`s
[Sch(3), th.14], il exsite un compact L1 de L0 de mesure strictement
positive telle que la restriction de i a` L1 soit continue (a` valeurs dans
(Y, τ)). Il en re´sulte que i(L1) = L1 est un compact de (E, τ 1) et
ν1(L1) > 0. En appliquant la proposition 12 sur E
′ = L1, on voit que
L1 n’est pas universellement mesurable, ce est impossible, car L1 est
(E, τ˜ 1) compact.
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Corollaire 22. Soit (E, τ 0) un espace fortement de Lindelo¨f tel que
−∞,+∞ /∈ E. Supposons que h30 soit surjective et que les hypothe`ses
sur ν dans le corollaire 21 sont satisfaites pour ν = µ. Alors B03 ne se
plonge dans aucun espace analytique.
Proposition 13. Supposons que (E, τ 0) est se´parable, ve´rifiant la con-
dition (∗), la mesure µ ne chrage pas les points de E, h30 : B
0
3 → E est
surjective, −∞,+∞ /∈ E et que µ(]t ∧ t′, t ∨ t′]) > 0 pout t 6= t′. Alors
la fonction ψ0 : (K × (E, τ 0))→ {0, 1} n’est pas bore´lienne.
De´monstration.
Etape 1: Montrons que Bor(K)⊗ Bor(E) = Bor(K ×E).
Il est e´vident que Bor(K) ⊗ Bor(E) ⊂ Bor(K × E). Montrons
l’inclusion inverse.
Pour cela, soit (Ok)k≥0 une base de´nombrable de la topologie de
(E, τ 0) (une telle base existe d’apre`s la remarque 1) et V = ∪
i∈I
Ui×Wi,
les Ui sont des ouverts de K et les Wi sont des ouverts de E. Pour tout
i ∈ I, il existe un sous-ensemble Mi de N
tel que Wi = ∪
k∈Mi
Ok, donc V = ∪
k∈N
[
( ∪
i∈Yk
Ui)× Ok)
]
, ou` Yk =
{i; k ∈Mi} . Comme ∪
i∈Yk
Ui est un ouvert de K, alors
V ∈ Bor(K)⊗ Bor(E).
On en de´duit que Bor(K×E) ⊂ Bor(K)⊗Bor(E), d’ou` Bor(K)⊗
Bor(E) = Bor(K × E).
Etape 2: Montrons que tout bore´lien deK est univesellement mesurable.
Le corollaire 9 nous montre que K est un espace fortement de Lin-
delo¨f. Il en re´sulte que toute mesure borne´e sur K est normale, d’apre`s
la remarque 15. D’autre part, K est universellement mesurable, donc
toute mesure normale borne´e sur K est une mesure de Radon [Sch(2),
th3.2], ceci implique que K est radonien. On en de´duit que tout
bore´lien de K est relativement universellement mesurable dans K,
d’apre`s [Sch(2), th.3.2] tout bore´lien deK est universellement mesurable.
Supposons maintetant que ψ0 est bore´lienne. Observons que Bor(K)⊗
Bor(E) est engendre´e par les ouverts sous la forme V ×W, ou` V est
un ouvert de K et W est un ouvert de E. Conside´rons l’application
σ : K − B01 → K ×E de´finie par σ(θ) = (θ, h0(θ)), θ ∈ K − B
0
1 . σ est
est bore´lienne, car Bor(K)⊗Bor(E) = Bor(K×E) et σ−1(V ×W ) =
V ∩(h)−10 (W ) est un bore´lien deK, pour tout ouvert V deK et tout ou-
vertW de E et h0 est continue d’apre`s la proposition 3, par conse´quent
ψ ◦ σ est bore´lienne, donc (ψ0 ◦ σ)
−1 {0} = B03 est un bore´lien de K.
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D’apre`s l’e´tape 2, B03 est universellement mesurable, ceci est impossi-
ble d’apre`s le corollaire 20 (remarquons que E = E1, car (E,≤) ve´rifie
(∗)).
Corollaire 23. Il existe un compact de Rosenthal L et une fonction
δ : L× ]0, 1[→ {0, 1} tels que
1) δ n’est pas bore´lienne.
2) δ(., t) ∈ C(L), pour tout t ∈ ]0, 1[ et δ(θ, .) ∈ B1(]0, 1[), pour tout
θ ∈ L.
De´monstration.
1).
Soient E = ]0, 1[ et µ la mesure de Lebesgue sur E. D’apre`s le
corollaire 9, L = K est un compact de Rosenthal. Choisissons δ = ψ0,
d’apre`s la proposition 13, δ n’est pas bore´lienne.
2).
Par la construction de ψ0, il est e´vident que δ(., t) ∈ C(L), pour tout
t ∈ E. D’autre par,
t d’apre`s la proposition 11, l’application t ∈ E → δ(θ, t) = ψ0(θ, t)
est dans B1(]0, 1[) pour tout θ ∈ L.
Remarque 17. Soient E est un espace compact me´trisable et (X,F)
un espace mesure´. Supposons que δ : E × X → R soit une fonction
telle que δ(., x) ∈ C(E) et δ(t, .) est mesurable, pour tout x ∈ X et tout
t ∈ E. Alors δ est mesurable.
Preuve. En effet,
On de´finit l’application φ : (X,F)→ C(E) par φ(x)=δ(., x), x ∈ X.
Montrons que φ est mesurable.
Comme E est un compact me´trisable, C(E) est se´parable. Il suffit
donc de montrer que φ−1(B) est mesurable pour toute boule B ouverte
de C(E).
Soient (yn)n≥0 une suite dense dans E, h ∈ C(E) et ε > 0. On a
alors
φ−1(B(h, ε)) =
{
x ∈ X ; ‖δ(., x)− h‖C(E) < ε
}
= ∪
n≥1
 ∩
k≥0
{x ∈ X ; |δ(yk, x)− h(yk)| < ε− 1/n}
 .
Comme pour tout k ∈ N l’application x → δ(yk, x) est mesurable,
φ−1(B(h, ε)) est mesurable. Donc φ est mesurable.
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D’apre`s ce qui pre´ce`de, il existe une suite (φn)n≥0 de fonctions e´tage´es
a` valeurs dans C(E) telle que φn(x) → φ(x) pour tout x ∈ X. Il en
re´sulte que pour tout (t, x) ∈ E ×X, φn(t, x) =φn(x)(t) →
n→+∞
δ(t, x).
Fixons n ∈ N. Il existe αn1 , ..., α
n
mn
∈ C(E) et Dn1 , ..., D
n
mn
des sous-
ensembles mesurables deX tels que φn(x)(t) = φn(t, x) =
∑
j≤mn
αnj (t)XDnj (x).
Puisque l’application (t, x) ∈ E × X → αnj (t)XDnj (t) est mesurable,
pour tout j ≤ mn, l’application (t, x) → φn(x)(t) est mesurable. Par
conse´quent δ est mesurable.
D’apre`s le corollaire 23 et la remarque 17, on voit la condition que L
soit me´trisable est ne´cessaire (L est un compact de Rosenthal ne suffit
pas).
Soit (Y, τ) un espace de Hausdorff. De´signons par Bair(Y ) la tribu
engendre´e par les fonctions continues sur Y et par Pσ(Y ) l’ensemble
des mesures de probabilite´s sur (Y,Bair(Y )).
Dfinition 7. ([Mor1]-[Mor2]-[Var]). Soit X un espace comple`tement
re´gulier;
a)X est un espace mesure-compact (measure-compact), si pour toute
mesure ν ∈ Pσ(X) et toute suite (fα)α∈I filtrante de´croissante de fonc-
tions continues borne´es sur (X, τ) telles que fα → 0, pour la topologie
τ p on ait lim
α
∫
X
fαdν = 0.
b) X est un espace fortement mesure-compact (strongly measure-
compact), si pour toute mesure ν ∈ Pσ(X) et tout ε > 0, il existe un
compact L deX tel que ν∗(L) > 1−ε, ou` ν∗(L) = inf {ν(H); H ∈ Bair(X) et L ⊂ H} .
Remarque 18. Supposons que (E,≤) ve´rifie la condition (∗). Alors
(E, τ 1) est re´gulier.
Preuve. En effet,
Soit V = ]a, b] un voisinage ouvert de x. Comme (E,≤) ve´rifie la
condition (∗), il existe c ∈ E tel que a < c < x ≤ b, donc [c, b] =
]c, b] ⊂ V et ]c, b] est un voisinage ouvert de x.
On peut appliquer le raisonnement pre´ce´dent si V = ]a, b[ , ou` a <
b.
Proposition 14. Soit (E, τ 0) est un espace fortement de Lindelo¨f
se´parable ve´rifiant la condition (∗). Supposons qu’il existe une mesure
de probabilite´ ν sur (E, τ 0) qui ne charge pas les points de E et que
-∞,+∞ /∈ E. Alors (E, τ 1) n’est pas fortement mesure-compact.
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De´monstration.
Comme E ve´rifie (∗), E = E1. D’apre`s la remarque 11, (E, τ 1) est
comple`tement re´gulier.
Etape 1: Montrons que tout ouvert de (E, τ 1) est dans Bair((E, τ 1)).
Fixons a ∈ E. L’ensemble {t ∈ E; t ≤ a} est un ouvert et ferme´ de
(E, τ 1), donc la fonction caracte`ristique de cet ensemble est continue
sur (E, τ 1). Il en re´sulte que {t ∈ E; t ≤ a} ∈ Bair((E, τ 1)).
Comme (E, τ 0) est un espace un espace fortement de Lindelo¨f et
re´gulier, d’apre`s [Sch(1), chap.II,prop.1], {a} est un Gδ de (E, τ 0).
Donc il existe une suite d’ouverts (On)n≥0 de (E, τ 0) telle que {a} =
∩
n≥0
On pour tout n ≥ 0, il existe In un intervalle ouvert de On tel que
a ∈ In ⊂ On, ceci implique qu’il existe an ∈ E verifiant ]an, a[ ⊂
In ⊂ On. D’autre part, ]an, a] = {t ∈ E; t ≤ a} − {t ∈ E; t ≤ an} ∈
Bair((E, τ 1)). Donc {a} = ∩
n≥0
]an, a] ∈ Bair((E, τ 1)).
D’apre`s ce qui pre´ce`de, pour tout a ∈ E, {t ∈ E; t < a} = {t ∈ E; ≤ a}−
{a} ∈ Bair((E, τ 1)).
L’espace (E, τ 1) est un espace fortement de Lindelo¨f, donc d’apre`s le
lemme 7, tout ouvert de (E, τ 1) est dans Bair((E, τ 1)).
Etape 2: Soit L un compact de (E, τ 1). Montrons que ν(L) = 0.
Supposons que ν(L) > 0. On de´finit l’application Λ : (L, τ˜ 1) →
(L, τ˜ 0), par Λ(t) = t, t ∈ E; Λ est continue, donc elle est home´omorphisme.
En appliquant la proposition 12 a` E ′ = L, on voit que L n’est pas
universellement mesurable, ce qui est impossible.
Etape 3: Montrons que (E, τ 1) n’est pas fortement mesure-compact.
Remarquons d’abord que d’apre`s l’e´tape 1, Bor((E, τ 1)) = Bair((E, τ 1)).
D’autre part, d’apre`s le lemme 7 Bor((E, τ0)) = Bor((E, τ 1)), on a
donc ν ∈ Pσ((E, τ 1)).
Supposons maintenant que (E, τ 1) est fortement mesure-compact. Il
existe donc un compact L de (E, τ 1) tel que (ν)
∗(L) > 0. D’apre`s
l’e´tape 1, L ∈ Bair((E, τ 1)), il en re´sulte que ν(L) = ν
∗(L) > 0, ceci
est impossible d’apre`s l’e´tape 2.
Signalons que si X est un espace de Lindelo¨f , alors X est mesure-
compact [Var].
Dans [Mor1]-[Mor2] on montre l’existence d’un espace mesure-compact
qui n’est pas fortement mesure-compact. Le corollaire suivant nous
fournit un autre type d’exemple.
Corollaire 24. Il existe un espace fortement de Lindelo¨f Y (paracom-
pact) se´parable qui n’est pas fortement mesure-compact.
De´monstration.
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Il suffit d’appliquer la proposition 14 a` E = ]0, 1[, ν la mesure de
Lebesgue, donc Y = (]0, 1[ , τ 1) n’est pas fortement mesure-compact.
D’autre part, comme (Y, τ 1) est Lindelo¨f et re´gulier, d’apre`s [Bour,
chap.IX,76,prop.2] (Y, τ 1) est paracompact.
Soit L un compact de Hausdroff; dans [Tal(2)] on montre sous l’axiome
de Martine, que (C(L), τ p) est universellement mesurable. Dans le
lemme suivant, on montre que (C(L), τ p) est universellement mesurable
sans l’axiome de Martine, si L est un compact de Rosenthal.
Lemme 13. Soit L un compact de Rosenthal. Alors (C(L), τ p) est
universellement mesurable.
De´monstration.
On va montrer le lemme 13 si C(L) est l’espace des fonctions con-
tinues sur L a` valeurs re´elles, la de´monstration est analogue si le corps
est C.
Il suffit de montrer d’apre`s [Sch(2), th.3.2] que toute mesure de prob-
abilite´ normale sur (C(L), τ p) est une mesure de Radon. Soit ν une
probabilite´ normale sur (C(L), τ p).
Notons pour tout n ∈ N∗ Bn =
{
g ∈ C(L); ‖g‖C(L) ≤ n
}
et νn la
mesure de´finie par νn(C) = ν(C ∩ Bn), C ∈ Bor((C(L), τ p)).
Comme νn(C) →
n→
ν(C) et Bn est τ p ferme´, il suffit de montrer que
νn est une mesure de Radon pour tout n.
Etape 1: Montrons que pour tout n ≥ 1, νn est normale, .
Soient n ∈ N∗ et (Fi)i∈I une suite filtrante de´croissante de ferme´s de
(C(L), τ p). Comme Bn est τ p − ferme´, la suite (Fi ∩ Bn)i∈I est une
suite filtrante de´croissante de ferme´s et ν est normale, par conse´quent
inf i∈I νn(Fi) = inf i∈I ν(Fi ∩ Bn) = ν(∩(
i∈I
Fi ∩ Bn)) = ν(( ∩
i∈I
Fi) ∩ Bn) =
νn(∩(
i∈I
Fi).
Etape 2: Soit n ∈ N∗ fixe´. Montrons que νn est une mesure de
Radon.
On peut supposer que νn est porte´e par la boule unite´ de (C(L), ‖.‖).
Notons V le sous-espace vectoriel engendre´ par les e´le´ments de L dans
le dual de (C(L), ‖.‖). Pour tout v ∈ V soit Hv l’hyperplan de´fini par
v dans C(L), c’est-a`-dire que
Hv = {f ∈ C(L); (f, v) = v(f) = 0} .
Conside´rons l’ensemble I ′ forme´ des e´le´ments v de V , ve´rifiant νn(Hv) =
1 et Eνn est l’intrersection des Hv lorsque v ∈ I
′ (remarquons que
0 ∈ I ′).
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Montrons que νn(Eνn) = 1.
Notons I˜ = {S; S est un sous-ensemble fini de I ′ } et HS = ∩
v∈S
Hv,
S ∈ I˜ . Il est clair que (HS)S∈I˜ est une famille filtrante de´croissante de
ferme´s de (C(L), τ p), comme νn est normale on a
νn(Eνn) = νn( ∩
v∈I′
Hv) = νn( ∩
S∈I˜
HS) = inf
S∈I˜
νn(HS) = 1,
car νn(HS) = 1, pour tout S ∈ I˜. Pour y ∈ L Posons
[y] = {x ∈ L; (f, y) = (f, x), ∀f ∈ Eνn}
et Lνn = {[y] ; y ∈ L} . Nous conside´rons Lνn est un sous–espace
topologique de [−1,+1]Eνn , ou` [y] (f) = (f, y), f ∈ Eνn . Montrons
que Lνn est un compact pour la topologie de la convergence simple. Il
suffit de montrer que Lνn est ferme´ dans [−1,+1]
Eνn . Pour cela, soient
([yi])i∈I une suite ge´ne´ralise´e dans Lνn et U un ultrafiltre non triviale
sur I tels que [yi]→
U
z ∈ [−1,+1]Eνn . Puisque L est un compact il existe
y ∈ L ve´rifiant yi →
U
y ∈ L, ceci implique [yi] (f) = (f, yi) →
U
(f, y) =
[y] (f) pour tout f ∈ Eνn . D’autre part, [yi] (f) = (f, yi) →
U
z(f) , on
conclut que z(f) = [y] (f) pour tout f ∈ Eνn. Par conse´quent z = [y] .
Suppososns que [y] = [y′] , νn−presque-partout, (y, y
′ ∈ L) et mon-
trons que [y] = [y′] partout.
En effet,
pour presque tout f ∈ C(L) on a (y, f) = (y′, f). Donc (y−y′, f) = 0
pour presque tout f ∈ C(L), c’est-a`-dire que l’hyperplan Hy−y′ est de
mesure est e´gale a` 1, donc Hy−y′ contient Eνn . Nous de´duisons que pour
tout f ∈ Eνn, (f, y) = (f, y
′). De´finissons l’application Σ : L → Lνn,
par Σ(y) = [y] , y ∈ L (il est clair que Σ est continue) et l’application
U : Lνn → L
1(Eµn , νn) par U([x])(f) = f(x), x ∈ L, f ∈ Eνn. D’apre`s
ce qui pre´ce`de, U est une application injective.
Montrons que U est une application continue. Pour cela; soient F
un ferme´ de L1(Eνn, νn) et [x] un point adhe´rent a` U
−1(F ). Il existe
une suite ge´ne´ralise´e ([xi])i∈I dans U
−1(F ) telle que [xi] → [x] , (cette
convergence suivant un ultrafiltre non trivial sur I). Comme L est com-
pact, il existe x′ ∈ L tel que xi → x
′ dans L, par la continuite´ de Σ,
[xi]→ [x
′] dans Lνn . Il en re´sulte que [x
′] = [x] .
D’autre part, L est angelique, car L est un compact de Rosenthal
[Bour-Frem-Tal], par conse´quent, il existe une sous-suite de´nombrable
(xik)k≥0 telle que xik →
k→∞
x′. Par la continuite´ de Σ nous avons [xik ] →
k→∞
[x′] = [x] dans Lνn .
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D’apre`s le the´ore`me de convergence domine´e, U([xin ]) →
n→+∞
U([x]).
Mais pour tout n ∈ N U([xin ]) ∈ F, donc U([x]) ∈ F. Par conse´quent
U est continue. Il en re´sulte que Lνn est me´trisable, car U est une
home´omorphisme sur son image.
D’apre`s le raisonnement pre´ce´dent, (C(Lνn), ‖.‖) est un espace polon-
ais, donc Bor((C(Lνn), ‖.‖)) = Bor((C(Lνn), τ p)), car (C(Lνn), τ p)
est de´finie par une famille se´pare´e de se´mi-normes [Bourb, TG.9,68-
6,th.14]. Comme (C(Lνn), ‖.‖) est radonien [Sch(1), chap.II,th.9] et
(Eνn, τ p) est un sous-espace ferme´ de (C(Lνn), τ p), (Eνn , τ p) est radonien.
Il en re´sulte que νn est une mesure de Radon.
Pour tout espace vectoriel localement convexe X , on de´signe par
Cyl(X) la tribu engendre´e par les formes line´aires continues sur X.
Signalons que, si X est un espace vectoriel localement convexe, alors
Bair((X, faible)) coincide avec Cyl(X) [Ed, th.2.3]
Lemme 14. Soit L un compact de Rosenthal. Alors (C(L), τ p) est
mesure-compact si et seulement si, (C(L), faible) est mesure-compact.
De´monstration.
Montrons d’abord que Cyl((C(L), faible)) = Cyl((C(L), τp)) (il en
re´sulte d’apre`s [Ed, th.2.3] queBair((C(L), faible)) = Bair((C(L), τ p))).
Il est clair que Cyl((C(L), τp)) ⊂ Cyl((C(L), faible)).
Montrons l’inclusion inverse. Pour cela, soit y∗ ∈M+(L). M+(L) est
un compact de Rosenthal [Gode] donc il est angelique, par conse´quent
il existe une suite (y∗n)n≥0 de mesures a` supports finis sur L telle
que y∗n →
n→+∞
y∗ pre´faiblement. Pour tout n ∈ N y∗n est mesurable
par rapport a` Cyl((C(L), τ p)) ceci implique que y
∗ est mesurable par
rapport a` Cyl((C(L), τp)). Si y
∗ ∈ B(C(L))∗ , il existe µ1,µ2, µ3, µ4 ∈
M+(L) tels que y∗ = µ1 − µ2 − i(µ3 − µ4), donc y
∗ est mesurable
par rapport a` Cyl((C(L), τ p)). Par conse´quent Cyl((C(L), faible)) ⊂
Cyl((C(L), τp)).
Supposons que (C(L), τ p) est mesure-compact. Soit ν une mesure
de´finie sur la tribu cylindrique faible de C(K). D’apre`s [Syn, th.2], ν
se prologe a` une mesure normale ν˜ sur Bor(C(L), τ p). D’autre part,
d’apre`s le lemme 13 (C(L), τ p) est universellement mesurable, donc
ν˜ est une mesure de Radon sur (C(L), τ p). Soient ε > 0 et C ∈
Bor((C(L), τ p)). Il existe un τ p-compact H ⊂ C ve´rifiant ν˜(H) >
ν˜(C) − ε. Notons pour tout n ∈ N∗ Bn =
{
g ∈ C(L); ‖g‖C(L) ≤ n
}
.
Comme ν˜(H ∩Bn) →
n→+∞
ν˜(H), il existe n0 ∈ N
∗ tel que ν˜(H ∩Bn0) >
ν˜(C)− ε.
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Remarquons que tout n ∈ N H ∩ Bn est un τ p−compact et uni-
forme´ment borne´e, d’apre`s le re´sultat de [Groth] H ∩ Bn0 est un com-
pact faible. En appliquant [Sch(1), chap.I,th.16], on obtient que ν˜ se
prolonge a` une mesure de Radon ν ′ sur (C(L), faible). En particulier
ν se prolonge a` une mesure normale sur (C(L), faible).
Comme Bair((C(L), faible)) = Bair((C(L), τ p)), pour toute fonc-
tion f continue borne´e sur (C(L), faible) on a
∫
C(L)
f(x)dν˜(x) =
∫
C(L)
f(x)dν ′(x) =
∫
C(L)
f(x)dν(x).
Soit maintenant (fα)α∈I une suite filtrante de´croissante de fonctions
continues borne´es sur (C(L), faible) telle que fα → 0 simplement.
D’apre`s [Syn, th.2]
∫
C(L)
fα(x)dν(x) =
∫
C(L)
fα(x)dν˜(x)→ 0.
Par conse´quent (C(L), faible) est mesure-compact.
Inversement: Supposons que (C(L), faible) est mesure-compact. Comme
Bair((C(L), faible)) = Bair((C(L), τ p)), il est clair que (C(L), τ p) est
mesure compact.
Proposition 15. Supposons que K soit se´parable et la mesure µ soit
σ − finie. Alors (C(K), τ p) n’est pas mesure-compact.
De´monstration.
Il est clair que pour tout θ ∈ K = B01 ∪ B
2
2 ∪ B
0
3 , l’application
t→ ψ0(θ, t) est mesurable.
Soit ξ ∈M+(K).Montrons que l’application t→ ξ(f t) est mesurable.
Notons F ∗ =
{
x∗ =
∑
i≤n
αiδθi ∈M
+(K); les αi ∈ R
+,
∑
i≤n
αi = 1, les θi ∈ K, n ∈ N
}
.
Comme K est totalement ordonne´ et se´parable, K est un compact de
Rosenthal d’apre`s [Osta]. En appliquant [Gode], on voit que M+(K)
est un compact de Rosenthal.
Comme F ∗ est σ(CK)∗, C(K)) dense dansM+(K) etM+(K) est an-
gelique d’apre`s [Bour-Frem-Tal]-[Gode], il existe alors une suite (x∗k)k≥0
dans F ∗ telle que x∗k →
k→+∞
ξ pre´faiblement, donc x∗k(f
t) →
k→+∞
ξ(f t)
pour tout t ∈ E. D’apre`s l’e´tape 1, pour tout k ∈ N l’application
t ∈ E → x∗k(f
t) est mesurable, ceci entraˆıne que l’application t ∈ E →
ξ(f t) est mesurable.
Supposons que (C(K), τ p) est mesure-compact. La proposition 14
nous montre que (C(K), faible) est mesure-compact. Comme l’application
t→ ft est scalairement mesurable et (C(K), faible) est mesure-compact,
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d’apre`s le the´ore`me 5.2 de [Ed], il existe une fonction fortement mesurable
g a` valeurs dans C(K) telle que pour tout ξ ∈ C(K)∗ ξ(f t) = ξ(g(t))
pour presque tout t ∈ E, .
Soit (θn)n≥0 une suite dense dans K. Pour tout n ∈ N il existe un
sous-ensemble mesurable Dn de E de mesure nulle tel que θn(f
t) =
θn(g(t)) pour tout t ∈ (Dn)
c. Notons D = ∪
n≥0
Dn. Comme pour tout
n ∈ N et tout t ∈ Dc θn(f
t) = θn(g(t)), alors θ(f
t) = θ(g(t)) pour
tout θ ∈ K et tout t ∈ Dc. Il en re´sulte que f t = g(t), pour presque
tout t ∈ E, c’est impossible, car ‖ft − ft′‖L∞(E,µ) ≥ 1, si t 6= t
′ et g
est a` valeurs presque-partout dans un sous-espace se´parable de C(K)
(puisque µ est σ−finie). Donc (C(K), τ p) n’est pas mesure-compact.
7. E est un groupe abe´lien localement compact se´parable
ve´rifiant les conditions (*) et (**)
Dans cette partie, E est un groupe localement compact se´parable
ve´rifiant les conditions (*) et (**).
D’apre`s la remarque 1, E a une base de´nombrable. Comme E est
localement compact, d’apre`s [Sch(1), chap.II,th.6], E est un espace
polonais.
Remarquons que −∞,+∞ /∈ E.
Pour g ∈ C(K) ⊂ L∞(E, µ), θ ∈ K et t ∈ E, on de´finit gt ∈ C(K)
par gt(u) = g(u − t), pour presque tout u ∈ E et θt ∈ K par θt(r) =
θ(rt), r ∈ C(K).
De´signons par f la fonction caracte´ristique de {t ∈ E; t > 0} .
Lemme 15. Pour tout θ ∈ B02 , h0(θu) = h0(θ)− u pour tout u ∈ E.
Preuve..
Comme E ve´rifie la condition (∗∗) on a ft = f
t, pour tout t ∈ E.
Soient θ ∈ B02 et t, u ∈ E tels que ψ0(θu, t) = 1. On a alors ψ0(θu, t) =
θu(ft) = θ [(ft)u] = θ(ft+u) = ψ0(θ, t + u) = 1. Ceci implique que
t+ u ≤ h0(θ). La condition (∗∗) entraˆıne que t ≤ h0(θ)− u. D’apre`s le
lemme 2, on a h0(θu) = sup {t; ψ(θu, t) = 1} ≤ h0(θ)− u.
Inversement: Soit t ∈ E tel que ψ0(θ, t) = 1; pour tout u ∈ E on
a ψ0(θu, t − u) = θu(ft−u) = θ((ft−u)u) = θ(ft) = ψ0(θ, t) = 1, donc
h0(θu) ≥ t−u, comme E ve´rifie la condition (∗∗) on a h0(θu)+u ≥ t. En
appliquant le lemme 2, on obtient que h0(θu) + u ≥ h0(θ), c’est-a`-dire
que h0(θu) ≥ h0(θ)− u, d’ou` h0(θu) = h0(θ)− u.
Remarque 19. Dans le lemme pre´ce´dent on peut remplacer B02 par
B03 (en utlisant le lemme 3).
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Remarque 20. B02 n’est pas vide.
Preuve. En effet,
supposons que B02 = ∅. La proposition 16 nous montrera que B
0
3 = ∅,
donc K = B01 qui est me´trisable d’apre`s la proposition 7-ii), ce qui est
impossible, car (E, µ) ve´rifie la condition (1.2).
Lemme 16. Pour tout θ ∈ K − B01 on a
sup {−t ∈ E; ψ0(θ, t) = 0} = − inf {t ∈ E; ψ0(θ, t) = 0} .
De´monstration.
Conside´rons θ ∈ K − B01 . Notons β = − inf {t ∈ E; ψ0(θ, t) = 0} .
Soit t ∈ E tel que ψ0(θ, t) = 0. D’apre`s la de´finition de −β on a
−β ≤ t. La condition (∗∗) implique que −β + (β − t) ≤ t + (β − t),
donc −t ≤ β, pour terminer la preuve, il suffit de montrer que si z ∈ E
ve´rifiant −t ≤ z, pour tout t ∈ E et ψ0(θ, t) = 0, alors β ≤ z.
.
Soit un tel z ∈ E. E ve´rifie la condition (∗∗), donc t ≥ −z, pour tout
t ∈ E tel que ψ0(θ, t) = 0. On en de´duit que inf{t ∈ E; ψ0(θ, t) = 0} ≥
−z, c’est-a`-dire que β ≤ z.
Pour tout θ ∈ K, on de´finit
∨
θ ∈ K par
∨
θ(g) = θ(
∨
g), ou`
∨
g(x) = g(−x),
x ∈ E, g ∈ C(K).
Proposition 16. i) Soit θ ∈ K − B01 . Alors h(θ) = −h(
∨
θ),.
ii) ϕ ∈ B02 , si et seulement si
∨
ϕ ∈ B03 .
iii)
∨
(θ′) = θ′′.
De´monstration.
i).
La mesure µ est invariante par translation, donc µ({t}) = µ({u}),
pour tout t, u ∈ E. Comme E n’est pas de´nombrable µ({t}) = 0 pour
tout t ∈ E.
On a alors
µ(
{
y ∈ E;
∨
(f−t)(y) = 0
}
) = µ({y ∈ E; f−t(−y) = 0})
= µ({y ∈ E; f(t− y) = 0}) = µ({y ∈ E; y ≥ t})
= µ({y ∈ E; y > t}) = µ({y ∈ E; ft(y) = 1})
= µ({y ∈ E; e(y)− ft(y) = 0}).
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Par un argument analogue on montre que µ(
{
y ∈ E;
∨
(f−t)(y) = 1
}
) =
µ( {y ∈ E; e(y)− ft(y) = 1}). Donc pour tout t ∈ E
∨
(f−t) = e− ft. (7.1)
Soient θ ∈ B02 et t ∈ E. D’apre`s (7.1), ψ0(
∨
θ,−t) =
∨
θ(f−t) =
θ
∨
(f−t) = θ(e)− ψ0(θ, t) = 1− ψ0(θ, t), c’est a` dire que
ψ0(
∨
θ,−t) = 0 si et seulement si ψ0(θ, t) = 1 (7.2)
En appliquant (7.2) et le lemmes 2, on voit que
h0(θ) = sup {t ∈ E; ψ0(θ, t) = 1} =
sup
{
t ∈ E; ψ0(
∨
θ,−t) = 0
}
=
sup
{
−t ∈ E; ψ0(
∨
θ, t) = 0
}
=
− inf
{
t ∈ E; ψ0(
∨
θ, t) = 0
}
= −h0(
∨
θ) (d’apre`s le lemme 3 et le lemme 16).
Un raisonnement analogue nous permet de voir que h0(θ) = −h0(
∨
θ)
si θ ∈ B03 .
ii).
D’apre`s (7.2) et (i), ψ0(ϕ, h0(ϕ)) = 1 si et seulement si ψ0(
∨
ϕ, h0(
∨
ϕ)) =
ψ0(
∨
ϕ,−h0(ϕ)) = 0. Donc ϕ ∈ B
0
2 si et seulement si
∨
ϕ ∈ B03 .
iii).
Soit t ∈ E. D’apre`s (7.1)
∨
(ft) = e − f−t, donc
∨
θ′(ft) = θ
′
∨
(ft) =
θ′(e− f−t) = 1− 1 = 0. Il en re´sulte que
∨
(θ′) = θ′′.
Remarque 21. Il existe une home´omorphisme U : K → K telle que
‖U(θ1)− U(θ2)‖ = ‖θ1 − θ2‖ pour tout θ1, θ2 ∈ K, U(B2 ∪ {θ
′}) =
B3 ∪ {θ
′′} (donc U(θ) 6= θ pour tout θ ∈ K).
En effet,
On de´finit U : K → K par U(θ) =
∨
θ, θ ∈ K. Il est clair que U
est une home´omorphisme et ‖U(θ1)− U(θ2)‖ = ‖θ1 − θ2‖ pour tout
θ1, θ2 ∈ K. D’autre part, d’apre`s la proposition 16 U(B2 ∪ {θ
′}) =
B3 ∪ {θ
′′} .
Lemme 17. Soient θ ∈ B0j et t ∈ E. Alors θt ∈ B
0
j , j ∈ {2, 3} .
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De´monstration.
Supposons que θ ∈ B02 .D’apre`s le lemme 15, ψ0(θt, h(θt)) = ψ0(θt, h0(θ)−
t) = ψ0(θ, h0(θ)) = 1, donc θt ∈ B
0
2 . Par un argument analogue, on
montre que θt ∈ B
0
3 , si θ ∈ B
0
3 .
Proposition 17. Pour tout θ ∈ B02 , l’application U
′
θ : E → K × K,
t→ (θt
∨
, (θ)t) n’est pas bore´lienne.
De´monstration.
Supposons qu’il existe θ ∈ B02 tel que U
′
θ soit bore´lienne.
Choisissons un sous-ensemble H de E qui n’appartient pas a` la tribu
bore´lienne de E. De´finissons l’ouvert V de K ×K par
V = ∪
u∈H
[
{ϕ ∈ K; ψ0(ϕ,−u+ h0(θ)) = 1} ×
{
ϕ ∈ K; ψ0(ϕ,−u+ h0(
∨
θ)) = 0
}]
.
D’apre`s le lemme 17, pour tout t ∈ E, θt ∈ B
0
2 et (
∨
θ)t ∈ B
0
3 , car
∨
θ ∈ B03 , d’apre`s la proposition 16.
On a alors
(U ′θ)
−1(V ) =
∪
u∈H
{
t ∈ E; ψ0(θt,−u+ h0(θ)) = 1 et ψ0((
∨
θ)t),−u+ h0(
∨
θ)) = 0
}
={
t ∈ E; h0(θt) ≥ −u+ h0(θ) et h0((
∨
θ)t) ≤ −u+ h0(
∨
θ)
}
={
t ∈ E; h0(θ)− t ≥ −u+ h0(θ) et h0
∨
((θ))− t ≤ −u+ h0
∨
((θ))
}
=
{t ∈ E; − u ≤ −t ≤ −u ≥} = ∪
u∈H
{u} = H,
car h0(θt) = h0(θ) − t et h0((
∨
θ)t) = h0((
∨
θ)) − t pour tout t ∈ E,
d’apre`s le lemme 15. Cela implique que H est un bore´lien de E, ce qui
est impossible.
Corollaire 25. La tribu bore´lienne sur K × K contient strictement
Bor(K)⊗ Bor(K).
De´monstration.
Conside´rons les applications δ1 : t ∈ E → θt ∈ B
0
2 ⊂ K, δ2 : t ∈
E → (
∨
θ)t ∈ B
0
3 ⊂ K.
Montrons que δ1, δ2 sont bore´liennes.
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Soit u, t ∈ E. Il est clair que les ensembles sous la forme
(δ1)
−1 [{ϕ ∈ K; ψ0(ϕ, u) = 0}] (7.3)
(δ1)
−1 [{ϕ ∈ K; ψ0(ϕ, t) = 1}]
(δ2)
−1 [{ϕ ∈ K; ψ0(ϕ, u) = 0}]
(δ2)
−1 [{ϕ ∈ K; ψ0(ϕ, t) = 1}]
sont bore´liens de E (remarquons par example que (δ1)
−1 [{ϕ ∈ K; ψ0(ϕ, u) = 0}] =
{t ∈ E; ψ0(θt, u) = 0} = {t ∈ E; h0(θt) = h0(θ)− t < u} = {t ∈ E; t > h0(θ)− u}).
D’autre part, d’apre`s la proposition 10, K est fortement de Lindelo¨f,
donc δ1 et δ2 sont bore´liennes.
Soit V1,V2 deux ouvrets de K. Comme (U
′
θ)
−1(V1 × V2) = δ
−1
1 (V1) ∩
δ−12 (V2) ∈ Bor(E), alors pour tout S ∈ Bor(K) ⊗ Bor(K), (U
′
θ)
−1(S
)∈ Bor(E).
Supposons maintenant que la tribu bore´lienne deK×K est e´gale a` la
tribu produit. D’apre`s ce qui pre´ce`de, l’application U ′θ est bore´lienne,
cela est impossible, d’apre`s la proposition 17.
Remarque 22. Si L est un compact me´trisable, alors Bor(L × L) =
Bor(L)⊗Bor(L).
L. Lindenstrauss et C. Stegall [Lin-Steg] ont montre´ qu’il existe un
espace de Banach X qui ne contient pas ℓ∞ isomorphiquement et une
application σ : {0, 1}N → X scalairement mesurable, mais σ n’est pas
faiblemant e´quivalente a` une fonction mesurable. Dans la proposition
suivante, on fournit un autre type d’exemples. En effet, la fonction
conside´re´e (dans la proposition 18) est localement inte´grable au sens
de Riemman.
Proposition 18. Il existe un espace de Banach X et une fonction
g : E → X tels que
I) X ne contient pas ℓ∞ isomorphiquement.
II) g est scalairement mesurable.
III) g ne peut pas e`tre faiblement e´quivalente a` une fonction mesurable.
IV) g est localement inte´grable au sens de Riemman sur E.
De´monstration.
I).
Conside´rons X = C(K). D’apre`s le corollaire 12, la boule unite´ de
X∗ est un compact de Rosenthal et d’apre`s [Bour-Frem-Tal]-[Gode]
elle est angelique, donc X ne contient pas ℓ∞ isomorphiquement, car
la boule unite´ de (ℓ∞)∗ n’est pas angelique, d’apre`s [Od-Ros].
II).
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Soit g :E → (C(K) ⊂ L∞(E) la fonction de´finie par g(t) = ft
pour presque tout t ∈ E. D’apre`s la proposition 11, g est scalairement
mesurable.
III).
Supposons qu’il existe une fonction h : E → (X, ‖.‖) mesurable telle
que pour toute forme line´aire ξ ∈ X∗, il existe un ensemble Lξ de
E de mesure nulle tel que ξ(g(t)) = ξ(h(t)) pour tout t ∈ (Lξ)
c. En
particulier (g(t), un) = (h(t), un) , pour tout n ∈ N et tout t ∈ ( ∪
k∈N
Lun)
c
, ou` (un)n≥0 est une suite dense dans L
1(E, µ). On en de´duit que g = h
presque-partout, ce qui est impossible, car ‖ft − ft′‖ ≥ 1 pour t 6= t
′
.
IV).
Soit a, b ∈ E tel que a < b. Remarquons que
b∫
a
X[t,+∞[(ω)dt =
{
(a ∨ ω)− a, si ω ≤ b
b− a, si ω > b
}
.
Conside´rons t0 = a, t1, ..., tn = b ∈ [a, b] avec t0 < t1 < ... < tn. Pour
tk(ω) ≤ ω < tk(ω)+1 on a
n∑
k=1
X[tk ,+∞[(ω)(tk−tk−1) =
k(ω)∑
k=1
X[tk,+∞[(ω)(tk−
tk−1) =
k(ω)∑
k=1
(tk − tk−1) = tk(ω) − a.
Il en re´sulte que
n∑
k=1
X[tk ,+∞[(ω)(tk − tk−1) =

tk(ω) − a, si tk(ω) ≤ ω < tk(ω)+1
0, si ω < a
n∑
k=1
(tk − tk−1) = b− a, si ω > b
 .
Donc
∥∥∥∥∥∥
n∑
k=1
X[tk ,+∞[(.)(tk − tk−1)−
b∫
a
X[t,+∞[(.)dt
∥∥∥∥∥∥
L∞(E)
≤
sup
ω∈[a,b]
∣∣ω − tk(ω)∣∣ ≤ sup
1≤k≤n
|tk − tk−1| .
Cela implique que g est inte´grable au sens de Riemman sur [a, b] .
Dfinition 8. Soit (X, τ ) un espace topologique se´pare´. On dit que
(X, τ) est K − analytique [Bress-Si], si X est l’image continue d’un
Kσδ dans un espace compact.
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Rappelons qu’un ensemble B est un Kσδ dans un espace de Hausdorff
(Z, τ), s’il existe une suite de compacts (Km,n)m,n∈N dans (Z, τ) telle
que B = ∩
m≥0
∪
n≥0
Km,n.
D’apre`s [Ro-Ja, th.2.7.1], tout espaceK−analytique est un espace de
Lindelo¨f. D’autre part, si L est un compact se´parable tel que (C(L), τ p)
soit un espace de Lindelo¨f, alors L est me´trisable [Ar] (avec l’hypothe`se
MA+qCH).
Thorm 7. Il existe une topologie se´pare´e τ ′ sur C(K) moins fine que
la topologie τ p, une sous-C
∗−alge`bre Y1 de C(K) et un sous-espace de
Banach Y2 de C(K) tels que
1 ) (C(K), τ ′) n’est pas universellement mesurable.
2) Y1 et Y2 sont τ p ferme´s et (C(K), τ p) = (Y1, τ˜ p)⊕ (Y2, τ˜ p).
3) (Y1, τ˜ p) est isomorphe a` (Y2, τ˜ p).
4) (Yj, τ˜ p) = (Yj, τ˜
′), j ∈ {1, 2} .
5) (Y1, τ˜ p) n’est pas K − analytique.
6) (Y1, τ˜ p) contient un sous-espace inde´nombrable discret. De plus
si E est connexe le sous-espace discret est ferme´.
7) Bor((C(K), τ ′))⊗Bor((C(K), τ ′)) 6= Bor((C(K)×C(K), τ ′×τ ′))
8) La projection P : (C(K), τ ′)→ (Y1, τ
′) n’est pas bore´lienne.
9) L’ensemble {H : E → (C(K), τ ′); H est bore´lienne} n’est pas un
espace vectoriel.
De´monstration.
1).
Etape 1: Soit θ ∈ B02 . Montrons que {θt; t ∈ E} = B
0
2 .
Observons d’abord que d’apre`s la remarque 20, B02 6= ∅. Soit ϕ ∈ B
0
2 .
Il existe t ∈ E tel que h0(ϕ) = h0(θt), car h0(θt) = h0(θ)− t d’apre`s le
lemme 15. D’apre`s le lemme 17, θt ∈ B
0
2 . Comme h
2
0 est injective sur
E, d’apre`s la remarque 2 on a ϕ = θt.
Etape 2 : Montrons qu’il existe une suite de´nombrable dans B02 qui
est dense dans K.
Comme h20 est surjective, il existe une suite (θn)n≥0 dans B
0
2 telle que
(h0(θn))n≥0 soit dense dans E.
Montons (θn)n≥0 est dense dans K.
Pour cela, soit t ∈ E. Notons Vt = {θ ∈ K; ψ0(θ, t) = 1} . Choisis-
sons θ ∈ K−B01 tel que t < h0(θ), il existe θm ∈ B
0
2 tel que t < h0(θm),
car la suite (h0(θn))n≥0 est dense dans E. Comme ψ0(θm, h0(θm)) = 1
et t < h0(θm), θm ∈ Vt. Soient u ∈ E et Uu = {θ ∈ K; ψ0(θ, u) = 0} .
Choisissons θ ∈ K − B01 tel que u > h0(θ), il existe donc θm′ ∈ B
0
2
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ve´rifiant u > h0(θm′). Il en re´sulte que ψ0(θ
′
m, u) = 0, car ψ0(θ
′
m, h0(θ
′
m)) =
1. Donc θm′ ∈ Uu.
Soient t, u ∈ E et θ0 ∈ Wt,u = {θ ∈ K; ψ0(θ, t) = 1 et ψ0(θ, u) = 0}.
On a alors t < u. Comme E ve´rifie la condition (∗) et h0 est surjective,
il existe θ1 ∈ K − B
0
1 tel que t < h0(θ1) < u. On en de´duit qu’il existe
θn ∈ B
0
2 ve´rifiant t < h0(θn) < u. Donc θn ∈ Wt,u.
De´signons par τ ′ la topologie de´finie sur C(K) telle que ui → u dans
(C(K), τ ′), si et seulement si ui(θ) → u(θ) pour tout θ ∈ B
0
2 ∪ B
0
1 .
Remarquons que τ ′ est moins fine que la topologie τ p et d’apre`s l’e´tape
2, la topologie τ ′ est se´pare´e.
Notons D = {ft; t ∈ E} ⊂ (C(K), τ
′).
Etape 3: Montrons que (D, τ˜ ′) est fortement de Lindelo¨f.
Fixons θ ∈ B02 et de´finissons l’application π : (D, τ˜
′) → B02 , par
π(ft) = θt, t ∈ E. Il suffit de montrer que π est une home´omorphisme,
car B02 est fortement de Lindelo¨f.
Montrons d’abord que π est injective. Pour cela soit u, v ∈ E tel que
θu = θv. D’apre`s le lemme 15, h0(θu) = h0(θ)−u et h0(θv) = h0(θ)−v,
donc u = v.
Soit u ∈ E. Posons Vu = {θ ∈ B
0
2 ; ψ0(θ, u) = 0} etWu = {θ ∈ B
0
2 ; ψ0(θ, u) = 1} .
On a alors
π−1(Vu) = {ft; ψ0(θt, u) = 0} = {ft; θt(fu) = 0} = {ft; θu(ft) = 0}
est un ouvert de (D, τ˜ ′). De meˆme on a π−1(Wu) = {ft; θu(ft) = 1}
est un ouvert de (D, τ˜ ′).
Montrons que π−1 est continue. Soient θ1, θ2 ∈ B
0
1 et t1, t2 ∈
E. Notons W1 = {ft; ft(θ1) = 0}, W2 = {ft; ft(θ2) = 1} , W3 =
{ft; ft(θt1) = 1} et W4 = {ft; ft(θt2) = 0} . Il suffit de montrer que
π(Wj) est un ouvert de B
0
2 , j ∈ {1, 2, 3, 4} , car les ouverts sous la
forme pre´ce´dente engendrent la topologie τ˜ ′.
Pour montrer que π(W1) = {θt; ft(θ1) = 1} est un ouvert de B
0
2 , il
suffit de montrer que {θt; ft(θ1) = 0} est un ferme´ de B
0
2 . Soit (θti)i∈I
une suite ge´ne´ralise´e dans {θt; ft(θ1) = 0} telle que θti → θt dans
(B02 , τ˜ 0). Comme h0 est continue, d’apre`s la proposition 5, h0(θti) →
h0(θt) dans E. D’autre part, h0(θti) = h0(θ) − ti pour tout i ∈ I et
h0(θt) = h0(θ) − t d’apre`s le lemme 15. Il en re´sulte que ti → t dans
E, car E est un groupe topologique. Donc fti(θ1) → ft(θ1). On en
de´duit que ft(θ1) = 0. Par conse´quent {θt; ft(θ1) = 0} est un ferme´ de
B02 . Un argument analogue nous permet de montrer que π(W2) est un
ouvert de B02 .
Finalement, on a π(W3) = {θt; ft(θt1) = 0} = {θt; ft1(θt) = 1} et
π(W4) = {θt; ft(θt2) = 0} = {θt; ft2(θt) = 0} . Nous de´duisons que
π(W3),π(W4) sont ouverts de B
0
2 .
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Notons F1 l’adhe´rence de D dans (C(K), τ
′). On de´finit l’application
σ1 : (E, τ 0) → F1 ⊂ (C(K), τ
′) par σ(t) = ft, t ∈ E. Montrons que
L’application σ1 est bore´lienne.
En effet,
Soit O un ouvert de (D, τ˜ ′); Il existe une suite de sous-ensembles
(Oi)i∈I deD telle que O = ∪
i∈I
Oi et pour tout i, Oi est l’intersection finie
des ouverts, sous la forme W1, ...,W4, ou` W1 = {ft; ft(θ1) = 0}, W2 =
{ft; ft(θ2) = 1} , W3 = {ft; ft(θt1) = 1} , W4 = {ft; ft(θt2) = 0},
θ1, θ2 ∈ B
0
1 et t1, t2 ∈ E. Remarquons que pour tout θ ∈ B
0
2 ∪ B
0
1
l’application t ∈ E → ft(θ) = ψ(θ, t) est bore´lienne, donc (σ
−1
1 )(Oi)
est bore´lien, pour tout i ∈ I. D’apre`s l’e´tape 3, (D, τ˜ ′) est un es-
pace fortement de Lindeo¨f, par conse´quent il existe un sous-ensemble
de´nombrable I1 de I tel que O = ∪
i∈I1
Oi. On concult que (σ1)
−1(O) est
un bore´lien. Finalement si O′ est un ouvert de F1, il suffit de remar-
quer que (σ1)
−1(O′) = (σ1)
−1(O′ ∩D) et O = O′ ∩D est un ouvert de
(D, τ˜ ′).
Etape 4: Montrons que tout compact de F1 est me´trisable.
Remarquons que si g ∈ F1, g(θ) ∈ {0, 1}.
Soient L un compact de F1 et (θn)n≥0 une suite dans B
0
2 dense dans
K (une telle suite existe d’apre`s l’e´tape 2). De´finissons l’application
ξ : L → {0, 1}N par ξ(g) = (g(θn))n≥0, g ∈ L. Il est clair que ξ est
continue injective, par conse´quent L est me´trisable.
Observons que la topologie τ ′ est de´finie par une famille de semi-
normes qui se´pare les point de C(K), donc (C(K), τ ′) est comple`tement
re´gulier. Comme tout sous-espace d’un espace comple`tement re´gulier
est comple`tement re´gulier, alors (F1, τ˜
′) est comple`tement re´gulier.
Supposons maintenant que (C(K), τ ′) est universellement mesurable.
Etape 5: Montrons que F1 est universellement mesurable.
D’apre`s [Sch(2), th.3.2], il suffit de montrer que toute probabilite´
normale sur F1 est une mesure de Radon. Soit ν une mesure de
probabilite´ normale sur F1; on de´finit la mesure ν
′ sur (C(K), τ ′) par
ν ′(B) = ν ′(B ∩ F1), B ∈ Bor((C(K), τ
′)). Montrons que ν ′ est une
mesure normale sur (C(K), τ ′)
Soit i : F1 → (C(K), τ
′) l’injection canonique. Comme i est continue
et ν est normale, d’apre`s [Sch(2)], i(ν) = ν ′ est normale.
L’espace (C(K), τ ′) est universellement mesurable et ν ′ est normale,
donc d’apre`s [Sch(2), th.3.2], ν ′ est une mesure de Radon. Soit main-
tenant B′ un bore´lien de F1. B
′ est un bore´lien de (C(K), τ ′), car
la tribu bore´lienne de F1 est e´gale a` la tribu induite par celle de
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(C(K), τ ′)). On a alors
ν(B′) = ν ′(B′) = sup {ν ′(L′); L′ est un compact de B′} =
sup {ν(L′); L′ est un compact de B′} .
On de´duit que ν est une mesure de Radon. Par conse´quent F1 est
universellement mesurable.
Soit L un compact de (E, τ 0) de mesure strictement positive. On
peut supposer que µ(L) = 1. Conside´rons η1 : L→ F1 la restriction de
σ1 a` L et ν1 = η1(µL), ou` µL la mesure de´finie sur L par
µL(C) = µ(C), C ∈ Bor(L) ⊂ Bor(E).
Etape 6: Montrons que ν1 est une mesure normale sur F1.
Soit (Ui)i∈I une famille filtrante croissante d’ouverts dans F1. Obser-
vons que pour tout bore´lien B de F1 ν1(B) = µ({t ∈ L; ft ∈ B}) =
µ({t ∈ L; ft ∈ B ∩D}).
D’apre`s l’e´tape 3, (D, τ˜ ′) est fortement de Lindelo¨f, il existe donc un
sous-ensemble de´nombrable I1 de I tel que ∪
i∈I
Ui ∩D = ∪
i∈I1
Ui ∩D.
Donc
ν1( ∪
i∈I
Ui) = µ(
{
t ∈ L; ft ∈ ( ∪
i∈I
Ui) ∩D
}
)
= µ(
{
t ∈ L; ft ∈ ∪
i∈I
Ui ∩D
}
)
= µ(
{
t ∈ L; ft ∈ ∪
i∈I1
Ui ∩D
}
)
= µ(
{
t ∈ L; ft ∈ (∪
i∈I1
Ui) ∩D
}
) = ν1( ∪
i∈I1
Ui)) = sup
i∈I1
ν1(Ui) ≤ sup
i∈I
ν1(Ui).
Donc ν1 est normale sur F1.
L’e´tape 5 montre que F1 est universellement mesurable et ν1 est
une probabilite´ normale sur F1, d’apre`s [Sch(2), th.3.2], ν1 est une
mesure de Radon, par conse´quent, il existe un compact G1 de F1 tel que
ν1(G1) >
1
2
. De´signons par η2 la restriction de σ1 a` (η1)
−1(G1) ⊂ L; η2
est une application bore´lienne a` valeurs dans G1 et m((η1)
−1(G1)) =
ν1(G1) >
1
2
. L’e´tape 4 nous montre que G1 est me´trisable. D’apre`s
[Frem], il existe un compact L1 de ((η1)
−1(G1), τ˜ 0) tel que µ(L1) >
1
3
et la restriction de σ1 a` L1 soit continue.
Comme µ ne charge pas les points de E, par un argument ana-
logue a` celui de la proposition 12, on construit une suite strictement
de´croissante (tn)n≥0 dans L1. Il existe donc t0 ∈ L1 telle que tn →
n→+∞
t0.
D’autre part, la restriction de σ1 a` L1 est continue, ceci entraˆıne que
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ftn →
n→+∞
ft0 dans (C(K), τ
′). Pour s = h0(θ) − t0, on a ftn(θs) →
n→+∞
ft0(θs) = ψ0(θs, t0) = ψ0(θ, h0(θ)) = 1. Il en re´sulte que pour n assez
grand, ψ0(θs, tn) = 1, donc tn ≤ h0(θs) = h0(θ) − s = t0. Pour voir la
contradiction, il suffit de remarquer que la suite (tn)n≥0 est strictement
de´croissante.
2).
Soient Y1 le sous-espace forme´ des fonctions paires dans C(K) ⊂
L∞(E) et Y2 le sous-espace forme´ des fonctions impaires dans C(K) ⊂
L∞(E).
Observons que si g ∈ C(K),
∨
g ∈ C(K), car
∨
f t = e− f−t, ∀t ∈ E.
Montrons que Y1 est τ p ferme´ dans C(K).
Pour cela, soit (ri)i∈I une suite ge´ne´ralise´e dans Y1 telle que ri → r
dans (C(K), τ p). Il s’agit de montrer que r ∈ Y1.
Pour i ∈ I et θ ∈ K on a ri(
∨
θ) =
∨
ri(θ) = ri(θ), par le passage a`
la limite on voit que
∨
r(θ) = r(θ), donc
∨
r = r ∈ Y1. Par un argument
analogue on montre que Y2 est τ p ferme´.
Montrons que l’application g ∈ (C(K), τ p)→
∨
g ∈ (C(K), τ p) est une
home´omorphisme.
Soit en effet (gi)i∈I une suite ge´ne´ralise´e dans C(K) telle que gi → g
dans (C(K), τ p). Pour tout θ ∈ K on a
∨
gi(θ) = gi(
∨
θ) → g(
∨
θ) =
∨
g(θ), par conse´quent
∨
gi →
∨
g dans (C(K), τ p). Donc l’application g ∈
(C(K), τ p) →
∨
g ∈ (C(K), τ p) est une continue. Comme
∨
(
∨
g) = g
l’application g ∈ C(K), τ p)→
∨
g ∈ (C(K), τ p) est une home´omorphisme.
D’autre part, pour g ∈ C(K) on a g = (g +
∨
g)/2⊕ (g −
∨
g)/2, ce qui
implique que (C(K), τ p) = (Y1, τ˜ p)⊕ (Y2, τ˜ p).
3).
De´finissons l’ope´rateur U : (Y1, τ p) → (Y2, τ p), par U(g)(t) ={
g(t), si t≥0
−g(t), si t<0
}
, g ∈ Y1. Soient g ∈ Y1 et t ∈ E . Si t ≥ 0 on a
U(g)(−t) = −g(−t) = −g(t) = −U(g)(t). Si t < 0 on a Ug(−t) =
g(−t) = g(t) = −U(g)(t). Par conse´quent Ug ∈ Y2 pour tout g ∈ Y1.
Montrons que U est continue.
Observons que pour tout g ∈ Y1
U(g) = g × X{t∈E; t≥0} − g × X{t∈E; t<0} =
g × X{t∈E; t>0} − g × X{t∈E; t<0} =
g × f − g × (e− f).
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Soit (gi)i∈I une suite ge´ne´ralise´e dans (Y1, τ p) telle que gi → g dans
(Y1, τ p). Pour tout θ ∈ K on a
U(gi)(θ) = (gi × f)(θ)− [gi × (e− f)] (θ) = gi(θ)f(θ)− gi(θ)× (1−
f(θ))→ g(θ)f(θ)− g(θ)× (1− f(θ)) = U(g)(θ). Par conse´quent U est
continue.
Montrons que pour tout g ∈ Y2
U−1(g) = g × f − g × (e− f). (7.4)
Pour cela, soit g ∈ Y2. Comme f
2 = f et (e − f)2 = e2 − 2e × f
+f 2 = e− 2f + f = e− f, on a alors
U(g × f − g × (e− f)) =
[g × f − g × (e− f)]× f
− [g × f − g × (e− f)] (e− f) =
= [2g × f − g)]× f
− [g × f(e− f)− g × (e− f)] = 2g × f − g × f
− [g × f − g × f − g + g × f ] = g × f − [g × f − g] = g.
D’apre`s (7.4), U−1(g) ∈ Y2 pour tout g ∈ Y1.Par un argument ana-
logue a` celui du pre´ce´dent on montre que U−1 est continue a` valeurs
dans (Y1, τ p) (en utilisant (7.4). Donc U est une isomorphisme.
4).
Montrons que (Y1, τ˜
′) = (Y1, τ˜ p).
Pour θ ∈ B02 ∪ B
0
1 et g ∈ Y1 on a g(
∨
θ) = (
∨
g)(θ) = g(θ). Comme{
∨
θ; θ ∈ B02 ∪ B
0
1
}
= B03∪B
0
1 d’apre`s la proposition 16, alors (Y1, τ˜
′) =
(Y1, τ˜ p).
Montrons que (Y2, τ˜
′) = (Y2, τ˜ p).
Soit (gi)i∈I une suite ge´ne´ralise´e dans Y2 et g ∈ Y2 telles que gi(θ)→
g(θ), pour tout θ ∈ B02 ∪ B
0
1 . Il s’agit de montrer que gi → g dans
(Y2, τ p). D’apre`s (7.4), pour tout i ∈ I on a
U−1(gi)(θ) = [gi × f − gi(e− f)] (θ) =
gi(θ)× θ(f)− gi(θ)× (1− f(θ)) → g(θ)× θ(f)− g(θ)× (1− f(θ)) =
[g × f − g(e− f)] (θ) = U−1g(θ).
Comme (Y1, τ˜ p) = (Y1, τ˜
′), U−1(gi)(θ) → U
−1(g)(θ) pour tout θ ∈
K. Il en re´sulte que gi → g, dans (Y2, τ p), car U est continue. Donc
(Y2, τ˜
′) = (Y2, τ˜ p).
5).
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Montrons que (Y1, τ˜ p) n’est pas K − analytique.
Supposons que (Y1, τ˜ p) est K − analytique. Il existe donc un es-
pace compact Z, un sous-ensemble Q qui est Kσδ dans Z et une ap-
plication surjective continue T : Q → (Y1, τ p). D’apre`s 3), il exsite
une application continue (surjective) T ′ : Q → (Y2, τ p). On de´finit
T ′′ : Q × Q → (Y1, τ˜ p) ⊕ (Y2, τ˜ p), par T
′′((x, y)) = T (x) ⊕ T ′(y),
(x, y) ∈ Q×Q. Il est clair que T ′′ est continue surjective, il en re´sulte
que (C(K), τ p) = (Y1, τ˜ p) ⊕ (Y2, τ˜ p) est K − analytique d’apre`s 2).
Comme l’injection canonique :(C(K), τ p) → (C(K), τ
′) est continue,
alors (C(K), τ ′) est K − analytique. D’apre`s [Bress-Si] (C(K), τ ′) est
universellement mesurable, ce qui est impossible d’apre`s 1).
6).
Pour tout t ∈ E notons wt = ft +
∨
(ft) = ft + 1 − f−t et V =
{ωt; t ∈ E} . On se propose de montrer que (V, τ˜ p) est discret dans
(Y1, τ˜ p).
Soit t ∈ E tel que t < 0. Choisissons θ1 ∈ B
0
2 et θ2 ∈ B
0
3 tels que
h0(θ1) = h0(θ2) = t. NotonsW =
{
ωs; |ωs(θj)− ωt(θj)| <
1
2
, j ∈ {1, 2}
}
.
Il est clair que W est un ouvert de (V, τ˜ p).
Montrons que W = {ωt} .
Cas 1, t < 0 : Soit ωs ∈ W. Comme ωt(θ1) = 1 + 1 − 0 = 2 et
ωt(θ2) = 0 + 1− 0 = 1, alors ωs(θ1) = 2 et ωs(θ2) = 1. Par conse´quent
ψ0(θ1, s) = 1 et ψ0(θ2, s) = ψ0(θ2,−s).
Remarquons que ψ0(θ2, s) = ψ0(θ2,−s) = 1 entraˆıne que t > 0, ce
qui est impossible.
D’apre`s ce qui pre´ce`de on a ψ0(θ1, s) = 1 et ψ0(θ2, s) = ψ0(θ2,−s) =
0. Donc s ≤ h0(θ1) = t ≤ s. Il en re´sulte que t = s.
Cas 2, t > 0 : Soit ωs ∈ W. Remarquons que ωt(θ1) = 1+ 1− 1 = 1
et ωt(θ2) = 0+ 1− 1 = 0, donc ωs(θ1) = ψ0(θ1, s) + 1−ψ0(θ1,−s) = 1
et ωs(θ2) = ψ0(θ2, s) + 1− ψ0(θ2,−s) = 0. Par conse´quent ψ0(θ1, s) =
ψ0(θ1,−s) et ψ0(θ2, s) = 0. Le cas ψ0(θ1, s) = ψ0(θ1,−s) = 0 entraine
que t < 0, ce qui est impossible, donc ψ0(θ1, s) = 1 et ψ0(θ2, s) = 0. Il
en re´sulte que s = t.
Cas 3, t = 0 : Soit ωs ∈ W. Il est clair que ω0(θ1) = ω0(θ2) =
1. Il en re´sulte que ψ0(θ1, s) = ψ0(θ1,−s) et ψ0(θ2, s) = ψ0(θ2,−s).
Remarquons que les cas ψ0(θ1, s) = ψ0(θ1,−s) = 0 et ψ0(θ2, s) =
ψ0(θ2,−s) = 1 sont exclus. Par conse´quent ψ0(θ1, s) = 1 et ψ(θ2, s) =
0. Ceci entraˆıne que s = 0. D’apre`s ce qui pre´ce`de (V, τ˜ p) est un espace
discret dans (Y1, τ˜ p).
Supposons maintenant que E est connexe et montrons que V est
ferme´ dans (Y1, τ˜ p).
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Soit (ωti)i∈I une suite ge´ne´ralise´e dans V telle que ωti → g ∈ Y1
(suivant un ultrafiltre U non trivial sur I). Choisisons un point θ fixe´
dans K − {θ′, θ′′} . La suite (θti)i∈I est une suite ge´ne´ralise´e dans K,
par conse´quent, il existe θ0 ∈ K tel que θti → θ0 ∈ K. Comme E est
connexe d’apre`s le corollaire 4, h0(θti) = h0(θ)− ti → h0(θ0). Montrons
que θ0 ∈ K − {θ
′, θ′′} .
Supposons que θ0 = θ
′′. Ceci implique que ti → +∞ dans (E, τ 0).
Soit ϕ ∈ K.
Cas 1-a, ϕ ∈ K−{θ′, θ′′} : Comme ti → +∞, S = {i ∈ I; ti > h0(ϕ) > −ti} ∈
U , donc pour tout i ∈ S, on a fti(ϕ) = ψ0(ϕ, ti) = 0 et f−ti(ϕ) =
ψ0(ϕ,−ti) = 1, par conse´quent ωti(ϕ) = 0+1−1 = 0, pour tout i ∈ S.
Il en re´sulte que g(ϕ) = 0
Cas 1-b, ϕ = θ′ : On a ωti(θ
′) = 1, pour tout i ∈ I, donc g(θ′) = 1
Cas 1-c, ϕ=θ′′ : On remarque que ωti(θ
′′) = 1 pour tout i ∈ I, ceci
implique que g(θ′′) = 1. On en de´duit que {θ′, θ′′} = g−1({1}) est un en-
semble ouvert et ferme´, car g est a` valeurs dans {0, 1, 2}. Comme {θ′} =
{θ′, θ′′} − {θ′′} , {θ′} est un ensemble ouvert, c’est-a`-dire qu’il existe
t0 ∈ E tel que {θ
′} = {θ ∈ K; ψ0(θ, t0) = 1} ; ceci est impossible, car
{θ ∈ K; ψ0(θ, t0) = 1} contient l’ensemble {θ ∈ K; h0(θ) < t0} . Par
un argument analogue on montre que θ0 6= θ
′. Donc θ0 ∈ K −{θ
′, θ′′} .
D’apre`s le lemme 15, h0(θii) = h0(θti) = h0(θ)− ti, par conse´quent
ti → h0(θ)− h0(θ0) = t0.
Montrons que g = ωt0 .
Fixons ϕ ∈ K.
Cas 1, t0 > 0.
Cas 1-a), −t0 < h0(ϕ) < t0: Soit W = {t ∈ E; -t < h0(ϕ) < t}. W
est un voisinage ouvert deW , donc l’ensemble S = {i ∈ I; − ti < h0(ϕ) < ti} ∈
U . Pour tout i ∈ S nous avons fti(ϕ) = ψ0(ϕ, ti) = ψ0(ϕ, t0) = 0 et
ψ0(ϕ,−ti) = ψ0(ϕ,−t0) = 1, ce qui entraˆıne que ωti(ϕ) = ωt0(ϕ) =
0+1−1 = 0 pour tout i ∈ S. Par conse´quent ωti(ϕ)→ ωt0(ϕ) = g(ϕ).
Cas 1-b), h0(ϕ) < −t0 Notons W = {t ∈ E; h0(ϕ) < −t < 0 } . W
est un voisinage de t0, donc S = {i ∈ I; h0(ϕ) < −ti < 0} ∈ U . Il est
clair que ωti(ϕ) = ωt0(ϕ) = 0+ 1− 0 = 1. Donc ωt(ϕ)→ ωt0(ϕ) = 1 =
g(ϕ).
Cas 1-c), h0(ϕ) > t0 : Par un argument analogue a` celui du cas 1-b),
on montre que ωti(ϕ)→ ωt0(ϕ) = g(ϕ).
Cas 2, t0 < 0 : Les cas t0 < h0(ϕ) < −t0, h0(ϕ) < −t0 et h0(ϕ) > t0
se traitent par des arguments analogues a` ceux de pre´ce´dents.
Cas 3), h0(ϕ) = t0 et t0 ∈ E : Sans perdre la ge´ne´ralite´ on suppose
que ϕ ∈ B02 . Au cours de la de´monstration de 1), on a montre´ que B
0
2
est dense dans K. Il existe donc une suite (ϕn)n≥0 dans B
0
2 telle que
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ϕn → ϕ, on peut choisir la suite (ϕn)n≥0 dans B
0
2 − {ϕ}, car K ne
contient pas des points isole´s. Montrons que pour n est assez grand
t0 < h0(ϕn) (remarquons que la restriction de h0 a` B
0
2 est injective,
donc h0(ϕn) 6= t0).
En effet,
supposons que pour tout n, il existe mn ∈ N verifiant t0 > h0(ϕmn).
Comme ψ0(ϕmn , h0(ϕmn)) = 1, alors ψ0(ϕmn , t0) = 0. Par le passage a`
limite on obtient que ψ0(ϕ, t0) = ψ0(ϕ, h0(ϕ)) = 0, ce qui est impossi-
ble, il donc existe n0 ∈ N tel que t0 < h0(ϕn) pour tout n ≥ n0.
En appliquant ce qui pre´ce`de, a` ϕ = ϕn, on voit que ωti(ϕn) →
ωt0(ϕn) = g(ϕn) pour tout n ≥ n0. Il en re´sulte que ωt0(ϕ) = g(ϕ), car
g est continue.
Le cas t0 = −h0(ϕ) se de´montre par un argument analogue.
Cas 4, h0(ϕ) > t0 = 0 : NotonsW = {t ∈ E; h0(ϕ) > t et − h0(ϕ) < t} .
W est un voisinage ouvert de t0 = 0, par conse´quent S = {i ∈ I; h0(ϕ) > ti et − h0(ϕ) < ti} ∈
U . Si i ∈ S, ωti(ϕ) = ω0(ϕ) = 1 + 1 − 1 = 1. Il en re´sulte que
ωti(ϕ) = 1→ ω0(ϕ) = 1 = g(ϕ).
Le cas h0(ϕ) < t0 = 0 se traite par un raisonnement analogue. Donc
V est ferme´ dans (Y1, τ˜ p).
7).
Montrons que l’application σ2 : t ∈ E →
∨
(ft) ∈ (C(K), τ
′) est
bore´lienne.
Remarquons que pour t ∈ E,
∨
(ft) = e−f−t. Conside´rons l’application
∆ : E → E de´finie par ∆(t) = −t, t ∈ E. ∆ est bore´lienne. Comme
σ2 = e− σ1 ◦∆, σ2 est bore´lienne (au cours de la de´monstration de 1)
on a motre´ que σ1 : t ∈ E → ft est bore´lienne).
Conside´rons l’application φ1 : t ∈ E → (ft,
∨
(ft)) ∈ C(K) × C(K).
Fixons W1,W2 deux ouverts de (C(K), τ
′). Il est clair que φ−11 (W1 ×
W2) = (σ1)
−1(W1) ∩ (σ2)
−1(W2) est un bore´lien de E, donc pour tout
V ∈ Bor((C(K), τ ′))⊗ Bor((C(K), τ ′)) φ−11 (V ) est un bore´lien de E.
Supposons maintenant que Bor((C(K), τ ′)) ⊗ Bor((C(K), τ ′)) =
Bor((C(K) × C(K), τ ′ × τ ′)). D’apre`s ce qui pre´ce`de, l’application
φ1 : E → (C(K)× C(K), τ
′ × τ ′))), t→ (ft,
∨
(ft)) est bore´lienne.
De´finisson l’application φ2 : (C(K) × C(K), τ
′ × τ ′) → (C(K), τ ′),
par φ2(g, u) = g+u, (g, u) ∈ C(K)×C(K). φ2 est continue, donc elle est
bore´lienne. Il en re´sulte que φ2 ◦φ1 est bore´lienne. Nous de´duisons que
l’application t ∈ E → wt = ft+
∨
(ft) ∈ (Y1, τ˜
′) = (Y1, τ˜ p) est bore´lienne.
D’autre part, Bor((C(K), τ p)) = Bor((C(K), ‖.‖)) d’apre`s le corollaire
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2, donc Bor((Y1, τ˜ p)) = Bor((Y1, ‖.‖)), par conse´quent l’application
t ∈ (E, τ 0)→ ωt ∈ Y1 est fortement mesurable, ceci est impossible, car
au cours de la de´monstration de 6), on a vu que (V, τ˜ p) est un espace
discret inde´nombrable, c’est-a`-dire que l’application t ∈ E → ωt ne
peut pas eˆtre presque-partout a` valeurs dans un sous-espace se´parable
de C(K).
8).
Supposons que la projection P : (C(K), τ ′) → (Y1, τ
′) = (Y, τ p) est
bore´lienne. Comme l’application σ1 : t ∈ E → ft ∈ (C(K), τ
′) est
bore´lienne, l’application t ∈ E → P ◦ σ1(t) = Pft = wt/2 ∈ (C(K), τ
′)
est bore´lienne, a` la preuve de 7) on a remarque´ que ceci est impossible.
Donc P n’est pas bore´lienne.
9).
Notons H1 = σ1 : t ∈ E → ft ∈ (C(K), τ
′) et H2 = σ2 : t ∈
E →
∨
(ft) ∈ (C(K), τ
′). Nous avons montre´ auparavant que H1,H2
sont bore´liennes. et a` la fin de la preuve de 7) nous avons montre´ que
H1 +H2 n’est pas bore´lienne.
Remarque 23. D’apre`s le corollaire 2 on a Bor((C(K), τ p))⊗Bor((C(K), τ p)) =
Bor((C(K), ‖.‖))⊗Bor((C(K), ‖.‖)).
D’autre part, d’apre`s [Tal(1), th.3] (avec l’hypothe`se de continu) on
a Bor((C(K), ‖.‖)) ⊗ Bor((C(K), ‖.‖)) = Bor((C(K) × C(K), ‖.‖)).
Donc Bor((C(K)× C(K), τ p × τ p)) ⊂
Bor((C(K)×C(K), ‖.‖)) = Bor((C(K), ‖.‖))⊗Bor((C(K), ‖.‖)) =
Bor((C(K), τp))⊗ Bor((C(K), τp)).
Mais Bor((C(K), τ p))⊗Bor((C(K), τ p)) ⊂ Bor((C(K)×C(K), τ p×
τ p)), on de´duit que (avec l’hypothe`se de continue)
Bor((C(K), τp))⊗ Bor((C(K), τp)) = Bor((C(K)× C(K), τ p × τ p)).
Corollaire 26. Il existe deux sous-espaces Z1, Z2, τ p-ferme´s de (C(K), τ p)
tels que Z1 ∩ Z2 = {0} , (Zj, τ˜
′) est universellement mesurables, j ∈
{1, 2} et (Z1, τ˜
′) est isomorphe a` (Z2, τ˜
′), mais (Z1 ⊕ Z2, τ
′) n’est pas
universellement mesurable.
De´monstration.
Soit Zj = Yj, j ∈ {1, 2} . D’apre`s le the´ore`me 7, on a (Zj , τ˜
′) =
(Zj, τ˜ p), Zj est τ p ferme´ dans (C(K), τ p), j ∈ {1, 2} et (Z1, τ˜
′) est
isomorphe a` (Z2, τ˜
′). D’autre part, le lemme 13 nous montre que
(C(K), τ p) est universellement mesurable, donc (Zj, τ˜
′) = (Zj , τ˜ p) est
universellment mesurable, car un ferme´ d’un espace universellement
mesurable est universellement mesurable. Comme (Z1 ⊕ Z2, τ
′) =
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(C(K), τ ′), d’apre`s le the´ore`me 7, (Z1⊕Z2, τ
′) n’est pas universellement
mesurable.
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