Introduction and definitions
Since Mahavier's introduction of inverse limit space using multivalued bonding functions there has been a great deal of interest and research in the topic. At the 2012 Spring Topology and Dynamics Conference there was a discussion among participants concerning ways of further generalizing these inverse systems and inverse limit constructions. This paper presents these generalizations. In further discussions, primarily by Iztok Banič, Judy Kennedy and Van Nall, it was felt that these new operators should be named in honor of William S. (Bill) Mahavier, the person most responsible for beginning the journey down this path. Related to this Greenwood and Kennedy [3] used finite Mahavier products, which they call IM products, to prove some connectedness properties of inverse limits of intervals with set-valued functions.
By a preorder we mean a transitive and reflexive relation. Suppose that (Λ, ) is a preordered set and for each λ ∈ Λ, X λ is a topological space, that for each λ, μ ∈ Λ satisfying λ μ we have a closed relation F μ λ ⊂ X λ × X μ , that F λ λ is the identity relation on X λ and that, for every triple λ, μ, ν ∈ Λ satisfying λ μ ν, we have
In this setting we may define the Mahavier product
The members of the Mahavier product are called threads and we will use the index notation x λ rather then x(λ). Also, it is convenient to use multifunction notation
This approach is more general then the original in [6, 4, 5] , not only by considering arbitrary preordered sets as the set of indices, but also because the commutativity condition
• surjective if for every y ∈ Y , there is x ∈ X such that (x, y) ∈ R;
• single-valued if for every x ∈ X, there is at most one y ∈ Y such that (x, y) ∈ R.
Note that a full and single-valued relation is a (continuous) function. • directed if the indexed set Λ is a directed set;
• consistent (see [5, p. 80] ) if for each μ ∈ Λ and each t ∈ X μ there is x ∈ λ∈Λ X λ such that x μ = t and if α β μ then
Special attention is given to exact Mahavier products when the indexed set Λ is a set Z of integers or a subset of Z that consists of consecutive numbers. Then we will use symbols M
Observations and examples
The following two observations are obvious from the definitions.
Observation 2.1.
• Every totally ordered Mahavier system is directed;
• Every consistent Mahavier system is full.
Ingram and Mahavier show that if the directed set for a system is the positive integers then the system is consistent (see [5, Theorem 108] ), but they include the requirements of both consistency of the system and total order of the directed set in their Theorem 125. Our next observation shows that the consistency requirement is redundant.
Theorem 2.2. Every totally ordered full Mahavier system is consistent.
Proof. Let {X λ , F μ λ , Λ} be a totally ordered full Mahavier system, η ∈ Λ and t ∈ X η . For η ∈ Λ let A η be the collection of all finite subsets A of Λ such that for any A ∈ A η and any α ∈ A, α η.
It follows from the definition of total order and full that P A is nonempty and closed. Note that if A and B are in A η with A ⊆ B then P B ⊆ P A and P A∪B ⊆ P A ∩ P B . Then the collection of {P A : A ∈ A η } has the finite intersection property so {P A : A ⊆ A η } is nonempty. Any element in this intersection shows the consistency of the system. 2
We have from [5, Theorem 125] 
The following generalizes [1, Corollary 3.2].
Theorem 2.4. Suppose Λ is a totally ordered set, X α is compact for all α ∈ Λ, and for all β, α ∈ Λ with α β, F
Λ} be a totally ordered Mahavier system and A be the collection of all finite subsets
We will use induction to show that P A = ∅. If A is a set with exactly two elements then F β α = ∅ implies that P A = ∅. Suppose that for n 2 any n-element set A ⊂ Λ satisfies P A = ∅. Let B ⊂ Λ have n + 1 elements. Choose γ ∈ B such that γ is not the maximum or minimum element in B. Let α, β ∈ B be the immediate predecessor and successor, respectively, of γ.
so there exists y ∈ X γ such that y ∈ F β γ (x β ) and x α ∈ F γ α (y). Define z ∈ X λ such that z λ = x λ if λ = γ and z γ = y and note that z ∈ P B . Thus P A = ∅ for all A ∈ A.
Note that if A and B are in A with A ⊆ B then P B ⊆ P A and P A∪B ⊆ P A ∩ P B . Then the collection of
Total order is required for the connectedness of the Mahavier product as the following example shows. The following examples show that arbitrary intersections can be realized as Mahavier products in two different ways.
Example 2.6. Let X i ⊆ X for i ∈ I where I is an arbitrary index set, further let Λ = {0} ∪ I with 0 i for all i ∈ I and no other relations, finally if f i 0 are inclusions of X i into X then i∈I X i is homeomorphic to M i∈Λ (X i , f i 0 ). Note that the system is full and consistent but not directed.
Example 2.7. Let Λ be a totally ordered set. Suppose that for each i, j ∈ Λ with i j we have X i ⊆ X j and let f i j be the inclusion. Then i∈I X i is homeomorphic to M i∈Λ (X i , f i j ). Here the system is full and totally ordered and thus consistent and directed.
Further, Cartesian products can be realized as Mahavier products, also in two different ways, the second appears as [2, Example 2.5.3].
Example 2.8. Let I be an arbitrary index set where the order on I is defined by i j for i = j. Then
Example 2.9. Let I be an arbitrary index set. Let Λ be the collection of all finite subsets of I and order Λ by inclusion.
We have directly from the definition the following observations. 
Relations between Mahavier systems
Suppose two Mahavier systems S = {X λ , F 
This definition slightly generalizes the definition of a limit map in the case of inverse limits with single valued bonding maps (see e.g. [2, p. 101]) and [1] , namely we do not require that the relations H σ are full. 
Proof. Let A be the collection of all finite subsets A of Σ.
We show, by induction on the number of elements in A, that for all A ∈ A the set P A is not empty. If A = {α}, then P {α} = ∅ by the fullness of H α . So suppose that for some positive integer n, if A ∈ A has n elements then P A = ∅. Let B ∈ A having n + 1 elements. Since Σ is totally ordered B has a least element, say γ and A = B\{γ} has a least element, say β. By the inductive assumption P A = ∅ so let y ∈ P A . Define z ∈ σ∈Σ y σ by z σ = y σ for all σ = γ and z γ = H γ (x ϕ(γ) ). By the subcommutivity of the diagrams, z ∈ P B .
As in the earlier theorems it is easy to see that for all A, B ∈ A that P A∪B ⊆ P A ∩ P B and if A ⊆ B then P B ⊆ P A , so once again {P A : A ⊆ A} has the finite intersection property. Thus {P A : A ⊆ A} is non-empty but here the intersection equals M {ϕ, H σ }. 2
The requirement that Σ is totally ordered is necessary as the next example shows. 
Proof. The proof this theorem is identical to the proof [1, Theorem 3.1] except for notation. We include the proof here for the convenience of the reader. 
One can verify that the set P A,B is compact. We will show that it is nonempty. We will proceed by the induction on the number of elements in A. Initially assume B = ∅. If A is a one element set A = {a}, then P A,∅ = {x ∈ {X λ : λ ∈ Λ}: y a ∈ H a (x ϕ(a) )} and it is nonempty, because H a is surjective.
Next, suppose for this case, that P A,∅ is nonempty for all sets A having n elements. Let A = {σ 1 , . . . , σ n+1 } ⊆ Σ where indexing is chosen so that if i < j then ϕ(σ i ) ϕ(σ j ). Let x ∈ P A \{σ 1 },∅ , then
ϕ(σ 1 ) (x ϕ(σ 2 ) )) so there exists z ∈ F ϕ(σ 2 ) ϕ(σ 1 ) (x ϕ(σ 2 ) ) such that y σ 1 ∈ H σ 1 (z). Letx ∈ {X λ : λ ∈ Λ} be such thatx σ 1 = z andx σ i = x σ i for i = 1, 2, . . . , n + 1. Thenx ∈ P A ,∅ so P A ,∅ = ∅. max B} is a nonempty. This intersection is H −1 (y), thus
