Abstract
Introduction
Online auction sites have very specific workload characteristics as shown in a very detailed study that used data from a major online auction site conducted by the authors [3] . One of the numerous conclusions of that work, is the presence of heavy-tailed distributions in many aspects of an online auction's user behavior and bidding activity. For example, a very large percentage of auctions have a relatively low number of bids and bidders and a very small but non-negligible percentage of auctions have a high number of bids and bidders. A large percentage of auctions have a low closing price and a very small but non-negligible percentage of auctions have a large closing price.
The findings of that study allowed us to i) create an experimental testbed for online auction sites that extends RUBiS: Rice University Bidding System (see http://rubis.objectweb.org/)-a benchmark designed by Rice University-with a workload generator that is more realistic and follows the distributions observed in a major online auction site, ii) design resource allocation schemes that exploit the observed characteristics of the workload and are based on bidding activity in order to increase the revenue of the online auction site. As an example, on a previous study, the authors designed and evaluated novel cache placement and replacement policies for server-side caches in online auctions [14, 15] . In another example, the authors proposed and evaluated a closing time rescheduling algorithm aimed at smoothing out the load peaks observed at real online auction sites as the closing time for an auction approaches [16] .
There are periods of time during the day in which the activity on an auction site is more intense than in others. Auction sites require users to authenticate themselves before performing revenue generating transactions such as bidding and creating auctions. Once the user is authenticated, historical activity about that user can be used to provide differentiated service to that customer. Typically, a small percentage of users contribute to a large percentage of revenue for an auction site [6] . We use some of these facts to develop user profiles with the information necessary to provide differentiated services to address some of the performance issues during peak periods on auction sites.
We present business-oriented resource allocation poli-cies for online auctions as a mechanism to address some of the performance issues during peak-periods on online auctions, i.e., when the site cannot process all the requests in a timely manner. This technique takes user profiles and business-oriented metrics into consideration to provide differentiated service to the users on the site, instead of treating all requests with the same priority. More specifically, our techniques are applied to the dispatching of requests to the servers of the auction site. Typical sites use some kind of load balancer that implements policies aimed at balancing the load and improving response time but are oblivious of user characteristics. Here we propose new load dispatching policies that allocate resources, i.e., servers, based on user priorities. In this paper we divide the users of an online auction site into two categories: priority users, who are responsible for submitting a significant number of bids, and regular users who tend to conduct many online searches but do not bid as often as priority users. Since the revenue of an auction site is directly related to the bidding activity of its users, it makes sense to give higher priority in terms of resource allocation to users that are responsible for generating more bids. An online auction site should provide a lower response time to priority users in order to reduce their abandonment rate. This is achieved at the expense of the performance seen by regular users.
A straightforward way of guaranteeing that priority users receive the best possible performance is to dedicate ample resources to them. This is an expensive and wasteful proposition. A more efficient approach is to set aside resources that are primarily dedicated to priority users but that can be shared with regular users as the load of priority users decreases. In this paper we describe and evaluate a load dispatcher that makes dynamic decisions based on the relative loads of these categories of users.
We measure the effect of our dynamic load control policies using business-oriented metrics such as the total number of bids generated and compare traditional performance metrics such as average response time and CPU utilizations to analyze their effect when using the new policies.
The main contribution of this paper is a businessoriented approach to allocating servers to incoming requests of an auction site. Traditional approaches to load dispatching are aimed at optimizing performance without considering the nature of the requests and their business value. The approach considered in this paper is aimed at improving the revenue of an auction site by providing better performance to groups of users that have higher business value at the expense of other less important users. More specifically, the contributions of this paper are:
• the design of a dynamic load dispatcher for application servers that employs business-oriented criteria to route requests to the various application servers,
• an implementation of a testbed for auction sites that uses realistic workload generators and the implementation of the dynamic load dispatcher in the testbed, and
• an experimental evaluation of the performance of the dynamic dispatcher and a comparison with that of a traditional load balancer; it is shown that the dynamic controller can increase the number of bids processed by the auction site even at high loads.
The rest of the paper is organized as follows. Section 2 provides the background and basic concepts needed in the following sections. Section 3 presents an overview of the characteristics of the workloads generated by the two types of users, priority and regular. Section 4 describes the approach used by the dynamic load dispatcher. The next section describes the experimental testbed used to evaluate the controller. Results of the experiments are discussed in section 6. The next section discusses related work and section 7 presents some concluding remarks.
Background
The typical architecture of an auction site is multitiered and is composed of three layers (see Fig. 1 ). The first layer comprises web servers that handle the incoming HTTP requests and serve static HTML pages. A load balancer dispatches incoming requests from the Internet to one of the various Web servers. Most pages served by an auction site are dynamically generated by an application server, which implements the site's business logic. A dynamic application-level load balancer, the subject of this paper's analysis, dispatches requests to the various application servers. An application server may need to access persistent data stored in a backend database server. An example is the processing of a request to view all bids for a given auction. The bid information comes from the database. The application server then generates an HTML page with the bid information. This page is passed back to the web server, which sends the page back to the browser.
Workload Description
The workload generated by priority and regular users is described using a Customer Behavior Model Graph (CBMG), as defined by Menascé et al. [19, 17] with the probability that a transition between states occurs. Figure 2 describes the CBMG for priority users. This CBMG and the one for regular users (see Fig. 3 ) are a simplified version of the ones actually used in the experiments. The figures only show the most important states, and in particular, those that differentiate the navigational behavior of priority and regular users. It is important to note also that in each of these CBMGs there is an additional state, the Exit state, not shown in the pictures to make them easier to read.
All the states whose sum of the probabilities of the outgoing transitions does not add to one have a transition to the Exit state with a probability equal to 1 -the sum of the other transition probabilities. For example, in Fig. 2 there is a transition to the Exit state from the Home Page with probability equal to 1 − (0.15 + 0.7 + 0.1) = 0.05. As it can be seen from this figure, priority users start to bid almost immediately after login in to the About Me page (this is the equivalent of a personalized my auctions page that allows users to track the auctions they are following) without spending much time searching for items to bid.
Regular users on the other hand, spend most of their time searching and browsing for items to bid as seen in the CBMG of Fig. 3. 
The Dynamic Load Dispatcher
In order to describe the operation of the dynamic load dispatcher, assume that there are N application servers, of which P are primarily dedicated to priority users and the remaining N − P are dedicated to regular users. The servers dedicated to priority users are called priority servers and the remaining ones are called regular servers. We consider and 
Figure 3. CBMG for Regular Users
compare two dispatching policies with respect to sending requests to the application layer servers. The first and traditional approach is pure load balancing (LB) in which the application level load balancer sends requests to the application servers in a way that attempts to give each of them 1/N of the total load, irrespective of the type of user. The second approach, the one proposed in this paper, is priority based (denoted PR in what follows) and dispatches requests to servers according to the rules described in what follows.
• All requests from sessions started by priority users are evenly distributed to the P priority servers.
• A dynamically adjusted fraction f of the requests generated from regular users is evenly distributed among the priority servers and a fraction 1 − f of these requests is evenly distributed among regular servers.
The utilization U p and U r of the priority and regular servers can be computed using basic principles of queuing theory as follows
and
where λ p and λ r are, respectively, the overall arrival rates of priority and regular requests to the online auction site,x p andx r are, respectively, the service demands of requests of priority and regular users. Suppose that one may want to keep the utilization of the priority servers capped at U max p (e.g., 40%) in order to provide good response time to priority users while keeping the utilization of regular servers at a minimum of U min r (e.g., 10%) to avoid shifting too much load to priority servers. Then, we can use Eqs. (1) and (2) to compute an upper bound on the value of f that will guarantee this as
For example, when N = 20, P = 5, λ p = 40 requests/sec, λ r = 400 requests/sec,x p = 1.5 msec,x r = 5 msec, U max p = 40% and U min r = 10%, the fraction f of regular requests that should be shifted to priority servers cannot exceed 25%.
The dynamic load controller proposed in this paper adjusts the fraction f as the utilization of the servers varies due to variations in the arrival rates λ p and λ r . For example, f is reduced when the utilization of priority servers is very high. But as this utilization decreases and the utilization of regular servers increases, f can be increased to shift some load from regular to priority servers. Note that the goal is to provide better service to priority users but at the same time provide good service to regular users if possible. Table 1 shows how f varies as a function of the utilization of priority and regular servers. The utilization of the priority and regular application servers are divided into five categories: Very High (≥ 75%), High (< 75% and ≥ 60%), Medium (< 60 and ≥ 45%), Low (< 45% and ≥ 30%), and Very Low (< 30%).
The utilization of each application server is measured at regular time intervals (5 minutes in our experiments) and at each measurement interval the value of f is changed according to Table 1 . The table shows that for each combination of the utilization values of the priority and regular application servers, the fraction f is either decreased or increased by a percentage factor "high" or "low" or left unchanged. The values in the table are created in such a way that the load on the priority server is one level below that of the regular server. In our experiments, we used the values 15% for "high" and 5% for "low". The values of "high" and "low" were determined after some initial experimentation. However, one could use autonomic computing techniques to dynamically adjust these values. So, for example, when both utilizations are Very High, the value of f is decreased by 15%, decreasing the amount of traffic routed from the regular to the priority server. If, however, the utilization of the priority server is Medium and that of the regular server is Very High, the fraction f is increased by 15% increasing the amount of load shifted from the regular to the priority servers.
The purpose of the controller algorithm encoded in Table 1 is to have the site spend most of the time in the cells indicated by "no change". In these cases, the utilization range of the priority server is always one level below that of the regular server (e.g., High for the priority server and Very High for the regular server). The experiments reported in Section 6 show that this is achieved in most cases.
In general, the table shows that when the priority server has a high utilization, the amount of traffic shifted from the regular to the priority servers will be continuously reduced. But, as the utilization of the priority server decreases, the rate of decrease of f decreases and when the utilization of the priority server is low and the load on the regular server is high, then more load is shifted to the priority server. Figure 4 depicts the testbed we built to evaluate the ideas developed in this paper. Three client machines run client emulators that mimic user sessions following the CBMGs described in Section 3. These clients submit their requests to an auction site connected to them through a LAN. The auction site has a three-tiered architecture with one web server, two application servers (one priority and one regular), and a database server. The web server runs Apache and uses mod jk to communicate with the Tomcat application servers, which run a servlets version of RUBiS. The database server runs MySQL.
The Experimental Testbed
The two application servers run on identical hardware: a 666 MHz Pentium 3 with 512 MB of RAM. The Web server runs on a 2 GHz Pentium CPU and the database server on a 2.4 GHz Pentium 4 machine. We decided to use identical and comparatively low end hardware for the application servers to ensure that application servers became the bottlenecks in order to evaluate various load balancing policies at these servers. This might be close to a realistic scenario since most of the content on auction sites is generated dynamically. The dynamic controller is implemented as a shell script that measures the CPU utilization on the two application servers every five minutes. The script dynamically up- dates the JkMountFile, a file containing multiple mappings from a context to a Tomcat worker, on the web server to indicate which load balance configuration should be used for regular requests depending on the current load distribution and CPU utilization. Our testbed auction site is based on RUBiS but we modified its client emulator to generate unique URLs with the keywords "regular" and "priority" as part of the HTTP address to allow the Web server to distinguish between requests generated by regular and priority users. The client emulators generate 20% of requests as coming from priority users following the CBMG of Fig. 2 and 80% as coming from regular users who generate requests following the CBMG of Fig. 3 . We configured the workload in such a way that the number of bids generated by 20% of priority users is about the same as the number of bids generated by the other 80% of regular users. Note that, in a real world scenario, since a majority of auction site users login to track their auctions, the site can identify users and dynamically encode the URL to include the priority of the users using their profiles stored in the database. User priorities can be identified based on various business-oriented policies such as current participation in an active auction, value of their current auctions, value of their historical auctions, remaining time to close for their auctions, their winning percentage, etc. The algorithm to compute user priorities is out of the scope of this paper and it could consider several of these factors and might even classify a given user as a priority user for one season but as a regular user for another season based on the user's historical behavior. We chose to simplify this logic and statically encoded the URL with two priority levels. Table 2 shows the distribution of ten of the most relevant types of requests generated by each type of user during the experiments. While there are other types of requests generated by the workload generator used in the experiments, those in Table 2 are the ones that are more relevant to the discussion in this paper because of the significant difference in frequency of occurrence between priority and regular users. The most frequent requests for regular users are Search Items in Categories (32.79%) and View Items (33.03%). Note that Place Bid has a very low frequency (5.43%) for these users. Consider now priority users. The highest frequency transaction (41.21%) is login to the About Me page followed by Place Bid (30.78%).
We increase the number of client emulators from 100 to 500 on each of the three different machines resulting in 300 to 1500 overall parallel clients. Each experiment has a 2-minute warm up phase, a 15-minute steady state and then a 2-minute cool down phase. We used sar to capture system performance metrics on the various servers used in the system. Each experiment was repeated 15 times to compute average metrics and 95% confidence intervals. The confidence intervals are very tight as shown in the graphs discussed in the next section.
Experimental Results
The experiments are set up so that a request is rejected if it takes longer than 5 seconds to respond. Note that by adding the network time, it could take over 8 seconds, which is the average time users can tolerate for a response from an e-commerce site [19] . This is done to mimic typical abandonment rates in e-commerce site.
We look first at the total number of bids successfully placed by both regular and priority users as the load increases (see Fig. 5 loads, both schemes are identical. However, as the load increases, the load balancing scheme starts to show a decrease in the number of bids since more rejections start to occur. Priority users submit more bid transactions than regular users, which submit many more search transactions, which require more resources to execute than bid transactions. In particular, at 1,500 clients, the PR scenario can process nearly 20% more bids than the LB scenario. Figure 6 shows the variation of the response time versus the number of clients for both regular and priority users for both scenarios: LB and PR. The workload for priority and regular users is different. For example, regular users perform a large number of search transactions which usually take longer to run compared to other requests. Priority users go straight to their personalized my auctions type of page that shows all their active auctions; monitor the status of their auctions and place bids. These requests are typically faster than the browse and search transactions. For these reasons, when using a load balancer, the average response time of regular users is higher than that of priority users. When using a dynamic load controller, the average response time of regular users is increased and that of priority users is reduced. The two inner lines in the graph of Fig. 6 are for the LB case and the two outer ones are for the PR case. Note that the lowest response time is obtained by priority users under the PR case. It is interesting to note the actual values of the response time for the highest load (i.e., 1,500 clients): 0.63 sec for priority users under the PR case, 1.10 sec for priority users under the LB case (i.e., a 75% higher response time when compared with the PR case), 7.04 sec for regular users under the LB case, and 8.21 sec for regular user under the PR case. Note that the significant improvement in response time for priority users under the PR case comes at the expense of a small increase (i.e., 16.6%) in the response time of regular users.
It is interesting to examine the abandonment rate of regular and priority users. Figure 7 displays the percentage of rejected requests (i.e., requests that are rejected because they took longer than 5 seconds to respond) for various workload intensity levels and for both scenarios: LB and PR. As the load increases, the abandonment rate increases for both LB and PR but it is always higher for the PR case since regular users are given a lower priority under this scheme while they are treated equally as priority users in the LB scheme. It should also be noticed that at very high loads, the abandonment rate of regular users can get quite high, around 30%. The situation is quite different though for priority users as shown in Fig. 8 . As it can be seen, priority requests always have a lower abandonment rate in the PR case when compared to the LB case. For example, at a very high load of 1,500 clients, the abandonment rate for priority users is 2.56% under the PR scenario and 4.17% for the LB scenario. That means that under the LB case, about 63% more priority user transactions are lost. If we consider that these customers are the ones who bid more often (see Table 2 ), the auction site could potentially lose significant revenue under the LB scenario. Figure 9 depicts the utilization of the CPU for both application servers, priority and regular, under the PR and LB scenarios. Several observations can be made from that figure. First, as expected, the CPU utilization increases with the load but it increases at a smaller rate at a heavy load than at a light load because of request rejections. The utilization of both servers is, as expected, virtually the same under the LB case. However, the utilization of the regular server is higher under PR than that of the priority server under PR. For example, at very high loads (i.e., 1,500 clients), the utilization of the regular application server under PR is 87.6% while the utilization of the priority server under PR is 70.6%. Under LB, both servers have a utilization of 83% under high load. This explains why priority users get a significantly better response time as shown in Fig. 6 . Table 3 shows the percentage of time during an experiment in which the priority server and regular server where found in each of the utilization range combinations. The table shows that for most of the time, the priority server never operated at a utilization level above that of the regular server. Also, when the utilization of the regular server was Very High, the priority server's utilization was Very High or High in over 60% ((13.33 + 18.92)/52.43) of the cases because in these cases the priority server will not be taking much load from the regular server. It is also interesting to observe from the column and row totals that the priority server is in High or Very High utilization during 37.12% of the time while the regular server is in either state for 71.89% of the time.
It is worth comparing Tables 3 and 1 . As it can be seen, the largest value in each column of Table 3 in almost all cases (except the Medium column) correspond to the "no change" cell in Table 1 , which shows that the dynamic controller attempts and succeeds to bring the system to the de- One might argue that prioritizing only revenue generating transactions such as bids or auctions might lead to higher overall revenue regardless of which type of user generated these requests. We also evaluated service differentiation based on transaction type and found that these policies did not translate to significantly higher overall number of bids and auctions. Several non-revenue generating transactions including searching and viewing lead to revenue generating transactions such as auction creation and bidding. Lower response times with non-revenue generating transactions lead to losing customers because of slower response times during these activities. This eventually translates to lower overall revenue for the site. By prioritizing users based on revenue potential, all transactions originating from these users are processed faster, with minimum overall abandonment rate, leading to higher overall revenue generated by the auction site as shown in this paper.
Related Work
Menascé et al. demonstrated the advantages of using resource allocation techniques in e-commerce sites that are aimed at improving the revenue throughput (i.e., dollars generated per second) as opposed to managing resources based on performance criteria [18] . Their work used a simulated online bookstore to show the effect of policies that allocate CPU and I/O resources based on the content of user's shopping carts. The work presented in this paper is similar to that work in the sense that the criteria used for resource allocation are based on the type of user (i.e., users that bid more and therefore generate more revenue vs. users who bid less frequently). While we are inspired by that work, we differ in various important aspects: i) the resources we consider are the application servers of an auction site, ii) we consider very specific and realistic workloads typical of auction sites, and iii) our evaluation is based on an actual implementation of our ideas and not on simulation.
There has been significant work on load balancing for server clusters, mainly aimed at optimizing performance. It would not be possible to cite all of them here. However, we reference a few representative papers and we warn the reader that this is by no means an exhaustive list. Several techniques for improving web performance using dynamic load balancing techniques were discussed in [12, 8] . Schroeder and Harchol-Balter et al. [21] proposed kernellevel modifications to web servers to change scheduling policies to improve web server performance when the load fluctuates over time. A technique to improve performance of web sites that deliver dynamic content was proposed in [5] and is based on the notion of degrading dynamic content based on elapsed time of content generation. Similar content adaptation technique was presented in [1] , in which the site responds to users with minimum information necessary by switching to basic mode without extensive personalization and graphic information. Several alternative architectures, load sharing policies, and dispatching request algorithms for designing and implementing scalable Web-server systems were discussed in [7] .
Harchol-Balter et. al. present a task allocation mechanism for server clusters called cycle stealing under immediate dispath [10] . Similarly to our work, they assume the existence of two types of servers-a donor server and one or more beneficiary servers. They present an elegant analytical derivation of the response time of requests assuming Poisson arrivals. Requests are sent to one of these servers by a front-end dispatcher that uses the following rule: requests aimed at the donor server are sent to it but requests aimed at beneficiary servers are sent to a beneficiary server unless they are all busy and the donor server is idle. While apparently similar to our approach, there are some important differences: i) our approach does not make a dispatching decision on a request-by-request basis; the dispatching rule changes only when the value of f changes according to a much more elaborate decision matrix (see Table 1 ); ii) we view the workload as composed of sessions and not by isolated requests; iii) our work considers a 3-tier auction site as opposed to a single-tier web cluster; iv) we evaluate our policy using real experiments using a realistic workload as opposed to a Poisson arrival process; and v) our work is aimed at optimizing business-oriented metrics instead of just focusing on response time. A similar situation of scheduling two types of requests to two types of servers was considered by Ahn et. al. However, they looked at the problem from a point of view of a closed system with no arrivals and examine the question of when it is optimal for server 2 to aid server 1 with type-1 jobs rather than process type-2 jobs in order to minimize the total holding costs incurred until all jobs in the system are processed and leave the system [2] Other approaches to resource management include either request based or session based admission control policies as indicated in [9, 11, 13] . For example, once the auction site is under heavy load conditions, instead of rejecting all the requests, it can selectively accept the revenue-generating requests mentioned above. Similar techniques which use priority scheduling for revenue generating transactions were proposed in [22, 23] .
Concluding Remarks
This paper provided a business-oriented approach to addressing the problem of allocating servers to incoming requests of an auction site. Traditionally, load dispatching techniques are aimed at optimizing conventional performance metrics such as average response time without considering the nature of the requests and their business value. The approach considered in this paper is aimed at improving the revenue of an auction site by providing better performance to groups of users that have higher business value at the expense of other less important users.
More specifically, we presented the design of a dynamic load dispatcher for application servers that employs business-oriented criteria to route requests to the various application servers. Users are divided into two categories: priority (generate more revenue to the site than other users) and regular (generate less revenue than priority users). Application servers are also divided into priority and regular servers. Requests from priority users are treated exclusively by priority servers. Requests from regular users go primarily to regular servers, but as the load on the priority servers is reduced, some of the load of regular requests is shifted to the priority servers. The controller dynamically adjusts how much regular traffic should be diverted to priority servers. A variation to this approach could allow for load from priority users to be shifted to regular servers if the load at priority servers becomes excessive. A related issue worth investigating is how to determine the optimal value for the number of priority servers P given the total number of servers N . Autonomic computing techniques such as the ones described in [4] could be used to dynamically adjust the number P .
We implemented a testbed for auction sites that is an extension of RUBiS and uses realistic workload generators. Our dynamic load controller was implemented in the testbed and compared with a regular load balancer. We showed that the dynamic controller can increase the number of bids processed by the auction site by nearly 20% even at high loads. Lower abandonment rate of higher revenue generating customers along with higher number of total number of bids processed indicate that the revenue of auction sites can be improved using service differentiation based on user priorities. The priority of users can be identified based on various policies such as those based on the value of auctions, users historical auctions, and users buying patterns. Similarly, users can also be classified into more classes instead of priority and regular classes to provide differentiated services. Our load dispatching framework can be used to evaluate various policies to identify their effectiveness by extracting relevant metrics since we store the complete auction and bid information in the database.
