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ABSTRACT
Mc Camey, Morgan R. M.S.C.E., Department of Computer Science and Engineering, Wright State
University, 2021. Deep Learning for Compressive SAR Imaging with Train-Test Discrepancy.

We consider the problem of compressive synthetic aperture radar (SAR) imaging with
the goal of reconstructing SAR imagery in the presence of undersampled phase history.
While this problem is typically considered in compressive sensing (CS) literature, we consider a variety of deep learning approaches where a deep neural network (DNN) is trained
to form SAR imagery from limited data. At the cost of computationally intensive offline
training, on-line test-time DNN-SAR has demonstrated orders of magnitude faster reconstruction than standard CS algorithms. A limitation of the DNN approach is that any change
to the operating conditions necessitates a costly retraining procedure. In this work, we
consider development of DNN methods that are robust to discrepancies between training
and testing conditions. We examine several approaches to this problem, including using
input-layer dropout, augmented data support indicators, and DNN-based robust approximate message passing.

iii

Contents

1

Introduction
1.1 Motivation and Objective . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.2 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2

Background
9
2.1 Synthetic Aperture Radar . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Deep Learning for Compressive Sensing . . . . . . . . . . . . . . . . . . . 11
2.2.1 The Speed-Robustness Performance Gap . . . . . . . . . . . . . . 14

3

Approaches
3.1 Dropout . . . . . . . . . . . . . .
3.1.1 DD-UNET . . . . . . . .
3.2 Augmented Input . . . . . . . . .
3.3 SR-LAMP . . . . . . . . . . . . .
3.3.1 SR-LAMP: Single Filter .
3.3.2 SR-LAMP: Unique Filters

4

5

Results
4.1 One Dimensional Results . .
4.1.1 Phase History Input .
4.1.2 Adjoint Image Input
4.2 Synthetic SAR Results . . .

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

Conclusion

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

1
1
8

.
.
.
.
.
.

18
18
20
20
23
24
25

.
.
.
.

26
26
28
32
40
45

Bibliography

46

iv

List of Figures

1.1
1.2

1.3

1.4

2.1
2.2

Examples of why SAR data may be missing information. . . . . . . . . .
An example of the CS process using synthetic SAR. The image on the left
represents the true signal. When the signal is measured, the size is reduced
from N to M as in the center image. The center image is an example of
measured phase history data. This compressed signal is, to first order, a
fast Fourier transform (FFT) of the original signal. The image on the right
is the recovered signal, which may be recovered by applying an inverse
FFT to the compressed signal. With no undersampling, this transformation
is straightforward, but because we’re working with compressed measurements, the phase history could be missing some rows or columns. In an
ideal case, the recovered signal would look identical, or nearly identical, to
the original signal. This may be achieved with a variety of algorithms. . .
Results demonstrating the signal reconstruction abilities of a DNN. The
backprojected image (1.3b) shows the necessity of a CS approach. It is
blurred and more difficult to read than the true image due to the missing
pulses in phase history. FISTA, the iterative CS algorithm, produces a clear
image (1.3c), nearly identical to the true image (1.3a). However, FISTA
requires 1.2 seconds of GPU time to produce the image while the DNN
produces a very similar image (1.3d) in 0.000005 seconds on the GPU. The
normalized mean squared error (NMSE) of FISTA’s prediction is -24.6 dB,
while the DNN’s error is only slightly worse at -17.8 dB. . . . . . . . . .
FISTA and a DNN trained on synthetic SAR data, then applied to measured
SAR data. The backprojected image (1.4b) is noisy and very difficult to
interpret. Both FISTA (1.4c) and the DNN (1.4d) produce images that
appear more pixelated than the original image (1.4a). However, they are
both much more readable than the backprojected image, and both clearly
indicate the presence and location of objects. . . . . . . . . . . . . . . .

.

2

.

3

.

5

.

6

Circular SAR collection via aircraft . . . . . . . . . . . . . . . . . . . . . 9
Signal recovery with the black-box approach. A DNN is fed the measurement value y, then produces an estimate of the original signal, thus solving
the sparse inverse problem given by f −1 (y). . . . . . . . . . . . . . . . . . 13

v

2.3

2.4

2.5

3.1
3.2

3.3
4.1

4.2

4.3
4.4

4.5

An unwrapped version of ISTA is shown. The left side of the image shows
standard iterations of ISTA. This is a purely mathematical, not learned,
algorithm. It is converted to the sequence on the right. The learned version
has a similar structure to the typical iterative algorithm, but it is built with
neural network layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Convergence speed of ISTA, L-ISTA, and the DNN, shown by the normalized mean squared error over the iterations/layers. Note the DNN’s convergence (shown in pink) is significantly faster than the convergence of both
ISTA (blue) and L-ISTA (red). . . . . . . . . . . . . . . . . . . . . . . . . 15
One dimensional tests to demonstrate each algorithm’s robustness to traintest discrepancy. The red lines represent the true signal that the algorithms
aim to recover. The blue triangles represent the predictions generated by
the algorithms. The aim is for the blue triangles to overlap the red lines.
In the top left, Figure 2.5a shows the results of a DNN without train test
discrepancy. No data is dropped. In all of the other experiments, ten data
points were removed. For the DNN (Figure 2.5b) and LISTA (Figure 2.5c),
this created a train-test discrepancy. . . . . . . . . . . . . . . . . . . . . . 16
A picture of U-Net’s structure. Copied feature maps are represented with
white boxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
A simple example of a network using input augmented with a multi-hot
encoding. The ones in the support vector indicate retained information.
The zero indicates the information at that location is missing. . . . . . . . . 22
An example of a network using input augmented with the PSF. . . . . . . . 22
The augmented input network using multi-hot encoding and the augmented
input network using PSFs (shown in red and orange, respectively) are compared with the DD-CNN (black). The error of the augmented input networks is similar to the error of the DD-CNN, so the three lines almost
completely overlap each other. . . . . . . . . . . . . . . . . . . . . . . .
A DD-CNN (black) is contrasted with a DD-CNN using input-layer dropout
(brown). The ILD network produced a lower NMSE than the DD-CNN at
every measurement size tested. . . . . . . . . . . . . . . . . . . . . . . .
The true signal is shown in blue, with the ILD network’s predictions plotted
in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A comparison of the augmented input approaches (input augmented with
PSFs shown in orange and input augmented with multi-hot encoding vectors shown in red) and the DD-CNN (shown in black). None of the above
methods show marked improvement over the others. This is demonstrated
by the overlapping NMSE plots. . . . . . . . . . . . . . . . . . . . . . .
Results from implementing input-layer dropout (shown in brown) compared with a DD-CNN (shown in black). Nearly completely overlapping
lines indicate that adding a dropout layer to a network using adjoint images
does not improve the network’s performance. . . . . . . . . . . . . . . .

vi

. 30

. 31
. 32

. 35

. 36

4.6

DD-UNET (pink) is compared with a DD-CNN (black). DD-UNET’s reconstruction error improves upon the baseline for all measurement sizes. .
4.7 The true signal is shown in blue, with DD-UNET’s predictions plotted in
red. DD-UNET did not guess the exact values of every point, though it got
close to the true value, and produced very little extra noise. . . . . . . . .
4.8 Results from the DD-CNN (black) and the DD-UNET (pink) contrasted
with both SR-LAMP algorithms. The unique filter SR-LAMP algorithm
(blue) and the single filter SR-LAMP algorithm (green) both significantly
outperform the DD-CNN and DD-UNET. Note the y-axis in this graph has
a larger range than the y-axis in the previous graphs. This is necessary due
to the very low reconstruction error produced by the single filter SR-LAMP
approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.9 The true signal is shown in blue, with the single filter SR-LAMP’s predictions plotted in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.10 Results from the unique filter SR-LAMP algorithm. The true image is
shown on the top left (4.10a). The prediction from SR-LAMP (4.10b) is
a much more accurate representation of the scene than the adjoint image
(4.10c). The drop pattern used to create the missing data is shown on the
bottom right (4.10d). . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.11 Results from the single filter SR-LAMP algorithm using two iterations
(4.11b), five iterations (4.11d), and nineteen iterations (4.11f). The true
image is shown on the top left (4.11a). The adjoint image is in the center
left (4.11c). The drop pattern used to create the missing data is shown on
the bottom left (4.11e). . . . . . . . . . . . . . . . . . . . . . . . . . . .

vii

. 37

. 37

. 39
. 40

. 41

. 43

List of Tables

4.1
4.2
4.3

An overview of all approaches tested with phase history data as input. . . . 28
An overview of all approaches tested with adjoint images as input. . . . . . 33
A demonstration of the impact T has on error and reconstruction time with
the single filter SR-LAMP. For comparison, the adjoint image error is -3.01
dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

viii

List of Symbols
Chapter 1
T
B
M
N

Interval between samples
Bandwidth
Measurement size
Signal size

Chapter 2
x
A
n
y
xadj
AH
x̂
vt
η
β
λ
σ

scene reflectivity
Measurement matrix
Additive noise
Phase history measurement vector
Adjoint image
Hermitian or conjugate transpose of A
Signal estimate
Temporary value used in the iterations of ISTA
Soft thresholding function
Arbitrary constant used by ISTA
Scalar value determining a threshold
An activation function used in deep learning

Chapter 3
D(x)
d
δ(t)
p
vn
bn
kk0
α
kk2
wn
λ̃
α̃n
F
FH
k
diag(k̃)
NN
k̃
T

Bernoulli distribution determining dropout
Probability of dropout
Impulse function
Image of a point
Temporary value used in the iterations of the AMP algorithm
Scalar constant used in the AMP algorithm
l0 norm
Noise scaling vector
l2 norm or Euclidean distance between two vectors
Learned weights
Learned thresholding value
Learned noise scaling vector
Discrete Fourier transform matrix
Hermitian or conjugate transpose of a discrete Fourier transform matrix
Drop pattern vector
Diagonal matrix created from the drop pattern vector
A shallow neural network
Learned drop pattern vector
Number of iterations

ix

Chapter 4
N ()
µ
σ2
W on
W of f
n0

Normal Gaussian distribution
Mean
Variance
Width of “on” pulses
Width of “off” pulses
Starting index

x

Acknowledgments
I would like to begin by thanking Dr. Joshua Ash and Benjamin Lewis for all of their
guidance and encouragement throughout this entire project. The knowledge and time they
dedicated to helping me with this work was invaluable. I would also like to thank Dr. Tanvi
Banerjee and Dr. Mateen Rizki for taking the time to serve on my committee and contribute
their expertise. I would like to thank the Autonomy Technology Research Center (ATRC)
and the Center for Surveillance Research (CSR) for sponsoring my work and providing me
with opportunities to learn from experienced engineers.
Also, thank you to my parents for their constant support, and to Samuel, my husband,
for reminding me not to take life too seriously.
Soli Deo gloria.

xi

Dedicated to
Ezra McCamey
Sorry your mom is a nerd

xii

Introduction

1.1

Motivation and Objective

Synthetic aperture radar (SAR) imagery is useful in almost any field that benefits from environmental monitoring. This includes geology, oceanology, forestry, topography, and many
other fields. SAR images are also often used in military applications, such as surveillance
and target acquisition. These images are formed by using pulses of electromagnetic radiation to illuminate a scene, then post-processing these pulses to create high-resolution
images [14]. Because radar systems illuminate the scene, SAR is an all-weather, allillumination sensor, making it superior to electro-optical imaging methods in difficult operating conditions.
The data collected to form SAR imagery is sometimes missing information (see Figure
1.1), possibly due to frequency jamming, sensor malfunction, or being temporarily tasked
with a different operation, which creates a compressive sensing (CS) problem.

1

(a) Radar pulses with inter- (b) Radar pulses with frerupted apertures.
quency jamming, shared
spectrum,
or
contested
environments.

Figure 1.1: Examples of why SAR data may be missing information.

Canonical approaches to signal reconstruction require sampling at an interval of T =
1
,
2B

according to the Nyquist-Shannon sampling theorem [18], where B denotes the band-

width. However, if a portion of the signal is lost, measurements may not be available at
each of these intervals. If a signal is sparse or compressible, capturing and representing it
at a rate significantly below the Nyquist rate is possible with CS techniques [3].
CS allows recovery of a sparse signal, given undersampled measurements as in Figure
1.2. This is typically done with an iterative algorithm using the measurement matrix to
perform a series of operations on the measurement. Over time, the algorithm converges to
the original signal, or a value very close to the original signal.
While commonly used iterative CS algorithms are effective methods of sparse signal
recovery, their iterative nature makes them slow, therefore impractical in many real-world
scenarios. To address this issue, we propose a deep learning approach to the problem of
CS. Deep learning allows computers to learn from experience with a multi-layered model
that is loosely based on the neurological system of the human brain, called a deep neural
network (DNN) [9]. DNNs have the ability to learn key features of data, allowing them to
reconstruct images from under-sampled data. A trained CS DNN takes a long time to train,
but pays for that training by computing the solution to the CS problem very quickly in its
trained domain over and over again. After a DNN is trained, it is able to produce results in
2

Figure 1.2: An example of the CS process using synthetic SAR. The image on the left
represents the true signal. When the signal is measured, the size is reduced from N to M
as in the center image. The center image is an example of measured phase history data.
This compressed signal is, to first order, a fast Fourier transform (FFT) of the original
signal. The image on the right is the recovered signal, which may be recovered by applying
an inverse FFT to the compressed signal. With no undersampling, this transformation
is straightforward, but because we’re working with compressed measurements, the phase
history could be missing some rows or columns. In an ideal case, the recovered signal
would look identical, or nearly identical, to the original signal. This may be achieved with
a variety of algorithms.
microseconds.
We perform a series of experiments to demonstrate a DNN’s ability to reconstruct
SAR imagery from undersampled SAR phase history. Three algorithms are tested on SAR
imagery which is 60% undersampled in the cross-range. The first algorithm is backprojection. Backprojection [2] [8] is a common strategy used to form SAR images from phase
history data. However, the backprojection algorithm produces suboptimal results when the
data is undersampled. Next, we apply an iterative compressive sensing algorithm called the
Fast Iterative Shrinkage Thresholding Algorithm (FISTA) [4]. Finally, we use a DNN. We
run an experiment utilizing only synthetic SAR imagery (see Figure 1.3), then in a second
experiment, we train the algorithms with synthetic SAR images and test with measured
SAR (see Figure 1.4).
In both the synthetic and measured case, the backprojected image appears blurred, and
is difficult to read in comparison to the true image. FISTA and the DNN both successfully
reconstruct the signals. While FISTA performs similarly to the DNN, it takes much longer
to produce results. The DNN yields output over 200,000 times faster than FISTA. In many
3

real-world applications, particularly in military applications, this speed is essential.
Although they are fast and effective tools for recovering compressed signals, DNNs
have a drawback when it comes to the problem of reconstructing SAR images from undersampled data. If the network encounters a missing data pattern it did not encounter in
training, it performs very poorly, unless it is retrained on the new pattern. When the number
of potential drop patterns is considered, even in a signal as small as 64x64, it is clear that
encountering a never before seen missing data pattern is a very likely scenario. Since the
iterative CS algorithms do not need to train on a certain set of data, rather, they converge on
an answer given only the current measurements, they are robust to missing data patterns.

4

(a) True image

(b) Backprojected image

(c) Image reconstructed with FISTA

(d) Image reconstructed with a DNN

Figure 1.3: Results demonstrating the signal reconstruction abilities of a DNN. The backprojected image (1.3b) shows the necessity of a CS approach. It is blurred and more difficult
to read than the true image due to the missing pulses in phase history. FISTA, the iterative CS algorithm, produces a clear image (1.3c), nearly identical to the true image (1.3a).
However, FISTA requires 1.2 seconds of GPU time to produce the image while the DNN
produces a very similar image (1.3d) in 0.000005 seconds on the GPU. The normalized
mean squared error (NMSE) of FISTA’s prediction is -24.6 dB, while the DNN’s error is
only slightly worse at -17.8 dB.

5

(a) True image

(b) Backprojected image

(c) Image reconstructed with FISTA

(d) Image reconstructed with a DNN

Figure 1.4: FISTA and a DNN trained on synthetic SAR data, then applied to measured
SAR data. The backprojected image (1.4b) is noisy and very difficult to interpret. Both
FISTA (1.4c) and the DNN (1.4d) produce images that appear more pixelated than the
original image (1.4a). However, they are both much more readable than the backprojected
image, and both clearly indicate the presence and location of objects.
A solution to the CS problem that is both robust to train-test discrepancy and faster
than the traditional iterative algorithms is very desirable. In this paper, we examine methods
of bridging the gap between the speed of the deep learning approach and the robustness of
the iterative methods. We propose the following three approaches:
1. We insert a dropout layer as the first layer of a network to simulate additional un6

predictably in the availaiblility of data at test time (Section 3.1). We experiment
with a second form of dropout where we drop random pulses from each measurement during training. One of the networks we use to test this strategy is U-Net,
proposed in [17] and also considered for SAR in [19]. Because we drop pulses while
training and testing U-Net, we refer to our method as dataset dropout U-Net, or DDUNET. DD-UNET requires less training data than a typical network to perform well
because it combines the contracting layers of a typical convolutional network with
expanding layers that implement upsampling, and are fed by the feature maps from
the corresponding contracting layers (Section3.1.1). Our dropout approaches are a
generalization of those considered in [19].
2. We augment the input to the network with information about the location of dropped
pulses (Section 3.2). Two types of augmentation are tested. First, the augmentation
vectors contain zeros and ones, with zeros indicating dropped pulses and ones indicating pulses that are retained. Second, we test augmenting the input with the point
spread function (PSF) of the system.
3. We propose a novel variant of learned approximate message passing (AMP), where
learned filters generate robustness to varying data support structures (Section 3.3).
AMP and its learned variations are described in Section 3.3. We experiment with a
single filter and a unique per-layer filter implementations of this algorithm.
We begin by exploring the potential effectiveness of each approach using one dimensional signals, with some of the experiments including phase history data. When SAR data
is collected, it is in the form of phase history information. This information may be processed to form adjoint images if it is multiplied by the Hermitian of the measurement matrix. Phase history gives very little visual understanding of the image before it is processed,
while adjoint images appear as a blurred version of the true image in the undersampled
case. Naturally, adjoint images are easier for humans and neural networks to interpret than
7

phase history. However, to create adjoint images from phase history data, one must know
the precise location of the radar, which can prove difficult in a moving aircraft, where the
precision of position information is limited. Furthermore, even if the precise location of
the radar is known, obtaining an adjoint image requires extra computation. Because of
this, in addition to seeking to bridge the robustness/speed gap, we explore the possibility
of training the networks with phase history data, rather than adjoint images.
After experimenting with one dimensional signals, we test the top performing methods
on synthetic SAR imagery.

1.2

Organization

This thesis is organized as follows. We discuss the problem explored in this work in Chapter
2. The problem is related to synthetic aperture radar, which is discussed in Section 2.1.
Our solution is the application of deep learning to compressive sensing, which is explained
further in Section 2.2. We move on to a description of our proposed technical approaches in
Chapter 3. Our approaches include dropout (Section 3.1), augmented input (Section 3.2),
DD-UNET (Section 3.1.1), and SR-LAMP algorithms (Section 3.3).
Chapter 4 contains the experimental setup, results, and discussion of results. We begin
our experimentation with one dimensional phase history data (Subsection 4.1.1) and one
dimensional adjoint data (Subsection 4.1.2) before moving onto our work with SAR images
(Section 4.2).
Finally, conclusions are given in Chapter 5.

8

Background

2.1

Synthetic Aperture Radar

SAR data is collected with a radar antenna attached to a moving platform, typically the side of an aircraft vehicle, that illuminates scenes using electromagnetic pulses (shown in Figure
2.1). The direction of the vehicle’s travel is called the azimuth
direction, and the direction from the radar to the scene is the Figure 2.1: Circular SAR
collection via aircraft
range direction [14]. The synthetic aperture is created by the
combination of many radar pulses as the vehicle travels. This synthetic aperture is typically
larger than the physical antenna, which allows for the creation of higher resolution imagery.
The SAR measurement model is described as

y = A1 x + n,

(2.1)

where x is a vector of complex values representing the reflectivity of a scene. The variable
x is multiplied by an M × N measurement matrix A1 to acquire the complex measurement
vector y. If the operation conditions change, the measurements also change, as reflected by
a different observation matrix A2 ,

y = A2 x + n.
9

(2.2)

If a DNN is trained with data generated from the measurement matrix from Equation
(2.1), then tested on data generated from the measurement matrix from Equation (2.2), it
will yield very poor performance. This is where we encounter the problem of train-test discrepancy. We explore this problem using both phase history and adjoint data. The variable
y represents the phase history data. Though it contains all the necessary information to
construct a SAR image, phase history data is very difficult to understand visually. Therefore, phase history data is sometimes processed further by multiplying y with the adjoint
of A1 :

xadj = AH
1 y.

(2.3)

The result of (2.3) is the adjoint image. Adjoint images are used in much of the related
work. For example, Mousavi et al. [13] train a network called DeepInverse to solve the CS
problem (Equation (2.4)) using adjoint imagery. Note however, that A must be known for
an accurate calculation of xadj . For this reason, we explore the possibility of reconstructing
SAR imagery from compressed phase history data, along with adjoint images.
Real measured SAR data is very costly to collect. Neural networks require a great
many examples to train with if they are to produce accurate results, so it is often not feasible
nor desirable to spend the time and resources required to gather enough SAR data to train
a network. To overcome this issue, researchers work to create synthetic SAR images that
are indistinguishable from measured SAR images. For instance, Lewis et al. introduce
the Synthetic and Measured Paired and Labeled Experiment (SAMPLE) dataset, which
matches measured SAR from a preexisting dataset to a realistic synthetic counterpart [12].
The SAMPLE dataset, along with providing numerous synthetic images, invites further
study into the discrepancies and similarities between real and synthetic SAR imagery. With
realistically generated synthetic data, we are able to use synthetic images to train a network
or to supplement a measured SAR dataset. In this work, we train and test our methods on
synthetic SAR data. For future work, we suggest training with the same synthetic data set,
10

and use measured data at test time, since the ability to do so eliminates the challenge of
collecting a robust measured SAR dataset.

2.2

Deep Learning for Compressive Sensing

Missing pulses in SAR data can create a CS problem. In its most basic form, the CS
problem can be represented by Equation (2.4), where x represents a signal that is assumed
to be sparse, A is the effect of the environment on the signal during measurement, n is
additive noise, and y is the resulting measurement vector. The size of the signal is N . The
measurement matrix A is M × N , where M < N . Since the number of measurements M is
less than the number of unknowns N , this represents an underdetermined system of linear
equations with an infinite number of solutions.

y = Ax + n

(2.4)

By exploiting assumed sparsity in x, compressive sensing techniques aim to discover
the value of the underlying signal x from the measurement signal y [7]. Traditional compressive sensing approaches present a significant challenge: most recovery solutions are
relatively slow, making them impractical for real-time applications [13].
An algorithm commonly applied to CS problems is the iterative shrinkage thresholding algorithm (ISTA) [6]. At the beginning of ISTA, the estimate for x, called x̂n , is initialized as zero. Each step of ISTA begins with updating the value of a temporary variable
called vt , as in Equation (2.5)

vt = y − Ax̂n .

(2.5)

The current signal estimate is then updated using the soft thresholding function denoted
by η. This step is shown in Equation (2.6), where β is a constant and λ determines the
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threshold for the soft thresholding function

x̂n+1 = η(x̂n + βAH vt , λ).

(2.6)

After many repetitions of the steps given by Equation (2.5) and Equation (2.6), ISTA converges to a value very near to the original signal given sufficient conditions [6].
While ISTA is an effective algorithm capable of processing signals with a variety of
missing data patterns, it is slow to converge [4]. Hence, a variation of ISTA is proposed
by Gregor et al. to increase the efficiency of the algorithm [10]. This variation essentially
unwraps the iterations into trainable layers, and is called Learned ISTA, or L-ISTA. Beck
et al. present an additional algorithm that is faster than ISTA called fast ISTA (FISTA)
[4]. Though these adaptations of ISTA are faster than ISTA itself, they leave room for
improvement in both robustness to new missing data patterns and speed. In search of a
faster approach, we turn to deep learning.
There are three types of approaches when it comes to applying deep learning to the
CS problem: learned priors, black-box, and the unwrapped approach.
In the learned priors approach, the network may utilize training data xi to learn a better
prior p(x) or denoiser D(x). This network may then be integrated into a standard iterative
algorithm to improve the performance. In this method, the network is assisting the iterative
algorithm to solving the problem. Zhang et al. propose one such denoising network called
a denoising convolutional network (DnCNN) [21]. DnCNN implements batch normalization and residual learning to remove Gaussian noise from images. Rather than attempting
to learn the original clean image, DnCNN learns the residual noise contained in the image. This allows for easy removal of the noise from the clean image. DnCNN is able to
outperform state-of-the-art algorithms in Gaussian noise removal with a certain noise level.
A second example comes from Chang et al. [16], who propose a general framework to
train a single deep neural network that solves arbitrary linear inverse problems. This DNN
learns prior information along with a projection operator from large image datasets. It is
12

then integrated into another algorithm, aiding the algorithm in solving very difficult linear
inverse problems.
In the black-box approach, a neural network is used to learn an inverse mapping between the measurement and the original signal. This process is shown in Figure 2.2. Rather
than training a network to work with a preexisting algorithm or modifying an algorithm so
it is learned, we allow the network itself to solve the CS equation, recapturing the original
signal. Mousavi and Baraniuk propose such a network called DeepInverse [13]. DeepInverse is used to construct an estimate x̂ of the original signal x, given a measurement y,
and does so at a fraction of the cost of commonly used iterative recovery algorithms.

Figure 2.2: Signal recovery with the black-box approach. A DNN is fed the measurement
value y, then produces an estimate of the original signal, thus solving the sparse inverse
problem given by f −1 (y).
Yao proposes another black-box approach to solving CS problems with deep learning:
a deep residual reconstruction network (DR2 ) [20]. DR2 is a residual network that uses
a compressed measurement to reconstruct the original signal, and is shown to outperform
existing iterative CS algorithms.
We test a number of black-box approaches in this work, including input-layer dropout
(ILD) (see Section 3.1), augmented input (see Section 3.2), and DD-UNET (see Section
3.1.1).
In the third approach, the unwrapped approach, iterative algorithms are “unwrapped”
into trainable layers. This strategy may be applied to almost any iterative algorithm. For
example, ISTA may be unwrapped into layers as in Figure 2.3.
13

Figure 2.3: An unwrapped version of ISTA is shown. The left side of the image shows
standard iterations of ISTA. This is a purely mathematical, not learned, algorithm. It is
converted to the sequence on the right. The learned version has a similar structure to the
typical iterative algorithm, but it is built with neural network layers.
An example of an unwrapped version of ISTA (L-ISTA) [10] is mentioned earlier in
this section. We also discuss and experiment with a learned version of the approximate
message passing algorithm (LAMP) later in this work (see Section 3.3).

2.2.1

The Speed-Robustness Performance Gap

We show in Figure 2.4 that both ISTA and L-ISTA are orders of magnitude slower than a
DNN trained to perform compressive sensing when converging on a signal.
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Figure 2.4: Convergence speed of ISTA, L-ISTA, and the DNN, shown by the normalized
mean squared error over the iterations/layers. Note the DNN’s convergence (shown in pink)
is significantly faster than the convergence of both ISTA (blue) and L-ISTA (red).

However, DNNs are the least robust out of the three algorithms to train-test discrepancy. To demonstrate each algorithm’s ability to handle train-test discrepancy, we perform
an experiment using sparse, one dimensional, real valued signals of size 100 × 1. Each
signal has ten non-zero values. We take measurements of size 50 × 1. We first test the
DNN on signals with no missing data (Figure 2.5a). Next, ten data points are removed to
create discrepancy between the training set and testing set. With this new data, we test the
DNN (Figure 2.5b), L-ISTA (Figure 2.5c), and ISTA (Figure 2.5d). From this experiment,
we can clearly see that DNNs do not perform well if the training set varies from the testing
set. L-ISTA handles the differences slightly better than the DNN, though it still has some
difficulty. ISTA is much less affected and produces near-perfect results.
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(a) DNN tested without train-test discrepancy.

(b) DNN tested with train-test discrepancy.

(c) L-ISTA tested with train-test discrepancy.

(d) ISTA with reduced data.

Figure 2.5: One dimensional tests to demonstrate each algorithm’s robustness to train-test
discrepancy. The red lines represent the true signal that the algorithms aim to recover. The
blue triangles represent the predictions generated by the algorithms. The aim is for the blue
triangles to overlap the red lines. In the top left, Figure 2.5a shows the results of a DNN
without train test discrepancy. No data is dropped. In all of the other experiments, ten data
points were removed. For the DNN (Figure 2.5b) and LISTA (Figure 2.5c), this created a
train-test discrepancy.

When solving a CS problem, one faces a trade-off between the speed of the deep
learning approach, and the robustness of the iterative approach to a variety of operating
conditions. The learned adaptations of the iterative algorithms, such as L-ISTA, may be a
suitable middle ground in some cases. However, speed and robustness to a large variety
of situations are frequently both desirable. Our goal in this research is to bridge the gap
between the speed of the DNN approach and the robustness of the iterative approach, mak-
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ing the speed-robustness trade-off unnecessary. We will do this by implementing modified
deep learning approaches, with a focus on reconstructing SAR imagery.
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Approaches
In this chapter, we present three approaches to solving compressive sensing problems
(Equation (2.4)) using deep learning approaches that are robust to discrepancies between
available training and testing data support.

3.1

Dropout

The first approach we consider is input-layer dropout (ILD). To implement this approach,
we add a dropout layer to a CNN preceding the convolutional layers. We call this network
the input layer dropout CNN (ILD-CNN). When a network has a dropout layer, it temporarily deactivates nodes and their connections in that layer while training. The probability that
a node will be deactivated or “dropped” (D(x)) is a user-selected value called d, which is
used to draw samples from a Bernoulli distribution

D(x) =




1 − d for x = 0


d

.

(3.1)

for x = 1

The arrangement of dropped nodes changes with each forward pass of the network.
This training strategy encourages the network to avoid relying too heavily on the availability of any particular element of the input data, which may not be available at test time. A
CNN without dropout may be trained with a large variety of missing data patterns, but the
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addition of ILD adds greater unpredictability during training, particularly since the dropout
pattern changes with every forward pass, simulating additional missing data each time.
Our use of ILD differs from traditional dropout used in training deep networks. In the
latter case, dropout serves as an effective model averaging strategy to mitigate overfitting
[11]. In our work, dropout is used solely for robustness to input data availability. We note
that previous work [19] also considered randomizing input data availability during training.
There, the authors focused solely on adjoint imagery inputs with a U-net architecture. In
this work, we generalize both of these elements.
When the missing data patterns are unpredictable and change between training and
test time, the network takes a large performance hit on the test data. In this case, it is important that the network does not rely too heavily on any specific input feature from the
training set. Input-layer dropout addresses this issue. Therefore, we propose implementing a network with dropout in the input layer to increase the network’s robustness to new
operating conditions.
ILD will simulate lost information with reasonable accuracy when the input is phase
history data. However, once the input is multiplied by the Hermitian of the measurement
matrix to create the adjoint image, its missing data no longer resembles a missing data
pattern created by a dropout layer. Consequently, ILD is hypothesized to have a positive
impact on the results of the phase history tests, but it is not expected to have significant, if
any, impact on the adjoint image experiments.
We randomize input availability when training the CNN with input-layer dropout. In
addition, when working with adjoint images, we employ this randomized input availability
strategy with a U-Net architecture. We call randomized input availability in the dataset
dataset dropout (DD).
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3.1.1

DD-UNET

We experiment with a network that has a series of contracting layers followed by a series
of expanding layers. The contracting layers apply convolutions with downsampling, much
like a typical convolutional neural network. The expanding layers concatenate their input
with the corresponding cropped feature map from the contracting path. A diagram of the
network’s architecture is provided in Figure 3.1. The connections between the contracting
path and the expanding path allow the network to localize and to produce more precise output. Because this network is configured in a shape that resembles the letter U, it is named
U-Net. U-Net was designed by Ronneberger et al. [17] as a solution to the common problem of insufficient amounts of data, specifically in the biomedical field. In Ronneberger’s
work, U-Net performed very well when applied to extremely difficult biomedical segmentation problems. Because our problem is in the family of the insufficient data problem,
and encouraged by the results in [19], we consider a U-Net architecture as one deep-net
alternative. Since we drop pulses while training and testing with the U-Net architecture,
we call our method dataset dropout U-Net (DD-UNET).
We implement the U-Net code mentioned in Ronneberger et al.’s work [17] after
changing the layer dimensions according to the shape of our data. moving platform

3.2

Augmented Input

The second approach we explore in this work is input augmentation. In this approach, the
network itself is a standard, unmodified CNN. The input to the network is supplemented
with additional information to help the network interpret the input. While training, the
network encounters a variety of missing data patterns, and it is provided with a tensor
indicating the locations of missing information. We experiment with two methods of input
augmentation.
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Figure 3.1: A picture of U-Net’s structure. Copied feature maps are represented with white
boxes.

First, we propose the use of a multi-hot encoding vector (see Figure 3.2). A one in
position i indicates the data in the ith position was retained, while a zero indicates the data
in the ith position was dropped. Concatenating the input with such a vector produces a
three channeled input. The first channel contains all of the real valued parts of the complex measurements, the second is the imaginary parts of the measurements, and the third
contains the multi-hot encoding.
Second, we propose augmenting the input with the point spread function (PSF) (see
Figure 3.3). The PSF (also called the impulse response) describes how a single point in the
scene will be spread throughout the image as a result of a particular availability pattern of
phase history. By augmenting a network’s input with the PSF, it is hoped that the network
can learn to deconvolve the PSF in order to produce sharp imagery.
To approximate an impulse function in practice, an image of a point, called p, is
initialized with every value set to zero, except for the center value, which is set to one. The
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Figure 3.2: A simple example of a network using input augmented with a multi-hot encoding. The ones in the support vector indicate retained information. The zero indicates the
information at that location is missing.

Figure 3.3: An example of a network using input augmented with the PSF.
PSF is calculated by multiplying a measurement matrix’s Hermitian by the original matrix,
then multiplying the resulting value by the image of a point,

P SF = AH Ap.

(3.2)

Adding the PSF to the original input produces four channels, as the PSF is complex
and must be split into a real channel and an imaginary channel.
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3.3

SR-LAMP

Finally, we explore the use of learned approximate message passing (LAMP) algorithms.
The classical version of AMP is an iterative signal recovery algorithm that does not involve
neural networks. This algorithm was originally proposed by Donoho et al. to reconstruct
undersampled signals [7]. AMP decouples the inverse problem of CS (see Equation 2.4)
into a series of smaller problems using scalar threshold functions. The classical iterations
are

vn = y − Axn + bn vn−1

(3.3)

xn+1 = η(xn + AH vn , λn ),

(3.4)

where
bn =

1
kxn k0 ,
M

α
λn = √ kvn k2 ,
M

(3.5)
(3.6)

and η(x, λ) is the soft thresholding function

η(x, λ) = sign(x) max(|x| − λ, 0).

(3.7)

This soft thresholding function is applied elementwise for vector arguments.
The two AMP algorithms we test in this work are examples of the unwrapped deep
learning approach. They incorporate learning with a convolutional network and are designed for arbitrary measurement sizes.
Following a learning and unwrapping strategy similar to how ISTA became LISTA,
Borgerding et al. [5] proposed a learned variant of AMP, called LAMP. While LAMP
demonstrated substantial speed-up over AMP, it is not robust to train-test discrepancy. In
the following sections of this chapter, we present two new variants of learned AMP al23

gorithms that are robust to train-test variability in measurement support. We dub these
algorithms SR-LAMP, for support-robust-LAMP.

3.3.1

SR-LAMP: Single Filter

The first algorithm explored in this work has a single learned filter, hence we shall refer to
it as the single filter SR-LAMP algorithm. Single filter SR-LAMP iterations are rewritten
from the classical AMP iterations as follows:

wn = AH vn = AH y − AH Axn + bn wn−1 ,

(3.8)

xn+1 = η(xn + wn , λn ).

(3.9)

making

Notice in Equation (3.8), AH y is equal to xadj , so we can substitute it as follows:

wn = xadj − AH Axn + bn wn−1 .

(3.10)

While bn is still calculated as in Equation (3.5), λn is no longer derived from Equation
(3.6) because vn is no longer explicitly available. Now λn relies on learned values and is
calculated as
α̃n
λ̃n = √ kwn k2 .
N

(3.11)

N is the length of the signal and the ãn are learned through training. Given the updated
equations, the algorithm becomes

xn+1 = η(xn + wn , λ̃n ).

(3.12)

We expand A such that A = M F . A discrete Fourier transform matrix, that is the mea24

surement matrix without any missing values, is represented by F , while M represents an
identity matrix with eliminated rows so that the desired Fourier coefficients are lost. Now
AH Axn from Equation (3.10) becomes F H M H M F xn . Thus the new equation becomes

wn = xadj − F H M H M F xn + bn wn−1 .

(3.13)

While this is not a difficult problem for a typical learned CS algorithm to solve with
a single drop pattern, if the drop pattern changes, making M inconsistent, the problem
becomes much more difficult. To allow the algorithm to generalize upon encountering new
drop patterns, we let F H M H M F = F H diag(k)F , where k ∈ {0, 1}N is the drop pattern
vector where ones indicate the original Fourier measurement is available, and zero indicates
the location of dropped information. A shallow neural network that we call NN learns the
optimal perturbation of k, resulting in k̃ = N N (k).
The final equation for wn is

wn = xadj − F H diag(k̃)F xn + bn wn−1 .

3.3.2

(3.14)

SR-LAMP: Unique Filters

We also propose a modification of the single filter SR-LAMP algorithm in which a new
NN filter is learned at each layer. For an algorithm with T iterations, we learn T filters {N N1 (), N N2 (), . . . , N NT ()} to generate a learned optimized support vector k̃t =
N Nt (k) at each layer, t = 1, . . . , T . With the exception of the additional filters, the unique
filtered algorithm is identical to the single filtered algorithm.
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Results

4.1

One Dimensional Results

If the number of signal measurements, (M ) equals the size of the original signal, (N ),
the task of reconstructing the original signal is straightforward via linear algebra. As the
measurement size decreases, this task becomes more difficult. To explore the performance
landscape of our proposed approaches, we begin by testing the approaches using complex,
one dimensional signals over a range of measurement sizes. For a common signal size
of N = 64, we select five measurement sizes for our experiments: {32, 38, 44, 50, 58},
making the measurement to signal length ratios

M
N

≈ {0.5, 0.6, 0.7, 0.8, 0.9}.

We use normalized mean squared error (NMSE) as the performance metric, where

N M SE = 10 log(

kx̂ − xk22
).
kxk22

Consequently, our results are plotted on graphs of NMSE versus

(4.1)

M
.
N

Lower values of

NMSE indicate better, more accurate, signal reconstructions. The plots in this section tend
to move from higher to lower values as they travel from left to right, indicating that the
networks perform better with a higher measurement size, as expected.
The signals are sparse vectors of size 64 × 1, populated with five non-zero, complex
values. The non-zero values are randomly selected from a standard normal distribution
CN (µ = 0, σ 2 = 1). The 64 × 64 measurement matrix A is created with a discrete Fourier
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transform (DFT) matrix.
When creating the dataset, we implement a form of dropout by removing a number
of the pulses in the training and testing data. The pulses are dropped in a random fashion,
where every measurement in the dataset has a different pattern of dropped pulses. We call
these patterns of missing pulses drop patterns.
A set of 10,000 drop patterns is randomly generated for each measurement size. To
simulate a missing data pattern that might occur in a real life scenario, we drop the pulses in
groups rather than dropping random individual pulses. For a given pattern realization, three
numbers are randomly selected: W on, W of f , and n0 . The variable W on represents the
width of the pulses retained. The width of the dropped pulses is given by W of f . Starting
at the index of n0 , W on pulses are counted and left activated. The following W of f pulses
are removed. This on-off sequence repeats until the number of “on” pulses reaches M .
Upon reaching this condition, the remaining pulses are removed.
Each drop pattern is applied to a copy of A to create a set of measurement matrices
{A1 , A2 , . . . , A10,000 }. A set of measurements {y1 , . . . , y10,000 } is created by multiplying
the signals by the matrices, yi = Ai xi . This setup creates a significant variety of drop patterns. Many of our algorithms require a significant amount of training time. Multiplication
of each signal by each measurement matrix {A1 x1 , A2 x1 , . . . , A10,000 x1 . . . ,
A1 x10,000 , A2 x10,000 , . . . , A10,000 x10,000 } would create a dataset with 100,000,000 signals.
This dataset may be tested in future work, however, this incredible amount of data is not required to understand the performance landscape, and it would drastically increase training
time.
After the drop patterns are established and the measurements are calculated, the dataset
is split into a training set containing 9,500 signal-measurement pairs, (xi , yi ), and a testing
set consisting of the remaining 500. The drop patterns in the training set are different from
the patterns in the testing set, so the patterns in the testing set are never before encountered
by the trained networks.
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Table 4.1: An overview of all approaches tested with phase history data as input.
Approach

Description
A CNN with two convolutional layers and two
fully connected layers trained and tested on
DD-CNN
data with various drop patterns.
A CNN built like the DD-CNN and trained and
tested with the same data. This network has a
Input-Layer dropout network
dropout layer preceding the convolutional layers.
A CNN built like the DD-CNN and trained and
Augmented input network: multi-hot tested with the same data. The input of this network
is augmented with a multi-hot encoding.
A CNN built like the DD-CNN and trained and
tested with the same data. The input of this network
Augmented input network: PSF
is augmented with a point spread function.

4.1.1

Phase History Input

In this section we discuss the setup of our phase history experiments and the results of our
various approaches. See Table 4.1 for a list of all approaches.
To create the drop patterns in the phase history data, the missing rows of A are replaced
with zero-filled vectors of size N × 1. If the rows were simply removed, the measurement
size would be M × 1 instead of N × 1. When applying the augmented input approach
(see Section 3.2), we would encounter an issue with a measurement size of M × 1. The
measurement must be concatenated with the input augmentation tensors, which must be of
size N to contain an index representing every data point in the original signal. A common
size is necessary for this operation.
Input-layer dropout and the augmented input approach are tested with phase history
data. A CNN (we call data dropout CNN (DD-CNN) because it trains and tests on data
with missing pulses) is also trained and tested for the purpose of baseline comparison. All
of the networks in the phase history experiments have two convolutional layers with maxpooling followed by two fully connected layers. The convolutional layers have one channel
for real values and one channel for imaginary values. The augmented input networks have
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additional channels for the augmentation tensors. The network using the ILD method has
a dropout layer inserted before the convolutional layers.
We select the rectified linear unit function (ReLU) [1] as the activation function because of its effectiveness in a variety of situations, and its ability to reduce the chances of
creating a vanishing gradient. Adam is chosen as the optimizer, and is given a learning
rate of 0.001. All networks are trained on the same dataset, ensuring the results are not
influenced by discrepancy between signals or drop patterns.
After training each network, we plot the NMSE produced by testing the network on
500 test signals at each measurement size. These plots are shown and discussed below.
We first look at the performance of the networks using augmented input. Augmenting
the input has very little impact on the accuracy of signal reconstruction. Neither the network
using input augmented with multi-hot encoding nor the network using input augmented
with PSFs show any improvement over the DD-CNN (Figure 4.1). Knowing the location of
the missing pulses does not translate into the ability to compensate for the lost information
from those pulses.
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Figure 4.1: The augmented input network using multi-hot encoding and the augmented
input network using PSFs (shown in red and orange, respectively) are compared with the
DD-CNN (black). The error of the augmented input networks is similar to the error of the
DD-CNN, so the three lines almost completely overlap each other.

We now examine the results of the ILD approach. The network trained with inputlayer dropout showed slight improvement over the DD-CNN (Figure 4.2). Increasing the
unpredictability of the missing data patterns while training helped the network to generalize
to never before seen patterns during test time. The network with ILD showed improvement
over the DD-CNN of approximately 4 dB across all measurement sizes.

30

Figure 4.2: A DD-CNN (black) is contrasted with a DD-CNN using input-layer dropout
(brown). The ILD network produced a lower NMSE than the DD-CNN at every measurement size tested.

One of the predictions from the network with input-layer dropout is shown in Figure
4.3.
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Figure 4.3: The true signal is shown in blue, with the ILD network’s predictions plotted in
red.

Overall, the networks trained and tested on phase history data produced a relatively
high NMSE. This error naturally decreased as the measurement size to signal length ratio
increased, though it still remained above -10 dB. Adding a dropout layer at the front end of
the network produced the best results out of all methods applied to phase history.

4.1.2

Adjoint Image Input

In this section, we explain the experimental setup for the adjoint image tests. Following
the experimental setup description is a presentation of the results from the adjoint image
experiments. See Table 4.2 for a list of all approaches tested with adjoint image input.
Input-layer dropout, DD-UNET, input augmentation, and SR-LAMP are each tested
with adjoint images as inputs. To create the measurement matrices {A1 , A2 , . . . , A10,000 }
used to produce the adjoint image measurements, we deleted the missing rows of A rather
than replacing them with zero-filled vectors as we did for the phase history data (see Section
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Table 4.2: An overview of all approaches tested with adjoint images as input.
Approach

Description
A CNN with 19 convolutional layers
trained and tested on data with various drop
DD-CNN
patterns.
An interconnected U-shaped network with 19 layers
trained and tested on data with various drop
DD-UNET
patterns
A CNN built like the DD-CNN and trained and
tested with the same data. This network has a
Input-Layer dropout network
dropout layer preceding the convolutional layers.
A CNN built like the DD-CNN and trained and
Augmented input network: multi-hot tested with the same data. The input of this network
is augmented with a multi-hot encoding.
A CNN built like the DD-CNN and trained and
tested with the same data. The input of this network
Augmented input network: PSF
is augmented with a point spread function.
A learned implementation of the AMP algorithm
SR-LAMP: single filter
that uses deep learning to learn a single filter.
A learned implementation of the AMP algorithm
that uses deep learning to learn a unique filter for
SR-LAMP: unique filters
each iteration.
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4.1.1). When the adjoint images are created, they are multiplied by AH as well as A, so
they return to their original shape of N x1, making row replacement with zeros unnecessary
for the augmented input approach.
We calculate the adjoint images by multiplying the measurement matrices and signals
as in Equation (4.2).

x adj = AH Ax

(4.2)

The DD-CNN used for a baseline error, the input-layer dropout network, and the augmented input networks are all convolutional networks built with nineteen layers. The ILD
network has the addition of a dropout layer preceding the convolutional layers. These
networks each have a channel for real values and a channel for imaginary values. The
augmented input networks have additional channels for the input augmentation.
DD-UNET has nineteen layers arranged as depicted in Figure 3.1. For a fair comparison between SR-LAMP and the other networks, both SR-LAMP algorithms iterate nineteen
times (T = 19).
We now examine the results of augmenting the input when using adjoint images. Similarly to the phase history experiments, the augmented input experiments using adjoint
imagery are no more successful than the DD-CNN using adjoint images without augmentation (Figure 4.4). The difference in NMSE between the augmented input networks and
the DD-CNN is negligible.
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Figure 4.4: A comparison of the augmented input approaches (input augmented with PSFs
shown in orange and input augmented with multi-hot encoding vectors shown in red) and
the DD-CNN (shown in black). None of the above methods show marked improvement
over the others. This is demonstrated by the overlapping NMSE plots.

Though input-layer dropout improved signal reconstruction from phase history information (Figure 4.2), it had no discernible impact when reconstructing signals from adjoint
images (Figure 4.5). Dropout patterns created by a dropout layer have some resemblance
of dropped pulses in phase history. However, when the phase history measurements are
multiplied by AH , the deactivated nodes in the dropout layer no longer represent the way
the missing data patterns appear in the adjoint images. Thus, it is understood that inputlayer dropout would not aid the network in generalizing to a variety of missing data patterns
present in adjoint images.
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Figure 4.5: Results from implementing input-layer dropout (shown in brown) compared
with a DD-CNN (shown in black). Nearly completely overlapping lines indicate that adding
a dropout layer to a network using adjoint images does not improve the network’s performance.

Figure 4.6 shows DD-UNET’s results contrasted with the results of the DD-CNN.
In addition, one of DD-UNET’s predictions is shown in Figure 4.7. DD-UNET has, on
average, an error that is 6.24 dB lower than the DD-CNN’s error. The interconnected
contracting and expanding layers prove to be an effective black-box approach to improving
adjoint image reconstruction.

36

Figure 4.6: DD-UNET (pink) is compared with a DD-CNN (black). DD-UNET’s reconstruction error improves upon the baseline for all measurement sizes.

Figure 4.7: The true signal is shown in blue, with DD-UNET’s predictions plotted in red.
DD-UNET did not guess the exact values of every point, though it got close to the true
value, and produced very little extra noise.
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The SR-LAMP algorithms show the most improvement over the DD-CNN in the one
dimensional adjoint image experiments, with the better of the two being the single filter
SR-LAMP algorithm. The improvement was such that the y-axis on the SR-LAMP plot,
which represents NMSE, has a larger scale than the previous graphs to accommodate for the
lower errors achieved by the single filter SR-LAMP approach. As the measurement size
grows larger, the superiority of these algorithms becomes increasingly apparent. When
the ratio

M
N

becomes 0.9, the single filter SR-LAMP approach has an error over 50 dB

lower than the DD-CNN. Notice at this point, the trajectory of the unique filter SR-LAMP
algorithm changes. We theorize that the algorithm performed very poorly on just a few
of the 500 test signals, significantly increasing the average error. Nevertheless, the unique
filter SR-LAMP is an improvement upon both the DD-CNN and DD-UNET.
We present an example of the single filter SR-LAMP algorithm’s prediction in Figure
4.9.
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Figure 4.8: Results from the DD-CNN (black) and the DD-UNET (pink) contrasted with
both SR-LAMP algorithms. The unique filter SR-LAMP algorithm (blue) and the single
filter SR-LAMP algorithm (green) both significantly outperform the DD-CNN and DDUNET. Note the y-axis in this graph has a larger range than the y-axis in the previous
graphs. This is necessary due to the very low reconstruction error produced by the single
filter SR-LAMP approach.
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Figure 4.9: The true signal is shown in blue, with the single filter SR-LAMP’s predictions
plotted in red.

Out of all of the approaches trained and tested with adjoint images, DD-UNET, the
single filter SR-LAMP algorithm, and the unique filter SR-LAMP algorithm perform the
best, and show consistent improvement over the DD-CNN. The single filter SR-LAMP
algorithm has the lowest NMSE out of all tested algorithms across all measurement sizes.

4.2

Synthetic SAR Results

After the one dimensional tests demonstrated the potential for each method’s success, we
modify the best performing algorithms to work with two dimensional SAR adjoint images.
We select both versions of SR-LAMP to reconstruct SAR imagery. These algorithms are
trained and tested with synthetic SAR adjoint images as input.
The data is generated similarly to the method given in Reid [15], where a list of points
is used to generate phase history data which represents a scene with scatterers at arbitrary
locations and reflectivity. We generate 10,000 64 × 64 images and simulate their phase
40

history with a 64 × 64 2D FFT. We let the x-axis denote the range dimension, and we
let the y-axis denote the cross-range (azimuth) dimension. The training set consists of
9,500 images, and the test set contains 500 images. 50% of the pulses are dropped to create
undersampling in the cross-range dimension and making the overall measurement-to-signal
length ratio

M
N

= 0.5.

We tested the unique filter SR-LAMP algorithm with nineteen iterations (T = 19).
The results of this experiment are shown in Figure 4.10. The reconstruction error from
SR-LAMP is -10.45 dB, while the error between the true image and the adjoint image is
-3.01 dB. The unique filter SR-LAMP was able to reconstruct 500 images in 0.048 seconds
on a 48 core Intel Xeon Platinum 8168 GPU.

(a) True image

(b) Unique filter SR-LAMP

(c) Adjoint image

(d) Drop pattern

Figure 4.10: Results from the unique filter SR-LAMP algorithm. The true image is shown
on the top left (4.10a). The prediction from SR-LAMP (4.10b) is a much more accurate
representation of the scene than the adjoint image (4.10c). The drop pattern used to create
the missing data is shown on the bottom right (4.10d).
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The fewer iterations in the algorithm, the faster it reconstructs images. However, with
fewer iterations, the algorithm does not perform as well. To show how SR-LAMP performs
as the number of iterations increases, we test the single filter SR-LAMP algorithm with two
iterations, five iterations, and nineteen iterations.
The image produced by the single filter SR-LAMP where T = 2 (Figure 4.11b) has a
NMSE of -4.24 dB while the adjoint image has an error of -3.01 dB. The the error is not as
low as the error produced when using more iterations, as we will demonstrate in the next
experiments. However, the reconstruction time is very fast. The single filter SR-LAMP
with two iterations reconstructed 500 images in 0.003 seconds.
The single filter SR-LAMP algorithm’s error reduces when the iterations increase to
five. The reconstruction error for the prediction in Figure 4.11d is -8.87 dB. With five
iterations, SR-LAMP reconstructed 500 images in 0.005 seconds.
Finally, we tested the single filter algorithm with T = 19 (see Figure 4.11f). With
nineteen iterations, the single filter algorithm produced an image with an error of -9.33 dB,
which is an improvement of 6.32 dB over the adjoint image, which has an error of -3.01
dB. In this experiment, SR-LAMP reconstructed 500 images in 0.034 seconds.
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(a) True image

(b) Single filter SR-LAMP, T=2

(c) Adjoint image

(d) Single filter SR-LAMP, T=5

(e) Drop pattern

(f) Single filter SR-LAMP, T=19

Figure 4.11: Results from the single filter SR-LAMP algorithm using two iterations
(4.11b), five iterations (4.11d), and nineteen iterations (4.11f). The true image is shown
on the top left (4.11a). The adjoint image is in the center left (4.11c). The drop pattern
used to create the missing data is shown on the bottom left (4.11e).
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Table 4.3: A demonstration of the impact T has on error and reconstruction time with the
single filter SR-LAMP. For comparison, the adjoint image error is -3.01 dB.
Number of layers (T ) NMSE (dB) Reconstruction time (µs)
2
-4.24
6
5
-8.87
10
19
-9.33
68
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Conclusion
In this work, we studied a variety of deep learning approaches to the compressive SAR image recovery problem. We specifically focused on the problem where training data support
is not equal to the data support at test time. Our objective was to bridge the performance
gap between robust, but time consuming, iterative algorithms and fast DNN reconstructions
that were sensitive to train-test discrepancy.
The networks using adjoint image inputs consistently outperform those using phase
history data, despite modifications such as input-layer dropout and input augmentation.
DD-UNET, the single filter SR-LAMP algorithm, and the unique filter SR-LAMP
algorithm show significant improvement over a DD-CNN when using adjoint images as
input. In the one dimensional experiments, the single filter SR-LAMP demonstrates error
reductions ranging from -5.78 dB to -21.17 dB as the measurement ratios ranged from 0.5
to 0.9.
Both the unique filter SR-LAMP and the single filter SR-LAMP reconstruct synthetic
SAR imagery with low normalized mean squared errors. The single filter SR-LAMP reconstructs images with train-test discrepancy resulting in an error 6.32 dB lower than the
adjoint image error. Further, in keeping with a deep learning implementation, the reconstructions were very fast, only requiring 68µs for a 64 × 64 image. Thus, SR-LAMP meets
our objective of demonstrating robustness to train-test discrepancy while improving upon
the speed of classical iterative algorithms.
For future work, we propose extending SR-LAMP to accommodate arbitrary SAR
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data collection geometries, such as wide-aperture imaging and non-uniform Fourier sample
spacing. Additionally, we propose training SR-LAMP with synthetic data, and then testing
with measured SAR data. Synthetic data is a useful tool since it is less costly to generate the
large amount of training data required in deep learning. Therefore, extending SR-LAMP
to accommodate minor differences between synthetic and measured data would be a useful
enhancement.
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