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TURN SKIPPING AND THE GAME COLORING NUMBER
JASON GUGLIELMO AND SAMUEL TINLIN
Abstract. The game coloring number gcol(G) of a graph G is a two player competitive
variant of the coloring number. We introduce the preordered game coloring number to study
the consequences of either player skipping any number of turns. In particular, we show that
neither player can improve their performance by doing so. We use this result to show that
for any induced subgraph H ⊂ G, ∣G−H ∣ = k implies the tight bound gcol(H) ≤ gcol(G)−2k
and if dG(x) ≤ gcol(G − x), then gcol(G − x) ≤ gcol(G) − 1.
1. Introduction
Let G = (V,E) be a graph and let τ be a linear ordering of k vertices of G for some
k ≤ ∣G∣, that is, v1 ≤τ v2 ≤τ ⋯ ≤τ vk for v1, . . . , vk ∈ G. We identify such a linear ordering as
the k-permutation τ = (v1, . . . , vk). If k = 0, then we write the empty permutation τ = (),
and if k = ∣G∣ then we call τ a complete permutation of G. The range of τ is defined as
ra (τ) = {v1, . . . , vk}. For some other ℓ-permutation τ ′ = (w1, . . . ,wℓ) with vi ≠ wj for each
i, j, we define the operation of concatenation as τˆτ ′ = (v1, . . . , vk,w1, . . . ,wℓ). If k < ∣G∣ then
the set of all k-permutations of G is denoted by Πk (G); else if k = ∣G∣ then it is denoted by
Π (G).
Now suppose τ is a complete permutation of G = (V,E). For any v ∈ V , we define the
out-neighborhood of v in G with respect to τ as N+G (τ, v) = {u ∈ V ∣ v >τ u} and the closed
out-neighborhood as N+G [τ, v] = N
+
G (τ, v)∪{v}. The coloring number of G with respect to τ ,
denoted col (G,τ), is defined as
col (G,τ) =max
v∈V
∣N+G [τ, v]∣ .
We then define the coloring number of G, denoted col (G), as
col (G) = min
τ∈Π(G)
{col (G,τ)} .
Our focus in this paper is on a competitive variant of the coloring number, called the
game coloring number. The ordering game on G is defined as follows: two players, Alice and
Bob, take turns choosing vertices from G that have not yet been chosen to form a complete
permutation τ ∈ Π (G). Given some k-permutation σ, we call σ a preordering of G. The
σ-preordered game (or σ-game) of G is played in the same way as the ordering game, except
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Alice and Bob take turns choosing vertices from V ′ = V − ra (σ) and adjoining these vertices
on the preordering σ to form some τ ∈ Π (G). If no preordering is specified, we call it the
preordered game.
Suppose the σ-game has been played to form some τ ∈ Π (G). The score s of the σ-game
is defined as
s = col (G,τ) .
Alice is trying to force the smallest score possible, while Bob is trying to force the largest
score possible. We define the σ-game coloring number, denoted σ-gcol (G), to be the least s
such that Alice has a strategy to obtain a score of at most s in the σ-game of G, regardless
of how Bob plays.
Informally, a strategy for either player is a function that determines how they should play
at any given turn in the game. Let ρ = (v1, . . . , vk) be a k-permutation of some graph G. A
strategy S is a function from ⋃nk=0Πk (G) to V (G) defined by S (ρ) = x, where x ∈ V ∖ ra (ρ).
If Alice begins the ordering game, then we call it the Alice ordering game (or simply the
ordering game). If Bob begins the ordering game, then we call it the Bob ordering game.
Suppose σ = (v1, ...vm) is a preordering of G. Then σ gives the position of the game after
m vertices have been ordered. If m is even (odd), then Alice (Bob) begins the game. If m
is odd (even) and Alice (Bob) begins the game instead, we call it the Alice (Bob) σ-game.
The Alice (Bob) σ-game coloring number σ-gcolA (G) (σ-gcolB (G)) is the σ-game coloring
number for the Alice (Bob) σ-game. Note that the ordering game is just the case where
σ = (), which recovers the game coloring number, denoted by gcol (G).
Is it possible that skipping a turn may actually allow Alice to reduce the score? The first
goal of this paper is to determine how the game coloring number is affected if either Alice or
Bob are allowed to skip one or more turns. We use the preordered game to accomplish this.
2. Monotonicity and Turn Skipping
A critical result of Wu and Zhu [2] is that the game coloring number is a monotonic
parameter. In this context, a monotonic parameter on a graph G is one whose value cannot
increase on a subgraph H ⊂ G. We need to extend this result to the preordered game. For
completeness, we have included our adaptation of Wu and Zhu’s argument as the proof of
Lemma 1.
Lemma 1. Let G = (V,E) be a graph, and let σ = (v1,⋯, vm) be a preordering of G. If H is
a subgraph of G with ra (σ) ⊆ V (H), then σ-gcol (H) ≤ σ-gcol (G).
Proof. We argue by induction on ∣G∣ − ∣H ∣. If ∣G∣ − ∣H ∣ = 0, then H ∶= G, so we are done.
Else, suppose ∣G∣ − ∣H ∣ > 0. Then there exists x ∈ V ∖ V (H). Let H ′ = G − x. By an obvious
induction argument, it suffices to show that σ-gcol (H ′) ≤ σ-gcol (G).
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For simplicity, rename H ′ as H . Let σ-gcol (G) = s. By definition of the σ-game coloring
number, Alice has a strategy S′A for playing the σ-game on G that results in a score of at
most s regardless of how Bob plays. We will construct a strategy SA for Alice to play on the
σ-game on H that results in a score of at most s. To do so, we consider two σ-games: the
real game on H between Alice and Bob, and an imaginary game on G that Alice is playing
against herself.
Before the first play of the game, let τ = ρ′ = σ. Else, let τ represent the position before
Alice’s next move in the real game and ρ′ represent the position after Alice’s last move in
the imaginary game. Alice’s strategy SA is determined in Algorithm 1. In this algorithm,
Alice’s strategy involves constructing ρ, where ρ represents the position in the imaginary
game after Alice’s interpretation of Bob’s last move v. If this is the first move of the game,
we assume v is undefined. We shall maintain that after Alice’s construction of ρ (lines 5-11)
but before her redefinition of ρ′ (lines 12-26), the following invariant holds:
(2.1) ra (ρ) − x =
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩
ra (τ) , if x ∉ ra (ρ)
ra (τ) +w for some w ∉ ra (τ) , else.
Note that this invariant holds trivially after the first construction of ρ because ρ = σ = τ by
Algorithm 1and x ∉ σ. There are three immediate consequences of this invariant:
ra (τ) ⊆ ra (ρ)(2.2)
ra (ρ) = ra (τ) , if x ∉ ra (ρ)(2.3)
∣ra (ρ) − x∣ − ∣ra (τ)∣ = 1, else.(2.4)
We want Alice’s strategy SA to interpret Bob’s last move in the real game v (assuming
this is not the first turn of the game) as a move in the imaginary game so that S′A (ρ
′ˆ (v))
will be her next move in both the imaginary and real game. Two problems may arise. If v
has already been played in the imaginary game i.e. v ∈ ra (ρ′), then Alice cannot interpret
it as a move in the imaginary game. We call this an illegal repeat. If S′A (ρ
′ˆ (v)) = x, Alice
cannot play x in the real game because x ∉ V (H). We call this an illegal option. Note that
from lines 19-28 of the algorithm, an illegal option causes Alice to order x in the imaginary
game. So (2.3) holds before an illegal option, and (2.4) holds after one. Also from lines
19-28, an illegal repeat can only occur after an illegal option has already occurred.
Accounting for these illegal possibilities complicates Alice’s strategy. First, Alice con-
structs ρ from ρ′. If this is the first turn of the ordering game, then ρ = σ according to
lines 6-7 in Algorithm 1. Else if v is legal in the imaginary game, then Alice sets ρ = ρ′ˆ (v)
according to lines 8-9. Else if v is an illegal repeat, then Alice sets ρ = ρ′ˆ (y), where
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Algorithm 1 Alice’s Monotonicity Algorithm
Input: G = (V,E) and H as described above, and incomplete linear orderings τ and ρ′ of
H and G respectively, with the invariants holding for both. If this is not the first play,
then v is the last move played by Bob.
Output: Linear orderings τ ′ and ρ of H and G, respectively. Redefinition of the linear
ordering ρ′.
1: {We check our termination conditions}
2: if ra(τ) = V (H) then
3: end
4: end if
5: {We determine ρ}
6: if τ = σ then
7: ρ = σ
8: else if v ∉ ra(ρ′) then
9: ρ ∶= ρ′ˆ(v)
10: else {v is an illegal repeat}
11: V ′ = V − ra(ρ′)
12: ρ ∶= ρ′ˆ(y), where y satisfies miny∈V ′ dG(y)
13: end if
14: {We determine τ ′ and ρ′}
15: if V − x ⊆ ra(ρ) then
16: Alice chooses an unordered vertex w and sets τ ′ ∶= τˆ(w)
17: else if S′A(ρ) = a ≠ x then
18: τ ′ ∶= τˆ(a) and ρ′ ∶= ρˆ(a)
19: else {x is an illegal option}
20: V ′ = V − ra(ρ) − x
21: let y satisfy miny∈V ′ dG(y)
22: if V ′ − y = ∅ then
23: τ ′ ∶= τˆ(y) and ρ′ ∶= ρˆ(x, y)
24: else {there exists another unchosen vertex in G}
25: let z = S′A(ρˆ(x, y))
26: τ ′ ∶= τˆ(z) and ρ′ ∶= ρˆ(x, y, z)
27: end if
28: end if
29: {We again check our termination conditions}
30: if ra(τ ′) = V (H) then
31: end
32: end if
y ∈ V (H) − ra (ρ′) is an unordered vertex of smallest degree. One such y exists because of
lines 2-4. This process is seen in lines 10-12.
Next, Alice redefines ρ′ from ρ and constructs τ ′ from τ , where τ ′ represents the position
after Alice’s last play in the real game. Since Alice has constructed ρ but not yet redefined
ρ′, we may invoke (2.1). If V − x ⊆ ra (ρ), then there is at most one vertex in V − x − ra (τ)
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by (2.4). Since the termination condition in lines 2-4 was passed, there is exactly one such
vertex, call it w. Alice sets τ ′ = τˆ (w) according to lines 15-16. Else if S′A (ρ) = a ≠ x, then
Alice sets ρ′ = ρˆ (a) and τ ′ = τˆ (a) according to lines 15-16. We know such an a can be
played in both the imaginary and real games by (2.4). Else we have an illegal option, so she
will again determine the unchosen vertex y ∈ V (H)− ra (ρ′) of smallest degree. Recall, since
the condition of lines 2-4 was passed, there is at least one unordered vertex in the real game.
In particular, y is unordered in the real game because of (2.4). So if there are no vertices
left to order in the imaginary game, then Alice sets ρ′ = ρˆ (x, y) and τ ′ = τˆ (y) according
to lines 22-23. Else letting z = S′A (ρˆ (x, y)), she sets ρ
′ = ρˆ (x, y, z) and τ ′ = τˆ (z), as seen
in lines 24-26.
We must now check that our invariant holds after Bob’s next play on the real game, and
Alice’s next construction of ρ in the imaginary game. If Bob has no other moves to play,
then we are done. Else, suppose Bob sets τ = τ ′ˆ (b) for some b ∈ V (H) − ra (τ ′). Let ρ1 be
the ρ from before Bob’s play of b, and ρ2 be the ρ after Bob’s play of b. Define τ1 and τ2 in
the same way. Then we assume
ra (ρ1) − x =
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩
ra (τ1) , if x ∉ ra (ρ1)
ra (τ1) +w for some w ∉ ra (τ1) , else.
First assume x ∉ ra (ρ1), so ra (ρ1)− x = ra (τ1). If V − x ⊆ ra (ρ1), then since x ∉ ra (ρ1), x
is the only unordered vertex in the imaginary game, so we are done. Else if S′A (ρ1) = a ≠ x,
we set ρ′ = ρ1ˆ (a) and τ ′ = τ1ˆ (a). So τ2 = τ1ˆ (a, b). Since x ∉ ra (ρ′), b cannot be an illegal
repeat so ρ2 = ρ1ˆ (a, b) and we get ra (ρ2) − x = ra (τ2) with x ∉ ra (ρ2). Else S′A (ρ1) = x.
Letting y and V ′ be as in lines 20-21, if V ′ − y = ∅, then the game is finished before the
construction of ρ2 and τ2. Else letting z be as in line 25, we have ρ′ = ρ1ˆ (x, y, z) and
τ ′ = τ1ˆ (z). So τ2 = τ1ˆ (z, b). If b ≠ y, then ρ2 = ρ1ˆ (x, y, z, b) so ra (ρ2)−x = ra (τ2)+ y with
x ∈ ra (ρ2). Else b = y ∈ ra (ρ′) so we have an illegal repeat. Letting y′ be as in line 12, we
have ρ2 = ρ1ˆ (x, y, z, y′). So ra (ρ2) − x = ra (τ2) + y′ with x ∈ ra (ρ2).
Finally assume x ∈ ra (ρ1). If V − x ⊆ ra (ρ′), then all vertices have been ordered in the
imaginary game and we are done. Else since x has already been played, we must have
S′A (ρ1) = a ≠ x. So we set ρ
′ = ρ1ˆ (a) and τ ′ = τ1ˆ (a), and thus τ2 = τ1ˆ (a, b). If b ∉ ra (ρ′),
then ρ2 = ρ1ˆ (a, b). However since x ∈ ra (ρ1), there exists y ∈ ra (ρ′) − ra (τ2) by line 26.
Thus we have ra (ρ2) − x = ra (τ2) + y with x ∈ ra (ρ2). Else b ∈ ra (ρ′), so letting y be as
defined in line 12, we have ρ2 = ρ1ˆ (a, y). Therefore, ra (ρ2)−x = ra (τ2)+ y with x ∈ ra (ρ2).
We have shown that Algorithm 1 maintains (2.1). Now we must show that if Alice plays
according to this algorithm, the final score in the real game will be at most the final score in
the imaginary game. Let τ , τ ′, ρ, and ρ′ be as described above. For any u ∈ V (H), let s [u]
be the score of u in the σ-game on H . Similarly, for any w ∈ V (G), let s′ [w] be the score of
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w in the σ-game on G. By assumption, s′ [w] ≤ s for all w ∈ V (G). It suffices to show that
s [u] ≤ s for all u ∈ V (H).
Let u ∈ V (H). First, suppose Alice just chose u in τ ′. From lines 18,23, and 26 of
Algorithm 1, we know u is the last vertex in ρ′. Also by (2.2), all vertices ordered before u
in τ ′ have been ordered before u in ρ′. Thus, s [u] ≤ s′ [u] ≤ s. Next, suppose Bob just chose
u in τ . If u ∉ ra (ρ′), then by line 9 of the algorithm, u is the last played vertex in ρ. Then
again by (2.2), we know s [u] ≤ s′ [u] ≤ s.
Else, u was chosen in an earlier turn in ρ than in τ . This can only happen if u is a vertex
of minimal degree amongst unchosen vertices. Let u∗ denote the last vertex played in the
game. It suffices to show that the following chain of inequalities hold:
s [u] ≤ dH [u] ≤ dG [u] ≤ dG [u
∗] = s′ [u∗] ≤ s.
The first inequality holds because the backward neighbors of u in H with respect to τ
contribute to the degree of u. The second inequality holds because every neighbor of u in H
is also a neighbor in G. The third inequality holds by minimal choice of u in line 20. The
equality holds because, since u∗ is the last vertex in either ρ′ or ρ, all of its neighbors are
backward neighbors. The last inequality holds by assumption.
Hence, in all cases, s [u] ≤ s for all u ∈ V (H). Therefore, by definition of the σ-game
coloring number, σ-gcol (H) ≤ s = σ-gcol (G). 
Letting σ be an empty preordering, we get the original monotonicity result of Wu and
Zhu. We will use the following Corollary.
Corollary 2. Let σ = (v1, . . . , vm) be a preordering of G = (V,E). Let H be a subgraph of G
with ra (σ) ⊆ V (H). If m is odd, then σ-gcolA (H) ≤ σ-gcolA (G).
Proof. Let G′ = (V ∪ {v} ,E) and H ′ = (V (H) ∪ {v} ,E), where v ∉ V . Also, let σ′ = σˆ (v).
Then, σ′ is a preordering of G′ with ra (σ′) ⊆ V (H ′). So, by Lemma 1,
σ′-gcol (H ′) ≤ σ′-gcol (G′) .
Since ∣σ′∣ is even by construction, Alice begins the σ′-game onH ′. However, because v is an
isolated vertex, it has no effect on the σ′-game coloring number of H ′. That is, σ′-gcol (H ′) =
σ-gcolA (H). Similarly, σ
′-gcol (G′) = σ-gcolA (G). Therefore, by substitution, we get
σ-gcolA (H) ≤ σ-gcolA (G) . 
Now, we observe what happens if one of the players skips a single turn in the ordering
game.
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Theorem 3. Let G = (V,E) be a graph, and let σ = (v1,⋯, vm) be a preordering of G.
(1) If m is even, then σ-gcol (G) ≤ σ-gcolB (G).
(2) If m is odd, then σ-gcolA (G) ≤ σ-gcol (G).
Proof. (1) Let G′ = (V ′,E), where V ′ = V ∪ {v} for some isolated v ∉ V . Clearly, G ⊂ G′
and ra (σ) ⊂ V ′. So by Lemma 1, σ-gcol (G) ≤ σ-gcol (G′). It suffices to prove the following
string of inequalities:
σ-gcol (G) ≤ σ-gcol (G′) ≤ (σ^ (v)) -gcol (G′) = σ-gcolB (G) .
The first inequality holds by monotonicity. The second inequality holds by the minimality
of the σ-game coloring number. The σ-game coloring number on G′ is witnessed by an
optimal strategy that Alice has to minimize the score, regardless of how Bob plays. This
strategy may not include choosing the vertex v first, so if she were to choose that vertex
first, the score could increase. Therefore, since the σˆ (v)-game can be thought of as forcing
Alice to choose v first in the σ-game, the score she can obtain in the σˆ (v)-game cannot be
smaller than the score she could normally obtain in the ordering game.
As for the last equality, if Alice plays the isolated vertex first on G′, she has not chosen
any vertices in G. In other words, the σˆ (v)-game on G′ is equivalent to the Bob σ-game
on G. Therefore, we are done.
(2) Let G′ = (V ′,E), where V ′ = V ∪ {v} for some isolated v ∉ V . Clearly, G ⊂ G′ and
ra (σ) ∈ V ′. So by Corollary 2, σ-gcolA (G) ≤ σ-gcolA (G
′). Again, following a similar
argument as above, we have
σ-gcolA (G) ≤ σ-gcolA (G
′) ≤ σˆ (v) -gcolB (G
′) = σ-gcol (G) . 
This theorem shows what happens when either Alice or Bob skip some number of turns on
the ordering game on G = (V,E). Suppose Alice is allowed to skip k many turns in the
ordering game. We induct on k to show that Alice cannot achieve a better score by doing
this. The case for k = 0 is trivial, so suppose k ≥ 1. Suppose Bob has an optimal strategy S′B
that guarantees Alice cannot reduce the score on the ordering game by skipping (k − 1) turns.
Now let σ = (v1, ...vm) be the preordering which gives the position of the game immediately
before Alice skips her kth turn. Then the ordering game resumes as the Bob σ-game, with
Bob using his optimal strategy S′′B on this game. Bob’s overall strategy is given by
SB (v) =
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩
S′B (v) if v ∈ ra (σ)
S′′B (v) else.
By the inductive hypothesis, gcol (G) ≤ σ-gcol (G). Since Bob is playing optimally on the
Bob σ-game, we have gcol (G) ≤ σ-gcol (G) ≤ σ-gcolB (G) by Theorem 3. Therefore Alice
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cannot reduce the score on the ordering game by skipping any number of turns. Following
a similar argument, if Bob is allowed to skip ℓ many turns, σ-gcolA (G) ≤ gcol (G) so Bob
cannot increase the score on the ordering game by skipping any number of turns.
3. Bounds on Induced Subgraphs
In this section we show that for any graph G and any x ∈ V (G), gcol(G) ≤ gcol(G−x)+2.
We further present a construction for which removing k vertices from G lowers the game
coloring number of that graph by 2k, demonstrating that this bound is tight with respect to
induced subgraphs of any size. We begin with a lemma necessary to the main result.
Lemma 4. Let G be a graph such that gcolA(G) = s. Then s ≤ gcolB(G) ≤ s + 1.
Proof. By Theorem 3, we know s ≤ gcolB (G). So, it suffices to show gcolB (G) ≤ s + 1.
Let x ∈ V (G) be the vertex Bob marks as the first move in the Bob-ordering game on G
and let G′ = G − x. By Lemma 1, we know gcolA (G
′) ≤ gcolA (G) = s. By definition, Alice
has a strategy SA on the ordering game on G′ that results in a score of at most s regardless
of how Bob plays.
Since Bob orders x first, Alice can order all remaining vertices according to SA. Let
τ = (x, v1, . . . , vn−1) ∈ Π (G) be the permutation formed in accordance with SA and set
τ ′ = (v1, . . . , vn−1). We know by definition of SA that for all v ∈ V (G′),
∣N+G′ [τ
′, v]∣ ≤ s
Furthermore, the addition of the single vertex x at the beginning of τ can only increase the
number of outneighbors of any vertex in τ ′ by at most one. Therefore for all v ∈ V (G),
∣N+G [τ, v]∣ ≤ ∣N
+
G′ [τ
′, v]∣ + 1 ≤ s + 1
Therefore gcolB (G) ≤ s + 1. 
Lemma 5. Let G be a graph. Then 0 ≤ gcol(G) − gcol(G − x) ≤ 2 for any x ∈ V (G).
Proof. Let x ∈ V (G) and suppose gcol(G−x) = s. It suffices to show that Alice has a strategy
on G such that gcol(G) ≤ s+2. Alice’s strategy on G should be exactly her strategy on G−x,
except she will immediately mark x. We now consider the Bob game on G − x. By Lemma
4, s ≤ gcolB(G−x) ≤ s+1, so when the game on G−x is finished every v ∈ V (G−x) will have
at most s backneighbors. Since Alice ordered x first it has no backneighbors. Therefore,
joining x to the beginning of the ordering on G − x yields a game coloring number of at
most s + 2, if and only if xv′ ∈ E(G) for some v′ ∈ V (G − x) with s backneighbors. Thus
gcol(G) ≤ s + 2. 
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The following theorem generalizes the result of Lemma 5 while providing a construction
demonstrating that its bound is tight.
Theorem 6. For every n ≥ 3 there exist graphs G, H ⊂ G with ∣G∣ = n such that if ∣G−H ∣ = k,
then gcol(H) ≤ gcol(G) − 2k.
Proof. We begin with the observation that gcol(Kn ∨Kn−1) = gcol(Kn−1 ∨Kn−1) + 2 for all
n ≥ 3.
Fix n ∈ N and let G =Kn ∨Kn−1. Then gcol(G) ≥ dG(x) + 1 = 2(n − 1) + 1 = 2n − 1 for any
x ∈Kn since Alice cannot order every vertex in Kn before Bob orders every vertex in Kn−1.
Now fix x ∈ Kn. Then G − x = Kn−1 ∨Kn−1 and gcol(G − x) ≤ dG(x) = 2n − 3 since Alice
can order every vertex in Kn before Bob orders every vertex in Kn−1. By Lemma 5, we must
have gcol(G) = gcol(G − x) + 2.
So let G = Kn+3 ∨Kn+2. Then by the above,gcol(G) = 2(n + 2) + 1 = 2n + 5. Removing n
vertices from Kn+3 gives us K3 ∨Kn+2 which has game coloring number 5. 
Proposition 7. If dG(x) ≤ gcol(G − x), then gcol(G) ≤ gcol(G − x) + 1.
Proof. Let gcol(G − x) = s and suppose dG(x) ≤ s. Alice’s strategy will be to use the same
strategy SA she used for G−x on G, never marking x unless it is her last turn and she is forced
to. If Bob never orders x,then ordering it last yields gcol(G) ≤ s+1 since Alice’s strategy on
G−x ensures that no v ∈ V (G−x) has more than s−1 backneighbors and dG(x) ≤ s. Suppose
Bob marks x at some point during the game. We can guarantee that Alice can respond to
Bob ordering x with SA by treating it as a skipped move, which by Theroem 3 cannot itself
result in a higher game coloring number. Therefore it suffices to check the consequences of
actually ordering x. Let τ be the permutation of G created in accordance with SA and let
s(v) denote the number of backneighbors in τ for any v. Consider any v ∈ V (G − x) such
that s(v) = s − 1. If xv ∉ E(G),then the ordering of x does not matter. If xv ∈ E(G), then
whether Bob marks x before or after all s−1 backneighbors of v have been ordered, s(v) = s.
Thus, gcol(G) ≤ gcol(G − x) + 1. 
This bound is also tight. Let G = K3 ∨K2 − e where e is some edge between a vertex in
K3 and a vertex in K2. Then gcol(G) = 4 while gcol(K2 ∨K2) = 3. Unfortunately, dG(x) ≥
gcol(G − x) does not imply that gcol(G) ≥ gcol(G − x). An immediate counterexample is
found by taking C5 and adjoining a vertex x which is adjacent to any two adjacent vertices
in C5.
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4. Further Considerations
The concept of this paper came from an open question posed at the end of [1]. This paper
focused on the (a,b)-asymmetric marking game, which is a variant of the ordering game. In
this game, Alice and Bob still take turns putting vertices into a linear ordering, but Alice
orders a vertices in a row before Bob orders b vertices in a row, for a, b ≥ 1. As this variant
of the ordering game heavily focuses on multiple turns being taken for each person, it is
natural to look into what happens when any of these turns are skipped. This could be done
by expanding the asymmetric marking game to a preordered asymmetric marking game.
We now list some open problems.
Problem. For any graph G or class of graphs G, does there always exist a turn that Alice
can skip in the ordering game without increasing the score?
Problem. Does there exist a general graph construction as in Thereom 6 such that ∣G−H ∣ = k
implies gcol(H) ≤ gcol(G) − k for all such G?
Problem. Does there exist a graph G for which Alice increases gcol(G) every time she skips
a turn?
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