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ABSTRACT  
   
First, in a large-scale structure, a 3-D CFD model was built to simulate flow and 
temperature distributions. The flow patterns and temperature distributions are 
characterized and validated through spot measurements. The detailed understanding of 
them then allows for optimization of the HVAC configuration because identification of 
the problematic flow patterns and temperature mis-distributions leads to some corrective 
measures. Second, an appropriate form of the viscous dissipation term in the integral 
form of the conservation equation was considered, and the effects of momentum terms on 
the computed drop size in pressure-atomized sprays were examined. The Sauter mean 
diameter (SMD) calculated in this manner agrees well with experimental data of the drop 
velocities and sizes. Using the suggested equation with the revised treatment of liquid 
momentum setup, injection parameters can be directly input to the system of equations. 
Thus, this approach is capable of incorporating the effects of injection parameters for 
further considerations of the drop and velocity distributions under a wide range of spray 
geometry and injection conditions. Lastly, groundwater level estimation was investigated 
using compressed sensing (CS). To satisfy a general property of CS, a random 
measurement matrix was used, the groundwater network was constructed, and finally the 
l-1 optimization was run. Through several validation tests, correct estimation of 
groundwater level by CS was shown. Using this setup, decreasing trends in groundwater 
level in the southwestern US was shown. The suggested method is effective in that the 
total measurements of registered wells can be reduced down by approximately 42 %, 
sparse data can be visualized and a possible approach for groundwater management 
during extreme weather changes, e.g. in California, was demonstrated. 
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CHAPTER 1 
INTRODUCTION 
Large scale buildings consume an enormous amount of energy to maintain its critical 
temperature. Heating, Ventilation, and Air Conditioning (HVAC) is main factor in energy 
consumption. Energy saving directly or indirectly comes from efficient use of HVAC if 
the main goal is to maintain its pre-set temperature values in different seasons. Saving 
can be maximized when the consumption of HVAC system is correctly analyzed with 
respect to temperature distribution and airflow distribution. Corrective measures can be 
implemented according to results from system analysis. 3 dimensional (3-D) CFD model 
was built and simulated with commercial CFD software called ANSYS Fluent. The 
model validation was done by comparison of spot measurements of temperature with 
temperature distribution of CFD results. Various combinatorial cases were run and 
compared in different boundary conditions for optimal flow and temperature distribution. 
Based on the fundamental understanding of fluid dynamics, the implementation of the 
suggested corrective measures was guided.  
Pressure atomized spray droplet estimation is very useful for combustion engineers 
and rocket scientists. This estimation starts from the derivation of the integral form of the 
conservation equations (Lee and Robinson 2011). The important step is to relate the input 
variables directly to the output variables of the integral form without mandatorily 
resolving the complex details of the atomization process. The closed form, with the help 
of an efficient algorithm by the assumption of lognormal distribution and its algebraic 
simplification of moment generating functions, results in various types of successful 
estimations on the Sauter mean diameter (SMD), the spray droplet size distribution and 
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the phase velocities. The closed form’s fundamentally sound basis (Lee and Robinson 
2011) is utilized with the appropriate form of the viscous dissipation as well as the 
momentum treatments (Rothe and Block 1977). To compute the drop size, the revised 
treatment of liquid momentum enables stable calculations for a wide range of density 
ratios and injection parameters such as the spray cone angle and the atomization length 
are directly related to the system of equations. The calculated SMD agrees well with 
experimental data including the measurements of both drop velocities and sizes. This 
method can incorporate the effects of injection parameters and can be further used for a 
wide range of spray geometry and injection conditions. 
Groundwater level estimation was investigated using compressed sensing (CS). To 
satisfy a general property of CS, a random measurement matrix was used. Relying on the 
US Geological Survey and the State Department of Water Resources for important data, 
the groundwater network was constructed. The mathematical formulation is shown, l1-
optimization is formulated for the proposed method, and finally the optimization 
algorithm was run. Through several validation tests, correct estimation of groundwater 
level by CS was shown. Using this setup, decreasing trends in groundwater level in the 
southwestern US was shown. The suggested method is effective in that the total 
measurements of registered wells can be reduced down by approximately 42 %, sparse 
discrete data such as groundwater measurements in wide areas can be visualized and a 
possible approach for groundwater management during extreme weather changes, for 
example, agricultural areas such as Fresno in California, was demonstrated.  
Large scale building energy simulation and optimization is in Chapter 2. Spray drop 
size estimation is described in Chapter 3. Estimation of groundwater level is explained in 
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Chapter 4. In Chapter 5, and trend in the southwestern US is investigated. Finally, in 
Chapter 6, conclusions are drawn and future research topics are provided.  
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CHAPTER 2 
COMPUTATIONAL SIMULATION AND OPTIMIZATION IN A BUILDING 
1. Introduction 
Energy conservation on the consumption side is as important as energy generation 
development for reducing carbon dioxide emissions. One third of the energy produced in 
the United States is consumed in residential and commercial buildings with most of that 
going to Heating Ventilating and Air Conditioning (HVAC) (United States Global 
Change Research Program 2009). Nearly all of this energy consumption is in electrical 
power. Due to a number of reasons, such as age and degradation, off-design operations, 
and poor insulation, HVAC operations in many instances are less than optimal. In some 
large-scale buildings, the internal electrical energy use can add up to a significant amount, 
frequently occupying a large fraction of the operational cost.  
For the Coronado Generating Station (located in St. Johns, Arizona, USA) under 
consideration in this study, the internal electrical energy use is 11% out of the 435MW 
gross generation capacity. During operational planning, optimization of the HVAC is 
often overlooked, adding to the overall system inefficiency. In this work, we use a full 
three-dimensional model of the power plant building by reproducing its internal and 
external geometries, in order to computationally simulate the flow and temperature 
distributions under a wide range of ambient and HVAC operating conditions. The 
detailed understanding of the flow patterns and temperature distributions then allows for 
optimization of the HVAC configurations (vent location, flow direction and vent airflow 
rates and temperatures).  
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In modern design and management of buildings, analytical methods for identifying 
the details of the fluid motion and heat transfer are frequently used to minimize building 
energy consumption. Space discretization method, i.e. dividing the building interior into 
major representative zones, has been in use for quite some time, and software with 
considerable details of the zone geometry and HVAC units are commercially available 
(Clarke 2001). Recently, computational fluid dynamics (CFD) models have been used in 
many studies (Gan 1995; Chami and Zoughaib 2010; Lin and Zmeureaunu 2008; 
Gosselin and Chen 2008; Kuznik et al. 2006; Cheng and Hung 2005; Sinha et al. 2000; 
Ng et al. 2008), as they can provide much more insight into the flow patterns and 
therefore can be used to identify the causes of inefficiencies and remedies thereof. The 
level of sophistication in CFD analyses has grown markedly with available numerical 
methods and commercial CFD software, ranging from an early study of relatively simple 
geometries by Gan (1995) to a detailed study including natural convection effects (Chami 
and Zoughaib 2010). The latter CFD work also involved experimental validation using 
particle image velocimetry (Chami and Zoughaib 2010). In recent years, additional 
effects such as internal heat sources, buoyancy effects and other optimization devices 
have been investigated using CFD methods (Lin and Zmeureaunu 2008; Gosselin and 
Chen 2008; Kuznik et al. 2006; Cheng and Hung 2005; Sinha et al. 2000; Ng et al. 2008; 
Ren and Stewart 2003).  
In this study, flow patterns and temperature distributions in a large building structure 
(a power plant building), measuring 80 m in width, 120 m in length and 60 m in height, 
are computationally simulated in some details. In addition to the relatively large 
dimensions, some of the interior structures, such as boilers, turbines and operational 
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equipment along with hard partitions and compartments, present unique challenges for 
HVAC optimization, as these interior components generate heat, impede or affect the 
flow patterns. For the boiler housed in the building, the heat gain is quite substantial, 
raising the temperature in the vicinity but also providing excess heat for possible use 
elsewhere. The CFD method applied for a full three-dimensional geometrical model of 
this building structure then allows identification of the problematic flow patterns and 
temperature mis-distributions. This in turn leads to some corrective measures, or 
optimization of the temperature distributions. As in all buildings, optimization of the 
HVAC can lead to a substantial reduction in the total electrical cost for maintaining target 
interior environments. In spite of the complexities, the interior building flow motion and 
temperature distributions are still subject to the basic laws of fluid mechanics and heat 
transfer, and utilization of these principles can lead to systematic improvements in the 
building HVAC performance. By identifying regions where these basic knowledge and 
principles can be applied, with the detailed knowledge of the flow and temperature 
provided by the CFD analyses, we can arrive at much improved temperature distributions 
through modifications that are often relatively simple and cost-effective to implement. 
2. Computational Methods  
The CFD simulation method is applied to a large-structure building, housing the 
boilers and turbines in a power generating station (Coronado Generating Station operated 
by the Salt River Project in St. Johns, Arizona, USA). Figs.2.1(a) and (b) shows the 
geometry and layout of the building, which has a large interior to house the boilers (two 
domed cylinders lined up along the z-axis), along with internal structures for equipment 
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and several hard floors. The two outer towers in Fig. 2.1(a) are the coal silos and do not 
emit heat. There are three rows of inlet vents along the z-axis at x=0, that can either 
supply outside air under warm weather or heated air under cold weather conditions. Two 
rows of exhaust vents are found on the ceilings above the turbines and the boiler section. 
As shown in Fig 2.1(b), there are three levels of floors on the boiler section, and a hard 
floor called the “turbine deck” separates the turbine and the section below that houses 
water circulation and other heavy equipment. This hard floor is not shown in Fig. 2.1(a), 
to allow visualization of the components behind this hard floor. Since it was not feasible 
to create geometrical representation of all the heavy equipment below the turbine deck, 
they were modeled as pressure losses, ΔP1, and ΔP2, impeding the vent flow, while hard 
floors could be directly inserted in the domain, as shown in Fig. 2.1 (b). Flow obstacles 
will impede the flow, and for complex shapes one way to model this flow impedance is 
through pressure losses terms. Since the flow obstacles were distributed in space, we 
opted to use two pressure losses. Using initial estimates of the pressure loss terms, based 
on the equipment height and density, final ΔP1, and ΔP2 were found after calibrating with 
the measured temperatures in that section. Since the boiler and turbine heat fluxes 
affected this section temperature little, calibration could proceed independent of the heat 
flux calibrations. Three temperatures are specified for the ambient, the bottom floor and 
the inlet vent air. The difference between the wall and the ambient temperature then 
specifies the heat loss or gain through all of the walls, at heat transfer coefficient, h. This 
heat coefficient, h, is first estimated based on average outside wind speed, and then 
optimized using the measured temperatures. For calibration purposes, two sets of 
temperature measurements were made, one at an ambient temperature of 6.7 ºC and 
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another at 18.3 ºC. The measurements were done with a hand-held temperature sensor 
unit using a sheathed thermocouple, with a detachable sensor head. The sensor required 
approximately 1 minute to stabilize, and 2-3 minutes of wait times were used prior to 
taking the readings. 
In spite of the complexity in the geometry and large scales involved, the internal flow 
and temperature distributions are amenable to fluid dynamics analysis through CFD 
methods. Here, we have constructed a three-dimensional model along with the boundary 
conditions, as shown in Figs. 2.1 (a) and (b), and imported this model into a CFD analysis 
package called FLUENT for simulating the flow and temperatures. FLUENT (2006) runs 
highly optimized finite-different algorithms to solve the fundamental conservation 
equations of mass, momentum and energy, based on a geometrical mesh laid on the input 
geometry and boundary conditions. Conservation equations of mass, momentum give 
flow velocities, which are coupled with the air density and temperature with the 
conservation equation for energy (Clarke 2001). Outside air temperature is used as the 
boundary condition between the building walls and the outside, where a convection heat 
transfer condition exists and is modeled according to the Newton’s law of cooling, 
 = ℎ(	 − 	). The effective heat transfer coefficient (h) for the wall heat 
loss typically was found to be 30 W/(K·m2). Tout is the outside ambient temperature, 
while Twall is the temperature achieved at a given point due to internal circulations and 
heat transfer. Therefore, the effective heat transfer coefficient represents the effects of 
both the wall heat conduction, internal and external heat convection at that physical 
location. The vent air flow rate and temperature can also easily be adjusted, according to 
the HVAC operational settings, while the exhaust vent flow rates are set equal to the 
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incoming vent airflow rates so that a steady-state condition is maintained. Boilers and 
turbines emit heat due to high-temperature conditions that exist within these units, 
particularly for the boilers. The heat output of these units (boiler heat flux=100 W/m2, 
turbine heat flux=5W/m2) is also input into the CFD modeling, after calibration with 
measured temperatures. Boiler generates heat through combustion with coal and air, and 
the maximum temperature achieved is close to 2000 K, while the turbine runs steam 
which is rapidly expanding and cooling. The turbines are sealed for high-pressure 
operations, which also act to insulate heat losses. Since only the temperature 
measurements were available, the simulations were run at varying heat fluxes, until the 
best match with the measured temperatures were achieved then these heat fluxes were 
used as fixed boundary conditions at these surfaces. As noted above, the equipment 
beneath the turbine deck are lumped as two pressure drops impeding the vent flow; 
however, other major internal structures are directly modeled as shown in Figs 2.1 (a) and 
(b). 
For the vent flow rates and dimensions, the flow has a large Reynolds number, and 
the flow is therefore turbulent. The vent flow speed is 1.64 m/s and the rectangular vents 
have a hydraulic diameter of 3 m, resulting in a Reynolds number of 6.6×106. The 
turbulence in the flow is handled by the so-called RNG κ-ε model in the simulations, 
which is similar to the standard κ-ε model. In the RNG κ-ε model, the low-Reynolds 
number effects at the walls are accounted for, so that wall functions are no longer needed 
(FLUENT 2006). The turbulence input data and agreements with the measured 
temperatures were easiest to achieve with the RNG κ-ε model. The number of operating 
vents and also the vent flow temperatures have been varied in the simulations. Also, for 
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optimization studies, additional vents have been created to find improved circulation and 
temperature distributions. In addition, all other variables such as the boiler heat output, 
outside temperature, the number and locations of exhaust vents can also be varied, 
making this kind of CFD model ideal for optimizing the flow and temperature 
distributions at minimum HVAC electrical energy use. The total number of nodes created 
for the computational model is 812,670 in adaptive tetrahedral grids, which requires 
approximately 50 hours of CPU time to complete a simulation on a PC with dual-core 
Intel processor running at 2.7GHz. Both steady-state and unsteady flows can be simulated, 
although in this study we are mostly interested in the steady-state flow and temperature 
distributions.  
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(a) 
 
(b) 
Fig. 2.1 (a) A perspective view of the building components and geometry; (b) a schematic 
of the basic configuration 
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3. Results and Discussions 
Figures 2.2 and 2.3 show typical temperature contours and flow velocity vector plots 
obtained from the CFD simulations, respectively. The outside temperature is 6.7 ºC (44 
ºF), and three of the vents are operating to supply heated air at 35 ºC (95 ºF). The 
volumetric (mass) flow rate for each vent is 11.2 m3/s (12.79 kg/s), for a total of 33.6 
m3/s (38.36kg/s) for this operating condition. One of the main features of the building 
internal flow, as shown in Fig. 2.2, is that in the current HVAC geometry the vent air 
tends to rise due to buoyancy effects before penetrating very far into the building interior. 
The heated air simply then travels towards the ceiling and out through the exhaust vents, 
without a chance to heat the target area. The flow through the bottom two rows of vents 
fares a similar fate, only reaching the bottom side of the turbine deck and not being able 
to heat the interior where much heating is needed. This loss of heating effectiveness is 
potentially critical under cold-weather conditions, where the lower deck temperatures 
must remain above freezing point due to all the water circulation equipment that resides 
in that section. The buoyancy-driven upward movement of air is also seen close to the 
boiler, where the boiler heat raises the temperature in the vicinity.  
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Fig. 2.2 Contour plot of temperature. The outside temperature is 6.7 °C (44°F), and three 
vents are supplying heated air at 35°C (95°F) 
The flow paths area better visualized in the velocity vector plots in Fig. 2.3. The three 
insets, in addition to the overall cross-sectional view, are magnified views of the junction 
between the turbine deck and the boiler, exhaust vent above the boiler, and the turbine 
section, in a clockwise order from the top-left inset. Figure 2.3 again shows the rise of the 
heated vent air as it enters the turbine deck. The turbines themselves are additional 
obstacles in further penetration of the vent air, as recirculation pattern occurs on both 
sides of the turbine, as shown in the inset. The boilers generate heat, and thus are a heat 
source. Again due to buoyancy effect, this heated air from the boiler outside walls also 
rises and is vented out through the exhaust vents. As we shall see later in this paper, one 
method for optimizing the building HVAC is to make use of this kind of excess heat, to 
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supply warm air to cold regions. Without any active measures, this heated air from the 
boiler is wasted and sent out to the outside as shown in Fig. 2.3.  
 
Fig. 2.3 Vector plot of the flow patterns under identical conditions as in Fig. 2.2 
The heat fluxes from the boilers and turbines are initially estimated, and then adjusted 
to match the measured temperatures. This in turn serves as the validation of the 
computational simulations, once the heat fluxes are set to match the measured 
temperatures at several spots at two ambient temperatures, 6.7 ºC (44 ºF) and  18.3 ºC (65 
ºF). For the latter temperature condition, the boiler was fitted with low-NOx burners, 
which resulted in substantially larger heat flux from the boiler surfaces. In fact, one of the 
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goals of this study was to alleviate the high temperatures in the boiler section under such 
operating conditions. The low-NOx burners operate by concentrating air close to the coal 
injector, and therefore minimizing contact with nitrogen in the air. The resulting flame is 
compact and close to the wall, increasing the wall heat flux. It can be observed in Figs. 
2.4 and 2.5 that the simulation results match the measured temperatures quite well, except 
at the turbine deck (s=48, y=15.2, z=60 m) at ambient temperature of 6.7 ºC, where the 
discrepancy is just approximately 2 ºC. This is attributable to the recirculation pattern 
around the turbine (shown in Fig. 2.3), which causes fluctuations in the temperatures thus 
hampering both accurate measurements and simulations. At other temperatures and 
locations, the agreement between the computed and measured temperatures is quite good. 
It can be noticed in Fig. 2.5 that even though the outside temperature is moderate (18.3 ºC) 
the excess heat generated from the low-NOx burner and the boilers raises the temperature 
in the boiler section (x=60, y=35, z=30 m) to close to 50 ºC. The original HVAC design 
evidently did not include such considerations of additional heat from the low-NOx burner, 
and the current configuration results in unacceptably high temperatures for the operator 
particularly during summer days.  
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Fig. 2.4 Validation of the computational simulations with measured temperatures 
(Tambient=6.7°C). Dark symbols represent the measured temperatures 
 
Fig. 2.5 Validation of the computational simulations with measured temperatures 
(Tambient=18.3°C). Dark symbols represent the measured temperatures 
Figure 2.6 shows the effect of increasing the number of vents which are supplying 
heated air. The temperatures along a vertical line at (x=30 m, z=60 m) are plotted. The 
volumetric flow rate and the temperatures of the heated air through each vent is the same, 
at 11.2 m3/s and 35 ºC (95 ºF), respectively. During cold weather, additional vents up to 
13 are sequentially turned on to maintain operating temperatures in the building, all this 
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in spite of the heat available from the boiler section. While this scheme certainly works, 
as shown by the increase in the temperatures in Fig. 2.6, the cost of vent operation with 
heated air increases due to the electrical power to run the vent fans and the unit heaters to 
raise the vent air temperature to 35 ºC. In addition, sending more heated air requires the 
additional exhaust vents to operate. The vent fan, electrical unit heater, and the exhaust 
fan are rated at 93.3, 12.5 and 5.6 kW, respectively, for a total of 111 kW. The main heat 
is generated from the heat exchange with the steam lines, and the unit heaters only 
augment this heat input. Assuming a typical electrical cost of $0.12/(kWh), each 
additional fan operation with heating will cost $320/day, $9590/month or $115,085/year. 
In the extreme event of all the 13 vents operating with heating, the electrical cost would 
amount to $124,670 for just one month. The current geometry is for a power generating 
plant, and thus any internal electrical energy use represents less power that can be sold to 
the public. It can be seen here that there are significant economic gains to be made 
through optimizations of the building HVAC configurations. 
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Fig. 2.6 Effect of the number of vents, Tambient=6.7°C 
The effect of the ambient temperature is shown in Fig. 2.7. A range of temperatures 
during the winter months at the current building location are considered:-20 to 43 ºF (-28 
to 7 ºC or 244 to 280 K in Fig.2.7). Heating air is supplied through three of vents. The 
trends in the interior temperatures follow those of the outside ambient temperatures, 
except that they are higher than the outside temperatures due to the effect of heated vent 
air and the boiler heat. Lower elevation is at the lowest temperature, due to the natural 
convection effects which moves the air upward as shown earlier. The highest 
temperatures, under heating conditions, are found just underneath the turbine deck where 
the heated air gathers due to the buoyancy effects shown in Figs. 2.2 and 2.3. Thus, 
sending large volumes of heated air is not very effective if buoyancy causes the flow 
motion away from the target area. Again, at higher elevations the boiler heat is sufficient 
to maintain air temperatures in the range of 15 to 25 º.  
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Fig. 2.7 Effect of the ambient temperature with three vents supplying heated air at 35°C 
For optimization, we first consider the target area at lower deck (y<12 m) under low-
temperature conditions. As noted above, the water circulation equipment in this area 
needs to be maintained at above freezing temperatures for normal operations. Although 
the temperature in this section is above 7 ºC (45 ºF) when the outside ambient 
temperature is -28 ºC (-20 ºF) as shown in Fig. 2.7, there are instances where the 
temperature can drop much lower. For example, the gates adjacent to this section are used 
to load or unload supplies; one or both the boilers may be shut down for scheduled 
maintenance; or some of the unit heaters may require service and not be available. In any 
event, it is of interest to optimize the vent configurations to see if less amount of power 
can be used to maintain the lower deck temperatures. One method is to direct all of the 
vent heat into this lower section since the turbine and boiler decks are already at 
relatively high temperatures. Figure 2.8 shows the effect of shutting down the top row of 
vents and diverting this flow all into the lower deck. This contour plot of temperature can 
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be compared with Fig. 2.2, where all the three rows of vents are operating. It can be seen 
that due to higher flow rates there is a better penetration of the heated vent air into the 
lower deck, but not enough to overcome the buoyancy effect. Overall, the temperature in 
the lower deck tends to increase with this strategy, but by an average of about 2 ºC (5 ºF) 
for the ambient temperature of 6.7 ºC (44 ºF). Thus, at least the heated vent air is not 
directed into the turbine deck which does not require additional heating in this condition. 
However, a more effective strategy is needed to make substantial gains in terms of energy 
savings and better distribution of heat.  
 
Fig. 2.8 Effect of directing the heated air to the lower deck, using the bottom two rows of 
vents, Tambient=6.7°C 
An alternative method to make use of the excess boiler heat is to force this heated air 
down ward into the lower deck, instead of letting it escape through the exhaust vents. 
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Figure 2.9 show the effect of reversing the flow direction at the vents at the top of the 
boiler section. Instead of forcing the flow out, the vent flow is now reversed to let the 
outside air in. This would be achieved by reversing the polarity of the electrical motors, 
at no additional electrical usage. For comparison, the incoming heated air vent conditions 
are kept identical to those in Fig. 2.8, i.e., the bottom two vents are used to divert as much 
of the heated air into the lower deck. It can be seen that most of the gains are made in the 
boiler section, where the temperature increases about 2 to 3 ºC. The temperature increase 
does occur in the lower deck, due to the reversed flow, but is much less at about 1 ºC, as 
seen in Fig. 2.9. The reversal of the flow at the top vent is insufficient to overcome the 
tendency of the flow to rise due to buoyancy effect. Also, considering the distance from 
the top vent to the lower deck, the reversed flow at the top vent is not strong enough to 
force the heated air close to the boiler down into the lower deck. 
 
Fig. 2.9 Effect of reversing the flow at the exhaust vents above the boilers, Tambient=6.7°C. 
Dark symbols represent the results of modification 
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Based on the examinations of the above permutations in the vent configurations, 
along with some insight from the basic principles of fluid mechanics and heat transfer, 
we can come up with a combined strategy of optimizing the temperature distributions 
during the low- and high-temperature conditions, as shown in Fig. 2.10. The logic is 
based upon the following basic behaviors of air flow in large buildings: (1) heated air 
tends to rise due to buoyancy; (2) obstacles represent pressure losses for the airflow, and 
sufficient pressure differential must be generated for the flow to overcome these pressure 
losses; and (3) optimum HVAC condition usually occurs when the temperature is 
uniformly distributed through complete circulation or removal of available heat. For a 
given fluid (air), the buoyancy effect essentially scales with the temperature difference 
between the heated and the surrounding. The pressure loss can occur from obstacles or 
friction with the walls and other components. The pressure differential can be created 
either by forcing the air with a fan, removing the flow obstruction or using open vents at 
the opposite end. These are elementary facts from fluid mechanics and heat transfer; 
however, when applied to large-scale structures as guided with CFD simulation results, 
they can be quite effective. The original building designers may have had other priorities 
and/or constraints aside from HVAC optimizations. Understanding of the flow patterns 
and temperature distributions, based on the computational simulations as done in this 
work, allows the plant operators to make relatively simple notifications, so that optimum 
vent configurations can be found for various ambient conditions. 
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Fig. 2.10 Schematic of the two optimized configurations for low- and high-temperature 
conditions 
 
First, we look at the optimized configuration for low-temperature conditions. For the 
low-temperature conditions, the most critical section is the lower deck with the water 
distribution equipment. Thus, the vent flow at the top of the boiler section is reversed to 
force as much of the high-temperature air downward. To draw the heating air further into 
the lower deck, i.e., to increase the pressure differential, the back vents now exhaust the 
air outward, as shown in Fig. 2.10. It can be seen in Fig. 2.11 that there are appreciable 
gains of 1 to 5 ºC increase through the reversal and opening of the back vents. However, 
most of the gains occur at high elevations close to the boiler, as it is relatively easy to trap 
the heat from the boiler through the vent flow reversals. The lower elevations are still 
difficult to control at low temperatures due to natural tendency for warm air to rise. The 
reversed flow at the top of the boiler section is not sufficient to overcome the buoyancy 
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effects. Intermediate fans located internally may be needed to make maximum use of the 
boiler heat toward the lower sections.  
 
Fig. 2.11 Contour plot of temperature under optimized configuration for low-temperature 
conditions. Dark symbols represent the results of modification 
Figure 2.12 shows the total effect of the optimized configuration shown in Fig. 2.10 
for the high-temperature conditions. The most critical region is the boiler section under 
these conditions, where the heat tends to accumulate, particularly with the low-NOx 
burner operating. Thus, this hot air is allowed to escape through the exhaust vents at 
maximum possible flow rates. To assist in this process, two set of back vents are added to 
create a natural flow of air inward; i.e., the heated air will tend to exhaust rapidly through 
the top vents due to buoyancy force, creating low-pressure to draw in outside air through 
the back vents. The front inlet vents also blow the outside air to create additional pressure, 
while the turbine exhaust vents operate normally. Here, the additional cooling effect due 
to the optimized configuration is substantial with a 12 ºC decrease in the maximum 
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temperature. Aside from the high elevations close to the boiler, the temperature profiles 
are more or less uniform reflecting the optimum distribution of vent air. 
 
Fig. 2.12 Contour plot of temperature under optimized configuration during high-
temperature conditions. Dark symbols represent the results of modification 
4. Conclusions 
For reduced carbon dioxide and pollutant emission, it is as important to minimize 
energy use on the consumption side, as maximizing the efficiency on the power supply 
side. In this paper, we have used CFD methods to characterize and optimize the HVAC 
operation in a large-scale building: a power-plant structure where the internal electrical 
energy use can be up to 11% of the out of 435MW gross generation capacity. We used a 
fully three-dimensional model of the power plant building replicating the complex 
internal and external geometries, in order to computationally simulate the flow and 
temperature distributions under a wide range of ambient and HVAC operating conditions. 
The flow patterns and temperature distributions in a large building structure, measuring 
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80 m in width, 120 m in length and 60 m in height, have been computationally simulated 
in some details, with the temperatures validated through spot measurements. 
Identification of the problematic flow patterns and temperature mis-distributions lead to 
some corrective measures, or optimization of the temperature distributions. When basic 
principles of fluid mechanics and heat transfer are applied, along with detailed 
understanding of the flow patterns and temperature distributions as provided by 
computational simulations, substantial improvements under both high- and low-
temperature conditions can be achieved, in most cases with relatively simple, 
implementable modifications. 
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CHAPTER 3 
ESTIMATION OF SPRAY DROP SIZE AND VELOCITY DISTRIBUTIONS  
1. Introduction 
 Drop size and velocity distributions from sprays are important for the obvious reasons 
of influencing the subsequent vaporization and combustion processes. A vast number of 
works exist in empirical modeling, experimental measurements and detailed 
computational simulations of drop size and velocity distributions in various spray 
configurations (Ahmadi et al. 1993; Babinsky and Sojka 2002; Cousin et al. 1996; 
Dumouchel 2007; Dumouchel and Boyaval 1999; Herrmann 2010a; Herrmann 2010b, 
Herrmann and Gorokhovski 2009; Lee and Mitrovic 1996; Lee and Robinson 2011; Li et 
al. 1991; Li et al. 1988; Rothe and Block 1977; Ruff et al. 1991; Sellens and Brzustowski 
1986; Sirignano and Mehring 2000). The references represent a very small subset of the 
existing body of work, and we have referenced only those that have direct relevance for 
this study. Recently, we presented a new, alternate framework for calculating the drop 
size distribution and velocities, based on the integral form of the conservation equations 
of mass, momentum and energy (Lee and Robinson 2011). In this approach, the 
conservation equations, after some algebraic work, render themselves solvable through 
iterative methods. The key is to use the integral form of the conservation equations so 
that the input injection parameters are related to the output spray parameters, without 
having to resolve the details of the atomization physics. Due to the drop size and velocity 
effects are present in the conservation equations, both the drop size and velocity 
distributions can in principle be calculated, although in this work we first focus on the 
effects of the momentum on the mean drop size. 
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 Using an integral formulation of the conservation equations, direct calculations of the 
mean drop size and size distributions were possible, which agreed favorably with 
experimental results and correlations (Lee and Robinson 2011). However, the energy 
equation that did not include the viscous dissipation term led to large underestimation of 
the mean drop size. Also, the treatment of the momentum equation was, under some 
injection conditions, computationally not very stable. From that work (Lee and Robinson 
2011), it was learned that viscous dissipation, or potentially some other mechanisms to 
balance the initial injection kinetic energy, is required for correct estimation of the drop 
size. This point has also been asserted by Sirignano and Mehring16. This alone may be a 
useful feature of this theoretical framework in the sense that we can examine which 
mechanisms need to be included in correctly balancing the spray energy equation.   
 In view of this, we consider an appropriate form of the viscous dissipation term in the 
integral form of the conservation equation, and examine the effects of momentum terms 
(such as the density ratio and injection angles) on the computed drop size. As will be 
discussed later, it is the conversion of the spray kinetic energy to other forms of energy 
that determines the drop size; and we would like to examine the effect of velocity, density 
ratio and atomization length, which are factors associated with the spray momentum. As 
noted above, the velocity or the momentum calculation was less than stable in our initial 
study (Lee and Robinson 2011), where the algorithm had difficulty converging at certain 
injection conditions.  To remedy this weakness, we use a momentum treatment adopted 
from Rothe and Block17. Using this set of editions to the integral form of the spray 
conservation equations, we can further examine the effects of injection parameters on the 
resulting drop size. 
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2. Literature Review 
Spray breakup mechanism is very complicated procedure so that it needs a careful 
modeling. Many models have been devised and used for explanation of complex 
breakups of spray droplets in the pressure-atomized spray. Among them, three important 
models are noteworthy. One is the Taylor-analogy break-up, another is the wave growth 
theory, and the other is the maximum entropy method.  
Taylor-analogy breakup model is a classic and popular method for computing droplet 
breakup. It is based on Taylor’s analogy between a distorting and oscillating droplet and a 
spring mass system. Three terms on the spring-mass system such as external force, spring 
force, and restoring force of spring is analogous to three terms on the droplet such as drag 
force of droplet, viscous force of droplet, and surface tension of droplet, respectively 
shown in Fig. 3.1. It makes an equation closure. Verbally, when the droplet oscillations 
grow to a critical value, the droplet will break up into a number of smaller subsequent 
droplets. As a droplet is distorted from the most frequent shape of a droplet, a spherical 
droplet, the drag coefficient will dynamically change accordingly. This model is known 
for getting the best result when low Weber number spray is analyzed.  
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Fig 3.1. Schematic showing analogy of forces acting on a liquid droplet and spring-mass 
system  
The governing equation above for a damped, forced oscillator is written below. 
m dxdt +  dxdt + kx = F 
By rearranging the second and the third term on the left hand side to the right, 
m dxdt = F −  dxdt − kx 
 
      where x is the displacement of the droplet equator from its spherical position.  
F = Cm ρu
ρr  
k = Cm σ
ρr  
 = C!m μ
ρr 
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where ρ and ρ are liquid density and gas density respectively, u is the relative velocity 
of the droplet, r is the spherical droplet radius, σ is the droplet surface tension, μ is the 
droplet dynamic viscosity and C, C, andC!  are the dimensionless constants whose 
values are 1/3, 8, and 5 respectively according to experiments and theory (Lamb, 1945). 
By equating the parent droplet energy and the subsequent droplet energy, the Sauter-
Mean Diameter can be derived as written below. 
4πrσ + K π5 ρr) *+dydt- + ωy. = 4πrσ rr  + π6 ρr) +dydt- 
By rearranging terms, SMD is written below by assumption that y = x C0r1 = 1, C0 =
0.5, K~O(78 ) and ω = 8σ ρr 1 . 
r  = r
1 + 8Ky20 + ρr +
dydt-
σ
;6K − 5120 <
 
 
Velocity of subsequent droplets is derived by normal velocity of the first time derivative 
of the displacement of the parent droplet which is 
!=!> = CvCbr !A!t , where Cv~O(1). 
Wave growth theory is an alternative to the Taylor analogy breakup model which is 
proper for high Weber number flows (Reitz 1987). It considers the breakup of droplets to 
be induced by the relative velocity between the gas and liquid phases. Its assumptions are 
that the time of breakup and the resultant droplet size are related to the fastest growing 
Kelvin-Helmholtz instability which is derived from the jet stability analysis. The 
wavelength and growth rate of Kelvin-Helmholtz instability are used for prediction of 
details of the subsequent droplets. This model is appropriate when high speed injections, 
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which the Kelvin-Helmholtz instability dominates droplet breakup, usually, We>100, are 
observed.  
Maximum entropy method is classified as one of three models to predict spray drop-
size distributions (Babinski and Sojka 2002). Among three models, the empirical method 
is made up of determination of a mathematical form that fits the experimental data from a 
number of operational variations. It has produced many empirical mathematical spray 
drop-size distributions such as the log-normal, upper-limit, root-normal, Rosin-Rammler, 
Nukiyam-Tanasawa, and log-hyperbolic distributions. In advance, it is not possible for us 
to know which of these distributions will be better to reproduce a given situation. The 
number of parameters that these distributions contain determines the ability to fit spray 
drop size distributions. The discrete probability method postulates that poly-dispersion in 
liquid sprays is due to initial condition fluctuations (Babinski and Sojka 2002). A 
deterministic model is used for prediction of a specific diameter to a given set of initial 
conditions. The poly-dispersion of the drop-size is obtained by description of the 
fluctuating initial conditions by a continuous probability density function. Essentially, the 
poly-dispersion methods define a transformation using the breakup model as a transform 
function from a continuous probability density function as an input PDF to PDF of the 
drop-size distribution. Its difficulty comes from the ambiguous determination of 
replacement of the initial condition fluctuation with the drop diameter distribution. This 
method has a known limitation because, for many atomization processes which have high 
energy, the origin of poly-dispersion is not solely connected to initial condition 
fluctuations. 
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Maximum Entropy Formalism (MEF) is a method of inference allowing the 
determination of a probability density function from a limited amount of information 
(Dumouchel 2009). This information specifies properties that the distribution must satisfy 
and comes from a partial knowledge of the distribution. Among the distributions that 
satisfy the available information, the MEF states the most likely and/or least biased 
solution is the one whose statistical entropy is a maximum. Motivations of the MEF 
method are that liquid atomization is not a deterministic process and may not be modeled 
by a deterministic method and spray drop size and velocity distribution can be 
represented by a probability distribution. Especially for a drop size distribution, the 
number-based and volume-based drop diameter distributions are commonly used in the 
literature. Assume that a spray containing NT droplets. Each droplet is assumed spherical 
and therefore fully characterized by a diameter D. The droplet diameter ranges in the 
interval from the minimal diameter to the maximal diameter denoted as [Dmin, Dmax]. This 
interval is divided into nc classes [Di-ΔDi/2, Di+ΔDi/2] where Di and ΔDi are the median 
diameter and the width of class i, respectively. The droplets are distributed in this class 
series. It is assumed that all droplets belonging to a given class i have the same diameter 
equal to the class median diameter Di. The number of droplets in class i 
becomes ∑ ND = NEFGDH7 . Similarly, the total volume of liquid VT contained in the spray 
and the liquid volume Vi contained in each class are introduced and becomes ∑ VD =FGDH7VE. The spray drop size distribution is characterized by the number fraction distribution 
Pni and the volume fraction distribution Pvi and defined by PFD = ND NE1 , PKD = VD VE1 . 
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Continuous number-based drop size distribution fn(D) and volume-based drop size 
distribution fv(D) are defined by PFD = L fF(D)dDOPQΔOP/OPSΔOP/ , PKD = L fK(D)dDOPQΔOP/OPSΔOP/ . 
Note that despite similarity of definitions of number-based drop size distribution and 
volume-based drop size distribution, only number-based drop size distribution is a 
probability distribution.  
A mean drop-diameter series Dkl by Mugele and Evans15 in Table 3.1 is commonly 
used to characterize liquid spray drop-size distributions and defined by 
D = TL fF(D)DdD∞8L fF(D)DdD∞8 U
7(S) = TL fK(D)DS dD∞8L fK(D)DS dD∞8 U
7(S)
 
Table 3.1. Mean Drop Diameter Designation  
k l Designation Relation 
1 0 Number mean diameter NED78 = V NDDDFGDH7  
2 0 Surface mean diameter NEπD8 = V NDπDDFGDH7  
3 0 Mass mean diameter 
NEπD3836 = V NDπDD36
FG
DH7  
3 2 Sauter mean diameter D 6 = ∑
NDπDD36FGDH7∑ NiπDi2nci=1  
4 3 De Brouckere DZ = [ fK(D)dD∞8  
 
The mean diameter D10 corresponds to the arithmetic mean of the number-based 
distribution fn and D43 corresponds to the arithmetic mean of the volume-based 
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distribution fv. The Sauter mean diameter D32 corresponds to the diameter of the drop that 
has the same volume to surface area ratio as the entire spray. Explicit relation between 
number-based distribution fn and volume-based distribution fv can be derived using above 
equations such as fK(D) = ; OO\]< fF(D). 
The distributions defined can be generalized by the characteristic length such as the 
diameter D or surface of each drop πD2. Liquid spray drops might be also described by a 
joint size-velocity distribution, each droplet of a spray having their own velocity.  
The MEF method states that the most likely and/or the least biased probability 
distribution Pi that satisfies a set of constraints that expresses known characteristic of the 
target distribution is the one whose Shannon’s entropy S,S = −k ∑ PD ln(PD)D  where k is 
constant, is maximum. The constraints can be defined by ∑ PDga,D = 〈ga〉, r = 1, … , mD  
where the quantities 〈ga〉  are known moments of the distribution and constitute the 
available information as well as ∑ PD = 1D . Numerous probability distributions can be 
satisfied by a given set of constraints, but there is only on whose entropy S is maximum. 
If Lagrange multipliers are used, it can be demonstrated that the probability distribution is 
given by PD = expg−λ8 − ∑ λahaH7 ga,Diwhere the Lagrangian multipliers λD, i = 0,1, … , r 
must be determined. By using the properties of the probability density function above, the 
relation between the multipliers can be given by exp(λ8) = ∑ expD g− ∑ λahaH7 ga,Di as 
well as 〈ga〉exp(λ8) = ∑ ga,DexpD g− ∑ λahaH7 ga,Di . The m moments of 〈ga〉  allows to 
determine the Lagrangian multipliers. Suppose that the solution state ψ which is 
uniformly discretized and contains all permissible states is defined, a PDF f is defined by 
PD = L fdψψPQΔψP/ψPSΔψP/  where L fdψψ = 1 and L fgadψψ = 〈ga〉 r = 1, … , m . Finally, the 
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statistical entropy of the PDF is S=−k L fln(f)dψ
ψ
= 1. The PDF that maximizes the 
statistical entropy S subject to the set of constraints in the solution state ψ is f =
exp(−λ8 − ∑ λahaH7 ga). 
The first attempt of prediction of the liquid spray drop size distribution on the basis of 
the MEF method is to consider the breakup of a liquid sheet in the vicinity of the breakup 
region (Sellens and Brzustowski, 1986). The constraints are expected to be satisfied 
according to the conservation laws such as conservation of mass, momentum, and energy. 
These constraints required to be explained in detail by account of each drop, so the 
solution is defined by drop diameter D and velocity U in the solution space ψ denoted as 
dψ=dDdU. The liquid sheet thickness is t and liquid velocity Us is given and non-
dimensionalized by the spray mass mean diameter D30 and the liquid sheet velocity Us. 
Non-dimensionalized parameters are denoted as δ = D D 81 for the diameter, τ =t D 8 1 for the sheet thickness, and u = U Un1 for the velocity. They wrote two separate 
constraints for the kinetic energy and the surface energy in order to explain irreversibility 
of certain energy transformations. In an atomization process, kinetic energy is 
transformed into surface energy but the reverse transformation is not possible. The set of 
constraints is made up of the normalization, mass conservation, momentum conservation, 
kinetic energy conservation, and surface energy conservation, which are denoted as  
∬ fdδdu
ψ
= 1, ∬ fδ dδdu
ψ
= 1 + Sh, ∬ fδ udδduψ = 1 + ShK, ∬ fδ udδduψ = 1 +
Sp and ∬ fδdδduψ = 7 τ + Sn.  Where the source terms Sh, ShK, Sp, and Sn account for 
losses of mass, momentum, kinetic energy, and surface energy during breakup, 
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respectively. The joint diameter-velocity distribution is derived following the general 
form of the MEF method above (Sellens and Brzustowski, 1986), denoted as 
f = expg−λ8 − λ7δ − λδ − λ δ u − λZδ ui 
By integrating this function over the velocity space, the number-based drop diameter 
distribution is derived and denoted as 
fF(δ) = q π4λZδ × rerf suhtλZδ + λ 2 qδ
 
λZu − erf sλ 2 qδ λZuv
× expg−λ8 − λ7δ − λδ − λ δ u − λZδ ui 
The number-based drop diameter distribution derived above is shown to be very 
similar to the shape of the Rosin-Rammler distribution which is a two-parameter 
empirical drop-diameter distribution extensively used to represent spray drop size 
distribution. However, there is a drawback to this since the probability associated with the 
smaller drop sizes is much larger than expected. Then the left tail of the distribution does 
not agree with almost all experimental observations. Therefore, a non-zero momentum 
source term is needed to produce an initial velocity distribution. By coupling the initial 
droplet velocity distribution with a simple air drag model, the downstream velocity 
distribution was investigated and it shows that for all drop categories, the velocity 
variance decreases very fast towards zero whatever the initial velocity distribution is used, 
in other words, mean velocity should be used to characterize any drop category. There are 
a number of different models using the MEF method in order to make up for the deficit of 
the basic modeling of its own and refer to Dumouchel5. 
  39 
This paper is motivated by the MEF method which uses the optimization scheme for 
maximizing the entropy in order to find the appropriate PDF by a partial knowledge of a 
target distribution. The Lagrangian multipliers which are included in the number-based 
drop diameter distribution have been used for the well-known relaxation scheme in order 
to find the optimal values subject to hard constraints by changing hard constraints to the 
optimal objective functions with the help of multiplication of the constants λs by hard 
constraints. Based on the optimization method and the basic probability theory, 
derivations can be closed and utilized further. 
 
3. Mathematical Formulation and Results 
The basic integral form of the conservation equations for mass, momentum and 
energy has been shown in our previous work (Lee and Robinson 2011). We present the 
equations here for the purpose of placing the editions to this work in context. We 
consider a control volume that envelops the spray including all its complex break-up and 
atomization mechanisms. The underlying concept is to relate the mass, momentum and 
energy of the spray at the injector exit, to those at a downstream location where the spray 
is fully atomized. For this control volume, the conservation equations of mass and energy 
of the liquid phase are as follows: 
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The mass conservation is achieved by equating the injected mass flow rate with the 
mass of the droplets contained in a volume swept by the average drop velocity, u , over a 
spray area, A. Again, the velocity distribution is simplified to an average drop velocity, to 
first focus on the drop size calculations. The calculation of the drop size distribution has 
been demonstrated in our previous work (Lee and Robinson 2011). The cross-sectional 
area, A, represents the physical extent of the spray at the plane where full atomization is 
achieved, which could also be determined by the spray cone angle and the atomization 
length. The drop number density is n, while ρw and Di are the liquid density and droplet 
diameter, respectively.  p(Di) is the normalized drop size distribution, and Di the drop size 
bin width.  
In our previous treatment of the momentum equation, the algorithm at times led to 
non-convergent solutions. We find a method for robust computation of the spray 
momentum, based on the work of Rothe and Block17. In this treatment, combined liquid 
and entrained gas mass are used to satisfy the mass conservation. A standard liquid-phase 
dynamical model is then used, where the liquid momentum is attenuated by the 
aerodynamic drag force (due to the relative motion of the liquid phase with respect to the 
entrained gas). In this manner, the gas velocity is introduced in the mass conservation, 
and the two equations are used to solve for the gas and liquid gas velocities. The mass 
and momentum balances have the following basic form (Rothe and Block 1977): 
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Using the above momentum balance, we can compute the liquid and gas velocities for 
a fixed droplet size, D, the results of which are shown in Fig. 3.2. The liquid and gas 
velocities normalized by the injection velocity, uinj, are plotted as a function of the 
normalized distance from the injector, x/dinj, for various density ratios. As can be seen in 
mass conservation equation above, the spray area is a parameter, which is determined by 
the spray cone angle and the atomization length. Here the atomization length is defined as 
the axial distance from the injector where all the liquid has been dispersed into 
geometrically-shaped (spherical) drops. This is a very useful feature in that the injection 
properties such as the spray cone angle and atomization length can be directly entered 
into the algorithm. The injection parameters will then affect the spray momentum and 
kinetic energy downstream, and therefore the drop size. Also, density ratio between 
liquid and gas is a parameter in momentum treatment equation. In Fig. 3.2, the spray cone 
angle of 25 degrees is used, while the plots for various density ratios are included. At all 
conditions, the liquid momentum decays as a function of the distance, with the decrease 
more pronounced at low density ratios (large gas density). The entrained gas velocity is 
typically small, in comparison to the liquid-phase velocity. 
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Fig. 3.2. Normalized liquid and gas velocities, for spray cone angle of 25 degrees (the top 
four lines are for the liquid-phase velocities, while the bottom four are for the gas-phase) 
An argument could be made against the use of the above dynamical relationships, as 
the method assumes that the liquid is in a drop form of some representative diameter, 
from the injector exit. The dynamics of the liquid core and ligaments are quite different 
from that of a spherical drop. However, we are interested not in the liquid core or the 
ligament velocity, but only in the final drop velocity at a downstream location where the 
atomization is assumed to be complete. The momentum is evidently high in the near-
injector region, and is retarded by an appreciable amount mostly at downstream locations. 
Thus, we consider the momentum balance by Rothe and Block17 to provide a reasonable 
estimate of this drop velocity in the entrained gas velocity field at the end of the 
atomization process. 
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For the energy equation, the injected kinetic energy is re-distributed between the 
droplet kinetic and surface energy terms through the atomization process. σ is the surface 
tension in [N/m2]. It was found that a viscous dissipation term is needed for the computed 
drop size to follow experimentally observed range of values. In the integral form, the 
viscous dissipation term has the unit of the energy dissipation rate multiplied by volume. 
Here, we try a form that is proportional to the difference in the velocities squared divided 
by the spray lateral length scale (ds). This is roughly the velocity gradient squared in the 
lateral direction. This term is then multiplied by the spray volume, and the resulting form, 
Ax
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∂ µµ , is inserted in the energy equation above 
as the viscous dissipation term. There is a constant factor of K, which is calibrated based 
on comparison with experimental data, and ds is the lateral length scale of the viscous 
shear stress. If we take this length scale to be equal to the spray diameter corresponding 
to A, then this length is canceled and the only length scale remaining is x, the atomization 
length. To be rigorous, the viscous dissipation should be proportional to the square of the 
velocity difference, not to the difference of the velocities squared. We have tried several 
forms of the viscous dissipation term, and the current form yields the best agreement with 
experimental data. Thus, this term is subject to further refinements, through more 
comprehensive comparisons with experimental data under wider range of injection 
conditions. 
After the above steps, we can utilize one of the convenient aspects of this framework: 
an expression for the Sauter Mean Diameter (SMD) naturally appears out of the mass and 
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energy equation defined above (Lee and Robinson 2011). To start, we can solve for the 
drop number density, n, from the mass conservation equation above, to obtain 
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Substitution of this expression into the energy equation results in an expression for the 
SMD or D32, after some algebra. This is due to the 2nd- and 3rd-moment terms that appear 
in the energy equation. 
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As shown in the equation above, the SMD is determined from the surface tension, 
liquid density, the viscous dissipation, and the kinetic energy defect in the spray (the 
difference in the kinetic energy of the liquid-phase from the injector to the equilibrium 
plane). If the kinetic energy of the droplets is small with respect to the injected value, 
then SMD is small, and vice versa. That is, if the droplets are moving at high speeds, they 
will be doing so in large sizes, as the kinetic energy is not converted to surface tension 
energy. In that regard, the estimation of the drop velocity is a critical component in this 
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framework, as described above. The viscous effect is also included in the SMD equation 
above, after proper normalization. 
We can use the setup described above to examine the effects of velocity on the spray 
drop size. For example, the SMD equation shows that if there is a large velocity defect 
then the surface tension energy should be high or the drop size small. We start by 
examining the trend of the drop size as the drop velocity is varied, and compare with 
experimental data. There is a set of data taken by Ruff et al.18 that includes both the drop 
size and velocity in the dense regions of pressure-atomized sprays. A relatively large-
diameter injector, 9.5 mm, were used to inject water into quiescent air at ambient 
condition, with typical injection velocity of 56.3 m/s. These numbers corresponded to 
Reynolds number of 534,000 and liquid-phase Weber number of 412,000. The details of 
the experiment can be found in Ruff et al.18. In the data (plotted as dark symbols in Fig. 
3.3), it can easily be observed that large droplets are found in the interior of the spray 
where liquid-phase velocities also tend to be high. The drop velocities decrease as one 
moves further away from the centerline (Ruff et al. 1991), and so does the drop size. 
There could be quite complex dynamical processes in the droplets forming from the 
contiguous liquid core; however, the current integral approach overlooks the detailed 
mechanisms and only relates the input and output variables. Thus, we may apply a pencil-
like control volume originating from the injector toward a particular radial location in the 
spray, and make use of the SMD equation to relate the drop size with drop velocity, as in 
Fig. 3.3.  For the constant K, a fixed value of 55,000 appears to give the best results in 
Fig. 3.3. This is a large number, which either indicates the significance of the viscous 
dissipation term or that some of the scales in the viscous dissipation term are 
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underestimated. An alternate interpretation is that if we take the lateral scale, ds, to be of 
the order of the mean drop size, say 100 μm, then the scaling constant, K, would be 5.5. 
Thus, SMD itself may be the better length scale to use in assessing the magnitude of the 
viscous dissipation term. Most of the viscous shear stress is expected to occur at the 
scales where the drops are torn from the contiguous liquid ligaments. However, this 
would only alter the numerical value of the constant K, and leave the main results 
unaffected. 
 
Fig. 3.3. Comparison of the calculated SMD with experimental data 
For x/dinj = 25, the agreement between the measured and calculated SMD is quite 
good, except at r/x of 0.1 at which point the measured SMD is quite small compared to 
all of the other data points. Overall, the measured SMD’s at this axial location show a 
decrease with increasing radial distance. The data point at r/x=0.1 lies well outside the 
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trend shown by the other data at x/dinj = 25, and is attributed to measurement 
uncertainties.  At x/dinj = 50, there is a gradual decrease in the SMD as one moves 
radially outward, with the computed values underestimating the measured ones by 10 to 
20 %. The measured SMD stays more or less flat at x/dinj = 100 in spite of the fact that 
measured drop velocity decreases with increasing radius (Ruff et al. 1991). Since the 
drop velocity decreases with increasing radial distance, the computed SMD follows the 
same trend. Overall, the trend and values of the SMD are captured well, based on the 
energy equation using the measured drop velocities in the calculations. To compute the 
SMD using the SMD equation, we only need the drop mean velocity from the data by 
Ruff et al.18, along with fluid parameters such as the surface tension, viscosity. As noted 
above, without the viscous dissipation term, the SMD estimates would be very low, 
typically 10 μm or less, as all of the lost kinetic energy must appear in the form of surface 
tension energy. The viscous term absorbs a good portion of this energy, so that the 
resulting drop size are close to observed values. 
As shown back in Fig. 3.2, the liquid velocities decay with increasing distance from 
the injector. Other injection parameters, such as the spray cone angle, the density ratio, 
and the atomization length, also will determine the liquid velocity, and subsequently the 
SMD. We can examine the effects of these spray parameters on the SMD. In order to do 
so, we first keep the atomization length assumed to be 100dinj, which is in the range of 
typical experimental observations (Lee and Mitrovic 1996). Evidently, if the atomization 
lengths were assumed to be at a further downstream location, then the liquid velocities 
are smaller (as shown in Fig. 3.2), and therefore so would the SMD be. The SMD 
computed in this way are plotted as a function of the density ratio at several spray cone 
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angles in Fig. 3.4. In Fig. 3.2, when the gas density is large in comparison to the liquid 
density, i.e. small 
ρw
ρ1 , the liquid velocity is retarded much faster, due to the larger 
aerodynamic drag. This is reflected in Fig. 3.4, where smaller drop sizes are observed at 
low density ratios. The spray cone angle also affects the SMD, as the liquid velocity 
decays faster at larger spray cone angles. However, beyond 45o further changes are 
relatively small. If we plot the liquid velocities again at different spray cone angles in Fig. 
3.5, we can see that for a factor of two or more increase in the spray cone angle there is 
only a modest decrease in the liquid velocity beyond 45o. 
 
Fig. 3.4. Variations of the SMD with the density ratio 
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Fig. 3.5. Normailzied liquid-phase velocities, for various injection angles 
 
The effect of the atomization length can also be examined, as in Fig. 3.6. At larger 
atomization lengths, the drop velocities are much smaller as shown in Figs. 3.2 and 3.5, 
and this is reflected in the smaller SMD’s at larger atomization lengths, in Fig. 3.6. 
Beyond x/dinj of ca. 200, the SMD levels off, and undergoes relatively small change. 
Calculations of the Weber number, using the injector diameter as the length scale, yield a 
similar asymptotic behavior. The Weber number approaches an asymptote close to x/dinj 
of ca. 200, for density ratios above 100. Thus, this length scale is appropriate for 
estimation of the atomization length in pressure-atomized sprays.  
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Fig. 3.6. SMD as a function of the atomization length, at various density ratios 
 
4. Conclusions 
 In this work, we have considered an appropriate form of the viscous dissipation term 
in the integral form of the conservation equation, and examined the effects of momentum 
terms on the computed drop size. The SMD calculated in this manner agrees quite well 
with experimental data that included measurements of both the drop velocities and sizes.  
The revised treatment of liquid momentum, following the work by Rothe and Block17, 
also leads to quite stable calculations for a wide range of density ratios. Injection 
parameters such as the spray cone angle and the atomization length are directly input to 
the system of equations. Thus, this approach can incorporate various injection parameters 
into the computations, and can be used for further considerations of the drop and velocity 
distributions under a wide range of spray geometry and injection conditions. 
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CHAPTER 4 
ESTIMATION OF GROUNDWATER ELEVATION  
1. Introduction 
Water is a necessary and useful resource for human life. Fresh water is central to 
sustainable development, economic growth, social stability and the alleviation of poverty 
(Clarke and King 2004). Groundwater is held by underground aquifers, representing 
almost all fresh water that is not in the form of ice (Clarke and King 2004). In other 
words, groundwater is commonly understood as the water occupying all of the voids 
within a geologic stratum.  
Groundwater is a scarce and useful resource because only 2.5% of all water resources 
on Earth are fresh water, and only 30.1% of all of the fresh water resources are in the 
form of groundwater (Gleick 1993). Desert life in arid states can be maintained through 
the use of groundwater. Hence, groundwater presents a potential solution to the lack of 
potable water faced by many regions of the world. For example, without groundwater, 
Palm Springs, California, would not be a popular leisure destination for golfers (U.S. 
Geological Service 2005). The area of interest in this work is either arid or semi-arid, in 
which needs groundwater and encompasses the southwestern states of the United States, 
such as California (CA), Arizona (AZ), Utah (UT), and Nevada (NV). 
Many methods were implemented to estimate groundwater level. Methods include the 
delaunay polygon, kriging, radial basis function, and inverse distance weighting methods. 
The main assumption of the aforementioned methods is that groundwater level can be 
interpolated by a related mechanism.  
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A delaunay interpolation is used to define regions based on a set of data points in a 
given plane, such that the regions must be enclosed by a line midway between the 
measured point under consideration and the surrounding points (Brassel and Reif 2010). 
In geostatistics, Kriging is an interpolation method for which the interpolated values are 
modeled by prior covariance, governed by a Gaussian process, commonly known as the 
best linear unbiased prediction method (Olea 1974). A radial basis function is a real-
valued function whose value is dependent only on the distance from the origin (Lin and 
Chen 2004). Using this function, the sums of radial basis functions are used to 
approximate given functions, which give interpolated values. Inverse distance weighting 
is a deterministic multivariate interpolation method that uses a known set of scattered 
points (Watson and Philip 1985). Other interpolation methods such as the bilinear, 
nearest-neighbor, and bi-cubic methods can also be used.  
The aforementioned traditional methods perform very poorly when sparsity is 
apparent. Therefore, many researchers look for methods of how one can find a true 
estimated value without degrading the accuracy. 
A novel compressed sensing (CS) algorithm is introduced for an estimation of 
groundwater level to find a true measurement while reducing data acquisition. Estimated 
groundwater levels by CS can also help making a visualization of groundwater contour 
map to monitor trend of groundwater use. CS is a recently developed advanced 
technology that enables the reconstruction of a signal by using sparsity to solve 
significantly underdetermined linear algebra problems in broad fields.  
The CS technique has several requirements, as described below. 
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- The desired groundwater network database must be compressible, in other words, the 
database must show the sparsity in the domain. Based on the numerous types of 
experiments conducted in these regions, groundwater network databases are naturally 
compressible. When the spatial domain is transferred to the Fourier domain, they also 
show the transform sparsity.  
- The measurement matrices are random matrices, such as a Gaussian, Bernoulli, or more 
generally any sub-Gaussian distribution that is known to satisfy the restricted isometry 
property (explained in Section 3) with high probability. 
- The l1-optimization algorithm, also known as the basis pursuit algorithm, is mainly 
used. An alternate recovery model known as Total Variation (TV) can be applied. The 
TV model uses gradient sparsity in the spatial domain. 
This scheme is entirely new and can also be used for analog 2-Dimensional (2-D) 
data recovery. Originally, the CS measures the signal via on-line sensing devices and 
then, signals are recovered afterwards by off-line. Because a groundwater network has 
not been established by online sensing devices, which are not typically interconnected 
with the same data acquisition board, instead the accessible groundwater data for a 
certain time period and within certain registered wells are gathered and pre-processed for 
an appropriate use. Therefore, on-line measurements of groundwater network data remain 
unexplored. Hence, for this work, after the groundwater network data are set up, the 
recovery method written above is applied to solve the convex optimization problem.  
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Groundwater retrievals via the National Aeronautics and Space Administration 
(NASA) data are explained in two ways in Section 2 to compare our results and 
eventually validate our suggested method. In Section 3, CS algorithm, materials, 
computational methods are described. The sparse representation of the groundwater 
network is shown; the detailed steps used to acquire groundwater level data from various 
sources are explained; and the algorithmic flow is provided. Results are shown and 
discussion is followed in Section 4. Finally, the conclusions of this work are drawn in 
Section 5. 
 
2. Groundwater Retrieval 
Two groundwater retrieval methods via NASA data will be explained in this section. 
One is wetness percentile and the other is groundwater budget.  
The National Drought Mitigation Center at the University of Nebraska-Lincoln, as 
part of the NASA data assimilation, provides wetness percentile on a weekly basis. It is 
defined as the percentage of days within a one-month window of the current day of the 
year that were drier than the current value at the same location during the period 1948 to 
present. In other words, the groundwater wetness percentile represents the percentile of 
the time, for a given location and time-of-year, that the groundwater storage level was 
lower than that of the current time. For example, a wetness percentile of 10 means that 
for only 10% of the time, is groundwater storage level is lower than the current level for 
that particular location and time of the year. 
The construction of the wetness percentile for a given location and time of the year is 
related to complex procedures with several NASA data components. Briefly, total water 
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storage consists of surface water storage and groundwater storage. Using NASA Gravity 
Recovery And Climate Experiment (GRACE) data, total water storage can be obtained. 
By NASA Global Land Data Assimilation System (GLDAS) land surface models (LSMs), 
total amounts of surface water storage can be calculated. The amount of groundwater 
storage can be estimated by subtracting total amounts of surface water storage from total 
water storage. Historical data of groundwater storage in NASA database range from 1948 
to present. The location of current groundwater storage can be picked in the cumulative 
density function (CDF) of groundwater storage database on a specific location. 
NASA GRACE satellites measure the time-variable gravity field of the Earth. Low 
Earth Orbit (LEO) satellites orbit the Earth on the same path, separated from each other 
by a given distance, allowing the relative position of a pair to be accurately determined. 
The GRACE outcome is a set of fully normalized spherical harmonics coefficients, Clm 
and Slm, with degree l and order m up to 96. Therefore, the Terrestrial Water Storage 
(TWS) anomalies can be directly estimated by gravity coefficient anomalies, ∆Clm and 
∆Slm, for each month (Swenson and Wahr 2002), as written below. 
∆η
land
(θ,ϕ,t)= aρavg
3ρ
water
V V Px lm(cosθ)l
m=0
∞
l=0
2l+1
1+kl
(∆Clm cos(mϕ) +∆Slm sin(mϕ)) 
where θ is the polar distance, ϕ is the longitude, a is the equatorial radius of the Earth, 
ρ
avg
 is the average density of the Earth, ρ
water
 is the density of fresh water, Px lm is the fully 
normalized Legendre associated function of degree l and order m, and kl is the Love 
number of degree l (Han and Wahr 1995). 
  58 
At high degrees and orders, spherical harmonic coefficients are degraded due to 
noises and various errors. Gaussian filters and de-stripping filters are usually applied to 
minimize the effect of errors.  
The TWS anomaly is the change of the total water storage amount in the vertical 
column from the groundwater to surface water at a specific location. Once the TWS is 
established on the Earth, four GLDAS LSMs such as the Community Land Model (CLM), 
the Variable Infiltration Capacity (VIC), Mosaic, and Noah simulate the Earth surface 
water and groundwater flows in a sophisticated way by interacting with several forcing 
variables and multiple sources of observational data from the various climate monitoring 
institutions. 
From the simulation results presented by the LSMs, the amount of variation in terms 
of the surface water and groundwater can be made. In particular, the surface water runoff, 
storm surface water runoff, base groundwater runoff, precipitation, soil moisture, snow 
water equivalent, evaporation, and evapotranspiration are discretely evaluated and made 
publicly available. As a result, groundwater storage can be calculated by subtracting the 
total GLDAS land surface water storage from the TWS.  
Based on the computed data for the changes in groundwater amount and the historical 
database of changes in groundwater storage, a CDF of the groundwater storage changes 
from the entire time series from 1948 to the present for the same month of the year can be 
created. A CDF is a benchmark of the relative location of the current groundwater storage 
change based on time-series data. Then, for any change in groundwater storage, the 
wetness percentile can be estimated correctly. NASA has published the wetness 
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percentile data since August 2002. This is currently used to give a good indication of the 
frequency of drought conditions. 
To develop percentile data from our groundwater level data, groundwater network 
data from January 1942 to December 2014 were used. For a comparison with the wetness 
percentile, two spatial resolutions (0.25 by 0.25 degree and 1 by 1 degree) with yearly 
temporal resolution were used to build groundwater level percentile. First, the 
groundwater level percentile in 2002 is initiated because NASA has published the 
wetness percentile data since August 2002. A time-series of groundwater network data is 
generated to make a CDF of groundwater level over the periods of interest, and then the 
yearly measurement of groundwater level for a specific year is used to determine the 
groundwater level percentile. The groundwater level percentile data span from 2002 to 
2014.  
Because the yearly groundwater level percentiles were constructed due to intermittent 
measurements of groundwater level data, the wetness percentiles given by NASA were 
converted to yearly averaged wetness percentiles as well. These values are then compared 
with the groundwater level percentile. We call the groundwater level percentile as 
groundwater percentile in this study. 
Secondly, for derivation of groundwater budget, GLDAS LSMs data are used. 
Groundwater budget can be defined in a sentence as the variation in groundwater 
elevation is equal to the variation in the difference between the recharge amount and 
consumption amount.  
Scientists at the National Oceanic and Atmospheric Administration (NOAA) National 
Centers for Environmental Prediction (NCEP) and the NASA Goddard Space Flight 
  60 
Center (GSFC) jointly developed the GLDAS for a prediction of weather and climate 
change. In this work, water contents in terms of vertical columns from ground to 
atmosphere can be found in the products from GLDAS.  
GLDAS uses a variety of satellite observation data and conventional observation data 
in simulation routines. Satellite data from the Advanced Very High Resolution 
Radiometer (AVHRR) are used for the land cover class (surface fields of vegetation 
greenness and its seasonality) (Hansen et al. 2000), data from the Advanced Microwave 
Scanning Radiometer (AMSR) are used for soil moisture fields (Mahrt and Pan 1984; 
Reynolds et al. 2000), data from the Television Infrared Observation Satellite (TIROS) 
Operational Vertical Sounder (TOVS) are used for temperature (Ottle and Vidalmadjar 
1992), the Moderate Resolution Imaging Spectroradiometer (MODIS) is used for real-
time snow cover (Rodell et al. 2002), data from the Special Sensor Microwave/Imager 
(SSM/I), NASA-NASDA’s Tropical Rainfall Measuring Mission (TRMM), the 
Advanced Microwave Sounding Unit (AMSU) are used for real-time precipitation (Atlas 
and Lucchesi 2000; Klinker et al. 2000; Turk et al. 2000;Huffman et al. 2003). 
Observational data from hourly 24-km World Wide Merged Cloud Analysis (WWMCA) 
and the Air Force Weather Agency’s (AFWA) Agricultural Meteorology modeling 
system (AGRMET) (Kopp and Keiss 1996) are used for solar radiation (Hamill et al. 
1992; Shapiro 1987; Idso 1981). 
Both satellite data and conventional data are used to derive either an important factor 
or to correct important parameters and forcing model outputs in various steps while the 
LSM runs. In GLDAS, surface runoff is determined by the simple water balance model 
(Schaake et al. 1996), using a devised probabilistic model in upper layer and bottom layer 
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to predict runoffs. Evaporation is derived from the Penman potential evaporation (Mahrt 
and Ek 1984). The prognostic equations for non-dimensional volumetric water content 
predict the soil moisture state variables (Mahrt and Pan 1984). Other values such as the 
soil temperature, snowpack depth, snowpack water equivalent, surface water content, the 
energy flux and water flux terms of the surface energy balance and surface water balance 
are estimated as GLDAS outputs (Rodell et al. 2004). 
The Noah LSM is used in this paper because it only provides fine grid (0.25 by 0.25) 
outputs. In the Noah data, the hydrological cycle elements such as evaporation, surface 
runoff, base groundwater runoff, storm runoff, snow content and moisture content in the 
subsurface layers of the Earth were pulled and processed for comparison with the 
suggested method in this paper.  
The hydrological budget equation is written below,  
∆GWbudget = ∆Qs + ∆Qstorm + ∆Qbase GW + ∆M + ∆S − ∆E 
where ∆GWbudget is the groundwater budget, ∆Qs is the surface runoff, ∆Qstorm is the 
storm runoff, ∆Qbase GW is the base groundwater runoff, ∆M is the moisture content, ∆S is 
the snow content, and ∆E is the evaporation. The base grid from the Goddard Earth 
Sciences Data and Information Services Center (GES DISC) and NASA Earth 
Observatory is 0.25 degree in both latitude and longitude. The Noah data span from 
March 2000 to November 2014, allowing for the construction of a yearly averaged 
groundwater budget.  
Initially, all units mentioned above are given in kg/m2. For comparison with total 
rainfall in feet and groundwater elevation in feet, the values are divided by water density 
  62 
at 4 degrees Celsius. Therefore, the groundwater budget unit is the meter. It is converted 
to feet by conversion factor 3.28084.  
 
3. Algorithm, Materials and Methods 
A compressible signal is a signal that can be sparsely represented in a proper basis. 
According to CS, compressible signals can be perfectly recovered from far fewer samples 
than the number required by the Nyquist theorem, which specifies that one must sample 
at least two times faster than the signal bandwidth.  
Using groundwater network data, the construction of compressible signal network 
data is first illustrated, and then the modeling approach for an l1-optimization based on 
the groundwater network databases is shown.  
First, we suppose that the network data are composed of a matrix of size N by 1, in 
which N nodes are elements of the network data. Each node acquires a sample xi, which 
is the ensemble averaged groundwater level at the specified coordinate ranges on Earth. 
The first goal when using the groundwater network data is to collect the vector x 
=[x1,…,xn]T. We set x as an m-sparse representation if a proper basis Ψ=[Ψ1,...,Ψn]T can 
be found and it meets the condition of x=∑ ziΨi, where i=1 to m as well as m≪n.  
The Null Space Properties (NSP) states that only an m-sparse vector is guaranteed in 
the null space Ψ whose zi =0. Restricted Isometry Properties (RIP) guarantees that matrix 
Ψ preserves the distance between any pair of m-sparse vectors and ensures that they 
remain nearly orthonormal (Eldar and Kutyniok 2012). When these conditions are 
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satisfied, we can collect the sample y=Φx, where Φ is a size K by N sensing matrix 
whose element Φj,i is a set of independently and identically distributed random variables 
with variance 1/k. In most cases, its element is a zero-mean random variable. 
Consequently, we can recover x from y by solving a linear programming problem 
formulated as below. 
Min ||x||1 such that y=ΦΨz.  
where matrix Φ satisfies an RIP with (m, δ) for δ∈ (0, 1) if (1-δ)‖x‖≤‖Φx‖≤ 
(1+δ)‖x‖. 
One specific condition for RIP is defined as m=2K and δ<√2-1. Random matrices 
such as a Gaussian, Bernoulli, or more generally any sub-Gaussian distribution are 
known to satisfy the RIP with high probability. The related condition, which is referred to 
as incoherence, requires that the rows of matrix Φ cannot sparsely represent the columns 
of matrix Ψ (Baraniuk 2007). The condition that guarantees the accuracy of the recovery 
results is given by k≥C·m·log(n), where C is a small constant. As suggested by the four-
to-one practical rule (Donoho 2006), m=4k is generally sufficient. The requirement of 
compressed sensing means that a sensor measures samples y=Φx, where y is a length M 
vector, and satisfies K<M≪N, such that one can reconstruct the original data from far 
fewer samples K≈M≪N than the traditional sampling method.  
Most groundwater network data problems are solved in the spatial domain. In cases in 
which the transform sparsity must be applied, 2-D groundwater network data f(tx,ty) from 
samples F(x,y) of the discrete Fourier transform on a radial domain Θ are constructed. 
Furthermore, the 2-D Fourier transform is formulated below. 
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 F(x,y)= ∑ ∑ f(tx,ty)e-2πi;tx xN+ty yN<N-1ty=0N-1tx=0  
where f(t=, tA) is the 2-D groundwater network data set, and F(x, y)|Θ are samples on the 
domain Θ. 
For a better understanding of the idea of CS, an example is shown in Fig. 4.1 for a 
brain CT scan. The image size is 256 by 256. The total pixel count is 65,536. Two 
reconstructed examples are shown in Figs. 4.2 and 4.3: the former reconstruction was 
obtained with a low sampling rate, and the latter, with a high sampling rate. 
The right side of Fig. 4.2 shows the recovered brain CT obtained by solving the l1-
optimization after gathering 2,025 sample pixels. This approach uses 22 radial lines for 
sampling, as shown on the left side of Fig. 4.3. Obvious deviations in comparison with 
the original brain CT can be observed. For measurement errors between the original and 
the reconstructed image, the 2nd norm is used, which is denoted as below. 
t∑gxij-x~iji2  for all i,j ∈ (1,n)  
The mean of percent deviation is denoted as below. 
∑ ( xij-x~ij
xij
 n2)1 .  
Its error is 2956 (42% by mean of percent deviation). Note that at the Nyquist 
sampling rate is 2/N (0.0087 Hz). However, in this low sampling rate case, the 
sampling rate is /22 (0.1428 Hz). Few samples are collected, causing the reconstruction 
of the original image to fail.  
When the sampling rate is increased to /90 (0.0349 Hz), the reconstructed brain CT 
on the right side of Fig. 4.3 is successfully recovered. The total count of sampled pixels 
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in Fig. 4.3 is only 12,479 of 65,536, or approximately 19%. The error in this case is 386 
(12% by mean of percent deviation). 
 
Figure 4.1. Original brain CT 
 
 
Figure 4.2. Recovered brain CT (right) based on a low sampling rate (the white dots are 
sampled on the left)  
 
 
Figure 4.3. Recovered brain CT (right) based on a high sampling rate (the white dots are 
sampled on the left) 
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In these examples, which utilize sufficiently smaller sampling rates than the Nyquist 
rate, CS enables incomplete measurements to be reconstructed.  
For the application of CS to groundwater network data, the sparsity of the constructed 
groundwater network data must first be verified. The successful reconstruction of original 
data from smaller measurements should be checked, accordingly. The exact and unique 
reconstruction can be obtained by using a measurement process that satisfies RIP and 
incoherence in most cases. As the incoherence of the measurement matrix in the sparse 
basis increases, fewer measurements are needed.  
In this paper, measurements of the groundwater network data are regarded as analog 
numeric data with a different time frame at each point of measurement. This is similar to 
treating the approach as a geological measurement type for K-sparse compressible 
measurements. l1-optimization is used for compressible groundwater network data. A 
generic measurement matrix is considered first. Many other formulations can be achieved 
because the measurement itself can contain errors, and the same problem can be cast with 
different selectors for the statistical estimation.  
Note that many other sparse transforms, such as the discrete cosine transform, 
discrete curvelet transform, and discrete wavelet transform, can be applied to the 
measurement of compressible groundwater network data. For a detailed review of and 
further assistance with CS theory, please refer to these papers (Elad 2010;Elda and 
Kutyniok 2012;Yin et al. 2008;Elad et al. 2005;Stojnic 2010;Takhar et al. 2006;Duarte 
and Elda 2011;Donoho 2006;Candes et al. 2006;DeVore 2007). 
Groundwater data pre-processing, groundwater data network construction, and the 
computational methods are described below.  
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To obtain groundwater level measurements, the sensing modality is either a pressure 
transducer fitted with a data logger or a floating device fitted with a roller in a rail that is 
pulled by a counter weight on the opposite end as the water head fluctuates within the 
registered well (Cunningham 2014).  
In each registered well, the depth-to-well (or the water head) is measured by the 
hydrostatic pressure change calibrated by the reference point or the displacement 
measured by the rolling distance of the wheel, which is sensed by an odometer 
(Cunningham 2014). The measurements used in this work were made by the USGS 
Groundwater Data Watch for Nations, whereas other data were derived from databases in 
each state’s water department and consist of data from multiple sensor data collecting 
platforms. These platforms collect the data and then send the data to the data logger on 
the site, which then transmits the information through satellite networking or land lines; 
ultimately, all of the data are collected at ground receiver station. Furthermore, it is worth 
noting that some wells have been measured manually by the USGS and the state’s water 
department. 
The measured groundwater data at the wells consist of the depth-to-well by date and 
the elevation. A depth-to-well is the measurement of the height of water relative to the 
well hole. This measurement is a benchmark that enables us to monitor any changes in 
the storage of groundwater. Elevation is the vertical datum used to describe the well 
location, taking the sea surface level as the reference point. Note that NGVD29 (National 
Geodetic Vertical Datum of 1929), NAVD88 (National Geodetic Vertical Datum of 
1988), or NED (National Elevation Dataset) values are used. The elevation allows 
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measurements of the depth-to-well to be represented with respect to the sea surface level 
for the gathered well databases.  
In this paper, the term called groundwater elevation is used for the calculated depth-
to-well with respect to sea surface level. Groundwater elevation can be obtained by 
subtracting the depth-to-well from the elevation of the well location. It produces 
information which is comparable with the data for other wells within the areas of interest. 
A groundwater network map can be established by gathering all of the information 
for the registered wells. To collect the groundwater data, we used the USGS and the 
state-managed water department sites  shown in Figs. 4.4 and 4.5, respectively since 
USGS and the state water department monitor wells, in addition to providing a historical 
database. The groundwater elevations can be plotted in a 2-D gridded plane by 
longitudinal and latitudinal degrees, according to a predetermined grid size, for example, 
0.25° by 0.25°.  
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Figure 4.4. USGS Groundwater Watch Site (Circle, Square, and Triangle represent the 
monitored sites); http://groundwaterwatch.usgs.gov/default.asp  
 
 
Figure 4.5. Arizona Groundwater Watch Site (Red dots represent the registered wells in 
the highlighted region); https://gisweb.azwater.gov/WellRegistry/Default.aspx 
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After the groundwater data network was built from data sources originating from the 
USGS, Arizona Department of Water Resources (ADWR), California Department of 
Water Resources (CDWR), Nevada Department of Water Resources (NDWR), and Utah 
Department of Water Resources (UDWR), each row in the database contains a latitudinal 
degree, a longitudinal degree, ground elevation, record year, record month, and record 
day such as [36.1675, -119.3569, 169, 2010, 8, 18]. For example, the GWSI site ID 
361003119212501 is located at (36.1675, -119.3569), its ground elevation is 169 feet, 
and it was recorded on 8/18/2010. This format is used throughout the computations in 
this work. 
For the areas of interest, a latitudinal degree ranges from 31.125 to 42.125, and a 
longitudinal degree falls within -124.375 to -109.125. Based on the pre-set degree above, 
all of the data were fit to the same grid system, such as 0.25 by 0.25 degree or 1 by 1 
degree, to build the groundwater network data construction. Additional values in 
unverified areas in the groundwater network were obtained by Delaunay method. Due to 
the intermittence of the measured groundwater data, a yearly comparison of the data is 
assessed instead of a monthly data comparison. 
In each run of the l1-optimization procedure, a sampling rate α must be varied. At the 
end of each run, important variables are stored in the groundwater network database 
(GNDB). These variables include the total sampling rate, compression rate, original 
groundwater network data, recovered groundwater network data, error (2nd norm), and 
total computation time. The initial sampling rate is 90%. Based on extensive trial and 
error, a sampling rate α was determined.  
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Using the data in the GNDB, three samples are chosen as the sparsest, the 
intermediate, and the densest, respectively, according to the cardinality (total number of 
nonzero elements in the data) of the given network data. A pilot run is performed from 
the highest sampling rate to the lowest sampling rate in each category, while tracking key 
performance indices. Based on the pilot test results, a minimum sampling rate is chosen, 
as well as a minimum error, denoted by δ. These two parameters are used to terminate the 
l1-optimization loop.  
Immediately after the termination criterion mentioned in the previous step has been 
met, the integrity of the groundwater network data is assessed. Once the integrity has 
been assured, then all procedures are finished. A primal-dual algorithm for linear 
programming is used to reconstruct the groundwater data, and l1-magic embedded in 
Matlab is used. Detailed step-by-step procedures (Boyd and Vandenberghe 2004; Candes 
et al. 2006) are explained in Appendixes A and B. A flowchart is shown below, in Fig. 
4.6.  
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Figure 4.6. A flow chart depicting the algorithm used in this work 
 
4. Results and Discussion 
The validity of the application of the l1-optimization approach to groundwater 
elevation estimation must be proved through the aforementioned methods in Sections 2. 
Before these methods are proved, we use a self-validation method to prove our 
suggested method. To do so, several point measurements are excluded from the original 
data. The questions are 1) whether l1-optimization can construct the excluded point 
measurements, 2) what the minimum sampling rate must be for the optimization to 
accomplish the construction, and then, 3) how the method functions once the maximum 
sampling rate has been chosen.  
Data Acquisition 
Data Pre-Processing 
Groundwater Data 
Network Buildup 
l1-optimization 
δ ≥ Error 
Store Data in DB 
End 
N 
Yes 
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A total of 26 point measurements (5 to 7 point measurements per state, apart from 
each point) are selected randomly for the southwestern US and are shown in Fig. 4.7. The 
red asterisks represent the excluded point measurements, and the black dots show the 
state boundaries. If the selected point measurement site falls within a city boundary, the 
city name is written near the red asterisk in Fig. 4.7. If the point is simply near a road or 
does not fall close to the city boundary, then no annotations are provided. When the l1-
optimization was applied, those points had been purposefully eliminated so that the 
compressibility of the groundwater network data and the accuracy of the l1-optimization 
could be checked by comparing the reconstructed data with the original data. The 
groundwater network data in 2004 among the GNDB were chosen. 
 
Figure 4.7. The selected set of 26 point measurement locations in the southwestern US 
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For the three sampling rates, validation line plots are given on the right-hand-side of 
Figs. 4.8-10. At a poor sampling rate (32 %), which cannot ensure the reasonable 
maximum error δ (here, 1.00), the original groundwater network, reconstructed 
groundwater network, and comparison line plot between the original data and 
reconstructed data are plotted in Figs. 4.8 for the selected points. The left-hand-side 
depicts an original groundwater network from 2004. The black dots represent the state 
boundaries. The black inverted triangles show the eliminated cities, and black diamonds 
denote the unnamed point measurements. The middle figure presents the reconstructed 
data. The l1-optimization fails to reconstruct the original data. If the optimization had 
succeeded, this figure would appear identical to the left-hand-side figure. The validation 
line plot shows disagreements between the original data point and the reconstructed data. 
Only one point measurement is exactly reconstructed among the 26 points. The error is 
considerable. 
 
Figure 4.8. Validation based on a 32 % sampling rate for the groundwater network of the 
southwestern US, 2004 (Black circles denote original values and red asterisks represent 
reconstructed values) 
 
At a proper sampling rate (59 %), the reconstructed plot precisely depicts the original 
plot in Fig. 4.9. In the validation line plot, the successful reconstruction of the excluded 
points is shown. 
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Figure 4.9. Validation based on a 59 % sampling rate for the groundwater network of the 
southwestern US, 2004 (Black circles denote original values and red asterisks represent 
reconstructed values) 
 
At a maximum sampling rate, the reconstructed plot looks exactly like the original 
given in the validation plot of Fig. 4.10. The l1-optimization reconstructs the sparse data 
very well, and the expanded values in the reconstruction procedure are obtained with 100% 
measurement accuracy. Through this successful self-validation method, the existence and 
uniqueness of compressibility in the groundwater network data is proven, a minimum 
sampling rate is selected, and the algorithmic characteristics for the chosen maximum 
sampling rate are observed.  
 
Figure 4.10. Validation based on a 100 % sampling rate for the groundwater network of 
the southwestern US, 2004 (Black circles denote original values and red asterisks 
represent reconstructed values) 
 
For a more clear visualization of the original groundwater network data for 2004 as 
presented in Fig. 4.10, an enlarged figure with a color bar is presented in Fig. 4. 11. This 
contains 743 point measurements on 62 by 45 gridded planes.  
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Figure 4.11. Original groundwater network in the southwestern US, 2004 (Inverted 
triangles represent the selected 26 cities) 
 
An enlarged view of the reconstructed groundwater network data based on the 100% 
sampling rate in 2004 is shown in Fig. 4.12. In Fig. 4.11, if no point measurements of 
groundwater elevation were recorded, the corresponding point value is 0, displayed in 
white based on the conversion to a value indicating not-a-number; this was done 
intentionally to contrast the measured points with other non-measured sites. By contrast, 
after performing the l1-optimization reconstruction, values of zero are scarce because the 
approach outputs small fractional values for the non-measured sites instead of 0.  
 
Figure 4.12. Reconstructed groundwater network in the southwestern US, 2004 (Inverted 
triangles represent the selected 26 cities) 
 
A magnified view of the original groundwater network in the state of Arizona in 2004 
is shown in Fig. 4.13. Seven cities are represented by inverted triangles. The cities are 
  77 
Phoenix, Tucson, Flagstaff, Page, Kingman, Safford, and somewhere in the vicinity of St. 
Johns. 
 
 
Figure 4.13. Magnified original groundwater network in the state of Arizona, 2004 
  
A magnified view of the reconstructed groundwater network in the state of Arizona in 
2004 is shown in Fig. 4.14. In this magnified figure, the reconstruction augmented the 
point measurements. A maximum absolute deviation, defined by xij-x~ij, applied only on 
the measurement point is approximately 1. We can say that the reconstructed 
groundwater network is exactly the same as the original groundwater network. 
 
 
Figure 4.14. Magnified reconstructed groundwater network in the state of Arizona, 2004  
 
By increasing the spatial resolution from 0.25 to 0.1 degree while constructing the 
groundwater network, the groundwater network data from 2004 can be plotted on 128 by 
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128 gridded planes in Fig. 4.15. The sparsity of the measurements is more noticeable than 
before, as the spatial resolution of the data increases. 
 
Figure 4.15. Original groundwater network in the southwestern US, 2004  
 
The reconstructed groundwater network is shown in Fig. 4.16. This reconstruction 
depicts an exact match between the measured sites and expanded values for the overall 
gridded planes. In comparison with Fig. 4.12, many spots still are filled with small 
fractional numbers due to the high spatial resolution, which places a significant 
computational burden on the l1-optimization. 
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Figure 4.16. Reconstructed groundwater network in the southwestern US, 2004  
 
We select the best interpolation result using the four interpolation methods (Delaunay, 
Kriging, and Radial Basis Function, Inverse Distance Weighting). Phoenix in Arizona is 
selected to show validity of the self-check method and superiority over the traditional 
interpolation methods.  
A comparison by varying the sampling rates and picking the best interpolation value 
over a 21 year period is shown in Figs. 4.17. The sampling rate affects the accuracy 
similarly, as shown in Figs 4.8-10. Sampling rates of 30 % and 50 % do not perform well, 
even in comparison with the best interpolation method, because the lines have a large 
degree of fluctuation. As a proper sampling rate (59 %-60 %) is approached, the accuracy 
is enhanced accordingly. Obviously, the highest accuracy is obtained at the maximum 
sampling rate. The original points are precisely reconstructed by the proper sampling rate 
and maximum sampling rate, so that three lines appear as one in both figures. Regarding 
the interpolation methods, even though the best value was selected, the interpolated value 
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does not match at all in either figure. Hence, the sampling rate must be carefully selected 
when a low sampling rate is required for sensing.  
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Figure 4.17. Point validation in Phoenix, AZ, from 1992 to 2012 
 
Groundwater elevation over long periods is compared with reconstructed 
groundwater elevation by CS. The results are plotted in Fig. 4.18. This shows the correct 
reconstruction and validity of the suggested method (CS) for developing the established 
groundwater network data.  
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Figure 4.18. Comparison line plot of the measured groundwater elevation with 
reconstructed groundwater elevation for various cities of the southwestern US 
 
According to the groundwater budget description given in the Section 2, changes in 
groundwater range from 0 to 25 feet. Even a small number in feet can be a large amount 
of groundwater storage because the original LSM data are the point estimate (kg/m2) in 
0.25°×0.25° area (approximately 625,000,000 m2). Its contour plot in 2002 (measuring 62 
by 45) is shown in Fig. 4.19.  
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Figure 4.19. Groundwater budget contour plot of the southwestern US, 2002 
 
To construct a contour plot of groundwater elevation for a region lacking compressed 
sensing data, the average values of groundwater level data over 72 years were used. After 
the data infusion was performed, a contour plot of groundwater elevation in 2002 (62 by 
45) was generated, as shown in Fig. 4.20.  
Figure 4.20 exhibits many noticeable differences relative to Figure 4.19. These 
differences arise from the fact that groundwater elevation reflects the topographical 
changes in the southwestern US, which ranges from -50 feet to 9000 feet, as well as the 
large differences in the control values in each figure. In spite of these disadvantages, a 
similar, constant contour was found in certain regions over the periods. The contours 
around Fresno, CA (36°45´N, 119°46´W), are clearly similar to each other. This region is 
well known as groundwater depletion area due to extreme agricultural irrigation by 
pumping groundwater.  
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Figure 4.20. Groundwater elevation contour plot of the southwestern US, 2002 
 
Several regions in the southwestern US were investigated to validate the CS method 
based on the groundwater budget. These regions include Luke Air Force Base (AFB) in 
Arizona; Mercury in Nevada, Oxnard in California, and Delta in Utah. The line plots are 
shown in Figs. 4.21. A comparison of the groundwater elevation with the groundwater 
budget shows a very similar trend among the two within those areas. In military regions, 
groundwater elevation is well matched with the groundwater budget. Possible reasons for 
this might be that the groundwater is not heavily used in these areas, that surface runoff is 
hindered by the pavement and that the areas are highly monitored by the Water 
Departments or other regulations. 
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Figure 4.21. Comparison of the groundwater budget with the groundwater elevation at (a) 
Luke AFB, AZ, USA (b) Mercury, NV, USA (c) Oxnard, CA, USA (d) Delta, UT, USA 
 
To validate our data based on a comparison with the NASA wetness percentile, line 
plots for comparing the wetness percentiles with groundwater percentiles for Prescott in 
Arizona, Caliente in Nevada, Merced in California, and Cedar City in Utah are shown in 
Figs. 4.22 at a spatial resolution of 0.25 degrees. These trends are clearly well matched in 
the southwestern US. At this spatial resolution, stable trend matches around all regions 
could not be found even though some areas shown in Fig. 4.22 are showing good 
agreement. 
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                                  (c)                                                                  (d)  
Figure 4.22. Comparison of wetness percentile with groundwater percentile in (a) 
Prescott, AZ (b) Caliente, NV (c) Merced, CA (d) Cedar City, UT, at a spatial resolution 
of 0.25 degree  
 
To find more locations showing similar trends between the groundwater percentile 
and NASA wetness percentile, while varying the spatial resolution, several grids at 
varying resolutions (in degree) were investigated. Among these attempts, the 1-degree 
grid is used to make a line plot for validation comparisons, as shown in Fig. 4.23. 
Modesto and Fresno in California, Salt Lake City and St. George in Utah, Las Vegas in 
Nevada, and St. Johns in Arizona are represented in Fig. 4.23. 1-degree grid is estimated 
as 100 km by 100 km. Strictly speaking, the city mentioned above is included in the grid. 
These results present very similar trends, and most of the locations show patterns that are 
highly similar to those presented in the figures. The number assigned in each grid cell 
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represents the location of the groundwater percentile and wetness percentile in the 
southwestern US.  
 
2002 2004 2006 2008 2010 2012 2014
0
20
40
60
80
100
G
W
D
(%
)
W
e
tn
e
s
s
 P
e
rc
e
n
ti
le
(%
)
YEAR
 Wetness Percentile
 GWD
0
20
40
60
80
100
 
   
2002 2004 2006 2008 2010 2012 2014
0
20
40
60
80
100
G
W
D
(%
)
W
e
tn
e
s
s
 P
e
rc
e
n
ti
le
(%
)
YEAR
 Wetness Percentile
 GWD
0
20
40
60
80
100
 
 
                                    (a)                                                                 (b) 
2002 2004 2006 2008 2010 2012 2014
0
20
40
60
80
100
G
W
D
(%
)
W
e
tn
e
s
s
 P
e
rc
e
n
ti
le
(%
)
YEAR
 Wetness Percentile
 GWD
0
20
40
60
80
100
 
   
2002 2004 2006 2008 2010 2012 2014
0
20
40
60
80
100
G
W
D
(%
)
W
e
tn
e
s
s
 P
e
rc
e
n
ti
le
(%
)
YEAR
 Wetness Percentile
 GWD
0
20
40
60
80
100
 
 
                                   (c)                                                                  (d) 
2002 2004 2006 2008 2010 2012 2014
0
20
40
60
80
100
G
W
D
(%
)
W
e
tn
e
s
s
 P
e
rc
e
n
ti
le
(%
)
YEAR
 Wetness Percentile
 GWD
0
20
40
60
80
100
 
   
2002 2004 2006 2008 2010 2012 2014
0
20
40
60
80
100
G
W
D
(%
)
W
e
tn
e
s
s
 P
e
rc
e
n
ti
le
(%
)
YEAR
 Wetness Percentile
 GWD
0
20
40
60
80
100
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Figure 4.23. Comparison of wetness percentile with groundwater percentile in (a) 
Modesto, CA (b) Fresno, CA (c) Salt Lake City, Utah (d) Saint George, UT(e) St. Johns , 
AZ (f) Las Vegas, NV, at a spatial resolution of 1 degree  
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Although the l1-optimization problem has been solved over a certain sampling rate, 
the error increases exponentially as shown in Fig. 4.24. The compression rate, as defined 
below, is inversely proportional to the error norm.  
Compression rate = ∑ kD n1∀D   
The compression rate is specified as the cardinality (total sum of non-zero elements) 
divided by the total size of the groundwater network. The results of this calculation can 
be interpreted as a measure of the compressibility of a data set. The validity degrades 
significantly as the compression rate decreases. The critical compression rate was not 
easy to obtain; in this case, a red-dashed area is used to show the overlaid region of 
magnification in Fig. 4.24. 
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Figure 4.24. Plot between the error versus compression rate (a magnified view of the 
relationship between the error and compression rate is overlaid) 
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The compression rate at which the validity of the results is critically harmed is 
defined by values less than 5.8%. In a study such as this, the compression rate must be 
inspected in detail because a certain critical value of the sampling rate governs the 
performance of the l1-optimization. To do so, the condition that satisfies the RIP should 
be analyzed. The measurement bounds for achieving the RIP can be calculated by M ≥
C ∙ K ∙ log ;<, where C is a small number. In the groundwater network presented in Fig. 
4.11, the total sum of the non-zero measurements is approximately 743 of 2790, giving a 
value of 26.7 %. By simple calculation with C≈0.37, we obtain M ≥462. In Fig. 4.25, the 
minimum boundary to meet the RIP from the groundwater network data from 1942 to 
2014 is calculated. The original data points (black circles) represent the cardinality of the 
original groundwater network, and the minimum boundary is plotted with inverted 
triangles. We can use the values above the minimum boundary for the algorithmic loop, 
guaranteeing a successful reconstruction. If the sampled data points fall below the 
minimum boundary, our method is highly likely to fail reconstruction.  
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Figure 4.25. Minimum boundary for achieving the RIP in the groundwater network 
 
The difference between digitally sensed data and analog data in terms of cardinality 
on a 2-D matrix should be noted. Digitally sensed data contain the meaningful data 
source in a numeric format throughout the entire 2-D matrix; however, the analog format 
data does not contain such meaningful data in any region that has not been sensed (or 
measured). In particular, the element of zero in a 2D matrix of digitally sensed data can 
be used in the l1-optimization procedure because it is a projected value developed during 
sensing. In other words, the element of zero can be an important proper basis for a 
compressible signal. However, a value of zero in analog data cannot be regarded to hold 
the same meaning for digitally sensed elements of zero. For example, the phantom 
reconstruction (or Shepp-Logan Image reconstruction) retains at least half of the 
meaningful data out of the total size of a 2-D image. In that regard, the compression rate 
can be as low as 5 %. In our case, the total counts of measurements in a 2-D matrix (total 
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of 2,790 elements) vary, ranging from several hundred to thousands. This represents a 
compression rate range from approximately 14 % to 32 %. The key performance attribute 
of the groundwater level estimation based on compressed sensing depends on the extent 
to which the measurements can be sensed in a compressive manner. We should increase 
the meaningful measurement rate throughout the total domain size by at least to 50% to 
improve the compressed sensing rate. In our case, the rate is 1,380 of 2,790. To overcome 
the lack of good performance in the analog data format, Xampling and a finite rate of 
innovation methods have been developed based on their well-designed circuitry. In this 
work, such methods cannot simply be applied to the past data in the GWSI site inventory. 
That is, for the past groundwater network data, these measurements are data-dependent. 
However, for future research utilizing advanced analog to digital converting technology, 
such data conversions may be more accessible than those performed in the past.  
Although the groundwater network data have been constructed, the geological area, 
which guarantees the accuracy of reconstructed results, should be considered. For 
example, metropolitan Phoenix resides upon the Phoenix basin. The Phoenix basin is 
very flat and has not shown any severe change in groundwater elevation. This type of 
geological area is very suitable for our research. In contrast to observations recorded for 
the Phoenix basin, the Bulge of Sedona is not a good area of research for the suggested 
methods because the elevation changes are significant within a narrow region because 
this region is a valley.  
The integrity of historical well data is another point of concern. In the data pre-
processing phase, any unverified data were removed to the best of our ability. Because 
only a very small portion of the well data is maintained as a verified source in the USGS, 
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and access to this network requires authority, certain limitations are inherent in the 
comprehensive construction of groundwater level network data. For example, ADWR 
maintains the registered wells either periodically or continuously. The real-time data from 
these wells have not been provided to the public; as a result, even though these wells are 
monitored continuously or for short periods of time, we can only construct the data 
provided at the time of query on our side. The utilization efficacy of groundwater level 
data can be enhanced if the access limit is unlocked.  
The matrix size can be adjusted by either increasing or decreasing the grid 
dimensions in terms of longitude or latitude. However, without increase of the 
meaningful measurements, this approach would not enhance the quality of a groundwater 
level estimation.  
 
5. Conclusion 
We investigated estimation methods of groundwater using CS in this work. Our 
suggested method outperformed the traditional geological interpolation methods in terms 
of accuracy. After validations through the wetness percentile and the groundwater budget, 
our groundwater estimation method using CS proved to work very well since our method 
results were matched with those from NASA groundwater trends.  
The suggested method is very useful because it reduces the required number of total 
measurements by at least 42%. It is also an effective method for visualizing discretely 
measured, sparse data because a sparse dataset can be augmented by a factor of 1.7. If the 
size of the sampled data fall within certain ranges, which are governed by the CS 
properties, our method can be effectively used to estimate the groundwater level in the 
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southwestern US. Using the suggested method, trend analysis could be done for future 
research.  
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CHAPTER 5 
TRENDS IN GROUNDWATER ELEVATION IN THE SOUTHWESTERN US  
1. Introduction 
Groundwater is among the most important natural resources. Measurements of 
groundwater levels in wells indicate the status of this resource, especially, used to 
evaluate the quantity and quality of groundwater and its interaction with surface water. 
Using the suggested method in the previous chapter by help of these essential data via 
Federal, State and Local agencies over the long-term period, trends in groundwater levels 
have been investigated in the southwestern United States (US). Through this effort, in 
coming decades, there will be a good policy made for appropriate use of its extensive 
groundwater resources. 
Groundwater is held by underground aquifers, representing almost all fresh water that 
is not in the form of ice (Clarke and King 2004). In other words, groundwater is 
commonly understood as the water occupying all of the voids within a geologic stratum. 
Groundwater presents a potential solution to the lack of potable water faced by many 
regions of the world. However, groundwater is a scarce resource because only 2.5% of all 
water resources on Earth are fresh water, and only 30.1% of all of the fresh water 
resources are in the form of groundwater (Gleick 1993).  
Groundwater sources provided approximately 23% of the fresh water consumed in 
the United States in 2010. Surface water sources supplied the other 77%. The exploitation 
of groundwater requires more work and is more costly than accessing surface water; 
however, in the arid regions of the US, where minimal surface water is present, 
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groundwater is the only source of water for satisfying the region’s water needs (Gleick 
1993).  
The bar chart in Fig. 5.1 shows the United State's use of ground and surface water 
resources from 1950 to 2010. According to this chart, groundwater is important for 
meeting the everyday water needs of the US. Groundwater is regularly used for irrigating 
crops and supplying water to homes, businesses, and industries (U.S. Geological Service 
2005). The central bar in each set of three bars shows the amount of groundwater 
withdrawn in the United States in the corresponding year. In total, approximately one-
quarter of the historical water used in the United States has come from groundwater. This 
proportion has remained relatively constant throughout the last 50 years. The majority of 
groundwater goes toward crop irrigation. Groundwater is also used by people who supply 
their own home water (self-supplied domestic use). 
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Figure 5.1. Trends in population and freshwater withdrawals by source, 1950-2010 
(Courtesy of USGS) 
The area of interest encompasses the southwestern states of the United States such as 
Arizona (AZ), California (CA), Utah (UT), and Nevada (NV). The study area in Arizona 
lies within 72 identifiable unconsolidated Alluvial Basins in the arid to semi-arid 
southwestern US as shown in Fig. 5.2. The annual average precipitation generally ranges 
from 8 to 76 cm (Anderson et al. 1992). Coarse-grained surface sediments are prevalent 
near mountain fronts while fine-grained surface sediments are dominant towards basin 
centers (Anderson et al. 1992; Anderson 1995).  
In California, Central Valley Basin is the main area of interest since groundwater 
depletion is remarkably noticed. It is a major agricultural area in a large valley with an 
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area of about 52,000 km2 (Williamson et al. 1989; Bertoldi et al. 1991). It includes the 
Sacramento Valley, the San Joaquin Valley, and the Tulare Basin. Its climate is an arid to 
semi-arid Mediterranean. The annual average precipitation ranges from 33 to 66 cm in 
the Sacramento Valley and 13 to 41 cm in the San Joaquin Valley (Bertoldi et al. 1991). 
Streamflow entirely supplies the water to the valley. This area depends heavily on 
precipitation in the Sierra Nevada to the east and in parts of the Klamath Mountains in the 
north (Williamson et al. 1989). Besides, Antelope Valley, Mohave River Basin, Death 
Valley Region, Coachella Valley, Los Angeles Basin are included in the area in CA.  
In Utah, the Beryl-Enterprise area of the Escalante Desert in the Basin and Range 
physiographic province is our concern and its area is about 4,970 km2 (Mower 1982). 
Drastic declines in groundwater level resulted from groundwater development in the 
region. The aquifer system is made up of saturated unconsolidated to semi-consolidated 
valley fill. Thickness ranges from zero near the edge of the valley to more than 300 m in 
the central part of the valley. The average annual precipitation is less than 30.5 cm in 
most of the irrigated parts of the area and ranges from about 2 to 76 cm in the mountains 
(Mower 1982). The Milford area is our area of work and its area is about 3,000 km2 in the 
northern part of the Escalante Desert. The average annual precipitation is about 23 cm 
(Slaugh 2002). Its climate varies from seim-arid on the basin floor to sub-humid at higher 
altitudes. 
In Nevada, the Death Valley region covers 100,000 km2 of southern NV and 
southeastern CA. The aquifer consists of carbonate, volcanic and alluvial rock units 
(Belcher et al. 2010). Surface water is limited in the region, groundwater is major sources 
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of water supply, and its climate is typically arid. In the southern NV, Las Vegas Valley is 
located, its area is 4,050 km2, and it has an arid climate. The major geologic units are 
bedrock and valley fill deposits (Wood 2000; Plume 1986).  
 
Figure 5.2. Map depicting the locations of California, Arizona, Utah, and Nevada in the 
southwestern United States, Aquifers of interest in the states and the active management 
area (AMA) within the state of Arizona 
Most of aquifers in our study are experiencing moderate to drastic declines of 
groundwater level. Groundwater is pumped at greater rates than it can be naturally 
recharged, so that immediate attention and remedial action needs to be required. For 
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example, since 2011, the amount of water removed from the Sacramento Valley and San 
Joaquin Valley in the Central Valley basin, CA each year added up to 4 trillion gallons, 
which is equivalent to or greater than the amount that 38 million Californian residents can 
use in cities and homes annually (Kaplan 2014).  
Trends in groundwater levels are complex results from multiple factors over different 
time scales. Climate change affects the water cycle so that patterns of groundwater 
recharge from precipitation could be different from that of the past. For example, extreme 
drought impacts groundwater recharge. It makes a decrease in streamflows and dries up 
water reservoirs. Consequently, more groundwater pumping to meet the demand 
exacerbates groundwater depletion. Rapid decrease in groundwater level results from this 
complex result of subsequent events. In addition to precipitation, changes in population, 
water-use pattern, and inter-basin water transfers (Central Arizona Project) have multiple 
influences on groundwater level (Tillman and Leake 2010). 
This trend analysis of groundwater level over the long-term period may be useful for 
1) recognition and acceptance of groundwater depletion in that more water is used than is 
available on an annual and renewable basis (Famiglietti 2014); 2) determination of 
effectivity in groundwater management strategies in certain states; 3) reassurance of 
needs for effective resource management by sharing measured groundwater level data 
across political boundaries since groundwater level is a good and direct indicator for 
groundwater management.  
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Materials and methods are explained in Section 2. In Section 3, Results are shown 
and discussion is followed. A limitation in this study is described in Section 4. Finally, 
conclusions are drawn in Section 5. 
 
2. Materials and Methods 
The United State Geological Survey (USGS) Groundwater Data Watch for Nations 
and groundwater data site in each state department of water were used to obtain 
groundwater level measurements. After data pre-processing, the CS method explained in 
the previous chapter was used to create groundwater elevation (groundwater level with 
respect to sea surface level) on a yearly basis.  
First of all, a Matlab program was coded to conduct a linear regression on subsets of 
groundwater elevation data. Each subset is determined by specified criteria. While 
processing data by each criterion, internal check on data subset is done. Data subsets 
which are satisfied by each criterion are collected and then trend analysis is performed on 
them.  
174 cities in the southwestern US were selected for a trend analysis. From the 
groundwater database by CS from 1942 to 2014, trends in groundwater elevation over the 
period was investigated in terms of three categories such as negative, neutral, and 
positive. For determination of trend, the associated trend line in each city was calculated 
and used. When the slope of the linear trend is greater than -1, then the trend is 
categorized as decreasing. When the slope of the linear trend is greater than 1, then the 
trend is called increasing. Otherwise, the trend falls within the neutral category. In 
addition, data counts for trend line calculation, average, standard deviation, median, 
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mode, maximum, minimum and difference between maximum and minimum were also 
calculated for statistical analysis.  
Cities with data counts lower than 25 were not included in the analysis because 34% 
of data was lost due to unmeasured and non-estimated groundwater level so that it cannot 
correctly represent the trend over the period. Any city exhibiting measurement 
differences greater than 1000 feet was eliminated from the data set, too. 
Secondly, trend in area sum of groundwater elevation is compared with trend in area-
averaged groundwater percentile. Trend in area sum of total rainfall is drawn along with 
area-averaged wetness percentile for finding similar patterns. The groundwater percentile 
and wetness percentile are explained in the previous section of Chapter 4. So, please refer 
to the Section titled groundwater retrieval. In addition, relationship of total rainfall, 
groundwater budget and wetness percentile is researched by comparing area sum of total 
rainfall with area-averaged wetness percentile as well as area sum of groundwater budget.  
The area of interest is selected by the report of the recent groundwater depletion trend 
(Famiglietti 2014) and the announcement of an imminent groundwater management plan 
or the media (Styler and Jones 2012; Kaplan 2014). The Central Valley Basins was 
chosen in California. In Nevada, the areas near Las Vegas were chosen. In Utah, the 
Beryl-Enterprise areas were selected. In Arizona, the areas around Prescott were 
investigated. For identification of the areas of interests, by using geologic information, 
the grids containing the areas in the groundwater network data base were marked. After 
this step, sum of values in the grids and averaged values in the lattices were calculated. 
By plotting a variety of combinations of the factors over years, we tried to find a similar 
trend among the specified factors.  
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The area sum of groundwater elevation, groundwater budget, accumulated snow, 
snow melt, temperature and total rainfall span from 2000 to 2014 while groundwater and 
wetness percentile can be shown from 2002 to 2014 according to the data availability for 
each data type. For data integrity, each data set was visually inspected first, after success 
on inspection, and then further processing was done. Especially, in the Central Valley 
Basins, the sum of accumulated snow on the Sierra Mountains is used along with the sum 
of total rainfall in the Central Valley Basins. We use a simple statistic to mark a warning 
level for these regions. Groundwater budget is used throughout this analysis method. It is 
the quantity of groundwater derived by satellite data from the National Aeronautics and 
Space Administration (NASA) Global Land Data Assimilation System (GLDAS). For 
detailed explanation, please refer to the Section 2 in the previous chapter. 
Lastly, bracketing is used to set time period of interest. Bracketing requires at least 5 
observations in a region to be included in the trend analysis. This ensures reliability of 
trend by elimination of small and not well-distributed data subsets, which can 
misrepresent a trend in that time bracket. Similarly in the first approach, any region 
exhibiting measurement differences greater than 1000 feet was eliminated from the data 
set, too. 
Estimation program for groundwater elevation by the compressed sensing algorithm, 
explained in the previous chapter, generated groundwater network data to provide annual 
hydrographs for all regions. Visual inspection of hydrographs in wells in the sampled 
regions was done to check integrity of data and trend analysis. Then, trend in 
groundwater elevation in each well over the time bracket period was investigated by a 
linear regression. For trend categorization, the associated trend line in each well was 
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calculated and used. When the slope of the linear trend is less than 0, then the trend is 
categorized as decreasing. Otherwise, then the trend is called increasing. In addition, ratio 
of decreasing trend wells is compared with rate of groundwater depletion over the time 
bracket period (Konikow 2013).  
A catalog of groundwater elevation contour map over the entire period was provided 
by help of the suggested method for data generation and the Delaunay method for the 
contour generation. 
 
3. Results and Discussion 
All groundwater level observations in this study were retrieved from the USGS 
Groundwater Data Watch for Nations and National Water Information System (NWIS) 
database as well as Arizona Department of Water Resources (ADWR), California 
Department of Water Resources (CDWR), Nevada Department of Water Resources 
(NDWR), and Utah Department of Water Resources (UDWR) site inventory databases. 
Data from these databases were collected and pre-processed for formatting to use the 
developed code in Matlab. The total number of data points included for this analysis in 
the southwestern US is approximately 1.5 million. The average data size each year totals 
approximately 14,000, and the total number of wells is approximately 0.1 million. The 
processed dataset was used to input for the linear regression code explained in the 
previous section. Trends in groundwater elevation in the selected cities were investigated 
for the period from 1942 to 2014. 
An area-weighted sum of the measured groundwater elevation, along with an 
integrated sum of the reconstructed groundwater elevation, is plotted for Arizona in Fig. 
  107 
5.3 as a function of time in years. The black dots represent the total area-weighted sum of 
the measured groundwater elevation, or the so-called original measurements. The circles 
show the integrated sum of the groundwater elevation after the suggested method was 
applied. As a result of CS, the estimated groundwater elevation in multiple areas within 
the regions of interest can be reconstructed so that the data are approximately expanded 
by a factor of 1.7.  
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Figure 5.3. Comparison of the total area-weighted sum of groundwater elevation with the 
total integrated sum of groundwater elevation based on compressed sensing in Arizona, 
USA 
 
After data filtered, only 78 cities were selected out of the 174 cities. City names are 
attached in the Appendix C. At least half of the cities in this study show a decreasing 
trend in groundwater elevation. In particular, 69% of the cities in Arizona show this 
decreasing trend. In California, a recent drought has impacted the groundwater elevation 
severely, so that 52.5% of cities lie within this decreasing trend. In Utah and Nevada, 
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decreasing and neutral trend is almost equally present. However, several areas in Utah 
have been designated for groundwater management plan due to drastic declines of 
groundwater elevation (Styler and Jones 2012). The results are tabulated in Table 5.1.  
Table 5.1. Results of Trends in Groundwater Levels for the Cities in Each State of the US 
Area Date Range 
No. of investigated cities 
(total number of wells / 
total number of data) 
Decreasing Neutral Increasing 
California 1942-2014 40  
(41,346 / 725,762) 
21  
(52.5%) 
14 
(35%) 
5  
(12.5%) 
Arizona 1942-2014 16  
(34,434 / 221,974) 
11  
(68.75%) 
3  
(18.75%) 
2  
(12.5%) 
Utah 1942-2014 11 
 (15,335 / 296,394) 
5  
(45.45%) 
6  
(54.55%) 
0  
(0%) 
Nevada 1942-2014 11  
(11,946 / 226,183) 
5  
(45.45%) 
5  
(45.45%) 
1  
(9.1%) 
 
Arizona uses a lot of groundwater. More than eighty percent of the cities in Arizona 
shows negative linear trend, and just two cities fell in the positive linear trend in Table 
5.2. This intrigues further investigation for several candidate cities. The cities, located in 
the vicinity of the Phoenix metropolitan area in AZ and exhibited a negative trend of -3, 
were selected, and the resulting trend in groundwater elevation from 1942 to 2014 is 
plotted in Fig. 5.4. 5 cities are Deer Valley, Gila Bend, Luke AFB, Scottsdale, Williams 
AFB. 
The decreasing trend from 1942 until 1980 is clearly shown in all 5 cities. But, after 
1980, the slope of the trend levels off and even presents slight gains. The cause for trend 
level-off in these regions resulted from the Arizona Groundwater Management Act 
(GMA), which took effect after 1980 and was enacted to monitor groundwater level, by 
supporting efficient use practices and eventually protecting the overuse of groundwater 
from water-thirsty agricultural development (Tillman and Leake 2010).  
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Although this governmental regulation took effect to accommodate sustainable 
groundwater use, the absolute groundwater elevation remains below the earliest values 
reported, from the 1940s and 1950s. At Deer Valley, groundwater elevation started from 
around 1000 ft but, hit the bottom around 250 ft in 1980, and leveled off then gained back 
to 550 ft. This result agreed with the statement that the groundwater decline was more 
than 600 ft (Galloway et al. 1999). During the 1950s to 1970s, population growth in 
Arizona required significant quantities of groundwater and agricultural irrigation in the 
region with no surface water was entirely dependent on groundwater use. By recognizing 
serious problems such as groundwater depletion and entailed drawbacks (land 
subsidence), water management and water-use patterns changed after 1980. In addition, 
Central Arizona Project (CAP) has been importing surface water from Colorado River 
through 336 mile-long constructed aqueducts since 1985 to solve water supply deficit and 
eventually leading to decreases in groundwater withdrawals (Galloway et al. 1999).  
Groundwater management has been continuing since GMA was initiated so that it 
could increase the opportunity for groundwater elevation to gain back its losses or at least 
be maintained at an appropriate level. Trends in 5 cities agreed with the statement that the 
Phoenix Active Management area has more wells classified as rising or nearly stable than 
declining for the time period of 2000 to 2008 (Tillman and Leake 2010). 
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Figure 5.4. Groundwater elevation trends in 5 cities in metropolitan Phoenix, AZ  
 
In Fig 5.5, for Scottsdale in Arizona, trend line in groundwater budget seems to 
parallel trend line in groundwater elevation even though those two quantities have a high 
fluctuation and several times those two lines were crossed. Irrigation by CAP should be 
accounted for to explain the rise in both groundwater elevation and groundwater budget 
in recent years. It is hard to find relationship between the total rainfall and groundwater 
elevation. The main causes to change groundwater elevation in the registered wells are 
very complex. Time range of groundwater recharge varies among the registered wells and 
artificial recharge to the wells by CAP also increases the complexity.  
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Figure 5.5. Comparison of the groundwater elevation, groundwater budget, and total 
rainfall in Scottsdale, AZ  
 
For further investigation of direct relationship between the rainfall event and the 
change in groundwater elevation, small time scale would be better with smaller region 
than this study area since rainfall has a different intensity in each event. But, we found 
the very interesting fact between the rainfall and the groundwater budget while applying 
the second analysis method in different regions across the southwestern US. The area 
sum of total rainfall in Prescott, Arizona is compared with the area sum of groundwater 
budget in the same areas, shown in Fig. 5.6. This figure shows the same increasing or 
decreasing trend between the sum of total rainfall and the sum of groundwater budget 
except the period 2000-2001 even though they showed the apparent gap each year. The 
area sum of groundwater elevation fluctuated until 2008, after then it decreased. More 
exempt wells, which are private and domestic wells designed to pump no more than 35 
gallons per minute, were drilled so that the increase in pumping from new wells causes 
groundwater elevation to decline continuously according to Prescott AMA issues. 
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Figure 5.6. Comparison of the area sum of groundwater elevation, groundwater budget, 
and total rainfall in Prescott, AZ 
 
The area sum of groundwater elevation seems to have no relation with those two 
factors. So, we compared it with the area-averaged groundwater percentile shown in Fig. 
5. 7. This shows very similar trend between the area sum of groundwater elevation and 
the area-averaged groundwater percentile. 
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Figure 5.7. Comparison of the area sum of groundwater elevation and the area-averaged 
groundwater percentile in Prescott, AZ  
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Another graph shows the relationship between the area sum of total rainfall and the 
area-averaged wetness percentile shown in Fig. 5.8. This shows partial agreement of the 
trend from 2004 to 2010. In particular, for year in 2013, even though the area sum of total 
rainfall increased, wetness percentile decreased unlike other periods. Initial periods in 
2002 and 2003 seem to contain transient error in the wetness percentile. However, later in 
the other areas aforementioned, the strong agreement between these two factors will be 
shown. 
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Figure 5.8. Comparison of the area sum of groundwater elevation and the area-averaged 
wetness percentile in Prescott, AZ  
 
The top 8 cities in a decreasing trend are Deer Valley, Douglas, Luke AFB, Payson, 
Scottsdale, Fort Huachuca, Williams AFB, and Gila Bend. As shown in Fig. 5.4, the 
temporal trend in groundwater elevation over the time period in most of the cities in 
Phoenix AMAs, Pinal AMAs, Tucson AMAs, and Santa Cruz AMAs follows very 
similar trend. Drastic decline trend occurred during 1940s to 1980s. After 1980, it leveled 
off or slightly increased. Fort Huachuca and Douglas are in Santa Cruz AMAs. Prescott 
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was excluded due to violation over 1000 ft difference regarding city investigation, 
however by the second analysis method we could find that Prescott maintained 
groundwater elevation in 1980s like other AMAs did up until 2008. However, in recent 
years, the drastic drop in the groundwater elevation was shown in Fig. 5.6-7. The 
associated data, sort by alphabetical order of city, are tabulated in Table 5.2.  
Table 5.2. Ground Elevation Data Analysis in Arizona 
City  Slope 
Data 
Count 
Average 
St. 
Dev. 
Median Mode Max Min Difference 
Davis MAFB -2.26 70 2,263.96 73.71 2,276.67 2,052.66 2,351.97 2,052.66 299.31 
Deer Valley -5.55 63 536.22 188.99 537.00 210.40 1,001.60 210.40 791.20 
Douglas -5.46 51 3,742.52 149.16 3,687.05 3,203.48 3,979.40 3,203.48 775.92 
Falcon Field 0.50 66 691.67 172.55 660.30 260.70 1,046.80 260.70 786.10 
Fort Huachuca -4.09 66 3,935.41 100.22 3,902.52 4,043.80 4,118.48 3,688.48 430.00 
Gila Bend -3.80 52 431.37 146.68 431.27 145.80 707.15 145.80 561.35 
Goodyear 0.04 65 856.18 45.72 868.03 627.80 913.80 627.80 286.00 
Luke AFB -5.40 70 518.16 153.61 478.85 268.00 926.00 268.00 658.00 
Page 13.37 49 3,071.73 276.97 3,189.93 1,986.93 3,297.12 2386.93 910.19 
Payson -5.44 39 4,669.48 154.52 4,694.24 3,908.60 4,860.00 3,908.60 951.40 
Phoenix -2.92 71 972.68 104.39 998.22 527.91 1,083.26 527.91 555.34 
Safford 1.30 67 2,831.51 220.20 2,869.25 2,958.43 3,019.06 2,077.00 942.06 
Scottsdale -5.80 54 721.54 202.87 727.33 502.50 1,009.00 311.64 697.36 
Tucson -2.26 70 2,263.96 73.71 2,276.67 2,052.66 2,351.97 2,052.66 299.31 
Williams AFB -4.56 69 865.32 149.60 873.17 436.74 1,127.24 436.74 690.50 
Winslow -1.01 40 4,597.24 51.60 4,602.20 4,308.99 4,690.00 4,308.99 381.01 
Yuma MCAS 0.12 37 92.22 18.77 97.40 26.70 126.27 26.70 99.57 
 
In addition, Apache County shows decreasing trend in Fig. 5.9. This County is not 
included in any AMAs. There is St. Johns which has a power plant. Despite most 
groundwater measurements were not published to the public, by help of reconstructed 
groundwater elevations by CS, trends could be investigated. This figure shows decreasing 
trend in the groundwater and wetness percentile even though the relationship between 
rainfall and groundwater elevation is not clearly discerned.  
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Figure 5.9. Comparison of the deviations in groundwater elevation and groundwater 
budget along with the average rainfall in Apache County, Arizona, USA 
 
California is the largest state among our regions of interest. An analysis of the 
groundwater trends in Table 5.1 shows an overall decreasing trend. The trends in 
groundwater elevation in California fluctuate significantly over time, and the severity of 
this fluctuation based on trend analysis demands caution with respect to coming to a 
general conclusion.  
An interesting fact was found in accordance with public media attention to heavy 
groundwater use in Fresno, California. Heavy agricultural regions located in the Central 
Valley Basin have faced severe warnings of groundwater overuse (Famigliatti 2014). 
According to this analysis, the groundwater elevation in many regions does show a 
detrimental decreasing trend, especially in 2013 and 2014. For example, Beaumont in 
California, which is located on the southern edge of Fresno County, shows a sharp 
negative trend in Fig. 5.10, with a magnitude of decrease of 480 feet. As side effects, 
both hydro-compaction and land subsidence are occurring in these heavy groundwater 
use areas. In Fig. 5.10, a similar pattern of the rise for 2002-2005 can be observed in El 
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Monte, California in Fig. 5.11. This same pattern of the rise was also observed in many 
other southwestern cities of the US such as Fallon NAS, Hawthorne in Nevada, 
Beaumont and Lancaster in California, and Ogden in Utah. 
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Figure 5.10. Groundwater elevation trend in Beaumont, California, USA 
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Figure 5.11. Comparison of the groundwater elevation, groundwater budget, and total 
rainfall in El Monte, CA  
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For further analysis of the recent groundwater depletion trend in California, the 
groundwater budget from 2000 to 2014 is used and shown in Fig. 5.12. Note that in 2000, 
the data for January, February, and March were not published, so that these spans do not 
include the full year’s worth of data; therefore, this figure looks different from the other 
figures based on lack of data alone. In 2014, the data for October, November, and 
December were not published either. In comparison with the results data presented for 
2000, the groundwater budget in this area has suffered due to insufficiency.  
To determine why such a low groundwater budget is shown in 2014, catalogs of 
accumulated snow in feet, snow melt in feet, and total rainfall intensity in feet are shown 
in Figs. 5.13-15, respectively. These catalogs are presented to span from 2009 to 2014. 
Only the winter season is plotted, which extends from November to February. In one row 
of each figure, the monthly changes of each quantity during the winter are shown.  
In the agricultural areas of California, the water supply from the snow pack in the 
Sierra Nevada Mountains is a critical source during spring and summer, given that 
rainfall cannot be stored beyond the capacity limit of the region’s water reservoirs. 
During winter, the regions of the Mountains with higher elevation are usually covered 
with snow. As spring and summer pass, the snow melts and runs through rivers to 
provide the water supply in the agricultural areas. However, starting in January 2012, the 
accumulated snow on the mountains has grown lean, as shown in Fig. 5.13. As a result, 
the amount of snow melt in recent years has been less than historical values, as shown in 
Fig. 5.14. The bank of water available for use during the hot summer months has 
disappeared. Instead of snow, rain fell in winter shown in Fig. 5.15. To make matters 
worse, in 2013 and 2014, very little rain fell as shown in Fig. 5.16.  
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Figure 5.12. Groundwater budget in the southwestern US 
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Figure 5.13. Accumulated snow in the Sierra Nevada Mountains, California, USA 
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Figure 5.14. Snow melt in the Sierra Nevada Mountains, California, USA 
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Figure 5.15. Total rainfall in the southwestern US 
 
In Fig. 5.16, for the Central Valley Basins in California, the trend in the area sum of 
ground elevation matches with sum of groundwater budget, partially during 2005-2011 
and 2012-2014. Sum of total rainfall during 2013-2014 was very low as described before.  
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Figure 5.16. Comparison of the area sum of groundwater elevation, groundwater budget, 
and total rainfall in the Central Valley Basins, CA 
The trend in the area sum of accumulated snow matches well with the area sum of 
snow melt shown in Fig. 5.17. Obviously, once thick snow accumulated, the amount of 
snow melt should be proportional to its thickness.  
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Figure 5.17. Comparison of the area sum of accumulated snow and snow melt in the 
Sierra Nevada Mountains with the area sum of total rainfall in the Central Valley Basins, 
CA 
Simple summation between the area sum of accumulated snow in the Sierra Nevada 
Mountains and total rainfall in the Central Valley Basins was shown in Fig. 5.18. Once 
the sum goes below 35 feet (marked in red dashed line), then it indicates severe drought 
in the Central Valley Basins. By monitoring this simple value, we can predict near-future 
water use, especially, the sharp increase of groundwater. This unprecedented lack of 
water resources made groundwater depleted along with no apparent groundwater 
legislative regulation in California.  
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Figure 5.18. The area sum of total rainfall in the Central Valley Basins and accumulated 
snow in the Sierra Nevada Mountains, CA 
In Fig. 5.19, trend in the area sum of groundwater elevation matches well with that in 
the area-averaged groundwater percentile like other areas in this study.  
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Figure 5.19. Comparison of the area sum of groundwater elevation and the area-averaged 
groundwater percentile in the Central Valley Basins, CA 
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In Fig. 5.20, the trend in the area sum of total rainfall matches very well with that in 
the area-averaged wetness percentile. This region heavily depends on precipitation. The 
effect of total rainfall on wetness percentile is apparently shown. 
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Figure 5.20. Comparison of the area sum of groundwater elevation and the area-averaged 
wetness percentile in the Central Valley Basins, CA 
One important reason for the disappearance of snow is the higher average temperature, 
as shown in Fig. 5.21. The higher temperature in winter season has also increased the 
total rainfall shown in Fig. 5.15, although not the snow in Fig. 5.13 in recent years. In Fig. 
5.22, trend in temperature in west slopes of the Sierra Nevada Mountains is also shown. 
Curve fit shows increasing trend in the area-averaged temperature while the sum of 
accumulated snow is getting lean.  
The California government limits the use of surface water to save water for other 
public purposes, and the penalty for the overuse of surface water is heavy. The only 
accessible and comparatively inexpensive source of water is from groundwater sources, 
so that many wells have been drilled to pump water to crops in the agricultural regions 
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because there is no regulation on groundwater in California once the land is owned. As a 
direct consequence, the groundwater budget and elevation shows the definite decreasing 
trend.  
 
 
 
 
 
Figure 5.21. Temperature in the Sierra Nevada Mountains, California, USA 
  126 
 
Figure 5.22. Trend in temperature and accumulated snow in the Sierra Nevada 
Mountains, CA 
An analysis of the data recorded for California shows negative trends in the 
groundwater elevation in the registered wells in Table 5.3. Most of cities in the Central 
Valley Basins did not pass the filtering process of our trend analysis. USGS and CDWR 
do not provide historical and periodic data over a long period in that region. From 2002, 
they started providing hydrographs in some wells. With very limited data, generating 
reconstructed groundwater elevation was a difficult task. There are huge gaps between 
data in 1960s and recent data in 2010s. Both groundwater levels and withdrawals must be 
measured and reported, and importantly, these data must be shared across political 
boundaries (Famiglietti 2014). Regulations of data request denial between cities and 
states should be abolished. Even though certain difficulties are present, many regions in 
the Central Valley Basins were examined in this study. Many such as Chowchilla, 
Coalinga, etc. show the drastic drop of groundwater elevation in recent years. 
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Table 5.3. Groundwater Elevation Data Analysis in California 
City Slope 
Data 
Count 
Average St. Dev. Median Mode Max Min Difference 
Beaumont -4.37 54 2,187.41 103.80 2,216.36 1,819.95 2,300.70 1,819.95 480.75 
Bicycle Lake -1.12 47 2,278.67 26.59 2,282.42 2,203.36 2,296.63 2,173.35 123.28 
Camp 
Pendleton 
-0.18 46 67.89 10.75 65.96 53.94 120.50 53.94 66.56 
China Lake -0.12 48 2,179.34 6.16 2,178.86 2,162.19 2,193.60 2,162.19 31.41 
Chowchilla -1.39 53 80.72 27.44 85.75 87.65 135.15 16.05 119.1 
Coalinga -7.34 39 -41.83 60.54 -51.16 -52.33 43.09 -133.89 176.98 
Daggett -1.99 66 1,817.02 44.37 1,820.74 1,736.58 1,874.35 1,736.58 137.77 
Edwards AFB -1.35 64 2,204.60 27.38 2,201.23 2,168.12 2,263.52 2,168.12 95.40 
El Monte -1.13 73 246.56 28.64 245.10 196.26 316.62 195.16 121.46 
Fowler -1.24 39 246.93 16.68 247.20 248.90 286.80 227.70 59.10 
Fullerton 1.67 52 61.85 53.48 46.72 -4.57 148.22 -4.57 152.79 
Fresno -1.08 48 255.55 26.99 268.60 281.60 287.10 204.40 82.70 
George AFB -2.96 55 2,686.28 75.26 2,709.71 2,570.15 2,794.67 2,570.15 224.52 
Huron -2.87 42 -55.18 74.12 -64.19 -48.6 77.75 -240.28 318.03 
Kerman -1.26 52 133.54 33.2 130.38 208.48 223.00 59.48 163.52 
Lake Tahoe -0.17 42 6,229.73 7.14 6,229.91 6,208.60 6,256.10 6,208.60 47.50 
Lancaster -1.21 73 2,239.40 33.20 2,233.93 2,179.25 2,336.44 2,157.13 179.31 
Los Banos -1.38 39 87.93 19.38 82.37 85.34. 116.80 58.30 58.50 
Mojave -0.54 61 2,426.64 13.29 2,423.92 2,418.22 2,474.97 2,418.22 56.75 
Norton AFB -0.25 72 932.26 31.09 933.48 876.03 1,000.53 876.03 124.50 
Oxnard -1.07 39 34.07 41.41 28.31 -53.61 110.72 -55.92 166.64 
Palmdale -0.54 61 2,426.64 13.29 2,423.92 2,418.22 2,474.97 2,418.22 56.75 
Sacramento -0.06 50 9.80 4.17 9.45 9.45 18.50 -7.20 25.70 
San Diego -0.10 52 44.48 20.08 35.51 8.70 76.04 8.70 67.34 
San Mateo 0.26 42 21.86 5.52 22.35 11.27 32.45 11.27 21.18 
Santa Barbara 1.47 72 16.28 38.95 6.26 -54.39 80.22 -54.39 134.61 
Santa Maria -0.04 72 68.45 14.27 67.11 43.14 99.66 43.14 56.52 
Stockton 0.85 52 -42.76 19.59 -44.35 -24.65 -11.79 -100.30 88.51 
Travis AFB 0.40 39 50.25 6.59 51.60 35.75 58.85 35.75 23.10 
Tustin Mcas -1.01 59 -5.33 26.02 5.89 -72.37 32.40 -78.39 110.79 
Twenty-nine 
Palm 
-2.66 58 1,979.17 112.65 1,989.44 1,800.84 2,243.57 1,800.84 442.73 
Hawthorne -0.07 53 4,088.23 9.56 4,089.79 4,090.68 4,123.26 4,051.54 71.72 
 
Utah shows negative trends as well with significant fluctuations over the same period 
as that investigated like in California. Many cities in UT also depend heavily on 
groundwater. Most of cities in UT did not pass the filtering process of our trend analysis 
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due to low cardinality like the cities in California did. The associated data are tabulated in 
Table 5.4.  
Table 5.4. Groundwater Elevation Data Analysis in Utah 
City Slope 
Data 
Count 
Average St. Dev. Median Mode Max Min Difference 
Beryl -1.08 67 5,094.03 21.81 5,095.71 5,059.45 5,127.50 5,054.27 73.23 
Cedar City -1.44 72 5,492.64 16.17 5,491.62 5,456.71 5,525.69 5,456.71 68.98 
Delta -0.30 71 4,613.04 9.69 4,614.19 4,592.07 4,634.65 4,592.07 42.58 
Hanksville -0.91 37 4308.04 13.53 4308.10 4297.53 4350.10 4292.00 58.10 
Hill AFB -1.51 70 4,343.02 90.77 4,322.74 4,232.81 4,569.55 4,232.81 336.75 
Logan 0.05 72 4,464.80 4.10 4,463.89 4,458.60 4,476.58 4,458.60 17.98 
Ogden -1.17 72 4,280.78 20.14 4,286.44 4,246.73 4,335.75 4,246.73 89.02 
Provo -0.18 57 4,521.90 7.01 4,520.98 4,510.00 4,534.62 4,510.00 24.62 
Saint 
George 
-3.04 68 2,714.07 84.36 2,687.48 2,606.44 2,936.20 2,606.44 329.76 
Salt Lake 
City 
-0.29 70 4,229.84 6.88 4,228.83 4,223.80 4,241.00 4,220.27 20.73 
Tooele 0.32 52 4,955.00 19.23 4,950.38 4,949.14 5,032.95 4,941.65 91.30 
 
According to the US Census Bureau, St. George in Utah is the second fastest-growing 
metropolitan area in the US. This trend continued through 2007, and then after 2007 it 
has slowed significantly. The overall decrease in groundwater stopped in 1970, and then 
groundwater elevation gained several feet, increasing to approximately 2750 feet before 
decreasing in 1982. One observation which needs to mention is that in 2005, the high 
groundwater elevation measurement, which increased beginning in January 2005, was 
due to a historical flood. This trend is shown in Fig. 5.23. 
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Figure 5.23. Trend of groundwater elevation in St. George, Utah, USA 
In Fig. 5.24, the trend in the area sum of ground elevation shows a partial match 
during 2010-2014 with that in the sum of groundwater budget. The Beryl-Enterprise area 
has shown the continual decrease in the groundwater elevation since 1942 shown in Fig. 
5.25. According to the Beryl Enterprise Groundwater Management Plan, the current 
average groundwater depletion is estimated at about 65,000 acre-feet per year and the 
safe yield has been determined to be about 34,000 acre-feet per year (Styler and Jones 
2012). This plan projected 5% reduction of groundwater withdrawals in next 10 years and 
its time frame spans 120 years to achieve total reduction amount. It has not shown any 
successful implementation at all. As demonstrated in Fig. 5. 4 in Phoenix, Arizona, at 
least 10 years we should keep monitoring its groundwater elevation for verification of 
success in the groundwater management act.  
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Figure 5.24. Comparison of the area sum of groundwater elevation, groundwater budget, 
and total rainfall in the Beryl-Enterprise area, UT 
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Figure 5.25. Trend in groundwater elevation in the Beryl-Enterprise area, UT 
In Fig. 5.26, trend in the area sum of groundwater elevation matches very well with 
the area-averaged groundwater percentile, as well. 
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Figure 5.26. Comparison of the area sum of groundwater elevation and the area-averaged 
groundwater percentile in the Beryl-Enterprise area, UT 
In Fig. 5.27, the trend in the area sum of total rainfall shows near perfect matches 
with the area-averaged wetness percentile. In this region, it also heavily depends on 
precipitation due to no supply from surface water. Total rainfall impacts on wetness 
percentile apparently. The highest peaks in both quantities were found in 2005 and 2011.  
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Figure 5.27. Comparison of the area sum of groundwater elevation and the area-averaged 
wetness percentile in the Beryl-Enterprise area, UT 
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For Nevada, an analysis of the data shows negative trends over most of cities and 
tabulated in Table 5.5. Nevada also noticed heavy use of groundwater in 1960s so 
Nevada water department initiated groundwater management program for several regions. 
Unless it was performed successfully, the trend would be worse.  
Table 5.5. Groundwater Elevation Data Analysis in Nevada 
City Slope 
Data 
Count 
Average 
St. 
Dev. 
Median Mode Max Min Difference 
Austin 3.43 41 5,924.81 189.99 5,999.30 6,000.99 6,001.83 5,253.20 748.63 
Battle Mtn 0.11 37 4,515.54 10.22 4,514.66 4,477.40 4,526.98 4,477.40 49.58 
Caliente -4.73 39 4,407.01 99.01 4,375.98 4,341.90 4,782.30 4,341.90 440.40 
Ely 
Yelland 
-2.42 56 6,222.69 68.55 6,220.24 6,130.32 6,412.43 6,130.32 282.11 
Fallon 
NAS 
-0.10 43 3,927.68 7.59 3,927.98 3,912.30 3,947.90 3,912.30 35.60 
Indian 
Springs 
-0.45 36 3051.05 59.11 3077.72 2926.91 3123.58 2926.91 196.67 
Las Vegas -1.34 70 2,080.28 59.59 2,091.68 1,715.65 2,149.96 1,715.65 434.32 
Mercury -1.10 38 2,384.61 24.96 2,377.56 2,416.00 2,416.00 2,282.90 133.10 
Nellis AFB -1.27 50 1,762.77 35.13 1,748.52 1,702.10 1,863.40 1,702.10 161.30 
Reno -0.92 49 4,429.01 35.32 4,418.85 4,363.30 4,535.20 4,363.30 171.90 
Winnemucca 0.04 50 4,286.21 6.70 4,285.71 4,274.10 4,301.25 4,274.10 27.15 
 
Caliente is a very small town with a total population of 1,130 people. Even though 
Caliente has stream flow from the Meadow Valley Wash, until 1970, groundwater in this 
region was heavily used, but since 1970, its level has been well maintained. This finding 
is shown in Fig. 5.28. The practice of measuring the groundwater level in this area was 
discontinued in 1999. 
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Figure 5.28. Trend of the groundwater elevation in Caliente, Nevada, USA 
In Fig. 5.29, the trend in the area sum of ground elevation does not match even 
partially with that in the sum of groundwater budget. The reason is that the Las Vegas 
Groundwater Management Program was initiated in early 1970s; artificial water has been 
recharged to the wells. In results, groundwater elevations have been rising in the long-
term since 1990. Artificial recharge has indirectly helped gaining back groundwater 
elevations in many parts of the basin. Since 1988, more than 300,000 acre-feet of water 
have been added back into the groundwater supply (Johnson et al. 1997) 
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Figure 5.29. Comparison of the area sum of groundwater elevation, groundwater budget, 
and total rainfall in Las Vegas, NV 
In Fig. 5.30 trend in groundwater elevation did not match with that in groundwater 
percentile. The reason is due to successful artificial recharge program. 
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Figure 5.30. Comparison of the area sum of groundwater elevation and the area-averaged 
groundwater percentile in Las Vegas, NV 
In Fig. 5.31, the trend in the area sum of total rainfall matches well with the area-
averaged wetness percentile. In this region, the effect of total rainfall on wetness 
percentile is apparently shown. 
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Figure 5.31. Comparison of the area sum of groundwater elevation and the area-averaged 
wetness percentile in Las Vegas, NV 
Table 5.6 shows the results of analyses about the trends in wells in the southwestern 
states using a categorized 10-year period bucket. A decreasing trend grows increasingly 
prominent over time. Only two time buckets, the ranges from 1985–1994 and 1995–2004, 
show that the ratio of decreasing groundwater elevation in wells also decreased similarly 
throughout the southwestern US. In Fig. 5.32, Arizona exhibits a noticeable rise in the 
trend of decreasing well resources, based on an initial value of approximately 10 % in the 
first year range from 1942 to 1949 and a final value of 54.97 % in the latter year range. 
The trends observed for Nevada and California are very similar to that of Arizona. In 
California, recent drought has impacted the decreasing trend severely. Meanwhile, Utah 
exhibits drastic fluctuations in the overall decreasing trend, with peak values in 1975–
1984.  
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Figure 5.32. Trend analysis of the decreasing groundwater elevation wells in the 
southwestern US 
 
Table 5.6. Results of Analyses in Trends of Wells in the Southwestern US 
State 
Year 
Range 
Decreasing Ratio (%) Increasing Ratio (%) 
Total No. of 
Wells 
California 
1942–1949 70 13.36 454 86.64 524 
1950–1959 553 42.87 737 57.13 1290 
1960–1969 701 45.61 836 54.39 1537 
1970–1979 709 40.24 1053 59.76 1762 
1975–1984 1344 68.22 626 31.78 1970 
1980–1989 624 37.77 1028 62.23 1652 
1985–1994 528 35.32 967 64.68 1495 
1990–1999 1160 67.52 558 32.48 1718 
1995–2004 665 35.93 1186 64.07 1851 
2000–2009 681 33.66 1342 66.34 2023 
2005–2014 1355 51.92 1255 48.08 2610 
Arizona 
1942–1949 48 9.86 439 90.14 487 
1950–1959 200 15.63 1080 84.38 1280 
1960–1969 358 24.81 1085 75.19 1443 
1970–1979 331 29.50 791 70.50 1122 
1975–1984 647 54.05 550 45.95 1197 
1980–1989 764 47.25 853 52.75 1617 
1985–1994 822 47.60 905 52.40 1727 
1990–1999 849 46.91 961 53.09 1810 
1995–2004 640 32.65 1320 67.35 1960 
2000–2009 1000 45.89 1179 54.11 2179 
2005–2014 1278 54.97 1047 45.03 2325 
Nevada 
1942–1949 19 22.09 67 77.91 86 
1950–1959 28 18.54 123 81.46 151 
1960–1969 125 34.92 233 65.08 358 
1970–1979 215 24.08 678 75.92 893 
1975–1984 321 33.02 651 66.98 972 
1980–1989 316 39.35 487 60.65 803 
1985–1994 295 34.50 560 65.50 855 
1990–1999 662 59.59 449 40.41 1111 
1995–2004 406 46.94 459 53.06 865 
2000–2009 489 51.20 466 48.80 955 
2005–2014 694 53.76 597 46.24 1291 
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Utah 
1942–1949 185 50.96 178 49.04 363 
1950–1959 75 14.48 443 85.52 518 
1960–1969 441 44.23 556 55.77 997 
1970–1979 315 28.40 794 71.60 1109 
1975–1984 739 66.10 379 33.90 1118 
1980–1989 712 62.24 432 37.76 1144 
1985–1994 221 19.15 933 80.85 1154 
1990–1999 614 54.67 509 45.33 1123 
1995–2004 195 18.19 877 81.81 1072 
2000–2009 235 22.71 800 77.29 1035 
2005–2014 425 42.16 583 57.84 1008 
 
We found that trend in ratio of decreasing trend wells in Arizona shows very similar 
trend in rate of groundwater depletion in the US over 10-year periods in Fig. 5.33. 
Annual rates of total groundwater depletion in the US through 1940 were less than 4 
km3/year, but after mid 1940s, increased significantly (Konikow 2013). Its peak occurred 
during the last period. This pattern could be found in our trend in ratio of decreasing 
trend wells in Arizona. The volume of groundwater depletion over 1900-2008 period by 
the Alluvial Basin within which Arizona lies is 102 km3 out of total 992.2 km3 in the US, 
ranked fourth after the High Plains Aquifer (340.9 km3), the Mississippi embayment 
aquifer (182 km3) and the Central Valley Basin (144.8km3) (Konikow 2013). 
The greatest annual rates of groundwater depletion occurred during 2001 to 2002 and 
average annual rates of groundwater depletion increased substantially after 2000 
(Konikow 2013). This can explain why the ratio of decreasing trend wells increased after 
2000 in all four states.   
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Figure 5.33. Comparison of trends in ratio of decreasing trend wells in Arizona and ratio 
of groundwater depletion in the US 
Finally, a catalog of groundwater contour using data by the CS method over the 
period from 1942 to 2014 is shown below in Figs. 5.34-43. This catalog shows the 
general trends of groundwater elevation on a yearly basis. This contour shows topological 
groundwater elevation in the southwestern US. Differences from land elevation were 
made because the regions, in which human beings could not live such as high altitude 
region in Sierra Nevada Mountains, do not have any measurement. Therefore, the 
boundaries between California and Nevada did not show gradual but sharp contour level 
change from 0 to 4000.  
While investigating Arizona groundwater elevation change from 1940s to 1990s, we 
discovered that the low contour levels had been expanding along with areas in the AMAs 
up to mid 1980s, after then, those was reduced significantly. 
  139 
 
Figure 5.34. Compressed sensing groundwater network data from 1942 to 1949 
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Figure 5.35. Compressed sensing groundwater network data from 1950 to 1957 
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Figure 5.36. Compressed sensing groundwater network data from 1958 to 1965 
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Figure 5.37. Compressed sensing groundwater network data from 1966 to 1973 
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Figure 5.38. Compressed sensing groundwater network data from 1974 to 1981 
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Figure 5.39. Compressed sensing groundwater network data from 1982 to 1989 
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Figure 5.40. Compressed sensing groundwater network data from 1990 to 1997 
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Figure 5.41. Compressed sensing groundwater network data from 1998 to 2005 
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Figure 5.42. Compressed sensing groundwater network data from 2006 to 2013 
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Figure 5.43. Compressed sensing groundwater network data, 2014 
 
4. Limitations 
Although the groundwater network data have been constructed, the geological area, 
which guarantees the accuracy of reconstructed results, should be considered. For 
example, metropolitan Phoenix resides upon the Phoenix basin. The Phoenix basin is 
very flat and has not shown any severe change in groundwater elevation. This type of 
geological area is very suitable for our research. In contrast to observations recorded for 
the Phoenix basin, the Bulge of Sedona is not a good area of research for the suggested 
methods because the elevation changes are significant within a narrow region because 
this region is a valley.  
The integrity of historical well data is another point of concern. In the data pre-
processing phase, any unverified data were removed to the best of our ability. Because 
only a very small portion of the well data is maintained as a verified source in the USGS, 
and access to this network requires authority, certain limitations are inherent in the 
comprehensive construction of groundwater level network data. Even though ADWR 
maintains the registered wells either periodically or continuously, the real-time data from 
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these wells have not been provided to the public. As a result, we can only construct the 
data provided at the time of query on our side. The utilization efficacy of groundwater 
level data can be enhanced if the access limit is unlocked. For example, in the 1940s, full 
measurements were not established; hence the missing areas are shown in Fig. 5.34. 
Since USGS, CDWR, UDWR, ADWR, and NDWR have not provided full measurement 
data to the public; certain areas in the contour map show a different shape. For another 
example, contours after1990 in certain California regions did not appear because those 
areas had experienced difficulty of reconstruction by CS. 
 
5. Conclusion 
In this chapter, using the estimated groundwater level by CS, trends in groundwater 
elevation from 1942 to 2014 were investigated. By help of the estimated groundwater 
elevation via our suggested method, some areas in which do not have any measurement 
could be analyzed. In trend analysis based on cities, most of the cities in the southwestern 
US showed a decreasing trend. Even though over 62% of Arizona cities showed a 
decreasing trend, groundwater management plans such as GMA and CAP have been 
taking effective actions to sustain groundwater elevation at a proper level. California 
have had hard time due to severe drought so that groundwater depletion could be 
noticeably recognized in the groundwater budget. Temperature rise, lean snow pack on 
the Sierra Nevada Mountains, little rainfall and greedy groundwater withdrawals 
exacerbated drastic drop of groundwater elevation in the agricultural area, especially, the 
Central Valley Basin.  
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Nevada Department of Water Resources has noticed the need for groundwater 
management through the long-term observations of groundwater elevation over many 
areas since 1970. In Las Vegas, constantly artificial recharge has been conducted so that 
its groundwater elevation shows the increasing trend. Utah Department of Water 
Resources noticed the continuous decrease of groundwater elevation in the Beryl-
Enterprise area and currently groundwater management act has been planned and 
undertook necessary steps. Still the Beryl-Enterprise area shows the continual decrease in 
groundwater elevation level, however, after the management act takes effect, we could 
assure that groundwater elevation at least levels off and/or increases based on our 
investigations in the Groundwater Management Act from Phoenix in Arizona and Las 
Vegas in Nevada.  
In general, we found not only the similar pattern between the area sum of 
groundwater elevation and the area-averaged groundwater percentile, but also found the 
close relationship between the area sum of total rainfall and the area-averaged wetness 
percentile. In California, trend in the area sum of the groundwater elevation similarly 
matched with that in the area sum of groundwater budget. After separation of areas into 
two distinct regions such as the Sierra Nevada Mountains and the Central Valley Basins, 
the simple quantity can be obtained. It is from adding the area sum of accumulated snow 
in the Sierra Nevada Mountains and the area sum of total rainfall in the Central Valley 
Basins. It gives the indication of severe drought and probable groundwater depletion 
when its sum goes below 35 feet. Trend shows the drastic drop of groundwater elevation, 
groundwater budget, groundwater percentile, wetness percentile, accumulated snow, 
snow melt, and total rainfall in the Central Valley Basins. Average temperature in the the 
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Sierra Nevada Mountains goes up little by little. In other areas, we could find very similar 
trend of the general properties in the second analysis mentioned on top of this paragraph.   
In trend analysis based on 10 year period, Arizona, California, and Nevada started at 
the low ratio of decreasing trend wells but, after mid-1940s, trend in ratio of decreasing 
wells significantly increased. Except Arizona, three other states showed high fluctuation 
over the period. In spited of fluctuations, all four states showed the decreasing trend in 
groundwater elevation similarly. In two time buckets over 1985-1994 and 1995-2004, 
trend decreased but, again trend increased in all four states. Similar pattern between trend 
in rate of groundwater depletion in the US and trend in ratio of decreasing trend well in 
Arizona was found. Both trends explained current situations in the same way. 
We tried to show the entire coverage of groundwater contour map in the southwestern 
US. As a result, a catalog of groundwater contour over the entire period was shown by 
help of the estimated groundwater level via CS. In the catalog, declines of groundwater 
elevation along with Active Management Areas were noticed during 1940 to 1980. After 
1985, level-offs and gains of groundwater elevation could be shown due to effective 
groundwater management as mentioned above. 
Again, the suggested method can be very useful because it reduces the required 
number of total measurements by at least 42%. It is also an effective method for 
visualizing discretely measured, sparse data. If the size of the sampled data falls within 
certain ranges, which are governed by the CS properties, our method can be effectively 
used to estimate the groundwater level in the southwestern US. 
The correct mechanisms why groundwater elevation in wells changes in time in 
various regions are beyond our knowledge. Limiting groundwater data access to the 
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public as well as restricted regional development of groundwater near human habitats 
made this analysis difficult. Nonetheless, declines in groundwater availability have been 
confirmed like other researchers found and through visualization, the area that needs an 
immediate attention can be located and found.  
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CHAPTER 6 
CONCLUSIONS AND FUTURE RESEARCH 
 
In our first section, in which the basic principles of fluid mechanics and heat transfer 
were applied, along with a detailed presentation of the flow patterns and temperature 
distributions provided by computational simulations, significant improvements under 
both high- and low-temperature conditions can be achieved. In most cases, these 
achievements can be obtained with relatively simple, implementable modifications.  
In our second work, we have considered an appropriate form for the viscous 
dissipation term in the integral form of the conservation equation, and we examined the 
effects of momentum terms on the computed drop size. The SMD calculated in this 
manner agrees well with the experimental data, which included measurements of both the 
drop velocities and sizes. The revised treatment of liquid momentum also leads to highly 
stable calculations for a wide range of density ratios. The injection parameters, such as 
the spray cone angle and the atomization length, are directly input into the system of 
equations. Thus, this approach can incorporate various injection parameters into the 
computations and can be used for further considerations of the drop and velocity 
distributions under a wide range of spray geometry and injection conditions. 
In the last section, groundwater level estimation was investigated using compressed 
sensing. To satisfy a general property of compressed sensing, a random measurement 
matrix was used. The groundwater network was constructed, and finally l-1 optimization 
algorithm was run under objective function with constraints. The groundwater network 
data results from 1942 to 2014 exhibited a trend of fluctuating groundwater levels in the 
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southwestern US. Arizona, Nevada, California, and Utah showed an overall decreasing 
groundwater level trend. The suggested method can be used to estimate the groundwater 
level. By comparing the original data with the reconstructed data and employing various 
validation methods, we show the validity of our reconstruction of the estimated 
groundwater level and demonstrate a possible approach for groundwater management.  
We found not only the similar pattern between the area sum of groundwater elevation 
and the area-averaged groundwater percentile, but also found the close relationship 
between the area sum of total rainfall and the area-averaged wetness percentile. In 
California, trend in the area sum of the groundwater elevation similarly matched with that 
in the area sum of groundwater budget. After separation of areas into two distinct regions 
such as the Sierra Nevada Mountains and the Central Valley Basins, the simple quantity 
can be obtained. It is from adding the area sum of accumulated snow in the Sierra Nevada 
Mountains and the area sum of total rainfall in the Central Valley Basins. It gives the 
indication of severe drought and probable groundwater depletion when its sum goes 
below 35 feet. In Arizona, Nevada and Utah, we could find very similar trend between 
the area sum of groundwater elevation and the area-averaged groundwater percentile as 
well as the close relationship between the area sum of total rainfall and the area-averaged 
wetness percentile. 
The suggested method can be very useful in certain applications because it reduces 
the total amount of measurements required by at least 42%. It is also an effective method 
for visualizing discretely measured sparse data. If the size of the sampled data falls within 
certain ranges, our method can be effectively used for groundwater level estimations in 
the southwestern US.  
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For future research, by combining the elevation data within the geographical region 
under study with the geographical information (for example, combining the basin and 
sub-basin with the aquifer information), the accuracy of the results can be enhanced. If 
unlimited access were granted to the public for the provided data and real-time 
measurements could be combined with the suggested method, meaningful groundwater 
network data could be generated on a real-time basis. Another necessary technical 
advancement for compressed sensing is the construction of a measurement matrix, which 
remains an important task for groundwater level estimation. Such a matrix would likely 
be very region-specific; however, the matrix would increase the incoherence property so 
that the total amount of measured sparse data can be reduced by at least a factor of 2.  
When a data network is established with a specially devised analog sensing device, 
more effective reconstructions can be obtained for other sites, even though the 
groundwater level within a certain area may not be evenly distributed due to the heavy 
use of groundwater and the fact that various groundwater flow velocities in different 
regions are induced by the respective soil characteristics.  
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APPENDIX A  
LINEAR PRORAMMING 
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The standard-form linear program is 
min < 8,  >       8 =                                                                              (1) () ≤ 0 where the search vector  ∈ ℝ ,  ∈ ℝ, 8 is a  ×  matrix, and each of the 
 ,  = 1,2, … ,  is a linear functional () =< 8,  > +. For some  ∈ ℝ ,  ∈ ℝ. 
At the optimal point ∗, there will exist dual vectors ¡∗ ∈ ℝ , ¢∗ ∈ ℝ£, ¢∗ ≥ 0 such that 
the Karush-Kuhn-Tucker conditions (equations (2)~(5)) are satisfied. 
8 + 8¤¡∗ + ∑ ¢∗ =  ¥                                                                                               (2) ¢∗(∗) =  0, ¦  = 1, 2, … ,                                                                                      (3) 8∗ =                                                                                                                            (4) (∗) ≤  0, ¦  = 1, 2, … ,                                                                                          (5) 
 
The primal dual algorithm finds the optimal ∗ along with optimal dual vectors ¡∗ and ¢∗ 
by solving the system of nonlinear equations. The solution procedure is the classical 
Newton method. At an interior point (§,  ¡§, ¢§) which satisfies (§) <  0 and ¢§ ≥ 0, 
the system is linearized and solved. However, the step to new point (§Q7,  ¡§Q7, ¢§Q7) 
must be modified so that it remains in the interior of the hyper polytopes. In practice, we 
relax the complementary slackness condition ¢§(§) =  0 to ¢§(§) =  −1 ¨§1  where 
we judiciously increase the parameter ¨§ as we progress through the Newton iterations. 
This biases the solution of the linearized equations towards the interior, allowing a 
smooth, well-defined central path from an interior point to the solution on the boundary.  
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The primal, dual, and central residuals quantify how close a point (, ¡, ¢) is to a 
satisfying (KKT) with relaxed complementary slackness condition in place of the 
slackness condition. 
¦© = 8 + 8¤¡§ + ∑ ¢§                                                                                            (6) 
¦ª«¬­ = −Λ − ;−1 ¨§1  < ®                                                                                         (7) ¦¯ ­£ = 8 −                                                                                                             (8) 
where Λ is a diagonal matrix with (Λ)DD = ¢, and  = g7(), … , £()i¤. 
From a point (, ¡, ¢), we want to find a step (Δ, Δ¡, Δ¢) such that ¦°( + Δ, ¡ +
Δ¡, ¢ + Δ¢) = 0. Linearizing ¦°( + Δ, ¡ + Δ¡, ¢ + Δ¢) = 0 with the Taylor expansion 
around (, ¡, ¢),  
¦°( + Δ, ¡ + Δ¡, ¢ + Δ¢) ≈ ¦°(, ¡, ¢) + ²­³(, ¡, ¢) TΔΔ¡
Δ¢U, where ²­³(, ¡, ¢) is the 
Jacobian of ¦°, we have the system 
s ¥ 8¤ ´¤−Λ´ ¥ −µ8 ¥ ¥ u T
Δ
Δ¡
Δ¢U = − ¶·¸
8 + 8¤¡ + V ¢−Λ − g−1 ¨1  i®8 −   ¹º
»
 
where  ×  matrix C has the ¤ as rows, and F is diagonal with (F)DD = (). We can 
eliminate Δ¢ using Δ¢ = −ΛµS7´Δ − ¢ − g−1 ¨1  iS7. Leaving us with the core 
system 
+−´¤FS7Λ´ 8¤8 ¥ - ;ΔΔ¡< = ¼−8 − 8¤¡ + g1 ¨1  i´¤S7 − 8 ½ 
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With the (Δ, Δ¡, Δ¢) we have a step direction. To choose the step length 0 <  ≤ 1, we 
ask that it satisfy two criteria: 
1.  + Δ and ¢ + Δ¢ are in the interior, for example, ( + Δ) < 0, ¢ >0 ¦ ¾¿¿ .  
2. The norm of the residuals has decreased sufficiently:  
‖¦°( + Δ, ¡ + Δ¡, ¢ + Δ¢)‖ ≤ (1 − À) ∙ ‖¦°(, ¡, ¢)‖ 
where À is a user-specified parameter. In all of our implementations, we have set À =
0.01. 
Since the  are linear functionals, item 1 is easily addressed. We choose the maximum 
step size that just keeps us in the interior. Let ΗÂQ = Ãi: 〈cD, Δz〉 > 0Æ, ΗÇS = Ãi: Δλ < 0Æ , 
and set shÉ= = 0.99 ∙ min Ê1, Ë−fD(x) 〈cD, Δz〉Ì , i ∈ ΗÂQÍ , Ë−λD ΔλD1 , i ∈ ΗÇSÍÎ. Then 
starting with s = shÉ=, we check if item 2 above is satisfied. If not, we set s′ = β ∙ s and 
try again. β = 1/2 is set in our implementations.  
When ¦© and ¦¯ ­£ are small, the surrogate duality gap Ñ = −¤¢ is an 
approximation to how close a certain (, ¡, ¢) is to being optimal. The primal-dual 
algorithm repeats the Newton iterations described above until Ñ has decreased below a 
given tolerance. This is excerpted from l1-magic notes (Candes and Romberg 2005). 
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APPENDIX B  
MATLAB PSEUDO-CODE FOR L1-MINIMIZATION 
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The objective function is minimization of 〈8, 〉 subject to 8 =  and () < 0 where  ∈ ℝ,  ∈ ℝ, dimension of 8 =  × , and ()∈(7,…,£) = 〈, 〉ªÒ∈ℝÓ + ©Ò∈ℝÓ 
Given that x which satisfies 7() < 0, … , £() < 0, ¢ > 0, Ô > 1, ÕÖ«×Ø« > 0, and 
Õ > 0. 
Set Ù, =  −  and Ú, = − −  with corresponding dual variables ¢Ù,, ¢Ú,.  
Repeat 
1. Determine t. Set  = Ô/Ñ̂. 
2. Calculate primal-dual search direction ΔÜ¯­£S©. 
3. Line search and update. 
A. Determine step length  > 0. 
B. Set Ü = Ü + ΔÜ¯­£S©. 
Until Ý¦¯ ­£Ý ≤ ÕÖ«×Ø«, ‖¦©‖ ≤ ÕÖ«×Ø«, and ÑÞ ≤ Õ. This is excerpted from l1-
magic notes (Candes and Romberg 2005).  
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APPENDIX C  
CITY NAMES USED IN THE TREND ANALYSIS 
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No. City State 
 
No. City State 
1* Davis MAFB AZ 
 
31* Bicycle Lake CA 
2* Deer Valley AZ 
 
32 Big Bear Apt CA 
3* Douglas AZ 
 
33 Bishop CA 
4* Falcon Fld AZ 
 
34 Blue Canyon CA 
5 Flagstaff AZ 
 
35 Blythe CA 
6* Fort Huachuca AZ 
 
36 Burbank CA 
7* Gila Bend AZ 
 
37* Camp Pendleton CA 
8* Good year AZ 
 
38 Campo CA 
9 Grand Canyon AZ 
 
39 Carlsbad CA 
10 Kingman AZ 
 
40* Castle AFB CA 
11* Luke AZ 
 
41 Chico CA 
12 Page AZ 
 
42* China Lake CA 
13* Payson AZ 
 
43 Chino CA 
14* Phoenix AZ 
 
44* Chowchilla CA 
15 Prescott AZ 
 
45* Coalinga CA 
16* Safford Awrs AZ 
 
46* Concord CA 
17* Scottsdale AZ 
 
47* Daggett CA 
18 ShowLow AZ 
 
48* Edwards AFB CA 
19 ShowLow a AZ 
 
49 El Centro CA 
20* Tucson AZ 
 
50* El Monte CA 
21* Williams AFB AZ 
 
51 El Toro CA 
22* Winslow AZ 
 
52 Fort Hunter CA 
23 Yuma AZ 
 
53 Fort Ord CA 
24* Yuma Mcas AZ 
 
54* Fowler CA 
25 Yuma Proving Ground AZ 
 
55 Fresno CA 
26 Alameda NAS CA 
 
56* Fresno CA 
27 Alturas CA 
 
57* Fullerton CA 
28 Bakersfield CA 
 
58* George AFB CA 
29* Beale AFB CA 
 
59* Hawthorne CA 
30* Beaumont CA 
 
60 Hayward CA 
Letter in red and asterisk (*) next to number indicates the selected city. 
No. City State 
 
No. City State 
61* Huron CA 
 
91 Palm Springs CA 
62 Imperial CA 
 
92* Palmdale CA 
63 Imperial Beach CA 
 
93 Palo Alto CA 
64* Kerman CA 
 
94 Paso Robles CA 
65 La Verne CA 
 
95 Point Mugu CA 
66* Lake Tahoe CA 
 
96 Pt Arguello CA 
67* Lancaster CA 
 
97 Pt Piedras CA 
68* Lemoore NAS CA 
 
98 Pt Piedras a CA 
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69 Livermore CA 
 
99 RedBluff CA 
70 Los Angeles CA 
 
100 Redding CA 
71* Los Banos CA 
 
101* Sacramento CA 
72* Mammoth Lakes CA 
 
102* Sacramento a CA 
73 March AFB CA 
 
103 Salinas CA 
74 Marysville CA 
 
104 San Carlos CA 
75 Mcclellan CA 
 
105* San Clemente CA 
76* Merced CA 
 
106* San Diego CA 
77 Miramar NAS CA 
 
107* San Diego a CA 
78 Modesto CA 
 
108 San Francisco CA 
79 Moffet NAS CA 
 
109 San Jose CA 
80* Mojave CA 
 
110 San Jose Rei CA 
81 Monterey CA 
 
111 San Luis Obispo CA 
82 Mount Shasta CA 
 
112* San Mateo CA 
83 Mount Wilson CA 
 
113 San Miguel CA 
84* Napa CA 
 
114 San Nicholas CA 
85 Needles CA 
 
115 Sandburg CA 
86 North Island CA 
 
116 Santa Ana CA 
87* Norton AFB CA 
 
117* Santa Barbara CA 
88 Oakland CA 
 
118* Santa Maria CA 
89 Ontario Int. Airport CA 
 
119 Santa Monica CA 
90* Oxnard CA 
 
120 Siskiyou CA 
Letter in red and asterisk (*) next to number indicates the selected city. 
No. City State 
 
No. City State 
121* Stockton CA 
 
150* Saint George UT 
122 Superior Val CA 
 
151* Salt Lake City UT 
123 Susanville CA 
 
152* Tooele UT 
124 Thermal CA 
 
153* Beryl UT 
125 Torrance CA 
 
154 Wendover UT 
126* Travis AFB CA 
 
155* Austin  NV 
127 TruckeeTahoe CA 
 
156* Austin a NV 
128* Turlock CA 
 
157* Battle Mtn NV 
129* Tustin Mcas CA 
 
158* Caliente NV 
130* Twentynine Palm CA 
 
159 Elko NV 
131 Van Nuys CA 
 
160* Ely Yelland NV 
132 Vandenberg CA 
 
161* Eureka CA 
133 Visalia CA 
 
162* Fallon NAS NV 
134 Blanding UT 
 
163* Hawthorne CA 
135 Bullfrog Mar UT 
 
164* Indian Spring Rn  NV 
136* Cedar City UT 
 
165* Indian Spring Rn a NV 
137* Delta UT 
 
166* Las Vegas NV 
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138 
Dugway Proving 
Ground 
UT 
 
167 Lovelock NV 
139 Eagle Range UT 
 
168* Mercury NV 
140 Green River UT 
 
169* Nellis AFB NV 
141* Hanksville UT 
 
170* Reno NV 
142* Hill AFB UT 
 
171 Tonopah NV 
143* Logan UT 
 
172 Wildhorse NV 
144 Milford UT 
 
173* Winnemucca NV 
145 Moab UT 
 
174 Yucca Flat NV 
146* Ogden UT 
    147 Price Carbon UT 
    148* Provo UT 
    149 Roosevelt UT 
    Letter in red and asterisk (*) next to number indicates the selected city.  
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