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Introduction
In this article, we study the existence, multiplicity and uniform estimates of the weak solutions of the following nonlocal problem in a smooth and bounded domain Ω ⊂ R n :
(−∆) up to a constant, for continuous functions s : Ω × Ω → (0, 1) and p : Ω × Ω → (1, ∞) with s(x, y)p(x, y) < n for all (x, y) ∈ Ω × Ω. Here we consider the parameter λ > 0 and sub-critical growth assumption on f (x, t) as described later.
In recent years, problems involving non-local operators have gained a lot of attentions due to their occurrence in real-world applications, such as, the thin obstacle problem, optimization, finance, phase transitions and also in pure mathematical research, such as, minimal surfaces, conservation laws etc. The celebrated work of Nezza, Palatucci and Valdinoci [1] provides the necessary functional set-up to study these non-local problems using variational method. We refer [2] and references there in for more details on problems involving semi-linear fractional-Laplacian operator. In continuation to this, problems involving quasilinear non-local fractional p-Laplacian are extensively studied by many researchers including Squassina, Palatucci, Mosconi, Rădulescu et al. (see [3] , [4] , [5] , [6] ). Here the authors have studied various aspects, viz, existence, multiplicity and regularity of solutions of quasilinear non-local fractional p-Laplacian problem. Concerning the evolution equation involving nonlocal operator we refer [7] , [8] , [9] and references therein. In analogy to the Sobolev spaces with variable exponent (see [10] , [11] ), recently Kaufmann et.al. have introduced the fractional Sobolev spaces with variable exponent in [12] . As the variable growth of the exponent p in the local p(x)-Laplacian operator defined as div(| ∇u | p(x)−2 ∇u)
makes it more suitable for modeling problems like image restoration, obstacle problems compared to p-Laplacian operator,henceforth, it is natural inquisitiveness to substitute the nonlocal fractional p-Laplacian with the non-local operator with variable exponents as defined in (1.2) and expect better modeling. Some results involving this type of operator associated variable exponent Sobolev spaces are studied in [13] , [14] , [15] .
In present work, we study the existence, multiplicity and regularity of the solutions of problem involving non-local operator (−∆)
p(·) with variable exponents s and p. Here we would like to emphasis that in our work we have consider the variable growth on the exponent s as well. Also we would like to mention that the the embedding of the variable exponent fractional Sobolev space
, where p * s (x) is the critical exponent, is proved in the case p(x, x) ≤ q(x), unlike in [12] , where the authors have taken the strict inequality as p(x, x) < q(x). Motivated by the pioneer work of Cerami et.al [16] of problems involving concave-convex nonlinearity in case of local operator and [17] in case of non-local operator, in present work we study the existence and multiplicity of solutions of non-local problem with variable exponents involving concave-convex nonlinearity. Also we establish the L ∞ bound on the weak solution of (1.1) using elegant bootstrap technique. The L ∞ bound on the weak solution of the problem involving fractional p-Laplacian has been studied by Franzina and Palatucci in [3] . Now we precisely state the main results to be proved in this paper. For any function φ : Ω → R (or φ : Ω × Ω → R) we set
We also define the function space C + (Ω) := {g ∈ C(Ω, R) : 1 < g − ≤ g + < ∞}. Now, we assume that the continuous variable exponent s : Ω × Ω → (0, 1) satisfies the following properties.
(S1) s is symmetric, i.e., s(x, y) = s(y, x) for all (x, y) ∈ Ω × Ω.
Here we also consider the following assumptions on the continuous variable exponent p : Ω × Ω → R n :
(P1) p is symmetric, i.e., p(x, y) = p(y, x) for all (x, y) ∈ Ω × Ω.
(P2) 1 < p − ≤ p(x, y) ≤ p + < ∞ and s(x, y)p(x, y) < n for all (x, y) ∈ Ω × Ω.
We assume the following hypotheses on f and variable exponent α:
(F 3) There exist constants a > 0 and b > p
We define the weak solutions for problem (1.1) in the functional space X 0 (defined in Section 2) as follows:
is called a weak solution of (1.1) if for every w ∈ X 0 we have
The main results to be proved in this article are as follows:
such that for all λ ∈ (0, λ * ), the problem (1.1) admits at least two non-trivial weak solutions.
Remark 1. Consider the following eigen value problem involving the fractional-Laplacian with variable exponent:
Then, Theorem 1.2 guarantees the existence of a eigen function for (1.5) for all λ ∈ (0, λ * ) for suitably chosen λ * > 0 while the regularity of the associated eigen function is established by Theorem 1.3 .
Variable exponent fractional Sobolev spaces and functional setting
In this section we introduce fractional Sobolev spaces with variable exponent and establish the preliminary lemmas and embeddings associated with these spaces. For this we assume that the variable exponents s(·, ·) satisfies (S1) − (S2) and p(·, ·) satisfies (P 1) − (P 2). We also assume that q ∈ C + (Ω). Recalling the definition of the Lebesgue spaces with variable exponent in [10] , we introduce the variable exponent fractional Sobolev space as follows:
is a Banach space equipped with the norm
We have the following Sobolev embedding theorem for W .
n be a smooth bounded domain. Let s(·, ·) and p(·, ·) satisfy (S1) − (S2) and (P 1) − (P 2), respectively and q
Proof. Here we follow the approach as in [12] . As we have p, q, β, s are continuous on Ω, it follows that inf
From this expression and continuity of the exponents p, q, β and s, it follows that there exists a finite family of disjoint open balls {B
with radius ǫ = ǫ(p, q, β, s,
Again, using continuity of p, q, β and s we can choose δ = δ(k 1 ),
and ǫ > 0 such that (2.6), (2.7) and (2.9) give us
for each x ∈ B i , we have (2.10). Using Sobolev embedding results (Theorem 6.7, Theorem 6.9 in
From (2.9), we get β(x) < p i * ti for all x ∈ B i , i = 1, ..., k. Hence we can take a i ∈ C + (Ω) such that
. Now applying Hölder's inequality, we obtain
for some constants k 2 , k 3 > 0. From (2.12) and (2.13), we deduce
where
.., k, we argue in a similar way as above to obtain
bi(x,y) and considering the measure in B i × B i , given by dµ(x, y) = dxdy |x − y| n+(ti−s(x,y))pi , we observe using Hölder's inequality that there exist some constants k 6 , k 7 > 0 such that 16) where the function U is defined in
(2.17)
Combining (2.17) and (2.18), we deduce
Therefore from the above, we obtain 
s(x,y),p(x,y) Ω
, which gives us
for some constant k 9 > 0. Thus using (2.14), (2.15) and (2.20), we deduce
where the constants k 10 , k 11 and K > 0. This proves that the space W is continuously embedded in L β(x) (Ω). The compactness of this embedding in the bounded domain Ω can be established by suitably extracting a convergent subsequence in L β(x) (B i ) for each i = 1, ..., k of a bounded sequence {u m } in W and arguing as above.
Next, for studying nonlocal problems involving the operator (−∆)
with Dirichlet boundary data via variational methods, we introduce another new fractional type Sobolev spaces with variable exponents. One can refer [2] and references there in for this type of spaces in fractional p-Laplacian framework. Since the variable exponents p, s are continuous in Ω × Ω and q is continuous in Ω, using Tietze extension theorem, we can extend p, s to R n × R n and q to R n continuously such that
|x − y| n+s(x,y)p(x,y) dxdy < ∞ .
The space X is a normed linear space equipped with the following norm:
Next we define a subspace X 0 of X as
(Ω) := {u ∈ X : u = 0 a.e. in CΩ}.
We equip X 0 with the norm as follows:
For u ∈ X 0 , we define the following modular function ρ X0 : X 0 → R:
The interplay between the norm in X 0 and the modular function ρ X0 can be studied in the following lemmas:
Lemma 2.2. Let u ∈ X 0 and ρ X0 be defined as in (2.21). Then, we have the following:
Then the following statements are equivalent:
The proofs of Lemma 2.2 and Lemma 2.3 follow in the same line as the proofs of Theorem 3.1 and Theorem 3.2, respectively, in [10] . Now, we study the following Sobolev embedding theorem for the space X 0 .
Theorem 2.4.
Let Ω ⊂ R n be a smooth bounded domain. Let s(·, ·) and p(·, ·) satisfy (S1) − (S2) and (P 1) − (P 2) respectively such that s(x, y)p(x, y) < n for all (x, y) ∈ Ω × Ω and
Moreover, this embedding is compact.
Proof. First we note that, as p, s are continuous in Ω × Ω and q, β are continuous in Ω, using Tietze extension theorem, we can extend p, s to R n × R n and q, β in R n such that p(x, x) ≤ q(x) and r(x) ≤ p * s (x) for all x ∈ R n . Next, we claim that there exists a constant C ′ > 0 such that
This is equivalent to proving that inf We extend u 0 to R n by setting u 0 (x) = 0 on x ∈ CΩ. This implies u m (x) → u 0 (x) a.e. x ∈ R n as m → ∞. By using Fatou's Lemma, we have
which implies that u 0 X0 ≤ lim inf n→∞ u m x0 = C ′ and hence u 0 ∈ X 0 . Also, as u 0 L q(x) (Ω) = 1, we have u 0 ∈ A. Therefore u 0 X0 = C ′ . This proves our claim and hence (2.22). From (2.22), it follows that
which implies that X 0 is continuously embedded in W . Also as from Theorem 2.1, W is continuously embedded in L β(x) (Ω), there exists a constant C(n, s, p, r, β, Ω) > 0, such that
To prove that the embedding given in (2.23) is compact, let {v m } be a bounded sequence in X 0 . This implies that {v m } is bounded in W . Hence by using Theorem 2.1, we infer that there exists
This completes the theorem. Using the above Sobolev embedding result together with Theorem 2.4.14 and Theorem 3.4.9 in [11] we have the following proposition. (Ω) by X 0 .
Proof of main results
In this section we give the proof of Theorem 1.2 and Theorem 1.3. First, we study the existence of multiple solutions of (1.1) with concave-convex nonlinearity. By the standard critical point theory, the weak solutions of (1.1) are characterized by the critical points of the associated energy functional J λ : X 0 → R given as Note that J λ is well-defined and Gâteaux differentiable on X 0 . Also J λ admits the mountain-pass geometry. Precisely, we have the following lemma.
Lemma 3.1. Let J λ be defined as in (3.24). Then we have the followings.
(i) There exists λ * > 0 such that for any λ ∈ (0, λ * ) we can choose R > 0 and 0 < δ < 1 such that
(ii) There exists φ ∈ X 0 , φ > 0 such that J(tφ) → −∞ as t → +∞.
(iii) There exists ψ ∈ X 0 , ψ > 0 such that J(tψ) < 0 for all t → 0 + .
Proof. (i). Using Lemma 2.2, Theorem 2.4, (F 2) and (F 3)
, for u X0 < 1, we have
where c 1 , c 2 > 0 are constants. Now for each λ > 0, we define the function, T λ : (0, +∞) → R as
Then it is easy to check that t 0 = (λ with u X0 = δ.
(ii). Recalling Lemma 4 in [18] , from (F 3) it follows that, there exist two constants l 1 , l 2 > 0 such that
for all (x, t) ∈ Ω × R. Now, for φ ∈ C ∞ c (Ω) with φ > 0 and t > 0 sufficiently large such that tφ X0 > 1, using Lemma 2.2 and (3.25), we deduce that
where |Ω| is the Lebesgue measure of bounded domain Ω. As from (F 3) we have p
(Ω) such that ψ > 0 and for sufficiently small t > 0, tψ X0 < 1. Then from (F 1) and Lemma 2.2, we obtain
As from (F 4) we have α + < p − , it follows that J(tψ) < 0 as t → 0 + .
Here we recall Lemma A.1 in [19] which is used to prove that J λ satisfies Palais-Smale condition.
. Lemma 3.3. The functional J λ satisfies (P S) c condition for any c ∈ R, c > 0.
Proof. Let {u m } ⊂ X 0 be a (P S) c sequence of the functional J λ , i.e., J λ (u m ) → c and J
Note that, {u m } is bounded in X 0 . Indeed, if {u m } is unbounded in X 0 , we may assume that u m X0 → +∞ as m → +∞. Now, for m large enough, using Lemma 2.2 and Theorem 2.4 together with (F 3), we have
for some constant c 4 > 0. As from (F 3) and (F 4) we get p + < b and α + < p − , respectively, the above expression gives a contradiction. Therefore the sequence {u m } is bounded in X 0 . Since X 0 is a reflexive Banach space ( Proposition 2.5), it follows that there exists u 1 ∈ X 0 such that up to a subsequence still denoted by {u m }, u m ⇀ u 1 weakly in X 0 as m → ∞. Also by using Theorem 2.4, we get
(Ω) and L r(x) (Ω) strongly and hence u m (x) → u 1 (x) point-wise a.e.
x ∈ R n as m → ∞. We claim that u m → u 1 strongly in X 0 as m → ∞. For u, φ ∈ X 0 , we set the notation
, taking into account (3.24) and (3.26), we deduce
The second term in the right hand side of (3.27) equals to o m (1). Indeed, using the fact that u m → u 1 strongly in L α(x) (Ω) as m → ∞ together with Hölder's inequality and Lemma 3.2, we
Since using (F2), the third term in the right hand side of (3.27) gives us We denote v m = u m − u 1 . Then for 1 < p(x, y) < 2, taking into account Lemma 2.2, Hölder's inequality, Lemma 3.2 and Simon's inequality [20] , we deduce
where c 5 > 0 is a constant and g i , i = 1, 2, 3 are defined as follows.
|x−y| n+s(x,y)p(x,y) .
Finally using Lemma 2.2 and (3.31), it follows that
. ( Proof of Theorem 1.2: As from Lemma 3.1 and Lemma 3.3, there exists λ * > 0 such that for all λ ∈ (0, λ * ), J λ satisfies the mountain pass geometry and Palais-Smale condition, using mountain pass theorem, we infer that there exists u 1 ∈ X 0 , a critical point of J λ with J λ (u 1 ) = c > 0 = J λ (0). Hence there exists a non-trivial weak solution of the problem (1.1). Next, we prove the existence of the second weak solution of (1.1). From Lemma 3.1(iii), we get that inf
where B δ (0) = {u ∈ X 0 : u X0 ≤ δ}. Now by applying Ekeland's variational principle, for given any ǫ > 0 there exists w ǫ ∈ B δ (Ω) such that J λ (w ǫ ) < inf
J λ (u) + ǫ and
We choose ǫ > 0 such that 0 < ǫ < inf
. This implies w ǫ ∈ B δ (0). Now by taking u = w ǫ + tv for t > 0 and v ∈ B δ (0) \ {0}, from (3.33), we deduce that
This implies the {w m } ⊂ B δ (0) is a Palais-Smale sequence at level c < 0. In view of Lemma 3.3, we conclude that there exists u 2 ∈ B δ (0) ⊂ X 0 such that w m → u 2 strongly in X 0 as m → ∞ and u 2 is a critical point of J λ with J λ (u 2 ) = c < 0. Thus, u 2 is a nontrivial weak solution of (1.1). Also noticing the fact that J λ (|u|) ≤ J λ (u), we infer that u 2 is non-negative. Clearly as J(u 1 ) = c > 0 > c = J(u 2 ), u 1 = u 2 .
Next, we give the proof for our second theorem in this article. We have the following comparison inequality which is useful to handle the variable exponent growth of the non-local operators.
Lemma 3.4. Let u : Ω → R be a function such that u(x) > 1 a.e. x ∈ Ω and η(·, ·) be a symmetric real valued function such that 0 ≤ η(x, y) < ∞ for all (x, y) ∈ Ω × Ω. Suppose,
η(x, y). Then we have the following inequality | u
for some θ ∈ C + (Ω) such that θ(x) < p * s (x) for all x ∈ Ω and r (3.37) , then using the assumption u(x) > 1 a.e. x ∈ Ω together with the comparison results for variable exponent norm and modular function (Theorem 3.2 in [10] ), we get
From (3.37) and (3.38), we have
Similarly for u . Hence by using induction hypothesis, we deduce for a.e. x ∈ Ω, we replace u by −u in the above arguments and infer that u ∈ L ∞ (Ω). This completes our theorem.
