Following up and correcting prior work by Teel, Bearden, and Sharma (1986) in this journal, a general approach to variance explained in latent dependent variables of nonrecursive linear structural equation models is given. A new method of its estimation, easily implemented in EQS or LISREL, is described and illustrated.
Introduction
It is imperative in marketing and behavioral and management research to summarize the ability of the variables in a model to explain critical dependent variables.
In single-equation regression, multivariate regression, and multiple-equation structural equation models, in which one or more dependent variables are predicted from a set of predictors, common practice is to summarize the predictability of a dependent variable with the squared multiple correlation R. Jain (1994) provides a good introduction to # regression analysis in marketing, and the R in this context. While alternative measures # are available, this is a basic and convenient summary measure: it is generally recognized that better models have higher R values, especially when prediction is a key issue as it # often is in marketing research. Of course, there may be technical issues in its application, such as adjustment for bias due to the size of the predictor set, which are beyond the current scope to discuss. Similar R-like measures have been used to summarize predictability in latent # variable structural equation models in which some of the predictors or dependent variables are unmeasured constructs. Although the presence of latent variables change some aspects of interpretation, it would seem that essentially no new principles should be involved in summarization of prediction. In particular, reported R values should # describe the extent of predictability of any dependent variable, whether latent or observed. However, in a pioneering paper in this journal, Teel, Bearden and Sharma 3 (1986) pointed out that measurement of explained variance is not at all straightforward when multiple equation models contain feedback loops among variables or have disturbances that are correlated across equations. Models with reciprocal causation, often known as nonrecursive structural equation models, have been of interest to research in the social and behavioral sciences, including econometrics and marketing (e.g., Schaubroeck 1990; Hayduk 1996) . A recent discussion of reciprocal causation can be found in Sharma (1996, Ch. 14) , using the Shimp and Kavas (1984) paper on the theory of reasoned action applied to coupon usage. Teel et al. described three alternative measures of explained variance for single equations in nonrecursive structural equation models, based on a LISREL (Jöreskog and Sörbom 1993) approach, a SAS econometric approach, and their own adjusted LISREL approach they consider equivalent to a predicted/observed R approach. In their # examples, these different approaches gave radically different values for explained variance, and hence it is critical that the optimally justified choice of measure is adopted.
The authors do not especially favor the LISREL approach, involving subtraction of residual variance from total variance in endogenous constructs. They show that this expression contains irrelevant extraneous variance. More recently, the LISREL approach also was questioned by Hayduk (1996) , who noted "I used to think that no acceptable model could contain a concept having a negative R, but I was wrong!" (pp. xx-xxi). # Actually, it does seem correct that negative R, as well as values larger than 1.0, are not # meaningful, since neither values could be consistent with the usual interpretation of R as # the proportion of variance in a dependent variable accounted for by the predictors. The econometric approach uses only exogenous variables as predictors, i.e., it ignores endogenous variable predictors of dependent variables, and thus does not correspond to the actual equations of the model. Hence it is not desirable either. Teel et al. conclude that a modified LISREL approach is best. They state "The square of the correlation between the observed and predicted values of a dependent variable in a single equation is 4 most consistent with the traditional definition of explained variance. This is also the recommended measure of explained variance for regression equations that are linear in the parameters and nonlinear in the variables...This seems to be the most desirable estimate for most marketing research applications" (p. 167). We agree with this conceptual assessment. Unfortunately, the authors' own R-like index reflecting variance # accounted for seems inappropriate for nonrecursive models. It is narrow in definition, does not extend easily to any nonrecursive model, and is hard to compute in a complex model. In addition, implausible and unnecessary restrictions were imposed in its derivation. And finally, their examples give R values that are not consistent with their
The present articlehas a three-fold goal. It clarifies a logical measure of proportion of explained variance in a latent dependent variable that in our view is more appropriate for nonrecursive and other linear structural equation models. A method for estimation of this measure is then presented, which can be routinely used with widely circulated structural modeling software, such as EQS (Bentler 1995) or LISREL (Jöreskog and Sörbom 1993) . Also, the general formula of the R-like index by Teel et # al. (1986) is presented.
A General Proposition
Consider an arbitrary structural equation such as ]oe\€\€ÞÞÞ€ "" ""## "% :: \€ß which is purposely written in the form of a standard regression equation. In this typical situation, the residual is independent of the predictor variables , and the % \ 5 population squared multiple correlation can be defined as the squared product moment 3 # correlation Corr, where is the predicted 3""" Teel, Bearden, and Sharma's Index Teel et al. (1986, p. 165) They defined LISREL's R() for a latent dependent variance freed from its associated
where E(.) stands for expectation. In this model, is involved in a reciprocal causation ( " relationship with another latent variable :
and is the variance of the disturbance term pertaining to . To obtain an 5'(
expression of R() in terms of model parameters, Teel et al. (1986) used a series of # "
( algebraic reformulations leading to their Equation (7) (p. 165). For completeness of this discussion, some of their equations are reproduced here with the same number and a "#" prefix:
where the symbol stands for correlation between its subindexed variables. Formula (#7) < is the basis of numerical examples provided subsequently in Teel et al. (1986) . Equation (#7) by Teel et al. is in general incorrect to the extent that it is based on unwarranted restrictions imposed by its authors (p. 165). One of these constraints is
This is an unnecessary restriction in the model under consideration since is a ( # dependent variable--rather than an independent variable--that need not have a variance of 1. In general, the variance of is a function of the variances of the variables that predict ( 2 it, which presumably could be anything. That is, assumption (3) made by Teel et al. is in general incorrect and therefore represents a model misspecification that makes Equation (#7) using it incorrect as well. In addition, to arrive at (#7) Teel et al. (1986) used the restrictive relationships
The firstequationin (4) is true only if E(= 1, which need not hold in general; the ( Equation (#5) reproduced next, for completeness of this discussion:
since in the present model and are uncorrelated (see Figure 1 ). Given that variable 0' "" means are assumed to be zero, Equation (#5) is equivalent to
where Var(.) denotes variance and Cov(.,.) covariance. For the covariances in (6), repeated use of the latent variable equations (2) underlying the model leads to
Equations (7) yield from (6) the generally valid, corrected version of Teel et al.'s (1986) modified LISREL R-like index:
Teel et al. consider the LISREL expression, corrected here to (8), to be inappropriate for nonrecursive models because it contains common variance due to and ( # '"(' ""##" . Specifically, they propose to remove the covariance term 2Cov(, from (6). Ñ Again using (7), a corrected version of their proposed measure is thus (9) R() = Var(2 .
They interpret this expression as representing the squared correlation between and its ( " predicted value . Unfortunately, Equation (9) (or their special case of ("(#0 """ "# # " oe€ it) does not have this interpretation. A correct expression for this relation is given below.
Even in this simple model, the LISREL index R() and Teel et al.'s modification 
A Measure of Proportion Explained Latent Variance
In agreement with Teel et al. (1986) and also Hayduk (1996) , we believe that the Figure 1 , due to the relatedness of and the first of Equations (2) entails
### ""#""""#"" "" In fact when + , ) is negative and sufficiently small, R() < 0, as 2Cov("(#0'( "#""" "" A similar operational version of (13) corresponding term of . As usual, , ..., represent the set of all independent '(00 kk1q latent predictors of . Obviously, our definition is meant to be general, and any or all of ( k the variables except the residual appearing in Equation (16) where L is the product of the coefficients comprising a loop, yielding a loop-adjusted R.
#
Not much is known about the properties of this coefficient, and so we do not pursue it further here.
Estimation Method
Estimation of the explained variance in any dependent latent variable , P(), is (( kk Within typical structural equation modeling (SEM) methodology, this inclusion can be accomplished using a three-step procedure (Raykov, 1997) . First, a phantom latent variable is introduced into the model. It can be defined in terms of paths from all variables involved in the defining equation (16) When Equation (16) is the originally defining equation, and (19a) is used to define the phantom variable, it is clear that the coefficients of (16) and (19a) ""##
In the final step, the model so extended and restricted is fitted to the data, and an estimate of the critical correlation Corr(, ) or Corr(, F101) is obtained as an "external ((( kk p+1 model parameter" (see next paragraph; Raykov, 1997) . Its square is the estimate of explained latent dependent variance, P(), as seen from Equation (7) # ( k "Þ As shown in Equation (18), an equivalent way to define the auxiliary construct is to use
In this case, no new coefficients are introduced, and hence the equalities (20) do not need to be imposed. This is the easier approach within EQS, but it is not so direct within LISREL. If EQS is used for fitting such a model, the estimate of Cov(, F101) and of Eta" (with the comprehensive submodel 3B; Jöreskog & Sörbom, 1993; see Raykov, 1997) .
Data Application
Here we use the two numerical examples provided by Teel et al. (1986) and their model in the above Figure 1 . As noted previously, this model involves no true latent variables, and hence we illustrate our method without such latent variables. Inspection of and F1 to standardize the covariance, the desired correlation V1 is obtained. Its PÐÑ square V1is the variance accounted for. Similarly, in the right part of the figure, we P # ÐÑ also use a phantom factor F2 to determine the covariance C, whose standardization V2,F2 gives the correlation between the optimal linear combination F2 and V2, and whose square Vgives the proportion of variance explained in V2. In order to carry through P # Ð#Ñ these steps, the first EQS input file in the Appendix is used for fitting this model to Teel et al.'s correlation matrix. Their matrix is shown under /MATRIX in the input file.
(Since no raw data was provided by the authors, which is required for evaluation of the requisite multinormality assumption, we simply assume that maximum-likelihood applied to a correlation matrix is an appropriate method for their data).
Output from the program shows that the model fits the data perfectly, so we Insert Figure 3 about here Using F1, the proportion of explained variance in V1 is found to be P(V1) = .5 ## = .25, i.e., 25% of the variance in V1 is explained in terms of variance in its predictor V3.
The estimate of Corr(V2, F2) is similarly found to be .673, and hence the estimate of explained variance in V2 is P(V2) = .673 = .453. That is, with this model 45.3% of the # # variance in V2 is explained by the estimated optimal combination of its predictors V1 and V4.
Discussion
We proposed a definition of proportion of variance explained that is consistent with that implied by Teel, Bearden, and Sharma (1986) , but our definition has the advantage that it can be applied to any structural model, not only latent variable models or models with reciprocal causal loops. In fact, the examples of Figure 
