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ON THE JOINTMOMENTS OF THE CHARACTERISTIC
POLYNOMIALS OF RANDOMUNITARYMATRICES
THEODOROS ASSIOTIS, JONATHAN P. KEATING AND JONWARREN
Abstract
We establish the asymptotics of the joint moments of the characteristic polynomial
of a random unitary matrix and its derivative for general real values of the exponents,
proving a conjecture made by Hughes in 2001 [41]. Moreover, we give a probabilistic
representation for the leading order coefficient in the asymptotic in terms of a real-
valued random variable that plays an important role in the ergodic decomposition
of the Hua-Pickrell measures. This enables us to establish connections between the
characteristic function of this random variable and the σ-Painleve´ III’ equation.
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1 Introduction
1.1 History of the problem
Let U ∈ U(N) where U(N) is the group of N × N unitary matrices. We consider the
characteristic polynomial of U given by:
ZU(θ) = det
(
I − e−ıθU
)
=
N∏
j=1
(
1 − eı(θ j−θ)
)
where eıθ1 , . . . , eıθN are the eigenvalues ofUwith θi ∈ [0, 2π). We define the closely related
quantity:
VU(θ) = e
ıN θ+π2 −ı
∑N
j=1
θ j
2 ZU(θ).
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Note that, VU(θ) is real valued for θ ∈ [0, 2π) and that |VU(θ)| = |ZU(θ)|. We are interested
in the following quantities, which we call the joint moments and denote by FN(s, h), see
[7],[41], [6], given by:
FN(s, h) =
∫
U(N)
|VU(0)|2s−2h|V′U(0)|2hdµN(U) (1)
where dµN denotes thenormalizedHaarprobabilitymeasure onU(N),with− 12 < h < s+ 12 .
In addition to their intrinsic probabilistic interest, our motivation behind studying these
quantities comes from connections between the characteristic polynomials of random
unitary matrices and number theory, in particular the Riemann zeta function. We will
expand on this in Section 1.4 below.
The goal of this paper is to investigate the N → ∞ behaviour of FN(s, h) and, in
particular, to prove the following conjecture for its asymptotics made in 2001 by Chris
Hughes [41]:
1
Ns2+2h
FN(s, h)
?−→ F(s, h), as N →∞, (2)
for a certain function F(s, h), unknown (we review below what was known previously
precisely) for general real values of the parameters s and h.
We start by giving a brief overview of what was known before our work. In his
thesis [41] Hughes proved the conjecture for s, h ∈ N and gave an expression for F(s, h)
in terms of a combinatorial sum. This expression for F(s, h) made sense for real s as
well, but not general real h. Subsequently Conrey, Rubinstein and Snaith [23], by making
use of certain multiple contour integral formulae for these quantities from [21] and
[22], gave an alternative proof in the special case s = h ∈ N and obtained a different
expression for the leading order coefficient F(s, s) in the form of a determinant of Bessel
functions. This determinant was later connected to Painleve´ equations by Forrester and
Witte [33]. Dehaye [27], [28] gave yet another proof of the conjecture for s, h ∈ N using
representation theory and symmetric functions and obtained an expression for F(s, h)
in terms of a different combinatorial sum. Again, it was observed that the expression
for F(s, h) made sense for real values of s as well, but h had to be an integer. Winn in
[63], by finding connections with hypergeometric functions, was the first to prove the
conjecture for s ∈ N and half-integer h ∈ 12N and gave an expression for F(s, h) in terms
of a combinatorial sum. Recently, Basor et al. [7] obtained an alternative proof of the
conjecture for s, h ∈N, by connecting the pre-limit quantityFN(s, h) to Painleve´ equations
using Riemann Hilbert problem techniques, and gave an expression forF(s, h) in terms of
Painleve´ transcendents. They also conjectured conformal block expansions for the joint
moments. Finally, Bailey et al. [6] extended the approach of [23] to s, h ∈N and obtained
analogous results for the N →∞ limit.
It is worth emphasizing that even though there was some indication in several of
the works just listed of what F(s, h) might be for real values of s, there was no proof of
the asymptotic formula for non-integer values of this variable. Moreover, nothing was
known or conjectured, prior to the present work, for general real values of h. In this
paper, by developing a novel approach, we prove the conjecture for arbitrary real values
of s > − 12 and positive real values of h in the full range h < s + 12 and moreover identify
the function F(s, h), which turns out to have an interesting probabilistic interpretation.
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1.2 The main result
In order to state our main result we first require the definition of a certain remarkable
real-valued random variable. This random variable might seem like it comes out of
thin air, but we shall explain its origins and significance, and also how it arises in the
argument, in Sections 1.5 and 1.6.
Definition 1.1. Let s > − 12 . We consider the determinantal point process C(s) onR∗ = (−∞, 0)∪
(0,∞) with correlation kernel K(s)(x, y)1 given in integrable form:
K
(s)(x, y) =
1
2π
Γ(s + 1)2
Γ(2s + 1)Γ(2s + 2)
P(s)(x)Q(s)(y) − P(s)(y)Q(s)(x)
x − y ,
with
P(s)(x) = 22s−
1
2 Γ
(
s +
1
2
)
|x|− 12 Js− 12
(
1
|x|
)
,
Q(s)(x) = sgn(x)22s+
1
2 Γ
(
s +
3
2
)
|x|− 12 Js+ 12
(
1
|x|
)
,
where Js(·) is the Bessel function. Let −α−1 < −α−2 < −α−3 < · · · < 0 and α+1 > α+2 > α+3 > · · · > 0
be the corresponding random points of C(s). We then consider the random variable (this is well
defined by the results of Qiu in [56], see also Theorem 2.2 below):
X(s) = lim
m→∞

∞∑
i=1
α+i 1
(
α+i >
1
m2
)
−
∞∑
i=1
α−i 1
(
α−i >
1
m2
) . (3)
X(s) can be thought of as a kind of principal value sum of the points in C(s).
We are now in a position to state our main result precisely.
Theorem 1.2. Let s > − 12 and 0 ≤ h < s + 12 . Then,
lim
N→∞
1
Ns2+2h
FN(s, h)
def
= F(s, h) = F(s, 0)2−2hE
[
|X(s)|2h
]
(4)
with the limit F(s, h) satisfying 0 < F(s, h) < ∞. The function F(s, 0) is given by
F(s, 0) =
G(s + 1)2
G(2s + 1)
,
1This means that C(s) is a random point process on R∗ so that for any l ≥ 1 and F a bounded Borel function
of compact support on (R∗)l:
E

∑
xi1
,...,xil
∈C(s)
F(xi1 , . . . , xil )
 =
∫
(R∗)l
F(z1 , . . . , zl) det
[
K
(s)
(
zi, z j
)]l
i, j=1
dz1 . . . dzl,
where the sum is over all l-tuples of pairwise distinct points of the random point configuration C(s). Or
equivalently for any l ≥ 1 and distinct points z1 , . . . , zl ∈ R∗:
P
(
there is a particle of C(s) in each interval (zi, zi + dzi)
)
= det
[
K
(s)
(
zi, z j
)]l
i, j=1
dz1 . . . dzl.
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where G is the Barnes G-function, given by the infinite product
G(1 + z) = (2π)
z
2 exp
(
−z + z
2(1 + γ)
2
) ∞∏
k=1
(
1 +
z
k
)k
exp
(
z2
2k
− z
)
with γ denoting Euler’s constant.
Remark 1.3. We expect the statement of Theorem 1.2 still to hold for − 12 < h < 0. We also
discuss the range −1 < s ≤ − 12 in Remark 2.9.
1.3 On the leading order coefficient F(s, h)
We now turn our attention to the leading order coefficient F(s, h) in the asymptotic. The
study of this essentially boils down to analysing the moments E
[
|X(s)|2h
]
of the absolute
value of the random variable X(s) since F(s, 0) is completely explicit. Combining the
methods developed in this paper with previous works on this problem [7], [6], [63], [27],
[41]we prove a number of resultswhich shed some light on the distribution of the random
variable X(s) which are of intrinsic interest (see for example Section 1.5 for motivation).
We begin with the following formula for the evenmoments of X(s) which is proven using
probabilistic arguments in Section 3.
Proposition 1.4. Let h ∈ N. Denote by E(s)
N
the expectation with respect to the probability
measure M
(s)
N
on ordered configurations in RN given in Definition 2.1. Then, for s > h − 12 we
have:
E
[
X(s)2h
]
=
1
(2h)!
2h∑
k=1
(−1)2h−k
(
2h
k
)
E
(s)
k
[(
x
(k)
1
+ · · · + x(k)
k
)2h]
. (5)
Moreover, for any N ≥ 1 the following function, defined for s > h − 12 :
s 7→ E(s)
N
[(
x
(N)
1
+ · · · + x(N)
N
)2h]
is a rational function.
The formula (5) above is useful for explicit computations. For example, an easy
calculation gives the following expression for the second moment of X(s):
E
[
X(s)2
]
=
1
4s2 − 1 , s >
1
2
. (6)
Moreover, an immediate consequence of Proposition 1.4 is that the explicit rational func-
tion expressions, in the variable s, for
F(s,h)
F(s,0) computed for s, h ∈ N in [41], [27], [7] extend
to non-integer values of s, in the range s > h − 12 , for fixed h ∈N 2.
We then move on to the following corollary of Theorem 1.2. We do not see how to
verify this result directly from the definition of X(s) in (3).
2It is claimed in [27] that the rational function expressions for
F(s,h)
F(s,0) obtained there for s, h ∈N also hold for
non-integer s, but the proof of this claim, c.f. Theorem 5.11 therein, does not seem complete to us. Moreover,
it is not clear that the ideas sketched there can be develped to construct a proof. Simpler formulae for
FN(s,h)
FN(s,0)
for s, h ∈N andN ≥ 1 were later obtained in [28] and [7] which do continue to non-integer s by the elementary
argument we give later in this paper. Then, one may pass to the N → ∞ limit to obtain a result for the even
moments of X(s) for non-integer s.
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Corollary 1.5. Let s, h ∈N with h ≤ s. Then,
E
[
X(s)2h
]
= 22h(−1)h d
2h
dt2h
[
exp
∫ t
0
τ(x)
x
dx
] ∣∣∣∣∣
t=0
,
where τ(x) is a non-trivial solution to a special case of the σ-Painleve´ III’ equation with two
parameters:
(
x
d2τ
dx2
)2
= −4x
(
dτ
dx
)3
+ (4s2 + 4τ)
(
dτ
dx
)2
+ x
dτ
dx
− τ,
with initial conditions:
τ(0) = 0, τ′(0) = 0.
Moreover,
E
[
X(s)2h
]
= (−1) s(s−1)2 +h22hG(2s + 1)
G(s + 1)2
d2h
dt2h
[
e−
t
2 t−
s2
2 det
(
Ii+ j−1
(
2
√
t
))s
i, j=1
] ∣∣∣∣∣
t=0
where Ir is the modified Bessel function.
Proof. Direct comparison of the expression for F(s, h) from Theorem 1.2 above with the
one from Theorem 2 of [7] and Theorem 1.1 of [6] respectively. 
The first part of the result above is actually a facet of a deeper connection between the
random variable X(s) and Painleve´ equations as we show in Proposition 1.6 below3. We
prove Proposition 1.6 in Section 3 by making use of certain results for finite N from [7]
and taking the N →∞ scaling limit using the approach developed in this paper.
Proposition 1.6. Let s ∈N>1 = {2, 3, 4, . . . } and define:
Ξ
(s)(t) = t
d
dt
logE
[
eı
t
2 X(s)
]
. (7)
Then, there exists T > 0 such that Ξ(s) is C2 in [0,T] and Ξ(s) satisfies a special case of the
σ-Painleve´ III’ equation with two parameters:
(
t
d2Ξ(s)
dt2
)2
= −4t
(
dΞ(s)
dt
)3
+ (4s2 + 4Ξ(s))
(
dΞ(s)
dt
)2
+ t
dΞ(s)
dt
− Ξ(s),
with initial conditions:
Ξ
(s)(0) = 0,
d
dt
Ξ
(s)(t)
∣∣∣
t=0
= 0.
Remark 1.7. We expect Proposition 1.6 to hold for real values of the parameter s as well. If one
could extend certain finite N results from [7] to real parameters s, then the proof we present here
would go through verbatim. However, it appears to be the case that the argument in [7] is strongly
dependent on s being an integer at several stages.
3By writing E
[
eı
t
2 X(s)
]
= exp
(∫ t
0
Ξ
(s)(x)
x dx
)
, differentiating with respect to t and then evaluating at t = 0 we
recover the connection with Painleve´ of Corollary 1.5.
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A more promising approach might be to attack this problem directly in the limit from the
basic definition of X(s) and make use of the fact that, by the general theory of determinantal point
processes, see [58], the characteristic function of X(s) has a Fredholm determinant representation:
E
[
eı
t
2 X(s)
]
= lim
m→∞E
[
eı
t
2 Xm(s)
]
, where Xm(s) =
∑
x∈C(s)
x1
(
|x| > m−2
)
= lim
m→∞det
(
1 + K(s)g
(m)
t
)
, where g
(m)
t (z) = e
ı t2 z1(|z|>m−2) − 1.
There is by now a well developed theory for proving Painleve´ transcendent representations for gap
probabilities of determinantal point processes (and certain related generalized quantities). These
are also given in terms of Fredholm determinants and a typical example is of the form (for some
correlation kernel K):
det
(
1 + K ft
)
, where ft(z) = −1 (z > t) .
With regards to the history of this family of problems, it is important to mention the pioneering
work of Jimbo, Miwa, Moˆri and Sato [43] and also the four systematic approaches due to Tracy
and Widom [59], Adler and Van Moerbeke [1], Forrester and Witte [32] and Borodin and Deift
[8]. However, it appears that our problem does not fall into any of these frameworks and it would
be interesting to investigate it further as this would likely lead to analogous results for a wider
class of determinantal point processes (as is the case for gap probabilities).
Finally, it is also possible to obtain some rather striking expressions for E
[
|X(s)|2h
]
for
integer s and half-integer h in terms of certain combinatorial sums, see [63]. To state these
results would require us to introduce a considerable amount of new notation and we
refrain from doing this here; we instead invite the interested reader simply to compare
the expression for F(s, h) above with the corresponding expressions from [63]. We just
state here the simplest possible instance of such a formula, that follows by combining
our results with those of Winn [63], since this is also one of the few cases proven in the
number theoretic setting [20], see Section 1.4. Again, we do not see how to verify this
result directly from the definition of X(s) in (3).
Corollary 1.8. We have:
E [|X(1)|] = e
2 − 5
2π
.
Proof. Compare the expression for F
(
1, 12
)
above with the one from [63]. 
1.4 Number theoretic consequences
Wenowexplain thenumber-theoretic consequences of ourwork following thephilosophy
of [45], [46], [23]. Consider the Riemann zeta function ζ given by:
ζ(z) =
∞∑
n=1
1
nz
, z = σ + ıt, σ > 1
which can be extended to the whole complex z-plane through the functional equation:
ξ(z) =
1
2
z(z − 1)π− z2 Γ
(
z
2
)
ζ(z) = ξ(1 − z).
6
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Also define Hardy’s function:
Z(t) =
π−
ıt
2 Γ
(
1
4 +
ıt
2
)
∣∣∣Γ ( 14 + ıt2
) ∣∣∣ ζ
(
1
2
+ ıt
)
and observe that |Z(t)| =
∣∣∣ζ ( 12 + ıt
) ∣∣∣. By the work of [45], [46] [41], the characteristic
polynomial ZU can be understood as the random matrix analogue of the Riemann zeta
function ζ while VU is the analogue of Hardy’s functionZ. Work of Keating and Snaith
[45], [46], Hall [38] and Hughes [41] culminated in the following conjecture:
1
T
∫ T
0
∣∣∣ζ (1
2
+ ıt
) ∣∣∣2s−2h∣∣∣ζ′ (1
2
+ ıt
) ∣∣∣2hdt ∼ Cζ (s, h) (logT)s2+2h ,
for a certain (unknown in the most general case when both s and h are arbitrary real
numbers) constant Cζ (s, h). For integer s and h it can be shown, see for example Section
6.3 in [41], that this conjecture is equivalent to:
1
T
∫ T
0
|Z(t)|2s−2h|Z′(t)|2hdt ∼ CZ (s, h) (logT)s2+2h
and CZ (s, h) can be related explicitly to Cζ (s, h). The conjecture has been proven for
s = 1, 2 and integer h. For s = 1, Hardy and Littlewood [39] proved Cζ (1, 0) = 1 and
then Ingham [42] showed Cζ (1, 1) =
1
3 . For s = 2, we have Cζ(2, 0) =
1
2π2
from [42] due to
Ingham, and moreover Cζ(1, 2) =
1
15π2
and Cζ(2, 2) =
61
1680π2
which are both due to Conrey
from [19]. The analogous results for CZ can be easily deduced, see for example Section
6.3 in [41]. Finally, the conjecture forZ was proven (assuming the Riemann hypothesis)
for s = 1 and h = 12 by Conrey and Ghosh [20] giving CZ
(
1, 12
)
= e
2−5
4π , but Cζ
(
1, 12
)
is still
unknown.
Based on the results of this paper and the philosophy developed in [45], [46], [41] we
then conjecture the following for the joint moments of Z and its derivative. This gives
the first representation for the constant CZ(s, h) for general real values of s and h.
Conjecture 1.9. Let s > − 12 and 0 ≤ h < s + 12 . Then,
1
T
∫ T
0
|Z(t)|2s−2h|Z′(t)|2hdt ∼ a(s)F(s, h) (logT)s2+2h = a(s)F(s, 0)2−2hE [|X(s)|2h] (logT)s2+2h ,
(8)
where the arithmetic constant a(s) is given by:
a(s) =
∏
p prime
(
1 − 1
p
)s2 ∞∑
m=0
(
Γ(m + s)
m!Γ(s)
)2
p−m.
Remark 1.10. The h = 0 case is from the work of Keating and Snaith [45]. Moreover, for an
explanation in the case h = 0 of why the moments factor asymptotically into an arithmetic term
a(s) and a random matrix term F(s, 0), see [36].
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1.5 The origins of the random variable X(s)
The origins of the random variable X(s) lie in the classification and study of ergodic
measures for actions of inductively compact groups:
G(1) ⊂ G(2) ⊂ · · · ⊂ G(N) ⊂ · · ·
on some Polish space X, see [60], [53].
Many classical results fromprobability and ergodic theory fall into this abstract frame-
work, the simplest example being de Finetti’s theorem. Here, we are interested in the
infinite dimensional unitary group U(∞) = lim→ U(N)
4 acting on the space of infinite
Hermitian matricesH = lim← H(N)
5 by conjugation, namely for each U ∈ U(∞) we have
a map TU :H→ H given by TU (H) = U∗HU.
The ergodic measures for this action on H have been classified by Pickrell [55] and
Olshanski and Vershik [53]. This classification problem is in fact equivalent to the classifi-
cation of totally positive functions due to Schoenberg, see [57], [55], [53]. It is furthermore
equivalent to the classification of spherical representation of the infinite dimensional Car-
tan motion groupU(∞) ⋉H(∞) = lim→ U(N) ⋉H(N)
6, see [53] for the details. It also has
a probabilistic interpretation in terms of determining the boundary of a certain Markov
chain see [9], [2] and [5] for a generalization. Finally, closely related problems of repre-
sentation theoretic origin, that essentially belong to the same circle of ideas, include the
classification of irreducible characters of the infinite dimensional unitary and symmetric
groups, see for example [62], [61], [51], [47].
The result of Pickrell and Olshanski-Vershik reads as follows. The ergodic U(∞)-
invariant measures on H are in bijection with the infinite dimensional space Ω defined
by:
Ω =
{ (
{α+i }∞i=1, {α−i }∞i=1, γ1, γ2
)
⊂ R2∞+2; α+1 ≥ α+2 ≥ α+3 ≥ · · · ≥ 0; α−1 ≥ α−2 ≥ α−3 ≥ · · · ≥ 0,
with
∞∑
i=1
(
α+i
)2
+
(
α−i
)2
< ∞, γ2 ≥ 0
}
and each ergodicmeasureNω is determined by its Fourier transformwhich has an explicit
expression, see [53], [9], [5]. Moreover, Borodin and Olshanski proved in [9] that for any
4This is the inductive limit group under the mappings:
U 7→
[
U 0
0 1
]
.
5This is the projective limit under the maps ΠN+1
N
: H(N + 1) → H(N), where H(N) is the space of N × N
Hermitian matrices:
Π
N+1
N
(
{Hi j}N+1i, j=1
)
= {Hi j}Ni, j=1.
6Elements inU(N) ⋉H(N) are the pairs (U,H) ∈ U(N) ×H(N) with the multiplication rule:
(U1,H1) • (U2,H2) =
(
U1U2,U
∗
2H1U2 +H2
)
.
The inductive limit is taken with respect to the mappings:
(U,H) 7→
([
U 0
0 1
]
,
[
H 0
0 0
])
.
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U(∞)-invariant probability measureM on H, there exists a unique probability measure
νM on Ω such that:
M (dH) =
∫
Ω
νM(dω)Nω (dH) .
Thus, a natural direction of research would be to describe explicitly the measure νM
governing the decomposition into ergodic components for some distinguished U(∞)-
invariant probability measureM. In the representation theoretic setting this is known as
the problem of harmonic analysis, see for example [48], [10], [52], [37].
A distinguished example of such U(∞)-invariant probability measures on H are
the so-called Hua-Pickrell measures M(s) depending on a complex parameter s (in this
paper we will restrict our attention to real values of s) and here we denote by ν(s) the
corresponding measure νM
(s)
of ergodic decomposition. These measures were essentially
introduced by Hua in his book [40] on harmonic analysis on matrix spaces and are
constructed from their finite dimensional projectionsM
(s)
N
onH(N) which are also known
in random matrix theory as the Cauchy ensemble and under the Cayley transform as
the circular Jacobi ensemble on U(N). We refer the reader to the extensive literature for
properties of these [40], [50], [9], [56], [17], [12], [11] and closely related measures [54],
[14], [15], [16], [4], and connections ranging from Painleve´ equations [31] to stochastic
processes [2], [3].
The study of ν(s) was initiated by Borodin and Olshanski in [9] who determined the
law of the parameters
(
{α+
i
}∞
i=1
, {α−
i
}∞
i=1
)
by proving that, under ν(s):
{α+i } ⊔ {−α−i }
d
= C(s)
where C(s) is the determinantal point process from Definition 1.1. The law of the param-
eters
(
γ1, γ2
)
was left as an open question for several years until in a breakthrough work
Qiu [56] proved that ν(s) almost surely γ2 ≡ 0 and that moreover under ν(s):
γ1
d
= X(s).
Thus, our results from Section 1.3 on the random variableX(s) are of independent interest
since in particular the parameter γ1 is arguably the hardest parameter to study, not only
in the problem of ergodic decomposition of M(s) on Ω, but in essentially all the other
allied problems on possibly different spaces we have alluded to [10], [48], [37], [14], [15],
[16], [4].
1.6 The strategy of proof
The proof of Theorem 1.2 rests upon two main ideas which can be viewed as miracles
of the integrability underlying the problem. Armed with these two insights the need for
lengthy and complicated computations that were required to establish the conjecture for
special cases in previous works [41], [23], [27], [28], [63], [7], [6] disappears entirely.
The first key ingredient thatwe prove is a representationofFN(s, h) in terms ofFN(s, 0),
which has an explicit expression in terms of special functions amenable to asymptotic
analysis, and the following moments of a certain average E
[∣∣∣∑Ni=1 x(N)iN
∣∣∣2h]. Here, the ran-
domvariables (x
(N)
1
, . . . , x
(N)
N
) have the samedistribution as the non-increasing eigenvalues
of a random Hermitian matrix with lawM
(s)
N
.
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From the important work of Qiu [56] it is known that:
1
N
N∑
i=1
x
(N)
i
d−→ X(s), as N →∞.
Then, in order to upgrade this result to convergence of the moments:
E

∣∣∣∣∣
N∑
i=1
x
(N)
i
N
∣∣∣∣∣
2h
 −→ E
[
|X(s)|2h
]
, as N →∞,
one needs to prove uniform integrability or, as we do here, show uniform boundedness
for some higher moment.
It iswell known that (x
(N)
1
, . . . , x
(N)
N
) have a very special structure, namely it is a standard
fact from random matrix theory that they give rise to a determinantal point process C
(s)
N
with N points on R with correlation kernel K
(s)
N
given in terms of the Pseudo-Jacobi
polynomials. Then, it is possible to expand the 2m-th moment of the average we are
interested in for m ∈ N in terms of integrals involving the correlation functions of the
point process C(s)
N
up to order 2m. On the other hand, from the results of [9] we know
that: (
x
(N)
1
≥ · · · ≥ x(N)
N
)
∼
(
Nα+1 ,Nα
+
2 , . . . ,−Nα−2 ,−Nα−1
)
where the alpha parameters satisfy {α+
i
}⊔ {−α−
i
} d= C(s) and this suggests, and in fact it can
be shown7, that the averages that we want to control uniformly in N do not converge if
we bring the absolute values inside. This was also one of the main difficulties that had to
be resolved in the analysis by Qiu in [56] which involved considering the secondmoment
(m = 1). Thus, it is essential that a cancellation due to symmetry around the origin of the
points in C(s)
N
is taken into account.
Our initial approach, which we were able to make work after significant effort, was
to firstly estimate integrals of correlation functions of any order in terms of integrals of
the first correlation function, while taking into account the essential cancellations due to
symmetry, which turned out to be quite tricky8. Then, for the integrals of the first corre-
lation function ρ(s)
N,1
(x) = K(s)
N
(x, x) it is possible to obtain some precise uniform estimates
that are sufficient for our purposes by using certain delicate uniform estimates due to
Golinskii [35] for the Pseudo-Jacobi polynomials, or more precisely for their unit circle
analogues. Although this approach was successful, it had an intrinsic limitation in that
it was not possible to access the range h ∈ [s, s+ 12 ) which includes the distinguished case
s = h and in addition s had to satisfy s > 12 which in turn misses the other distinguished
case s = 0.
We were able to circumvent these difficulties using a second key insight, which is
based on the elementary observation that the sum of the eigenvalues of a matrix is equal
7Using the uniform estimates from [35] and some technical work it is possible to show that:
E

N∑
i=1
|x(N)
i
|
N
 ∼ c logN.
8Without having to take the cancellation into account, obtaining an estimate in terms of the first correlation
function is trivial by a straightforward application of Hadamard’s inequality.
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to its trace, towhichwe turn our attention. Due to the remarkable property of consistency
of the Hua-Pickrell measuresM(s)
N
, for all N ≥ 1 the diagonal elements of such a random
matrix turnout tobe exchangeable (they are highlynon-trivially correlated, far frombeing
independent) identically distributed random variables with the Pearson IV distribution.
In particular, they do not grow with N as the eigenvalues (x
(N)
1
, . . . , x
(N)
N
) do. From this
result, for s > 0, uniform boundedness for the moments of interest follows by elementary
means and gives us Theorem 1.2. In order to treat the range − 12 < s ≤ 0, however, we
need to go deeper into the exchangeable structure of the diagonal elements and connect
this back to the random variable X(s) and point process C(s), which we analyse in detail.
The reader is referred to the brief discussion before Lemma 2.12 for an explanation of the
significance of the two different ranges s > 0 and − 12 < s ≤ 0. It is also worth pointing out
that the fact that the diagonal entries have a special structure, namely exchangeability,
also plays an implicit, although important, role in the proof of classification of Olshanski
and Vershik [53]. Moreover, diagonal elements take centre stage in the generalization of
the classification to β-ensembles in [5].
Finally, it is worthmentioning that connections betweenmoments of traces of random
matrices from the classical ensembles and hypergeometric orthogonal polynomials, enu-
merative combinatorics and integrable systems have recently been established in [25],
[24], [34]. We believe that analogous results should exist for the Hua-Pickrell measures
and are currently investigating this.
Acknowledgements TA thanks Neil O’Connell and Mo Dick Wong for useful discus-
sions. The research described here was supported by ERC Advanced Grant 740900
(LogCorRM). JPK also acknowledges support from a Royal Society Wolfson Research
Merit Award. Research of JW supported by ERC Advanced Grant 669306 (IntRanSt).
2 Preliminaries and proof of the main result
2.1 Preliminaries on the Hua-Pickrell measures
We begin with a number of definitions and preliminary results. LetWN denote the Weyl
chamber:
WN = {x = (x1, x2, . . . , xN) ∈ RN : x1 ≥ x2 ≥ · · · ≥ xN}.
We then define the Hua-Pickrell measures9 [40], [54], [49] on WN which will be at the
centre of our argument.
Definition 2.1. Let N ≥ 1 and s > − 12 . Define the Hua-Pickrell probability measure M(s)N onWN
given by:
M
(s)
N
(dx) =
1
c
(s)
N
×
N∏
j=1
1
(1 + x2
j
)N+s
∆N(x)
2dx1 · · · dxN
where ∆N(x) is the Vandermonde determinant:
∆N(x) =
∏
1≤i< j≤N
(x j − xi)
9The corresponding Hua-Pickrell measuresM
(s)
N
onN×NHermitianmatricesH(N) will be defined precisely
and used in the proof of Proposition 2.11 later on.
11
On the joint moments of the characteristic polynomials of random unitary matrices
and the normalization constant is given by (see [50], [30]):
c
(s)
N
= (2π)N2−N
2−2sNG(N + 1)
N∏
j=1
Γ(2s +N − j + 1)
Γ(s +N − j + 1)2
and G is the Barnes G-function.
We have the following important theorem, that will be used as a key input in our
argument. This is a combination of results of Borodin and Olshanski [9] and Qiu [56].
Theorem 2.2. Let s > − 12 . Then,
1
N
N∑
i=1
x
(N)
i
d−→ X(s), as N →∞, (9)
where (x(N)
1
, . . . , x(N)
N
) has law M(s)
N
and X(s) is the random variable from Definition 1.1.
Remark 2.3. The statement for the convergence of the average of (x
(N)
1
, . . . , x
(N)
N
) to some random
variable is due to Borodin and Olshanski [9], see Section 5 therein, also Section 2.1 in [56]. The
explicit identification of the limiting random variable withX(s), along with many other interesting
results, is due to Qiu [56], see Theorems 1.2, 1.3 and in particular Theorem 2.3 therein.
2.2 Preliminaries on the joint moments
Returning to moments of characteristic polynomials, we have the following result of
Keating and Snaith [45] which gives an explicit expression for FN(s, 0). This makes use
of the Weyl integration formula, which in this setting states that for G a class function on
U(N), namely a function depending only on the eigenvalues eıθ1 , . . . , eıθN of U ∈ U(N),
we have:
∫
U(N)
G(U)dµN (U) =
1
(2π)NN!
∫ 2π
0
· · ·
∫ 2π
0
G(U)
∏
1≤ j<k≤N
|eıθk − eıθ j |2dθ1 . . . dθN.
A trigonometric substitution then turns the resulting expression forFN(s, 0) into a version
of the celebrated Selberg integral, see [30], which has an explicit evaluation10. From this
the limiting result follows rather easily from the asymptotics of the Barnes G-function.
Theorem 2.4. For s > − 12 we have:
FN(s, 0) =
G(N + 2s + 1)G(N + 1)G(s + 1)2
G(N + s + 1)2G(2s + 1)
where again G is the Barnes G-function. Moreover,
lim
N→∞
1
Ns2
FN(s, 0) = F(s, 0) =
G(s + 1)2
G(2s + 1)
.
10On a more conceptual level the computation just described is a shadow of an application of the (inverse)
Cayley transform which takes the circular Jacobi ensemble onU(N) to the Hua-Pickrell measures onH(N).
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Moreover,we have the following integral representation forFN(s, h). The computation
is completely analogous to the one required for Theorem 2.4, using Weyl’s integration
formula. As far as we are aware, for general h , 0, there is no exact expression in terms
of special functions for FN(s, h) from which the asymptotics can be readily established
as for FN(s, 0) in Theorem 2.4
11. Nevertheless, Proposition 2.5 will be sufficient for our
purposes.
Proposition 2.5. For − 12 < h < s + 12 we have:
FN(s, h) =
2N
2+2sN−2h
(2π)NN!
∫ ∞
−∞
· · ·
∫ ∞
−∞
N∏
j=1
1
(1 + x2
j
)N+s
|x1 + · · · + xN |2h∆N(x)2dx1 · · ·dxN (10)
=
2N
2+2sN−2h
(2π)N
∫
(x1,...,xN)∈WN
N∏
j=1
1
(1 + x2
j
)N+s
|x1 + · · · + xN |2h∆N(x)2dx1 · · · dxN. (11)
Proof. The first equality is exactly Proposition 2 in [63], while the second one follows by
symmetry. 
We finally make the following simple but important observation:
Lemma 2.6. Let s > − 12 . Then,
c
(s)
N
= (2π)N2−N
2−2sNFN(s, 0). (12)
Proof. Immediate from Proposition 2.5 by putting h = 0 and using the fact that M
(s)
N
is a
probability measure. Alternatively it can be established by a direct computation making
use of the explicit formulae forFN(s, 0) and c
(s)
N
and the functional equation for the Barnes
G-function: G(1 + z) = Γ(z)G(z). 
2.3 Joint moments via the Hua-Pickrell measures
The next key observation is at the heart of our work:
Proposition 2.7. For s > − 12 and − 12 < h < s + 12 we have:
FN(s, h) = FN(s, 0)2
−2h
E
(s)
N

∣∣∣∣∣
N∑
i=1
x
(N)
i
∣∣∣∣∣
2h
 ,
where E(s)
N
denotes the expectation with respect to M(s)
N
.
Proof. Multiply and divide display (11) in Proposition 2.5 by c
(s)
N
and use Lemma 2.6. 
Remark 2.8. Proposition 2 in [63] can be extended to complex parameters s, h such that − 12 <
ℜ(h) <ℜ(s) + 12 , see display (3.20) in [63]. Moreover, the Hua-Pickrell measures M(s)N also have
a natural generalization to a complex parameter s such thatℜ(s) > − 12 , see [49], [9].
However, for complex s it is not possible to give a straightforward representation of FN(s, h)
in terms of M
(s)
N
. It is plausible though that the two are still connected.
Finally, for real s > − 12 and h ∈ C such that − 12 < ℜ(h) < s + 12 the representation in
Proposition 2.7 still holds verbatim.
11Of course, as already mentioned in the introduction, for integer s and h a zoo of explicit expressions for
FN(s, h) is known, from contour integrals to Painleve´ equations and combinatorial sums see [23], [7], [6], [63],
[27]. However, all of these require substantial efforts to establish the asymptotic.
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Remark 2.9. It might also be possible to give a representation for FN(s, h) for −1 < s ≤ − 12 and
− 12 < h < s + 12 in terms of the so-called infinite Hua-Pickrell measures (which can no longer be
normalized to be probability measures, see [56], [14], [15], [16]). We do not pursue this here but
it would be interesting to explore further.
Proposition 2.10. Let s > − 12 and 0 ≤ h < s + 12 . Assume the sequence of random variables:
{∣∣∣∣∣
N∑
i=1
x
(N)
i
N
∣∣∣∣∣
2h}
N≥1
(13)
with (x
(N)
1
, . . . , x
(N)
N
) having law M
(s)
N
, is uniformly integrable. Then,
lim
N→∞
1
Ns2+2h
FN(s, h) = F(s, 0)2
−2h
E
[
|X(s)|2h
]
. (14)
Proof. From Proposition 2.7 and Theorem 2.4 we need to show:
E
(s)
N

∣∣∣∣∣
N∑
i=1
x
(N)
i
N
∣∣∣∣∣
2h
 N→∞−→ E
[
|X(s)|2h
]
.
Then, making use of Theorem 2.2 it moreover suffices, see Lemma 4.11 in [44], to show
that the sequence of random variables
{∣∣∣∣∣ ∑Ni=1 x
(N)
i
N
∣∣∣∣∣
2h}
N≥1
, with (x
(N)
1
, . . . , x
(N)
N
) having law
M
(s)
N
, is uniformly integrable. 
The next proposition is the key ingredient for proving uniform integrability for the
sequence of random variables (13).
Proposition 2.11. Let s > − 12 . Then, there exists an exchangeable sequence of random variables{di}∞i=1 with each di having the following Pearson IV probability distribution on R:
22sΓ(s + 1)2
πΓ(2s + 1)
1
(1 + x2)1+s
dx,
so that, for all N ≥ 1, we have the following equality in distribution:
N∑
i=1
x
(N)
i
d
=
N∑
i=1
di (15)
where (x
(N)
1
, . . . , x
(N)
N
) has law M
(s)
N
.
Proof of Proposition 2.11. LetH(N) be the space of N ×N Hermitian matrices. For s > − 12
we define the following probability measure onH(N)
M
(s)
N
(dH) =
1
Z(s)
N
det
(
I +H2
)−s−N
dH, (16)
where dH denotes Lebesgue measure onH(N), more precisely:
dH =
N∏
j=1
dH j j
∏
1≤ j<k≤N
dℜ
(
H jk
)
dℑ
(
H jk
)
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and the normalization constant Z
(s)
N
(see Proposition 3.1 in [9]) is given by:
Z
(s)
N
=
N∏
j=1
π jΓ(2s + j)
22s+2 j−2Γ(s + j)2
.
Denote by evalN : H(N) →WN the map taking a matrix H ∈ H(N) to its ordered eigen-
values (evalN (H)1 ≥ · · · ≥ evalN (H)N). Then, it is a classical fact, a direct consequence of
Weyl’s integration formula, see for example [30], that:
(evalN)∗M
(s)
N
= M
(s)
N
, ∀N ≥ 1.
Let N ≥ 1 be arbitrary. Let
(
x
(N)
1
, . . . , x
(N)
N
)
∈ WN be distributed according to M(s)N and(
d
(N)
1
, . . . , d
(N)
N
)
be the vector of diagonal elements of a randommatrix distributed accord-
ing toM
(s)
N
. Then, since the trace of a matrix is equal to the sum of its eigenvalues we get
that:
N∑
i=1
x
(N)
i
d
=
N∑
i=1
d
(N)
i
, ∀N ≥ 1.
We will now couple all the random vectors
{ (
d
(N)
1
, . . . , d(N)
N
) }
N≥1 together. For each
N ≥ 1 we denote by ΠN+1
N
:H(N + 1)→H(N) the corners maps:
Π
N+1
N
(
{Hi j}N+1i, j=1
)
= {Hi j}Ni, j=1.
It is a remarkable fact, already alluded to in the introduction, which is essentially due to
Hua [40], see also [49] and Proposition 3.1 in [9] in particular, that the measures {M(s)
N
}N≥1
are consistent with respect to the corners maps:
(
Π
N+1
N
)
∗M
(s)
N+1
=M
(s)
N
, ∀N ≥ 1.
Thus, by Kolmogorov’s theorem there exists a unique probability measure M(s) on the
space of infinite Hermitian matricesH = lim← H(N) such that:(
Π
∞
N
)
∗M
(s) =M
(s)
N
, ∀N ≥ 1, where Π∞N
(
{Hi j}∞i, j=1
)
= {Hi j}Ni, j=1.
In particular, by looking at the diagonal elements of a randommatrix distributed accord-
ing toM(s), there exists a sequence of random variables {di}∞i=1 such that
(d1, . . . , dN)
d
=
(
d
(N)
1
, . . . , d
(N)
N
)
, ∀N ≥ 1.
We next show that the sequence of random variables {di}∞i=1 is actually exchangeable.
First, as mentioned in the introduction, observe that U(N) has a natural action onH(N)
by conjugation: for eachU ∈ U(N) we have TU :H(N)→H(N) given by TU(H) = U∗HU.
Moreover, observe that by invariance of the Lebesgue measure onH(N):
(TU)∗M
(s)
N
=M
(s)
N
, ∀U ∈ U(N),∀N ≥ 1.
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Now let N ≥ 1 be arbitrary and let σ be any permutation in the symmetric group S(N).
Let Pσ be the corresponding permutation matrix. Note that Pσ ∈ U(N) and moreover
observe that:
(
TPσ(H)11, . . . ,TPσ(H)NN
)
=
(
Hσ(1)σ(1) , . . . ,Hσ(N)σ(N)
)
.
Then since
(
TPσ
)
∗M
(s)
N
=M
(s)
N
, ∀σ ∈ S(N),
we get that:
(
dσ(1), . . . , dσ(N)
)
d
= (d1, . . . , dN) , ∀σ ∈ S(N).
Finally, by the exchangeability just proven, we have that:
di
d
= d1, ∀i ≥ 1
and by construction:
Law (d1) =M
(s)
1
(dx) = M(s)
1
(dx) =
22sΓ(s + 1)2
πΓ(2s + 1)
1
(1 + x2)1+s
dx.

We first prove the convergence statement in Theorem 1.2 in the range s > 0.
Proof of convergence in Theorem 1.2 for s > 0. Let s > 0 and 0 ≤ h < s + 12 . We claim that for
any real r so that h < r < s + 12 we have:
sup
N≥1
E
(s)
N

∣∣∣∣∣
N∑
i=1
x
(N)
i
N
∣∣∣∣∣
2r
 < ∞.
This implies uniform integrability of the sequence of random variables (13) and from
Proposition 2.10 gives us the statement of Theorem 1.2. Moreover, from Proposition 2.11
it suffices to show that:
sup
N≥1
E
(s)

∣∣∣∣∣
N∑
i=1
di
N
∣∣∣∣∣
2r
 < ∞.
LetN ≥ 1 be arbitrary. We now use the elementary version of Jensen’s inequality, applied
to the sum inside the expectation, with the function | · |2r, such an application is valid as
long as r ≥ 12 which we can choose so since s > 0. We thus obtain:
E
(s)

∣∣∣∣∣
N∑
i=1
di
N
∣∣∣∣∣
2r
 ≤ E(s)

∑N
i=1 |di|2r
N
 = E(s) [|d1|2r] , ∀N ≥ 1, (17)
from which the result follows. 
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Before continuing some comments are in order. In the course of proving Theorem
1.2 for s > 0 we only required the fact that the {di}∞i=1 are identically distributed and
finiteness of certain moments. Also observe that the constraint s > 0 is exactly the
condition required to have E(s) [|d1|] < ∞. Then, it is easy to show that
{
N−1
∑N
i=1 di
}∞
N=1
forms a backwards martingale (with respect to the exchangeable filtration) and thus by
the backwards martingale convergence theorem we obtain that this sequence converges
almost surely and inL1 (this is the so-called lawof largenumbers for exchangeable random
variables). More generally, standard martingale arguments also give the convergence of
the moments E(s)
[
N−2h
∣∣∣ ∑Ni=1 di∣∣∣2h
]
up to the optimal threshold h < s + 12 , which provides
an alternative route to the proof presented above.
On the other hand, for − 12 < s ≤ 0 we are outside the domain of the law of large
numbers and more delicate arguments are required to establish Theorem 1.2. The main
idea behind the proof is the fact that (as we see in the sequel) the {di}∞i=1 are conditionally
i.i.d. random variables with a mean and variance that can be connected back to the
random variable X(s) and point process C(s), which can then be analysed by making use
of the determinantal structure. We begin with the following elementary probabilistic
lemma which is of independent interest. Its significance for the problem at hand will be
clear shortly.
Lemma 2.12. Let 0 < p ≤ 2. Assume that we are given a sequence of random variables {Yi}∞i=1
whose conditional distribution on some sigma algebra B (possibly generated by some random
variable B) is that of i.i.d. random variables with random mean m and variance v. Moreover,
assume that the following holds:
E
(
v
p
2
)
< ∞.
Then, we have:
1
N
N∑
i=1
Yi
Lp−→ m, as N →∞
and so in particular:
E
[∣∣∣∣∣Y1 + · · · + YNN
∣∣∣∣∣
p
]
−→ E [|m|p] < ∞.
Proof. First assume that {Zi}∞i=1 is an i.i.d. sequence of random variables with mean 0 and
variance σ2. Then, by applying Jensen’s inequality, since 0 < p ≤ 2, we have:
E

∣∣∣∣∣
N∑
i=1
Zi
∣∣∣∣∣
p
 ≤ E

∣∣∣∣∣
N∑
i=1
Zi
∣∣∣∣∣
2

p
2
= N
p
2
(
σ2
) p
2
.
Thus, by conditioning on B, we obtain that:
E

∣∣∣∣∣
N∑
i=1
(Yi −m)
∣∣∣∣∣
p
 ≤ N p2E
[
v
p
2
]
.
Dividing through by Np we see that N−1
∑N
i=1 Yi converges to m in L
p provided that
E
[
v
p
2
]
< ∞. 
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We now prove the convergence statement in Theorem 1.2 in the range − 12 < s ≤ 0 via
an application of Lemma 2.12.
Proof of convergence in Theorem 1.2 for − 12 < s ≤ 0. First, recall fromSection 1.5, see [9], [56],
[5] for proofs and more details, that we have the following disintegration of the Hua-
Pickrell probability measureM(s) onH:
M(s) =
∫
Ω
ν(s) (dω)Nω,
where the probability measure ν(s) is uniquely determined through this decomposition
and Nω is the ergodicU(∞)-invariant measure onH corresponding to ω ∈ Ω. Moreover,
under the ergodic measure Nω, where ω =
(
{α+
i
}∞
i=1
, {α−
i
}∞
i=1
, γ1, γ2
)
, the sequence of diag-
onal elements {di}∞i=1 is i.i.d. with an explicit distribution depending on ω (that we shall
not need here) having mean γ1 and variance
∑∞
i=1
(
α+
i
)2
+
(
α−
i
)2
+ γ2, see [53], [9], [5] for
details.
In particular, we can sample the diagonal elements {di}∞i=1 under M(s) as follows: we
first sample a random variable ω ∈ Ω according to the probability measure ν(s) and then
conditioned on ωwe sample an i.i.d. sequence {di}∞i=1 with a certain explicit distribution,
see [53], [9], [5], with mean γ1 and variance
∑∞
i=1
(
α+
i
)2
+
(
α−
i
)2
+γ2. Thus, by conditioning
on ω and recalling that under the Hua-Pickrell measures γ1
d
= X(s) (see Theorem 2.3 in
[56]), we can use Lemma 2.12 to obtain that, for − 12 < s ≤ 0 and 0 < h < s + 12 :
E
(s)
N

∣∣∣∣∣
N∑
i=1
x
(N)
i
N
∣∣∣∣∣
2h
 = E(s)

∣∣∣∣∣
N∑
i=1
di
N
∣∣∣∣∣
2h
 N→∞−→ E
[
|X(s)|2h
]
,
provided that we have:
E
(s)


∞∑
i=1
(
α+i
)2
+
(
α−i
)2
+ γ2

h < ∞. (18)
This then concludes the proof of the theorem in the range − 12 < s ≤ 0 subject to proving
(18). Recalling that from Theorem 2.1 in [56], under the Hua-Pickrell measures γ2 ≡ 0 a.s.
and moreover from [9], {α+
i
} ⊔ {−α−
i
} d= C(s), we are then required to prove that:
E
(s)


∞∑
i=1
(
α+i
)2
+
(
α−i
)2
+ γ2

h = E(s)


∞∑
i=1
(
α+i
)2
+
(
α−i
)2
h = E


∑
x∈C(s)
x2

h < ∞.
We will now make use of the following elementary inequality: for 0 < η < 1 and non-
negative real numbers {ti}∞i=1, with the convention that 0η = 0, we have:
∞∑
i=1
ti

η
≤
∞∑
i=1
t
η
i
. (19)
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Thus, we obtain:
E


∑
x∈C(s)
x2

h = E


∑
x∈C(s)
x21(|x| ≥ 1) +
∑
x∈C(s)
x21(|x| < 1)

h
≤ E


∑
x∈C(s)
x21(|x| ≥ 1)

h + E


∑
x∈C(s)
x21(|x| < 1)

h
≤ E


∑
x∈C(s)
x21(|x| ≥ 1)

h + E

∑
x∈C(s)
x21(|x| < 1)

h
≤ E

∑
x∈C(s)
x2h1(|x| ≥ 1)
 + E

∑
x∈C(s)
x21(|x| < 1)

h
,
where in the first and third inequality we have used (19) while in the second one we have
used Jensen’s inequality. Hence, it will suffice to show that:
E

∑
x∈C(s)
x2h1(|x| ≥ 1)
 < ∞, E

∑
x∈C(s)
x21(|x| < 1)
 < ∞.
By definition12 of the determinantal property of the point process C(s) this is equivalent
to:
E

∑
x∈C(s)
x2h1(|x| ≥ 1)
 =
∫
|x|≥1
x2hK(s) (x, x)dx < ∞,
E

∑
x∈C(s)
x21(|x| < 1)
 =
∫
|x|<1
x2K(s) (x, x)dx < ∞,
which is the content of Lemma 2.13 below. 
Lemma 2.13. Let s > − 12 , h < s + 12 and 0 < R < ∞. Then, we have:∫
|x|≥R
x2hK(s) (x, x)dx < ∞,
∫
|x|<R
x2K(s) (x, x)dx < ∞.
Proof. By symmetry about zero it suffices to show that:
∫ ∞
R
x2hK(s) (x, x)dx < ∞,
∫ R
0
x2K(s) (x, x)dx < ∞.
12To be precise we apply the determinantal point process definition with the bounded Borel functions of
compact support in R∗, GR(x) = 1 (1 ≤ |x| < R) x2h and FR(x) = 1
(
R−1 < |x| < 1
)
x2 to obtain:
E

∑
x∈C(s)
GR(x)
 =
∫ ∞
−∞
GR(x)K
(s) (x, x) dx, E

∑
x∈C(s)
FR(x)
 =
∫ ∞
−∞
FR(x)K
(s) (x, x) dx
and then apply the monotone convergence theorem to take R→∞.
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Now, fromDefinition 1.1 for x > 0 we have the following explicit expression for K(s)(x, x),
where we have used L’Hopital’s rule to resolve the singularity in the denominator:
K
(s)(x, x) = const(s)
(
x−
1
2 Js+ 12
(
1
x
)
d
dx
[
x−
1
2 Js− 12
(
1
x
)]
− x− 12 Js− 12
(
1
x
)
d
dx
[
x−
1
2 Js+ 12
(
1
x
)])
and where the explicit constant const(s) is given by:
const(s) =
24s−1Γ(s + 1)2Γ
(
s + 12
)
Γ
(
s + 32
)
πΓ(2s + 1)Γ(2s + 2)
.
Using the following formulae for the derivative of the Bessel function:
d
dx
Jβ
(
1
x
)
= − 1
x2
[
Jβ−1
(
1
x
)
− βxJβ
(
1
x
)]
= − 1
x2
[
βxJβ
(
1
x
)
− Jβ+1
(
1
x
)]
and some manipulations we obtain that:
K
(s)(x, x) = const(s)
[
x−3J2
s+ 12
(
1
x
)
+ x−3J2
s− 12
(
1
x
)
− 2sx−2Js+ 12
(
1
x
)
Js− 12
(
1
x
)]
.
By making the change of variables x 7→ 1/zwe get:
∫ ∞
R
x2hK(s) (x, x)dx = const(s)
∫ 1
R
0
z1−2hJ2
s+ 12
(z) + z1−2hJ2
s− 12
(z) − 2sz−2hJs+ 12 (z) Js− 12 (z) dz,∫ R
0
x2K(s) (x, x)dx = const(s)
∫ ∞
1
R
z−1J2
s+ 12
(z) + z−1J2
s− 12
(z) − 2sz−2Js+ 12 (z) Js− 12 (z) dz.
Now, recall the classical asymptotics of the Bessel function for small and large argument:
Jβ(x) ∼ x
β
2βΓ(β + 1)
, as x→ 0,
Jβ(x) ∼
√
2
πx
cos
(
x − 2β + 1
4
π
)
+ O
(
1
x
)
, as x→∞.
From these asymptotics it is immediate that we have:
z1−2h J2
s+ 12
(z) + z1−2hJ2
s− 12
(z) − 2sz−2hJs+ 12 (z) Js− 12 (z) = O
(
z2s−2h
)
, as z→ 0,
z−1J2
s+ 12
(z) + z−1J2
s− 12
(z) − 2sz−2Js+ 12 (z) Js− 12 (z) = O
(
z−2
)
, as z→∞,
which since h < s + 12 , gives the required integrability for both integrals and completes
the proof of the lemma. 
We now finally complete the proof of our main result.
Completion of proof of Theorem 1.2. It remains to show that 0 < F(s, h) < ∞. The fact that
F(s, h) < ∞ is an immediate consequence of the proofs of convergence above, while
F (s, h) > 0 follows from Lemma 2.14 below. 
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The statement of Lemma 2.14 is rather intuitive, however as we shall see below its
proof is quite non-trivial.
Lemma 2.14. Let s > − 12 . Then, X(s) is not almost surely zero.
Proof. We begin by observing that by construction, see for example [9], since C(s) has a
maximal in absolute value point, there exists some R > 0 so that all the points of C(s) are
contained in R∗ ∩ (−R,R) with positive probability13:
P
(
|x| < R, ∀x ∈ C(s)
)
> 0. (20)
From now onwe fix such an R > 0. Then, in order to establish the statement of the lemma
it suffices to prove that14:
E
[
X(s)21
(
|α±i | < R, for all i
)]
> 0. (21)
Now, from the proof of Theorem 2.3 in [56] (see in particular the unnumbered display
that follows display (35) involving a quantity Dǫ) we have:
E
[
X(s)21
(
|α±i | < R, for all i
)]
= E
 limN→∞

∑
x∈C(s)
x1
(
N−2 < |x| < R
)
2
1
(
|x| < R, ∀x ∈ C(s)
)
= lim
N→∞
E


∑
x∈C(s)
x1
(
N−2 < |x| < R
)
2
1
(
|x| < R, ∀x ∈ C(s)
) .
To analyse this quantity further wemake use of the important observation that, under
certain assumptions, the induced measure of a determinantal measure onto the subset
of configurations all of whose points lie in a subset of the original state space is again a
determinantal measure, see [13], [18]. In order to make this observation precise we need
some notation. We denote by Multφ : f → φ f the operator of multiplication by φ and
we let gR(x) = 1 (|x| < R). If we write PK for the determinantal measure associated to the
operator K (assuming it exists) then from Corollary 1 in [13] (see also Proposition 2.7 in
[18]), whose conditions we will check shortly, we obtain that there exists an operator K
(s)
R
giving rise to a determinantal measure P
K
(s)
R
so that the following holds:
∏
x∈C(s) gR(x)PK(s)
P
(|x| < R, ∀x ∈ C(s)) = PK(s)R . (22)
We denote by C
(s)
R
the determinantal point process associated to K
(s)
R
. Now, in order for
the above application of Corollary 1 in [13] to be valid we need to check two conditions.
First, the operator Mult(gR−1)K
(s) needs to be trace class which is a consequence of Lemma
2.13. Second, the operator 1 + Mult(gR−1)K
(s) needs to be invertible which is equivalent
to showing that its Fredholm determinant det
(
1 +Mult(gR−1)K
(s)
)
is non-zero. This holds
since this determinant is actually equal to the probability (20) which is strictly positive.
13In fact, the probability (20) is positive for all R > 0 and precise asymptotics as R → 0 are known, see for
example [29].
14Clearly for s > 12 the statement of the lemma follows from the explicit expression for the second moment
of X(s) in (6). However, for − 12 < s ≤ 12 one needs to introduce the cut-off at R and the argument becomes more
complicated and less explicit.
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In fact, the operator K
(s)
R
has the following expression in terms of K(s), see [13], [18]
(we write
√
gR rather than gR, to be consistent with the notation of [13], [18] which are
working in a broader setting where gR is replaced by more general functions):
K
(s)
R
= Mult√gRK
(s)
(
1 +Mult(gR−1)K
(s)
)−1
Mult√gR .
Although we will not make direct use of the explicit expression above, we will need a
number of properties of K
(s)
R
inherited from K(s), see [13], [18] for more details. Firstly,
it is clear that K
(s)
R
is a locally trace class positive self-adjoint contraction. Furthermore,
since in fact K(s) is an operator of orthogonal projection onto a certain subspace L(s) of
L2 (R,Leb), see Proposition 1.5 and Theorem 1.6 of [56] for the details, then K
(s)
R
is also
an orthogonal projection onto the closed subspace L
(s)
R
=
√
gRL
(s), see Propositions 2.5
and 2.7 in [18]. Moreover, it is easy to show that K(s)
R
inherits the symmetry about zero
property of K(s) and finally we note that since K
(s)
R
is a locally trace class operator it admits
a kernel which, by slightly abusing notation, we denote by K
(s)
R
(x, y).
Now, from (22) we obtain:
E
[(∑
x∈C(s) x1
(
N−2 < |x| < R
))2
1
(
|x| < R, ∀x ∈ C(s)
)]
P
(|x| < R, ∀x ∈ C(s)) = E


∑
x∈C(s)
R
x1
(
N−2 < |x| < R
)
2
and thus in order to prove (21) it will suffice to show that:
lim
N→∞
E


∑
x∈C(s)
R
x1
(
N−2 < |x| < R
)
2 > 0. (23)
Moreover, by making use of the determinantal property we obtain that the last display is
equal to:
lim
N→∞
E

∑
x∈C(s)
R
x21
(
N−2 < |x| < R
)
+
∑
x,y∈C(s)
R
xy1
(
N−2 < |x| < R
)
1
(
N−2 < |y| < R
)
= lim
N→∞
[ ∫
N−2<|x|<R
x2K
(s)
R
(x, x)dx
+
∫
N−2<|x|<R
∫
N−2<|y|<R
xy
(
K
(s)
R
(x, x)K(s)
R
(y, y) − K(s)
R
(x, y)K(s)
R
(y, x)
)
dxdy
]
=
∫ R
−R
x2K
(s)
R
(x, x)dx− lim
N→∞
∫
N−2<|x|<R
∫
N−2<|y|<R
xyK
(s)
R
(x, y)2dxdy.
In the last line we have used the fact that K
(s)
R
(
x, y
)
= K
(s)
R
(
y, x
)
and that by symmetry of
C
(s)
R
about zero we have that:
∫
N−2<|x|<R
xK(s)
R
(x, x)dx = 0.
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Now, observe that we can dominate the integrand in the second term as follows, for all
N ≥ 1:
|x|1
(
N−2 < |x| < R
)
|y|1
(
N−2 < |y| < R
)
K
(s)
R
(x, y)2 ≤
(
x2 + y2
2
)
K
(s)
R
(
x, y
)2
1
(|y| < R) 1 (|x| < R)
and moreover:∫
R∗
∫
R∗
(
x2 + y2
2
)
K
(s)
R
(
x, y
)2
1
(|y| < R) 1 (|x| < R) dxdy
≤
∫
R∗
x21 (|x| < R) dx
∫
R∗
K
(s)
R
(
x, y
)2
dy =
∫ R
−R
x2K
(s)
R
(x, x)dx ≤
∫ R
−R x
2K(s)(x, x)dx
P
(|x| < R, ∀x ∈ C(s)) < ∞.
In the single equality above we have used the fact that K
(s)
R
is a kernel of orthogonal
projection onto a certain closed subspace L(s)
R
=
√
gRL
(s) of L2 (R,Leb), see Proposition 1.5
and Theorem 1.6 in [56] for more details, so that in particular:
∫
R∗
K
(s)
R
(
x, y
)
K
(s)
R
(y, z)dy = K
(s)
R
(x, z),
along with K
(s)
R
(
x, y
)
= K
(s)
R
(
y, x
)
. Thus, by applying the dominated convergence theorem
we obtain:
lim
N→∞
E


∑
x∈C(s)
R
x1
(
N−2 < |x| < R
)
2 =
∫ R
−R
x2K
(s)
R
(x, x)dx −
∫ R
−R
∫ R
−R
xyK
(s)
R
(x, y)2dxdy.
Now, by applying the Cauchy-Schwarz inequality we get:
∣∣∣∣∣
∫ R
−R
∫ R
−R
xyK
(s)
R
(x, y)2dxdy
∣∣∣∣∣ ≤
(∫ R
−R
∫ R
−R
x2K
(s)
R
(x, y)2dxdy
) 1
2
(∫ R
−R
∫ R
−R
y2K
(s)
R
(x, y)2dxdy
) 1
2
≤
(∫ R
−R
x2dx
∫
R∗
K
(s)
R
(x, y)2dy
) 1
2
(∫ R
−R
y2dy
∫
R∗
K
(s)
R
(x, y)2dx
) 1
2
=
∫ R
−R
x2K
(s)
R
(x, x)dx.
However, the first inequality above is strict since equality in Cauchy-Schwarzwould hold
iff, for some non-zero constant c, we have:
x2K(s)
R
(x, y)2 = cy2K(s)
R
(x, y)2, for Lebesgue almost every (x, y) ∈ (R∗ ∩ (−R,R))2 ,
which is obviously false. This gives (23) and completes the proof. 
3 Proof of results for the leading order coefficient
We first prove Proposition 1.4 using the ideas developed in the proof of Theorem 1.2.
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Proof of Proposition 1.4. Let h ∈N. We begin with the following important observation:
E
[
X(s)2h
]
= E(s) [d1d2 · · ·d2h] , s > h − 1
2
. (24)
By making use of the disintegration of M(s) explained in the proof of Theorem 1.2 this
can be seen as follows. By conditioning on ω ∈ Ω, we have that the {di}∞i=1 are i.i.d. with
mean γ1 and moreover recalling that underM
(s) we have γ1
d
= X(s) establishes (24). Thus,
by using the fact that for s > h − 12 :
E
(s)
k
[(
x
(k)
1
+ · · · + x(k)
k
)2h]
= E(s)
[
(d1 + d2 + · · · + dk)2h
]
, ∀k ≥ 1,
in order to establish (5) it is equivalent to prove that:
E
(s) [d1d2 · · ·d2h] = 1
(2h)!
2h∑
k=1
(−1)2h−k
(
2h
k
)
E
(s)
[
(d1 + d2 + · · · + dk)2h
]
. (25)
We will now make use of an elementary combinatorial identity. Let N ≥ 1 and z1, . . . , zN
be arbitrary complex numbers. For k = 1, . . . ,N define the following quantities:
Sk (z1, . . . , zN) =
∑
1≤i1<i2<···<ik≤N
(
zi1 + zi2 + · · · + zik
)N .
Then, we have:
z1z2 · · · zN = 1
N!
N∑
k=1
(−1)N−kSk (z1, . . . , zN) . (26)
This identity can be checked as follows. Observe that the right hand side is a polynomial
of degree at most N and moreover each zi is a factor. Then, checking the coefficient of
z1z2 · · · zN gives the conclusion.
Finally, by the exchangeability of the random variables {di}∞i=1 we have that, for all
k = 1, . . . , 2h:
E
(s) [Sk (d1, . . . , d2h)] =
(
2h
k
)
E
(s)
[
(d1 + d2 + · · · + dk)2h
]
,
which along with identity (26) immediately gives (25).
We now prove the rationality claim of the proposition. By definition we have:
E
(s)
N
[(
x
(N)
1
+ · · · + x(N)
N
)2h]
=
1
N!c
(s)
N
∫ ∞
−∞
· · ·
∫ ∞
−∞
(x1 + · · · + xN)2h
∏
1≤i< j≤N(xi − x j)2(
1 + x2
1
)N+s · · · (1 + x2
N
)N+s dx1 . . . dxN.
By simply expanding the numerator:
(x1 + · · · + xN)2h
∏
1≤i< j≤N
(xi − x j)2 = Polynomial in the variables x1, . . . , xN,
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we obtain that E
(s)
N
[(
x
(N)
1
+ · · · + x(N)
N
)2h]
can be written as a linear combination, with coef-
ficients not depending on s, of terms of the form:
1
c
(s)
N
∫ ∞
−∞
dx1 · · ·
∫ ∞
−∞
dxN
x2m1
1(
1 + x2
1
)N+s · · · x
2mN
N(
1 + x2
N
)N+s , mi ∈ {0, 1, 2, . . . }with mi < N + s − 12 .
Note that, we have no odd exponents in the integrands above since by symmetry about
zero the integrals vanish:
∫ ∞
−∞
x2m+1
(1 + x2)
N+s
dx = 0, m = 0, 1, 2, . . . with m < N + s − 1.
Moreover, recall that we have the following well-known integral evaluation:
∫ ∞
−∞
x2m
(1 + x2)
N+s
dx =
Γ
(
m + 12
)
Γ
(
N + s −m − 12
)
Γ(N + s)
, m = 0, 1, 2, . . . with m < N + s − 1
2
and that from Definition 2.1:
c
(s)
N
= (2π)N2−N
2
G(N + 1)2−2sN
N∏
j=1
Γ(2s +N − j + 1)
Γ(s +N − j + 1)2 .
Hence, we are required to show that:
22sN
N∏
j=1
Γ(s +N − j + 1)2
Γ(2s +N − j + 1)
Γ
(
N + s −m j − 12
)
Γ(N + s)
is a rational function of s. Now, observe that for any j = 1, . . . ,N the function
Γ(s +N − j + 1)
Γ(s +N)
is rational in s.
So the claim further reduces to showing that the following is rational in s:
22sN
N∏
j=1
Γ(s +N − j + 1)Γ
(
N + s −m j − 12
)
Γ(2s +N − j + 1) .
We now use the Legendre duplication formula:
Γ(z)Γ
(
z +
1
2
)
= 21−2z
√
πΓ(2z),
to obtain that the expression above is equal to, with const being independent of s:
const × 22sN
N∏
j=1
Γ(s +N − j + 1)Γ
(
s +N −m j − 12
)
22sΓ
(
s +
N− j
2 +
1
2
)
Γ
(
s +
N− j
2 + 1
) .
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The claim then follows if for all j = 1, . . . ,N we show that the following expression is
rational in s:
Γ(s +N − j + 1)Γ
(
s +N −m j − 12
)
Γ
(
s +
N− j
2 +
1
2
)
Γ
(
s +
N− j
2 + 1
) ,
which is easily seen to be true since exactly one of
N− j
2 +
1
2 and
N− j
2 + 1 is an integer and
the other a half integer. 
We now prove Proposition 1.6. This is done by taking the scaling limit as N → ∞,
using the methods developed in this paper, of a differential equation for finiteN from [7].
Proof of Proposition 1.6. We begin by considering (we shall show next that these quantities
are well defined), with s > 1 (not necessarily integer yet):
Ξ
(s)
N
(t) = t
d
dt
logE
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
.
An elementary calculation shows that for a function φ(·), with φ(t) , 0, smooth enough
we have:
t
d
dt
logφ(t) = t
φ′(t)
φ(t)
,
d
dt
[
t
d
dt
logφ(t)
]
=
φ′(t)
φ(t)
+ t
φ′′(t)
φ(t)
− tφ
′(t)2
φ(t)2
,
d2
dt2
[
t
d
dt
logφ(t)
]
= 2
φ′′(t)
φ(t)
− 2φ
′(t)2
φ(t)2
− 3tφ
′(t)φ′′(t)
φ(t)2
+ t
φ′′′(t)
φ(t)
+ 2t
φ′(t)3
φ(t)3
.
Now, from basic properties of characteristic functions we have that there exists some
T′ > 0 such that:
t 7→ E
[
eı
t
2X(s)
]
, 0, ∀t ∈ [0,T′].
On the other hand, from Theorem 2.2 we have that uniformly on compacts in R:
E
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
N→∞−→ E
[
eı
t
2
X(s)
]
and thus, since for all N ≥ 1 each of t 7→ E(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
is a characteristic function, there
exists some T ≤ T′ such that:
t 7→ E(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
, 0, ∀t ∈ [0,T], ∀N ≥ 1.
Moreover, since s > 1, we have E
(s)
N
[
|∑Ni=1 x(N)i |3
]
< ∞ and so from the formulae above we
obtain that for all N ≥ 1, the functions t 7→ dpdtpΞ(s)N (t) for p ∈ {0, 1, 2} are well-defined and
continuous in [0,T].
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Then, making use of Theorem 2.2 and the uniform integrability of the sequence of
random variables
{∣∣∣∣∣ ∑Ni=1 x
(N)
i
N
∣∣∣∣∣
3}
N≥1
for s > 1, with
(
x
(N)
1
, . . . , x
(N)
N
)
following M
(s)
N
, proven in
the previous section we obtain that uniformly in t ∈ [0,T]:
dp
dtp
E
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
N→∞−→ d
p
dtp
E
[
eı
t
2 X(s)
]
, p ∈ {0, 1, 2, 3}.
Thus, from the workings above we get that, for s > 1, uniformly in t ∈ [0,T]:
dp
dtp
Ξ
(s)
N
(t)
N→∞−→ d
p
dtp
Ξ
(s)(t), p ∈ {0, 1, 2}. (27)
In particular, Ξ(s) is C2 in [0,T].
We nowmake use of the following resultwhich is essentially implicit15 in [7]. Namely,
we have the following representation, for s ∈N:
E
(s)
N
[
eı
t
2
∑N
i=1 x
(N)
i
]
= exp

∫ t
0
ξ
(s)
N
(x)
x
dx
 ,
for a certain function ξ
(s)
N
which satisfies a particular differential equation that we will
now state, after performing a simple rescaling. Observe that, by a change of variables, we
have Ξ
(s)
N
(x) = ξ
(s)
N
(
x
N
)
and from Section 4.3 in [7], see in particular display (4.32) therein,
this satisfies the equation:
t
d2Ξ(s)
N
dt2

2
= − 4t

dΞ(s)
N
dt

3
+ (4s2 + 4Ξ(s) +N−2t2)

dΞ(s)
N
dt

2
+ t
(
1 + 2N−1s − 2N−2Ξ(s)
N
) dΞ(s)
N
dt
−
(
1 + 2N−1s −N−2Ξ(s)
N
)
Ξ
(s)
N
. (28)
By taking the limitN →∞ in the equation (28) above and using the uniform convergence
in [0,T] from (27) we get that for s ∈N>1:
(
t
d2Ξ(s)
dt2
)2
= −4t
(
dΞ(s)
dt
)3
+ (4s2 + 4Ξ(s))
(
dΞ(s)
dt
)2
+ t
dΞ(s)
dt
− Ξ(s).
15By combining Proposition 2 and Theorem 1 in [7] along with display (4.22) therein (note that there is a typo
in (4.22), (−1) s(s−1)2 +h should be (−1) s(s−1)2 ) and some straightforward elementary manipulations we obtain the
following representation:
E
(s)
N
[
eı
t
2
∑N
i=1 x
(N)
i
]
=
1
(2πı)s
(−1) s(s−1)2
FN(s, 0)
e−
(
N
2 +s
)
t × (2πı)se
(
N
2 +s
)
t(−1) s(s−1)2 G(s)
N
(t) =
1
FN(s, 0)
G
(s)
N
(t),
for a certain function G
(s)
N
; this is exactly the function fk from (4.22) in [7] with the identification k = s (the
dependence onN is dropped there). Moreover, from display (4.25) therein we can write (since G
(s)
N
(0) = FN(s, 0)
from display (4.28) in [7]):
E
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
]
=
1
FN(s, 0)
G
(s)
N
(0) exp

∫ t
0
ξ
(s)
N
(x)
x
dx
 = exp

∫ t
0
ξ
(s)
N
(x)
x
dx
 ,
where the function ξ
(s)
N
after the rescaling Ξ
(s)
N
(x) = ξ
(s)
N
(
x
N
)
satisfies (28), see displays (4.31) and (4.32) in [7].
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Finally, to check the boundary conditions for Ξ(s) observe that we have the following
boundary conditions for Ξ(s)
N
, for all N ≥ 1:
Ξ
(s)
N
(0) = t
E
(s)
N
[
ı
∑N
i=1 x
(N)
i
2N e
ı t2
∑N
i=1
x
(N)
i
N
]
E
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
∣∣∣∣∣
t=0
= 0
d
dt
Ξ
(s)
N
(t)
∣∣∣
t=0
=
E
(s)
N
[
ı
∑N
i=1 x
(N)
i
2N e
ı t2
∑N
i=1
x
(N)
i
N
]
E
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
∣∣∣∣∣
t=0
+ t
E
(s)
N
[(
ı
∑N
i=1 x
(N)
i
2N
)2
eı
t
2
∑N
i=1
x
(N)
i
N
]
E
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]
∣∣∣∣∣
t=0
− t
E
(s)
N
[
ı
∑N
i=1 x
(N)
i
2N e
ı t2
∑N
i=1
x
(N)
i
N
]2
E
(s)
N
[
eı
t
2
∑N
i=1
x
(N)
i
N
]2
∣∣∣∣∣
t=0
= 0
since by symmetry around the origin E(s)
N
[∑N
i=1 x
(N)
i
]
= 0 and moreover E(s)
N
[
|∑Ni=1 x(N)i |2
]
<
∞ since s > 12 . Then, the corresponding boundary conditions for Ξ(s) follow from (27). 
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