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Abstract
This paper is a complement of our recent works on the semilinear Tricomi equations in [8]
and [9]. For the semilinear Tricomi equation ∂2t u−t∆u = |u|p with initial data (u(0, ·), ∂tu(0, ·))
= (u0, u1), where t ≥ 0, x ∈ Rn (n ≥ 3), p > 1, and ui ∈ C∞0 (Rn) (i = 0, 1), we have shown
in [8] and [9] that there exists a critical exponent pcrit(n) > 1 such that the solution u, in general,
blows up in finite time when 1 < p < pcrit(n), and there is a global small solution for p > pcrit(n).
In the present paper, firstly, we prove that the solution of ∂2t u − t∆u = |u|p will generally blow
up for the critical exponent p = pcrit(n) and n ≥ 2, secondly, we establish the global existence
of small data solution to ∂2t u − t∆u = |u|p for p > pcrit(n) and n = 2. Thus, we have given
a systematic study on the blowup or global existence of small data solution u to the equation
∂2t u− t∆u = |u|p for n ≥ 2.
Keywords: Tricomi equation, critical exponent, blowup, global existence, Strichartz estimate.
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1 Introduction
In this paper, we continue to be concerned with the global existence or blowup of solutions u to the
semilinear Tricomi equation {
∂2t u− t∆u = |u|p,
u(0, ·) = f(x), ∂tu(0, ·) = g(x),
(1.1)
where t ≥ 0, x = (x1, . . . , xn) ∈ Rn (n ≥ 2), p > 1, and ui ∈ C∞0 (B(0,M)) (i = 0, 1)
with B(0,M) = {x : |x| =
√
x21 + ...+ x
2
n < M} and M > 1. For the local well-posedness
and optimal regularities of solution u to problem (1.1), the readers may consult [18–21, 29] and the
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are supported by the NSFC (No. 11571177) and by the Priority Academic Program Development of Jiangsu Higher Educa-
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references therein. In [8]- [9], we have determined a critical exponent pcrit(n) and a conformal
exponent pconf (n) (> pcrit(n)
)
for (1.1) as follows (corresponding to the case of m = 1 in the
generalized equation Tricomi equation ∂2t u − tm∆u = |u|p): pcrit(n) is the positive root of the
algebraic equation
(3n− 2)p2 − 3np− 6 = 0, (1.2)
and pconf (n) =
3n+6
3n−2 . It is shown in [8] that for all n ≥ 2, the solution u of (1.1) generally blows up
in finite time when 1 < p < pcrit(n), and meanwhile u exists globally when p ≥ pconf(n) for small
initial data and n ≥ 2. In [9], we prove that the small data solution u of (1.1) exists globally when
n ≥ 3 and pcrit(n) < p < pconf(n). Therefore, collecting the results in [8]- [9], we have given a
detailed study on the blowup or global existence of small data solution u to problem (1.1) for n ≥ 3
except p = pcrit(n), and for n = 2 with p ≥ pconf(n) except pcrit(n) < p < pconf(n). In this paper,
firstly, we establish the finite time blowup result for problem (1.1) when n ≥ 2 and p = pcrit(n),
secondly, we prove the global existence of small data solution u to problem (1.1) when n = 2 and
pcrit(n) < p < pconf (n).
Theorem 1.1. Let n ≥ 2 and p = pcrit(n). Suppose that the initial data f, g ∈ C∞0 (Rn) are
non-negative and positive somewhere, then problem (1.1) admits no global solution u with
u ∈ C1([0,∞),H1(Rn)) ∩C([0,∞), L2(Rn)).
Theorem 1.2. Let n = 2. For pcrit(n) < p ≤ pconf (n), suppose that the initial data (f, g) satisfy∑
|α|≤1
(‖Zαf‖H˙s(R2) + ‖Zαg‖H˙s− 23 (R2)) < ε, (1.3)
where ε > 0 is a sufficiently small constant, s = 1 − 43(p−1) , and Z = {∂1, ∂2, x1∂2 − x2∂1}. Then
problem (1.1) admits a global solution u such that
u ∈ LqtLprL2θ(R1+2+ ), i.e.,
(∫ ∞
0
(∫ ∞
0
(∫ 2pi
0
|u(t, rcosθ, rsinθ)|2dθ)p2 dr) qpdt) 1q <∞,
where x1 = rcosθ and x2 = rsinθ with r ≥ 0 and θ ∈ [0, 2pi], q = p(p−1)3−p > 2 for pcrit(2) < p ≤ 73 ;
q = (3p+1)(p−11)11−3p > 2 for
7
3 < p ≤ 4+
√
17
3 ; q =
p2−1
5−p > 2 for
4+
√
17
3 < p ≤ pconf(2) = 3.
Remark 1.1. For the semilinear wave equation ∂2t u−∆u = |u|p (p > 1), the critical exponent p0(n)
in Strauss’ conjecture (see [26]) is determined by the algebraic equation (n−1)p20(n)−(n+1)p0(n)−
2 = 0 (so far the global existence of small data solution u for p > p0(n) or the blowup of solution
u for 1 < p < p0(n) have been proved in [4]- [6], [12]- [13], [23] and the references therein).
The finite time blowup for the critical wave equations ∂2t u − ∆u = |u|p0(n) has been established
in [4], [12], [22], and [31]- [32], respectively. Motivated by the techniques in [31] and [8], we prove
the blowup result for the critical semilinear Tricomi equation in (1.1).
Remark 1.2. For brevity, we only study the semilinear Tricomi equation instead of the generalized
semilinear Tricomi equation ∂2t u− tm∆u = |u|p (m ∈ N) in problem (1.1). In fact, by the methods
in Theorem 1.1 and Theorem 1.2, one can establish the analogous results to Theorem 1.1-Theorem
1.2 for the generalized semilinear Tricomi equation.
Remark 1.3. It follows from a direct computation that pcrit(2) =
3+
√
33
4 and pconf (2) = 3 in Theorem
1.2.
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For n = 1, the linear equation ∂2t u − t∂2xu = 0 is the well-known Tricomi equation which
arises in transonic gas dynamics. There are extensive results for both linear and semilinear Tricomi
equations in n space dimensions (n ∈ N). For instances, with respect to the linear Tricomi equation,
the authors in [1], [28] and [30] have computed its fundamental solution explicitly; with respect to
the semilinear Tricomi equation ∂2t u − t∆u = f(t, x, u), under some certain assumptions on the
function f(t, x, u), the authors in [7] and [14]- [17] have obtained a series of interesting results on
the existence and uniqueness of solution u in bounded domains under Tricomi, Goursat or Dirichlet
boundary conditions respectively in the mixed type case, in the degenerate hyperbolic setting or in the
degenerate elliptic setting; with respect to the Cauchy problem of semilinear Tricomi equations, the
authors in [18–21] established the local existence as well as the singularity structure of low regularity
solutions in the degenerate hyperbolic region and the elliptic-hyperbolic mixed region, respectively.
In addition, by establishing some classes of Lp-Lq estimates for the solution v of linear equation
∂2t v − t△v = F (t, x), the author in [29] obtained some results about the global existence or the
blowup of solutions to problem (1.1) when the exponent p belongs to a certain range, however, there
was a gap between the global existence interval and the blowup interval. By establishing the Strichartz
inequality and the weighted Strichartz inequality for the linear Tricomi equation, respectively, we
have shown the global existence of small data solution u to problem (1.1) for p > pcrit(n) (n ≥ 3)
in [8]- [9].
We now comment on the proof of Theorem 1.1 and Theorem 1.2. To prove Theorem 1.1, we
define the function G(t) =
∫
Rn
u(t, x) dx. By applying some crucial techniques for the modified
Bessel function as in [11, 20], and motivated by [31] and [8], we can derive a Riccati-type ordinary
differential inequality forG(t) through a delicate analysis of (1.1), which is stronger than the ordinary
differential inequality in [8] (see (2.1) of [8]). From this and Lemma 2.1 in [31], the blowup result
for p = pcrit(n) in Theorem 1.1 is established under the positivity assumptions of f and g. To prove
the global existence result in Theorem 1.2, we require to establish angular Strichartz estimates for
the Tricomi operator ∂2t − t∆ as in the treatment on the 2-D linear wave operator in [24]. In this
process, a series of inequalities are derived by applying an explicit formula for the solutions of linear
Tricomi equations and by utilizing some basic properties of related Fourier integral operators and
some classical results in harmonic analysis. Based on the resulting Strichartz inequalities and the
contractible mapping principle, we eventually complete the proof of Theorem 1.2. Here we point out
that compared with the techniques of [24] for deriving the Strichartz inequality with angular mixed-
norm of 2-D linear wave equation, due to the influences of degeneracy and variable coefficients in
the linear equation, it is more involved and complicated to give the related analysis on the resulting
Fourier integral operator from linear Tricomi equation.
This paper is organized as follows: In Section 2, we complete the proof of Theorem 1.1. In
Section 3, some Strichartz estimates with angular mixed norms for the linear Tricomi equation are
established. In Section 4, by applying the results in Section 3, Theorem 1.2 is proved.
2 Proof of Theorem 1.1
Before starting the proof of Theorem 1.1, we cite a blowup lemma from [31].
Lemma 2.1. Let p > 1, a ≥ 1, and (p − 1)a = q − 2. Suppose G ∈ C2[0, T ) satisfies that for
t ≥ T0 > 0,
G(t) ≥K0(t+M)a, (2.1)
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G′′(t) ≥K1(t+M)−qG(t)p, (2.2)
whereK0,K1, T0 andM are some positive constants. Fixing K1, there exists a positive constant c0,
independent ofM and T0 such that ifK0 ≥ c0, then T <∞.
With this lemma and G(t) =
∫
Rn
u(t, x) dx, our subsequent tasks are to derive (2.1) and (2.2) for
the solution u of problem (1.1). It follows from Section 2 of [8] that
G′′(t) =
∫
Rn
|u(t, x)|pdx ≥ C(M + t)− 32 n(p−1) |G(t)|p. (2.3)
This means that (2.2) holds for q = 32 n(p − 1). Next, strongly motivated by the techniques in [31]
and [8], we focus on the derivation of (2.1), which is divided into the following three steps:
Step 1. Some reductions
Let
u¯ =
1
ωn
∫
Sn−1
u(t, rθ)dθ
be the spherical average of u. Then applying the spherical average on both sides of (1.1) yields
∂2t u¯− t∆u = |u|p. (2.4)
By Daboux’s identity, one has∆u = ∆u¯. On the other hand, it follows from Ho¨lder’s inequality that
|u¯| =
∣∣∣∣ 1ωn
∫
Sn−1
u(t, rθ)dθ
∣∣∣∣ ≤
(
1
ωn
∫
Sn−1
|u|pdθ
)1
p
(∫
Sn−1
dθ
ωn
) 1
p′ ≤ (|u|p) 1p .
This, together with (2.4), yields
∂2t u¯− t∆u¯ ≥ |u¯|p. (2.5)
Thus we can assume that u is radial since the blowup of u¯ obviously yields the blowup of u. Let
ω ∈ Rn be a unit vector. The Radon transform of u with respect to the variable x is defined as
R(u)(t, ρ) =
∫
x·ω=ρ
u(t, x)dSx, (2.6)
where ρ ∈ R, dSx is the Lebesque measure on the hyper-plane {x : x · ω = ρ}. From (2.6) and the
radial assumption of u(t, ·), it is easy to see
R(u)(t, ρ) =
∫
{x′:x′·ω=0}
u(t, ρω + x′)dSx
= cn
∫ ∞
|ρ|
u(t, r)(r2 − ρ2)n−32 rdr.
(2.7)
Obviously, R(u)(t, ρ) is independent of ω.
Step 2. The lower bound of R(u)
From Page 3 of [10], we have
R(∆u)(t, ρ) = ∂2ρR(u)(t, ρ). (2.8)
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Since u is a solution of (1.1), it follows from (2.8) that R(u) solves{
∂2tR(u) − t∂2ρR(u) = R(|u|p), (t, ρ) ∈ R1+1+ ,
R(u)(0, ρ) = R(f), ∂tR(u)(0, ρ) = R(g).
By Lemma 2.1 in [30] and Theorem 3.1 in [28], we have
R(u)(t, ρ) = C
∫ 1
0
vR(f)
(
φ(t)s, ρ
)
(1− s2)− 56ds+ Ct
∫ 1
0
vR(g)
(
φ(t)s, ρ
)
(1− s2)− 16ds
+ C
∫ t
0
∫ ρ+φ(t)−φ(s)
ρ−φ(t)+φ(s)
(
φ(t) + φ(s) + ρ− ρ1
)−γ(
φ(t) + φ(s)− ρ+ ρ1
)−γ
F
(1
6
,
1
6
, 1, z
)
×R(|u|p)(s, ρ1)dρ1ds,
(2.9)
where C > 0 is a constant, z = (ρ−ρ1+φ(t)−φ(s))(ρ−ρ1−φ(t)+φ(s))(ρ−ρ1+φ(t)+φ(s))(ρ−ρ1−φ(t)−φ(s)) with φ(t) =
2
3 t
3
2 , F
(
1
6 ,
1
6 , 1, z
)
is
the hypergeometric function, and the function vϕ solves the 1-D wave equation{
∂2t v − ∂2xv = 0, (t, x) ∈ R1+1+ ,
v(0, x) = ϕ, ∂tv(0, x) = 0.
Note that (2.7) together with the non-negativity of f and g shows R(f) ≥ 0 and R(g) ≥ 0. In
addition, by D’Alembert’s formula, we obtain vR(f) ≥ 0 and vR(g) ≥ 0. Hence,
R(u)(t, ρ) ≥ Cγ
∫ t
0
∫ ρ+φ(t)−φ(s)
ρ−φ(t)+φ(s)
(
φ(t) + φ(s) + ρ− ρ1
)− 1
6
(
φ(t) + φ(s)− ρ+ ρ1
)− 1
6
× F (1
6
,
1
6
, 1, z
)
R(|u|p)(s, ρ1)dρ1ds.
Note that
z =
(φ(t)− φ(s))2 − (ρ− ρ1)2
(φ(t) + φ(s))2 − (ρ− ρ1)2 ∈ [0, 1].
Then by page 59 of [3], we arrive at
F (
1
6
,
1
6
, 1, z) =
1
Γ(16)Γ(
5
6 )
∫ 1
0
t−
5
6 (1− t)− 16 (1− zt)− 16dt
≥ 1
Γ(16)Γ(
5
6 )
∫ 1
0
t−
5
6 (1− t)− 16dt
=
1
Γ(16)Γ(
5
6 )
B(
1
6
,
5
6
)
=
1
Γ(1)
= 1.
Therefore,
R(u)(t, ρ) ≥ C
∫ t
0
∫ ρ+φ(t)−φ(s)
ρ−φ(t)+φ(s)
(
(φ(t) + φ(s))2 − (ρ− ρ1)2
)− 1
6R(|u|p)(s, ρ1)dρ1ds. (2.10)
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Notice that the support of u(s, ·) is contained in the ball B(0,M + φ(s)) =: {x ∈ Rn : |x| ≤
M+φ(s)}. On the other hand, if |ρ1| > M+φ(s), then for any vector y ∈ Rn which is perpendicular
to ω, one has
|ρ1ω + y| =
√
|ρ1|2 + y2 ≥ |ρ1| > φ(s) +M.
This yields that for |ρ1| > M + φ(s),
R(|u|p)(s, ρ1) =
∫
{y:y·ω=0}
u(s, ρ1ω + y)dSy = 0.
Thus, suppR(|u|p)(s, ·) ⊆ B(0,M + φ(s)) holds. From now on, we can assume ρ ≥ 0. If
0 ≤ φ(s) ≤ φ(s1) =: φ(t)− ρ−M
2
, (2.11)
then
ρ+ φ(t)− φ(s) ≥ φ(s) +M, ρ− φ(t) + φ(s) ≤ −(φ(s) +M).
From this, we arrive at
R(u)(t, ρ) ≥ C
∫ s1
0
∫ ρ+φ(t)−φ(s)
ρ−φ(t)+φ(s)
(
(φ(t) + φ(s))2 − (ρ− ρ1)2
)− 1
6R(|u|p)(s, ρ1)dρ1ds
= C
∫ s1
0
∫ ∞
−∞
(
(φ(t) + φ(s))2 − (ρ− ρ1)2
)− 1
6R(|u|p)(s, ρ1)dρ1ds.
(2.12)
By (2.11), one has
φ(t) + φ(s) + ρ− ρ1 ≤ φ(t) + φ(s) + ρ+ φ(s) +M ≤ φ(t) + φ(t)− ρ−M + ρ+M ≤ 2φ(t),
φ(t) + φ(s)− ρ+ ρ1 ≤ φ(t) + φ(s)− ρ+ φ(s) +M ≤ 2
(
φ(t)− ρ).
Together with this and (2.12), we deduce
R(u)(t, ρ) ≥ C
∫ s1
0
∫ ∞
−∞
(
φ(t)− ρ)− 16φ(t)− 16R(|u|p)(s, ρ1)dρ1ds
=
(
φ(t)− ρ)− 16φ(t)− 16 ∫ s1
0
∫ ∞
−∞
∫
{y′:y′·ω=0}
u(s, ρ1ω + y
′)dSy′dρ1ds
=
(
φ(t)− ρ)− 16φ(t)− 16 ∫ s1
0
∫
Rn
|u(s, y)|pdyds.
(2.13)
On the other hand, by (2.17) of [8], one has∫
Rn
|u(s, y)|pdy ≥ Cs p2 (M + φ(s))n−1−n2 p . (2.14)
Substituting (2.14) into (2.13) yields
R(u)(t, ρ) ≥ C(φ(t)− ρ)− 16φ(t)− 16 ∫ s1
0
s
p
2 (M + φ(s))n−1−
n
2
p ds
= C
(
φ(t)− ρ)− 16φ(t)− 16 ∫ s1
0
s
p
2
+ 3
2(n−1−
np
2 )ds.
(2.15)
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To guarantee that the integral in (2.15) is convergent, we shall need
p
2
+
3
2
(
n− 1− np
2
)
> −1.
This is achieved by p = pcrit(n) < pconf(n) =
3n+6
3n−2 and direct computation. Thus we conclude that
for n ≥ 2,
R(u)(t, ρ) ≥ C(φ(t)− ρ)− 16φ(t)− 16 (φ(t)− ρ−M)n−1−np2 + p+23 . (2.16)
Step 3. The lower bound of
∫
Rn
|u(t, x)|pdx
Following (2.16) of [31], one can introduce the transformation
T(f)(ρ) =
1
|φ(t) − ρ+M |n−12
∫ φ(t)+M
ρ
f(r)|r − ρ|n−32 dr
and derive
‖T(f)‖Lp ≤ C‖f‖Lp . (2.17)
In fact, if n ≥ 3, then it is easy to see that
∣∣T(f)(ρ)∣∣ ≤ 2
2|φ(t) − ρ+M |
∫ φ(t)+M
2ρ−
(
φ(t)+M
) |f(r)|dr ≤ 2M(|f |)(ρ),
where M(|f |) is the maximal function of f . Hence there exists a constant C > 0 such that (2.17)
holds.
For n = 2, at first we prove thatTmaps L∞ to L∞ and L1 to L1,∞ (weak L1 space), respectively.
If so, by the Marcinkiewicz interpolation theorem, then (2.17) holds for n = 2.
In fact, it follows from a direct computation that for ρ > 0,
∣∣T(f)(ρ)∣∣ = 1
|φ(t)− ρ+M | 12
∫ φ(t)+M
ρ
f(r)|r − ρ|− 12dr
≤ ‖f‖L∞([0,φ(t)+M ])
|φ(t)− ρ+M | 12
∫ φ(t)+M
ρ
|r − ρ|− 12dr
= 2‖f‖L∞([0,φ(t)+M ])
1
|φ(t)− ρ+M | 12
|φ(t)− ρ+M | 12
= 2‖f‖L∞([0,φ(t)+M ]),
which yields the L∞ − L∞ estimate of operator T. Next we derive the L1 − L1,∞ estimate of T.
Suppose f ∈ L1([0, φ(t) +M ]). Let
g(ρ) =
1
|φ(t)− ρ+M | 12
,
h(ρ) =
∫ φ(t)+M
ρ
f(r)|r − ρ|− 12dr.
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Denote dϕ(α) =
∣∣{0 ≤ ρ ≤ φ(t) +M : ϕ(ρ) > α}∣∣ as the distribution function of ϕ. It is known
that for 0 < α <∞ and measurable functions f1, f2
df1f2(α) ≤ df1(α
1
2 ) + df2(α
1
2 ).
Note that
dg(α
1
2 ) =
∣∣{0 ≤ ρ ≤ φ(t) +M : g(ρ) > α}∣∣ = 1
α
.
In addition,
|h(ρ)| ≤
∫ φ(t)+M
0
|f(r)||r − ρ|− 12dr = f ∗ 1
|r| 12
.
Since 1
|r| 12
∈ L2,∞([0, φ(t) + M ]) and f ∈ L1([0, φ(t) + M ]), by Young’s inequality, we have
h ∈ L2,∞([0, φ(t) +M ]). Therefore,
αdgh(α) ≤ αdg(α
1
2 ) + αdh(α
1
2 ) ≤ C,
which means T(f)(ρ) = g(ρ)h(ρ) ∈ L1,∞([0, φ(t) + M ]). Then an application of Marcinkiewicz
interpolation theorem yields
‖T(f)‖Lp([0,φ(t)+M ]) ≤ C0‖f‖Lp([0,φ(t)+M ]), (2.18)
where C0 > 0 is a uniform constant independent of t. Due to suppu(t, ·) ⊆ [0, φ(t) + M ], the
inequality (2.18) is enough for the application in the proof of Theorem 1.1.
Applying (2.17) or (2.18) to the function
f(r) =
{
|u(t, r)|r n−1p , r ≥ 0,
0, r < 0,
we have ∫ φ(t)+M
0
(
1
|φ(t)− ρ+M |n−12
∫ φ(t)+M
ρ
|u(t, r)|r n−1p |r − ρ|n−32 dr
)p
dρ (2.19)
≤ C
∫ ∞
0
|u(t, r)|prn−1dr = C
∫
Rn
|u(t, x)|pdx. (2.20)
When r ≥ ρ, we arrive at
r
n−1
p = r
n−1
2 r
n−1
p
−n−1
2 ≥

 r
n−1
2 ρ
n−1
p
−n−1
2 , 1 < p ≤ 2,
r
n−1
2
(
φ(t) +M
)n−1
p
−n−1
2 , p > 2.
Next we only treat the case of 1 < p ≤ 2 since the treatment for p > 2 is completely similar. When
1 < p ≤ 2, it follows from (2.19) that
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∫ φ(t)+M
0
(
1
|φ(t)− ρ+M |n−12
∫ φ(t)+M
ρ
|u(t, r)|r n−12 |r − ρ|n−32 dr
)p
ρ(n−1)(1−p/2)dρ
≤ C
∫
Rn
|u(t, x)|pdx. (2.21)
On the other hand,
R(u)(t, ρ) = cn
∫ ∞
|ρ|
u(t, r)(r2 − ρ2)n−32 rdr ≤ cn
∫ ∞
|ρ|
u(t, r)r
n−1
2 (r − ρ)n−32 dr. (2.22)
Substituting (2.22) into (2.21) yields∫
Rn
|u(t, x)|pdx ≥ C
∫ φ(t)+M
0
(
R(u)(t, ρ)
)p
(
φ(t)− ρ+M) (n−1)p2 ρ
(n−1)(1−p/2)dρ.
By the bound ofR(u) in (2.16), we deduce∫
Rn
|u(t, x)|pdx
≥ C
∫ φ(t)+M
0
(
φ(t)− ρ)−γφ(t)−γ(φ(t)− ρ−M)p(n−1−np2 + p+23 )(
φ(t)− ρ+M) (n−1)p2 ρ
(n−1)(1−p/2)dρ. (2.23)
If ρ ∈ (0, φ(t) −M − 1), then there exists a constant CM > 0 such that for all φ(t) > 2(M + 1),
φ(t)− ρ+M ≤ CM
(
φ(t)− ρ−M), φ(t)− ρ ≤ CM(φ(t)− ρ−M).
This observation together with (2.23) yields∫
Rn
|u(t, x)|pdx ≥ C
∫ φ(t)+M
0
ρ(n−1)(1−p/2)φ(t)−
p
6(
φ(t)− ρ−M)(n2− 13)p2−n2 pdρ. (2.24)
Note that for p = pcrit(n), (
n
2
− 1
3
)
p2 − n
2
p = 1.
Thus we have from (2.24) that for p = pcrit(n),∫
Rn
|u(t, x)|pdx ≥ Cφ(t)− p6
∫ φ(t)+M
0
ρ(n−1)(1−p/2)
φ(t)− ρ−M dρ
≥ Cφ(t)− p6φ(t)(n−1)(1−p/2)
∫ φ(t)−M−1
φ(t)−M−1
2
1
φ(t)− ρ−M dρ
≥ Cφ(t)n−1−np2 + p3 ln (φ(t)−M + 1). (2.25)
Note that the term ln
(
φ(t) −M + 1) can be sufficiently large when t is large, and if the power of t
in the right hand side of (2.25) satisfies
σ =:
3
2
(
n− 1− np
2
+
p
3
)
> −1, (2.26)
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then there is a large constant K0 > 0 such that for large t > 0 and p = pcrit(n),
G′′(t) =
∫
Rn
|u(t, x)|pdx ≥ K0t
p
2
+ 3
2
(
n−1−np
2
)
≥ CK0(t+M)
p
2
+ 3
2
(
n−1−np
2
)
,
and
G(t) ≥ CK0(t+M)
p
2
+2+ 3
2
(
n−1−np
2
)
. (2.27)
Next we turn to verify (2.26). By the condition
p = pcrit(n) < pconf(n) =
3n+ 6
3n− 2 ,
direct computation yields
σ =
3
2
(n− 1)− 1
2
(3
2
n− 1
)
p
>
3
2
(n− 1)− 1
2
(3
2
n− 1
)
pconf(n)
=
3n
4
− 3.
If n ≥ 3, then
σ > −3
4
> −1.
If n = 2, then
σ =
3
2
(1− 2
3
pcrit(2)) =
3−√33
4
> −1.
Hence (2.26) is valid for all n ≥ 2. By (2.27) and (2.3), choosing a = p2 + 32
(
n − 1 − np2
)
+ 2
and q = 3n2 (p − 1) with p = pcrit(n) in Lemma 2.1, then all the assumptions of Lemma 2.1 hold.
Therefore, Theorem 1.1 is shown by Lemma 2.1.
3 Strichartz estimates in angular mixed norm spaces
Before establishing Strichartz estimates for the linear Tricomi operator, we recall two important re-
sults. The first one is a minor variant of [13, Lemma 3.8], and the second one comes from [2, Theo-
rem 1.2].
Lemma 3.1. Let β ∈ C∞0 ((1/2, 2)) and
∞∑
j=−∞
β
(
2−jτ
) ≡ 1 for τ > 0. Define the Littlewood-Paley
operators as
Gj(t, x) = (2pi)
−n
∫
Rn
eix·ξβ
(
2−j |ξ|) Gˆ(t, ξ) dξ, j ∈ Z.
Then
‖G‖LstLqx ≤ C

 ∞∑
j=−∞
‖Gj‖2LstLqx


1/2
, 2 ≤ q <∞, 1 ≤ s ≤ ∞,
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and

 ∞∑
j=−∞
‖Gj‖2LrtLpx


1/2
≤ C‖G‖LrtLpx , 1 < p ≤ 2, 1 ≤ r ≤ ∞.
Lemma 3.2. Suppose that 1 ≤ p < q ≤ ∞. Let T : Lp(R) → Lq(R) be a bounded linear operator
which is defined by
Tf(x) =
∫
R
K(x, y)f(y)dy,
where K(x, y) is locally integrable. Define
T˜ f(x) =
∫ x
−∞
K(x, y)f(y)dy.
Then
‖T˜ f‖Lq ≤ Cp,q ‖T‖Lp→Lq ‖f‖Lp .
To prove Theorem 1.2, we shall require to get certain Strichartz estimates in R1+2+ for 2-D linear
Tricomi operator. For this purpose, we study the following linear Cauchy problem{
∂2t u− t△u = F (t, x), (t, x) ∈ R1+2+ ,
u(0, ·) = f(x), ∂tu(0, ·) = g(x).
(3.1)
Note that the solution u of (3.1) can be written as
u(t, x) = v(t, x) + w(t, x),
where v solves the homogeneous problem{
∂2t v − t△v = 0, (t, x) ∈ R1+2+ ,
v(0, ·) = f(x), ∂tv(0, ·) = g(x),
(3.2)
and w solves the inhomogeneous problem with zero initial data{
∂2t w − t△w = F (t, x), (t, x) ∈ R1+2+ ,
w(0, ·) = 0, ∂tw(0, ·) = 0.
(3.3)
Let H˙s(R2) denote the homogeneous Sobolev space with norm
‖f‖H˙s(R2) = ‖|Dx|sf‖L2(R2) ,
where
|Dx| =
√−∆.
It follows from [29] that the solution v of (3.2) can be expressed as
v(t, x) = V1(t,Dx)f(x) + V2(t,Dx)g(x),
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where the symbols Vj(t, ξ) (j = 1, 2) of the Fourier integral operators Vj(t,Dx) are
V1(t, |ξ|) =
Γ(13)
Γ(16)
[
e
z
2H+
(1
6
,
1
3
; z
)
+ e−
z
2H−
(1
6
,
1
3
; z
)]
(3.4)
and
V2(t, |ξ|) =
Γ(53)
Γ(56)
t
[
e
z
2H+
(5
6
,
5
3
; z
)
+ e−
z
2H−
(5
6
,
5
3
; z
)]
, (3.5)
here z = 2iφ(t)|ξ|, i = √−1, and H± are smooth functions of the variable z. By [27], one knows
that for β ∈ Nn0 ,∣∣∂βξH+(α, γ; z)∣∣ ≤ C(φ(t)|ξ|)α−γ(1 + |ξ|2)− |β|2 if φ(t)|ξ| ≥ 1, (3.6)∣∣∂βξH−(α, γ; z)∣∣ ≤ C(φ(t)|ξ|)−α(1 + |ξ|2)− |β|2 if φ(t)|ξ| ≥ 1. (3.7)
We only estimate V1(t,Dx)f(x) since the estimation on V2(t,Dx)g(x) is similar. Indeed, up to a
factor of t φ(t)−
5
6 = Cφ(t)−
1
6 , the powers of t appearing in V1(t,Dx)f(x) or V2(t,Dx)g(x) are the
same.
Choose a cut-off function χ(s) ∈ C∞(R) with χ(s) =
{
1, s ≥ 2
0, s ≤ 1 . Then
V1(t, |ξ|)fˆ (ξ) = χ(φ(t)|ξ|)V1(t, |ξ|)fˆ(ξ) + (1− χ(φ(t)|ξ|))V1(t, |ξ|)fˆ(ξ)
=: vˆ1(t, ξ) + vˆ2(t, ξ).
(3.8)
By (3.4), (3.6) and (3.7), we derive that
v1(t, x) = C
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a11(t, ξ)fˆ(ξ)dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a12(t, ξ)fˆ(ξ)dξ
)
, (3.9)
where C > 0 is a generic constant, and for β ∈ Nn0 ,
∣∣∂βξ a1l(t, ξ)∣∣ ≤ Clβ|ξ|−|β|(1 + φ(t)|ξ|)− 16 , l = 1, 2.
Next we analyze v2(t, x). It follows from [3] or [29] that
V1(t, |ξ|) = e−
z
2Φ
(1
6
,
1
3
; z
)
,
where Φ is the confluent hypergeometric function which is analytic with respect to the variable z =
2iφ(t)|ξ|. Then ∣∣∣∂ξ{(1− χ(φ(t)|ξ|))V1(t, |ξ|)}∣∣∣ ≤ C(1 + φ(t)|ξ|)− 16 |ξ|−1.
Similarly, one has ∣∣∣∂βξ {(1− χ(φ(t)|ξ|))V1(t, |ξ|)}∣∣∣ ≤ C(1 + φ(t)|ξ|)− 16 |ξ|−|β|.
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Thus we arrive at
v2(t, x) = C
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a21(t, ξ)fˆ (ξ)dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a22(t, ξ)fˆ(ξ)dξ
)
, (3.10)
where, for β ∈ Nn0 , ∣∣∂βξ a2l(t, ξ)∣∣ ≤ Clβ(1 + φ(t)|ξ|)− 16 |ξ|−|β|, l = 1, 2.
Substituting (3.9) and (3.10) into (3.8) yields
V1(t,Dx)f(x) = C
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ(ξ)dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ (ξ)dξ
)
,
where al (l = 1, 2) satisfies
|∂βξ al(t, ξ)
∣∣ ≤ Clβ(1 + φ(t)|ξ|)− 16 |ξ|−|β|. (3.11)
Next we only treat the integral
∫
Rn
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ(ξ) dξ since the treatment of the integral∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ(ξ) dξ is similar. Denote
(Af)(t, x) =
∫
Rn
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ(ξ) dξ. (3.12)
We will show that
‖(Af)(t, x)‖LqtLr|x|L2θ(R1+2+ ) ≤ C ‖f‖H˙s(R2), (3.13)
where q ≥ 2 and r ≥ 2 are some suitable constants related to s. One obtains by a scaling argument
that those indices in (3.13) should satisfy
1
q
+
3
r
=
3
2
(1− s) . (3.14)
On the other hand, by another scaling argument similar to Knapp’s counter example, we get the
second restriction on the indices in (3.13)
1
q
≤ 1− 3
2
· 1
r
. (3.15)
In fact, for small δ > 0, set ξ = (ξ1, ξ2) ∈ R2\{0} and denote
D = Dδ = {ξ ∈ R2 : |ξ1 − 1| < 1/2, |ξ2| < δ}.
Let fˆ(ξ) = χD(ξ) be the characteristic function of domain D. Note that on domain D it holds
|ξ| − ξ1 = |ξ|
2 − ξ21
|ξ|+ ξ1 =
|ξ2|2
|ξ|+ ξ1 ∼ δ
2.
By (3.12), one has
(Af)(t, x) =
∫
R2
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ (ξ) dξ
= ei(x1−φ(t))
∫
D
ei(−φ(t)(|ξ|−ξ1)+(x1−φ(t))(ξ1−1)+x2ξ2)a2(t, ξ) dξ.
(3.16)
14 On semilinear Tricomi equations with critical exponents or in two space dimensions
Choose a domain R in R+ × R2 as
R = {(t, x) : φ(t) ≤ δ−1, |x1 − φ(t)| . 1, |x2| . δ−1}.
For (t, x) ∈ R and ξ ∈ D, then the phase function in (3.16) is essentially equivalent to a constant and
we have
|(Af)(t, x)| ≥ |D|(1 + δ−1)− 16 ∼ |D|δ 16 .
Therefore if we take s = 0 in (3.13), then a direct computation yields
‖(Af)(t, x)‖LqtLr|x|L2θ(R+×R2)
‖f‖L2(R2)
≥
|D|δ 16 ‖χR‖LqtLr|x|L2θ(R+×R2)
|D| 12
∼ δ 23− 23q− 1r .
Since δ > 0 is small, in order to get (3.13), we shall need
2
3
− 2
3q
− 1
r
≥ 0⇐⇒ 1
q
≤ 1− 3
2
· 1
r
,
which gives restriction (3.15). Now our task is to prove
Lemma 3.3. Let operator A be defined by (3.12). Assume that (q, r) 6= (∞,∞),
q, r ≥ 2 and 1
q
≤ 1− 3
2
· 1
r
.
Then
‖(Af)(t, x)‖LqtLr|x|L2θ(R1+2+ ) ≤ C ‖f‖H˙s(R2), (3.17)
where s = 2(12 − 1r )− 23 · 1q .
Proof. The main step in the proof of (3.17) is to show that
‖(Af)(t, x)‖LqtLr|x|L2θ(R1+2+ ) ≤ C ‖f‖L2(R2)
if 2 ≤ q <∞, 2 ≤ r ≤ ∞ and fˆ(ξ) = 0 if |ξ| /∈ [1
2
, 1].
(3.18)
Indeed, once (3.18) is proved, then by the support condition of f , we know that
‖(Af)(t, x)‖LqtLr|x|L2θ(R1+2+ ) ≤ C ‖f‖H˙s(R2), s = 2(
1
2
− 1
r
)− 2
3
· 1
q
. (3.19)
This together with Lemma 3.1 yields (3.17).
To prove (3.18), we follow some ideas of [24] and use the interpolation method. The first case is
q = ∞ and s = 1 − 2r . Since Hardy-Littlewood-Sobolev estimate gives H˙1−
2
r (R2) ⊆ Lr(R2) for
2 ≤ r <∞, we clearly have
‖Af‖L∞t Lr|x|L2θ(R1+2+ ) ≤ C ‖Af‖L∞t Lr|x|Lrθ(R1+2+ ) ≤ C ‖Af‖L∞t H˙1− 2r (R1+2+ ).
It follows from (3.11) and (3.12) that if fˆ(ξ) = 0 for |ξ| /∈ [12 , 1],
‖Af‖
L∞t H˙
1− 2r (R+×R2)
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≤ C
∥∥∥∥
∥∥∥∫
R2
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ(ξ) dξ
∥∥∥
H˙1−
2
r (R2)
∥∥∥∥
L∞t (R)
≤ C
∥∥∥∥∥∥∥|ξ|1− 2r (1 + φ(t)|ξ|)− 16 |fˆ(ξ)|∥∥∥L2(R2)
∥∥∥∥
L∞t (R)
≤ C ‖f‖
H˙1−
2
r (R2)
≤ C ‖f‖L2(R2).
By interpolation, if we can conclude that for 2 ≤ q <∞,
‖Af‖LqtL∞|x|L2θ(R+×R2) ≤ C ‖f‖L2(R2) for fˆ(ξ) = 0 for |ξ| /∈ [
1
2
, 1], (3.20)
then (3.18) is immediately proved. Next we turn to the proof of (3.20). By the support condition for
fˆ , we arrive at
‖f‖2L2(R2) ≈
∫ ∞
0
∫ 2pi
0
|fˆ(ρ cosω, ρ sinω)|2 dωdρ, (3.21)
here ξ = (ρ cosω, ρ sinω). Expanding the angular part of fˆ by Fourier series yields that there are
coefficients ck(ρ) (k ∈ Z) vanishing for ρ /∈ [12 , 1] such that
fˆ(ξ) =
∑
k
ck(ρ)e
ikω.
This means
(Af)(t, ξ) = e−iφ(t)ρa2(t, ρ)
∑
k
ck(ρ)e
ikω. (3.22)
By Plancherel’s theorem for S1 and R, we have
‖f‖2L2(R2) ≈
∑
k
∫
R
|ck(ρ)|2 dρ ≈
∑
k
∫
R
|cˆk(s)|2 ds, (3.23)
where cˆk(s) is the one-dimensional Fourier transform of ck(ρ). Recall that (see [25], p.137)
f
(
r(cosω, sinω)
)
= (2pi)−1
∑
k
(
ik
∫ ∞
0
Jk(rρ)ck(ρ)ρ dρ
)
eikω, (3.24)
where k ∈ Z, and Jk is the k-th Bessel function defined by
Jk(y) =
(−i)k
2pi
∫ 2pi
0
eiy cos θ−ikθ dθ.
Choose a cut-off function β ∈ C∞0 (R) such that
β(τ) =


1,
1
2
≤ τ ≤ 1,
0, τ /∈ [1
4
, 2].
Let α(t, ρ) = ρβ(ρ)a2(t, ρ). Then by (3.24) and the support condition of ck, we have
(Af)
(
t, r(cosω, sinω)
)
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= (2pi)−1
∑
k
(
ik
∫ ∞
0
Jk(rρ)e
−iφ(t)ρck(ρ)β(ρ)a2(t, ρ)ρ dρ
)
eikω
= (2pi)−2
∑
k
(
ik
∫ ∞
0
∫ ∞
−∞
Jk(rρ)e
iρ
(
s−φ(t)
)
cˆk(s)α(t, ρ) ds dρ
)
eikω
= (2pi)−3
∑
k
(
ik
∫ ∞
0
∫ ∞
−∞
∫ 2pi
0
eiρr cos θ−ikθeiρ
(
s−φ(t)
)
cˆk(s)α(t, ρ) dθ ds dρ
)
eikω
= (2pi)−3
∑
k
(
ik
∫ ∞
−∞
∫ 2pi
0
e−ikθαˆt
(
φ(t)− s− r cos θ)cˆk(s) dθ ds
)
eikω,
where αˆt(ξ) stands for the Fourier transformation of α(t, ρ) with respect to the variable ρ. Direct
computation yields that for any r ≥ 0,
∫ 2pi
0
∣∣(Af)(t, r(cosω, sinω))∣∣2dω
= (2pi)−5
∑
k
∣∣∣ ∫ ∞
−∞
∫ 2pi
0
e−ikθαˆt
(
φ(t)− s− r cos θ)cˆk(s) dθ ds∣∣∣2. (3.25)
To proceed further, we shall need a control of the integral in (3.25) with respect to the variable θ,
which is similar to Lemma 2.1 in [24].
Lemma 3.4. Let αˆ(t, ξ) be defined as above and a number N ∈ N be fixed. Then there is a uniform
constant C > 0, which is independent of the variables b ∈ R and r ≥ 0, so that the following
inequalities hold:
∫ 2pi
0
|αˆt(b− r cos θ)| dθ ≤ C〈b〉−N
(
1 + φ(t)
)− 1
6 if 0 ≤ r ≤ 1 or |b| ≥ 2r; (3.26)
∫ 2pi
0
|αˆt(b−r cos θ)| dθ ≤ C
(
r−1+r−
1
2 〈r−|b|〉− 12 )(1+φ(t))− 16 if r > 1 and |b| ≤ 2r. (3.27)
Proof of Lemma 3.4. By the definition of function αˆt, we only need to study the integral
I =
∫ 2pi
0
∣∣∣ ∫ ∞
0
e−i(b−r cos θ)ρβ(ρ)a2(t, ρ)dρ
∣∣∣ dθ.
Case I. |b| ≥ 2r
In this case, we have
I =
∫ 2pi
0
∣∣∣ ∫ ∞
0
(b− r cos θ)Ne−i(b−r cos θ)ρβ(ρ)a2(t, ρ)dρ
∣∣∣(b− r cos θ)−N dθ
=
∫ 2pi
0
∣∣∣ ∫ ∞
0
(−Dρ)N
(
e−i(b−r cos θ)
)
ρβ(ρ)a2(t, ρ)dρ
∣∣∣(b− r cos θ)−N dθ
=
∫ 2pi
0
∣∣∣ ∫ ∞
0
e−i(b−r cos θ)(Dρ)N
(
ρβ(ρ)a2(t, ρ)
)
dρ
∣∣∣(b− r cos θ)−N dθ.
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Since ρβ(ρ) ∈ S(R) and a2 satisfies (3.11), direct computation yields
I ≤
∫ 2pi
0
(
1 + φ(t)
)− 1
6 〈b〉−N dθ ≤ C(1 + φ(t))− 16 〈b〉−N ,
which just corresponds to (3.26).
Case II. 0 ≤ r ≤ 1
For |b| > 2, it is reduced to Case I. For |b| ≤ 2, by a direct computation, we have
|I| ≤
∫ 2pi
0
∣∣∣ ∫ 2
1/4
ρβ(ρ)
(
1 + φ(t)ρ
)− 1
6 dρ
∣∣∣ dθ
≤ C(1 + φ(t))− 16 ≤ C(1 + φ(t))− 16 〈b〉−N .
Case III. r > 1 and |b| ≤ 2r
In this case, we intend to prove that
∫ pi/4
0
|αˆt(b− r cos θ)| dθ +
∫ pi
3pi/4
|αˆt(b− r cos θ)| dθ ≤ Cr−
1
2 〈r − |b|〉− 12 (1 + φ(t))− 16 , (3.28)
and ∫ 3pi/4
pi/4
|αˆt(b− r cos θ)| dθ ≤ r−1
(
1 + φ(t)
)− 1
6 . (3.29)
To show (3.28), it only suffices to estimate the first integral in (3.28). Let u = 1− cos θ, we then
have
∫ pi/4
0
|αˆt(b− r cos θ)| dθ =
∫ 1−√2
2
0
|αˆt(b− r + ru)| du√
2u− u2
≤ C
∫ 1−√2
2
0
|αˆt(b− r + ru)| du√
u
. (3.30)
We further set u¯ = ru, then the last integral in (3.30) can be controlled by
r−
1
2
∫ ∞
0
|αˆt(b− r + u¯)| du¯√
u¯
= r−
1
2
∫ ∞
0
∣∣∣ ∫ ∞
−∞
e−i(b−r+u¯)ρβ(ρ)a2(t, ρ)dρ
∣∣∣ du¯√
u¯
=: r−
1
2 II. (3.31)
If
∣∣r − |b|∣∣ ≥ 2, then
II =
∫ ∣∣r−|b|∣∣/2
0
∣∣∣ ∫ ∞
−∞
e−i(b−r+u¯)ρβ(ρ)a2(t, ρ)dρ
∣∣∣ du¯√
u¯
+
∫ ∞∣∣r−|b|∣∣/2
∣∣∣ ∫ ∞
−∞
e−i(b−r+u¯)ρβ(ρ)a2(t, ρ)dρ
∣∣∣ du¯√
u¯
=: II1 + II2. (3.32)
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For II1, we can repeat the analysis in Case I and integrate by parts to get
II1 ≤ C
∫ ∣∣r−|b|∣∣/2
0
|b− r + u¯|−N(1 + φ(t))− 16 du¯√
u¯
≤ C
∣∣|b| − r∣∣−N(1 + φ(t))− 16 ∫
∣∣r−|b|∣∣/2
0
du¯√
u¯
≤ C〈|b| − r〉 12−N(1 + φ(t))− 16 . (3.33)
For II2, integrating by parts yields
II2 ≤ C
(
1 + φ(t)
)− 1
6
∫ ∞∣∣|b|−r∣∣/2〈|b| − r + u¯〉−N
du¯√
u¯
≤ C(1 + φ(t))− 16 ∣∣r − |b|∣∣− 12 ∫ ∞∣∣|b|−r∣∣/2〈|b| − r + u¯〉−N du¯
≤ C(1 + φ(t))− 16 ∣∣|b| − r∣∣− 12 . (3.34)
If
∣∣r − |b|∣∣ ≤ 2, then by similar computation,∫ ∞
0
∣∣αˆt(b− r + u¯)∣∣ du¯√
u¯
≤ C
∫ ∞
0
〈b− r + u¯〉−N(1 + φ(t))− 16 du¯√
u¯
≤ C (1 + φ(t))− 16 〈r − |b|〉− 12 . (3.35)
Thus it follows from (3.30)-(3.35) that the proof of (3.28) is finished.
To show (3.29), we set u = r cos θ. Then
∫ 3pi/4
pi/4
|αˆt(b− r cos θ)| dθ =
∫ √2
2
r
−
√
2
2
r
∣∣∣ ∫ ∞
−∞
e−iρ(b−u)α(t, ρ)dρ
∣∣∣ du
r sin θ
≤ C r−1
∫ √2
2
r
−
√
2
2
r
(
1 + φ(t)
)− 1
6 〈b− u〉−Ndu
≤ C r−1
∫ ∞
−∞
(
1 + φ(t)
)− 1
6 〈u〉−Ndu
≤ C (1 + φ(t))− 16 r−1.
Collecting all the analysis above in Case I-Case III yields the proof of Lemma 3.4.
By Lemma 3.4, we have
Claim. For δ > 0, there is a constant Cδ > 0, which is independent of t ∈ R+ and r ≥ 0, such that∫ ∞
−∞
(∫ 2pi
0
(
1 + φ(t)
) 1
6 〈φ(t) − s〉 12−δ∣∣αˆt(φ(t)− s− r cos θ)∣∣dθ
)2
ds ≤ Cδ. (3.36)
proof of claim. If 0 ≤ r ≤ 1, or |φ(t)− s| ≥ 2r, then for δ > 0, it is easy to see that (3.26) yields the
expected estimate (3.36).
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If |φ(t) − s| ≤ 2r and r > 1, then by (3.27), one has∫ φ(t)+r
φ(t)−2r
(∫ 2pi
0
(
1 + φ(t)
)− 1
6 〈φ(t) − s〉 12−δ∣∣αˆt(φ(t)− s− r cos θ)∣∣dθ
)2
ds
≤
∫ φ(t)+r
φ(t)−2r
((
1 + φ(t)
) 1
6 〈φ(t)− s〉 12−δ((1 + φ(t))− 16 (r−1 + r− 12 〈r − |φ(t)− s|〉− 12 ))2ds
≤ 2
∫ φ(t)+r
φ(t)−2r
(
r−1−2δ + 〈φ(t)− s〉1−2δr−1〈r − |φ(t)− s|〉−1)ds. (3.37)
Next we treat the integral in (3.37). By r > 1, we have∫ φ(t)+2r
φ(t)−2r
r−1−2δds =
4
r2δ
≤ Cδ.
For the second part of the integral in (3.37), if |φ(t)− s| ≤ 1 and r > 1, then∫ φ(t)+2r
φ(t)−2r
〈φ(t)− s〉1−2δr−1〈r − |φ(t)− s|〉−1ds ≤ C ∫ φ(t)+1
φ(t)−1
r−1ds ≤ C
r
≤ Cδ.
If |φ(t)− s| > 1 and r > 1, we then set η = |φ(t) − s| and derive that for 0 < δ < 1/2, the integral
in (3.37) can be controlled by∣∣∣∣
∫ φ(t)+r
φ(t)−2r
〈φ(t)− s〉1−2δr−1〈r − |φ(t)− s|〉−1ds∣∣∣∣
≤ C
∫ 2r
1
r−1η1−2δ〈r − η〉−1dη
≤ C
r
∫ 2r
1
η1−2δ
1 + |r − η|dη
≤ C
r
(∫ r
1
η1−2δ
1 + r − ηdη +
∫ 2r
r
η1−2δ
1 + η − rdη
)
. (3.38)
Note that ∫ r
1
η1−2δ
1 + r − ηdη = ln(2 + r) + (1− 2δ)
∫ r
1
ln(1 + r − η)η−2δdη
≤ ln(2 + r) + (1− 2δ) ln r
∫ r
1
η−2δdη
≤ ln(2 + r) + r1−2δ ln r
(3.39)
and ∫ 2r
r
η1−2δ
1 + η − rdη = η
1−2δ ln(1 + η − r)∣∣2r
r
−
∫ 2r
r
ln(1 + η − r)dη1−2δ
≤ (2r)1−2δ ln(1 + r). (3.40)
Then collecting (3.38), (3.39) and (3.40) yields∫ 2r
1
r−1η1−2δ〈r − η〉−1dη ≤ ln(1 + r)
r2δ
≤ Cδ.
Hence the claim is proved.
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It follows from Claim, (3.25) and Ho¨lder’s inequality that
‖Af‖2L∞|x|L2θ ≤ Cδ
∑
k
∫ ∞
−∞
∣∣(1 + φ(t))− 16 〈φ(t)− s〉− 12+δ cˆk(s)∣∣2ds.
For any q ≥ 2, we can choose a constant δ > 0 such that
σ =: q
(
1− 3
2
δ
)
> 1. (3.41)
Then by Minkowski’s inequality, we have that for q ≥ 2,
‖Af‖LqtL∞|x|L2θ ≤
(∑
k
∫ ∞
−∞
∣∣∣∣(
∫ ∞
0
∣∣(1 + φ(t))− 16 〈φ(t) − s〉− 12+δ∣∣qdt) 1q cˆk(s)
∣∣∣∣
2
ds
)1
2
. (3.42)
To handle (3.42), we require to compute∫ ∞
0
∣∣(1 + φ(t))− 16 〈φ(t)− s〉− 12+δ∣∣qdt.
If s ≤ 0, then by (3.41), we arrive at∫ ∞
0
∣∣(1 + φ(t))− 16 〈φ(t)〉− 12+δ∣∣qdt ≤ C ∫ ∞
0
(1 + t)−
3q
2
(
2
3
−δ
)
dt ≤ C. (3.43)
If s > 0, we then write s = φ(s¯) and conclude∫ ∞
0
∣∣(1 + φ(t))− 16 〈φ(t)− s〉− 12+δ∣∣qdt
=
∫ ∞
0
∣∣(1 + φ(t))− 16 〈φ(t)− φ(s¯)〉− 12+δ∣∣qdt
≤ C
∫ ∞
0
∣∣(1 + t)− 14 〈t− s¯〉 32(− 12+δ)∣∣qdt
≤ C
∫ ∞
0
(1 + |t− s¯|) 3q2
(
− 1
2
+δ
)
(1 + t)−
q
4dt. (3.44)
By (3.41), in order to estimate (3.44), we only need to compute the following integral for s¯ > 0,∫ ∞
0
(1 + |t− s¯|)−α(1 + t)−βdt, α+ β > 1.
A direct computation yields
∫ ∞
0
(1 + |t− s¯|)−α(1 + t)−βdt =
∫ s
2
0
(1 + |t− s¯|)−α(1 + t)−βdt+
∫ ∞
s
2
(1 + |t− s¯|)−α(1 + t)−βdt
≤ C
(∫ s¯
2
0
(1 + t)−α−βdt+
∫ ∞
s¯
2
(1 + |t− s¯|)−α−βdt
)
≤ C
(
2− 2
(
1 +
s¯
2
)1−α−β
+ 1
)
≤ C. (3.45)
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Combining (3.42) with (3.43)-(3.45), we conclude that for fˆ(ξ) = 0 when |ξ| /∈ [12 , 1],
‖Af‖LqtL∞|x|L2θ ≤ C
(∑
k
∫ ∞
−∞
|cˆk(s)|2ds
)1
2 ≤ C‖f‖L2(R2).
Thus we have proved (3.20) and futher (3.17). Namely, Lemma 3.3 is proved.
Next we turn to estimate the solution w of problem (3.3). Note that w can be written as
w(t, x) =
∫ t
0
(V2(t,Dx)V1(τ,Dx)− V1(t,Dx)V2(τ,Dx))F (τ, x) dτ.
To estimate w(t, x), it suffices to treat the term
∫ t
0 V2(t,Dx)V1(τ,Dx)F (τ, x)dτ since the treatment
on the term
∫ t
0 V1(t,Dx)V2(τ,Dx)F (τ, x)dτ is completely analogous.
If we repeat the reduction of (3.23)-(3.24) in [8], we then have
∫ t
0
V2(t,Dx)V1(τ,Dx)F (τ, x)dτ =
∫ t
0
∫
Rn
ei(x·ξ+(φ(t)−φ(τ))|ξ|)a(t, τ, ξ)Fˆ (τ, ξ)dξdτ,
where the amplitude function a satisfies
∣∣∂βξ a(t, s, ξ)∣∣ ≤ C(1 + φ(t)|ξ|)− 16 (1 + φ(s)|ξ|)− 16 |ξ|− 23−|β|. (3.46)
By a dual argument similar to the proof of Lemma 3.4 in [8], we can prove that if Fˆ (τ, ξ) = 0 when
|ξ| /∈ [12 , 1], then∥∥∥ ∫
R
V2(t,Dx)V1(τ,Dx)F (τ, x)dτ
∥∥∥
LqtL
r
|x|L
2
θ
(R+×R2)
≤ C‖F‖
Lq˜
′
t L
r˜′
|x|L
2
θ
(R+×R2),
where
1
q
+
3
r
=
1
q˜
+
3
r˜
(3.47)
and
1
q
≤ 1− 3
2
· 1
r
,
1
q˜
≤ 1− 3
2
· 1
r˜
. (3.48)
Then an application of Lemma 3.2 yields that for Fˆ (τ, ξ) = 0 when |ξ| /∈ [12 , 1],
‖w‖LqtLr|x|L2θ(R+×R2) ≤ C‖F‖Lq˜′t Lr˜′|x|L2θ(R+×R2). (3.49)
Utilizing Lemma 3.1 to remove the restriction on the support of Fˆ in (3.49), we then get the following
estimate for problem (3.3).
Lemma 3.5. Let w be the solution of (3.3). If q, r, q˜, r˜ ≥ 2 and satisfy (3.47)-(3.48), then
‖w‖LqtLr|x|L2θ(R+×R2) ≤ C‖F‖Lq˜′t Lr˜′|x|L2θ(R+×R2).
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4 Proof of Theorem 1.2
First we consider the linear problem (3.1). Recall the definition of vector fields {Z} in Theorem 1.2,
then by Lemma 3.3 and energy estimates, we have∑
|α|≤1
(‖Zαu‖LqtLr|x|L2θ(R+×R2) + ‖Z
αu‖L∞t H˙s(R+×R2)
≤ C
∑
|α|≤1
(‖Zαf‖H˙s(R2) + ‖Zαg‖H˙s− 23 (R2) + ‖Z
αF‖
Lq˜
′
t L
r˜′
|x|L
2
θ
(R+×R2)),
(4.1)
where q, r, q˜, r˜ ≥ 2 satisfy (3.48) and
1
q
+
3
r
=
1
q˜′
+
3
r˜′
− 2 = 3
2
(1− s), 1
q
+
3
2r
≤ 1, 1
q˜
+
3
2r˜
≤ 1. (4.2)
Note that the nonlinear term in (1.1) is |u|p, we then have q = pq˜′ and r = pr˜′. This together with
condition (4.2) yields
s = 1− 4
3(p − 1) .
Meanwhile the conditions on r and q become
1
q
+
3
r
=
2
p− 1 , (4.3)
1
q
+
3
2r
≤1. (4.4)
Case I. Choosing r = p in (4.3) and (4.4)
In this case, it follows from (4.3) that q = p(p−1)3−p . Then
1
q
+
3
2r
≤ 1⇐⇒ 2p2 − 3p− 3 ≥ 0⇐⇒ p ≥ pcrit(2).
From Lemma 3.1 we require q ≥ 2, which leads to
p(p− 1)
3− p ≥ 2 =⇒ p ≥ 2.
This condition is fulfilled by p > pcrit(2) and Remark 1.3. Furthermore, we have
q˜′ =
q
p
=
p− 1
3− p.
On the other hand, by Lemma 3.1 we also require 1 ≤ q˜′ ≤ 2 and 1 ≤ r˜′ ≤ 2, which is equivalent to
2 ≤ p ≤ 7/3. In addition, one needs
1
q˜′
+
3
2r˜′
=
1
q˜′
≤ 1,
which holds by q˜′ ≥ 1. Collecting all these observations above, we intend to prove the global exis-
tence of u to problem (1.1) by an iteration argument in the range
pcrit(2) < p ≤ 7
3
,
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provided the initial data are small. More specifically, let u0 solve the Cauchy problem (3.2), we then
define uk (k ≥ 1) by solving{
∂2t uk − t∆uk = |uk−1|p, (t, x) ∈ R+ × R2
uk(0, ·) = f(x), ∂tuk(0, ·) = g(x).
(4.5)
The first step is to show that if
∑
|α|≤1
(‖Zαf‖H˙s(R2) + ‖Zαg‖H˙s− 23 (R2)) < ε, s = 1−
4
3(p − 1) , (4.6)
and ε > 0 is small enough, then
Mk =
∑
|α|≤1
(‖Zαuk‖LqtLp|x|L2θ(R+×R2) + ‖Zαuk‖L∞t H˙s(R+×R2))
is uniformly small, where q = p(p−1)3−p and s = 1− 43(p−1) .
For k = 0, it follows from Lemma 3.3 and the energy estimate that
M0 ≤ ε0.
For k ≥ 1, (3.1) yields
Mk ≤ C0ε+ C0
∑
|α|≤1
‖Zα(|uk−1|p)‖Lq˜′t L1|x|L2θ(R+×R2), q˜
′ =
p− 1
3− p. (4.7)
To control the right hand side of (4.7), we note that for a function v(x) = v(|x|, θ) (x ∈ R2) with∑
|α|≤1 |Zαv| ∈ L2θ, ∑
|α|≤1
∣∣Zα|v|p∣∣ ≤ C|v|p−1 ∑
|α|≤1
|Zαv|.
Since ∂θ = x1∂2 − x2∂1 ∈ {Z}, we have
‖v(|x|, ·)‖L∞
θ
≤ C
∑
|α|≤1
‖Zαv(|x|, ·)‖L2
θ
,
which derives∥∥∥∥∥|v|p−1 ∑
|α|≤1
|Zαv|
∥∥
L2
θ
∥∥∥
Lq˜
′
t L
1
|x|
≤ C
∥∥∥∥∥|v|p−1∥∥L∞
θ
∑
|α|≤1
‖Zαv‖L2
θ
∥∥∥
Lq˜
′
t L
1
|x|
≤ C
∥∥∥∥∥|v|∥∥p−1L∞
θ
∑
|α|≤1
‖Zαv‖L2
θ
∥∥∥
Lq˜
′
t L
1
|x|
≤ C
∥∥∥( ∑
|α|≤1
‖Zαv‖L2
θ
)p−1 ∑
|α|≤1
‖Zαv‖L2
θ
∥∥∥
Lq˜
′
t L
1
|x|
≤ C
∥∥∥( ∑
|α|≤1
‖Zαv‖L2
θ
)p∥∥∥
Lq˜
′
t L
1
|x|
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≤ C(
∑
|α|≤1
‖Zαv‖
Lq˜
′
t L
p
|x|L
2
θ
)p, where q = pq˜′. (4.8)
Thus we have
Mk ≤ C0ε+ C1Mpk−1.
IfMk−1 ≤ 2C0ε, then for small ε > 0,
Mk ≤ C0ε+ C1Mp−1k−1Mk−1 ≤ C0ε+
1
2
× 2C0ε ≤ 2C0ε. (4.9)
Define
Ak = ‖uk − uk−1‖LqtLr|x|L2θ .
Then by (4.9) and direct computation similar to (4.8), we get that for small ε > 0,
Ak ≤ CAk−1(Mk−1 +Mk−2)p−1 ≤ CAk−1(2C0ε)p−1 ≤ 1
2
Ak−1.
This means that there exists a function u ∈ LqtLr|x|L2θ such that uk → u in LqtLr|x|L2θ. In addition,∣∣|u|p − |uk|p∥∥Lq˜′t L1|x|L2θ ≤ C‖u− uk‖LqtLr|x|L2θ → 0,
which means |uk|p → |u|p in L1loc(R+ × R2) and hence in the sense of distribution. Therefore u is a
global weak solution of (1.1) and the proof of Theorem 1.2 is completed for pcrit(2) < p ≤ 73 .
Case II. Choosing r = p+ 13 in (4.3) and (4.4)
In this case, it follows from (4.3) that q = (3p+1)(p−11)11−3p . Then q ≥ 2 is equivalent to
3p2 + 4p− 23 ≥ 0,
which leads to p ≥
√
73−2
3 . Note that
√
73− 2
3
≈ 2.162 < 2.186 ≈ 3 +
√
33
4
= pcrit(2).
In addition,
q˜′ =
(3p + 1)(p − 1)
p(11− 3p) ∈ [1, 2] ⇐⇒
13 +
√
193
12
≤ p ≤ 4 +
√
17
3
,
and
r˜′ =
3p+ 1
3p
∈ (1, 2] ⇐⇒ p ≥ 1
3
.
On the other hand,
1
q
+
3
2r
≤ 1 = 2
p− 1 −
9
3p + 1
+
9
2(3p + 1)
≤ 1⇐⇒ 6p2 − 7p− 15 ≥ 0,
which derives
p ≥ 7 +
√
409
12
≈ 2.269.
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Note that the following condition in Lemma 3.1 is also required
1
q˜′
+
3
2r˜′
≤ 1. (4.10)
Substituting
1
q˜
= 1− 1
q˜′
= 1− p(11− 3p)
(3p + 1)(p − 1)
and
1
r˜
= 1− 1
r˜′
=
1
3p + 1
into (4.10) yields
p ≤ 19 +
√
433
12
≈ 3.317.
Since 13+
√
193
12 ≈ 2.141 and 4+
√
17
3 ≈ 2.708, we obtain that the admissible range for p in Case II is
7 +
√
409
12
≤ p ≤ 4 +
√
17
3
.
Hence, we can use (4.1) and repeat the computation from (4.8) to (4.9) to get a global weak solution
u ∈ LqtLp+1/3r L2θ(R1+2+ ) of problem (1.1), where q = (3p+1)(p−11)11−3p and 7+
√
409
12 ≤ p ≤ 4+
√
17
3 .
Case III. Choosing r = p+ 1 and q = p
2−1
5−p in (4.3) and (4.4)
In this case, by (4.3) we get q = p
2−1
5−p . Then q ≥ 2 is equivalent to
p2 + 2p − 11 ≥ 0,
which derives
p ≥ 2
√
3− 1.
In addition,
q˜′ =
p2 − 1
p(5− p) ∈ [1, 2] ⇐⇒
5 +
√
33
4
≤ p ≤ 5 + 2
√
7
3
,
and
r˜′ =
p+ 1
p
∈ (1, 2] ⇐⇒ p ≥ 1.
On the other hand,
1
q
+
3
2r
=
5− p
p2 − 1 +
3
2(p + 1)
≤ 1⇐⇒ 2p2 − p− 9 ≥ 0,
which leads to
p ≥ 1 +
√
73
4
≈ 2.386.
Note that the following condition in Lemma 3.1 is also required
1
q˜
+
3
2r˜
= 1− p(5− p)
p2 − 1 +
3
2(p + 1)
≤ 1.
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This means
0 ≤ p ≤ 7 +
√
73
4
≈ 3.886.
Since 2
√
3− 1 ≈ 2.464, 5+
√
33
4 ≈ 2.686 and 5+2
√
7
3 ≈ 3.43 > 3, the admissible range for p in Case
III is
5 +
√
33
4
≤ p ≤ 5 + 2
√
7
3
.
Then we can use (4.1) and repeat the computation from (4.5) to (4.9) to get a global weak solution
u ∈ LqtLp+1r L2θ(R1+2+ ), where q = p
2−1
5−p > 2 and
5+
√
33
4 ≤ p ≤ 3.
Note that 7+
√
409
12 <
7
3 <
4+
√
17
3 and
5+
√
33
4 <
4+
√
17
3 < 3. Then(
pcrit(2),
7
3
]⋃[7 +√409
12
,
4 +
√
17
3
]⋃[5 +√33
4
, 3
]
= (pcrit(2), pconf(2)].
Therefore collecting the proofs in Case I-Case III, we obtain Theorem 1.2.
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