In this paper, we introduce a four points modified explicit group method for solving a two dimensional Poisson equation with Dirichlet boundary condition. The method is shown to be superior compared to the existing four points-explicit group and explicit decoupled group methods due to D. J. Evans and M. J. Biggins (1982) and A. R. Abdullah (1991), respectively. Some experiment results of the test problem are given in order to confirm our claim.
INTRODUCTION
The two dimensional elliptic equation particularly the Poisson's equation can be represented mathematically as, subject to the Din'chlet boundary conditions and satisfying the exact solution u(x, Y ) = ~( x , Y ) , Let consider the Eq. (1.1) as our model of problem on the rectangular grid Cl with' grid spacing h in both directions and xi=xo + ih, yj=yo +jh, for all i,j=O, 1,. . . , n is used. The Eq. (1.1) can be approximated at any point (xi,yj) in many ways. When Eq. (1.1) is solved by the k i t e difference approximation, the most commonly used approximation is the standard five-points formula as, where vi,j is an approximation to the exact solution u(xi,yj) at the grid point (xi, yj) and f (xi,yj) . Equation (1.1) also can be discretized using the same formulae with grid spacing 2h and leads to the following formula, Another type of approximation derived from the rotated five point finite difference approximation can be obtained by rotating the xy axis clockwise by 45". Thus, rotated difference approximation for (1.1) become, All the three finite difference formulas (1.2), (1.3) and (1.4) have a local truncation errors of order O(h2). Now, it can be clearly seen that the application of either Eqs. (1.2), (1.3) or (1.4) to each of internal mesh points will result in a large and sparse linear system, where A and f are a square nonsingular matrix and a column matrix, respectively. While the v is a column matrix shows the solution. The solution of Eq. (1.5) can be obtained by direct or iterative methods. Since the equation is large and sparse, the iterative method is suitable to solve this type of problem and it can be solved either by point or block iterative methods. However, it was shown that iterative method that solve for a block of several points at once will converge more rapidly than the point method (Parfer 131).
FOUR POINTS EXPLICIT GROUP METHOD
Let consider the solution at any group of four points on the solution domain can be solved using Eq. (1.2). This will result in a (4 x 4) system of equation, 
FOUR POINTS EXPLICIT DECOUPLED GROUP METHOD
From The method was introduced by A. R. Abdullah (1991) and details of the method can'be found in (Abdullah [I] ).
FOUR POINTS MODIFIED EXPLICIT GROUP METHOD
The solution domain must be labelled in three different types of points (i.e., a, and o ) as shown in Figure 2a . A type of a points is about forty nine points out of two hundred and twenty five points, approximately one fifth of the total mesh points but for large size of mesh points, the number of a points is about a quarter.
The solution at any group of four points ordered of 1,2,3 and 4 of type a in solution domain can be solved using Eq. (1.3), see Figure 2b . This will result in a (4 x 4) system of equations, Figure 3 , we can see that the point P can be implemented by only involving points of type l and the same happen for points Q, R and S. Therefore, this implementation can be carried out independently from the other two type of points (i.e., and 0 ) . Due to this independancy, we can theoretically save the execution time approximately a quarter if the iteration over the large solution domain is carried out only on the l type of points. After the convergence criteria is achieved the solutions at the other two points starting from points type o then followed by are executed directly at once using the Eqs. 3. Implement the relaxation procedure, 4. Check the convergence. If converge evaluate the rest of the points (i.e., o and 0 ) using, respectively. Otherwise, repeat the iteration cycle (i.e., goto Step (2)).
Stop.
Several strategies can be employed in the process of iteration (i.e., Step 2) such as the natural (NA), red black (RB), four colors (4C) and horizontal zebra line (HZL). Since the RB group strategy produces the optimum number of iteration, the strategy is introduced in the algorithm.
Theoretically, the application of Eq. RT Ro While the submatrices &, R1 and R2 are given by respectively. The explicit formulae can be derived when the coefficient matrix A is transformed into such that = diag{Rgl)A and f = diag{Ril)f. Hence, the submatrices D, U, L become matrices whose nonzero block Ro replaces by I and R1, RT, R2 and R: replaced by RilR1, RZ'RT, RC'R~ and R;' R;, respectively. Since the coefficient matrix (4.4) is block tridiagonal with non-vanishing diagonal element, it is T-consistently ordered and has property-A" (Young [5] ). Therefore the theory of block S.O.R. is also valid for the four points M&G method.
THE COMPUTATIONAL COMPLEXITY
The computational effort measured by the number of computer operations needed to obtain a (sufliciently accurate) solution by the three methods discussed for solving the model problem (1.1) can be estimated. Assume that the solution domain is large with m2 number of internal mesh points with m = n -1. In their iterative processes, the four points-&G and EDG methods require (m -1)2 and (1/2)(m-112 internal mesh points (i.e., in group of four points), respectively. While the points next to the boundaries, the four points-&' needs (2m -1) and the #P method require m number of points. For the four points-MEG method requires ((m -1)/212 internal mesh points. Note that our estimate on this computational complexity is based on the arithmetic operations performed per iteration and the execution time for the additions and multiplication operations are approximately the same on Sequent S27 computer system. p and q represent the (m -1) dan (2m -I) Hence, the number of operations per iteration required (excluding the convergence test and direct solutions) for the four points-&G, EZ)G and &DO algorithms as described in 52-4 are respectively given as follows, multiplications additions 20(m -112 + 2(2m -1) 26(m -112 + 4(2m -l), 4(m -1)2 + 2m 6(m -1)2 + 4m,
TABLE I The computing effort for the four points-&$ EDG and MEG methods. Note
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The number of iteration fie as shown in Table I1 can be combined with the number of operation in each iterations required by each methods to give the number of arithmetic operations required for a solution and theses are recorded in Table I .
EXPERIMENT RESULTS
In order to confirm the four points M&G method is superior than the other two methods, the following experiments are carried out on the Sequent S27 system. All methods were applied to the following equation The resulting coefficient matrices of four points-EG and &DG methods possesses Property -A" and are n consistently ordered (Abdullah [I] , Yousif and Evans [4] ). As described in 54, the theory of block S.O.R. is also valid for the four points MEG method and consequently the method can be accelerated by employing a relaxation factor. The optimum value of relaxation factor wo can be theoretically evaluated using the formula, where pJ is the spectral radius of the (P x P) group Jacobi iterative matrix and can be estimated by S. V. Parter (1981) , for the four points &G method (Parter [3] , Yousif and Evans [4] ) and
for the four points &DG method (Abdullah [I] ). While for the four points MEG method, the spectral radius can be estimated as
The theoretical number of iteration can be estimated as,
The experimental values of relaxation factor we were obtained within f 0.01 by running the program for different values of we and choosing the ones that gave the minimum number of iterations. Throughout the experiments, there are three important parameters to be measured, they are the number of iteration K,, maximum error and execution time (in seconds). All the methods were carried out on several mesh sizes, 26, 50, 74 and 98, and the convergence test used was the maximum absolute error with the error tolerance E = 10-lo. Table I1 shows the theoretical and experimental results of all the methods. From Table 11 , it can be notified that there are some agreement between the theoretical and experimental results for the optimum values of relaxation factor and the number of iteration. It is clearly seen that the four points-M&G method be able to save the execution time by more than a quarter as compared to the four points -EG method while the four points -EDG method is only about half (Abdullah [I] ).
SUMMARY
The four points-ME' method has been presented as an alternative method to the four points-&DG and EG methods. The method with the RB strategy is proved to be the most superior method among the three, that is approximately 80-90% faster than the &G while the four points E X is about 50-60%, see Figure 5 . Additionally, the superiority of the method is also indicated by the graph given in Figure 4 and least computational effort of the method. While the accuracy of the method is better than the EBG but slightly less than the &G in all observed cases, see Figure 6 . Since all the methods used the respective stencils of order O(h2), so that the accuracy are considerably good. Overall, it can be summarized that the four points-MEG iterative method is the most superior and outstanding method among the three particularly for solving a large linear system.
The idea of the four points MEG method can be extend to six, nine and so on and it will be reported separately in the future. While the parallel version of the method will be reported soon. 
