This article focuses on variable selection for partially linear models when the covariates are measured with additive errors. We propose two classes of variable selection procedures, penalized least squares and penalized quantile regression, using the nonconvex penalized principle. The first procedure corrects the bias in the loss function caused by the measurement error by applying the so-called correction-forattenuation approach, whereas the second procedure corrects the bias by using orthogonal regression. The sampling properties for the two procedures are investigated. The rate of convergence and the asymptotic normality of the resulting estimates are established. We further demonstrate that, with proper choices of the penalty functions and the regularization parameter, the resulting estimates perform asymptotically as well as an oracle property. Choice of smoothing parameters is also discussed. Finite sample performance of the proposed variable selection procedures is assessed by Monte Carlo simulation studies. We further illustrate the proposed procedures by an application.
INTRODUCTION
Various linear and nonlinear parametric models have been proposed for statistical modeling in the literature. However, these statistical parametric models and methods may not be flexible enough when dealing with real, high-dimensional data, which are frequently encountered in biological research. A variety of semiparametric regression models have been proposed for a partial remedy to the ''curse of dimensionality'' termed by Bellman (1961) to describe the exponential growth of volume as a function of dimensionality. In this article, we focus on partially linear models, a class of commonlyused and studied semiparametric regression models, which can retain the flexibility of nonparametric models and ease of interpretation of linear regression models while avoiding the ''curse of dimensionality.'' Specifically, we shall propose variable selection procedures for partially linear models when the linear covariates are measured with errors.
In practice, many explanatory variables are generally collected and need to be assessed during the initial analysis. Deciding which covariates to keep in the final statistical model and which variables are noninformative is practically interesting, but is always a tricky task for data analysis. Variable selection is therefore of fundamental interest in statistical modeling and analysis of data, and has become an integral part in most of the widely used statistics packages. No doubt variable selection will continue to be an important basic strategy for data analysis, particularly as high throughput technologies brings us larger datasets with a greater number of exploratory variables. The development of variable selection procedures has progressed rapidly since the 1970s. Akaike (1973) proposed the Akaike information criterion (AIC). Hocking (1976) gave a comprehensive review on the early developments of variable selection procedure for linear models. Schwarz (1978) developed the Bayesian information criterion (BIC), and Foster and George (1994) developed the risk inflation criterion (RIC). With these criteria, stepwise regression or the best subset selection are frequently used in practice, but these procedures suffer from several drawbacks, such as the lack of stability as noted by Breiman (1996) and lack of incorporating stochastic errors inherited in the stage of variable selection. In an attempt to overcome these drawbacks, Fan and Li (2001) proposed a class of variable selection procedures for parametric models via a nonconcave-penalized-likelihood approach, which simultaneously selects significant variables and estimates unknown regression coefficients. Starting with the seminal work by Mitchell and Beauchamp (1988) , Bayesian variable selection has become a very active research topic during the last two decades. Pioneer work includes Mitchell and Beauchamp (1988) , George and McCulloch (1993) , and Berger and Percchi (1996) . See Raftery, Madigan, and Hoeting (1997) , Hoeting, Madigan, Raftery, and Volinsky (1999) , and Jiang (2007) for more recent developments.
Some variable selection procedures for partially linear models include Bunea (2004) and Bunea and Wegkamp (2004) , which developed model selection criteria for partially linear models with independent and identically distributed data. Bunea (2004) proposed a covariate selection procedure, which estimates the parametric and nonparametric components simultaneously, for partially linear models via penalized least squares with a L 0 penalty. Bunea and Wegkamp (2004) proposed a two-stage model selection procedure that first estimates the nonparametric component, and then selects the significant variables in the parametric component. Their procedure is similar to a one-step backfitting algorithm with a good initial estimate for the nonparametric component. In addition, Fan and Li (2004) proposed a profile least squares approach for partially linear models for longitudinal data.
Measurement error data are often encountered in many fields, including engineering, economics, physics, biology, biomedical sciences, and epidemiology. For example, in acquired immunodeficiency syndrome (AIDS) studies, virologic and immunologic markers, such as plasma concentrations of human immunodeficiency virus (HIV)-1 RNA and CD4 þ cell counts, are measured with errors. Statistical inference methods for various parametric measurement error models have been well established over the past several decades. Fuller (1987) and Carroll, Ruppert, Stefanski, and Crainiceanu (2006) gave a systematic survey on this research topic and presented many applications of measurement error data. Partially linear models have been used to study measurements with errors (Wang, Lin, Gutierrez, and Carroll 1998; Liang, Härdle, and Carroll 1999; Ma and Carroll 2006; Liang, Wang, and Carroll 2007; Pan, Zeng, and Lin 2008) .
To the best of our knowledge, most existing variable selection procedures are limited to directly observed predictors. Variable selection for measurement error data imposes challenges for statisticians. For linear regression models containing more than two covariates, some of which are measured with error and others are error-free, it can be shown that the ordinary least squares method, which directly substitutes the observed surrogates for the unobserved error-prone variables, yields an inconsistent estimate for the regression coefficients, because the loss function contains the error-prone covariates and the expected value of the corresponding estimating function does not equal zero. The inconsistency nullifies the theoretical property of the ordinary penalized least squares estimate without accounting for the measurement error. Note that most variable selection procedures are equivalent or asymptotically equivalent to minimizing a penalized least squares function. Thus, in the presence of measurement error, the existing penalized least squares variable selection procedures ignoring measurement errors may not work properly. Extension of the existing methods of variable selection accounting for measurement error is therefore by no means straightforward. Thus, we are motivated to develop variable selection procedures for measurement error data. The proposed procedures result models with a parsimonious and well-fitting subset of observed covariates. We will consider the situation in which the covariates are measured with additive errors. Hence, selection of observed covariates with measurement error is equivalent to selection of the corresponding latent covariates. The coefficients of the observed surrogates and the associated latent covariates have the same meaning.
In this article, we propose two classes of variable selection procedures for partially linear measurement error models: one based on penalized least squares, and the other based on penalized quantile regression. The former is more familiar and computationally easier, whereas the latter is more robust to outliers. Our proposed strategy to correct the estimation bias due to measurement error for the penalized least squares is quite different from that for the penalized quantile regression. For the penalized least squares method, we correct the bias by subtracting a bias correction term from the least squares function. For the penalized quantile regression, we correct the bias by using orthogonal regression (Cheng and Van Ness 1999) . To investigate the sample properties of the proposed procedures, we first demonstrate how the rate of convergence of the resulting estimates depends on the tuning parameter in the penalized models. With proper choice of the penalty function and the tuning parameter, we show that the resulting estimates of the proposed procedures asymptotically perform as well as an oracle procedure, in the terminology of Fan and Li (2001) . Practical implementation issues, including smoothing parameter selection and tuning parameter selection, are addressed. We conduct Monte Carlo simulation experiments to examine the performance of the proposed procedures with moderate sample sizes, and compare the performance of the proposed penalized least squares and penalized quantile regression with various penalties. We also compare the performance of the proposed procedures with naive extension of the best subset variable selection from the ordinary linear regression models. Our simulation results demonstrate that the proposed procedures perform with moderate sample sizes almost as well as the oracle estimator.
The rest of this article is organized as follows. In Section 2, we propose a class of variable selection procedures for partially linear measurement error models via penalized least squares. In Section 3, we develop a penalized quantile regression procedure for selecting significant variables in the partially linear measurement error models when considering the effects of outliers. Simulation results are presented in Section 4, and we also illustrate the proposed procedures by an empirical analysis of a real dataset. Regularity conditions and technical proofs are given in the Appendix.
PENALIZED LEAST SQUARED METHOD
. ., n} is a random sample from the partially linear measurement error model (PLMeM),
where Z is a univariate observed error-free covariate, X is a d-dimensional vector of unobserved latent covariates, which is measured in an error-prone way, W is the observed surrogate of X, e is the model error with E(e |X, Z) ¼ 0, U is the measurement error with mean zero and (possibly singular) covariance matrix S uu . Thus, X may consist of some error-free variables. In this section, it is assumed that U is independent of (X, Z, Y). For example, Z could be measurement time, X could be a vector of biomarkers like T-cell count or blood pressure, W could be the measured values for the quantities X, and U is the difference between the observed W and unknown X. In this article, we only consider univariate Z. The proposed method is applicable for multivariate Z. The extension to the multivariate Z might be practically less useful due to the ''curse of dimensionality.'' To get insights into the penalized least squares procedure, we first consider the situation in which S uu is known. We will study the case of unknown S uu later on. Define a least squares function to be 1 2
The second term is included to correct the bias in the squared loss function due to measurement error. Since E(U|Z) ¼ 0,
Then the least squares function can be rewritten as 1 2
This motivates us to consider a penalized least squares method based on partial residuals. Denote m w (Z) ¼ E(W|Z) and m y (Z) ¼ E(Y|Z). Let b m w ðÁÞ and b m y ðÁÞ be estimates of m w (Á) and m y (Á), respectively. In this article, we employ local linear regression (Fan and Gijbels 1996) to estimate both m w (Á) and m y (Á). The bandwidth selection for the local linear regression is discussed in Section 4.1. The penalized least squares function based on partial residuals is defined as
where p l jn ðÁÞ is a penalty function with a tuning parameter l jn , which may be chosen by a data-driven method. For the sake of simplicity of notation, we use l j to stand for l jn throughout this article. We will discuss the selection of the tuning parameter in Section 4.
Minimizing L P (S uu , b) with respect to b results in a penalized least squares estimator b b: It is worth noting that the penalty functions and the tuning parameters are not necessarily the same for all coefficients. For instance, we want to keep important variables in the final model, and therefore we should not penalize their coefficients.
The penalized least squares function (2) provides a general framework of variable selection for PLMeM. Taking the penalty function to be the L 0 -penalty (also called the entropy penalty in the literature), namely, p l j ðjb j jÞ ¼ 0:5l 2 j Ifjb j j 6 ¼ 0g; where I{Á} is an indicator function, we may extend the traditional variable selection criteria, including the AIC (Akaike 1973) , BIC (Schwarz 1978) , and RIC (Foster and George 1994) , for the PLMeM: Breiman (1996) , the best subset variable selection suffers from several drawbacks, including its lack of stability. In the recent literature of variable selection for linear regression model without measurement error, many authors advocated the use of continuous and smooth penalty functions, for example, Bridge regression (Frank and Friedman 1993) corresponding to the L q -penalty p l (|b j |) ¼ q À1 l|b j | q ; the least absolute shrinkage and selection operator (LASSO) (Tibshirani 1996) corresponding to the L 1 -penalty. Fan and Li (2001) ; if l # jbj < al;
where a ¼ 3.7. For simplicity of presentation, we will use the name ''SCAD'' for all procedures using the SCAD penalty. As demonstrated in Fan and Li (2001) , the SCAD is an improvement of the LASSO in terms of modeling bias and of the bridge regression with q < 1 in terms of stability. We next study the sampling property of the resulting penalized least squares estimate. 
In what follows, A 52 ¼ AA T for any vector or matrix A. Let § ¼ § À Eð §jZÞ for any random variable/vector §. For example, e X ¼ X À EðXjZÞ: Denote by S *1 the elements of S * with respect to b 10 for any random/function vector S * . For example, U 11 and e X 11 are the vectors included by the first s elements of U 1 and e X 1 ; respectively. Let S uu1 be the (s, s) À left upper submatrix of S uu , and S X|Z ¼ cov{X 11 À E(X 11 |Z 1 )}. ||v|| denotes the Euclidean norm for the vector v. We have the following theorem, whose proof is given in the Appendix. Theorem 1. Suppose that a n ¼ O(n À1/2 ), b n ! 0, and the regularity conditions (a)-(e) in the Appendix hold. Then we have the following conclusions.
(1) With probability approaching one, there exists a local minimizerb of L P ðS uu ; bÞ such that kb À b k¼ O p ðn À1=2 Þ: (2) Further assume that all l j ! 0, n 1/2 l j ! ', and lim inf
With probability approaching one, the root n consistent estimatorb in (1) satisfies (a)b 2 ¼ 0; and (b)b 1 has an asymptotic normal distribution ffiffi ffi
where
To make statistical inference on b 10 , we need to estimate the standard error of the estimator b b 1 : From Theorem 1, the asymptotic covariance matrix of b
A consistent estimate of S X|Z is defined as
Furthermore, G can be estimated by
The covariance matrix of the estimates b b 1 ; the nonvanishing component of b b 1 ; can be estimated by
Remark 1. The proposed penalized least squares procedure can directly be applied for a linear measurement error model, which can be regarded as a PLMeM in the absence of the nonparametric component n(Z). Thus, under the conditions of Theorem 1, the resulting estimate obtained from the penalized least squares function (3) is ffiffi ffi n p consistent, and satisfieŝ
We now consider the situation in which S uu is unknown. To estimate S uu , it is common to assume that there are partially replicated observations, so that we observe (Carroll, et al. 2006, chap. 3 
j¼1 W ij be the sample mean of the replicates. Then a consistent, unbiased method of moments estimate for S uu is
Thus, the penalized least squares function is defined as
where c
is local linear estimate of EðW i jZ i ¼ zÞ: Throughout this section, we assume that 1=n P n i¼1 J À1 i converges to a finite constant as n ! '.
Theorem 2. Under the conditions of Theorem 1, we still have the following conclusions:
(1) With probability approaching one, there exists a local
and (6) holds. With probability approaching one, the root n consistent estimateb in (1) satisfiesb 2 ¼ 0; and
and U i1 is the average of
As a special case, if J i [ J 0 > 1, then it follows
Because b S uu is a consistent, unbiased estimator of S uu , Theorem 2 can be proved in a similar way to Theorem 1 by replacing L P ðS uu ; bÞ by L P ð b S uu ; bÞ: To save space, we omit the details.
We next derive an estimate of the standard error ofb 1 : A consistent estimator of S X|Z is defined as
Estimates of G* can be also easily obtained. Let
Then a consistent estimate of G* is the sample covariance matrix of the R i 's. See Liang, et al. (1999) for a detailed discussion.
PENALIZED QUANTILE REGRESSION
In the presence of outliers, the least squares method may perform badly. Quantile regression is taken as a useful alternative and has been popular in both the statistical and econometric literature. Koenker (2005) provided a comprehensive review on quantile regression techniques. In this section, we explore robust variable selection, and propose a class of penalized quantile-regression variable selection procedures for PLMeM in the presence of contaminated response observations.
In the penalized least squares procedure discussed in the previous section, the term Ànb T S uu b was included in the loss function (2) to correct the estimation bias due to measurement error of the ordinary least squares estimate. However, this approach cannot be extended to quantile regression for correcting the estimation bias because a direct subtraction cannot correct the bias. We now propose a penalized quantile function based on the orthogonal regression. That is, the objective function is defined as the sum of squares of the orthogonal distances from the data points to the straight line of regression function, instead of the residuals obtained from the classical regression (Cheng and Van Ness 1999) . The orthogonal regression has been used to correct estimation bias due to measurement error of the least squares estimate of regression coefficients in linear measurement error models (Lindley 1947; Madansky 1959 ). He and Liang (2000) applied the idea of orthogonal regression for quantile regression for both linear models and partially linear models with measurement errors. However, they did not consider variable selection problems. Partly motivated by the work of He and Liang (2000) , we further used the orthogonal regression method to develop a penalized quantile regression procedure to select significant variables in the partially linear models.
To define orthogonal regression for quantile regression with measurement error data, it is assumed that the random vector (e, U T ) follows an elliptical distribution with mean zero and covariance matrix s 2 S, where s 2 is unknown, whereas S is a block diagonal matrix with (1,1)-element being 1 and the last d 3 d diagonal block matrix being C uu . Readers are referred to Fang, Kotz, and Ng (1990) for details about elliptical distributions and Li, et al. (1997) for tests of spherical and elliptical symmetry. The matrix C uu is proportional to S uu and is assumed to be known in this section. As discussed in the last section, it can be estimated with partially replicated observations in practice.
Denote r t the tth quantile objective function, r t ðrÞ ¼ t maxðr; 0Þ þ ð1 À tÞ maxðÀr; 0Þ:
Note that the solution to minimizing Er t (e À u) over u 2 R is the tth quantile of e. Define penalized quantile function to be of the form:
He and Liang (2000) proposed the quantile regression estimate for b by minimizing the first term in (10). However, it was assumed in He and Liang (2000) that (e, U T ) follows a spherical distribution (i.e., C uu ¼ I d ). The sphericity assumption implies that the elements of U are uncorrelated. Here, we relax the sphericity assumption. He and Liang (2000) also provided insights into why to use the first term in (10). Because e i and
have the same distribution on the basis of the fact given in (A.8) in Section A.2, we can establish the consistency for the resulting estimate by using similar arguments to those in He and Liang (2000) . Compared with the penalized least squares function in (3), the penalized quantile function uses the factor
to correct the bias in the quantile loss function due to the presence of the error-prone variables.
Let f(Á) be the density function of e, a n ¼ O(n À1/2 ), and b n ! 0.
Theorem 3. Suppose that (e i , U i ) follows an elliptical distribution with mean zero and the covariance structure aforementioned for i ¼ 1, . . ., n. Assume that the equation Er t (e i À q) ¼ 0 has the unique solution, which is denoted by q t , and that
With probability tending to one, there exists a local minimizerb t of L t (b) defined in (10) such that its rate of convergence is O p (n À1/2 ). (2) Further assume (6) holds. If all l j ! 0, ffiffi ffi n p l j ! '; then with probability tending to one, the root n consistent esti-
; J q Þ; where C 11 is the first s 3 s diagonal submatrix of C uu , and
q À q t and c t being the derivative of r t . It is worth pointing out that when C uu ¼ I d and b ¼ 0, which corresponds to no penalty term in (10), the asymptotic normality is the same as that in He and Liang (2000) . However, the conditions imposed in Theorem 3 are weaker than those in He and Liang (2000) .
SIMULATION STUDY AND APPLICATION
We now investigate the finite sample performance of the proposed procedures by Monte Carlo simulation, and illustrate the proposed methodology by an analysis of a real dataset. In our numerical examples, we use local linear regression to estimate m w (z) and m y (z) with the kernel function
Issues Related to Practical Implementation
In this section, we address practical implementation issues of the proposed procedures.
Bandwidth selection. Condition (b) in the Appendix requires that the bandwidths in estimating m w (Á) and m y (Á) are of order n -1/5 . Any bandwidths with this rate lead to the same limiting distribution forb: Therefore, the bandwidth selection can be done in a standard routine. In our implementation, we use the plug-in bandwidth selector proposed in Ruppert, Sheather, and Wand (1995) to select bandwidths for the estimation of m w (Á) and m y (Á). In our empirical study, we have experimented with shifting bandwidths around the selected values, and found that the results are stable.
Local quadratic approximation. Because the penalty functions such as the SCAD penalty and the L q penalty with 0 < q # 1 are singular at the origin, it is challenging to minimize the penalized least squares or quantile loss functions. Hunter and Li (2005) proposed a perturbed version of the local quadratic approximation of Fan and Li (2001) ; i.e., 
where h is a small positive number. Hunter and Li (2005) discussed how to determine the value of h in detail. In our implementation, we adopt their strategy to choose h. With the aid of the perturbed local quadratic approximation, the Newton-Raphson algorithm can be applied to minimize the penalized least squares or quantile loss function. We set the unpenalized estimate b b u as the initial value of b. Choice of regularization parameters. Here, we describe the regularization parameter selection procedure for the penalized least square function in (8) in detail. The idea can be directly applied for the penalized least square function in (2) and the penalized quantile regression. For the penalized least squares function in (8), let
Following Fan and Li (2001), we define the effective number of parameters (2007), we define the BIC score to be
where RSS l is the residual sum of squares corresponding to the model selected by the penalized least squares with the tuning parameters l. Minimizing BIC(l) with respect to l over a ddimensional space is difficult. Fan and Li (2004) : Such a choice of l j works well from our simulation experience. Thus, the minimization problem over l will reduce to a one-dimensional minimization problem, and the tuning parameter l, and the minimum can be obtained by a grid search. In our simulation, the range of l is selected to be wide enough so that the BIC score reaches its minimum approximately in the middle of the range, and 50 grid points are set to be evenly distributed over the range of l.
For the penalized quantile regression, r t (Á) is not differentiable at the origin. We use the MM algorithm proposed by Hunter and Lange (2000) to minimize the penalized quantile function. In other words, we approximate r t (Á) by a local quadratic function at each step during the course of iteration. This idea is similar to that of the perturbed local quadratic approximation algorithm.
Simulation Studies
In our simulation study, we will compare the underlying procedures with respect to estimation accuracy and model complexity for the penalized least squares and the penalized quantile regression procedures. It is worth noting that the best method for achieving the most accurate estimate (i.e., minimizing the squared error in Examples 1 and 2) need not coincide with the best method for having the sparsest model (i.e., maximizing the expected number ''C'' of correctly deleted variables and minimizing the expected number ''I'' of incorrectly deleted variables in Examples 1 and 2). Example 1. In this example we simulate 1,000 datasets, each consisting of n ¼ 100, 200 random samples from PLMeM (1), in which n(z) ¼ 2 sin(2pz 3 ). The covariates and random error are generated as follows. The covariate vector X is generated from a 12-dimensional normal distribution with mean 0 and variance 1. To study the effect of correlation among covariates on the performance of variable selection procedures, the off-diagonal elements of covariance matrix of X are set to be cov(X i , X j ) ¼ 0.2 for i ¼ 1, 2 and j ¼ 1, . . ., 12, cov(X i , X j ) ¼ 0.5 for i, j ¼ 3, . . ., 6, cov(X i , X j ) ¼ 0.8 for i, j ¼ 7, . . ., 10, and cov(X i , X j ) ¼ 0.95 for i, j ¼ 11, 12. Thus, X 1 and X 2 are weakly correlated with the other X-variables, X 3 , . . ., X 6 are moderately correlated, while X 7 , . . ., X 10 are strongly correlated. X 11 and X 12 are nearly collinear. In this example, we set b 0 ¼ c 1 (1.5, 0, 0.75, 0, 0, 0, 1.25, 0, 0, 0,1, 0) T with c 1 ¼ 0.5, 1, and 2 so that one of weakly, moderately, strongly correlated, or nearly collinear covariates has nonzero coefficient, and the other covariates have zero coefficients. The covariate Z ¼ FfðX 1 þ ffiffi ffi 3 p Z 0 Þ=2g; where Z 0 ; N(0, 1) and F(Á) is the cumulative distribution of the standard normal distribution. Thus, Z ; uniform(0, 1), but is correlated with the X-variables. The correlation between Z and X 1 is about 0.5, while the correlation between Z and X j (j ¼ 2, . . ., 12) is about 0.1. In this example, we consider two scenarios to generate the random error: (a) e follows N(0, 1) (i.e., homogeneous error); and (b) e follows j sinf2pðX T bÞ 2 þ 0:2ZgjðX 2 2 À 2Þ; where X 2 2 denotes the chi-squared distribution with 2 degrees of freedom. This case is designed to investigate the effect of asymmetric and heteroscedastic error on the estimators. The first 2 components of X are measured with errors U j , which follow a normal distribution with mean 0, variance c 2 0.5 2 , and correlation between U 1 and U 2 being 0.5. The last 10 components of X are error free. To estimate S uu , two replicates of W are generated (i.e., J i [ 2). To study the effect of the level of measurement error, we take c 2 ¼ 1 and 2. A direct calculation indicates that the naive estimator of b will be consistent to c 1 (1.12, À 0.10, 0.77, 0.02, 0.02, 0.02, 1.26, 0.01, 0.02, 0.02, 1.04, 0.01) for c 2 ¼ 1 and c 1 (0.91, À 0.13, 0.78, 0.03, 0.04, 0.03, 1.26, 0.02, 0.02, 0.03, 1.06, 0.01) for c 2 ¼ 2. The magnitude of all elements, but the second of these two vectors is the same as that of the corresponding elements of b. This point was justified by Gleser (1992 Gleser ( , pp. 690, 1992 that separate reliability studies of each component of X generally cannot substitute for reliability studies of the vector X treated as a unit. We therefore anticipate that if one ignores measurement errors, any appropriate variable selection procedures may falsely classify the second element of X as a significant one. Consequently, the number of zero coefficients decreases to 7 from 8. Our simulation results later exactly demonstrate this point, and further indicate that ignoring measurement error may cause errors in variable selection procedures. To save space, we present results for n ¼ 200 only. The results for other values of n are referred to Liang and Li (2008) .
We first compare estimation accuracy for the penalized least squares procedures with and without considering measurement errors. Table 1 depicts the median of squared error (MedSE), kb À b 0 k 2 , over the 1,000 simulations. In Table 1 , the top panel is the MedSE of the penalized least squares procedures, which take account of measurement error, whereas the bottom panel is the MedSEs of the penalized least procedures ignoring measurement error. As a benchmark, we include the oracle estimate, the estimate for just the nonzero subset of slope b, if this subset were known and specified in advance. The column with ''Full'' stands for the estimator based on the loss function modified to correct bias due to measurement error, but not penalized for complexity. The columns with ''SCAD'', ''Hard'' and ''L 0.5 '' stand for the penalized least squares with the SCAD penalty, the hard-thresholding penalty (Fan and Li 2001) , and the L 0.5 penalty, respectively, and the columns with AIC, BIC, and RIC stand for the penalized least squares procedures with AIC, BIC, and RIC penalties, as defined in Section 2, respectively, and ''Oracle'' for the oracle procedure. Because the entropy penalty is discontinuous, the solutions for AIC, BIC, and RIC are obtained by exhaustively searching over all possible subsets. Thus, the resulting subsets are the best subsets for the corresponding criterion, and the computational cost for these procedures is much more expensive than that for the proposed penalized least squares methods with the continuous penalties. Rows with ''Homo'' stand for the error e is a homogenous error, corresponding to scenario (a), whereas rows with ''Hete'' stand for the error e is a heteroscedastic error, corresponding to scenario (b). From Table 1 , all variable selection procedures significantly improve the MedSE over the full model no matter whether the measurement error is considered or not. Furthermore, the MedSE with heteroscedastic error is slightly larger than that with homogeneous error. Weighted penalized least squares might be used to improve the penalized least squares in the presence of heteroscedastic error. The level of measurement error certainly affects the performance of the procedures compared in Table 1 . That is, with an increase of either c 1 or c 2 , MedSEs of all procedures increase no matter if the procedures account the measurement errors or not. As expected, the MedSE of a procedure taking into account the measurement error is dramatically less than that of the corresponding procedure without considering measurement error. As shown in Table 1 , the MedSEs of the penalized least squares procedures with SCAD, Hard, and L 0.5 penalties are much smaller than those of the best subset variable selection procedures with AIC, BIC, and RIC. Although the penalized least squares with SCAD, Hard, and L 0.5 penalties share the asymptotic oracle property in Theorem 2, the SCAD procedure was advocated by Fan and Li (2001) because of its continuity property, which is shared by the Hard procedure and L 0.5 procedures. Readers are referred to Fan and Li (2001) for the definition of continuity property. The continuity property of the SCAD procedure may increase estimation accuracy and avoid variable selection instability. As seen from Table 1 , the SCAD procedure performs the best in terms of estimation accuracy among the penalized least squares procedures with SCAD, Hard, and L 0.5 penalties. The MedSE of the SCAD procedure is quite close to that of the oracle procedure.
Now we compare the model complexity of models selected by the proposed procedures. Overall, results for homogeneous error and heteroscedastic error are similar in terms of model complexity. To save space, Tables 2 and 3 depict the results with homogeneous error only. Results for heteroscedastic error can be found in Liang and Li (2008) . In Tables 2 and 3 , the column labeled ''C'' denotes the average number of the eight true zero coefficients that were correctly set to zero, and the column labeled ''I'' denotes the average number of the four truly nonzero coefficients incorrectly set to zero. These two tables also report the proportions of models underfitted, correctly fitted, and overfitted. In the case of overfitting, the columns labeled ''1'', ''2,'' and '' $3'' are the proportions of models including 1, 2, and more than 2 irrelevant covariates, respectively. From Table 2 , it can been seen that when measurement errors are taken into account, the proportion of correctly fitted model increases and the number of true zero coefficients identified is closer to 8 as c 1 gets large, whereas a converse trend is observable as c 2 gets large. This may not be surprising because when c 1 becomes large, the nonzero coefficients are further away from zero, and zero coefficients may be easier to be identified. While c 2 gets large, the measurement error may be more involved in attenuating nonzero coefficients, and it is more difficult to correctly identify the zero coef-
ficients. An inverse pattern can be observed for the proportion of underfitted or overfitted models, and the number of false zero coefficients. However, a similar conclusion is not available when measurement errors are ignored. In particular, the numbers of correctly set zero coefficients closest to seven instead of eight, as expected from our previous theoretical calculation. Comparing Table 2 with Table 3 , we can see that the proposed penalized least squares can dramatically reduce model complexity. In terms of model complexity, the SCAD, the Hard, and the L 0.5 procedures considering measurement error outperform the ones that do not consider measurement error by further reducing model complexity, and increasing the proportion of correctly fitted models. The gain in the proportion of correctly fitted models by incorporating measurement error can be 10%, 20%, and 30% for c 2 ¼ 1 and c 1 ¼ 0.5, 1, and 2, respectively. The gain can be even more for c 2 ¼ 2. This is expected because ignoring measurement error may lead to an inconsistent estimate. Thus, ignoring measurement error, the bias of the estimates of the zero coefficients can be large, thus increasing the chance of identifying the corresponding variables as significant ones. As to the best subset variable selection procedures, it seems that a variable selection procedure ignoring measurement error yields a sparser model than the corresponding one incorporating measurement error, although the latter has much smaller MedSEs, as shown in Table 1. From Tables 2 and 3 , the SCAD and the L 0.5 procedures that consider measurement error outperform other procedures in terms of model complexity. It is somewhat surprising that the L 0.5 procedure performs slightly better than the SCAD procedure in terms of the number of zero coefficients, and outperforms the SCAD procedure in terms of the proportion of correctly fitted models, although the SCAD procedure has smaller MedSE than the L 0.5 procedure. By a closer look at the output, we find that the SCAD estimate may contain some very small, but nonzero coefficient estimate to gain the model stability and estimation accuracy. It pays a price at reduction of the proportion of correctly fitted models. This explains why L 0.5 has a better proportion of correctly fitted models, but has larger MedSE than the SCAD procedures. Increasing the level of measurement error does not really affect the average number of the eight true zero coefficients that are correctly set to zero, but does slightly increase the average number of the four truly nonzero coefficients incorrectly set to zero. This yields an increase in the proportion of underfitted models. By a closer look at the output, we find that most underfitted models selected by the SCAD, the Hard, and the L 0.5 procedures include X 12 while excluding X 11 . However, in the presence of high-level measurement error, the best subset variable selection procedures that account for measurement error have quite large proportions of underfitted models. This is certainly undesirable. From our simulation experience, it is found that these procedures tend to fail identifying X 1 as a significant variable. With respect to estimation accuracy and model complexity, Tables 1, 2, and 3 suggest that the SCAD procedure performs the best. We have also tested the accuracy of the standard error formula proposed in Section 2. From our simulation, we found that the sandwich Equation (7) gives us accurate estimates of standard errors, and the coverage probability of the confidence intervalb j 6z a SEðb j Þ is close to the nominal level, where z a is the 100 (1 À a/2)th percentile of the standard normal distribution. To save space, we do not present the results here.
Example 2. We generate 1,000 datasets, each consisting of n ¼ 200 random observations from model (1), in which the covariates X, Z, and the baseline function n(Z) are exactly the same as those in Example 1. The regression coefficient vector b 0 is taken to be the same as the one with c 1 ¼ 1 in Example 1. The first two components of X are measured with the error U, while (e, U T ) follows a contaminated normal distributions, (1 À p) N 3 (0, s 2 I 3 ) þ p N 3 (0, (10s) 2 I 3 ) with p being the expected proportion of contaminated data. Thus, (e, U T ) follows an elliptical distribution, which satisfies the assumptions of Theorem 3. This contaminated model yields outlying data in a more regular and predictable fashion than the one including some outliers arbitrarily. To simultaneously examine the impact of contamination proportion and the level of measurement error, we consider p ¼ 0.05, 0.1 and s ¼ 0.1 and 0.2. The MedSE, kb À b 0 k 2 , over 1,000 simulations for t ¼ 0.1, 0.25, 0.5, 0.75, and 0.9 are displayed in Table 4 , whose caption is the same as that of Table 1 . In this example, we also investigate the impact of the outliers on the performance of penalized least squares procedures. The row with ''LS'' in Table 4 is the simulation results for the penalized least squares procedures. It can be seen from Table 4 that the penalized quantile regression procedure outperforms the corresponding penalized least squares procedure in terms of MedSE. The gain in the penalized quantile regression over the penalized least squares is considerable. The MedSEs for different t are similar for each combination of p and s. Table 4 shows that the SCAD procedure performs the best among the penalized quantile regression procedures in terms of MedSE. The MedSE of the SCAD procedure is very close to that of the oracle estimate.
Since overall pattern for the model complexity of the penalized quantile regression with different values of t is similar, to save space, Table 5 depicts the model complexity of the penalized least squares and penalized quantile regression with t ¼ 0.5 only. Because the model complexity of the penalized quantile regression with the BIC and RIC is similar, we present the results with BIC only in Table 5 . Results for other values of t and for RIC can be found in Liang and Li (2008) . The caption is the same as that in Table 2 . From Table  5 , it can be seen that the model complexity of the penalized least squares is significantly affected by the proportion of contaminated data (p) and the noise level (s), which also indicates the level of measurement error in this example. When s ¼ 0.1, the penalized least squares can outperform the penalized quantile regression in terms of model complexity. However, when s ¼ 0.2, the penalized least squares procedures perform badly. In this example, the penalized quantile regression with AIC, BIC, and RIC penalties has a large portion of underfitted models. This is undesirable, and therefore they are not recommended. The model complexity for different t is similar for each combination of p and s. The SCAD and L 0.5 procedures have almost the same average number of zero coefficients in the selected models. Both the SCAD and the L 0.5 procedures perform better than the Hard procedure in this example. The L 0.5 procedure has a higher proportion of correctly fitted models than the SCAD procedure. This is consistent with the observation in Example 1.
An Application
Now we illustrate the proposed procedures by an analysis of a real dataset from a nutritional epidemiology study. In nutrition research, the assessment of an individual's usual intake diet is difficult but important in studying the relation between diet and cancer as well as in monitoring dietary behavior. Food Frequency Questionnaires (FFQ) are frequently administered. FFQ's are thought to often involve a systematic bias (i.e., under-or overreporting at the level of the individual). Two commonly used instruments are the 24-hr food recall and the multiple-day food record (FR). Each of these FR's is more work-intensive and more costly, but is thought to involve considerably less bias than a FFQ.
We consider the data from the Nurses' Health Study (NHS), which is a calibration study of size n ¼ 168 women, all of whom completed a single FFQ, y, and four multiple-day food diaries (J i [ 4 in our notation), x 1 . Other variables from this study include 4-day energy and Vitamin A (VA), x 2 , the energy intake, x 3 , body mass index (BMI), x 4 , and age, z. A subset of this dataset has been analyzed in Carroll, Freedman, Kipnis, and Li (1998) .
Because of measurement errors, x 1 is not directly observable. Four replicates of x 1 , denoted by w 1 , . . ., w 4 , are collected for each subject. Of interest here is to investigate the relation between FFQ and FR, and the other four factors. As an illustration, the following PLMeM is considered 
and for each subject,
are observed. We apply the SCAD variable selection procedure to the model. Because the linear component in (12) is quadratic in the X-variables, we do not penalize the linear effects b j , j ¼ 1, . . ., 4, but penalize all other b's in the SCAD procedure. The selected l is 6.9857 by minimizing the BIC score. With the selected l, the estimated coefficients for the selected model by SCAD are presented in the third column of Table 6 . For the purpose of comparison, the estimated coefficients and their standard errors are listed in the second column of Table 6 . We further apply the penalized quantile regression procedure with t ¼ 0.1, 0.25, 0.5, 0.75, and 0.9. The resulting estimates are given in the columns of fourth to eighth in Table 6 , respectively. From Table 6 , the estimates of regression for different values of t are almost the same. This implies that the error likely is a homogeneous error. Furthermore, the selected model by the SCAD indicates that all interactions and quadratic terms are not significant. To further confirm this, we construct a Wald's test based on the asymptotic normality in Theorem 2 without involving the penalty for hypothesis:
From Theorem 2, the limiting distribution of the Wald test follows a chi-square distribution with 6 degrees of freedom. The resulting Wald's test is 12.4969 with p-value 0.0518, which is in favor of H 0 at significance level 0.05. Thus, we would conclude the following selected model
where b nðzÞ equalsm ðzÞ Àm w ðzÞ T b b and is depicted in Figure 1 .
DISCUSSION
Variable selection for statistical models with measurement errors seems to be overlooked in the literature. In this article, we have developed two classes of variable selection procedures, the penalized least squares and the penalized quantile regression with nonconvex penalty, for partially linear models with error-prone linear covariates and possibly contaminated response variable. The sampling properties of the proposed procedures are studied, the finite sample performance of the proposed methodology is empirically examined, the effects of ignoring measurement errors on variable selection are also studied by Monte Carlo simulation, and numerical comparisons between the proposed method and direct extension of traditional variable selection criteria, such as AIC, BIC, and RIC, are conducted. From our simulation study, the nonconvex penalized least squares and penalized quantile regression methods outperform direct extension of the traditional variable selection criteria.
As a referee pointed out, in the corrected least squares function, the first two terms in (2) may take on negative values. In particular, one may run into such problems frequently under the low-information conditions. If this occurs, one might consider correcting the bias in the least squares loss by using Table 6 . NHS study: estimated coefficients and standard errors for the full model, the models selected by penalized least squares method, and quantile regression method using the SCAD procedure the orthogonal regression method, as in (10). Further study is needed in this area.
As demonstrated in our simulation, the proposed procedures perform reasonably well with moderate sample sizes. As a referee noted, it is of interest to study variable selection for large dimension, small sample size measurement error data. We have conducted some empirical study via Monte Carlo simulation. From our limited experience, one should be cautious in applying our methods when the number of predictors is close to the sample size. In such situations, the proposed procedures likely result in an underfitted model excluding some significant predictors. There are some recent developments on variable selection for linear regression models with large dimension and small sample size data (Candes and Tao 2007; Fan and Lv 2008) . Further research is needed for measurement error data.
ðA:10Þ at b 1 ¼b t1 .
Step 3. We apply a similar idea to Corollary 2.2 of He and Shao (1996) for M-estimators to complete the proof by verifying the assumptions needed for the Corollary and setting r ¼ 1, A n ¼ l max (J q )n, and D n ¼ nf ðq t Þð1 þ b T 10 C 11 b 10 Þ À1=2 S XjZ .
Here l max (J q ) denotes the maximum eigenvalue of J q , which is equal to q À q t . With the assumption of elliptical symmetry on (e, U T ) and by (A8), j i and e i À q t have the same distribution. It then follows from an argument similar to that for Corollary 2.2 of He and Shao (1996) that ffiffi ffi n p f ðq t Þð1 þ b The proof of Theorem 3 is completed by using the central limit theorem with a direct calculation. [Received September 2006 . Revised November 2008 
