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Despite retention being a significant focus of higher education research,

graduation rates remain of concern. Increased numbers of students are advancing to
college bringing with them a wider range of abilities, attributes, and characteristics.
There is much we know about what predicts success for these students but our knowledge

is far from complete. My study therefore explores to what extent pre-admission variables
of academic preparation, personal attributes, and demographic characteristics are

predictive of graduation with the goal of identifying students who are more or less likely
to do well than their high school academic preparation would suggest.

The study examines the records of 6,400 first-time-in-any-college freshmen

(FTIACs) at one mid-sized university as it transitioned from an open admission policy to
higher admission standards over a seven-year period. Twenty-two independent variables
drawn from the student record system and ACT Interest Inventory were examined, as
broken down by each admission standard cohort, data set, and field of study. Logistic

regression analysis was used to find variables predictive of first- and second-year
retention as well as graduation.

Results revealed that for all groups, high school grade point average (HSGPA)
was significant in predicting both retention and graduation. Standardized test scores such

as the ACT were not significant. Other factors with a positive influence on retention and
graduation among the groups included: living in a residence hall, extracurricular
activities, AP credits, CLEP credits, and being female. Variables with a negative
influence were being Pell eligible, higher educational aspirations, higher estimated first
year GPA, distance from campus, and being a minority. Pell eligibility was significant for

almost every group tested. For the weakest students the only variable which predicted
retention or graduation was HSGPA.

Findings indicated the two most important variables in predicting graduation were
HSGPA and Pell eligibility. Focusing admission standards and retention programs on

these two factors would have the greatest impact on graduation rates, as well as setting
realistic shorter-term educational aspirations and estimated GPA goals. This research

strongly suggests setting minimum admission standards based on HSGPA alone could be
an appropriate option for higher education leaders.
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CHAPTER I
INTRODUCTION

Each fall about 65% of recent high school graduates will enter America's system
of higher education (Planty et al., 2008). These students are referred to as first-time-in-

any-college (FTIAC) freshmen. According to the American College Testing (ACT)

Program (2005), more than a quarter of them will not return the following year. Only
three out of 10 will earn a bachelor's degree within four years (Astin & Oseguera,
2005a), and about 60% will have earned a bachelor's degree by the fifth or sixth year

(Snyder & Dillow, 2010). That leaves about 40% of students who enter college and
never graduate (Astin & Oseguera 2005a; Aud et al., 2010).

Attrition rates are even higher for students considered at-risk because of lower

socio-economic status, single-parent families, ethnic origin, limited English proficiency,
and inadequate academic preparation (Kim, 2002; Smith, 2005). These statistics are

averages; at highly selective private institutions (i.e., majority of students were in top
10% of their high school class) the dropout rate may be as low as 8% (ACT), while
within open enrollment public institutions (i.e., minimal standards within the limits of
capacity), the rate is as high as 80% (Hess, Schneider, Carey & Kelly, 2009). Such
numbers demonstrate a clear cause for concern. Even though retention is one of the most

studied aspects of higher education (Seidman, 2005; Tinto, 2006), completion rates are
still of concern. This is true across all categories of students, but especially those in
large, public colleges and universities (Astin & Oseguera, 2005a).

This is partially due to the increasing diversity of students entering college. In a
little over a decade the number of students pursuing higher education jumped by 23%
(Planty et al., 2008). This means that the students entering higher education represent a
more diverse group than ever before. They bring a wider range of academic preparation,
personal attributes, and demographic characteristics to the plate. The National Center for
Public Policy and Higher Education (2005, November) warned if rates of disparity in
educational attainment remain as the minority population continues to grow, by 2020 the
nation will see an overall decrease in educational attainment at every level from high

school diploma to graduate degrees.

One of the biggest reasons for this heightened emphasis on persistence in higher
education is the economic payoff to graduates. Men and women with a bachelor's degree

on average earn more than twice that of high school graduates (Stern & Briggs, 2001) and
that value is increasing. College graduates are also more likely to enjoy employer-

provided health insurance and pension benefits (College Board, 2007). Cheeseman, Day

and Newburger (2002) suggested part of the widening disparity in wages is attributable
not only to higher earnings for the college-educated, but a simultaneous drop in real
earnings for those without. A decline in labor union membership and the minimum
wage, in constant dollars, may contribute to the decrease in real earnings for those
without a college education.

The American economy is becoming more global with rapidly changing and more
technically demanding work requiring a highly educated and skilled workforce (Carey,
2004; Lotkowski, Robbins & Noeth, 2004; U.S. Department of Labor, 2003). College

graduates are at an advantage in the face of this emerging economy because of their

enhanced capacity to anticipate and adapt to change (Stern & Briggs, 2001). Today, 12
out of the 20 fastest growing occupations require an associate degree or higher (U.S.
Department of Labor, 2009).

Although education is never wasted, for students who leave without completing a
degree, the financial benefit is far less than what accrues to degree earners (U.S Census
Bureau, 2008). Over their lifetime those with a bachelor's degree will earn 61% more

than those with a high school diploma (Baum & Ma, 2007). Many dropouts leave
indebted with student loans but lacking the financial advantage to help repay them
(College Board, 2006). One out of four of these borrowers who drop out will default on
at least one student loan (Gladieux & Perna, 2005) and are far more likely to be
unemployed (Sndyer & Dillow, 2010). It is interesting to note here that financial return,
or lack thereof, has been proposed by DesJardins, Ahlberg, and McCall (2006) as a

possible cause of attrition. Students may not persist in majors where the economic return
is low or job opportunities are perceived as weak.
Faculty and institutions are concerned with retention rates as a measure of

success, since their reputations are partially staked on retention. College rankings such as
those of U.S. News & World Report include retention rates. Graduation rates for

individual institutions, along with comparisons of similar schools, are readily available, at
no charge, from various websites (e.g., www.CollegeResults.org). Under the Student
Right to Know and Campus Security Acts the government mandates that institutions of

higher education produce and disseminate their retention and graduation rates as well as
crime statistics (Seidman, 2005). And for every student not retained, the institution must

recruit a new student at additional cost and forgo lost tuition (Swail, Redd & Perna,

2003), on which public institutions increasing rely (College Board, 2008b).
Government policy makers are concerned about retention as an accountability
measure because public institutions are supported by tax payers (Burke, Rosen,
Minassians & Lessard, 2000; DesJardins, Ahlberg & McCall, 2006; Mortenson, 2005).

Calls for more accountability might adversely affect schools enrolling large numbers of
at-risk students (Burd, 2002). Across the board, about 50% of undergraduate tuition and

fees charged are paid through federal grants (Baum, McPherson & Steele, 2008). Even at

private institutions many students receive some form of tax payer supported financial aid
(College Board, 2006). Society as a whole benefits because the college-educated

generally have healthier life styles, are less likely to use social safety net programs, and
exhibit higher levels of civic participation (Baum & Ma, 2007).
While education has become more critical to success it has also become more

expensive for the average student. Students from low income families have been

disproportionally hardest hit by rising costs and shifting aid policies (Chen & DesJardins,
2008; NCES, 2005). Today, the most selective institutions have less socio-economic
diversity than racial or ethnic diversity (Carnevale & Rose, 2003).
In the decades between 1986 and 2006 tuition more than doubled while a slow

growth in family income lead to increasing student reliance on financial aid. At the same
time there has been a shift away from a predominately grant-based financial aid system to

one dominated by loans with 51% of aid in the form of loans (College Board, 2008a). Of
the students graduating with a bachelor's degree in 2010, approximately two-thirds of
students had loans averaging $25,250 (Reed et al., 2011, November). This huge increase

in the cost of higher education has a profound effect on students' future finances and may
deter students from attending college, delay their graduation, or cause them to drop out
completely (National Center for Public Policy and Higher Education, 2006). Today threequarters of college students work part-time and almost half work 25 hours per week or
more (Draut, 2009), partially explaining the continuing rise in the average length of time
to graduation (American Council on Education (ACE), 2003, August; Astin & Oseguera,
2005b). Currently only 36.7% of entering FTIAC students have earned a bachelor's

degree after four years but by the sixth year 57.4% will have graduated (Knapp, KellyReid&Ginder,2011).

So what we know is that more students than ever are pursuing higher education

(College Board, 2008; Planty et al., 2008), but fewer of those students are graduating than
in the past (Astin & Oseguera, 2005b). Because a larger portion of high school graduates
are entering college, they represent a wider range of academic preparation, personal
attributes, and demographic characteristics. A college education is more critical than

ever in today's job market and economy, yet the average student takes longer to graduate,
and does so with more debt. College rankings and reputations are partially based on
graduation rates which are readily available to the public. National and institutional

retention rates are coming under greater scrutiny from students, parents, policy makers,
and taxpayers. Lastly, we know that our current methods of assessing student readiness
to pursue higher education leave room for improvement.
Statement of the Research Problem

With the breadth and depth of retention research available, it would seem that

institutions should be able to do a better job of screening applicants and thus increasing

retention. Astin and Oseguera (2005b) have concluded that two-thirds of the variation in
graduation rates is attributed to the characteristics of entering students instead of better

retention programs. Academic preparation, personal attributes, and demographic
characteristics of entering students vary widely across the range of different institutions
(Astin & Oseguera, 2005b).

Two key areas of concern with current retention research raise uncertainties. The

first of these is identifying pre-collegiate measures which not only increase accuracy in

predicting the future success or failure of potential students but are also fair, unbiased,
reasonable, and reliable (Willingham & Breland, 1982; Driver, 2006). The second issue
in retention research is that studies reach different conclusions based on variations in the

types of students and institutions, which limits the application of their findings (Berger &
Lyon, 2005; Braxton & Lee, 2005; Hagedorn, 2005; Tinto,1993).

The most commonly used selection criteria for higher education include high

school grade point average (HSGPA), pre-collegiate standardized test scores, high school
coursework, advanced placement (AP) coursework, and high school class rank

(Henderson, 1996; Stern & Briggs, 2001). Some researchers have found the two most

widely used measures, HSGPA and pre-collegiate standardized test scores, account for
about half the variance in first year grades, but very little after that (Stern & Briggs).

Others have found that the highest student attrition occurs between the first and second
years of study, with such attrition strongly influenced by freshman grades (Lotkowski et
al., 2004; Tinto, 1993). Rates of attrition are halved each subsequent year (Levitz, Noel
& Richter, 1999), and after the first year the link between HSGPA and pre-collegiate
standardized test scores and retention decreases. This is because a student who maintains

a C average in college is no more likely to drop out than the student who maintains an A

average (DesJardins, Ahlburg & McCall, 1999; Willingham & Breland, 1982). Students

in good academic standing often tend to leave voluntarily for other nonacademic reasons
(Cope & Hannah, 1975; Lotkowski et al., 2004). Therefore, when studying the causes of

attrition one needs to take a more holistic approach by looking at both pre-collegiate
academic variables such as HSGPA and test scores, and nonacademic variables such as

educational goals and self-efficacy (confidence).

Yet institutions continue to use HSGPA and standardized test scores as pre-entry
selection measures in part so they can review large numbers of applications quickly,
economically, and defensibly (Lotkowski et al., 2004; Stern & Briggs, 2001). Although
things such as interviews, essays, writing samples, and letters of recommendation might
add to prediction (Willingham & Breland, 1982), they slow the process and add to the
cost (Winter, 2003). Such instruments are usually used by only the most selective

institutions for which the process involves not just rejecting clearly unqualified
candidates, but in trying to make distinctions among many highly qualified ones (Eckes,
2004, January).

When considering selection tools, institutions need to consider not just the cost

and time involved in them, but also whether they are fair and unbiased. Willingham and

Breland (1982) discussed some of the problems with various tools that move beyond
those commonly used. Personal interviews might provide useful information about

things like personality or overcoming adversity, and might predict a higher chance of
success than the use ofjust HSGPA or test scores alone would. But travel expenses for
personal interviews may be unaffordable for low-income students. Willingham and

Breland (1982) also noted that essays might provide glimpses of student potential, yet

low-income students may be at a disadvantage when compared against those financially
able to hire consultants to coach the writing of such essays. Writing samples may also
provide valuable information, but lose objectivity once students know how they may be
used. Letters of recommendations may present a bias since they may be more readily
attainable from teachers and counselors for students at private schools than large urban
ones. These and other tools, that might add to predictability, such as gender,
race/ethnicity, and socio-economic status, may be deemed inappropriate or unethical

because they are biased or students have no control over them (Willingham & Breland,
1982).

Some demographic characteristics, although predictive of retention (Willingham
& Breland, 1982), may meet with ethical issues. Some believe that giving the children of
alumni an advantage in admission is wrong because it reduces diversity (Eckes, 2004,
January). But research shows that children of alumni have better chances of graduation
because of a greater commitment to the institution (Massy & Mooney, 2007; Willingham
& Breland, 1982; Willingham, 1985). And studies show students self-select based on

where they feel they fit best or will be most comfortable (DesJardins et al., 2006; Light &
Strayer, 2000), which would likely be the same school their parents attended. Factors
such as being a commuter student may decrease the chances for graduation, but would
again meet with ethical issues if used to reduce an applicant's chance for admission
(Tinto, 1993).

On the other hand, targeting commuter students with retention strategies
specifically designed for them would be an acceptable use of this information (Chen &

DesJardins, 2008). Willingham and Breland (1982) summed it up well:
Validating a measure involves more than demonstrating usefulness; it also

has to meet acceptable assessment standards such as the following: any
measure that serves an important role in admissions must be legally
sanctioned and ethically acceptable; it must be reasonable, reliable, and

not readily subject to misrepresentation; it should not be biased against
some students; and finally, any method of collecting information about
students that is acceptable on these grounds must also be feasible from an
economic and practical standpoint, (p. 25)
Individual institutions are left with the problem of trying to not just determine a student's

academic preparation but also to assess selective demographic characteristics and
personal attributes that might predict retention based on their fit. They are also faced

with issues surrounding the use of some variables that, while demonstrated to impact
retention, may raise questions of fairness.

The second issue surrounding retention research by various researchers is that

findings may be inconclusive, limited in scope, or contradictory, which leaves
practitioners unsure of which study or statistic to place their faith in. A good example of
this is the review of 13 research studies which found conflicting support regarding the
most important level and type of parental education. Some researchers found the

combined educational level of both parents to be most important, others found the

maternal level most important, and still others found the level of parental education to
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have no significant effect on persistence (Bean & Metzner, 1985). Ishitani and

DesJardins (2002) found the importance of parental education on retention changed over
the course of the college career, lessening as the student progressed. Likewise, Braxton
and Lee (2005) reviewed research on 13 different propositions regarding retention and
found a mix of both supportive and unsupportive results for all of them.
Another problem related to student retention is that of remedial education.

According to Parsad and Lewis (2003), 20% of all students starting at four-year colleges
and universities take at least one remedial course (pre-college material designated with a
course number below 100) in reading, writing, or math with placement based on standard
test sub-scores in those areas. Adelman (1996, October) found the extent of the need for

remediation inversely related to completion of a degree, but other researchers (Saxon &

Boylan, 2001; McCabe & Day, 1998; Schoenecker, Bollman & Evens, 1996) found no
significant differences in cumulative GPA or persistence between remedial course
completers and college prepared students. Schoenecker et al. found that when remedial

courses were recommended, but not mandatory, remedial non-takers were significantly

less likely to graduate than either remedial takers or college-prepared students. Further
research is needed to understand the impact the extent and area of needed remediation
have on the chances of graduation.

It is important to acknowledge here that one major fault of most retention research
is that it is based on institutions and not students. The average of 40% of students who

enter college but never graduate does not present a true picture of national graduation
rates since students who stop out for extended periods, and those who transfer to other
institutions, are both captured in attrition rates (Astin & Oseguera, 2005a). The
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American Council on Education (2003, August) has estimated that as high as one-quarter
of all withdrawals may represent transfers to other institutions.

The main concern of the constituencies of higher education remains focused on
individual institutions. Many researchers now suggest that retention studies at the
institutional level are the most applicable (Berger, 2000; Cabrera, Nora, & Castaneda,
1993; Cope & Hannah, 1975; Willingham & Breland, 1982). Each institution is unique
and research indicating the individual's fit within the environment is a key factor in

graduation. According to Astin and Oseguera (2005a), ".. .comparisons between
institutions in their degree completion rates can be very misleading if the academic
preparation and other characteristics of their students at the time of entry are not taken

into account" (p. ix.). Some theorists now believe that a much more appropriate analysis
is to look at the interaction of specific types of students at specific types of institutions.
Recent studies have shown students with certain attributes, such as different types of
ethnic backgrounds or socio-economic status, fare better in some types of institutions

than others (Seidman, 2005). Pascarella (2006) has advocated the use of multiple smallscale longitudinal studies based on single institution samples. Research has yet to develop
a perfect theoretical model that can accurately predict graduation based upon available
academic and nonacademic factors influencing attrition (Adelman, 1999; Astin &

Oseguera, 2005b; Planty et al., 2008). Tinto (2006) states it succinctly:
... despite our many years of work on this issue, there is still much we do

not know and have yet to explore. More importantly, there is much that we
have not yet done to translate our research and theory into effective
practice, (p. 2)
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Further research is needed to explore which variables of academic preparation, personal
attributes, and demographic characteristics when added to a retention formula provide the
best prediction of success; potentially, research that would "make enrollment a genuine
opportunity and the hope for success a realistic one" (Admission Standards Review
Committee, 2001, p. 1) for more students.
Research Questions

Given the gaps in our knowledge and contradictory findings with regard to which
academic factors, personal attributes, and demographic characteristics best predict
graduation, my study further explored this relationship. The intent of my study was to
track retention data at a single institution as it moved from an open enrollment institution
(i.e., minimal standards within the limits of capacity) to implementing progressive

admission standards. Therefore, this quantitative study added to the body of knowledge
by addressing four fundamental and interrelated questions:
1. Of all first-time-in-any-college (FTIAC) students admitted to the University under
three different admissions policies (academic years [AY] 1999-2001, 2002-03,
and 2004-05), how many graduated?

2. For each group of students, to what extent did the following variables predict the
year-to-year retention as well as their graduation?
(a) pre-admission academic preparation (as measured by HSGPA, class rank,

standardized test scores and sub-scores, AP coursework, and College-Level
Examination Program (CLEP) equivalency credit);
(b) personal attributes (measured by high school involvement in extracurricular

activities, confidence in major, educational goals, and self-efficacy); and
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(c ) demographic characteristics (as measured by size of hometown, proximity to
campus, residence at school, socio-economic status, race/ethnicity, gender,
predominance of English at home, and size of graduating class)

3. To what extent are there relationships between these variables and graduation in
particular fields of study?
4. Of such variables, what commonalities exist among students who had been
admitted under an open enrollment policy and graduated, but who would not have
been admitted under the current selective admissions process?
For the academic years (AY) 1999-2001 this university had an open admissions
policy, whereby almost all applicants were admitted (some with GPAs of less than 1.5 or
composite ACTs of 10). For AY 2002 -2003, the University admitted applicants with
minimum ACT composite scores of 15 or HSGPAs of 2.25. Those with an ACT of 15
were required to have a HSGPA of 2.0 or higher. For AY 2004-2005, the University
admitted applicants with either an ACT composite score of 16 or HSGPA of 2.35.
Part of the student information that was analyzed in this study was drawn from the
ACT Interest Inventory and Student Profile Section (hereafter referred to as the ACT

Interest Inventory). All students who take the ACT are given the voluntary opportunity
to also complete the Interest Inventory. The primary purpose of the Interest Inventory is
to provide students with guidance in selecting a career based on their own interests and
aspirations using Holland's theory of careers.

The survey includes questions pertaining to personal attributes, educational

background, extracurricular activities, and demographic characteristics. Individual
institutions may purchase the results of the ACT Interest Inventory for use in their own
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retention initiatives (ACT, 2009). Graduation is defined as having earned either an

associate degree or bachelor's degree within six years. Students retained after six years
are assumed to not graduate (Student Right-To-Know and Campus Security Act, 1990).
Conceptual Framework
The conceptual framework of this study, as depicted in Figure 1, draws upon a

number of other studies and key researchers, referenced in chapter II. One basis of the

conceptual framework of this study is the work of Tinto, one of the foundational
researchers in retention theory (Braxton, 2000; Berger & Lyon, 2005). In his 1993

publication, Leaving College: Rethinking the Causes and Cures ofStudent Attrition, he
explored the relationship between many of the variables used in this study on retention.
In particular, his research included gender, race/ethnicity, socio-economic status (SES),
HSGPA, class rank, test scores, educational aspirations/goals, confidence in major, type

of high school, residence, and finances. To the extent possible, all of these variables were
included as well as those available because it is an institutional-specific study (e.g.,
extracurricular activities, self-efficacy).

Astin, in his 1975 book PreventingStudentsfrom Dropping Out, studied many of

the same variables plus other factors such as a student's rating of the academic quality of
their high school, parental income/support, size of hometown, study habits, and
extracurricular activities. Added to the conceptual framework are several factors from

the research Kowalski reported in his 1997 book The ImpactofCollege on Persisting and
NonpersistingStudents. He found significant differences in retention based upon
confidence in academic skills (self-efficacy), financial security, and use of good study
habits.
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Personal Attributes

Demographic Characteristics

Confidence in Major
Field of Study
Self-efficacy

Size of Hometown
Distance from Home

Residence at College

Educational Goals

Socio-Economic Status

Involvement in Extracurricular
Activities

Size of Graduating Class
Race/Ethnicity

Leadership Position Held

Gender

English Language Spoken at Home

(Independent Variables)

(Independent Variables)

Academic Preparation
HSGPA

Class Rank
ACT Test Scores

Advanced Placement Credit
CLEP Credit

(Independent Variables)

Figure 1. Conceptual framework for study.
Overall, as depicted in Figure 1, this study explored the relationship between
graduation as the dependent variable and 22 different independent variables for cohorts
with different admissions criteria. Each of these variables has been tied to retention in

one or more previous studies but rarely in a single study and not under these
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circumstances. This study was possible because special permission for use of this
comprehensive data set was granted for this work.
Research Methods

To address the research questions, a quantitative analysis of student records was
proposed. The population studied was degree-seeking FTIAC students who entered
Ferris State University between fall 1999 and fall 2005. Nontraditional, transfer,

international, and part-time students were not included because of the confounding
factors represented within this segment of the population.
Ferris State University is widely known for its many career and technical

programs. The school offers a range of degree options from certificates and associate
degrees to doctorates in pharmacy and optometry. The school of over 14,000 students is
located in a rural area on the west side of Michigan ("About Ferris State University,"

2011). Ferris had traditionally been an open-admission school, but in the spring of 2001
new admissions standards were announced to be put in place starting with fall of 2002
and increased incrementally until they reached their final levels in fall of 2008
(Admission Standards Review Committee, 2001).

Upon review of institutional research showing that the final standards planned for

fall of 2008 would reduce the pool of qualified applicants without significantly increasing
the rate of retention the decision was made to remain at the fall of 2006 standards which

are a minimum ACT composite of 17 or higher or HSGPA of 2.5 (Ferris State University
Board of Trustees, 2011). These are the general standards for admission to the

University, with standards for admission to many specific academic programs higher.
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Because Ferris also serves as the community college for the area, the new

guidelines offer an avenue for students from the home county of Mecosta, and the four
surrounding counties, who do not meet the full standards for admission to still to be
accepted under special conditions. If they do not meet the minimums they may be
considered for admission to university programs such as Collegiate Skills and/or
University College (Admission Standards Review Committee, 2001). My research
sought to identify a formula that would statistically predict graduation among students
below the current standards in the hope it might be used by the University to admit
additional students. The results might also be used to target, or develop, retention
strategies for those students at highest risk of dropping out (Carey, 2005; Lotkowski et
al., 2004).

The research employed a logistic regression analysis of secondary data collected
prior to matriculation. Graduation within six years was used as the measure of
success/retention. The use of enrollment statistics from fall of 1999 to fall of 2005

provided a window of over six years to earn a degree. Students who had not graduated

after six years but were still enrolled were assumed to be non-completers. Individual
students were not identified in the research.

The two sources of data on these cohorts were drawn from the University's
student record system and the ACT Interest Inventory and Student Profile. The student
record system contains information on variables such as HSGPA, ACT test scores, CLEP

credit, AP courses, college enrolled in, hometown, field of study, and Pell Grant
eligibility. The ACT Interest Inventory provides information such as the size of the
hometown, confidence in major, estimation of first year GPA, involvement in

18

extracurricular activities, and educational goals. Ferris uses the ACT as the test of choice
for admission, course placement, and entrance into programs such as the Honors and
Collegiate Skills programs (Admission Standards Review Committee, 2001).
Rationale for Study

The outcomes of this study may aid college administrators in their search for
additional information that might increase retention rates. The question this study sought
to answer is whether there are additional variables other than those traditionally used,
such as HSGPA and standardized test scores, which might help predict which students
will graduate. Of particular interest are academically underprepared students who are
successful, and how they might be different than similar students who are not. The intent

was not to diminish the opportunities for any student who would be judged worthy of
admission but possibly increase it for students who might otherwise be deemed

unqualified and be denied. The findings may be useful as well in targeting retention
initiatives toward those most likely to drop out.
Because of the uniqueness of Ferris State University it was hoped that the
findings would find a broad audience among different types of institutions. The time
frame of the study covers both an open enrollment policy period through progressively
rising admission standards allowing a comparison of graduation rates encompassing a

wide range of students. It also provided some insight into the end result of raising
admission standards for other schools contemplating the same move. The diverse degree
options and colleges within Ferris also provide valuable information since they range
from associate degree programs all the way up to doctoral degrees. Lastly, because Ferris
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serves the function of a community college for the area the results should be of interest to
both community colleges and public four-year institutions.
Delimitations and Limitations

The topic was limited to exploring the student information available for this
student population prior to their entrance into higher education. It was also limited to
information stored in the electronic student record system at Ferris. This eliminates some
variables which one would like to have included in the study. An example of this would
be the link between high school career/vocational training and confidence in the field of

study. Since career/vocational training is recorded in individual student files, but not
uniformly in the electronic records system, this variable could not be examined.
Another problem was that constructs used as measurements may not have
accurately reflected that which they sought to measure. An example of this would be
using a student's own estimation of their first year college GPA as a measure of selfefficacy. Given evidence suggesting high school grade inflation may be widespread

(Ziomek & Svec, 1995) might lead students to be overly confident. This restriction of
research by available data represents one of the major shortcomings of using secondary
sources.

Another issue is the reliability of self-reported data on the ACT Interest Inventory
and Student Profile Section. Many of the questions are straightforward and responses
could be assumed to be fairly accurate, such as the one asking if English is the language
most frequently spoken at home. The accuracy of other responses, such as asking a 16or 17-year-old high school student to give the population of their hometown, may be
cause for skepticism.
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The study was limited to testing the relationship between retention and student
characteristics which were known prior to admission. This eliminates from the research
all factors that occur after embarking on coursework which might influence retention.
Although social integration may be a key factor in retention, the focus of this study was

identifying student characteristics known during the admission process that would help
predict success and thus improve retention.
One of the delimitations of this research is that it focused on FTIAC students

attending a single, rural, Midwestern university. Data comparing other similar
institutions may yield different results. Even data from other entering classes within the
same institution might yield different results. This study excluded all but FTIAC
students; therefore, the results cannot be assumed to extend to other groups such as
international, transfer, nontraditional, delayed enrollment, or part-time students. Because
some information was self-reported, there is the possibility of error in the measurement of
independent variables. Not all information was available for all students. The study was
restricted to variables contained in the student records system. Being able to test factors

not stored in the system might have yielded different results. Some students who
dropped out before earning a degree may have transferred to other institutions, thus

persisting elsewhere. And lastly, some students may have stopped out for an extended
period and later returned to complete their degree.
Chapter I Summary

This chapter has provided a broad overview of admissions policy and the

importance of retention, along with issues surrounding retention research and the tools
used in selection. Chapter II will cover the history of retention research, key researchers
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and theories, and a review of selection tools available. Chapter III will cover the
particulars of the study designed to explore the relationship between the admissions
process and persistence, with particular focus on students from the lowest levels of
academic preparation. Chapter IV delves into the parameters of the study and results
thereof. Chapter V discusses the results, their implications, suggestions for future
research, and possible applications of the findings.
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CHAPTER II

REVIEW OF RELATED LITERATURE
Introduction

Of all aspects of higher education, retention is by far the most studied (Seidman,

2005; Tinto, 2006). Despite such focus graduation rates are actually declining (Astin &
Oseguera, 2005a). Close to 70% of high school graduates continue on to college

(College Board, 2008a; Planty et al., 2008), yet about 33% will drop out after the first
year (ACT, 2005), and only 60% will graduate by the sixth year (Snyder & Dillow,

2010). While retention rates vary widely between schools the biggest differences lie in
the characteristics of incoming students. The greatest predictor of student success

isacademic preparation, personal attributes, and demographic characteristics upon
enrollment (Astin & Oseguera, 2005a).
As more students than ever continue on to college, they represent an ever-

widening pool of variables such as race/ethnicity, HSGPA, SES, first generation status,
and other characteristics (Planty et al. 2008), and past research may therefore not always
apply to these new cohorts of students. Measures frequently used in the admission
process have been under intense scrutiny by the public and lawmakers (Burke et al.,
2000; DesJardins, Ahlberg & McCall, 2006; Mortenson, 2005), and the search continues
for variables that better predict a student's chance of success, but are at the same time fair
and equitable. This is a big charge as controversy swirls around almost all of them. Even

what would seem very straightforward, such as AP coursework, in reality raises issues of
use and fairness.
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One of the problems is what predicts success for one group does not necessarily
translate to other groups. Some characteristics, such as being female, while shown to
have a positive correlation to graduation represents questions of fairness. Critics

complain that some variables, such as HSGPA, test scores, and rank in class are biased
since they show a correlation to SES, race/ethnicity, gender, and other demographic
factors (Gandara, 2004; Owen & Doerr, 1999). In the search for alternatives some

schools have initiated the use of things such as interviews, letters of recommendation,
and written essays, but these add considerably to cost and raise issues of fairness plus
questions of consistency and validity. Almost all the commonly used variables have
issues associated with their use. As Diver (2006), president of Reed College, former

lawmaker, Harvard professor, and law school dean puts it, the ".. .problem is that every
indicator of academic ability used by college admission officers is imperfect" fl[ 4).
A review of the literature on retention revealed three broad areas of research

relating to individual student characteristics predictive of graduation. These broad areas
are academic preparation, demographic characteristics, and personal attributes.
Academic preparation is in turn comprised of high school grade point average (HSGPA),

standardized test scores, and class rank. Topics such as HSGPA can be further explored
by examining subjects like the existence and effect of grade inflation. This chapter will
attempt to explore the three broad categories along with the topics comprising each from
a balanced and objective viewpoint. Some topics such as gender are rather
straightforward with little dissension while others such as financial aid are wrought with
controversy.
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Retention Research

History ofRetention Research

A formal system of higher education in America dates back to the early 1600s
(Seidman, 2005). At that time very few students were able to attend college, and few of
those who did were actually seeking a degree. Many of the colleges were established by
churches with the goal of educating young men to become clergy or missionaries. Most
students were either the sons of farmers destined for the ministry or sons of elite families

studying law or liberal arts. Women were generally not admitted to colleges until the

second half of the nineteenth century when women's institutions appeared. The primary
goals of these schools were preparing women to be mothers, housewives, and elementary
teachers. Since degree attainment was seldom the goal of early educational institutions,
retention was not an issue. Most colleges were small and student failure was common
(Seidman, 2005).

The Morrill Land Grant Act of 1862 helped to establish universities and promote
equal access, resulting in a dramatic increase in the number of institutions (Berger &

Lyon, 2005). The demand for a trained workforce spurred by subsequent urbanization
and industrialization also bolstered growth. Increased demand led to the creation of
selective admissions which in turn encouraged a wider diversity of institutions (Seidman,
2005). During this time frame attrition was viewed as the sign of high standards and not
a matter of concern. It was not until 1938 that the first study of retention was conducted
by John McNeely for the U.S. Department of the Interior and Office of Education (Berger
& Lyon).
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Several pivotal points occurred in the 1930s, 40s, 50s and 60s that further spurred
enrollment growth. The first was the origination of the National Youth Administration of

1935, developed during the Great Depression to help fund education for the unemployed.
Next was the creation of the GI Bill for the retraining of soldiers following the end of
World War II. This legislation was spurred by the Truman Commission's conclusion that

a third of the Army population had ".. .the mental ability to complete an advanced liberal
or specialized professional education" (Bean & Metzer, 1985, p. 486).
The third event was passage of the Higher Education Act of 1965, built on a

tripod of scholarships, work (study) and loans that formed the basis of the federal
government's guarantee to open the doors of higher education facilities to low- and

moderate-income students. Later the Basic Educational Opportunity (Pell) Grant was
attached to the act during its 1972 reauthorization (Strach, 2009). These federal initiatives
along with the Civil Rights Movement resulted in a much more diverse student

population, a portion of who were academically ill-prepared to succeed (Berger & Lyon,
2005). Yet, with an abundance of students during these decades, retention was still of

little significance (Berger & Lyon) and failure was viewed as a student problem and not a
reflection on the institution (Braxton, Hirschy & McClendon, 2004).

During the 1970s and 1980s, increases in enrollment, student diversity, and public
financial support led to growing concern over completion rates and the beginning of more
in-depth research. In 1990, the Student Right-To-Know and Campus Security Act was
passed, which required every institution that receives government funding to prepare an

annual report of its graduation rates that are available to the public. Passage of this act
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made retention the most studied aspect of higher education as almost every single

institution is required to track and report it (Seidman, 2005; Tinto, 2006).
Although this was a step in the right direction it did not result in any sizable gains
in graduation rates. Simply making institutional rates accessible, unfortunately, may not
prove all that valuable to students, their families, the public, or lawmakers in making
comparisons between different schools. Institutional rates are often more reflective of the
academic preparation, personal attributes, and demographic characteristics of entering
students than they are of better retention programs. Higher rates of graduation at a
particular institution may mislead students into a false sense of security, especially if they
are less prepared than the average entering freshman. Their individual chances may
actually be significantly lower. Examining institutional rates without looking at the
characteristics of entering students reveals little (Astin & Oseguera, 2005a). Another

problem with retention rates is that they are measured by institutions as a whole and do
not represent students who transfer, take longer or stop out but eventually graduate
(Mortenson, 2005).

Schools can also manipulate those statistics with different strategies. By

admitting two freshman classes, a fall class of higher ability students and a winter class of
lower ability students, schools can alter the fall-to-fall retention rates (a common measure
used for first-to-second year retention) and average HSGPAs and standardized test scores

of the freshman class (Hagedorn, 2005). In view of this type of information, a major
criticism of past retention models is that they were developed based on research among
"White, affluent 18- to 22-year-olds on residential campuses that limited generalization
and applicability" (Braxton et al., 2004). Current thinking is that retention research that
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focuses on the interaction (rates of success) of specific types of students at specific types
of institutions is most useful and appropriate (Berger & Lyon, 2005).
Key Retention Researchers

For many students in the early era of American education, the goal was not degree

attainment so retention was unimportant. Later, when the issue of failure rates arose they
were seen as student issues and signs of high academic standards, not shortcomings on
the part of institutions. It was not until the Higher Education Act of 1965 and Basic
Educational Opportunity (Pell) Grant of 1972 passed (Strach, 2009) when the

government had a large financial stake that retention warranted more scrutiny.
William Spady. William Spady led the way for future researchers with the
publication of Dropouts from Higher Education: Toward an Empirical Model in 1971.

This study was one of the first interactionalist models to study student attrition and
retention. Spady's model theorized that the degree to which student attributes such as

interests, expectations, goals, academic ability, and values matched the norms of the
academic environments was a key determining factor in retention. Spady based his
model on previous concepts of social integration theory used in the study of suicide. He
theorized that the degree of assimilation directly influences the chance of success. The
more congruent the student and the institution are in their norms, the more likely the
student will assimilate both socially and academically increasing the likelihood of
persistence (Berger & Lyon, 2005).

Vincent Tinto. Tinto's 1975 publication of Dropoutfrom Higher Education: A

TheoreticalSynthesis ofRecent Research introduced his interactionalist theory, which
enjoys near paradigmatic stature in the study of college student departure (Braxton, 2000;
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Seidman, 2005). Tinto's research was conceptualized based on previous studies of
suicide as well. The analogy between educational departure and suicide are that both
involve a voluntary withdrawal from a community. Tinto described his model as
"longitudinal and interactional" in character (Braxton). Cabrera, Nora, and Castaiieda

(1993) stated that Tinto's Student Integration Model
...attributes attrition to the lack of congruency between students and

institutions. Tinto's theory basically asserts that the matching between the
student's motivation and academic ability and the institution's academic
and social characteristics help shape two underlying commitments;
commitment to an educational goal and commitment to remain with the

institution. Accordingly, the higher the goal of college completion and/or

level of institutional commitment, the greater is the probability of
persisting in college, (p. 124)

Tinto's sociological conceptual framework consists of six constructs: background
characteristics, initial commitments, academic integration, social integration, later
commitment, and persistence from year to year (Stage, 1989). One of Tinto's key
conclusions though is that the entering characteristics of students are directly related to
first year attrition:

For instance, the most selective institutions [SAT scores of 1,100 or
higher] lose only 8.0 percent of their beginning full-time students before

the start of the second year whereas open-enrollment institutions [SAT

scores of 700 or less] lose 45.5 percent of their full-time students. (Tinto,
1993, p. 16)
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Tinto's theory and model has been cited extensively and form the basis of numerous
dissertations on retention research (Braxton, 2000; Cabrera et al., 1993).

AlexanderAstin. Alexander Astin followed along much the same line of theory as
Tinto when he published Preventing Studentsfrom Dropping Out in 1975. His research
was both longitudinal and multi-institutional, encompassing 262 students from the fall

freshman class of 1968 selected from a national sample of 358 two- and four-year
institutions. He divided his research into two spheres - what was known about students
before embarking on their educational endeavors and what factors impacted their
persistence once matriculated. He looked at descriptive variables such as academic

preparation, family background, educational aspirations, study habits, expectations about
college, and other characteristics. Among the factors he found to be the most important

were, in order of predictability: academic record, academic ability, aspirations, religious
background, confidence in finances, study habits, and educational attainment of the
parents. Subsequent to embarking on college life he analyzed the impact of financial aid,
work, residence, college characteristics, and institutional fit. Contrary to Tinto's findings
regarding financial aid, Astin found certain aid packages to have either little positive or
even a negative effect on persistence (Astin, 1975).

John Bean. In 1978, John Bean introduced his model of college student retention
which examined behavioral and attitudinal measures assumed to be associated with

institutional satisfaction. "In this model, Bean introduced the concept of intent into
persistence model research" (Eaton & Bean, 1993, p. 2). Bean's original model was
causally based on the organization turnover theory of James Price (Ishitani & DesJardins,

2002), and Bean found intent to persist a highly predictive attitudinal factor associated
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with a student's decision to leave an institution (Eaton & Bean, 1993). The significance
of intent to persist in predicting retention may help to explain the success of those
students who seem to defy all odds. These are the students against whom the deck seems
stacked and yet they somehow succeed and graduate.

Bean's subsequent 1983 model added other variables such as: routinization,

efficiency, communication, participation, integration, and distributive justice (Ishitani &
DesJardins, 2002). Bean's 1990 model incorporated background characteristics as

contributing to academic and social adaptive behavior focusing on how an individual
copes with stress. Students who deal with the stress of the new college environment
successfully and learn to adapt are more likely to persist.

TerryIshitani and Stephen DesJardins. Ishitani and DesJardins' (2002) research

involved combining Tinto and Bean's theories to test whether the predictability of the
two models might be enhanced. It was found that "combining these two theories was
found to increase the explanatory power of student persistence modeling" (p. 6). Ishitani
and DesJardins (2002) sought to provide information about the magnitude and direction
of the effects of variables impacting attrition over time. Among their findings was "low
educational aspirations [had] the strongest negative effect on student retention in the first
year" (p. 18) and faculty contact in the first year had a negative impact on retention. The
negative effect of increased faculty interaction with students would seem counter
intuitive. They proposed students doing poorly were more likely to have faculty contact,

the quality of contact was poor, or meetings were of a mandatory (unwelcome) nature
(Ishitani & DesJardins).
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Types ofRetention Studies

Berger and Lyon (2005) divided retention studies into six major types by

methodology. These are philosophical, census, autopsy, case, descriptive, and predictive.
Philosophical studies (also known as theoretical studies) are usually built on the
assumption that dropout from college should be prevented, and consist of
recommendations for preventing this type of attrition. Census studies attempt to describe

the extent of attrition, dropout, and transfer rates within and across institutions. Autopsy
studies provide self-reported data regarding the reasons students left college. Case
studies track students identified as at-risk upon entry to see what led to their success or

failure to graduate from college. Descriptive approaches provide overviews of the
characteristics of dropout students and their experiences. Finally, predictive studies
attempt to identify admissions criteria that could be used to generate forecasts about the
potential for students to succeed in college.
Retention studies can also be categorized by the population they study. These can
be institutional, longitudinal, and system wide.
Some studies have focused on retention at a single institution such as the
University of Florida study of seven freshman cohorts and eight admission variables

(Micceri, 2001, June) or a study of a single freshman class as done at University of
Albany (Gerken & Volkwein, 2000). Critics of these types of studies often point to the
fact that they seldom capture the complex interactions that impact retention at varying
points in the college career (Tinto, 1993).

Studies of a longitudinal nature focus on a particular group of students across
time and various institutions of higher education (Adelman, 1999; Astin, 1975; Astin &
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Oseguera, 2005a). These types of studies tend to be more comprehensive since they track

students who may stop out temporarily or transfer between institutions. An important
finding of longitudinal studies is that individual graduation rates are often much higher
than institutional rates (Choy, 2002).

One such study is the National Longitudinal Study of the High School Class of

1972, which tracked 22,500 12th graders inthe spring of 1972 until postsecondary
transcripts for 12,600 members of this cohort were gathered in 1984, when most were 30

or 31 years old. Another is the High School and Beyond Longitudinal Study of 1980

which began with a national sample of 30,000 10th graders and followed subgroups of
this cohort until 1992. The postsecondary transcripts for 8,400 members of this cohort
were gathered in 1993, when most cohort members were 29 or 30 years old (Adelman,
2004).

Still another is the Cooperative Institutional Research Program (CRIP) of 2002,

which studied completion data on 56,818 students who entered college as first-time, full-

time freshman (FTIAC) in the fall of 1994 seeking a bachelor's degree and followed up
six years later (Astin & Oseguera, 2005a). Yet another of this type of study is the
National Study of Student Learning (NSSL), encompassing samples of students from 18
four-year colleges from fall of 1992 through the spring of 1995 (Pascarella, Pierson,
Wolniak & Terenzini, 2004).

Lastly, there is the National Education Longitudinal Study launched in 1988 by
the U.S. Department of Education (1990) National Center for Educational Statistics with

a cohort of eighth graders. These students were then resurveyed through four follow-ups
in 1990, 1992, 1994, and 2000. Numerous current studies are based on these databases.
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These studies provide insight into demographic, social, and educational
characteristics predictive of future academic success and point to early interventions that
may benefit students. Unfortunately, when institutional retention rates are evaluated by
potential students, lawmakers, etc., they are usually interested in retention at a specific
institution of higher education and not how many of the entrants transfer to other schools
or take extended breaks and later return.

There has been retention research conducted on a system wide basis. Such system
wide research is generally conducted within states where the higher education system is
centralized such as California (Board of Admissions and Relations with Schools

[BOARS], 2002) rather than those states where public institutions are autonomous such
as Michigan (Bracco, 1997, Spring).
Although the U.S. system of higher education is almost 400 years old the study of
student retention is relatively young. The first formal study of retention was released in

1938, followed by a long gap before publication of the next major study in 1971 (Berger
& Lyon, 2005). Today retention is the most studied aspect of higher education (Seidman,
2005; Tinto, 2006) as a result of the Student Right-To-Know and Campus Security Act of

1990. Previous researchers have proposed multiple theories, most of which are based on
the interaction between student attributes and institutional characteristics. Methodologies

used in retention research can be categorized as philosophical, census, autopsy, case
study, descriptive and predictive. These encompass studies focused on individual

students, single institutions, systems of institutions, and groups of students across time.
Despite the breadth and depth of research we still see overall student failure rates of

about one-third after the first year (ACT, 2005) with only 6 out of 10 students graduating
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by the sixth year (Snyder & Dillow, 2010). Researchers now suggest that the most useful
retention studies are done at the institutional level since students with certain attributes,

such as different types of ethnic backgrounds or socio-economic status, fare better in
some types of institutions than others (Seidman, 2005).
Academic Preparation

Astin and Osequera (2005a) pointed to the most important predictor of graduation
being the characteristics of incoming students. Of these, the most common variables

used by institutions in the selection process are academic such as high school grade point
average (HSGPA), standardized test scores, high school coursework, advanced placement
(AP) coursework, and high school class rank (Henderson, 1996; Stern & Briggs, 2001).

Despite the limitations of each they allow institutions to review applications quickly,
economically, and defensibly (Lotkowski et al., 2004; Stern & Briggs, 2001). This
section will review each of the commonly used variables, offering useful findings to
support their usage, as well as issues of concern.

High School Grade Point Average

Without a doubt, high school grade point average (HSGPA) is the most widely
used admission criteria (Adelman, Berkovits & Owning, 2003; Breland, Maxey,
Gernand, Cumming & Trapani, 2002; DuBrock & Fensk, 2000, May; Henderson, 1996;
Stern & Briggs, 2001), and at the same time some believe it to be the most predictive of
college graduation (Astin & Oseguera, 2005a; Geiser & Santelices, 2007; Lotkowski et
al., 2004).

HSGPA shows the highest correlation to first year grades (Tinto, 1993),

predicting about half the variance (Stern & Briggs, 2001). Indeed, Micceri (2001, June)

35

found the single greatest predictor of first year grades was HSGPA with a correlation of
.45. After the first year, however, the ability of HSGPA to predict future grades drops
which has led to criticism over its use. Yet the greatest student departure occurs after the
first year and is highly dependent on early grades (ACT, 2005; Lotkowski et al., 2004;
Tinto, 1993). While HSGPA may be indicative of college grades there is conflicting
research as to whether it translates into persistence (Nora, Barlow & Crisp, 2005).
Geiser and Studley (2003), in a study of almost 80,000 students at the University
of California, found even in the long-term HSGPA was the best predictor of both grades
and graduation. Their research found HSGPA to be the consistently strongest predictor of
graduation and was even more predictive of fourth-year grades than of freshman grades.
The added advantage of HSGPA was that it had less impact on minority and low-SES
students. Astin and Oseguera (2005a) also found HSGPA directly related to degree
completion; the higher the HSGPA the greater the likelihood of graduating.
Some attribute the unexplained variance between HSGPA and freshman grades by
pointing to the differences in courses between schools. Courses with the same name may
vary considerably in content and difficulty (O'Connor, 2001; Planty, Provasnik & Daniel,
2007). Another possibility is high school courses may not be well-aligned with college
expectations and lack the needed skills and knowledge (ACT, 2003, April 8; ACT, 2007).

Critics also question the validity of weighting schemes used by high schools in
calculating HSGPA (Klopfenstein & Thomas, 2009), and the effects of grade inflation

(Hoyt & Sorensen, 2001; Kirst & Venezia, 2001; Sax, Astin, Korn & Mahoney, 2000;
Woodruff & Ziomek; 2004). Adelman (1999) found the pattern of high school course

taking to be a better predictor of graduation than HSGPA. The superiority of the
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curriculum in predicting graduation over that of grades may be because curriculum is not
subject to inflation as are grades (Stern & Briggs, 2001).
Many colleges will recalculate the HSGPA by removing elective courses and
basing it on college prep courses plus giving extra credit for AP courses and honors
courses. By doing this an institution is in essence already reflecting the value of a more

challenging curriculum (Rigol, 2003). Institutions may also adjust HSGPA by including
a rating of the high school based on the number of students going on to college, average
standardized test scores, courses offered, and institutional rates of success of past students
from the same school. This may help to equalize higher grades from less challenging
schools with those of lower grades from more rigorous ones (Rigol).
Grades are usually a combination of both learning and behavior. Part of their
value is they reflect not just educational achievement but non-cognitive components such
as attitude, effort, attendance, participation, behavior and motivation as well (Noble &
Sawyer, 2002; O'Connor, 2001). Grading schemes that give more value to behavior than

achievement may explain the disconnect between grades and knowledge that is attributed
to grade inflation.

It could be argued though that grades should take into account non-cognitive
components which may be just as critical to success in college as is intellect.

Recognizing the contribution of non-cognitive variables in both grades and college
success supports the value of a HSGPA over standardized test scores. Unlike a one-time

assessment, the HSGPA represents performance over an extended period of time and the
practice of good habits. This is perhaps why when a low HSGPA is accompanied by
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high SAT/ACT scores, the HSGPA is far more predictive of low retention (BOARS,
2002; Owen & Doerr, 1999).

We know HSPGA explains almost half of the variance in grades during the
critical first year when the risk of dropping out is highest (Micceri, 2001, June; Stern &

Briggs, 2001). Thus HSGPA remains the most widely used admission criteria (Adelman
et al., 2003; Breland et al., 2002; DuBrock & Fensk, 2000, May; Henderson, 1996; Stern
& Briggs, 2001) and is better at predicting success than other commonly used admission

criteria (Astin & Oseguera, 2005a; Geiser & Santelices, 2007; Lotkowski et al., 2004).
High school grades incorporate not just learning but also reflect other attributes such as

attendance, effort, attitude, and other behaviors necessary for academic success (Noble &
Sawyer, 2002; O'Connor, 2001). Following the freshman year the predictability of the
HSGPA drops off (Tinto, 1993) and student departures are often influenced by forces

other than grades. Students in good academic standing often tend to leave voluntarily for
other nonacademic reasons (Cope & Hannah, 1975; DesJardins, 1999; Lotkowski et al.,
2004; Willingham & Breland, 1982).

One of the biggest concerns with use of HSGPA is that of grade inflation, and

there seems to be evidence pointing to widespread grade inflation. In 2004, Woodruff

and Ziomek released a study spanning 13 years (1991-2003) of ACT scores compared to
self-reported HSGPAs. During that time period, they found that HSGPAs had increased
by 0.20 and 0.26 (depending on subject) on a 4-point scale without a concomitant

increase in achievement as measured by the ACT. Grade inflation varied by subject, with
the greatest in English and the smallest in Mathematics. Bracey (1994) reported the same
rise in grades accompanied by a steady decline in ACT scores. Caperton (2009,
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September) reported that "in 1987, 27 percent of SAT takers reported high school GPAs

of A-plus, A, or A-minus; by 2007, this figure had grown to 43 percent" (p. 1). These
studies, as well as others (Hoyt & Sorensen, 2001; Kirst & Venezia, 2001), strongly
suggest grade inflation occurs at the high school level.
Because the ACT and SAT are objective measures of academic achievement that

does not vary over time they can be used to gauge the amount of grade inflation taking
place. Particularly problematic is that grade inflation it may create attitudes, behaviors,
and expectations that can lead to failure in college (Hoyt & Sorensen, 2001; Greene,
2000). Kohn (2001) on the other hand suggested that dropping SAT and ACT scores are

more a function of administering the tests to a wider range of students than of grade
inflation.

In another study Linda Sax, director of the UCLA Higher Education Research

Institute, reported the annual freshman survey as evidence of grade inflation over the last
30 years. In 1969, only 12.5% of incoming freshmen reported having an "A" average,

but by fall 2000 more than 34% reported an "A" average. The number of freshmen
reporting a "C" average is almost the exact opposite, at 32.5% in 1969 and 12% in 2000.

There are no other indicators to suggest that the achievement of students has risen along
with HSGPAs (Sax et al., 2000). One likely reason for the rise in HSGPAs is many high
schools award bonus points in their calculations for AP coursework (Geiser & Santelices,
2004).

Another related issue is timing since many students take standardized tests during
their junior year and begin applying for college in their senior year. That means that
acceptance decisions are made before the true, cumulative HSGPA is known (Kirst &
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Venezia, 2001). This may help explain the observation made by some that there seems to
be a disparity between HSGPA and readiness to pursue college level work.
There may also be pressure on the teachers to give higher grades. This may be
especially true as schools raise the standards for graduation and teachers must either fail
large numbers of students or compromise the standards. This may lead to circumstances

were successful completion of the course does not necessarily equate to competency in
the subject. Teachers sometimes lack administrative support when they give low grades
because the school will be penalized through state funding mechanisms (Hoyt &
Sorensen; 2001). These lax standards may create student attitudes, behaviors, and

expectations for performance that lead to failure in the college environment (Hoyt &
Sorenson; Greene, 2000). Teachers may also believe that awarding higher grades will
help their students compete for college admission. With the majority of students

continuing on to purse higher education this may be plausible (College Board, 2008a;
Planty et al., 2008; Sax et al., 2000).

Next is the issue of differing rigor and standards. A "B" average from a rigorous

school may be equivalent to an "A" from a less demanding school. Grading standards
vary across schools as well as from instructor to instructor within a school. The U. S.

Department of Education (1992, November) released a very interesting study that found
major differences regarding grading practices in relationship to school quality. The
report found those students in high poverty schools reporting "A" grades scored
significantly lower on achievement tests than "A" students from affluent schools.

Interestingly, parents reported satisfaction with grading practices as long as their son or
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daughter appeared to be doing well. Parents believed grades to be a fair measurement of
learning.

Then there is the question of course content, and effort demanded, which can vary
greatly from school to school in courses of the same title (ACT, 2007; Hargadon, 1981;
Planty et al., 2007; Stern & Briggs, 2001). On a related note, ACT (2003, April 8) found
a large percentage of high school English teachers reported grammar and usage as least
useful while their college counterparts considered these writing skills as those most
important for college success. This may explain some of the observed disconnect

between high grades in English and the poor writing skills of college students. The
disconnect between HSGPA and college GPA may also be the result of a highly
competitive environment, where by necessity grades must be segmented to some degree
as in the classic bell curve (Spady, 1971).

Lastly, there is the subject of how HSGPA is calculated. Many colleges

recalculate HSGPA, giving greater weight to the more academic courses, and especially
AP courses, than elective or vocational types of courses (Rigol, 2003; National

Association for College Admission Counseling, 2006). This may discourage students
from selecting the latter courses. On the other hand, not weighting courses differently
could lead to students picking courses deemed most likely to raise one's HSGPA and thus

chances of being admitted to college. Critics point out that giving additional weight to
AP courses not offered by many of the low quality schools further disadvantages lowSES students in the college admission process (Cabrera, Burkum & La Nasa, 2005;
Lleras, 2008).
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Since HSGPA is the most widely used admission criteria (Adelman et al., 2003;

Breland et al., 2002; DuBrock & Fensk, 2000, May; Henderson, 1996; Stern & Briggs,
2001) it follows that one would like to place a great deal of confidence in its validity.
Yet research points to the fact that though grade inflation appears to be widespread as
reported HSGPAs rise while SAT and ACT scores remain fairly steady (Caperton, 2009,

September; Hoyt & Soreson, 2001, Kirst & Venezia, 2001; Woodruff & Ziomek, 2004).
The pressure of rising requirements may have led to the opposite of the intended effect by
pressuring teachers to actually lower standards (Hoyt & Sorensen). It is not only
troubling that inflated grades may not reflect readiness to undertake advanced study, but

that they may have ingrained poor attitudes and behaviors as well that cripple a student's
chances of success (Hoyt & Soreson; Greene, 2000). Also worrisome is the suggestion
that the size of the gap between test scores and grades is correlated to the quality of the
school (U.S. Department of Education, 1992, November). If all of this is true one would
expect to see the correlation between HSGPA and freshman grades declining over time
and standardized test scores remaining steady.

Although most researchers agree on the value of HSGPA early in the college

career there is debate over its usefulness in predicting long term success and graduation
(Nora et al., 2005). While critics may be right in this assessment there still remains the

unanswered question of what might better predict graduation, which is the ultimate goal,
and not just year to year retention. What research does not reveal to us is whether there
might be other variables, or combination of variables, when added to an admissions

model that might help explain the remaining variance in freshman grades and predict
departures later in the college career.
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Standardized Test Scores

Standardized test scores, such as the Scholastic Aptitude Test (SAT) and

American College Testing (ACT), are the second most commonly used college admission
tools after the HSGPA or Rank in Class (RIC) (Breland et al., 2002). Tests like the SAT

and ACT are designed to report on academic development and predict chances of success

(Lohman, 2004). Although their use is controversial such tests remain an easy-to-use,
defensible, inexpensive tool able to assess levels of academic preparation (Sedlacek,
2004), the cost of which is borne by the test taker and not the institution.
The SAT was introduced in 1925 as an alternative to written entrance exams

known as the College Boards (Hanford, 1997, November 28) with a goal to advance

opportunities for all classes of people (Calvin, 2000). Ironically, much of the criticism
aimed at the SAT today is that it inhibits access to minorities, first-generation, low SES
and other at-risk students (Epstein, 2009).

The SAT is administered through the College Board. There are two forms of the
test. The SAT I is an aptitude or general reasoning test and the SAT lis are curriculum-

driven subject tests (BOARS, 2002; Holloway, 2001). The ACT test, established in 1959
(Perez, 2000, Fall), is administered by the American College Testing Program and is a

curriculum-driven mastery test covering reading, English, mathematics, and science

reasoning (Ferguson, 2004). Proponents of the SAT and ACT say they provide a
measure of academic preparation independent of HSGPA, which may be compromised

by grade inflation (Capteron, 2009). Critics say all three tests exhibit many of the same
flaws and shortcomings (Perez), but the SAT I draws more criticism because what it

measures is less concrete (Atkinson, 2004; MacGowen, 2002). Both the SAT lis and
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ACT are also used by some institutions to place students in appropriate level basic skills
courses, as opposed to independently administered entrance exams (Crane, McKay &
Powiemski, 2002).

Critics of the SAT I point to the fact that they show a direct correlation to SES
(Atkinson, 2001; BOARS, 2002; Gandara, 2004; Micceri, 2001, June; Owen & Doerr,

1999; Schmidt & Camara, 2004; Sedlacek, 2004; Zwick, 2004). Added to this problem is
the fact that higher SES families can afford to, and often do, purchase coaching services
(Atkinson) which have proven to raise scores (Briggs, 2004; Zuman, 1988). The SAT II
seems less sensitive to SES (Geiser & Studley, 2004). It is worth noting here that such
test scores, as well as HSGPA, and high school curriculums all show a correlation to SES
(Owen & Doerr).

Another vocal group of critics point to disparate SAT scores based on
race/ethnicity which they argue thwarts equal opportunity (Kober, 2001; Micceri, 2009,
February). Gandara (2004) though pointed to the fact that not only are test scores lower

for minorities but so are HSGPA and rank in class as well. Difference in test scores by
group does not necessarily mean a test is unfair or biased (Schmidt & Camara, 2004).
When student scores are compared within groups with similar characteristics, such as

parental education, family income, and course taking patterns, the gap in scores between

racial groups becomes very small. All indications are that such tests are measuring actual
differences in educational quality experienced by many minority students (Schmidt & .
Camara). Changing the tests to diminish gaps without touching the educational
inequality they reflect would serve no one well.
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The topic of the ability of tests to predict future grades and graduation is

surrounded with conflicting views and research. Those opposed to use of the SAT I point
to the disconnect between the test and high school curriculum, which they say sends a
confusing message to students by testing them on material unrelated to curriculum
(Atkinson, 2001/2002). Cope and Hannah (1975) found that while "...such composite
medians (speaking of SAT scores) are usually different for dropouts and persisters, it is
virtually impossible, nevertheless, to identify from entrance data the student who will
persist" (p. 10). Later Waugh, Micceri, and Takalkar (1994) found no correlation

between SAT or ACT scores and graduation. Other researchers say SAT scores only
increase the predictability of freshman grades by a small margin (Adelman, 1999;

Atkinson, 2001/2002; Micceri, 2001, June). Any increase in the predictability of
freshman grades may be worthwhile though, as the greatest student attrition occurs after
the first year (ACT, 2005) and is directly related to freshman grades (Chen & DesJardins,
2008; Ishtiani & DesJardins, 2002).
On the other hand supporters say test scores do contribute an added measure of

predictability for graduation beyond that of HSGPA alone (Hezlett et al., 2001, April;

Levitz et al., 1999). Camara and Echternacht (2000, July) found the best predictor of
grades the first year and beyond was the combination of HSGPA and SAT scores. Astin

and Oseguera (2005a) found HSGPA to be the best predictor of graduation but SAT
scores contributed independently to the prediction of degree attainment. Astin (2005)

found standardized test scores to have almost exactly the same, although slightly lower,
predication capability as HSGPA alone. Contrary to the latter, Ishitani and DesJardins

(2002) found the predictive ability of high SAT scores increased over the college career
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and higher scores were directly related to higher graduation rates. Gomez (2004) said

that at University of California the SAT II is a stronger predictor of college grades than
either the SAT I or HSGPA regardless of SES or race/ethnicity.
DesJardins, Ahlberg, and McCall (2006) speculated that weak correlations
between ACT scores and graduation may be because higher-scoring students are less

likely to be retained by an institution. Students who score high on such tests have higher
academic ability and generally higher college grades making it easier for them to transfer
to other schools. Calvin (2000) offered a completely different prospective which is
correlations are necessarily restricted when only those admitted are studied rather than
the entire applicant pool. Kirst (2004) speculated that the disconnect between test scores

and freshman grades may be the result of taking the test during the junior year and
subsequent lax effort the senior year, resulting in information loss. "Few college
admission decisions rely on senior-year grades, and colleges rarely withdraw an

admission offer to a prospect whose grades drop sharply" (p. 97). Students mistakenly
believe that meeting high school graduation requirements equates to being ready
for college.

According to the University of California Board of Admission and Relations with

Schools (BOARS) (2002), SAT test results do vary by family income level but that does

not necessarily mean the tests are unfair or biased but rather a reflection of the quality of
education available based on SES. The added value of SAT lis is they provide a measure
of achievement that is independent of the bias in HSGPA caused by grade inflation.

Richard Atkinson, 17th President ofthe University of California system, and vocal critic
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of the SAT I, actually supported of the use of SAT lis because they are curriculum-based
tests that attempt to measure achievement (Atkinson, 2004).

BOARS (2002) found the SAT II test slightly more predictive of freshman grades
but overall both tests were equally predictive of graduation. In years of research on

students in the University of California system the BOARS found no evidence to support
the theory that the SAT I would be able to identify low SES students with high potential
that had been disadvantaged by educational resources.
The BOARS (2002) research also disproved the notion that students who scored
high on the SATs but had low HSGPA would "blossom" at college (p. 2). Owen and
Doerr (1999) reported the same: "a number of admission officers told [them] that the
least attractive applicant they could think of was one with low high school grades but
high SAT scores..." (p. 236). These are typically very bright, albeit unmotivated

students for whom, just like other students, HSGPA remains the best predictor of success.
BOARS concluded from their research that HSGPA still remained the best predictor of
student success, but SAT scores added increased reliability.
While some critics condemn what they term high stakes testing in the U.S.,

Hargadon, (1981) makes a valid point in support of testing. He points to other countries
such as Germany, China, England, and France where college entrance is determined by a

single all-or-nothing test administered to only well qualified and academically high
achieving students. He says tests

... at least in part, are designed to do a dirty job: to help us make
discriminating judgments about ourselves, about others, about levels of

accomplishment and achievement, about degrees of effectiveness. They
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are no less controversial when they perform their tasks well than when
they perform them poorly. Indeed, it can be argued that the better the test,
the more controversial its use becomes, (p. 1113)

The U.S. system of higher education is one of the least dependent on high stakes testing
in determining college admission.
Kuh and Pascarella (2004) have presented an entirely different view on the use of
SAT and ACT tests:

in the minds of most people, the best colleges are those that are the most
selective. In large part, this view is driven by the popular U.S. News &

World Report rankings that use average ACT or SAT scores of entering
students—aproxy for selectivity—as a primary measure of quality. This is
not altogether unreasonable. Selective colleges and universities have high
graduation rates, and attending such colleges confers social status and is
positively linked to increased post-college earnings, (p. 52)

Although test scores account for only a small portion of the formula used by U.S. News
& World Reports, Kuh and Pascarella found a correlation of .89 between the SAT/ACT

scores of entering students and rankings of the top 50 schools. In this view, best equals
selective. While most people equate selectivity with quality, Kuh and Pascarella believed
that it had little to do with the quality of education provided.
Using the National Study of Student Learning (NSSL) and National Survey of
Student Engagement (NSSE) data sets they found selectivity to be a very weak indicator
of good educational practices. What this means is that things like retention, GPAs,
graduation rates, and future earnings have a lot less do with added value than with the
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characteristics of entering students. In the quest for moving up on the selectivity ratings
schools wrongly direct resources in the way of scholarships to trying increase the
statistics of incoming classes rather than increasing the quality of education they provide.
And students focus on the prestige of attending highly selective institutions rather than

the quality of education they can anticipate. The real measure of quality, or value-added,
might be those schools with better-than-average rates of graduation based on the
characteristics of their entering freshmen (Astin & Oseguera, 2005a).
Because of all the controversy surrounding the use of tests, a number of schools
are now moving to an SAT/ACT optional strategy (Caperton, 2009, September).

Supporters point to increased applications and a larger pool of minority applicants, many
of which are non-submitters. They say applicant HSGPAs and later graduation rates
remain roughly the same but non-submitters do have lower than average test scores. On

the surface this sounds good but may be driven by ulterior motivates. Optional test score
submission encourages more students to apply but only those with higher scores submit
thus widening the applicant pool and raising the average test scores resulting in higher
rankings. Almost all of these schools still require test scores after the enrollment deposit
is made. Schools could still opt to report average scores for all students admitted, but a

sharp rise in scores witnessed after such a policy implementation points to this probably
not being the case.

The secondary benefit is that the percentage of applicants admitted declines which

again results in higher rankings (Epstein, 2009). According to the National Center for
Fair and Open Testing, there are 815 colleges and universities in the U.S. where

admission decisions are made regardless of test scores. They claim "dropping tests leads
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to greater diversity because the focus on test scores deters otherwise qualified minority,
low-income, first-generation, females, and other students from applying" (Rooney &
Schaeffer, 1998, p.4).

There are other downsides to the test-optional movement too. Artificially inflated

SAT/ACT averages may actually work to discourage potential students who feel they
would not fit academically. The generation of a larger applicant pool in fact decreases
each individual's chances for admission. In addition, Epstein (2009) asked,
how can an ethical institution that distrusts the SAT's validity or perceives
it to be biased continue to evaluate any applicants using the test? How can
scores be meaningful in evaluating a student's abilities when they are

submitted, but irrelevant when they are withheld? It's inherently
inconsistent, (p. 17)

Colin Diver, president of Reed College, former lawmaker, Harvard professor, and

law school dean (Epstein), has added some insightful comments on the subject. Diver
(2006) claimed "those institutions that have adopted the SAT-optional strategy rationalize

their decision by claiming that standardized tests are faulty measures of academic ability.
The problem is that every indicator of academic ability used by college admission

officers is imperfect" fl[ 4). He echoed Epstein's (2009) sentiments that it is illogical to

consider scores when they are high and ignore them when they are low. Optional-only
policies send students the signal that competency in the basic skills measured by the
SAT/ACT is not important (Diver).

It is clear though, that whatever the SATs contribute they add to the amount of

information about an applicant which can only lead to better decisions (Caperton, 2009,
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September). Ferguson (2004) lamented that criticisms of standardized testing have a
shoot the messenger ring to them since what they reveal are the vast inequities in the
education system. Despite Atkinson's 2001 recommendations to the Academic Senate

regarding the use of the SATs (Atkinson, 2004), The University of California (n.d.)
continues to require the SAT I and ACT or SAT lis tests for incoming freshmen but has
doubled the weight of SAT II scores in its Eligibility Index (Geiser & Studley, 2004).
Despite all the criticism of standardized tests it appears they still serve a useful
purpose. This is why next to HSGPA the most commonly used admission criteria are
standardized test scores (Breland et al., 2002). Grades may be subject to inflation and

may not be representative of subject knowledge. Although standardized tests may be
subject to some bias, such as economic background and race/ethnicity, they still provide
an added measure of information which can only lead to better admission decisions.
Supporters of the tests say although these correlations exist, the tests themselves

are not prejudiced but rather exhibit inequities in the quality of education available
(Schmidt & Camara, 2004). They are also useful in circumstances such as low HSGPA

and high test scores which identify bright but unmotivated students (BOARS, 2002;
Owen & Doerr, 1999). Standardized test scores are used as well by almost all institutions

to place students in appropriate level courses such as math and English (Crane et al.,
2002). They can also help to equalize the variance in grades awarded across schools and
teachers (Capteron, 2009).
Class Rank

Rank in class (RIC) is determined based on HSGPA, which is usually calculated

taking into account the difficulty of the courses taken and giving extra weight to college

51

prep and AP courses (College Board, 2010; Kirst & Venezia, 2001). Micceri (2001,
June) found rank in class to be equal to HSGPA in its ability to predict graduation. Rank

in class may be used in the admission process, either in addition to, or in place of HSGPA
(Breland et al., 2002). The use of rank in class allows a comparison of students between

schools not based on GPA which is susceptible to grade inflation (Podhajski, 1997,
Summer).

More than half of the high schools in the U.S. have moved away from reporting

class rank. The best high schools are the least likely to rank students. They feel being
forced to rank students will diminish the chances at selective colleges for many worthy,
high GPA students. The forced nature of rankings results in even high HSGPA students
being ranked below the top 10% when the pool contains a large number of high-

achieving students. Schools that continue to rank students often make it optional for
students to report rank on their college applications (College Board, 2010; Ehrenberg,
2005). For the Cornell University class of 2014, only 35% of students reported class rank
(Cornell University, 2011).

Texas, California, and Florida all have percentage plans in place which guarantee

admission to public institutions based on class rank (Schmidt, 2003). Such percentage
plans are surrogates for affirmative action. By assuring a certain percentage of students

from each school have the opportunity to attend even selective institutions they foster
geographic and socio-economic diversity without regard to race/ethnicity. Comparing

students within schools rather than between schools reduces the inequities in the public
school system (Casement, 2001).
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In the case of Texas, after the percentage plan was instituted the most selective

institutions saw a dramatic increase in the number of schools sending students. Part of
the reason for the increase in sending schools was the transparency of the admission
standards. Knowing they met the standards for admission encouraged many students to
apply who never would have in the past (Casement, 2001; Long, Saenz & Tienda, 2010).
So far the Texas percentage plan appears to have accomplished the goal of broadening
access to students from less affluent schools (Long et al.).

Whether rank in class is used in the admission process depends greatly in the
institution and the state. Many high schools do not even report it anymore and
institutions may not require it or give it any weight in the admission process (College
Board, 2010; Ehrenberg, 2005). The limited usefulness of RIC in predicting success
stems from the fact that is an internal comparison forcing a ranked distribution. Still in

some states such as Texas, California, and Florida it has become the most important

admissions variable. It appears that in the effort to diversify the student body in place of
affirmative action that the policy has been effective (Casement, 2001; Long et al., 2010).
High School Curriculum
In 1983 the National Commission on Excellence in Education released their

report, A Nation at Risk. This landmark report criticized the current system of K-12

education in the United States and resulted in sweeping changes. The commission
recommended that in.order to earn a high school diploma students should be required to
complete a core curriculum of

"...(a) 4 years of English; (b) 3 years of mathematics; (c) 3 years of

science; (d) 3 years of social studies; and (e) one-half year of computer
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science. For the college-bound, 2 years of foreign language in high school
are strongly recommended in addition..." (p. 24).

When researchers refer to high school level college core curriculum this is the

standard they use. Among the many issues cited in the report were the proliferation of
elective classes and the substantial number of students choosing to pursue a general
education (non-college prep) or vocational track in high school (United States, 1983). Of
all the recommendations made in A Nation at Risk back in 1983, we have probably made
the greatest strides in the area of curriculum. In 2008, about two-thirds of students

completed the college core (ACT, 2008). Yet, that still means about one-third of high
school graduates are not prepared to pursue higher education (United States, 2008).
Since colleges and employers share many of the same expectations regarding basic
knowledge in reading, English, and mathematics, this last group is probably not
adequately prepared to enter the job either (Achieve, Inc., 2004; Conference Board, Inc.,

The Partnership for 21st Century Skills, Corporate Voices for Working Families, &
Society for Human Resource Management, 2006).
Researchers often use the term rigorous to describe an even more advanced
college core curriculum. Here the three years of mathematics includes a minimum of

Algebra I and II and geometry, plus the addition of trigonometry, pre-calculus or

statistics. The three years of science are laboratory courses such as biology, chemistry,
and physics. Math and science courses such as these focus on the acquisition of higher
order thinking skills (Educational Resources Institute Inc., 2007).

The rigor of the high school curriculum has been found to be directly related to
degree completion (Adelman, 1999; U.S. Department of Education, 2003; Schmeiser,
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2001; Texas State Higher Education Coordinating Board [TSHECB], 2000; Warburton,

Bugarin & Nunez, 2001). Because of this many institutions include the pattern of high

school coursework in their admission decisions (Breland et al., 2002). The advantages of
a rigorous curriculum appear to benefit low SES students, first-generation, and minority
students the most (Greene & Forster, 2003; Nora et al., 2005; Warburton, et al.).
In particular it appears the key component of the rigorous curriculum is

mathematics. Adelman (1999) found a positive relationship between the highest level of
high school mathematics and degree completion. So compelling was the evidence that
Adelman claimed completing trigonometry or pre-calculus doubled the chances of
earning a bachelor's degree. Several other researchers came to the same conclusion that

students who took higher level mathematics courses, such as those prescribed by the
rigorous curriculum, had significantly greater chances of graduating from college (Betts
& Rose, 2001; Cabrera et al, 2005; Nora et al., 2005). So convinced was Adelman by
the evidence that he suggested colleges weight curriculum more heavily than either
HSGPA or test scores when making admission choices.

With high school curriculum, like many other variables, it is hard to separate
whether course taking is in itself critically important or acts more as a signal for
motivation, study habits, discipline, aspirations, and other attributes. Given what we

know about grade inflation, measures such as CLEP credit or test scores by subject may
be more accurate reflections than simply taking a course or grades awarded. Consider
too that reading as a subject is not part of the core curriculum yet studies show it is
essential to success in other courses including mathematics (Adelman, 1996, October;

Carey, 2004; Dugan, 1999; NCES, 2004b). Further research could focus on trying to
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separate whether it is the incorporation of reading skills in higher level math that is more
critically important, subject knowledge gained, or the signaling effect.
Advanced Placement Credit

A search of the literature regarding Advanced Placement (AP) courses revealed

an unexpected can of worms. There are questions of resource allocation, creditability,
proliferation, and use in admissions. According to the Education Trust (2001), the
current obsession with AP courses does not make sense when,

....the fastest growing part of the high school curriculum at the moment is

AP - or college level-courses. At the same time, the fastest growing part of
the college curriculum is remedial - or high school-level courses. We
wonder whether it makes sense for us to keep trying to do each other's

work. Might some of those students in AP be better off in actual college
courses taught by college professors? And wouldn't that free up some of
our best educated high school teachers to teach the students who MOST
need their help? (p. 20)

The Advanced Placement Program (AP) began in 1955 and is administered by the
Educational Testing Service (ETS) and sponsored by the College Board (same as the
SAT and CLEP) (Willingham, & Morris, 1986/ There are currently 30 AP course exams

available (College Board, 2011). Grades are reported as "5 - Extremely well qualified, 4
- Well qualified, 3 - Qualified, 2 - Possibly qualified, 1 - No recommendation"

(Willingham & Morris, p. 3). Most colleges that award credit for AP courses use a cut
off score of 3 (Waits, Setzer & Lewis 2005; Willingham & Morris). Of those who do

take the AP exams, about two-thirds score 3 or higher (Lichten, 2000, June 24). That
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means about one-third of the students who take AP courses fail to score highly enough to
earn college credit.
The AP program is popular with many different groups. Colleges like AP

because it acts as a quasi scholarship that helps attract high-caliber applicants and costs
the school almost nothing. Parents like AP because it reduces the number of credits taken
and thus tuition expenses. Parents also like to brag about the number of AP courses their

son or daughter has taken and the grades they received. Of course ETS and the College
Board like the AP program because it brings in a lot of money (Owen & Doerr, 1999).

High achieving students like AP courses because they enjoy the recognition, academic
segregation, and the best teachers (Santoli, 2002). Teachers suggest taking AP courses

provides information and encouragement to some students who never considered
themselves as college material (Klopfenstein & Thomas, 2009). The federal government

supports the AP program in the No Child Left Behind Act of 2001, deeming AP courses
as college preparatory and subsequently granting funds to subsidize test fees
(Klopfenstein & Thomas).

Studies show students earning AP grades of 3 or higher enroll in more

challenging majors, earn higher GPAs, and both graduate and pursue advanced studies in
greater numbers (Klopfenstein & Thomas, 2009; Santoli, 2002; Willingham & Morris,
1986). But to use AP scores as a predictive tool has limited applicability because courses
are generally taken in the junior and senior year of high school and admission decisions
are often made before test scores are submitted. It is also hard to separate whether
students do better because of AP courses or the students who choose to take AP courses
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are brighter, more motivated, and attend better schools to start with (Klopfenstein &
Thomas; Willingham & Morris).
Many colleges are more interested in whether students took AP courses than in

the actual scores received (Klopfenstein & Thomas, 2009; Santoli, 2002). Studies show a

large number, maybe as many as half, of students never sit for the actual exam (Geiser &
Santelices, 2006; Lichten, 2000, June 24), possibly because their college of choice does
not award credit, they were pressured by parents or the school to take the AP course, or

they have already achieved their goal of admission (Geiser & Santelices; Lichten).

Lichten estimated that given the actual number of AP students who take the exam, along
with the number scoring 3 or higher, only one out of every three AP students earns a
passing score. The pass rate for minority students (except Asian American students) is
about half of that for Whites.

The practice of giving extra weight during admission for simply taking AP

courses, without accompanying scores, is questionable plus unfair to students attending
schools that do not offer AP courses (Cabrera et al., 2005; Geiser & Santelices, 2006;

Lleras, 2008; Willingham & Morris, 1986). Not only do colleges often recalculate the

HSGPA giving extra weight for AP courses but high schools themselves often employ
the same strategy when calculating HSGPA and class rank (Sadler & Tai, 2007). In 1999

the American Civil Liberties Union filed a class action lawsuit against the State of
California, which they subsequently won, claiming that equities in AP course offerings
between public schools placed minority students at a disadvantage in college admissions
(Geiser & Santelices). Even Newsweek magazine, which releases its America's Best
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High School rating every year, determines it by dividing the number of seniors by the
number of AP tests administered (Mathews, 2010, July 13).
Such attention to AP courses can put undue pressure on schools to offer more AP

courses then they can adequately support (Geiser & Santelices, 2006) and to pressure
even average students to take AP courses (Klopfenstein, & Thomas, 2009). Students too
feel the pressure since in some cities and states there are economic incentives for

students, teachers, and the school for passing AP scores. Students to whom AP courses

were available, but took few or none, may find it negatively reflects on them during
college admission. Students may feel pressured into taking AP courses of little interest in

lieu of other courses that do interest them (Santoli, 2002). And simply offering more AP
courses does little good if they are not taught by qualified teachers or students cannot

take advantage of them because of academic deficiencies (Tai, 2008, July). The bottom

line though, is after controlling for other factors such as unweighted HSGPA,
standardized test scores, and parental education, researchers found AP courses failed to

add to the prediction of college GPA or persistence past the freshman year (Geiser &
Santelices; Klopfenstein & Thomas).

Critics point to a number of other factors and question the value of the AP

program altogether. College is not just about earning credits, but about knowledge,

exploration, and personal growth, which happen even in college-level introductory
courses replaced by AP scores (Sadler & Tai, 2007; Tai, 2008). Critics also question
whether a three-hour, mostly multiple-choice test can truly measure the knowledge
gained in the AP course, and whether it is truly equivalent to that which would be gained

in a college-level introductory course (Sadler & Tai; Tai). A disconnect between passing
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AP test scores and grades earned in college-level introductory courses by students who

took the course suggests they are not equivalent (Sadler & Tai). All of the pressure to
offer more AP courses may prompt schools to divert funds from other necessary
programs as well (Klopfenstein & Thomas, 2009), along with assigning their most

qualified teachers to AP courses (Santoli, 2002). Some schools will designate courses as
AP but attach little expectation to the class while reaping the benefits of AP course
offerings (Santoli).

Klopfenstein and Thomas (2009) have offered some interesting prospective on AP
courses. Their research indicated that the value of using AP courses in college
admissions is signaling, or identifying, highly motivated students who take AP courses to

better their admission prospects. They did not find AP courses actually increased a
student's chances of success in college. This false assumption though may lead to a
...marginal student [who] overestimates the benefits of AP participation in
believing that AP-taking improves their college readiness. AP courses are
not explicitly designed to develop the study skills and discipline necessary
to succeed in college, and the benefit of having students who have not
mastered high-school-level material take college-level classes in high
school is unproven. Under the signaling scenario, college admissions
officers will ultimately have to find an alternative signal as the pool of
AP-taking applicants becomes of lower average ability, (p. 888)

Klopfenstein and Thomas suggested colleges would be better served by changing the
emphasis from AP courses to math and science courses instead. They urged a more

holistic approach to AP courses measuring the cost and benefit to all students.
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Lichten (2000, June 24) made some very valid points regarding the proliferation
of AP courses. The original intent of the AP program was to allow above-average
students capable of college level work the opportunity to do so. It was not meant for the
average student, whereby average students would continue on to college and take

introductory level courses. The below-average student, if they continued on to college,
would take remedial courses. The current emphasis on AP courses and their expansion
means that they now enroll a number of students who are not yet ready to do college level
work. This along with some of the questions raised above would at least say the
emphasis on, and proliferation of, AP courses deserves further scrutiny.
College Level Examination Program

The College Level Examination Program (CLEP) is also administered by the
College Board and has been in existence since the early 1960s. The tests were developed
as way to grant college credit to homeschooled students, independent learners, veterans,
non-traditional students, students taking advanced (non-AP) courses, or those who might

have gained a particular knowledge through other means such as a student from a Spanish
speaking home (Scammacca & Dodd, 2005). There are 34 examinations (Scammaca &

Dodd) in five subject areas covering introductory college course level material
(Notebook, 2003). Through the CLEP students can earn up to 12 college credit hours.

Most tests are 90 minutes long in a multiple choice format and the pass score is generally
50% at the discretion of the institution accepting the credit (http://clep.collegeboard.org/
exam).

In 2003 there were almost 13 times as many AP tests administered as CLEP tests

(Mathews, 2003; Notebook, 2003). The AP program has overshadowed CLEP in recent
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years due to the financial incentives attached to it by the No Child Left Behind ACT of
2001 (Klopfenstein & Thomas, 2009). CLEP tests though have been on the rise as well

due to increasing tuition and a new testing platform. In 2001, the College Board

introduced a computer-based version of the test. The quick turn-around time for grading
the tests encouraged more students to take them since they could make timely enrollment
decisions (Notebook). Recommendations for students to take the test are usually based on
their standardized test scores or the personal advice of advisors and teachers.

Although CLEP tests serve the same purpose of awarding college credit as AP

tests do, much of the criticism regarding the emphasis on AP courses does not apply to
CLEP earned credits. Some things though are similar such as the signaling effect. Losak
(1978, March 27-31) found graduation rates and GPAs higher for CLEP students than for
non-CLEP students. In their 1977 study, Legg and Webb found a link with academic
achievement in college and students who had earned CLEP credits. In contrast,

Mickelson and Keene (1984, April 23-27) found no significant achievement difference

between CLEP and non-CLEP students. While Johnson and Knight (1987) found the

variance between the predictability of CLEP scores to graduation was dependent on the
subject area. Later, DesJardins, Kim, and Rzonzca (2003) found CLEP credits had a

significant positive influence on graduation. Along the same lines, Scammacca and Dodd
(2005) did a matched study of students who had earned AP credit or CLEP credit, or

taken an introductory course in the same subject area. They found the CLEP students
somewhat more likely to graduate than the students who took the course but not
systematically different than the AP students.
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Demographic Characteristics

We know that not only does the academic preparation of incoming students vary
widely across institutions but so do the demographic characteristics and personal
attributes (Astin & Oseguera, 2005b). The most commonly used selection criteria of
HSGPA and standardized test scores (Breland et al., 2002) only predict about half the

variance in first year grades, but very little after that (Stern & Briggs, 2001). Yet the
highest student attrition occurs after the first year and is strongly influenced by freshman
grades (Lotkowski et al., 2004; Tinto, 1993).

After the first year departure declines (Levitz et al., 1999) and the link between
grades and attrition grows weaker (Willingham & Breland, 1982; DesJardins et al.,

1999). Students in good standing who chose to leave voluntarily do so for other
nonacademic reasons (Cope & Hannah, 1975; Lotkowski et al, 2004). The other half of

the variance in grades not attributed to academic preparation may be related to
demographic characteristics and personal attributes. It is these demographic variables,

such as gender and socio-economic status, that while shown to add predictability meet
with the most controversy over fairness, since the student has little or no control over
them. Still it is the interaction of an individual student and institution that determines the

fit and thus chance of success (Pascarella, 2006; Seidman, 2005).
Gender

In examining the influence of different factors on graduation, gender is one of the

few dichotomous variables, meaning it can be only be one or the other, either male or

female. Historically, women lagged behind men in college attendance and graduation up
until 1982, when they reached parity. In 2008 women earned more degrees than men for
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each type of degree regardless of race/ethnicity with the one exception of first

professional degree where it was still only slightly less than half (Aud et al., 2010).
There appears to be a definite advantage in this case to being female. Women

continue on to college in greater numbers, earn higher GPAs, and graduate at higher rates
(Astin & Oseguera, 2005a; Aud et al., 2010; DiPrete & Buchmann, 2006; U.S.

Department of Education, 2004; Writ et al., 2003; Snyder & Dillow, 2010; Reason,

2009), and do so in less time (Knight, 1994). This female advantage appears to extend
across all racial and ethnic groups (DiPrete & Buchmann). Although a few researchers
have found mixed results for the effects of gender, their findings where either

inconclusive or could not be generalized to other segments of the college population
(Reason).
Socio-Economic Status

It is hard to separate the relationship between academic achievement and socio

economic status (SES) because it is so complex and intertwined. Porter (1989) found the
two factors most likely to influence persistence were SES and academic ability. He found

that students from the highest SES had roughly twice the chances of graduating as did
students from the lowest SES. This appeared to be unrelated to ethnicity other than a
greater proportion of African American and Hispanic students are represented in the
lowest SES than are White students.

Low SES students are less likely to complete high school in the first place and

less likely to enroll in college even when they achieved high HSGPA and test scores
(Aud et al., 2010). Even the most talented and highly motivated low SES students

accepted into elite institutions are less likely to graduate (Carnevale & Rose, 2003).
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Across the board, when equally prepared students from the highest and lowest SES

follow the same path, the low SES students where much less likely to persist (Cabrera et
al., 2005; Walpole, 2008). Numerous researchers have found the same correlation
between SES and degree attainment (Adelman et al., 2003; Carnevale & Rose, 2003;
College Board, 1999; Confer & Somers, 1999; Ishitani & DesJardins, 2002; Lotkowski et

al., 2004; Mortenson, 2007; U.S. Department of Education, 2003; Paulsen & St. John,

2002; Warburton et al., 2001; Writ et al., 2003). We also know that despite financial aid
the gap in college attendance between low SES students and high SES students has
remained roughly the same since the 1960s (Gladieux & Swail, 1999).
Berger (2000) has added some insight into just why SES is so important to
success in college. Based on Bourdieu's Theory of Social Reproduction he defined two

types of capital as cultural and economic. Economic capital is the ability to travel, buy
things, and dress a certain way. Cultural capital includes things like values, lifestyles,
language skills and social grace - things the affluent value and take for granted, but are
not taught in schools. These shared class beliefs and experiences are called habitus and

shape an individual's expectations, attitudes, and aspirations (McDonough, 1997).
Cultural capital concepts do a lot to explain why low SES students with

comparable academic characteristics graduate at significantly lower rates, especially at
elite institutions (Braxton, 2000). Only part of the disparity in graduation rates between
the high SES and low SES students can be attributed to lack of economic capital (Kuh &
Love, 2000; McDonough, 1997; Tinto 2004). Paulsen and St. John (2002) found that,

... social class is far more complex than is communicated by hierarchical
variables like socio-economic status (SES). The SES measures used in
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sociological and economic research have grouped a number of concepts
and issues related to family income and education into a single indicator
that assumes a linear relationship between increased status and increased
attainment. The findings of this study suggest a much more complex

pattern of social class and educational attainment... (p. 225)
Indeed, Bean (2005) found parents' education the most influential component of
SES in determining college success. Pascarella and Terenzini (2005) concluded that

attending college not only increases earnings and leads to better occupational
opportunities but raises the quality of life in general. College graduates tend to associate

with people of similar educational backgrounds who share the same social and political
views. Their children reap the benefit from these quality of life issues.
Affluent students are likely to believe they are entitled to a college education
whereas low SES students are less likely to believe that (Berger, 2000). Affluent students
have much greater confidence in their chances of graduation, have more choices available

to them, and strongly believe in the status a selective institution will afford them (Berger;
DesJardins et al., 2002; McDonough, 1997). Affluent students are also less likely to

have to stop out or drop out due to finances (DesJardins et al.). Affluent students share
the same norms with the majority of other students and easily fit in. Low SES students

tend to enroll in schools closer to home but the cultural distance they travel may be large
(Kuh & Love, 2000). These students experience the same organizational environment in a

very different way, and they are less likely to be integrated into the academic and social
systems of the campus (Berger).
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The decreased expectations of low SES students often leads to their enrollment in

less selective institutions (such as community colleges) where graduation rates, and
chances for success, are much lower to start with (Berger, 2000; Cabrera et al., 2005;

Choy, 2004; St. John, 2002, Spring), and their chances of continuing on to graduate
school are diminished (Astin & Oseguera, 2005a). Low SES students often select an

institution based solely on net price (Mortenson, 1990; Paulsen & St. John, 2002) and
proximity to home (Mattern & Wyatt, 2009; Paulsen & St. John). Once enrolled low SES
students tend to work more hours, be less involved in campus activities, and have less
interaction with faculty (Cabrera et al.; Walpole, 2003), all of which reduce the
component of institutional commitment which fosters persistence (Lotkowski et al.,

2004). Consider too that low SES students may be less socially integrated because they
lack the financial resources to participate in the social life of the institution (Bean, 2005).

The extent to which students can count on their parents as a source of funds for college
has a positive correlation to graduation as well (Maryland Longitudinal Study Steering
Committee [MLSSC], 1987).
Bowen, Kurzweil and Tobin (2005) found the most selective institutions far more

racially diverse than socio-economically diverse. This disparity has been widened by the
shift to merit-based institutional aid over the past decade, which favors middle SES and

high SES students (Choy, 2004; Horn & Peter, 2003). Once in college, low SES students
are less likely to see other alternatives if they are unhappy with the institution whereas
more affluent students would simply transfer to another school. Because low SES

students perceive their opportunities as limited to begin with they spend much less time

selecting an institution based on fit, while according to Berger and Lyon (2005), "the
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more congruent the fit between individual and organizational levels of cultural capital,
the greater the chance for persistence" (p. 115). This scenario may explain some of the
reasons why students leave voluntarily - because they either lack the necessary economic
or cultural capital.

The disadvantages of low SES students start at a very early age. Low SES
students often attend low quality schools with uncertified teachers, fewer career

counseling services, and reduced course offerings (Cabrera et al., 2005; Lleras, 2008). In
fact, in 2002 the national average was one public high school guidance counselor for
every 284 students (NCES, 2002). Since guidance counselors perform numerous duties

other than helping students get into college it is clear that their role in college preparation,
selection, and application are very limited (Johnson, Rochkind & Ott, 2010; Kinzie et al,
2004; McDonough, 2005, January). Low SES parents tend to be less involved in school

activities and less knowledgeable about how to plan for college. Low SES students are

less likely to take the college core curriculum, honors courses, advanced placement
courses and are generally less prepared for college (Adelman et al., 2003; Astin &

Oseguera, 2005a; Postsecondary Education Opportunity, 2003, May 30; Tinto, 1993).
Many low SES students come from single parent homes, which decreases their chances

of college graduation (Postsecondary Education Opportunity). Low SES students are
often tracked away from college prep and into vocational programs by high school
teachers and counselors (Berger, 2000). In fact, the proportion of high school seniors
completing the college core is directly related to family income with a nearly linear
relationship (Postsecondary Education Opportunity, 1997).
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Two things related to the disparity between high and low SES students appear to
be on the horizon for higher education in the not-too-distant future. The first is a

dramatic increase in the proportion of minority children in the K-12 system (Aud et al.,
2010). According to Mortenson (2007), about 30% of today's high school graduates are

minorities, but within the next ten years that number will climb to 45%. School-age
Black, Hispanic, Asian and American Indian children are replacing the White population
of the past. Accompanying this demographic shift has been a growth of children in the
lowest SES (Aud et al.). This is evidenced by a dramatic jump in the free and reducedpriced school lunch participation rate between 1993 and 2004. Ever-increasing numbers

of high school graduates will be minorities, first-generation, children of immigrants,
academically underprepared for college, and attend schools with limited resources
(Mortenson).

The second shift will be a declining market for higher education. Murdock and
Hoque (1999) predicted that population growth will decline over the next couple decades,

reducing the market for education. The demographic makeup of the population will shift
to a higher portion of minorities (National Center for Public Policy and Higher

Education, 2005, November; Prescott, 2008) and older people, both groups with lower
than average incomes (Murdock & Hoque; National Center for Public Policy and Higher
Education; Snyder & Dillow, 2010). At the same time household incomes will continue

to decline in real dollars. "As a result, if changes do not occur in these socio-economic

differentials, the student population will tend to become older, more ethnically diverse,
and poorer" (p. 9). Growing numbers of students will be low SES and financial aid will

be more critical than ever. The National Center for Public Policy and Higher Education
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(2005, November) warned that unless the disparity in educational attainment changes, as

the minority population continues to grow, by 2020 the nation will see a drop in
education attainment at all levels from high school diplomas to graduate degrees.
It bears mentioning here that SES is operationalized in different ways by

researchers. The most simplistic way is to use parental or family income as a proxy.
Researchers often segment income into dollar ranges (Chen & DesJardins, 2008; Mattern

& Wyatt, 2009; Teranishi, Ceja, Antonio, Allen & McDonough, 2004;), divide it into
lowest quarter, lower middle quarter, upper middle quarter, and highest quarter (Choy,
2004), or similar distinctions.

Other researchers use additional variables to define SES. Cabrera et al., (2005)
used parental education, parental occupation, and items in the home (e.g., dishwasher,
books) plus income to divide SES into four categories. Bernal, Cabrera, and Terenzini

(2000, May) used the three variables of income, parental education and parental
occupation to determine SES. Porter (1989) used a composite of the father's education,
mother's education, father's occupation, family income and material possessions in the
home. These things are all highly correlated (Choy, 2000; Mortenson, 2007; Paulsen &
St. John, 2002). "Simply put, on average, the more education one has, the more one
earns" (Gladieux & Swail, 2000, p. 688).

Heller (2003) and Carey (2004) both used Pell Grant eligibility as a proxy for low
SES status. According to Heller,
.. .Pell Grant eligibility is a better indicator of status as a lower-income

student than the often-used marker of students who are designated as
"eligible for financial aid." The latter descriptor can include, depending on
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how the phrase is used by institutions, students who are eligible for nonmeans-tested forms of aid, including unsubsidized loans, privatelyoriginated loans, and merit scholarships....while the median income of all

dependent Pell Grant recipients in 4-year institutions nationally in 1999-

2000 was $23,340, the median income of students who received any form
offinancial aid was $53,413, or more than double that ofPell recipients (p. 2).
Research shows that just looking at income does not provide a complete picture.
Socioeconomic status is much more complex. SES diminishes opportunity in real and
perceived ways. Low SES students travel the least geographic distance (Kuh & Love,
2000; Mattern & Wyatt, 2009; Paulsen & St. John, 2002) to pursue education but the
furthest in a psychological sense (Berger, 2000, Braxton, 2000; Paulsen & St. John,

2002). Regardless of ability they are less likely to see themselves as capable of entering
and competing in more selective institutions (Aud et al., 2010; Carnevale & Rose, 2003).

Once there they tend be limited by finances and social skills from fully participating in
the social and academic life on campus (Cabrera et al., 2005; Walpole, 2003). SES can be
operationalized in different manners.

Parental Education, Encouragement and Support

In Bean and Metzner's (1985) review of the literature regarding parental

education, they found support for the parent's level of formal education being the most
powerful predictor of persistence out of the three variables making up socio-economic
status, the other two being income and occupation. Aud et al. (2010) found that 82% of

high school students whose parents had a bachelor's degree or higher continued on
directly to college while only 54% of those whose parents had completed high school or
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less did. The gap was much smaller between students whose parents had earned a
bachelor's degree compared to those whose parents who had attended college but not

graduated (82% versus 72%). Massey and Mooney (2007) found "grade achievement is
strongly and positively related to parents' education. The more college degrees held by a

student's parents, the higher the GPA he or she earns in college" (p. 113). Paulsen and
St. John (2002) found a strong link between maternal education and college persistence
for low SES students. They theorized this was the case because many low SES students

hail from single parent homes with women as head of the household.
Hossler, Schmit, and Vesper (1999) found parental income, education,

encouragement, and support predictive of college enrollment and success. They defined
encouragement as discussions between parents and children about expectations, hopes

and dreams whereas support was more tangible as evidenced by savings, college visits,
and investigating financial aid. Encouragement played a more important role early in the
process (such as following a college track in high school) but in the later stages parental
education and income were more predictive of whether students attended college and the

type of college they attended. The Maryland Longitudinal Study Steering Committee
(1987) found a positive correlation between parental financial support and graduation
rates. Students able to count their parents as a major source of funds for school had
higher rates of graduation than those whose parents provided either minor or no support.

Astin (1975) found that the parental educational level contribution to the predication of
persistence was independent of other student variables. He hypothesized that more
educated parents exert stronger pressure upon their children to stay in college.
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I originally thought the Free Application for Federal Student Aid (FAFSA)

information on FTIACs would supply some measurement, although limited, of parental
education. Unfortunately the FAFSA information stored in the record system begins with
fall of 2006, which was outside the parameters of my study. Research shows students
whose parents attended college, even if the parents did not earn a degree, have much
higher rates of graduation (Aud et al., 2010).
Financial Aid

Today about 80% of full-time undergraduate students receive financial aid in the
form of grants, loans, or work-study employment (Snyder & Dillow, 2010). At first
glance, the average person would assume that financial aid increases the chances of

graduation but the research is not clear. Unlike the obvious feminine advantage, the
research concerning financial aid is murky.
Numerous researchers have studied the effect of different types of financial aid

and come up with different findings (Alon, 2005; Chen & DesJardins, 2008; DesJardins,

Ahlburg & McCall, 1999). Some have even analyzed the same data and come to
different conclusions (Confer & Somers, 2000; St. John & Starkey, 1995). Others have

found that the same type of aid awarded to comparable students attending comparable
schools will not produce the same results (Kerkvliet & Novell, 2005; U.S. Department of
Education, 2003). Still other researchers have found financial aid to have no effect on
graduation (Tinto, 1993), a weak effect (Baum et al., 2008; Cabrera et al., 1993), or even
a negative relationship for some types of aid (Dowd, 2004; Kerkvliet & Novell; Voorhees

1985) or a disparate effect on different groups (Dynarski, 2000). All this supports Berger
and Lyon's (2005) recommendation that the most useful and appropriate research is at the
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institutional level since it focuses on the interaction of specific types of students at
specific types of institutions. Pascarella (2006) concurred that the most useful research

involves multiple small-scale longitudinal studies based on single institution samples.
Today over half of all financial aid is loan-based (ACT, 2005, Spring; College
Board, 2008a). Regarding the effects of loans, a few studies demonstrated that Federal

Perkins Loans (subsidized loans) and dropout are negatively related (Dowd, 2004;
Voorhees, 1985) and still others (DesJardins et al., 1999) found that loan-receivers are

more likely to leave college before degree attainment. Confer and Somers (1999) found a
small negative relationship between debt and persistence for bachelor's students and a

positive effect for two- year students, they speculated because of the shorter time frame
and lower cost of attendance. Baum et al., (2008) though, found the opposite; that loans
had a negative effect on persistence for students at two year schools, which they

speculated was because the lower rates of success at such institutions acted to discourage
students. In contrast, DuBrock and Fensk (2000, May) reached a different conclusion:
that debt had a positive influence on persistence. It may be that once incurred debt is a

motivating factor since the ability to repay it without a degree is much harder. It may
also be those students willing to incur debt to finance their education are more
committed.

In three separate studies Alon (2005), Baum et al., (2008) and Chen and
DesJardins (2008) all reviewed numerous studies on financial aid and found the results to

be conflicting and inconclusive. There are some logical explanations for the

discrepancies. The first is that most studies assume financial aid recipients are identical
to non-recipients in all other aspects, meaning they are otherwise comparable students.
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This may not be the case. Students who receive financial aid may be different from those
who do not. In fact, recipients are more likely to be at-risk students. Pell grants in

particular are targeted at low income families (Carey, 2004). Recipients who receive
need-based aid may be different than those who receive merit-based aid. Students who
receive merit-based aid are better prepared academically and often of higher socio
economic status (Alon, 2005; Singell & Stater, 2006). Students at two-year institutions

may also have different educational goals and demographics than those at four-year
institutions.

The relationship between the type of aid within similar groups of students across a

range of institutional types is varied and complex (Alon, 2005). Most studies fail to
examine the effect of different types of aid on students at varied income levels (Singer &
Willett, 2003) or how the effect of types of aid may change over the course of a student's

college career and be mediated by other factors. Aid packages can change from year to
year and often do; an increasing reliance on loans may affect persistence (DesJardins et
al., 1999; St. John, 2000, Spring). Factor in too that students self-select whether to take
out loans, and the research shows certain groups of students are more averse to taking on

debt (Baum et al., 2008). Compounding this problem is the most needy of students are

also the most likely to default on loans. Institutions with high rates of loan defaults risk
their eligibility for financial aid programs, which acts as a disincentive to serve such
students (Dynarksi, 1994). Another potential shortcoming is most research studies focus
on the effect of different types of aid without accounting for the dollar amount awarded
(Chen & DesJardins, 2008) so the aid may be insufficient rather than ineffective (Bean,
2005). Lastly, past research focused on mostly traditional students, which may not apply

75

to an increasingly minority and nontraditional student population (Paulsen & St. John,
2002).

Consider too that the determination of need is based on the cost of attending a

particular institution and even high income students may be eligible at more expensive
schools, schools more capable of meeting their financial needs (Baum & Lapovsky,
2006). Also the line between what is aid based on need and aid based on merit is often
hard to define (Baum et al., 2008).

Through the packaging of need-based and merit-based aid, different
institutions use different strategies. For example, a need-within-merit
strategy uses merit criteria, but prioritizes the recipients on the basis of

need, whereas a merit-within-need strategy awards aid on the basis of
need, but prioritizes the recipients on the basis of merit. (U.S. Department
of Education, 2003, p. iii)

Many institutions use financial aid to bolster the statistics of incoming classes
rather than adhering to the original principle of allowing access to worthy students

regardless of ability to pay (Chapman & Jackson, 1987; McPherson & Schapiro, 1998).
Some institutions even admit to considering a student's ability to pay in the admission

decision (McPherson & Schapiro; College Board, 1999). Although that might strike
some as unethical the reality is that institutions are squeezed between declining
appropriations, rising costs, and the growing need for financial aid while trying to
maintain academic quality (College Board; Russo, 1999). Lastly, institutions use
different methods to determine need although most incorporate the Federal methodology,
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eligibilityfor federal aid, which may not be a good measure of a family's true ability to
pay (Russo).

St. John (2000, Spring) further posited that parents and students have already

considered financial resources versus costs in selecting a school, which may help explain
this disconnect. It could be that financial aid does not promote retention because the
level of aid is insufficient, thus rendering it ineffective (Chen & DesJardins, 2008). St.

John (2002, Spring) found that many low SES students decide to not attend college
because of the level of unmet need. These students who chosoe to not attend because of

insufficient aid are left out of the research picture when studying the effects of aid on
retention. Financial aid packages often fall short of covering students' expenses to the
level expected when first accepted, thus the negative effect on retention. It may be too

that attractive financial aid packages can cause applicants to lose sight of the importance
of institutional fit in the college selection process (St. John, 2000, Spring). Financial
awards are often used as well to attract students for reasons such as diversity, athletic

skill, musical talent, and legacy preferences. This may result in a mismatch between
academic ability and institutional standards, leading to lower rates of graduation for
students in this financial aid group (Light & Strayer, 2000).

Tinto (1993) theorized that students frequently cite financial reasons for departure
when other unrelated issues tip the cost/benefit analysis away from persistence. The
students may be bored and unengaged and therefore feel that the financial burden is not

worthwhile. Levitz et al. (1999) reported finding this same disparity in surveys of
withdrawing students. Students frequently list surface reasons for departure such as

money, time, or personal reasons. Cope and Hannah (1975) found that family income was
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not highly correlated with attrition even when students cited financial difficulty as the
cause. They speculated that students perceived inadequate finances as a more socially
acceptable reason for leaving higher education than other possible causes. Astin (1975)

said there is a ".. .natural tendency to rationalize behavior which might be regarded by
others as evidence of failure" (p. 14). Leonard (2009) found departing students cited
financial difficulties as their number one reason for leaving followed by lack of
motivation. Persisters cited their number one reason for being retained as motivation

followed by academic ability with only one persisting student citing financial support as
the most important reason for their staying. This would seem to indicate that motivation
prevails over economic difficulties.

Baum et al. (2008) and Seidman (2005) both proposed that although the influence
of financial aid on persistence is positive, its effect is small and indirect. Sufficient

financial aid, by reducing the number of hours worked, was able to facilitate peer
interactions, increase time for studying, and ability to participate in extracurricular

activities. These occurrences in turn result in greater integration into the institution,
higher levels of satisfaction, and increased intellectual development which in turn
promote persistence.

What we do know is that the cost of attendance and makeup of financial aid

awards is shifting. Over the last decade tuition has more than doubled and outstripped
inflation in large part due to a shift from taxpayer support to reliance on income derived

from the students (Mortenson, 2007; Schuh, 2005). Growth in family income has

slowed. More students than ever before rely on financial aid to attend college. And by
2004 federal policy had shifted to the point that only half of federal aid was awarded on
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the basis of need. By default this says that the other portion was awarded on a basis other
than need (Mortenson, 2007). At the same time, there has been a shift away from grant to
loan-based aid which currently accounts for slightly over half. In 2007, 60% of those

graduating with a bachelor's degree had student loans averaging $22,700 (College Board,
2008a). At the same time federal Pell grants, which focus on the most needy of students,
continued to fall in both dollar amounts awarded and in the portion of expenses covered
(College Board, 2006). Paulsen and St. John (2002) found a negative relationship for low
income students between both loans and grants which they speculated was because both
fall short of meeting student needs.

And sadly, according to Sacks (2003), a survey found that of participating fouryear institutions, 29% granted aid based on need, 32% granted aid based on ethnicity or
minority status, and 57% offered aid to the "academically talented" students who tend to

come from affluent families..." (p. B10). McPherson and Schapiro (1998) found "that
non-need aid comprises more than half of all institutionally based aid at public schools

and about one-fifth.. .at private schools" (p. 130). Even when awarding aid based on
need, institutions often extend offers ranked on merit, or academic measures, not just to

reward the more able to but to make sure awards go to those most likely to benefit from
them (graduate) (Baum & Lapovsky, 2006; Russo, 1999). Russo characterized merit
based scholarships as often based on the Robin Hood theory. Merit scholarships,

otherwise known as institutional grants, act as discounts for gifted students paid out of
funds in large part derived from the tuition paid by other students. In 1997, Congress
established the Cost Commission charged with reviewing college costs and pricing.
Their finding was that one of the driving costs of rising tuition was institutional financial

79

aid (Russo). Horn and Peter (2003) and Mortenson (2007) found that less selective
institutions were more likely to award institutional grant aid based on merit than were
highly selective institutions. One can theorize the reason for this may be trying to
improve the characteristics of incoming classes to attract more able students which the
highly selective institutions may not need to do.
For the purposes of the study at hand, information wasdrawn from the student
record system using the two measures of Pell Grant eligibility and Pell Grant dollar
amount awarded. According to Heller (2003) and Carey (2004), Pell Grants are a better

indicator of need than the often used designation of eligible for financial aid, which can
include non-means-tested forms of aid, including unsubsidized loans, privately-originated
loans, and merit scholarships. In 1999-2000, the median income of dependent Pell Grant
recipients in four-year institutions was less than half that of students who received any
form of financial aid (Heller). Financial aid packages will vary over one's academic
career but Pell Grant eligibility and awards can be used to identify those students with
greatest need.
Type ofHigh School and Perceived Quality

Writ et al. (2003) found those who attend a private school inthe 8th grade were
almost twice as likely to earn a bachelor's degree as those in public schools. This may be
attributed in part to a correlation between attending a private school and high socio
economic status. One difficulty rests in that the most commonly used measure of SES is
the number of children receiving free and reduced lunches under the National School

Lunch Program (NSLP) to which many private schools do not subscribe. Moreover it is
hard to disintegrate SES from other variables that may attribute to higher achievement
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such as motivation and parental involvement. On average private schools tend to have
smaller enrollments, smaller class sizes and lower student-to-teacher ratios. Private

school teachers also report higher levels of motivation and job satisfaction than their
public school counterparts due to greater freedom (Alt & Peter, 2002). Even students

from lower SES may attend private schools, especially those with a religious affiliation,
if their parents ascribe enough importance to it and are willing to make the necessary
sacrifices. Either way, students in private schools appear to have an advantage whether it
is value ascribed to education or the benefits of high SES. Although it may be easy to
identify students who graduated from a private high school, without longitudinal
information, it is difficult to know how many students graduated from public high
schools but attended private elementary and middle schools. Many of the smaller private
schools only go through eighth grade.

On a related subject, Astin (1975) found students' ratings of the academic quality
of their high schools to add significantly to estimates of attrition. Students who rated the
quality of their high schools as low were in turn less likely to be retained. He found the

students' own ratings of quality to be fairly predictive suggesting students themselves are

able to recognize differences in the academic quality of their schools. Not only do many
institutions recalculate HSPGAs (National Association for College Admission

Counseling [NACAC] 2006; Rigol, 2003) but many also assign quality ratings to high
schools based on grading practices, standardized test scores, percentage of graduates

going to college, qualifications of its teachers, availability of AP courses, and variety of
courses offered (Rigol; Tarn & Sukhatme, 2004).
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First-Generation Students

First-generation college students are those who are the first in their family to
attend college; neither parent has completed more than a high school education
(McConnell, 2000). Almost half of today's college students are first-generation (Engle,
Bermeo & O'Brien, 2006, December). First-generation college students experience

multiple obstacles to pursing higher education compared to those faced by continuinggeneration students. For example they are more likely to be minority status, low income,
and not as well prepared academically to pursue higher education (Nunez, CuccaroAlamin & Carroll, 1998). Ishitani (2003) found that even after controlling for factors

such as race/ethnicity, gender, HSGPA and family income, the risk of attrition was 71%
higher for first-generation students.

First-generation students entering college are typically not as well prepared
academically, socially, or in the information gathering or application processes. They
receive less financial and emotional support, hold lower degree aspirations, and have

lower rates of persistence (Kowalski, 1977; Pascarella et al., 2004). Parental education
and income are intertwined and both are strong predictors of children's educational

attainment (College Board, 1999; Warburton et al., 2001). Choy (2000) found the
relationship between parental education level and low income status was inversely
related. "As the parents' education increased the percentage who were low-income
decreased" (p. iv). Students for who.neither parent finished high school were over four
times more likely to come from a low income family than students for whom at least one
parent had attended college. First-generation students were also more likely to be the
member of a minority group (Choy, 2000; Horn, 1995; Striplin, 1999; Warburton et al).
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Socio-economic status and parental education are discussed elsewhere but here we will
explore some of the risk factors associated with first-generation status.
As early as eighth grade students report differing educational expectations based
on whether their parents have attended college. Not only do first-generation students
have lower educational expectations but they are less likely to complete the necessary
steps to attend college such a taking rigorous coursework in high school (Choy, 2002;
Warburton etal., 2001).

Because of their knowledge and experience, parents with college degrees may be
better able to provide college planning information and resources than parents with less
education. Because college-educated parents have experienced college themselves, they

help keep their children on schedule by taking appropriate courses, preparing for college
admissions tests, applying for scholarships and financial aid, visiting college campuses,
and submitting college applications. Many parents, particularly those who have not
attended college, may not have the necessary tools to assist their children with college
planning (Institute for Higher Education Policy, 1998). These parents may have high
educational expectations for their children but lack information and knowledge about

what their students need for college readiness, planning, and success.
Parents who have not attended college are less likely to discuss college with their

children (Horn & Nunez, 2000). This is true even among high-achieving students. These
parents are also less likely to obtain information about specific colleges, pursue
educational opportunities for their children, or complete financial aid forms. Poor

families and those from underrepresented groups (minorities) are much less likely to have
sufficient familiarity with educational systems, and to have access to information and
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resource networks (Gandara, 2001). Parents who lack college planning information must

rely primarily on the high school to provide the resources necessary for college
exploration, planning, and decision making. Greater parental involvement in college

planning may also involve instilling strong educational values and the desire to go to
college. Parents who have not attended college cannot provide students with a support
system for navigating higher education. For many first-generation students this only
serves to increase the usual anxieties and difficulties faced by all incoming students
(Pascarella et al., 2004; Terenzini, Springer, Yaegaer, Pascarella & Nora, 1996).
First-generation status makes a difference in choice of institution. Pascarella et

al., (2004) found these students less likely to apply to selective institutions than were
their peers with similar academic credentials. They found that more than half of the
students entering community college were first-generation.
First-generation students are more likely than their counterparts to attend part-

time, delay matriculation, be employed full-time, and take remedial courses. These
students were also far more likely to drop out, transfer (Warburton et al., 2001) and take
longer to graduate (Wei & Horn, 2009). They are also less inclined to pursue graduate
education (Pascarella et al., 2004). Studies have shown that rigorous coursework and

high standardized test scores reduce the rate of departure (Warburton et al.), but that
continuing-generation students still continue to have higher rates of graduation (Thomas,
2007; Warburton et al.).

Pascarella et al., (2004) found first-generation students also tended to complete

fewer hours as freshmen, studied fewer hours, worked more hours per week, and
perceived a lower amount of faculty concern for them. They had lower cumulative
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grades than their counterparts, perhaps because of working more hours. Engagement in
academic activities and high levels of social involvement had a strong positive effect on

graduation for this particular group. Likewise, Matinez, Sher, Krull and Wood (2009)
also found first-generation students more likely to work part-time, even full-time, during
college and to have lower college GPAs than their peers.

I had intended to draw the designation of first-generation status from the FAFSA.
It later turned out that FAFSA information was only available post-fall 2006. On the
FAFSA parents are asked to report the highest level of education completed for both the
mother and father ranging from middle school/junior high school, high school, college or
beyond, and other/unknown. Because of the limited options I would not have been able

to identify parents who may have completed some college but not earned a degree as they
might have selected either high school or other/unknown. I would also not have been
able to distinguish between levels of degrees earned. Even had the FAFSA information
been available its usefulness would have been severely limited by the manner in which it
was collected.

Race/Ethnicity

The term minority student in higher education is commonly associated with those
groups which are underrepresented within the college population, namely African
Americans, Hispanics, and Native Americans. Asian Americans are not included because

they are actually over-represented in the college population. Minorities are non-White
and non-Asian (Casement, 2001).

There is wide disparity in college enrollment and graduation rates between White
students and minority students (ACT, 2003, May 28; Adelman et al., 2003; Astin &
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Oseguera, 2005a; Greene & Forster, 2003; Swail et al, 2003; Writ et al., 2003). With the
exception of Asian American students, overall fewer minority students graduate from

high school, continue on to college, and persist to graduation. Those who graduate take
longer to complete their studies (ACT, 2003, May 28; Astin & Oseguera, 2005a; Greene
& Forster, 2003; NCES, 2002; Oseguera, 2005; Writ,et al.). Years of targeted financial

aid programs and affirmative action policies have done little to bridge the gap. This may
be because the causes of disparity do not happen in college but years before in the K-12
system (Greene & Forster, 2003). Greene and Forster have offered an interesting analogy
on this issue.

The public school system can be thought of as a pipeline. Students should

flow from the start of the pipeline (entering preschool or kindergarten) all
the way through to the end (graduating high school prepared for college).
The problem is that too many minority students "leak" out of the pipeline
along the way. Improving student financial aid or making affirmative

action policies more aggressive is like opening the spigot at the end of the
pipeline wider. It has no effect on the flow of minority students into higher

education because the problem isn't blockage at the end of the pipeline;
it's leakage in the middle. To be effective, any strategy for increasing
minority representation in higher education has to focus on fixing the
leaks in our public school system, ensuring that minority students graduate,

from high school with the skills needed to be ready for college. (| 8)
From the beginning many minority students suffer from poor quality schools, low

SES, first-generation status (Astin, 1985), alienation (ACT, 2003, May 28; Tatum, 2004;
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Willingham & Breland, 1982), English as a second language, lack of role models, and
lack of encouragement (Mortenson, 2007). All of these factors taken together help to
account for lower enrollments, higher dropout rates, and longer length of time to

graduation among minorities (except Asian Americans) (Astin & Oseguera, 2005a).
In light of the above, Chen and DesJardins (2008) came to the conclusion there
was not a significant difference in retention based on race/ethnicity after controlling for
other factors. While Murtaugh, Burns, and Schuster (1999) found that after controlling
for academic ability and other risk factors Black students were actually more likely to be
retained than White students. Rivkin (1995) confirmed this and theorized that Blacks

may be more likely to be retained because of a higher economic return on investment
awarded them in the job market.

According to Greene and Forster (2003) and the U.S. Department of Education
(2008) about half of all Black and Hispanic students in public high schools will graduate.
Of those that graduate many are neither prepared to enter the workforce or to be
successful in college (Achieve, Inc., 2004; Conference Board, Inc., 2006). Greene and

Forster found about 20% of Black and Hispanic students have completed the necessary
classes to be considered college ready. This alone prevents many from meeting the
minimum entrance requirements. They also found almost all Black and Hispanic
students who had completed the necessary classes to be college ready actually enrolled.
This suggests it is course taking patterns more than unmet financial need that keeps,
minorities out of college. Of those who do continue on, Black and Hispanic students with
the same HSGPA as White students are not equally prepared (ACT, 2003, May 28;
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Greene & Forster), thus the predictive value of HSGPA and standardized test scores on
first year GPA is much lower as well (Noble, 2003)

The racial disparity in educational attainment presents a growing problem in the

future as the college age population shrinks (Murdock & Hoque, 1999) and is made up of
an ever-increasing number of minority students (Aud et al., 2010, Mortenson 2007;

National Center for Public Policy and Higher Education, 2005, November; Prescott,

2008; Snyder & Dillow, 2010). College remains the best hope for economic parity and
career opportunity for this group (Carey, 2004).

There were several sources for race/ethnicity information in my study. Both the

general admissions application and the ACT Interest Inventory ask students to identify
themselves by race/ethnicity. Both sources represent voluntary information and not all

students may choose to identify themselves by such. The Ferris student application has
fewer choices and slightly different categories than those used by the ACT Interest

Inventory. The latter source will be used as it corresponds to the Federal Government's
standards and also allows students to select more than one option for race/ethnicity. The

ACT Interest Inventory asks students if English is the most frequently spoken language in
their home. This information was included my study although it may have been slightly
ambiguous as English could be the most frequently spoken but still be a second language.
Residential Factors

Distance from home. Mattern and Wyatt (2009) did a large-scale research project
to find out just how far from home students enroll. One of their findings was that
parental income, parental education, HSGPA and test scores all increase the distance
from home. They found the median distance traveled to college was 94 miles and was
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directly influenced by SES. About 72% of students attended schools in their home state,

about 12% attended schools in a bordering state, and the last 16% attended schools in a
non-bordering state. Students with the highest SES, HSGPA, and test scores traveled the
furthest, probably because they had the most options available to them. Students from
the lowest SES segment traveled an average of 63 miles to college. Several researchers

have found that for low SES students, one of the primary criteria for selecting an
institution is proximity to home (Mattern & Wyatt; Paulsen & St. John, 2002). A review
of the current literature did not find a relevant link between distance from home and

student persistence.

Because of the nature of Ferris State University, it draws many local attendees in
its role as a community college and others from far away to who enroll for unique
offerings such as Professional Golf Management and advanced studies such as the
College of Pharmacy. FTIAC students who live within a 50-mile radius from the center
of campus and reside in the permanent home of a parent can choose to commute rather
than live on campus. Kendall College of Art and Design in Grand Rapids, which joined
Ferris in 2000, does not offer student housing, and therefore all its students are
commuters.

Residence at college. Multiple researchers have found a positive correlation
between living on-campus and retention (Astin, 2005; Confer & Somers, 2000; DuBrock
& Fensk, 2000, May; MLSSC, 1987; Oseguera, 2005). This is the key reason, not
institutional finances, that most traditional institutions require students to live on-campus
the freshman year or beyond (Braxton & Lee, 2005). First-to-second year attrition has
been shown to be significantly reduced by residential living (DuBrock & Fensk). This is
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important since the highest student attrition occurs then (Lotkowski et al, 2004; Tinto,

1993) and drops substantially thereafter (Levitz et al., 1999). Residential living should
promote social integration, which several researchers have found to be an important
component in retention because it increases institutional commitment (Kennedy,
Sheckley & Kehrhaln, 2000, May; Lotkowski, et al., Williamson & Creamer, 1988).
Strong social networks may encourage some marginal students to continue (Kennedy et
al.) while lack thereof may be one of the reasons students in good academic standing
decide to depart (Lotkowski et al.).

Although all this may be true it is important to recognize at the same time that
distance from home is strongly influenced by SES, with low SES students enrolling
closer to home and more likely to be commuters (Mattern & Wyatt, 2009; Paulsen & St.
John, 2002). Both being low SES and commuting increase student attrition. Commuters

tend to be more closely connected with the external environment which may pull them
away from institutional commitments and reduce forging internal social networks (Bean
& Metzner, 1985). Commuter students tend to spend less time on campus, form fewer

friendships, have less contact with faculty, and participate in fewer extracurricular
activities than residential students (Bean & Metzner). Nora et al. (2005) found students

who could afford to live on campus were much more likely to persist, even past the first
year. For my particular study, the student record system contained information on
whether a FTIAC student had a housing contract or not their freshman year.
Hometown. Both Astin (1975) and Tinto (1975) found a correlation between the
size of a student's hometown and the size of the institution attended. This interaction

only occurred at the extremes. Students from large urban areas attending colleges with
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enrollments of less than 500 were less likely to be retained. Students from rural areas and
small towns enrolled in institutions of over 20,000 were less likely to successful. The

most likely explanation here is culture shock. Lotkowski et al., (2004) later found no
relationship between institutional size and retention while Ishitani and DesJardins (2002)
found higher attrition in institutions of fewer than 10,000 students compared with those

of over 20,000. In the later study, vast sociological changes that have occurred in the
past three decades may have negated this predictor variable.
Spady (1971) found that intellectual and cultural growth appeared to be greatest
for students with strong intellectual orientations from small towns with limited cultural

opportunities. This development was based on exposure to the general curriculum as well
as interactions with faculty and involvement in extracurricular activities. This positive
attitude toward learning appeared to be crucial in intellectual development while previous

academic preparation was more predictive of grade point average. Although grade point
average plays a large role in student satisfaction there is also a need on the part of
students to feel intellectually challenged.

Students were asked on the ACT Interest Inventory to select the size of their
hometown. Again, this section of the ACT is voluntary, some students may chose to not
fill it out, and those who do may be different than the students who do not. There are two
other concerns regarding the information. The first is whether the students, most of which
are juniors in high school, would actually know the population of their hometowns. The
second is the wide range within some of the size categories. A related question asks
students for the size of their graduating class. We can place more confidence in
responses to this question as students are very likely to know this information.
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Personal Attributes and Behavioral Traits

In the early stages of retention research, Bean and Covert (1973) theorized that
while academic measures were useful in predicting dismissals, personality attributes
would be more predictive of those who withdrew in good academic standing. Indeed the
highest student attrition occurs between the first and second years of study and is strongly
influenced by freshman grades (Lotkowski et al., 2004; Tinto, 1993). After the first year,
students in good academic standing (above a 2.0 GPA) tend to depart an institution
voluntarily for reasons unrelated to their grades (Cope & Hannah, 1975; DesJardins,
1999; Lotkowski et al.; Willingham & Breland, 1982). Lotkowski et al. found that the
best model for predicting college success was when SES, HSGPA, and ACT scores were
combined with institutional commitment, academic goals, social support, academic selfconfidence, and social involvement.

Researchers suggest that the gap between prediction models and actual rates of
persistence based on common admission criteria may be attributable to characteristics
such as self-confidence and the ability to build social support networks (Lotkowski et
al.). Spady (1971) found that social success in high school was predictive of the ability to

form close friendships in college. Later, Cabrera, Burkum and La Nasa (2005) found that
encouragement and the support of both friends and family increases a student's chances
of success. Personality traits may influence compatibility with certain career choices too.
Consider the changes of success for a highly introverted individual in the field of sales

and marketing. These findings help explain why the two most widely used measures,
HSGPA and pre-collegiate standardized test scores, account for about half the variance in

first year grades, but very little after that (Stern & Briggs, 2001).
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Numerous researchers have studied a link between personality traits and

persistence. Dugan (1999) found students' belief in their ability to succeed a powerful
predictor of success and that extroversion played a positive role as well. Zhang and
RiCharde (1998) along with Massey and Mooney (2007) found a strong sense of selfefficacy to increase persistence. Bean and Eaton (2000) describe self-efficacy in a
cyclical fashion - feedback on a student's success builds confidence, which in turn

further raises their educational goals. ACT (2001) found a positive relationship between
extracurricular activities and college success. One might argue that the level of

involvement in extracurricular activities could be used as a good proxy for extroversion.
Lack of involvement in extracurricular activities does not always translate into

introversion or lack of social skills though, because circumstances beyond a student's
control may have limited their opportunities to participate (Willingham & Breland,
1982).

Both Robbins et al. (2004) and Chemers, Hu, and Garcia (2001) found a

significant and direct relationship between academic confidence and expectations with
subsequent academic achievement. Chemers et al. theorized that students with high selfefficacy are likely to persist longer in solving a problem, employ more efficient decision

making strategies and see demanding situations as challenges rather than threats. They
also found a positive relationship between optimism, academic achievement, and social
adjustment. Optimistic students reported less stress and loneliness and higher levels of
social support and general well-being.

Bandura (1997) came to the similar conclusion that "perceived self-efficacy.. .is a
better predictor of intellectual performance than skills alone" (p. 216). He found that
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.. .those with a high sense of efficacy were more successful in solving

conceptual problems than [those] of equal ability but lower perceived
efficacy. The more self-efficacious students at each ability level managed
their work time better, were more persistent, and were less likely to reject

solutions prematurely....Efficacy beliefs contributed to accomplishments
both motivationally and through support for strategic thinking, (p. 215)

Kowalski (1977) found six significant academic characteristics between persisting
and non-persisting students. Persisting students reported having greater academic skills

such as good study habits, participating in classroom discussions, better attendance, more
interest in school, and frequent library use. Farkas, Sheehan, and Grobe (1990) suggested

that personal attributes such as attendance, punctuality, demeanor, effort, work habits,
participation, organization, and student/teacher interaction may be reflected in grades.
Although test scores and homework are weighted heaviest in assigning course grades the
other non-cognitive behaviors are incorporated as well.
Attendance was the most instrumental of all non-cognitive behaviors in

determining final course grades. By including these factors in assigning grades teachers
are reinforcing their importance. All of these behaviors, and in particular attendance, are

also important to success in college. They theorized that students with higher HSGPA
exhibit these behaviors to a greater degree.
They also theorized that certain ethnic groups, such as Asians, because of
acculturation are more cooperative, put forth more effort, and have more positive
student/teacher interactions helping to account for greater academic success amongst this
group. They suggested the same to be true of females. They are less likely to exhibit
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disruptive behavior than males contributing to the slightly higher grades achieved by
females in general.

Lleras (2008) has further suggested that students exhibiting these types of noncognitive behaviors (such as attendance, effort, participation, and organization) actually
learn more in their courses. She also found involvement in extracurricular activities to be

a predictor of success in college. She theorized that the positive relationship between
socio-economic status and educational attainment is more a reflection of the quality of

schools (higher income areas have higher quality schools) than any other factor. Many
low income and minority students are concentrated in the lowest-quality schools, which
have diminished opportunities for extracurricular participation. Further research would
be needed to separate the effects of socio-economic status from those of school quality
and reduced opportunities for extracurricular participation.
Within the context of my study I had several relevant measures available from the
ACT Interest Inventory. Students are asked to share their field of study, confidence in

their choice of major, highest educational aspiration, and estimate of their first year GPA.
Personal Interviews, Written Essays and Letters ofRecommendation
Ever since the U.S. Supreme Court's 2003 ruling in the University of Michigan
cases selective institutions have been searching for ways to promote diversity within the

confines of the ruling. While the court upheld the importance of diversity to the learning
environment it narrowly defined the situations and manners in which race and ethnicity
can be used in the admission process to promote diversity (Schmidt, 2003). The ruling
only effected about one-third of all colleges, those being the most selective, where

applications far exceed acceptances (Schmidt, 2006a). The perception of the general
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public is that those most selective schools accrue distinct advantages to their graduates.
As Justice Scalia ".. .suggested [in a related case] that the fact that some schools have
more applicants than seats indicated they were better than others, and that the students
rejected were being denied an education superior to what they would receive

elsewhere..." (Schmidt, 2006b, p. 2) Associated with this is the debate over use of
standardized tests where there is a negative correlation between scores and some racial

groups. Hence selective institutions are searching for other methods to define, recognize,
and promote diversity, such as evidence of overcoming adversity, which can be linked to
college performance and persistence (Robbins et al., 2004). "Students who demonstrate
the ability to rise above their early lives' social and economic limitations are likely to
face future hurdles with the same determination and perseverance" (College Entrance
Examination Board, 1999, p. 16).
Methods often used to evaluate such criteria are letters of recommendation,

writing samples, and personal interviews. Although such tools add to the prediction
model (Willingham & Breland, 1982) they of course entail a degree of subjectivity
(Willingham, 1985) and greatly increase the cost of, and time required for, admission

decisions (Winter, 2003). Usually only selective institutions where applications far
exceed spaces available require letters of recommendation, writing samples, and personal
interviews. For such institutions the admissions process involves not just rejecting
clearly unqualified candidates but in trying to select from among many highly qualified
candidates (Eckes, 2004, January).

Only a small portion of schools require personal interviews and not all of these

are factored into the admission decision. Some schools require an interview as a way to
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assure the student has an opportunity to learn about the program and institution. Others
may only require interviews for borderline students. (Rigol, 2003; Willingham &
Breland, 1982). There is concern though that requiring on-site interviews may
discriminate against applicants who cannot afford to travel to campus (Willingham &
Breland) or come from disadvantaged backgrounds and are intimated and ill at ease in a

formal interview setting (Rigol). Some institutions address the first concern by having
alumni conduct interviews locally (Rigol).
Letters of recommendation have both their supporters and detractors. Critics
question the credibility of recommendations written without waivers of privacy access or
whether they really add to the prediction beyond that of HSGPA and standardized test
scores (Willingham, 1985). According to one dean,

letters of recommendation have become so devoid of meaningful content
that rarely can an admissions officer put any faith in them. The pattern
reveals on inflation of praise, an overstatement of merit, a conspicuous
avoidance of anything negative, and a boiler plate of sanctimony that is
reminiscent of Victorian poetry, (p. 220-221)

One need also consider that with an average of one guidance counselor per every
284 students in the public school system (NCES, 2002) it is unlikely the counselor knows

a student well or has time to write a recommendation. This is contrasted with the private
school guidance counselor for whom the number of college acceptance offers is a key
performance measure (McMillen, 2003).

In favor of letters of recommendation are those who say a student able to make a

favorable impression on a school counselor or teacher will likely make a similarly
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positive impression in college. A well-written letter may give clues as to how a particular
student may benefit from, and contribute to, the college. On the other hand, poorly
written letters should not be held against a student (College Entrance Examination Board,
1999).

Some of the more selective institutions require essays. These are used as much to

judge an applicant's writing ability as to give admission officers further insight into the
individual and their circumstances (Rigol, 2003). Essays received though the mail
present the special problem of uncertainty over whether a student actually wrote them
(Rigol; Willingham & Breland, 1982) or may have received undue assistance from
parents, coaches, or counselors in the editing (Donehower, 2003). Rigol stated,
One director noted that readers understand that they cannot be 100 %

certain that the applicant wrote a superb essay, but they can be quite sure
that the applicant was responsible for a mediocre one. And most note that
the essay and personal statement need to "fit" the other information they

have about an applicant and that a bogus essay is likely to "jolt", (p. 24)
As a precaution students may be asked to describe the process they used in writing the

essay and sign a statement testifying that the essay is their own work (Rigol). Another
admissions officer expressed disappointment with many of the essays read. She
described them a bland, generic, and safe while revealing very little of the person behind
them (McMillen, 2003). The University of Michigan now requires all undergraduate
applicants to write two essays, one of which asks them to describe how they have

experienced diversity in their lives (University of Michigan, n.d.). Willingham and
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Breland (1982) have pointed out that a student's knowing such information may receive
extra weight in the decision process may jeopardize its legitimacy as well.

Information about use of personal interviews, written essays, and letters of

recommendation is anecdotal and without solid research. They are used largely by the
most selective institutions where applications far exceed acceptances and admission

officers must make distinctions between well qualified and highly motivated students.
Any of these students would probably succeed. They are also used with the goal of
increasing diversity in ways that courts would find acceptable. It is unlikely these tools
will ever find widespread acceptance at the majority of institutions (except selected
programs) because of cost restraints and ample space for all who qualify. There were no
data available in my study to assess the impact of this variable. Use of some of these
tools, though, might find acceptance regarding admission decisions for students who fall

below the minimum standards but might present unusual circumstances.
Extracurricular Activities

Students who participate in extracurricular activities tend to have higher grade
point averages, better attendance records, lower dropout rates, and fewer discipline
problems than the general student population (Brown & Evans, 2002). Participation in

extracurricular activities helps students acquire time management skills through
balancing their school work and activities. These same time management skills are

critical to success in college (Brown & Evans). Willingham (1985) tried adding
variables, beyond the use of HSGPA and standardized test scores, to create a better model

to predict college success. He identified follow-through, persistence, and successful

extracurricular accomplishment, as the most useful supplemental tools. Conversely,
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research suggests that students who spend no time in extracurricular activities are more

likely to drop out of high school, use drugs, become teen parents, smoke cigarettes, and
use alcohol than students who participate in them (U.S. Department of Health and Human
Services, 1995). Hossler et al. (1999) speculated that degree of involvement in
extracurricular activities may be an indicator of overall levels of motivation and self-

confidence. Mattson (2007) found having held a leadership position in a club or

organization a significant predictor of graduation. One has to be reminded though that
applying too much weight to such criteria may be unfair to students who have not had the
opportunity to participate in these types of activities (Willingham & Breland, 1982).
Almost all school districts require students to maintain a certain grade point
average to participate in extracurricular activities, which motivates them to work hard in

school so they can continue with activities they enjoy. Students who at times may
become bored or disinterested in their classes may still come to school regularly, have a
sense of school spirit, and adhere to school rules because of their extracurricular

activities. Participation in extracurricular activities may help students see college in their
future. Colleges often use participation in extracurricular activities as a factor in

admissions decisions and encourage students to participate in these activities on campus,
thus contributing to the campus community (Hayden, 1995).

In the National Federation of State High School Association's (2001) review of
numerous studies across the Canada and the U.S they found that,student participation in
organized high school sports and other extracurricular activities resulted in reduced

disciplinary issues, fewer absences, lower dropout rates, and less frequent engagement in
risky behaviors. They also found these students reported higher levels of satisfaction
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with school, had higher GPAs, higher educational aspirations, focused more on
accomplishments and less on material objects, were more self-confident and self-

disciplined, and had more parental involvement than other students. They also
recognized that most athletic programs set minimum academic standards as a requirement
for participation which served as a motivational factor.

ACT (2001) and Writ et al. (2003) found a positive correlation between

involvement in selected high school extracurricular activities and success in college.
Students who participated in high school instrumental music, student government,
departmental clubs, religious organizations, and/or high school or community service
organizations were more likely to be high achievers than low achievers. They also found

that students' plans for extracurricular activities in college were also related to college
success. Of students who planned to participate in student government, religious
organizations, or campus/community service organizations in college, about 30% were
high achievers in college.

Research shows that involvement in extracurricular activities has a positive effect
on high school student grades, attendance, persistence, and behavior (Brown & Evans,
2002). It is not clear whether involvement in extracurricular activities motivates students,

motivated students are more likely to be involved, involvement reduces free time
available to practice risky behaviors, or if it is a combination of these factors. Some

researchers also believe that outcomes may be higher from some activities than others
(ACT, 2001; National Federation of State High School Associations, 2001; Wirt et al.,

2003) and for those holding leadership positions within the organizations (Mattson,
2007).
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The ACT Interest Inventory includes over 75 questions pertaining to various

extracurricular activities and several questions on leadership as well. Included in my
study were 16 questions related to extracurricular activities. These questions indicate

participation within board categories of activities. Also included was a question asking
students whether they were elected to a leadership position within an organization.
Academic Program

Astin and Oseguera (2005a) have suggested that retention is influenced by major.
Students enrolling "in fields like business, psychology, or other social sciences would be

expected to have higher-than-expected retention rates, whereas those enrolling large
numbers of students majoring in engineering would be expected to have lower-than-

expected rates" (p. 27). Majors such as engineering are thought to be more academically
challenging and in return should have higher attrition. On the other hand, such programs
of study generally have higher admission standards and thus admit better prepared
students which in turn should lead to better retention. In contrast DesJardins, Ahlberg
and McCall (2006) speculated that weak job opportunities or lower than average salaries

may discourage students from persisting in certain majors. While obtaining a degree in
fields such as the liberal arts may be thought less challenging, they often result in a lower
return on investment as well.

The Indiana State Commission for Higher Education (1997) found the highest
rates of retention where in fields such as engineering, technology, agriculture, and

architecture ranging from 62% to 64% while the lowest rates of completion were in
liberal arts at 34%. Possible reasons may be the former have higher admission standards

thus academically stronger students (Astin & Oseguera, 2005a). These majors may have
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pre-programs where underprepared students were eliminated before admittance to the

actual degree path. It may be that strong job prospects and higher than average salaries in

those fields act as incentives for retention as well (DesJardins et al., 2002). Willingham
(1985) suggested that academically weak students are drawn to majors they perceive as
less challenging such as those in the field of liberal arts. If this is true, weaker students

coupled with diminished job prospects and lower salaries (DesJardins et al.) may explain
the disparity in rates of completion between majors. The Indiana State Commission for
Higher Education study supports that theory with more than half of all freshman liberal

arts majors receiving degrees in another field of study compared with only 26% of other
students who change majors.

Lastly, the Indiana State Commission for Higher Education (1997) found the

highest rates of departure among students who entered college as undeclared majors.
This is in direct contrast to Lewallen's (1992) earlier research, using a national database,
which concluded being an undeclared major as a freshman had no influence on
persistence.
Career Aspirations and Educational Goals

A number of researchers have found a positive correlation between degree
aspirations and persistence. The higher the original degree aspiration upon entering
college the more likely a student is to graduate (ACT, 2001; Astin, 1975; Chen &
DesJardins, 2008; Confer & Somers, 1999; Dugan, 1999; Freeman, 2004; Ishitani &
DesJardins, 2002; Lotkowski et. al., 2004; St. John & Starkey, 1995; Tinto, 1993;

Williamson & Creamer, 1988). This is especially true in fields such as medicine where

entry requires a degree. In Freeman's 2004 study on educational equity and gender, she
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found females had higher overall educational aspirations than did males and
correspondingly higher graduation rates. Kowalski (1977) found,

a significant difference between persisting and nonpersisting students
regarding plans about their educational program. It was found that a far
greater percentage of persisters than dropouts were certain and decided

about their educational goals upon entering college. On the other hand, a

far greater percentage of nonpersisting students indicated that they were
uncertain and undecided about their educational goals upon entering
college, (p. 69)

Bean and Metzner (1985) defined education goals as influencing a student's

motivation in three ways: highest degree sought, importance ascribed to obtaining it, and
the likelihood of earning this degree at their present institution (a variable Tinto identified

as institutional commitment). The value a student attributes to earning a degree should
translate into motivation and persistence. Students also need to believe they are capable
of earning that degree through their own efforts (Braxton & Hirschy, 2005).
However, Lewallen (1992) found a difference in aspiring to a degree and certainty
about a major. Many students enter higher education as undecided and many of the

decided will later change majors. Academicians often assume that being uncertain about
a major translates into higher attrition. Lewallen found undecided and decided students

more similar than different and their rates of persistence were the same contrary to

popular belief Being undecided as to major does not translate into being uncommitted.
He posited several reasons for this. Students who enter college confident about their

major may be acting on limited information (DesJardins, Ahlberg & McCall, 2006;
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Lewallen, 1992). Students labeled as undecided may be certain about a major but are
waiting for openings or need to raise their GPA for a specific program of study. Students
may be overwhelmed by the breadth and variety of career choices available and find it

difficult to pick. Students may have received little or no career counseling in high
school. Decided students may have been overly influenced by family members or
teachers to pursue career paths for which they are ill-suited and later change (Lewallen,
1992).

Several factors connected to educational aspirations appear to influence retention.

The higher students' educational goals the more likely they are to succeed (ACT, 2001;
Astin, 1975; Chen & DesJardins, 2008; Confer & Somers, 1999; Duggan, 1999;
Freeman, 2004; Lotkowski et al., 2004; St. John & Starkey, 1995; Tinto, 1993;

Williamson & Creamer, 1988). Related to this is the importance ascribed to a degree in
the field they wish to enter. A certain level of self-confidence in one's ability to achieve
the degree and commitment to earning it from one's institution also appear to be
important variables (Bean & Metzner, 1985). Within my study sample I was able to

compare self-efficacy and educational goals with graduation rates to test these theories.
Institutional Fit and Selectivity

Early in the college application process students tend to self-select, meaning they
narrow their search to schools likely to accept them that are within their financial means
and the desired distance from home. In this initial screening they are likely to consider
ethnicity, size, social atmosphere, and socio-economic status as well. Over the past
decades finances have played an increasingly greater role in the college decision.
Students are applying to multiple institutions with many declining their first-choice
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college in favor of a less preferred option with a better financial aid package (Pryer,
Hurtado, DeAngelo, Sharkness, Romero, Korn & Tran, 2009). At the same time there has

been a shift toward increasing admission standards among all institutions except the
highly selective. Given the current cost of education this becomes troublesome for those
students at the lowest income levels because it could lead to more limited educational

choices for them (Postsecondary Educational Opportunity, 2003, October 30).
In the process of selecting institutions it would appear that first-generation

students are at a disadvantage (Tinto, 2004; Kinzie et al., 2004). They are less likely to
apply to selective institutionsthan their peers with similar academic credentials and they
are far more likely to begin at a community college (Pascarella et al., 2004). Community
colleges typically have much lower admission standards and accept greater numbers of

underprepared students. Many of these students falsely perceive that open admission is
equivalent to low academic standards leading to unrealistic expectations (Kirst &
Venezia, 2004). Cabrera, Burkum, and La Nasa (2005) found that for the lowest SES

students, particular institutional choice made the most difference. For this group of
students starting at a four-year institution dramatically increased their chances of success.
One may assume that a large portion of students attending two-year schools

intend to later transfer to four-year institutions, thus decreasing institutional commitment.
This is problematic in that building social networks and commitment to an institution

have been found to have a positive impact on persistence (Kennedy et al., 2000, May).
Whether it can be attributed directly to institutional fit or not, Astin and Oseguera
(2005a), found that after adjusting for expected completion rates of entering freshmen,

based on academic preparation and other characteristics, students attending private
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institutions had slightly better than expected rates of retention while retention rates for
those attending public institutions were less than expected. Willingham and Breland
(1982) found that,

In most instances the attrition rate followed the expected rate fairly
closely, with two clear exceptions. Almost twice as many minority
students dropped out during their freshman year, compared with the
expected rate. For alumni sibling, the actual attrition rate was almost half
the expected rate. Neither result is surprising and may possibly reflect a
common influence: degree of perceived affiliation with the institution.

The alumni sibling group contains many students who have a brother or
sister on the same campus. On the other hand, it is well known that some
minority students feel alienated on college campuses that are very
different from their backgrounds, (p. 151)
Williamson and Creamer (1988) also found that student background
characteristics (such as gender, race/ethnicity, socio-economic status, aspirations, ability,

and HSGPA) were most influential in determining overall goal commitment, which in
turn directly affected overall system persistence. They also found that academic and
social integration played an influential role in persistence decisions at an institutional

level. Likewise, Kennedy et al. (2000, May) found that many students persisted despite
poor academic performance because of the social networks they were able to build and
feelings of fit with their institutions. Lotkowski et al. (2004) supported this with their

findings that students in good academic standing who lacked institutional commitment
were more likely to depart. They found no relationship though between institutional size
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and college retention. Astin (1975), on the other hand, found students from small towns

persisted better in small schools. He also found students improved their chances of
success by attending schools with students of similar backgrounds.

Lastly, Light and Strayer (2000) presented some interesting findings regarding the

effect of institutional fit on success. They found that although low-quality (less selective)
institutions may have lower academic standards that are easier for underprepared students
to meet they are also less likely to provide the same academic support services such as

academic counseling, faculty input, and positive peer support as did high-quality (more
selective) schools. Less able students were able to graduate at higher rates from low

quality institutions while high ability students decreased their chances of success. They
concluded that the match between student ability and college quality has a significant
effect on graduation.

The two variables in this discussion related to my study were whether institutional
fit and size of the hometown had any correlation to success. Students were asked to

report their race/ethnicity, population of their hometown, and size of their graduating
class. Ferris State University is located in an area best described as rural. It could be

characterized as a haven for the nature lover and outdoor enthusiast but offering little for
those seeking urban amenities and activities. Students from smaller towns and schools

may feel more at ease while those from large urban areas may be bored or frustrated by
the same. Both the community and the institution have a small minority population.
Minority students in particular may feel alienated by the lack of similar students,
appropriate community services, and limited faculty role models.
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Chapter II Summary

We know despite the fact that retention is the most studied aspect of higher

education (Seidman, 2005; Tinto, 2006) graduation rates continue to decline (Astin &
Oseguera, 2005a) in part due to the fact that more students than ever continue on to

college increasing the range of abilities and backgrounds they represent (College Board,
2008b; Planty et al., 2008). About 33% of those entering higher education will drop out

after the first year (ACT, 2005), and only 60% will have graduated by the sixth year
(Snyder & Dillow, 2010).

Several key pieces of legislation directly impact retention issues. The Higher
Education Act of 1965 and its 1972 reauthorization, which added the Basic Educational

Opportunity (Pell) Grant, were instrumental in opening the doors of higher education to
all students regardless of income (Strach, 2009), creating a more diverse and less

prepared student body (Berger & Lyon, 2005). This was followed by the Student RightTo-Know and Campus Security Act of 1990, which mandated that every institution

receiving federal funds report their graduation rates to the public every year. This
particular piece of legislation is responsible for retention being the most studied aspect of
higher education today (Seidman, 2005; Tinto, 2006).

Although some schools do better than others at retaining students, the graduation
rates at individual schools are far more dependent on the characteristics of entering

students (Astin & Oseguera, 2005a). Given this and the fact that much of the existing
research is based on models that no longer reflect the current student population (Braxton
et al., 2004) have led some researchers to suggest that study of the interaction between
specific types of students at specific types of institutions would be far more useful
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(Berger & Lyon, 2005). This is especially true since much of the existing research is

based on major studies dating back to the 1980s and early 1990s before today's FTIACs
were born (Adelman, 2004; Astin & Oseguera, 2005a; Pascarella et al., 2004; U.S.
Department of Education, 1990).

The background characteristics most commonly used to make decisions regarding
student admissions and subsequent retention can be segmented into the broad categories
of academic preparation, personal attributes, and demographic characteristics (Astin &
Oseguera, 2005b). These can be further broken down. In the case of academic

preparation included are HSGPA, standardized test scores, class rank, high school
curriculum, AP coursework, and remediation. Almost every aspect of student variables

used is surrounded by critics, issues of fairness, and questions of validity. Exactly which
selection tools are used by a particular institution depends on the number of applicants;
whether the goal is to admit all students who qualify with a reasonable chance of success
or making determinations between well qualified applicants for a limited number of seats.

The more competitive the process, the more selection tools are employed.
Some variables that would seem straightforward at first glance upon further
investigation yield mixed results. A good example is the proliferation of AP courses

which are popular with schools, teachers, parents, students, and lawmakers (Klopfenstein
& Thomas, 2009), and the growth of which has been spurred on by lawsuits (Geiser &

Santelices, 2006), No Child Left Behind (Klopfenstein & Thomas), and ratings like
Newsweek's America's Best High Schools (Mathews, 2010, July 13). All of this undue
pressure results in schools diverting resources to offer more and more AP courses

(Santoli, 2002) and straying further from the original intent of the program. It just does
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not make sense that the fastest growing part of the high school curriculum is AP courses

while the fastest growing part of the college curriculum is remedial courses (Education
Trust, 2001).

Given all of this, there is still a great deal we do not know about what makes a

difference for an individual student at a specific institution. Although Micceri (2001,
June) found HSGPA the single greatest predictor of first year grades with a correlation of
.45 ,that still leaves about half the variance unexplained (Stern & Briggs, 2001). About a
third of students will depart after the first year (ACT, 2005) based mostly on grades
(ACT, 2008; Lotkowski et al., 2004; Tinto, 1993) but for those who remain attrition is

halved each subsequent year (Levitz et al., 1999). Most students who depart after the
first year do so voluntarily for nonacademic reasons (Cope & Hannah, 1975; DesJardins
et al., 1999; Lotkowski et al.; Willingham & Breland, 1982). The search continues for

predictors that would decrease the amount of unexplained variance between precollegiate variables, graduation, and voluntary departure. Let us now turn to chapter III
in which I detail the methods utilized in my study.

Ill

CHAPTER III
METHODOLOGY

Purpose Statement

The purpose of this quantitative study was to determine which pre-admission
variables are predictive of graduation with the goal of adding to the body of existing

research. These variables include not only academic preparation but personal attributes
and demographic characteristics as well. One issue this study sought to determine was if
there were any personal attributes and demographic characteristics that might indicate
students who are more or less likely to do well than their academic preparation would

suggest. This study was unique in that it followed one public university as it transitioned

from an open-enrollment institution and instigated progressive admission standards.
A substantial portion of existing research is based a small number of large-scale

pivotal studies which date to the back to the early 1970s, 80s, and 90s (Adelman, 2004;
Astin & Oseguera, 2005a; Pascarella et al., 2004). The landscape of higher education has

changed considerably over this time frame, including a substantial increase in the cost of
higher education, shifting financial aid policies, student body diversity, and increased
grade inflation. Additional research using current student data is therefore important.
Research Questions

The following research questions were explored in this research study.

1. Of all first-time-in-any-college (FTIAC) students admitted to the University under
three different admissions policies (AY 1999-2001, 2002-2003, and 2004-2005),
how many graduated?
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2. For each group of students, to what extent did the following variables predict the
year-to-year retention as well as their graduation?

(a) pre-admission academic preparation (as measured by HSGPA, class rank,

standardized test scores and sub-scores, AP coursework, and CLEP equivalency
or dual enrollment credit

(b)personal attributes (as measured by high school involvement in extra

curricular activities, confidence in major, educational goals, and rating of high
school quality, previous work experience, and self-efficacy); and

(c ) demographic characteristics (as measured by size of hometown, proximity to
campus, residence at school, level of financial need, social-economic status, type
of high school, race/ethnicity, gender, predominance of English at home, and size
of graduating class)

3. To what extent were there relationships between these variables and graduation in
particular fields of study?

4. Of such variables, what commonalities existed among students who had been
admitted under an open enrollment policy and graduated, but who would not have
been admitted under the current selective admissions process?
Study Site

Ferris State University was founded 1884 in Big Rapids, Michigan by
Woodbridge Ferris as the Big Rapids Industrial School. In 1949 the school was given to
the State of Michigan and after several interceding name changes the institution became

Ferris State University in 1987 (The History of Ferris State University, n.d.). Big Rapids
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is a small town of between 10,000 to 11,000 residents located in a rural area of rolling
hills and farmland on the west side of the state (CityTownlnfo, 2011).
Ferris currently has over 11,000 students enrolled on the main campus plus
additional off-campus sites throughout the state. The school offers over 180 programs
ranging from associate to doctoral degrees in nine different colleges including Kendall
College of Art and Design in Grand Rapids, which joined Ferris in 2000. Ferris is unique
in its "heritage of opportunity and career-oriented degrees...." along with small class
sizes and hands-on learning (About Ferris State University, n.d., f 2).
Throughout its history Ferris was an open-enrollment institution with minimal
admission standards within the limits of capacity. Specific academic programs did
however hold students to higher admissions criteria. In the spring of 2001 the University
adopted new admissions standards, which were initially implemented during fall 2002,
with planned incremental increases every two years until they reached their final levels
for fall 2008 (Admission Standards Review Committee, 2001). Following the increase

for the fall 2006 standards, institutional research revealed that implementing further
increases (as planned for fall 2008) would simply reduce the number of qualified students
without significantly increasing retention. Therefore, further increases in admission
standards were halted, and today's admission standards are those reached in fall 2006,

including an ACT composite of 17 or higher, or a HSGPA of 2.5 or higher (Ferris State
University Board of Trustees, 2011). Because Ferris State University serves as the
community college for Mecosta County and the four surrounding counties, provisions
were included to provide continued opportunities for students who did not quite meet
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those standards. Such applicants may be considered for conditional admission to certain

programs or admission to the Collegiate Skills Program, and/or the University College.
Within my study, three groups of students were examined, as determined by the
admission standards in place at the time they were admitted. The three groups of students
are those admitted fall 1999-2001, 2002-2003, and 2004-2005. Students admitted fall of

2006 were outside of the six-year window for graduation.

For the students in my study who were admitted during academic years 19992001, Ferris State University had an open admissions policy whereby almost all

applicants were admitted (some with HSGPAs of less than 1.5 or composite ACTs of less
than 13). For students admitted for AY 2002 -2003, the University admitted FTIAC
applicants with minimum ACT composite scores of 15 or HSGPAs of 2.25; those with an

ACT of 15 were required to have a HSGPA of 2.0 or higher. For students admitted for
AY 2004-2005, the University admitted FTIACs with either a minimum ACT composite
score of 16 or HSGPA of 2.35 or higher. Final FTIAC admission standards implemented
in fall 2006 were either a minimum ACT composite score of 17 or HSGPA of 2.5
(Admission Standards Review Committee, 2001). The current minimum for AY 2011-

2012 is a HSGPA of 2.25 with an ACT composite of 17 or higher, or a HSGPA of 2.5
with an ACT composite of 15 and no ACT sub scores below 14. This level of academic

preparation would allow admittance to the University College or selected pre-major
programs (William Potter, Dean of the University College, personal communication, June

22, 2012). Students included in my study therefore represented a wide range of academic
preparation, as evidenced by their ACT scores and HSGPAs. This situation offers a
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unique opportunity to examine pre-admission variables, their connections to graduation,
and what happens as a selective admission process is transitioned into place.
Study Design and Research Procedures

Participants, Data Sources, and Security

My study was based on secondary data from a single Midwestern university,
Ferris State University, over a span of seven years with 8,354 subjects in the data set.

Only FTIAC students entering during fall semesters were included in the study. This
avoided introducing confoundingvariables associated with nontraditional students and

those who do not matriculate directly after high school. Although some students included
in the study might have earned dual-enrollment or AP course credits while in high school,
they had not attended any other institution once they graduated from high school. The
two sources of data on these cohorts were the University's student record system and the
ACT Interest Inventory. Student identities were masked by random identification

numbers so individual students could not be identified by the researcher (but still allowed
questionable data to be verified through the Dean of Enrollment Services). No actual
student participation or contact was implemented. All records were loaded onto a flash

drive and stored in a secure, locked location during the research phase. Once all research
was complete the data files and other records were returned to the Dean of Enrollment

Services for disposal/deletion.
Study Variables

The dependent variable of graduation was defined as having earned either an

associate degree or bachelor's degree within six years (150% of time expected for
earning a bachelor's degree). In order to be consistent this measure was applied to all
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students, and the study excluded those who may have graduated but taken longer than the
six years because of stop outs or part-time status. Ferris offers a number of laddered

degree programs but often students work toward associate and bachelor's degrees
concurrently so the same time frame was used for both degrees. Students who were

retained after six years but had not graduated were considered to be non-graduates. This

definition of student success is in keeping with the Student Right-To-Know and Campus
Security Act of 1990 and is used by all institutions of higher education as the standard for

reporting graduation rates (Hagedorn, 2005). The dependent variable graduation is
categorical meaning that it has only two outcomes represented by either yes or no
(Rumsey, 2009).

The independent variables were academic preparation, personal attributes, and
demographic characteristics. Academic preparation included such variables as HSGPA,

CLEP credit, AP coursework, and ACT scores all drawn from the student record system.
Personal attributes included such variables as self-efficacy, extracurricular activities,

confidence in major, and educational goals all drawn from the ACT Interest Inventory.
Lastly, demographic characteristics included such variables as socio-economic status,
gender, race/ethnicity, and commuter status drawn from both sources. Some of these are

quantitative, or numerical, data that have meaning as a measurement such as HSGPA,
test scores, and unmet financial need. Others represent categorical information such as

gender, race/ethnicity, or educational goals, which can be coded by numbers (e.g. male =
0 andfemale = 1) that have no specific meaning (Rumsey, 2009), allowing logistic
regression techniques to be applied to them. Table 1 lists all of the independent variables
being considered, including the specific data source.
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Delimitations and Limitations

One major limitation when using secondary data is that the researcher is
constrained by the existing information. Some variables of interest were unavailable,
while others were not constructed in the desired fashion. On the other hand, the student
records items were verifiable, such as HSGPA and ACT test scores, which increases the

internal validity of the study (Cabrera et al., 2005). Because of the nature of the student
record system almost no missing data was incurred. For FTIACs to be accepted they
must submit ACT scores and transcripts with HSGPAs.
Another limitation is that some ACT Interest Inventory items are attitudinal,

which makes them subject to considerable non-response, and they reflect a single point in
time (generally the spring of the junior year of high school), raising questions of validity
and reliability (DesJardins et al., 2002). Lastly, the ACT Interest Inventory is voluntary

and students who respond may be different than those who choose not to. The decision
was made to use listwise deletion, also referred to as complete case analysis; thus, any

case with missing data was deleted from the logistic regression analysis. This method
reduced the number of valid records thus reducing power in favor of increasing
confidence in the results (Howell, 2009).

The study was limited to testing the relationship between retention and student
characteristics that were known prior to admission. This eliminated from the research
other factors, deemed confounding variables, which occurred after embarking on

coursework and might have influenced retention. Event history modeling techniques
focus on these types of intervening variables, which may be important to particular types
of research such as determining optimal financial aid packages to promote retention at
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varying points in the college career. In fact, interactionalist theory posits this type of
information is essential to determining which students will drop out or persist (Chen &

DesJardins, 2008). Although things such as social integration may be key factors in
retention, the focus of this study was identifying student characteristics known during the
admission process that would have helped to predict success and thus improve retention.
Graduation is a better measure of success than year-to-year retention. Any college

experience short of graduation may benefit an individual in many ways, but falls far short
of the economic benefit of earning a degree (Cabrera et al., 2005).
One of the delimitations of the research was that it focused on FTIAC students

attending a single mid-sized, rural, Midwestern university. Data comparing similar
institutions may have yielded different results. Even data from other entering classes
within the same institution could yield different results. This study excluded all but
FTIAC students; therefore, the results cannot be assumed to extend to other groups such

as international, transfer, nontraditional, delayed enrollment, or part-time students. In the

fall of 2002 the University implemented both a mandatory freshman seminar and an

honors program (William Potter, personal communication, June 18, 2012). The impact of
these two initiatives may be hard to ascertain in the overall picture during this time frame.
Because some information is self-reported there is the possibility of error in the

measurement of independent variables. The study was restricted to variables contained in
the student records system and ACT Interest Inventory. Being able to test factors not

stored in the system might have yielded different results. Some students who dropped
out before earning a degree may have transferred to other institutions, thus persisting
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elsewhere. And lastly, some students may have stopped out for an extended period and
later returned to complete their degree.
Table 1 also offers comments on specific limitations for each independent
variable being considered.
Table 1

Definition ofIndependent Variables
Category

Variable

Source

Limitation

Personal

Confidence

ACT Interest Inventory question 14
How sure are you about your
choice of college major?
I am very sure
I am fairly sure

This section of the ACT is

Attributes

in Major

I am not sure

voluntary. Students who fill it
out might be different than
those who choose not to. Most
students take the ACT in the

spring of their junior year of
high school. The responses
need to be viewed with that in
mind.

Personal
Attributes

Self-efficacy

ACT Interest Inventory question 17
I estimate my overall grade point
average at the end of my first
year in college will be:
0.5-0.9 (D- to D)
1.0-1.4 (D to C-)
1.5-1.9
2.0-2.4
2.5-2.9
3.0-3.4
3.5-4.0

Personal
Attributes

Educational
Goals

(C- to C)
(C to B-)
(B- to B)
(B to B+)
(A-to A)

ACT Interest Inventory question 16
What is the highest level of
education you expect to
complete?
Vocational/technical

program (less than 2
years)
Two-year college degree
Bachelor's degree
One or 2 years of graduate
study (MA, MBA, etc.)
Professional level degree
(PhD, MD, LLB, JD,
etc.)
Other

This section of the ACT is

voluntary. Students who fill it
out might be different than
those who choose not to. Most

students take the ACT in the

spring of their junior year of
high school. The responses
need to be viewed with that in
mind.

This section of the ACT is

voluntary. Students who fill it
out might be different than
those who choose not to. Given

the available options it could
not be discerned what other

might be so it was dropped from
the logistic regression analysis.
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Table 1, continued
Category

Variable

Source

Limitation

Personal

Involvement in

ACT Interest Inventory questions

This section of the ACT is

Attributes

Extracurricular

99-114

Instrumental music (band, etc.)

voluntary. Students who fill it
out might be different than

Vocal music

those who choose not to.

Activities

Student government
Publications (newspaper,
yearbook, literacy magazine)
Debate

Departmental clubs
Dramatics, theatre

Religious organizations
Racial or ethnic organizations
Intramural sports
Varsity athletics
Political organizations

Smaller schools and low income

schools may not offer many
opportunities or the student's
family structure may limit
opportunity. The number of
activities involved may be
misleading in that a student who
participated in the same three
activities for all four years had
still been involved in only three.

Radio-TV

Fraternity, sorority or other
social clubs

Special interest groups (ski club,
sailing club, card section,
drill teams, etc.)
School or community service
organizations
Yes, I participated in this
activity
No, I did not participate in

Personal
Attributes

Elected
Leadership
Position

this activity
ACT Interest Inventory question
120
Was elected to one or more
student offices

Yes, this applies to me
No, does not apply to me

This section of the ACT is

voluntary. Students who fill it
out might be different than
those who choose not to.

Smaller schools and low income

schools may not offer many
opportunities or the student's
family structure may limit
opportunity. A student who
answers yes may have been
elected to leadership positions

in multiple organizations.
Demographic
Characteristics

Distance from
Home

Student Record System
Sorted by housing contracts and
zip codes
50 miles or less

Student addresses were sorted

by zip codes. Students with zip
codes within the 50 mile radius
cannot be assumed to be

Michigan resident over 50

commuters. Some students who

miles

peninsula
Resident of a bordering state

may commute choose to live in
the residence halls. Zip codes
cover a large area and so this
method is not as exact as using
a street mapping program.
Bordering states are Illinois,

All other out of state students

Indiana, Ohio and Wisconsin.

Resident of the upper
peninsula
Resident of the lower
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Table 1, continued
Category
Demographic
Characteristics

Variable

Source

Limitation

Size of
Hometown

ACT Interest Inventory question 60
Which of the following best
describes the community in
which you live?

This section of the ACT is

voluntary. Students who fill it
out might be different than
those who choose not to.

Farm or open country
Town or city with population

Students may not have an
accurate knowledge of the size

of:

of their hometown. There is a
Less than 500

500-1,999
2,000-9,999
10,000-49,999
50,000-249,999
250,000-499,999
500,000-999,999

large range with 50,000
grouped with 249,999; the latter
is five times the size of the
former.

1 million or more

Demographic
Characteristics

Residence at
college

Student Record System
Students who do not have a
housing contract are
commuters.

Kendall College of Art and
Design students will be
removed from this analysis
since there is no housing
available and thus no

comparison group. No other

concerns or ambiguity.
Demographic

Gender

Characteristics

Student Record System
Sorted by

No concerns or ambiguity.

Male
Female

Demographic

Socio-

Characteristics

economic

Status (SES)

Student Record System
Sorted by
Pell Eligible
Non Pell Eligible

Pell Grant eligibility will be
used as the measure of SES.

Both Heller (2003) and Carey
(2004) used Pell Grant
eligibility as a proxy for low
SES status.

Demographic
Characteristics

Primary
Language

ACT Interest Inventory question 64
Is English the language most
frequently spoken in your home?

Size of
Graduating
Class

voluntary. Students who fill it
out might be different than

Yes

those who choose not to. Some

No

students may speak English
most frequently in their home
though it is the second language.

I prefer not to respond
Demographic
Characteristics

This section of the ACT is

ACT Interest Inventory question 79
The number of students in my
high school graduating class is
(was): Fewer than 25
25-99
100-199

200-399
400-599
600-899

900 or more

This section of the ACT is

voluntary. Students who fill it
out might be different than
those who choose not to. The

ACT is usually taken during
spring of the junior year when
most students have a pretty
accurate picture of their class
size. It is unlikely to change
significantly over the next year
unless a student relocates to a
new school.
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Table 1, continued
Category
Demographic

Variable

Source

Limitation

Race/ethnicity

Student Record System questions 11

Students are asked to identify
their race/ethnicity on the Ferris
application but about 20%
choose not to identify
themselves (Kristen
Salomonson, personal
communication, June 8, 2011).
Categories used by Ferris on its
application are the same as
those mandated by the Federal
Government for reporting

Characteristic

& 12 from the Ferris Student

Application
Do you consider yourself to be
Hispanic/Latino?
Yes
No

Select one or more of the

following race categories:
American Indian or Alaska
Native
Asian

purposes.

Black or African American
Native Hawaiian or Other
Pacific Islander

White

Academic
Preparation

AP Credits

No response
The student record system contains
college level credit granted for
advanced placement courses taken

No concerns or ambiguity.
Number of credits earned will
be used as the measure.

in high school.
Academic
Preparation

HSGPA

Student Record System
Recorded on a scale of 1-4 with 4
being the highest. A perfect 4.0
would mean a student had earned

straight As in high school.

Grade inflation is a concern.

There is also the question of the
quality of school. Students at a
higher quality school or
pursuing a more rigorous
curriculum may have lower
GPAs but have actually learned
more. Many high schools
award extra points for AP
courses and calculate the GPA
based on academic courses

Academic

Standardized

The ACT is the test of choice for

only. Ferris uses HSGPA as
reported and does not
recalculate unless the transcripts
are incomplete or messy
(Kristen Salomonson, personal
communication, June 27, 2011).
There is always debate over the

Preparation

Test Scores

Ferris. FTIAC students admitted
without test scores are required to

standardized test scores.

take the ACT because sub-scores

are used to place students into
appropriate math, English and
reading courses. ACT scores range
from 0-36. SAT scores can be

submitted in place of ACT scores.

value and fairness of

Regardless of this, they are used
almost universally by all
institutions of higher learning
because they are paid for by the
applicant, easy to evaluate, and
defensible. The SAT subjects
do not correlate exactly to those
covered by the ACT thus scores
cannot be converted.
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Table 1, continued
Category

Variable

Source

Limitation

Academic

Class Rank

ACT Interest Inventory question 81

This section of the ACT is

Preparation
My class rank in high school
is/was (if you are not sure, give
your best estimate)

voluntary. Students who fill it
out might be different than
those who choose not to. The

categories are very broad but
unless a school reveals class

Top quarter
Second quarter
Third quarter

Fourth quarter

rank students may not know.
Most students take the ACT in

the spring of their junior year of
high school and rank may
change by the time they
graduate. Because the
categories are so broad a
student may fall just above or
below the cutoff.

Academic
Preparation

CLEP Credits

Student Record System
The student record system

CLEP tests taken before
admission need to be sorted

contain information on credit

from those taken after

granted based on successfully
passing CLEP subject tests.

CLEP tests during freshman

admission. Most students take
orientation but students can take

CLEP tests later in their college
career as well. Since we are

only interested in pre-admission
variables those taken later will

be dropped. CLEP credits may
be redundant of the information

already contained in ACT subscores because the sub-scores

are used to recommend whether
students take a CLEP test or
not. Number of credits earned
will be used as the measure.

Field of Study

College
Enrolled

Student record system
College originally enrolled in

Students frequently transfer
between colleges and change
programs while at college.

Data Analysis

The first research question seeks to find how many of the students admitted under
the three different admission policies graduated. Simple descriptive statistics were used
to answer this question. Descriptive statistics included counts and percentages for
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categorical variables (such as gender) and means, medians, and standard deviations for

numerical, continuous variables (such as ACT scores). Results were presented in
separate crosstabs (also called two-way tables), tables for categorical data and numerical
data.

The second research question sought to determine to what extent the pre
admission variables of academic preparation, personal attributes, and demographic
characteristics predicted both year-to-year retention as well as graduation. Here I
employed regression analysis techniques which can predict a dependent categorical
variable from independent numerical variables. Some of the independent variables in the
data set are categorical in nature, such as gender or race/ethnicity. In order to apply
regression analysis techniques the categorical variables were recoded with numbers to
convert them to numerical values. An example of this would be recoding gender from

male/female to male = 1 andfemale = 2. Logistic regression analysis is used when there
is only one dependent variable that is categorical in nature, in this case first- and secondyear retention and graduation. Regression analysis techniques cannot only predict

dependent outcome variables from independent variables but can also measure
interactions between independent variables such as ACT scores and CLEP credits.

Pearson chi-square (hereafter referred to as Chi-square) analysis was used to determine
which of the variables were independent (unrelated) and which were dependent (related).
For .both regression analysis and Chi-square tests results are reported as/?-values.
P-values of less than .05 are generally considered as statistically significant and those of
less than .01 are considered highly statistically significant. At a/?-value of .05 we can
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say we are 95% confident that the results represent the actual population and are not
attributed to random chance (Rumsey, 2009).

An a priori analysis (pretest) in Statistical Package for Social Sciences (SPSS)
software was used to determine the minimum power needed to detect effects and the
sample size needed to do so. Sample Power, an SPSS add-on program, calculated the
sample size needed for an acceptable level of power. Power ranges from 0 to 1 and .8 or
higher is the generally acceptable level (Triola, 2005). This means that 80% of the time
we would find a difference if there were one. Power is dependent on the statistical test
used, sample size, p-value, and the quality (reliability) of the measures (Hill & Lewicki,
2007). Many of the measures used such as ACT scores, HSGPA, housing records, and

Pell eligibility should be of high quality. Increasing the sample size would increase the
power but is not always practical or feasible. In this case the sample size was set. If the
level of power is not sufficient based on the sample size, there are procedures that can be
used to estimate what the effect size would have been had a larger sample been available.

These estimates have a larger standard error (lower level of confidence) associated with
them.

The third research question sought to examine to what extent the independent
variables of ACT scores, sub-scores, and HSGPA predict graduation within particular
fields of study. Subjects were divided by college and logistic regression analysis was
used to answer the question.

In this case the field of study was the college within Ferris State University. The
eight degree-granting colleges are Business, Allied Health Sciences, Arts and Sciences,

Education and Human Services, Engineering Technology, Michigan College of
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Optometry, Pharmacy, Professional and Technological Studies, and Kendall College of
Art and Design. The University College lacks any degree-granting programs.
The fall 2001 cohort of Kendall students represent the first class incorporated in
the Ferris student record system. The College of Professional and Technological Studies
enrolled its first class of students in fall of 2005. Both of these colleges were dropped

from the logistic regression analysis due to low enrollment numbers.
The Colleges of Optometry and Pharmacy were excluded from the study. The
College of Optometry offers a doctoral degree requiring students to have earned a

bachelor's degree before being admitted to the program. The College of Pharmacy offers
only a doctorate as well. The Doctorate of Pharmacy is a two-plus-four degree program.
Students transfer after earning an A.S. in pre-pharmacy through the College of Arts and

Sciences or two years at a community college. Therefore, the entry level A.S. in prepharmacy will remain in the study group.
The fourth, and last, research question sought to determine what common
variables exist between those students who would not meet today's admission standards

but were previously able to attend and were successful in graduating. Of particular
interest was how these academically underprepared students who were successful might
have been different than similar students who did not graduate. Simple descriptive
statistics were used to compare graduates and non-graduates.
HSIRBandHSRC

Prior to conducting any data collection or analysis, application to conduct
research was submitted to, and approved by, both the Human Subjects Institutional
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Review Board (HSIRB) at Western Michigan University and Human Subjects Review
Committee (HSRC) at Ferris State University.
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CHAPTER IV

RESULTS

The purpose of this quantitative study was to determine which pre-admission
variables are predictive of graduation, looking at the variables of academic preparation,
personal attributes, and demographic characteristics, with the hope of identifying types of
students who are more or less likely to do well than their academic preparation would
suggest. This study pulls data from one public university as it transitioned from an openenrollment institution and implemented progressive admission standards. For AY 19992001, this university had an open admissions policy whereby almost all applicants were
admitted. For AY 2002 -2003, the University admitted applicants with minimum ACT
composite scores of 15 or HSGPAs of 2.25. For AY 2004-2005, the University admitted
applicants with either an ACT composite score of 16 or HSGPA of 2.35. This chapter
looks at the data collection process, description of the data set, statistical analysis, and the
results.

Data Collection

The following section describes the background and characteristics of all FTIACs
from 1999-2005 as a group and by individual cohorts admitted in 1999-2001, 2002-2003,
and 2004-2005.

Data Set Description

The data set used was comprised of FTIAC students admitted to Ferris State

University between fall 1999 and fall 2005. This particular time span allows for a
window of six years for the dependent variable of graduation, and consists of
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student data during the time frame when the University transitioned to higher admission
standards. Drawn from the student record system and ACT Interest Inventory are the 22

pre-admission, independent predictor variables of academic preparation (HSGPA, class
rank, ACT scores, AP courses, CLEP credits), personal attributes (extracurricular

activities, confidence in major, educational goals, self-efficacy), and demographic
characteristics (size of hometown, proximity to campus, residence at school, Pell Grant

eligibility, race/ethnicity, gender, predominance of English at home, size of graduating
class).

The first step in the statistical analysis was to identify the type of test best suited
to the data and research questions at hand. Regression analysis shows how one variable

changes on average with another, and can be used to find out, or predict, what one
variable (outcome) is likely to be when we know the other. In this case we have 22

independent predictor variables which are things we know about a group of FTIAC
students before they enter the University with the dependent outcome variables of
graduation, first year retention, and second year retention. The logistic term refers to the
binary (yes or no) nature of the dependent outcome variables of graduation, first year
retention, and second year retention. Therefore logistic regression analysis was selected
to predict which students would graduate, or be retained, based on what we knew about
them upon entry.

The next step in the analysis was to compile all the.FTIAC student records from

fall 1999 through fall 2005, extracting information from the student record system and

ACT Interest Inventory. Although using a secondary source provides a large sample with
some very accurate information, it also has the limitation of being confined by what has
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been collected, and may have missing data or less-than-optimal measurements. Once
merged, the records were reviewed and organized in a manner in which they could be
analyzed. Many variables were recoded from terms to numbers and reordered in a logical
manner. Missing values were established and the data prepared for regression analysis.

The data was also explored for outliers, means, standard deviations, problems with
minimums and maximums, as well as kurtosis and skew.

Secondly, a power analysis was run using SPSS Sample Power to determine if the

level of power would be sufficient given our sample size and the type of test being
conducted. Generally a power of .8 or higher is considered acceptable (Triola, 2005).
The three factors of statistical test, sample size and divisions within a variable interact to
determine the level of power. The variable chosen to use for the a priori power test was
the size of the hometown because of the nine possible selection options associated with it.
The sample size needs to be large enough to assure that distribution represents the
population and is not due to, or limited by, the sample size. Thus it was determined by

the a priori power test that a sample size of 2,109 or higher would yield a power of .8 or
higher for a variable with one nine divisions. More subjects would increase the level of
power or the same number subjects and a variable with fewer divisions would yield a
higher power.

Other researchers recommend a general rule of a minimum ratio of 10 to 1 of

observations (subjects) to predictors with a minimum sample size of 100.for the results of
a logistic regression analysis to be considered stable (Peng, Lee & Ingersoll, 2002). For
the study at hand, with 22 independent predictor variables this recommendation would
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require a minimum sample size of 220 subjects, which all the logistic regression analyses
employed well exceeded.

The three cohorts, fall 1999-2001, fall 2002-2003, and fall 2004-2005 represent
the time frames when different admission standards were in place. Cases with missing
data were included in the descriptive statistics but excluded from the logistic regression
analysis. Our first cohort which covered three years of incoming FTIACs had a sufficient
number of cases (n = 2,785) once those with missing data were excluded in the logistic
regression analysis, while the other two cohorts contained slightly less than the desired
number (n = 1,975 and n = 1,840 respectively). Various methods exist to estimate
missing data but each has its own drawbacks and therefore the decision was made to not

use such techniques. Complete case analysis, also referred to as listwise deletion (the
default in SPSS), was used thus reducing power in favor of increasing confidence in the
results (Howell, 2009).

Table 2 shows the individual entering classes of FTIACs are of comparable size,
ranging from 1,095 in fall 1999 to 1,254 in fall 2005. When combined, the cohorts
include 3,488 for fall 1999-2001, 2,500 for fall 2002-2003, and 2,366 for fall 2004-2005.

The fall 1999-2001 is larger in size because it includes three years of students. A doublecheck of the data confirmed that FTIAC enrollment was exactly the same for 2001 and
2002.

Table 2

Sample and Cohort Size
Year

1999

2000

2001

2002

2003

2004

2005

Total

FTIACs

1,095

1,202

1,191

1,191

1,309

1,112

1,254

8,354

(%)

(13.1)

(14.4)

(14.3)

(14.3)

(15.7)

(13.3)

(15.0)

(100.0)
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Table 2, continued
Cohort

1999-2001

2002-2003

2004-2005

Total

FTIACs

3,488

2,500

2,366

8,354

(%)

(41.8)

(29.9)

(28.4)

(100.0)

Next, simple descriptive statistics were run to better define the sample and its
characteristics. Descriptive statistics include counts and percentages for categorical
variables (such as class rank, extracurricular activities, confidence in major, educational
goals, self-efficacy, size of hometown, proximity to campus, residence at school, Pell
Grant eligibility, race/ethnicity, gender, predominance of English at home, size of
graduating class) and means, medians, and standard deviations for numerical variables

(such as HSGPA, ACT scores, AP credits, CLEP credits). Results are presented in
separate crosstab (also called two-way) tables as Table 3 and Table 4, which present the
data by columns and rows.
Table 3

Academic Preparation and Demographic Characteristicsfrom Student RecordSystem
Item

Measure

1999-2001

2002-2003

2004-2005

Total

2.94

3.08

3.16

3.04

Composite

19.69

20.60

21.15

20.38

English

18.47

19.43

20.06

19.21

Math

19.84

20.66

21.35

20.51

Reading

19.83

21.09

21.63

20.72

Science

20.66

21.58

22.00

21.31

Mean AP Credits

.18

.25

.42

.27

Mean CLEP Credits

.96

.53

.54

.71

Mean HSGPA

Mean ACT
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Table 3, continued
Item

Gender

Ethnicity

Measure

1999-2001

2002-2003

2004-2005

Total

Male

2,044

1,403

1,304

4,751

(%)

(58.6)

(56.1)

(55.1)

(56.9)

Female

1,444

1,097

1,062

3,603

(%)

(41.4)

(43.9)

(44.9)

(43.1)

White

2,928

2,155

2,051

7,134

(%)

(83.9)

(86.2)

(86.7)

(85.4)

African-American

362

161

121

644

(%)

(10.4)

(6.4)

(5.1)

(7.7)

Hispanic

52

37

23

112

(%)

(1.5)

(1.5)

(1.0)

(1.3)

Asian

40

27

28

95

(%)

(1.1)

(1.1)

(1.2)

(1.1)

American Indian

30

15

27

72

(•6)

(1.1)

(-9)

(%)

Residency

(•9)

Not Specified

76

104

116

296

(%)

(2.2)

(4.2)

(4.9)

(3.5)

< 50 Miles

655

552

526

1,733

(%)

(18.8)

(22.1)

(22.2)

(20.7)

Michigan > 50 Miles

2,631

1,819

1,737

6,187

(%)

(75.4)

(72.8)

(73.4)

(74.1)

Bordering State

104

68

53

225

(%)

(3.0)

(2.7)

(2.2)

(2.7)

Other Out of State

80

50

46

176

(%)

(2.3)

(2.0)

(1.9)

(2.1)
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Table 3, continued
Item

Housing

SES

Measure

1999-2001

2002-2003

2004-2005

Total

On-Campus

3,003

2,139

1,993

7,135

(%)

(86.1)

(85.6)

(84.2)

(85.4)

Pell Eligible

1,053

788

662

2,503

(%)

(30.2)

(31.5)

(28.0)

(30.0)

Note.N =8,354

One can see from Table 3 that the FTIAC population at Ferris State University is

slightly more male (56.9%) than female (43.1%), predominately White (85.4%), and has

the majority of freshman students living in the residence halls (85.4%) and coming from
Michigan (94.8%). Also, close to one-third (30%) of FTIACs were low SES as

evidenced by their Pell Grant eligibility. An earlier determination was made to use Pell

eligibility as a measure of low SES but to not include the actual dollar amount based on
the range of awards which were $225 - $2,025 (not given in tables). The percentage of
students who were Pell eligible is only slightly higher than the national average of 23% to

27% of students receiving Pell Grants from 1999 to 2008 (Chang Wei & Ho, 2011).
Because the information in Table 3 is drawn from the student record system there is

almost no missing data and the information is reliable. The only self-reported item is that
of ethnicity.

Several trends emerge in Table 3, none of which are surprising. Both HSGPA
and ACT scores rise as the new admission standards are put in place. Secondly, the ratio
of males to females declines over the span of the study which shadows a national trend

(U.S. Department of Education, 2004). Table 3 also shows an overall upward trend in the
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proportion of White students (83.9% to 86.7%) possibly in response to the rising

admission standards. Research shows that minority students tend to be less academically
well prepared to pursue higher education (Swail et al, 2003) and therefore the higher
admission standards may have contributed to a lower number of minority admissions.
Lastly, it appears that an increasingly larger portion of students reside within 50
miles of campus (18.8% in fall 1999-2001 and 22.2% in fall 2004-2005). As the cost of
education rises many students opt to attend college closer to home in an effort to save
money (Mattern & Wyatt, 2009; Paulsen & St. John, 2002).
Since the University requires FTIACs with home addresses farther than 50 miles

away to live on campus, the number of housing residents (14.6%) and students with

homes within the 50 mile radius (20.7%) should be close to the same but they are not for
two reasons. The first reason is that two different methods of measuring the distance to
campus were used. The housing office uses a map program which measures the
difference between the center of campus and the home address to determine who resides

within 50 miles and is therefore not required to live on-campus. For the purpose of my

study a zip code calculator was used which measures distance between two zip codes.
Additionally, the two numbers differ because some students who are not required to live
on-campus will choose to do so.

Table 4 reveals that over three-fourths (82.7%) of FTIACs at this university come
from hometowns/communities of less than 50,000 residents. Previous research shows

that students tend to select colleges where they are likely to feel most comfortable based

on institutional fit, including factors such as size and location (Pryer et al., 2009). The
data show that over half (54.3%) of FTIACs had a graduating class of 199 or less and
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over three-fourths (83%) had a graduating class of less than 399. The data also reveals

that 98.9% of FTIACs come from homes where English is the primary language spoken.
Note here that the ACT Interest Inventory information is self-reported and

voluntary. The majority of students take the ACT during their junior year in high school.
We can be confident most students would know the size of their graduating class and
whether English was the primary language spoken at home but they may not accurately
know the size of their hometown. The categories are very broad as well and so towns
within the same category may be very different in size. A city of 50,000 would be
grouped together with one of 235,000 on the ACT Interest Inventory. Lastly, students
who responded on the ACT Interest Inventory may be different than those who do not.
Table 4

Demographic Characteristicsfrom ACT Interest Inventory
Measure

English Language

Size of HS Class

Item

1999-2001

2002-2003

2004-2005

Total

Yes

3,307

2,332

2,215

7,854

(%)

(99.0)

(98.9)

(98.8)

(98.9)

No

35

27

26

88

(%)

(1.0)

(1.1)

(1.2)

(1.1)

Missing

146

141

125

412

<25

48

39

45

132

(%)

(1.4)

(1.7)

(2.0)

(1.7)

25-99

651

471

386

1,508

(%)

(19.6)

(20.0)

(17.5)

(19.1)

100-199

1,169

754

712

2635

(%)

(33.5)

(32.1)

(32.3)

(33.4)

200-399

921

705

645

2271

(%)

(26.4)

(30.0)

(29.2)

(28.8)

400-599

353

235

250

838

(%)

(10.1)

(10.0)

(11.3)

(10.6)

600-899

93

92

102

287

(%)

(2.7)

(3.9)

(4.6)

(3.6)
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Table 4, continued
Measure

Item

Size of HS Class

Size of Hometown

1999-2001

2002-2003

2004-2005

Total

>900

89

54

66

209

(%)

(2.6)

(2.3)

(3.0)

(2.7)

Missing

164

150

160

474

Farm/Open

631

411

405

1,447

(%)

(19.4)

(17.7)

(18.4)

(18.6)

<500

144

95

70

309

(%)

(4.4)

(4.1)

(3.2)

(4.0)

500-1999

383

279

255

917

(%)

(11.8)

(12.0)

(11.6)

(11.8)

2000-9999

804

595

594

1,993

(%)

(24.7)

(25.6)

(26.9)

(25.6)

10000-49999

720

553

498

1,771

(%)

(22.1)

(23.8)

(22.6)

(22.8)

50000-249999

352

269

262

883

(%)

(10.8)

(11.6)

(11.9)

(11.3)

250000-499999

78

58

60

196

(%)

(2.4)

(2.5)

(2.7)

(2.5)

500000-999999

56

34

37

127

(%)

(1.7)

(1.5)

(1.7)

(1.6)

1 Million & >

86

30

25

141

(%)

(2.6)

(1.3)

(1.1)

(1.8)

Missing

99

176

99

374

Note. N =8,354

Table 5 shows over three-quarters (76.4%) of the students report being in the
lower-half class rank of their graduating class. Although the mean HSGPA for the group
was 3.0435 (Table 3) a full two-thirds (66%) of the students estimate their first year GPA
at a 3.0 or higher. The degree aspirations of this group shown in Table 5 are interesting
as well. The information shows that 38%) plan to pursue graduate work and 23.2%) aspire
to a doctorate. There were also 236 students who responded to other. Given the survey
choices it is hard to guess what the educational goals of the other group might be.
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Because of this ambiguity the other category was omitted from the analysis. What
emerged after a brief glimpse at this group are perhaps unrealistic goals and expectations

based on past academic achievements.
Table 5

Educational Achievement, Aspirations and Self-Efficacy from ACT Interest Inventory
Measure

HS Class
Rank

Est. Freshman
GPA

Highest Degree

Aspirations

Item

1999-2001

2002-2003

2004-2005

Total

Top Qtr.

71

30

38

139

(%)

(2.2)

(1.3)

(1.7)

(1.8)

Second Qtr.

832

498

373

1,703

(%)

(25.3)

(21.4)

(17.0)

(21.8)

Third Qtr.

1,290

936

857

3,083

(%)

(39.2)

(40.3)

(39.0)

(39.5)

Fourth Qtr.

1,096

861

928

2,885

(%)

(33.3)

(37.0)

(42.3)

(36.9)

Missing

199

175

170

544

0.5-.09 (D- to D)

1

1

2

(%)

(-0)

(.0)

(.0)

1.0-1.4 (D to C-)

4

3

7

CO

(%)

CD

CO

1.5-1.9 (C-to C)

46

12

il

69

(%)

(1.30)

(-5)

(•5)

(•9)

2.0-2.4 (C to B-)

375

188

126

689

(%)

(10.8)

(8.0)

(5.6)

(8.7)

2.5-2.9 (B- to B)

953

550

434

1937

(%)

(27.3)

(23.3)

(19.3)

(24.4)

3.0-3.4 (B to B+)

1,444

1,127

1,051

3,622

(%)

(41.4)

(47.8)

(46.8)

(45.5)

3.5-4.0 (A-to A)

523

479

626

1,628

(%)

(15.0)

(20.3)

(27.8)

(20.5)

Missing

142

140

118

400

Certificate

69

25

28

122

(%)

(2.1)

(1.1)

(1.3)

(1.5)

Associate

270

168

130

568

(%)

(8.1)

(7.2)

(5.8)

(7.2)

Bachelors

1,677

1,188

1,095

3,960
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Table 5, continued
Measure

Highest
Degree
Aspirations

Confidence in

Chosen Major

Item

1999-2001

2002-2003

2004-2005

Total

(%)

(50.6)

(50.7)

(49.1)

(50.2)

Masters

477

363

331

1,171

(%)

(14.4)

(15.5)

(14.8)

(14.8)

Doctorate

703

535

594

1,832

(%)

(21.2)

(22.8)

(26.6)

(23.2)

Other

118

65

53

236

(%)

(3.6)

(2.8)

(2.4)

(3.0)

Missing

174

156

135

465

Not Sure

517

418

368

1303

(%)

(15.5)

(17.8)

(16.4)

(16.5)

Fairly Sure

1,368

980

890

3,238

(%)

(41.1)

(41.8)

(39.7)

(40.9)

Very Sure

1,444

949

982

3,375

(%)

(43.4)

(40.4)

(43.8)

(42.6)

Missing

159

153

126

438

Note.N =8,354

Table 6 reveals that only 15.9%) of FTIACs had been elected to a leadership
position in a high school student organization, and that the average student has
participated in roughly three (2.93) extracurricular activities in high school. The
extracurricular activity choices on the ACT Interest Inventory are pretty extensive and

include almost every conceivable activity such as varsity and non-varsity sports, drama,
debate, community service organizations, vocal, and instrumental music.

Table 7 gives a further breakdown of some of the academic variables in the study.
The mean HSGPA of incoming FTIACs was 3.04, while the mean cumulative GPA of

those same students as they graduated from the University was 2.55. The standard

deviations around these two numbers are relatively small as the range is between 0-4.0.
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Table 6

Leadership and Extracurricular Involvementfrom the ACTInterest Inventory
Measure

Elected to Office
inHS

HS Activities

Item

1999-2001

2002-2003

2004-2005

Total

Yes

527

367

316

1,210

(%)

(16.5)

(16.1)

(14.8)

(15.9)

No

2,676

1,910

1,812

6,398

(%)

(83.5)

(83.9)

(85.2)

(84.1)

Missing

285

223

238

746

Mean

2.9

2.91

3.02

2.93

Note. N =8,354

Note that some students actually entered the University with higher than a 4.0 which
would be equivalent to a high school performance of straight As. By giving students
extra credit for taking AP and honor courses GPAs can actually exceed the perfect 4.0 as
shown here by the maximum score of 4.51 HSGPA. There is a small number of students

(n = 30) without a HSGPA who are most likely homeschooled students, and a small

number who submitted SAT scores in lieu of ACTs (n = 10). Although there is a

standard conversion table for ACT and SAT scores they do not correspond exactly as the
SAT is reported as a composite with sub-scores in math, reading, and writing.
Some general trends emerge in Table 7. As the admission standards rise so do

HSGPA (going from 2.94 in fall 1999-2001 to 3.16 in fall 2004-2005), ACT scores

(going from 19.69 in fall 1999-2001 to 21.15 in fall 2004-2005), AP credits (going from

.18 in fall 1999-2001 to .42 in fall 2004-2005), and cumulative college GPA (going from
2.41 in fall 1999-2001 to 2.69 in fall 2004-2005). The only variable that does not

increase is CLEP credits (dropping from .96 in fall 1999-2001 to .54 in fall 2004-2005).
This may be due to a shift away from CLEP credits in favor of AP coursework. Table 6

also reveals that the University accepted students with minimum ACT composite scores
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ranging from 10 to 13. The ACT composite score of 13 appears even after the University
implemented an admission standard of an ACT composite of 17 or a HSGPA of 2.5 or
higher (Ferris State University Board of Trustees, 2011). One would assume these
students presented special circumstances, such as a much higher HSGPA, and entered
with conditional admission to the Collegiate Skills Program and/or the University
College.
Table 7

Summary ofAcademic Preparation for Sample
Measure

HSGPA

Cohort

SD

SE

M in/Max

2.94

2.93

0.58

0.01

0-4.36

2002-2003

2,489

3.08

3.09

0.54

0.01

0-4.35

2004-2005

2,360

3.16

3.20

0.57

0.01

0-4.51

8,324

3.04

3.06

0.57

0.01

0-4.51

1999-2001

3,488

0.18

.00

1.42

0.02

0-44

2002-2003

2,500

0.25

.00

1.48

0.03

0-25

2004-2005

2,366

0.42

.00

2.17

0.05

0-34

8,354

0.27

.00

1.69

0.02

0-44

1999-2001

3,488

0.96

.00

3.17

0.05

0-23

2002-2003

2,500

0.53

.042

2.09

0.04

0-27

2004-2005

2,366

0.54

.00

1.78

0.04

0-19

8,354

0.71

.00

2.54

0.03

0-27

1999-2001

3,481

19.69

19.00

4.01

0.07

10-33

2002-2003

2,498

20.60

20.00

3.85

0.08

13-34

2004-2005

2,365

21.15

21.00

3.86

0.08

13-34

8,344

20.38

20.00

3.97

0.04

10-34

1999-2001.

3,488

2.42

2.67

1.04

0.02

0-4.00

2002-2003

2500

2.62

2.84

0.94

0.02

0-4.00

2004-2005

2,366

2.69

2.89

0.95

0.02

0-4.00

8,354

2.55

2.79

1.00

0.01

0-4.00

Total
ACT

Mdn

3,475

Total
CLEP Credits

M

1999-2001

Total
AP Credits

/V

Composite

Total

Cumulative

University
GPA

Total

Note.N =8,354
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The last statistic of note from Table 7 is the standard error of the mean (SE). The
standard error is designed to be a measure of stability or sampling error (George &
Mallery, 2003). It is a measure of the difference between sample and population values
(Salkind, 2010). A small value indicates greater stability or smaller sampling error
(George & Mallery). In this case, the SE is less than .08 across all the variables and

indicates that because of our large A^= 8,354 the measurement error is small. The
numerical data is of high quality.
Research Questions

The next section looks at each research question in turn and the statistical analysis
performed along with outcomes of the analysis.
Effect ofRising Admission Standards on Rates ofGraduation
The first research question asks how many of the FTIAC students admitted the
University under three different admission policies (AYs 1999-2001, 2002-2003, and
2004-2005) actually graduated?
Table 8 shows the number and percentage of students who graduated under the

fall 1999-2001, fall 2002-2003, and fall 2004-2005 admission policies. Graduation rates
increased from 49.2% for the fall 1999-2001 cohort to 52.7% for the fall 2002-2003

cohort followed by 53.4% for the fall 2004-2005 cohort, an increase of almost 4.2%, in
just seven years.
Table 8

Graduation Rate
Cohort

by Cohort
1999-2001

2002-2003

2004-2005

Total

Entered

3,488

2,500

2,366

8,354

Graduated

1,716

1,318

1,263

4,297

(%)

(49.2)

(52.7)

(53.4)

(51.4)
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Logistic Regression Analysis of Year to Year Retention and Graduation by Cohort
The first part of the second research question seeks to find for each cohort of
students which variables predict graduation. Logistic regression analysis was employed

for each cohort with the dependent outcome variable of graduation, and the 22
independent predicative variables of academic preparation, personal attributes, and
demographic characteristics. Loaded into the logistic regression model were the pre
admission variables of HSGPA, class rank, ACT composite and sub-scores, AP
coursework and CLEP credit earned. Included were also the personal attributes of
involvement in extracurricular activities, confidence in major, educational goals, and self-

efficacy. Lastly the demographic factors of gender, race/ethnicity, size of hometown,
size of graduating class, residence at school, SES (as measured by Pell eligibility),
distance from campus to home, leadership positions held, and whether English was the
primary language at home.

Graduation is measured by completing a degree within 150% of the standard time
allotted as defined by government mandate under the Student Right-to-Know and

Campus Security Act (Hagedorn, 2005). This would be a window of six years for a
bachelor's degree. Students who are retained after this point, but have not yet earned a
degree, are considered to have not graduated.

Next the question of missing data and power were addressed. The data being
pulled from the student system had very little missing data by nature of the types of
information it contained such as gender, HSGPA, and ACT scores. The second source of
data was the ACT Interest Inventory which is voluntary on the part of the student but had
a surprisingly high response rate. There are procedures that can be used to estimate
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missing data but doing so erroneously decreases the standard error by increasing the
usable sample size. Although this increases power, estimating missing data carries the
inherent risk that estimated values will not reflect the true sample and thus reduces
confidence in the results (Howell, 2009). Therefore the decision was made to exclude

cases with missing data. Table 8 shows that once all the cases with missing data where
removed from the logistic regression analysis for the second research question 76.6%
were still complete and usable.

Before running any analysis, an a priori test was run in SPSS to test the minimum

power needed to detect effects and the needed sample size. Power is dependent on the
statistical test used, sample size, /^-value, and the quality (reliability) of the measures
(Hill & Lewicki, 2007). For both regression analysis and Chi-square tests results are
reported as/?-values. P-values of less than .05 are generally considered as statistically
significant and those of less than .01 are considered highly statistically significant. At a
/>value of .05 we can say we are 95% confident that the results represent the actual
population and are not attributed to random chance (Rumsey, 2009).
Power ranges from 0 to 1.0 and .8 or higher is generally acceptable (Triola, 2005)
which means that 80% of the time we would find a difference if there were one.

Although increasing the sample size would increase the power that is not always feasible,
especially when using a secondary data source. If the level of power is not sufficient
based on the sample size and division within a variable, there are procedures that can be
used to estimate what the effect size would have been had a larger sample been available.

These estimates have a larger standard error (lower level of confidence) associated with
them. The a priori test used a category (academic preparation) with nine variables
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determining that a sample size of 2,109 or higher would yield a power of .8 or more. A
category with less variables and/or a sample size of more than 2,109 would yield even
more power. Table 9 shows that two cohorts (n = 1,920 and n = 1,798) would have a
power of less .8 if the category tested had nine variables. Table 9 shows that when the

logistic regression analysis was run using AYs 1999-2001, 2002-2003, and 2004-2005
there were 6,400 usable cases.
Table 9

Valid and Missing Cases for Entire Sample and Individual Cohorts
Cohort

1999-2001

2002-2003

2004-2005

Total

Total Cases

3,488

2,500

2,366

8,354

Valid Cases

2,682

1,920

1,798

6,400

(%)

(76.9)

(76.8)

(76.0)

(76.6)

806

580

568

1,954

(23.1)

(23.2)

(24.0)

(23.4)

Cases with Missing Data
(%)

The next step was to test a full model for statistical significance which indicated

that there were predictors included in the model that reliably distinguished between
graduates and non-graduates. A Chi-square statistic to test the validity of the regression
model is used. Table 10 displays results of this Chi-square analysis showing the logistic
regression model used does increase the predictability of graduation. A;?-value of .05 or
less is considered statistically significant and ap- value of .01 or less is considered highly
statistically significant (Rumsey, 2009). Results show the model tested is significant in
predicting which students will graduate (Chi-square = 319.718, p <. 001, df = 22).
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Table 10

Chi-Square Test of Validity ofthe Logistic Regression Modelfor Individual Cohorts
Cohort

Chi-square

df

Sig.

1999-2001

502.938

22

.000**

2002-2003

324.790

22

.000**

2004-2005

319.718

22

.000**

Note, n = 6,400

**p<.01.

Table 11 shows how much of the variance between graduates and drop-outs can
be explained by variables in the logistic regression model. Results of the Nagelkerke R
square (R ) show a weak but statistically significant relationship for the overall model.

The model explains about 20% (Nagelkerke R2 = .202) to 22% (Nagelkerke R2 = .220) of
the variance in graduation, with the remaining variance unexplained by the pre-admission
variables. Therefore this model has some predictive utility. The data was also analyzed

using the Cox & Snell R2, but using the Nagelkerke R2 is preferred because it is an
adjustment of the Cox & Snell R2 with results bounded by 0 and 1.0, making
interpretation easier than the Cox & Snell R2 (which has a maximum value of .75)
(Denis, 2010).
Table 11

Summary ofPredictive Utility ofLogistic Regression Modelfor Individual Cohorts
Nagelkerke R2

-2 Log Likelihood

Cox & Snell R2

1999-2001

3,357.733

.165

2002-2003

2,405.476

.152

.202

2004-2005

2,219.147

.160

.213

Cohort

Note, n = 6,400

•

.220
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a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001 for
split file 3 Cohort Groups for Regression = 1999-2001.
b. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001 for
split file 3 Cohort Groups for Regression = 2002-2003.
c. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001 for
split file 3 Cohort Groups for Regression = 2004-2005.
**/?<.01

In Table 12, Step 0, the software runs the model using the intercept only without

any of 22 independent predictor variables included. Step 0 tells us that for the AY 19992001 cohort of 2,682 students given the base rates of the two outcomes, 49.9% [1338 +
(1338 + 1344)] did not graduate and 50.1% [1344 + (1338 + 1344)] did graduate. This

means that with no other information, if we predicted that every student would graduate
we would be correct 50.1% of the time.

In Step 1 the software adds the 22 independent predictor variables to the model.
Table 11 shows adding the variables to the model allows us to correctly 67.7% [910 *
(434 + 910)] classify of the AY 1999-2001 subjects where the predicted event
(graduation) was observed and 66.9% [895 + (895 + 443)] where it was not. The overall

percentage, 67.3%, is the percentage of cases for which the dependent outcome variable

of graduation for the AY 1999-2001 cohort was correctly predicted given the model. By
adding the 22 independent variables we can now predict with 67.3% accuracy which
students will graduate, an increase of 17.2%. For the AY 2002-2003 cohort an additional
14.2% (67.5% - 53.3%) increase in prediction is seen and for the AY 2004-2005 cohort a

gain of 13.7% (67.9 - 54.2) is shown. Table 13 illustrates which of the 22 independent

variables make a significant contribution to this ability to predict which students in the
AY 1999-2001 cohort will graduate.
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Table 12

Ability to Predict Graduationfor Individual Cohorts Before and After the Logistic
Regression Model is Applied

1999-2001

2002-2003

2004-2005

1999-2001

2002-2003

2004-2005

StepO

StepO

StepO

Step 1

Step 1

Step 1

Graduate?

Graduate?

Graduate?

Graduate?

Graduate?

Graduate?

Predicted

Predicted

Overall

Graduate?

(% ) Correct

(%)

No

Yes

No

Yes

No

0

1,338

(0)

(100.0)

(50.1)

Yes

0

1,344

No

0

897

(0)

(100.0)

(53.3)

Yes

0

1,023

No

0

823

(0)

(100.0)

(54.2)

Yes

0

975

No

895

443

(66.9)

(67.7)

(67.3)

Yes

434

910

No

562

335

(62.7)

(71.7)

(67.5)

Yes

289

734

No

478

345

(58.1)

(76.1)

(67.9)

Yes

233

742

Note. n= 6,400
a. Constant is included in the model.
b. The cut value is .500

Results oflogistic regression analysisfor the 1999-2001 cohort. Looking now

more closely, in Table 13 several variables emerge as predictive of individual graduation
within the 1999-2001 cohort as measured by the /^-values. Of the statistically significant
items in Table 13 the estimated B scores tells us the strength and the direction of that

relationship. An estimated B score of greater than 1.0 indicates a positive relationship
while one of less than 1.0 indicates a negative relationship. The range tells us that the
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true number falls between the lower and upper limit. If the value of exp. (B) is greater
than 1.0 and the confidence interval (CI) does not overlap 1.0, then for each unit increase

in the independent variable there is a corresponding percentage increase in the odds of
graduating. The larger the range between the lower and upper boundaries of the CI, the
less certainty can be attributed to the results.
Table 13

Logistic Regression Analysis ofGraduationfor the 1999-2001 Cohort
95% C.I. for

Exp. (B)
Fall 1999-2001 Cohort

B

S.E.

Wald

Gender

.081

.099

.678

Ethnicity

.050

.034

2.194

1.442

.135

114.882

Proximity to Campus

.015

.099

Residence on Campus

.182

AP Credits

.053

HSGPA

CLEP Credits

df

Sig.

Exp
(B)

.410

Lower

Upper

1.085

.894

1.317

.139

1.051

.984

1.122

.000**

4.228

3.248

5.503

.024

.876

1.016

.836

1.234

.137

1.766

.184

1.199

.917

1.569

.051

1.088

.297

1.055

.954

1.166

.450

1.012

.982

1.042

.000**

.667

.522

.806

1

.012

.015

.571

Pell Eligible

-.405

.097

17.532

ACT Composite

-.026

.097

.070

.791

.975

.806

1.179

ACT English

.002

.029

.006

.936

1.002

.947

1.61

ACT Math

.018

.029

.367

.545

1.018

.962

1.077

ACT Reading

-.034

.027

1.538

.215

.967

.917

1.020

ACT Science

.047

.030

2.510

.113

1.049

.989

1.112

Confidence in Major

.067

.059

1.317

.251

1.0740

.953

1.200

Educational Aspirations

-.096

.041

5.445

.020*

.908

.838

.985

Estimated 1st Year GPA

.038

.059

.422

1.039

.926

1.166

-.039

.025

2.486

Size of Hometown

1

.516

]

.115

.961

.915

1.010

.566

3.133

English Spoken at Home

.287

.436

.431

1

.511

1.332

Size of High School

.044

.038

1.342

]

.247

1.045

.970

1.126

High School Rank

.002

.075

.001

]

.979

1.002

.865

1.160

Extracurricular Activities

-.001

.023

.003

]

.953

.999

.955

1.045

Leadership Position Held

-.040

.117

.115

]

.734

.961

.764

1.209

-5.136

.645

63.326

.000

.006

Constant

Note, n = 2,682

*p<. 05. **/?<.01.
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The HSGPA variable (B = 1.442) is highly statistically significant with;? < .001

and the relationship is positive. The exp (B) = 4.228 and the lower and upper boundaries
of the CI do not overlap 1.0 so the odds of whether someone graduates increases by
32.3% (4.228 - 1.0 = 3.228) for each unit increase in HSGPA. In this case the HSGPA

unit is a full letter grade on a 0-4.0 scale. All other things being equal, a student with a
HSGPA of 3.5 is 32.3% more likely to graduate than a student with a HSGPA of 2.5. The

importance of HSGPA in predicting success may be based upon the inclusion of
attributes such as motivation, attitude, and attendance into the calculation of grades along
with academic achievement (Noble & Sawyer, 2002; O'Connor, 2001).
Pell Grant eligibility, which indicates low SES, is highly statistically significant at
a/7 < .001 and the relationship is negative (B = -.405). The exp (B) = .667 and the lower
and upper boundaries of the CI do not overlap 1.0 so the odds of graduation decreases
33.3% (.667 - 1.0 = .333) if a student is Pell eligible.

In this case educational aspirations are significant at the/? = .020, but that
relationship is negative (B = -.096) whereby the higher the educational aspirations the

less likely the student is to graduate. The exp. (B) = .908 and the upper and lower CI do
not overlap 1.0 which tells us the chances of someone graduating decreases by 9.2%)
(.908 - 1.0 = .092) for each unit increase in educational aspirations. The educational units
used for educational aspirations are: certificate, associate, bachelor's, master's, and
doctorate. The ACT Interest Inventory also included the choice of other. Other was
omitted from the regression analysis as too ambiguous.

To illustrate these outcomes in another manner, let us apply the logistic regression
equation to two specific cases. My data can be expressed as an equation, or model, with
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the log(y) being the dependent, outcome variable of graduation and using the statistically
significant independent predicator variables of HSGPA, Pell eligibility (PE), and
educational aspirations (EA). The values for these variables are shown in Table 12.

Log (y) = Constant + (B of HSGPA x HSGPA) + (B of PE x PE) +
(BofEAxEA)

Log (y) = -5.136 + (1.442 x HSGPA) + (-.405 x PE) + (-.096 x EA)

With this we can compare two similar students and their chances of graduation
based on the model illustrated in the logistic regression analysis for this cohort. For
example, two students in this cohort enter Ferris with a HSGPA of 3.0 and desire to earn

an associate degree, but student A is Pell eligible while student B is not. Pell eligibility is
coded as a no = 0, yes = 1, and educational aspirations are coded as certificate = 1,
associate = 2, bachelors = 3, masters = 4, and doctorate = 5. Student A's chance of

graduating based on the model is 24%.

Log (y) student A = -5.136 + (1.442 x 3.0) + (-.405 x 1.0) + (-.096 x 2.0)
Log (y) student A - -5.136 + 4.326 + -.405 + -.192

Log (y) student A = e -1.407
Log (y) student A = 24%

All of the values in the equation are the same for student B except they are not Pell
eligible so PE is no = 0.

Log (y) student B = -5.136 + (1.442 x 3.0) + (-.405 x 0) + (-.096 x 2.0)
Log (y) student B = -5.136 + 4.326 + 0 + -.192
Log (y) student B = e -1.002
Log (y) student B = 37%
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The model predicts that student B (not Pell Grant eligible) is 13% (37% - 24%) more

likely to graduate than student A (Pell Grant eligible). This example illustrates the
predictive utility of the model when comparing two similar students and their chances of
graduating.
Overall, for the AY 1999-2001 cohort, we can conclude that as HSGPA increases

so do the odds of graduating, but as educational aspirations rise and Pell Grant awards
increase, the chances of graduating decline.

Results oflogistic regression analysisfor the 2002-2003 cohort. Table 14
presents the regression results for the 2002-2003 cohort. We see the same variables

appear as significant along with a few additional ones. The HSGPA variable (B = 1.526)

is highly statistically significant with ap < .001 and relationship is positive. The exp (B)
= 4.602 and the lower and upper boundaries of the CI do not overlap 1.0 so in this group
the odds of whether someone graduates increases by 36% (4.602 - 1.0 = 3.6) for each
unit increase in HSGPA.

Here residence on campus and AP credits also emerge as significant. The

residence on campus variable (B = .331) is significant at thep-value of .05 level and the

relationship is positive. The exp (B) = 1.392 and the CI does not overlap 1.0 so the odds
of whether someone graduates increases by 39.2%) (1.392 - 1.0 = .392) if they live in the
residence hall their freshman year.

AP credits are also significant (B = .135) at the/?-value <.05 level and the

relationship is positive. The exp (B) = 1.144 and the lower and upper boundaries of the
CI do not overlap 1.0 so the odds of whether someone graduates increases by 14.4%
(1.144 - 1.0 = .144) for each unit increase. A further explanation regarding AP credits is
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warranted here. The range for AP credits is 0-44. AP credits though do not transfer in as

individual credits per se but in course equivalent blocks which are generally 3-4 credits
each. Assuming this to be the case we can say that for each 3-4 credit AP course/block
increase a student is 14%, or 1.144 times, more likely to graduate.

Pell Grant eligibility remains highly statistically significant for this group with/?
< .001 and again, the relationship is negative (B = -.321). The exp (B) = .726 and the
lower and upper boundaries of the CI do not overlap 1.0 so the odds of graduation
decrease 27.4% (.726 - 1.0 = .274) if a student is Pell eligible.
Estimated first year GPA is significant at the/? < .05 level for this cohort and the
relationship is negative (B = -.148), the higher the estimated first year GPA the less likely

the student is to graduate. The exp. (B) = .863 and the CI does not overlap 1.0 which
tells us that chances of someone graduating decreases by 13.7%> (.863 - 1.0 = .137) for
each unit increase in estimated first year GPA. Estimated first year GPA is coded in
increments from .05-.09 (D- to D) = 1 to 3.5 to 4.0 (A- to A) = 7.
Table 14

Logistic Regression Analysis ofGraduationfor the 2002-2003 Cohort
95% C.I. for

Exp. (B)
Fall 2002-2003 Cohort

B

S.E.

Wald

df

Sig.

Exp
(B)

Lower

Upper

Gender

.271

.112

5.832

[

.016

1.311

1.052

1.634

Ethnicity

.020

.042

.237

[

.626

1.021

9.40

1.108

HSGPA

1.526

.159

91.762

1

.000**

4.602

3.367

6.289

Proximity to Campus

-.206

.116

3.127

1

.077

.814

.648

1.023

Residence on Campus

.331

.157

4.425

1

.035*

1.392

1.023

1.894

AP Credits

.135

.066

4.162

]

.041*

1.144

1.005

1.302

CLEP Credits

.035

.031

1.251

]

.263

1.035

.974

1.100

-.321

.112

8.170

]

.004**

.726

.582

.904

Pell Eligible
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Table 14, continued
95% C.I. for

Exp. (B)
S.E.

Wald

df

Sig.

Exp
(B)

.003

.098

.001

I

.975

-.015

.030

.265

I

.028

.031

.833

ACT Reading

-.019

.029

ACT Science

.013

Confidence in Major

Lower

Upper

1.003

.828

1.215

.606

.985

.929

1.044

[

.362

1.028

.969

1.092

.438

I

.508

.981

.927

1.038

.032

.157

1

.692

1.013

.951

1.078

.048

.069

.491

1

.484

1.049

.917

1.201

Educational Aspirations

-..079

.049

2.560

1

.110

.924

.838

1.018

Estimated 1st Year GPA

-.148

.070

4.424

1

.035*

.863

.752

.990

.006

.031

.034

1

.854

1.006

.947

1.068

-.368

.451

.666

1

.414

.692

.286

1.674

Size of High School

.086

.045

3.554

1

.059

1.089

.997

1.191

High School Rank

.039

.087

.194

1

.659

1.039

.876

1.234

Extracurricular Activities

.017

.029

.375

]

.541

1.018

.962

1.076

Leadership Position Held

-.052

.139

.142

]

.706

.949

.723

1.245

-3.952

.721

30.010

1

.000

.019

Fall 2002-2003 Cohort

ACT Composite
ACT English
ACT Math

Size of Hometown

English Spoken at Home

Constant

B

Note: n = 1,920. Sample size is below the desired 2,109 for a power of .8.

*p<. 05. **p<.01.

Results oflogistic regression analysis for the 2004-2005 cohort. Table 15
provides the regression results for the 2004-2005 cohort. We see three variables emerge

as highly statistically significant (p < .01). The HSGPA variable (B = 1.553) is highly
significant with ap < .001 and the relationship is positive. The exp (B) = 4.728 and the

CI does not overlap 1.0 so the odds of whether someone graduates increases by 37.3%
(4.728 - 1.0 = 3.728) for each full letter grade increase in HSGPA.
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Ethnicity (B = .170) is also highly statistically significant (p < .001) and the

relationship is positive. The exp. (B) = 1.186 and CI does not overlap 1.0 so the odds of
whether a student graduates increases by 18.6% (1.186 - 1.0 = .186) if a student is not a
minority.

The educational aspiration variable (B = -.209) is also highly significant at the/? <
.01 level and the relationship is negative. The exp (B) = .812 and the CI does not overlap
1.0 so the odds of whether a student graduates decreases by 18.8% (.812 -1.0 = .188) for
each unit increase of the degree they aspire to.

Both gender (p = .003) and residence on campus (p = .006) are highly statistically

significant. The gender variable (B = .348) is positive with an exp (B) = 1.416 and a CI
that does not overlap 1.0. The odds of a student graduating are 41.6% (1.416-1.0 =

.416) higher if they are female. The residence on campus variable (B = .432) is positive
with an exp (B) = 1.540 and CI that does not overlap 1.0. Thus a FTIAC who lives on
campus their freshman year is 54% (1.540 - 1.0 = .540) more likely to graduate.
AP credits (p = .039) and Pell eligibility (p = .014) are both statistically

significant at the/? < .05 level. The AP variable (B = .08) has a positive relationship to

graduation. The exp (B) = 1.084 and CI that does not overlap 1.0 so the odds of a student
graduating increase by 8.4% (1.084 - 1.0 = .084) for each 3-4 credit course unit increase
in AP credits earned. For the Pell eligibility variable (B = -.294) and the relationship is

negative. The exp (B) = .745 and the upper and lower CI do not overlap 1.0 so the odds
of graduation decreases 25.5%) (.745 - 1.0 = .255) if a student is Pell eligible.
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Table 15

Logistic Regression Analysis ofGraduationfor the 2004-2005 Cohort
95% C.I. for

Exp. (B)
Fall 2004-2005 Cohort

B

S.E.

Wald

df

Sig.

Exp
(B)

.003*

Lower

Upper

1.416

1.121

1.789

Gender

.348

.119

8.533

Ethnicity

.170

.049

12.311

.000**

1.186

1.078

1.304

HSGPA

1.553

.175

79.194

.000**

4.728

3.358

6.657

Proximity to Campus

-.213

.120

3.146

I

.076

.808

.638

1.023

Residence on Campus

.432

.159

7.431

1

.006*

1.540

1.129

2.102

AP Credits

.080

.039

4.263

.039*

1.084

1.004

1.170

CLEP Credits

.009

.034

.069

.793

1.009

.944

1.078

Pell Eligible

-.294

.119

6.077

.014*

.745

.590

.942

ACT Composite

-.180

.103

3.033

.082

.835

.682

1.023

ACT English

.034

.032

1.165

.280

1.035

.973

1.101

ACT Math

.059

.032

3.319

.068

1.060

.996

1.130

ACT Reading

.046

.030

2.246

]

.134

1.047

.986

1.111

ACT Science

.012

.035

.126

]

.723

1.012

.946

1.084

Confidence in Major

.051

.072

.501

]

.479

1.052

.914

1.210

Educational Aspirations

-.209

.053

15.444

]

.000**

.812

.731

.901

Estimated 1st Year GPA

.031

.079

.154

1

.695

1.031

.884

1.203

Size of Hometown

-.011

.032

.121

1

.728

.989

.930

1.052

English Spoken at Home

-.330

.533

.383

1

.536

.719

.253

2.045

.022

.046

.226

]

.634

1.022

.934

1.118

-.065

.096

.449

1

.503

.937

.776

1.132

Extracurricular Activities

.017

.029

.352

1

.553

1.017

.962

1.076

Leadership Position Held

.061

.148

.167

1

.683

1.062

.7965

1.420

-4.263

.827

26.583

]

.000

.014

Size of High School

High School Rank

Constant

Note, n = 1,798. Sample size is below the desired 2,109 for a power of .8.
*/?<. 05. **p< .01.
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Logistic Regression Analysisfor First Year Retention, Second Year Retention, and
Graduation

The next part of the second research question seeks to determine to what extent do
the 22 independent pre-admission variables of academic preparation, personal attributes,

and demographic characteristics predict year-to-year retention as well as graduation? To
answer this question logistic regression analysis was employed.
The decision was made to carry retention out to only the second year even though

the window for gradation with a bachelor's degree is six years. Measuring retention
beyond the second year becomes rather messy for several reasons. It is almost impossible
to accurately separate out associate and bachelor's degree students. Many students earn
both degrees, some finishing the associate first but many working on both simultaneously

and graduating at close to, or the same time, with an associate and bachelor's. In fact,
within our sample of 8,354 FTIACs, there were 4,297 who graduated (Table 7) and 1,543
(not shown in tables) who received more than one degree or about 36% (1,543 + 4,297).

Since the logistic regression analysis contains the entire sample of valid cases (n =

6,400) there is sufficient power for a high level of confidence in the results and 76.6% of
the cases were usable.

Results oflogistic regression analysis for the 1999-2005 cohort. The next step
was to test a full model for statistical significance with the result that there were
predictors included in the model that reliably distinguished between graduates and nongraduates. Table 16 displays results of this Chi-square analysis showing the logistic

regression model used does increase the predictability of graduation. Results show the
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model tested is significant in predicting which students will graduate (Chi-square =
1060.106,p<.001, df= 22).
Table 16

Chi-Square Test ofLogistic Regression Modelfor Graduation
Cohort
1999-2005

Chi-square

df

1,060.106

22

Sig.
.000**

Note, n = 6,400

**/?<.01.

Next, Table 17 shows how much of the variance between graduates and nongraduates can be explained by variables in the logistic regression model. Results of the

Nagelkerke R2 show a weak but statistically significant relationship for the overall model.

The model explains about 20% (Nagelkerke R2 = .204) of the variance in graduation with
the remaining variance unexplained by the pre-admission variables. We can conclude
that the model has some predictive utility.
Table 17

Summary ofPredictive Utility ofLogistic Regression Modelfor Graduation

Cohort
1999-2005

-2 Log Likelihood

Cox & Snell R2

Nagelkerke R2

7,799.572

.153

.204

Note, n = 6,400

a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.

In Table 18, Step 0, the software runs the model using the intercept only without
any of 22 independent predictor variables included. Step 0 tells us that 3,058 students or
47.8% (3,058 + 6,400) did not graduate and 3,342 students or 52.2% (3342 + 6,400) did
graduate. With no other information, if we predicted every student would graduate we
would be correct 52.2% of the time.
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In Step 1 the software adds the 22 independent predictor variables to the model.
Table 17 shows adding the variables to the model allows us to correctly classify 71.6%
[2,398 + (949 + 2,398)] subjects where the predicted event (graduation) was observed
and 62.5% [1911 + (1911 + 1147)] where it was not. The overall percentage, 67.3%, is
the percentage of cases for which the dependent outcome variable of graduation was

correctly predicted given the model. By adding the 22 independent predictor variables
we can now predict with 67.3% accuracy which students will graduate, an increase of
15.1% (67.3%) - 52.2%o). Table 19 illustrates which of the 22 independent predictor
variables make a significant contribution to this ability to predict which students will
graduate.
Table 18

Ability to Predict Graduation Based on Logistic Regression Model

1999-2005

1999-2005

StepO

Step 1

Graduate?

Graduate?

Predicted

Predicted

Overall

Graduate?

(% ) Correct

(%)

No

Yes

No

Yes

No

0

3,058

(0)

(100.0)

(52.2)

Yes

0

3,342

1,911

1,147

(62.5)

(71.6)

(67.3)

949

2,393

No
Yes

Note. n= 6,400
a. Constant is included in the model.
b. The cut value is .500

When we look at the all the pre-admission independent variables for the entire
sample of n = 6,400 we find there are seven that are highly statistically significant at the p
< .01 level as shown in Table 19. These are gender, ethnicity, HSGPA, residence on
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campus, AP credits, Pell eligibility, and educational aspirations. Because of the a priori
analysis run in SPSS we know there is adequate power with this size sample to have
confidence in the results.

The gender variable (B = .201) is highly statistically significant at/? = .002 and
the relationship is positive. The exp (B) = 1.22 and the lower and upper boundaries of
the CI do not overlap 1.0. Therefore we can say that the chance of graduation increases
by 22% (1.22 - 1.0 = .22) for females.

The ethnicity variable (B = .068) is high statistically significant atap = .003 and

the relationship is positive. The exp (B) = 1.070 and the CI does not overlap 1.0 the
chances a student will graduate increase by 7% (1.070 - 1.0 = .07) if they are not a
minority.

HSGPA emerges as highly statistically significant again. The HSGPA variable (B
= 1.478) has a/?-value < .001 and the relationship is positive. The exp (B) = 4.382 and

lower and upper boundaries of the CI do not overlap 1.0. Therefore the chances of

graduation increase by 33.8%) (4.382 - 1.0 = 3.382) for each full letter grade increase in
HSGPA.

Residence on campus and AP credits both emerge as highly statistically

significant as well. The residence on campus variable (B = .293) has a/?-value of .001.
The exp (B) = 1.340 and the CI does not overlap 1.0. This means that students who
reside on campus their freshman year are 34%) (1.340 - 1.0 = .340).more likely to

graduate. The AP credit variable (B = .083) has ap = .003 and the relationship is
positive. The exp (B) = 1.078 and the lower and upper boundaries of the CI do not
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overlap 1.0. Thus for each unit (3-4 credit course) increase in AP credits a student is
7.8% (1.078- 1.0 = .078) more likely to graduate.

That last two which surface as highly statistically significant are Pell eligibility (p
< .001) and educational aspirations {p < .001) and both have a negative relationship. The

Pell eligibility variable is B = -.345 with an exp (B) = .708 and a CI that does not overlap
1.0. Thus students who are Pell eligible are 29.2% (.708 - 1.0 = .292) less likely to

graduate than those who are not. The educational aspirations variable is B = -1.38 with
an exp (B) = .871 and a CI that does not overlap 1.0. For each increase in degree
attainment a student aspires to there is a corresponding 12.9%) (.871 - 1.0 = .129)
decrease in their chances of graduating.
Table 19

Logistic Regression Analysis ofGraduation
95% C.I .for

Exp. (B)
Lower

Upper

1.22

1.079

1.385

.003**

1.070

1.023

1.120

]I

.000**

4.382

3.681

5.217

2.397

]I

.122

.906

.799

1.027

.087

11.360

]I

.001**

1.340

1.130

1.589

Fall 1999-2005

B

S.E.

Wald

df

Sig.

Gender

.201

.064

10.002

[

.002**

Ethnicity

.068

.023

8.542

I

HSGPA

1.478

.089

275.00

Proximity to Campus

-.099

.064

Residence on Campus

.293

Exp (B)

AP Credits

.083

.028

8.576

][

.003**

1.078

1.028

1.149

CLEP Credits

.019

.012

2.252

]1

.133

1.019

.994

1.044

Pell Eligible

-.345

.063

29.982

][

.000**

.708

.626

.801

ACT Composite

-.024

.058

.176

]

.675

.976

.872

1.093

ACT English

-.003

.017

.030

]

.862

.997

.963

1.032

.021

.018

1.392

1

.238

1.021

.986

1.057

ACT Reading

-.016

.017

.962

1

.327

.984

.952

1.016

ACT Science

.021

.018

1.331

]

.249

1.022

.985

1.059

Confidence in Major

.056

.038

2.117

1

.146

1.057

.981

1.139

ACT Math
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Table 19, continued
95% C.I . for

Exp. (B)
Fall 1999-2005

B

S.E.

Wald

Educational Aspirations

-.138

.030

20.870

Estimated 1st Year GPA

-.028

.039

.497

Size of Hometown

-.014

.017

.681

English Spoken at Home

-.146

.276

Size of High School

.044

High School Rank

df

Sig.

Exp (B)

Lower

Upper

.000**

.871

.821

.924

I

.481

.973

.900

1.051

]

.409

.986

.955

1.019

.279

.598

.865

.503

.025

3.175

.075

1.045

.996

1.097

.004

.049

.006

]

.936

1.004

.911

1.106

Extracurricular Activities

.010

.015

.402

]

.526

1.010

.980

1.041

Leadership Position Held

-.024

.077

.094

]

.759

.977

8.40

1.135

-4.339

.417

108.285

1

.000

.013

Constant

1.484

Note, n = 6,400

**p<.01.

Results oflogistic regression analysisfor first year retention of1999-2005 cohort.

The second research question also seeks to find what factors might predict first year and
second year retention. The next step was to test a full model of first year retention for
statistical significance with the result that there were predictors included in the model that

reliably distinguished between those students retained after the first year and those who
were not. Table 20 displays results of a Chi-square analysis showing the model tested is
significant in predicting which students will be retained the first year. (Chi-square =
333.163,/? <.001, df= 22).
Table 20

Chi-Square Test of Validity ofthe Logistic Regression Modelfor First Year Retention
Cohort
1999-2005

Note, n = 6,400

**p<.01.

Chi-square

df

333.163

22

Sig.
.000*
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Table 21 shows how much of the variance between students retained after the first

year and those not retained can be explained by variables in the logistic regression model.

Results ofthe Nagelkerke R2 show a weak but statistically significant relationship for the
overall model. The model explains about 7% (Nagelkerke R2 = .068) of the variance in
first year retention with the remaining variance unexplained by the pre-admission
variables. We can conclude that the model has some predictive utility.
Table 21

Summary ofPredictive Utility ofLogistic Regression Model for First Year Retention
Cohort
1999-2005

-2 Log Likelihood

Cox & Snell R2

Nagelkerke R2

8,384.114

.051

.068

Note, n = 6, 400

a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.

Table 22, Step 0, shows the results when none of the independent predictor
variables, only the intercept, are included in the model. Of the n = 6,400 subjects, 42.2%
(2,703 + 6,400) were not retained after the first year and 57.8% (3,697 -6,400) were
retained. Given this and no other information, if we predicted all of the students would
be retained after the first year we would be correct 57.8% of the time.
In Step 1 the software add the 22 independent predictor variables to the model to
predict which students will be retained after the first year. The model could accurately

classify 82.2% [3,033 + (664 + 3,033)] where the predicted event (first year retention)
did not occur and 33.7% [912 + (912 + 1791)] of the time where it did. The overall
percentage, 61.6%), is percentage of cases in which the dependent outcome variable of

first year retention was accurately predicted by the model. This is only a modest increase
of 3.8% (61.6% - 57.8%). Table 23 will illustrate which of the 22 independent predictor
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variables make a significant contribution to the increased accuracy of prediction using the
model.

Table 22

Ability to Predict First Year Retention Based on Logistic Regression Model

1999-2005

1999-2005

StepO

Step 1

Retained?

Retained?

Predicted

Predicted

Overall

Retained?

(% ) Correct

(%)

No

Yes

No

Yes

No

0

2,703

(0)

(100.0)

(57.8)

Yes

0

3,697

No

912

1,791

(33.7)

(82.0)

(61.6)

Yes

664

3,033

Note. n= 6,400
a. Constant is included in the model.
b. The cut value is .500

In Table 23 several things emerge as highly statistically significant (p < .001) in
predicting which students will be retained after the first year. These are HSGPA, CLEP

credits and estimated first year GPA. For the HSGPA variable (B = .873) the relationship

is positive with exp (B) = 2.395 and the CI does not overlap 1.0. This means that for
each letter grade increase in the HSGPA a student is 14% (2.395 - 1.0 = 1.395) more

likely to be retained after the first year. For the CLEP variable (B = .056) the relationship
is positive with exp (B) = 1.058 and the CI does not overlap 1.0. This means that for
each additional CLEP unit earned a student is 5.8% (1.058 - 1.0 = .058) more likely to be

retained after the first year. Similar to AP credits, CLEP credits are measured in credit
hours but awarded in increments of 3-4 credit course/blocks and not individual credit

hours. An example of this would be a student who earns CLEP credit for Spanish I
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which is a 4 credit hour class at the University. Lastly, for the educational aspirations

variable (B = -.045) the relationship is negative with the exp (B) = .858 and the CI does

not overlap 1.0. For each additional unit in GPA a student anticipates earning in college
their chances of being retained after the first year decreases by 14.2% (.858 - 1.0 = .142).
Table 23

Logistic Regression Analysisfor First Year Retention
95% C.I . for

Exp. (B)
Wald

df

Sig.

Exp (B)

Lower

Upper

Fall 1999-2005

B

S.E.

Gender

.105

.060

3.066

1

.080

1.111

.988

1.250

Ethnicity

.011

.021

.265

1

.606

1.011

.970

1.053

HSGPA

.873

.080

118.169

1

.000**

2.395

2.046

2.803

Proximity to Campus

-.0694

.061

1.085

1

.298

.938

.832

1.058

Residence on Campus

-.012

.084

.021

1

.885

.988

.838

1.165

AP Credits

.016

.018

.799

]

.372

1.017

.981

1.054

CLEP Credits

.056

.013

19.680

1

.000**

1.058

1.032

1.084

Pell Eligible

-.045

.060

.564

1

.453

.956

.849

1.076

ACT Composite

-.029

.055

.284

1

.594

.971

.872

1.081

ACT English

-.016

.017

.872

1

.350

.985

.953

1.017

.017

.017

1.006

1

.316

1.017

.984

1.051

ACT Reading

-.007

.016

.212

1

.645

.993

.962

1.024

ACT Science

.021

.018

1.442

1

.230

1.021

.987

1.057

Confidence in Major

.059

.037

2.628

1

.105

1.061

.988

1.140

Educational Aspirations

-.045

.029

2.516

]

.113

.956

.904

1.011

Estimated 1st Year GPA

-.154

.037

16.799

1

.000**

.858

.797

9.23

.004

.016

.057

]

.812

1.004

.973

1.035

English Spoken at Home

-.068

.264

.066

1

.797

.934

.557

Size of High School

-.036

.023

2.345

.126

.965

.921

1.010

.011

.047

.054

1

.816

1.011

.923

1.108

Extracurricular Activities

-.013

.015

.772

]

.380

.987

.960

1.016

Leadership Position Held

.033

.073

.205

[

.650

1.034

.896

1.192

-.992

.392

6.412

1

.011

.371

ACT Math

Size of Hometown

High School Rank

Constant

Note, n = 6,400

**p<.01.

1.567
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Results oflogistic regression analysis for second year retention of1999-2005
cohort. Next the full model for second year retention was tested for statistical

significance and it was found there were variables which could reliably distinguish
between those students retained after the second year and those who were not. Table 24

displays results of this Chi-square analysis showing the model tested is significant in
predicting which students will be retained the first year (Chi-square = 333.163,/? < .001,
df=22).
Table 24

Chi-Square Test of Validity ofthe Logistic Regression Model for Second Year Retention
Cohort
1999-2005

Chi-square

df

Sig.

400.209

22

.000**

Note, n = 6,400

**p<.01.
Table 25 shows how much of the variance between students retained after the

second year and those not retained can be explained by variables in the logistic regression
model. Results of the Nagelkerke R show a weak but statistically significant

relationship for the overall model. The model explains about 8% (Nagelkerke R2 = .081)
of the variance in second year retention with the remaining variance unexplained by the
pre-admission variables. We can conclude that the model has some predictive utility.
Table 25

Summary ofPredictive Utility ofLogistic Regression Model for Second Year Retention
Cohort
1999-2005

-2 Log Likelihood

Cox & Snell R2

Nagelkerke R2

8,430.14

.061

.081

Note. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.
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In Table 26, Step 0, the software runs the regression model as an intercept only
model without any of the independent predictor variables included. For the n = 6,400

sample, given the base rates of the two outcomes, 46.0%) (2,941-*- 6,400) of the subjects
were not retained after the second year and 54.0% (3,459 + 6,400) were retained. With
this and no other information, if we predicted that all of the FTIACs would be retained
after the second year we would be correct 54.0%) of the time.

In Step 1 the 22 independent predictor variables are added to the logistic
regression model. Table 26 shows us that by adding the independent variables to the
model will can correctly classify 72.3%) [2,501 * (958 + 2,501)] the subjects where the
predicted event (second year retention) was not observed and 47.5% [1,397 + (1,397 +

1,544)] of the time where it was. The overall percentage, 60.9%), is the percentage of
cases for which the dependent outcome variable of second year retention was correctly
predicted by the model. By adding the 22 independent predictor variables we can now
predict with 60.9% accuracy which students will be retained after the second year, a
modest increase of 6.9% (60.9% - 54.0%).
Table 26

Ability to Predict Second Year Retention Based on Logistic Regression Model

1999-2005

1999-2005

StepO

Step 1

Retained?

Retained?

Note. n= 6,400
a. Constant is included in the model.
b. The cut value is .500

Predicted

Predicted

Overall

Retained?

(%) Correct

(%)

No

Yes

No

Yes

No

0

2,941

(0)

(100.0)

(54.0)

Yes

0

3,459

No

2,501

958

(72.3)

(47.5)

(60.9)

Yes

1,544

1,397
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Table 27 illustrates four variables that are highly statistically significant at the p <
.01 level. The first of these is the HSGPA variable (B = .834) with ap < .001 and positive

relationship. The exp (B) = 2.303 and lower and upper boundaries of the CI do not

overlap 1.0 so the odds of whether some is retained after the second year increases by
13% (2.303 - 1.0 = 1.303) for each unit increase in HSGPA.
Table 27

Logistic Regression Analysisfor Second Year Retention
95% C.I .for

Exp. (B)
Lower

Upper

1.092

.971

1.229

.283

1.023

.981

1.068

]

.000**

2.303

1.962

2.704

2.610

1

.106

.906

.804

1.021

.083

3.391

1

.066

1.166

.990

1.373

Fall 1999-2005

B

S.E.

Wald

df

Sig.

Gender

.088

.060

2.163

1

.141

Ethnicity

.023

.022

1.151

1

HSGPA

.834

.082

103.763

Proximity to Campus

-.908

.061

Residence on Campus

.154

Exp (B)

AP Credits

.018

.018

1.077

]

.299

1.018

.984

1.054

CLEP Credits

.053

.012

20.596

1

.000**

1.054

1.031

1.079

Pell Eligible

-.078

.060

1.676

1

.195

.925

.822

1.041

ACT Composite

-.037

.054

.469

.494

.963

.866

1.072

ACT English

.000

.016

.000

]

.998

1.000

.968

1.033

ACT Math

.028

.017

2.736

1

.098

1.028

.995

1.062

ACT Reading

-.004

.016

.070

]I

.792

.996

.966

1.027

ACT Science

.010

.017

.320

]

.571

1.010

.976

1.045

Confidence in Major

.147

.036

16.430

]I

.000**

1.153

1.079

1.244

Educational Aspirations

.031

.029

1.202

][

.273

1.032

.976

1.091

Estimated 1st Year GPA

-.134

.038

12.608

1

.000**

.875

.813

.942

.004

.016

.070

][

.791

1.004

.974

1.036

-.072

.261

.077

1

.781

.930

.558

Size of High School

.000

.024

.000

[

.991

1.000

.955

1.047

High School Rank

.030

.047

.415

]1

.519

1.031

.940

1.131

Extracurricular Activities

.009

.015

.385

[

.535

1.009

.981

1.038

Leadership Position Held

.047

.073

.418

[

.518

1.048

.909

1.208

-2.464

.391

39.613

1

.000

.085

Size of Hometown

English Spoken at Home

Constant

Note, n = 6,400

**p<.01.

1.550
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The CLEP variable (B = .053) has ap < .001 and positive relationship. The exp
(B) = 1.054 and lower and upper boundaries of the CI do not overlap 1.0. Therefore the
odds of a student being retained after the second year increase by 5.4% (1.054 - 1.0 =
.054) for each unit (3-4 credit course) increase in CLEP credits.

The confidence in major variable (B = .147) is highly statistically significant with

ap < .001 and positive relationship. The exp (B) = 1.153 and the CI does not overlap 1.0
so the chances of being retained after the second year increases by 15.3% (1.153 -

1.0 = .153) as students' certainty in their major increases from not sure,fairly sure, and
very sure.

The fourth variable which is highly statistically significant in second year

retention is estimated first year GPA. The estimated first year GPA variable (B = -.134)

has ap < .001 and negative relationship. The exp (B) = .875 and the lower and upper CI
do not overlap 1.0 indicating the odds of being retained after the second year decrease by
12.5% (.875 - 1.0 = .125) for each unit increase in their estimated first year GPA.
Relationship Between Pre-admission Variables, Graduation, and Fields ofStudy
The first analysis preformed was descriptive statistics. Table 28 shows the
number of students who entered the different colleges and the number of those students

who graduated from the University. Keep in mind that students may have graduated from
a different college from the one they initially entered. This is always the case for the
University College, which does not grant degrees. The University College offers four
options under what is termed a Developmental Curriculum. Three of the options are for
students who either do not meet the University admission standards, or the admission

standards for their specific program of choice, and are intended to assist them is raising
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their GPA. The fourth option is the Career Exploration program targeted at undecided

students (http://www.ferris.edu/HTMLS/colleges/university/devcurriculum/). Therefore
it is not surprising that University College FTIACs have the lowest graduation rate at
only 33.3%.

Table 28 illustrates as well the disparity in graduation rates by college with the
College of Allied Health (56.8%) and College of Technology (57.8%) having the highest
rates of completion, while aside from the University College, the College of Business
(48%) and College of Education (46.6%) had the lowest. Other researchers have

speculated that while some fields of study may be academically more challenging they
also have higher admission standards (more well prepared students) and better job
prospects which promote higher rates of retention (Astin & Oseguera, 2005a).

Willingham (1985) suggests too that academically weaker students are may be drawn to
majors they perceive as less challenging.
Table 28

Graduation Rate by College ofEntry
College

1999-2001

2002-2003

2004-2005

Entered

Graduated

(%)

Allied Health

295

277

273

845

480

(56.8)

Arts & Sciences

597

509

607

1,713

957

(55.9)

Business

772

459

384

1,615

775

(48.0)

10

10

5

(50.0)

Professional &

Technical Studies
504

374

291

1,169

545

(46.6)

16

16

27

59

31

(52.5)

Technology

972

620

545

2,137

1,236

(57.8)

University College

332

245

229

806

268

(33.3)

3,488

2,500

2,366

8,354

4,297

(51.4)

Education
Kendall

Total

Note, n = 6,400
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The next step in answering the third research question was to run a college-bycollege logistic regression analysis to determine which pre-admission variables were
predictive of success in particular fields of study. Both Kendall College of Art & Design

(n = 10) and the College of Professional & Technical Studies (n = 59) were omitted due
to the small number of cases. The valid cases in the remaining colleges all fall below the

predetermined threshold of 2,109 cases needed for a power of .8 or higher. Therefore the
following logistic regression analysis is presented as exploratory in nature.
Table 29

Valid and Missing Cases by College
xt

u

er*

Allied

Number of Cases

„

.,

Arts&

„ .

_

.

Business

„,

_.

,

Education

Technology

University
„ ..

Total Cases

845

1,713

1,615

1,169

2,137

806

Valid Cases

607

1,269

1,248

911

1,726

587

(71.8)

(74.1)

(77.3)

(77.9)

(80.8)

(72.8)

238

444

367

258

411

219

(28.2)

(25.9)

(22.7)

(22.1)

(19.2)

(27.2)

(%)

Cases with Missing
(%)

Data

Note, n = 8,285

Results oflogistic regression analysisfor College ofAllied Health. The logistic

regression model for the College of Allied Health was tested for statistical significance
and found to have variables in the model which could reliably distinguish between those

students who graduated and those who did not. Table 30 displays results of this Chi-

square analysis showing the model tested is significant in predicting which students will
graduate from the College of Allied Health (Chi-square = 96.697, p < .001, df = 22).
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Table 30

Chi-Square Test of Validity ofthe Logistic Regression Modelfor College ofAllied Health
Cohort
1999-2005

Chi-square

df

Sig.

96.697

22

.000**

Note, n = 607

**p<.01.

Table 31 shows how much of the variance between students who graduate from

the College of Allied Health and those who do not can be explained by variables in the

logistic regression model. Results ofthe Nagelkerke R2 show a weak but statistically
significant relationship for the overall model. The model explains about 20%

(Nagelkerke R2= .197) ofthe variance in graduation with the remaining variance
unexplained by the pre-admission variables. We can conclude that the model has some
predictive utility.
Table 31

Summary ofPredictive Utility ofLogistic Regression Model for College ofAllied Health
Cohort

-2 Log Likelihood

Cox & Snell R2

XT
.IL^J.. D2
Nagelkerke
R

734.473

.147

.197

1999-2005

Note, n = 607

a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.

In Table 32, Step 0, the software runs the logistic regression analysis as an

intercept only model without any of the independent predictor variables included. The
College of Allied Health, the base rates for the two outcomes are 43.5%> (262 +607) did
not graduate and 56.5%) (343 + 607) did graduate. Given this and no otherinformation, if
we predicted that all of the students in the College of Allied Health would graduate we
would be right 56.5%) of the time.
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In Step 1 the software adds the 22 independent predictor variables to the logistic
regression model which increase overall accuracy to 68.4%, an increase of 11.9%
(68.4%) - 56.5%) in predictability over the intercept only model in Step 0. The model
correctly classifies 53.8% [142 + (142 + 122)] of College of Allied Health FTIACs were

the predicted event (graduation) was not observed and 79.6%) [273 + (70 + 273)] where it
was observed. Table 33 displays which of the 22 independent predictor variables are
significant to this added predictability.
Table 32

Ability to Predict Graduation for College ofAllied Health Based on Logistic Regression
Model

1999-2005

1999-2005

StepO

Step 1

Graduate?

Graduate?

Predicted

Predicted

Graduate?

(%) Correct

Overall

No

Yes

No

Yes

No

0

262

(0)

(100.0)

(56.5)

Yes

0

343

142

122

(53.8)

(79.6)

(68.4)

70

273

No
Yes

Note. n= 607.

a. Constant is included in the model.
b. The cut value is .500

A look at Table 33 reveals that for the College of Allied Health both HSGPA and

Pell eligibility are highly statistically significant at the/? < .01 and proximity to campus
and residence on campus are statistically significant at the/7 < .05.

The HSGPA variable (B = 1.029) has ap < .001 and a positive relationship. The

exp (B) = 2.799 and the lower and upper CI do not overlap 1.0. Therefore a College of
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Allied Health student increases their odds of graduating by 17.8% (2.779 - 1.0 = 1.779)
for each full letter grade rise in HSGPA.

The Pell eligibility variable (B = -.126) has ap-value of .004 and a negative
relationship. The exp (B) = .567 and lower and upper CI do not overlap 1.0. Thus Pell

eligible students in the College of Allied Health are 43.3% (.567 - 1.0 = .433) less likely
to graduate than those who are not Pell eligible.

The residence on campus variable (B =.637) with ap = .033 and a positive

relationship. The exp (B) = 1.891 and the lower and upper CI do not overlap 1.0.
Therefore College of Allied Health students increase their odds of graduating by 89.1%)
(1.891 - 1.0 = .891) if they live in the residence halls as freshman.

For this particular group the proximity to campus was also important (B = -.508)

with ap = .027 and negative relationship. The exp. (B) =.601 and the lower and CI do
not overlap 1.0. As a student's permanent home address moves further away from the
campus the student's chance of graduating decreases by 39.9% (.601 -1.0 = .399).
Table 33

Logistic Regression Analysisfor College ofAllied Health
95% C.I.for

Exp. (B)
S.E.

Wald

-.126

.297

.180

.075

.076

.987

HSGPA

1.029

.315

Proximity to Campus

-.508

Residence on Campus
AP Credits

Fall 1999-2005

Gender

Ethnicity

CLEP Credits

Pell Eligible

B

df

Sig.

Exp (B)

Lower

Upper

.671

.881

.492

1.578

]

.320

1.078

.930

1.250

10.676

I

.001**

2.799

1.510

5.188

.230

4.907

]

.027*

.601

.384

.943

.637

.299

4.543

]

.033*

1.891

1.053

3.396

-.048

.048

1.007

.316

.953

.867

1.047

-.024.

.057

.181

]

.670

.976

.873

1.091

-.568

.195

8.517

]

.004**

.567

.387

.830
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Table 33, continued
95% C.I . for

Exp. (B)
S.E.

Wald

-.135

.193

4.85

ACT English

.111

.059

3.543

ACT Math

.110

.062

ACT Reading

.013

ACT Science

Fall 1999-2005

ACT Composite

B

df

Sig.

Exp (B)

Lower

Upper

.486

.874

.598

1.277

I

.060

1.117

.995

1.254

3.171

1

.075

1.116

.989

.260

.057

.057

1

.811

1.014

.907

1.132

.011

.061

.031

I

.860

1.011

.896

1.140

Confidence in Major

.138

.130

1.123

]I

.289

1.148

.890

1.480

Educational Aspirations

.009

.089

.010

]

.918

1.009

.847

1.203

Estimated 1st Year GPA

.028

.128

.047

]

.827

1.028

.800

1.322

Size of Hometown

.024

.057

.180

]

.671

1.024

.917

1.144

English Spoken at Home

.230

1.087

.045

]I

.832

1.259

.149

10.604

Size of High School

-.057

.085

.461

1

.497

.944

.800

1.115

High School Rank

-.258

.168

2.363

]

.124

.773

.556

1.073

Extracurricular Activities

.058

.053

1.210

]I

.271

1.060

.955

1.176

Leadership Position Held

.031

.228

.018

]

.893

1.031

.659

1.614

-4.778

1.532

10.178

]I

.001

.008

Constant

Note, n = 607. Sample size is below the desired 2,109 for a power of .8.
*p<. 05. **p<.01.

Results oflogistic regression analysisfor College ofArts & Sciences. The

logistic regression model for the College of Arts & Sciences was tested for statistical
significance and found to have variables in the model which could reliably distinguish
between those students who graduated and those who did not. Table 34 displays results

of this Chi-square analysis showing the model tested is significant in predicting which
students will graduate from the College of Arts & Sciences (Chi-square = 288.340, p <
.001,df=22).
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Table 34

Chi-Square Test of Validity of the Logistic Regression Model for College of Arts &
Sciences

Cohort
1999-2005

Chi-square

df

Sig.

288.340

22

.000**

Note. n= 1,269

**/?<.01.

Table 35 shows how much of the variance between students who graduate from

the College of Arts & Sciences and those who do not can be explained by variables in the

logistic regression model. Results of the Nagelkerke R2 show a statistically significant
relationship for the overall model.

The model explains about 27% (Nagelkerke R =

.273) of the variance in graduation with the remaining variance unexplained by the pre
admission variables. We can conclude that the model has predictive utility.
Table 35

Summary ofPredictive Utility ofLogistic Regression Model for College ofArts &
Sciences

Cohort
1999-2005

-2 Log Likelihood

Cox & Snell R2

Nagelkerke R2

1,449.872

.203

.273

Note. n= 1,269

a. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001.

In Table 36, Step 0, the software runs the regression model as an intercept only
model without any of the independent predictor variables. The College of Arts &
Sciences the base rates for the two outcomes are 42% [553 + (553 + 716)] did not

graduate and 56.4% [716 + (553 + 716)] did graduate. Given this and no other
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information, if we predicted that all of the College of Arts & Science FTIACs would
graduate we would be correct 56.4% of the time.

In Step 1 the software adds the 22 independent predictor variables to the logistic
regression model. Table 36 demonstrates that by adding the variables to the model we
can correctly classify 56.8% [314 ^ (314 + 239)] of the subjects where the predicted
event (graduation) was observed and 80.0%) [573 + (143 + 573)] where it was not.

Adding the 22 independent variables to the model increases our ability to predict which
students will graduate by 13.5% (69.9% - 56.4%). Table 37 illustrates which of the 22

independent variables make a significant contribution to this gain.
Table 36

Ability to Predict Graduation for College ofArts & Sciences Based on Logistic
Regression Model

1999-2005

1999-2005

StepO

Step 1

Graduate?

Graduate?

Predicted

Predicted

Overall

Graduate?

(%) Correct

(%)

No

Yes

No

Yes

No

0

553

(0)

(100.0)

(56.4)

Yes

0

716

No

314

239

(56.8)

(80.0)

(69.9)

Yes

143

573

Note. n= 1,269.
a. Constant is included in the model.
b. The cut value is .500

Table 37 displays the results of the logistic regression analysis for graduation for
the College of Arts & Sciences. Both HSGPA and AP credits are highly statistically
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significant at the;? < .01 level. Freshman residence and Pell eligibility are both
statistically significant at the/7 < .05 level.
The HSGPA variable (B = 1.671) has ap < .001 and a positive relationship. The
exp. (B) = 5.318 and the lower and upper CI do not overlap 1.0. A student entering the

College of Education has a 43.2%) (5.318 - 1.0 =4.318) increased chance of graduating
for each full letter grade improvement in HSGPA.
For the AP credit variable (B = .134) andp = .002 and a positive relationship.
The exp. (b) = 1.144 and the lower and upper CI do not overlap 1.0. For each additional
unit in AP credits a College of Arts & Sciences student enters the University with, their
chances of graduating improves by 14.4%) (1.144 - 1.0 = .144).
For the residence on campus variable (B = .583) the/> = .010 and the relationship
is positive. The exp. (B) = 1.792 and the lower and upper CI do not overlap 1.0. A
College of Arts & Sciences student who lives on campus their first year at the University
is 79.2% (1.792 - 1.0 =.792) more likely to graduate.

Pell eligibility (B = -.364) hasp = .016 and negative relationship. The exp. (B) =

.695 and the lower and upper CI do not overlap 1.0. Thus a College of Arts & Sciences
student who is Pell eligible is 30.5% (.695 - 1.0 = .305) less likely to graduate.
Table 37

Logistic Regression Analysisfor College ofArts & Sciences
95% C.I. for

Exp. (B)
Fall 1999-2005

B

S.E.

Wald

df

Sig.

Gender

.251

.148

2.849

1

.091

Ethnicity

.040

.056

.505

1

1.671

.235

50.544

1

HSGPA

Exp (B)

Lower

Upper

1.285

.960

1.718

.477

1.041

.932

1.162

.000**

5.318

3.355

8.430
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Table 37, continued
95% C.I .for

Exp. (B)
Fall 1999-2005

B

S.E.

Wald

df

Sig.

Exp (B)

Lower

Upper

.879

.638

1.212

Proximity to Campus

-.129

.164

.619

1

.431

Residence on Campus

.583

.225

6.704

1

.010*

1.792

1.152

2.787

AP Credits

.134

.043

9.864

1

.002**

1.144

1.052

1.244

CLEP Credits

.043

.022

3.708

1

.054

1.044

.999

1.090

Pell Eligible

-.364

.151

5.811

1

.016*

.695

.517

.934

ACT Composite

-.072

.125

.329

.566

.931

.728

1.190

ACT English

-.002

.039

.002

1

.961

.998

.925

1.077

.029

.039

.534

1

.465

1.029

.953

1.111

ACT Reading

-.009

.037

.064

.800

.991

.921

1.065

ACT Science

.020

.042

.231

I

.630

1.020

.940

1.107

Confidence in Major

.038

.094

.165

]

.685

1.039

.864

1.249

Educational Aspirations

-.084

.077

1.180

1

.277

.920

.791

1.070

Estimated 1st Year GPA

-.066

.108

.380

1

.538

.936

.758

1.156

Size of Hometown

-.012

.041

.087

1

.768

.988

.912

1.070

English Spoken at Home

-.300

.495

.368

1

.544

.740

.280

Size of High School

.045

.058

.600

1

.439

1.046

.934

1.172

High School Rank

.176

.130

1.830

]

.176

1.192

.924

1.538

Extracurricular Activities

-.009

.036

.070

]

.792

.991

.924

1062

Leadership Position Held

.088

.168

.276

1

.600

1.092

.786

1.517

-4.942

.946

27.273

1

.000

.007

ACT Math

Constant

1.955

Note, n = 1,269. Sample size is below the desired 2,109 for a power of .8.
*p<. 05. **/?<.01.

Results oflogistic regression analysis for College ofBusiness. The logistic
regression model for the College of Business was tested for statistical significance and

found to have variables in the model which could reliably distinguish between those
students who graduated and those who did not. Table 38 displays results of this Chi-
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square analysis showing the model tested is significant in predicting which students will

graduate from the College of Business (Chi-square = 202.626,/? < .001, df = 22).
Table 38

Chi-Square Test of Validity ofthe Logistic Regression Modelfor College ofBusiness
Cohort
1999-2005

Chi-square

df

Sig.

202.626

22

.000**

Note. n= 1,248

**p<.01.

Table 39 shows how much of the variance between students who graduate from
the College of Business and those who do not can be explained by variables in the

logistic regression model. Results of the Nagelkerke R2 show a statistically significant
relationship for the overall model. The model explains about 20%> (Nagelkerke R =

.200) of the variance in graduation with the remaining variance unexplained by the pre
admission variables. We can conclude that the model has some predictive utility.
Table 39

Summary ofPredictive Utility ofLogistic Regression Model for College ofBusiness
Cohort
1999-2005

-2 Log Likelihood

Cox & Snell R2

Nagelkerke R2

1,526.543

.150

.200

Note. n= 1,248

a. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001.

In Table 40, Step 0, the software runs the logistic regression analysis as an

intercept only model without any of the independent variables. For the College of
Business given the base rates of the two outcomes, 51.4% [641 + (607 + 641)] did not
graduate and 48.6%) [607 + (607 + 641)] did graduate. Given this and no other
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information, if we predicted that all of the students would graduate, we would be right
48.6% of the time.

In Step 1 the software incorporates the 22 independent predictor variables into the
logistic regression model. The addition of the independent variables would allow us to
correctly classify 68.6% [440 + (440 + 201)] of the College of Business subjects where
the predicted event (graduation) was not observed and 63.8%) [387 + (220 + 387)] where
it was not. By adding the independent variables to the logistic regression model we can
correctly predict which College of Business students will graduate 66.3% of the time
which is a 14.9% (66.3%) - 51.4%) improvement. Table 41 illustrates which of the 22
independent variables make a significant contribution to this increase.
Table 40

Ability to Predict Graduationfor College ofBusiness Based on Logistic Regression
Model

1999-2005

1999-2005

StepO

Step 1

Graduate?

Graduate?

Predicted

Predicted

Overall

Graduate?

(%) Correct

(%)

No

Yes

No

Yes

No

641

0

(100.0)

(0)

(51.4)

Yes

607

0

No

440

201

(68.6)

(63.8)

(66.3)

Yes

220

387

Note. n= 1,248
a. Constant is included in the model.
b. The cut value is .500

Table 41 shows for the College of Business both HSGPA and Pell eligibility are

highly statistically significant at the/? < .01 level and extracurricular activities atp = .011
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is only marginally above the/? < .01 level of significance. The HSGPA variable (B =

1.596) has ap < .001 and a positive relationship. The exp. (B) = 4.932 and the lower and
upper CI do not overlap 1.0. The likelihood that a student who enters the College of
Business will graduate increases by 39.2%) (4.932 - 1.0 = 3.932) for each full letter grade
increase in HSGPA. For the Pell eligibility variable (B = -.457) we see ap = .003 and a

negative relationship. The exp. (B) = .633 and lower and upper boundaries of the CI do
not overlap 1.0. A student entering the College of Business who is Pell eligible is 36.1%
(.633 - 1.0 = .367) less likely to graduate than a like student who is not Pell eligible.
We also see that involvement in extracurricular activities is significant for College

of Business students. The extracurricular activity variable (B = .085) has ap = .01and a

positive relationship. The exp. (B) = 1.089 and the lower and upper boundaries of the CI
do not overlap 1.0. For each additional extracurricular activity a student is involved in at
high school their chances of graduating from the College of Business increases by 8.9%)
(1.089 - 1.0 = .089). ACT (2001) found a similar positive relationship between

extracurricular activities and college success but not constrained to a particular field of

study. One might speculate that students who are involved in extracurricular activities
may be more extroverted in nature and therefore more likely to succeed in a field such as
business, which requires good people skills.
Table 41

Logistic Regression Analysisfor College ofBusiness
95% C.I. for

Exp. (B)
Fall 1999-2005

B

S.E.

Wald

df

Sig.

Gender

.167

.146

1.308

1

.253

Ethnicity

.069

.051

1.813

1

.178

Exp (B)

Lower

Upper

1.82

.887

1.575

1.071

.969

1.184
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Table 41, continued
95% C.I . for

Exp. (B)
Fall 1999-2005

B

S.E.

Wald

df

Sig.
.000**

Exp (B)

Lower

Upper

4.932

3.246

7.494

HSGPA

1.596

.213

55.880

Proximity to Campus

-.143

.128

1.250

I

.263

.867

.675

1.114

Residence on Campus

.399

.207

3.713

I

.054

1.490

.993

2.236

AP Credits

.189

.111

2.925

.087

1.208

.973

1.501

CLEP Credits

.044

.023

3.601

.058

1.045

.999

1.093

-.457

.152

9.025

.633

.470

.853

.127

.132

.927

.336

1.136

.877

1.472

ACT English

-.055

.040

1.909

.167

.947

.876

1.023

ACT Math

-.034

.040

.716

.398

.966

.893

1.046

ACT Reading

-.055

.038

2.081

.149

.946

.878

1.020

ACT Science

-.017

.043

.153

.696

.983

.905

1.069

.047

.087

.287

1

.592

1.048

.883

1.243

Educational Aspirations

-.140

.079

3.140

]

.076

.869

.744

1.015

Estimated 1st Year GPA

-.068

.092

5.44

.461

.934

.779

1.120

Size of Hometown

.024

.041

3.48

.555

1.024

.946

1.110

English Spoken at Home

.174

.705

.061

.805

1.190

.299

Size of High School

.019

.057

.113

.737

1.019

.911

1.140

High School Rank

.101

.115

.008

.929

1.010

.807

1.265

Extracurricular Activities

.085

.033

6.475

.011*

1.089

1.020

1.162

Leadership Position Held

-.176

.178

.980

.322

.839

.592

1.188

-4.507

.996

20.485

.000

.011

Pell Eligible
ACT Composite

Confidence in Major

Constant

I

.003**

[

I

4.737

Note, n = 1,248. Sample size is below the desired 2,109 for a power of .8.

Results oflogistic regression analysisfor College ofEducation. The logistic
regression model for the College of Education was tested for statistical significance and
found to have variables in the model which could reliably distinguish between those

students who graduated and those who did not. Table 42 displays results of this Chi-
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square analysis showing the model tested is significant in predicting which students will
graduate from the College of Education (Chi-square = 128.763,/? < .001, df = 22).
Table 42

Chi-Square Test of Validity ofthe Logistic Regression Modelfor College ofEducation
Cohort
1999-2005

Chi-square

df

Sig.

128.763

22

.000**

Note. n = 9\\

**/?<.01.

Table 43 shows how much of the variance between students who graduate from

the College of Education and those who do not can be explained by variables in the

logistic regression model. Results ofthe Nagelkerke R2 show a statistically significant
relationship for the overall model. The model explains about 18%) (Nagelkerke R =
.176) of the variance in graduation with the remaining variance unexplained by the pre
admission variables. We can conclude that the model has some predictive utility.
Table 43

Summary ofPredictive Utility ofLogistic Regression Model for College ofEducation

Cohort
1999-2005

-2 Log Likelihood

Cox &Snell R2

Nagelkerke R2

1,130.583

.132

.176

Note. « = 911

a. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001.

In Table 44, Step 0, the software runs the logistic regression analysis as an
intercept only model without any independent variables included. For the College of
Education given the base rates of the two outcomes, 53.1% [(484 + (427 + 484)] did not
graduate and 46.9%) [427* (427 + 484)] did graduate. Using only this information, if we
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predicted that all of the students would graduate, we would be accurate 46.9% of the
time.

In Step 1 the software adds the 22 independent predictor variables into the logistic
regression model. The result is that 73.3%) [ 355 * (355 + 129)] of the time we would be

able to correctly classify subjects where the predicted event (graduation) was observed
and 56.7% [242 * 185 + 242)] of the time where it was not. The overall percentage of

graduates and non-graduates can be accurately predicted 65.5%) of the time, which is an
increase of 12.4% (65.5% - 53.1%) over the intercept only model. Table 45 illustrates

which of the 22 independent predictor variables makes a significant contribution to this
increase in predictability.
Table 44

Ability to Predict Graduation for College ofEducation Based on Logistic Regression
Model

1999-2005

1999-2005

StepO

Step 1

Graduate?

Graduate?

Predicted

Predicted

Overall

Graduate?

(%) Correct

(%)

No

Yes

No

Yes

No

484

0

(100.0)

(0)

(53.1)

Yes

427

0

No

355

129

(73.3)

(56.7)

(65.5)

Yes

185

242

Note. n=9l\

a. Constant is included in the model.
b. The cut value is .500

In Table 45 we see that only HSGPA and residence on campus appears to highly

statistically significant at the/? < .01 level. For the HSPGA variable (B = 1.350) and the
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p < .001 and the relationship is positive. The exp. (B) = 3.856 and lower and upper
boundaries of the CI do not overlap 1.0. For the College of Education students each full
letter grade rise in HSGPA increases their chances of graduation by 28.6%o (3.856 - 1.0 =
2.856).

The residence on campus variable (B = .670) the/? = .004 and the relationship is
positive. The exp. (B) = 1.953 and the lower and upper boundaries of the CI do not
overlap 1.0. College of Education FTIAC students who choose to reside on campus
during their freshman year increase their chances of graduation by 953% (1.953 - 1.0 =
.953).
Table 45

Logistic Regression Analysisfor College ofEducation
95% C.I . for

Exp. (B)
Lower

Upper

.956

.701

1.304

.234

1.069

.958

1.194

.000**

3.856

2.457

6.052

.825

.575

1.185

.004**

1.953

1.240

3.077

.800

.371

1.126

.868

1.459

.034

.002

.967

.999

.934

1.068

-.073

.158

.215

.643

.929

.682

1.266

ACT Composite

.098

.150

.426

.514

1.103

.822

1.480

ACT English

.007

.047

.023

.880

1.007

.919

1.104

ACT Math

-.028

.047

.370

.543

.972

.887

1.065

ACT Reading

-.054

.043

1.596

.06

.947

.871

1.030

ACT Science

.002

.049

.001

[

.974

1.002

.911

1.102

Confidence in Major

.160

1.02

2.444

[

.118

1.173

.960

1.434

Educational Aspirations

.172

.092

3.540

1

.060

1.188

.993

1.422

Estimated 1st Year GPA

-.001

.099

.000

1

.993

.999

.822

1.214

S.E.

Wald

-.045

.158

.080

.778

.067

.056

1.419

HSGPA

1.350

.230

34.440

Proximity to Campus

-.192

.185

1.083

Residence on Campus

.670

.232

8.343

AP Credits

.1148

.132

CLEP Credits

-.001

Pell Eligible

Fall 1999-2005

Gender

Ethnicity

B

df

]

I

1

Sig.

.298

Exp (B)
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Table 45, continued
95% C.I . for

Exp. (B)
Upper

1.009

.928

1.096

.973

.965

.122

1

.189

1.090

.959

1.239

.041

1

.840

1.026

.796

1.323

.404

.034

1

.854

.993

.918

1.074

-.055

.189

.086

1

.770

.946

.653

1.370

-6.241

1.386

20.274

1

.000

.002

Sig.

.040

1

.842

1.056

.001

1

.086

.065

1.728

.026

.130

Extracurricular Activities

-.007

Leadership Position Held

B

S.E.

Wald

Size of Hometown

.008

.042

-.036

Size of High School

High School Rank

English Spoken at Home

Constant

Exp (B)

Lower

df

Fall 1999-2005

7.639

Note, n = 911. Sample size is below the desired 2,109 for a power of .8.

Results oflogistic regression analysisfor College ofTechnology. The logistic

regression model for the College of Technology was tested for statistical significance and
found to have variables in the model which could reliably distinguish between those

students who graduated and those who did not. Table 46 displays results of this Chi-

square analysis showing the model tested is significant in predicting which students will
graduate from the College of Technology (Chi-square = 202.626,/? < .001, df = 22).
Table 46

Chi-Square Test of Validity ofthe Logistic Regression Modelfor College of Technology
Cohort
1999-2005

Chi-square

df

Sig.

291.827

22

.000**

Note. n= 1,726

**/?<.01.

Table 47 shows how much of the variance between students who graduate from

the College of Technology and those who do not can be explained by variables in the

logistic regression model. Results ofthe Nagelkerke R2 show a statistically significant
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relationship for the overall model. The model explains about 20% (Nagelkerke R =
.210) of the variance in graduation with the remaining variance unexplained by the pre
admission variables. We can conclude that the model has some predictive utility.
Table 47

Summary ofPredictive Utility ofLogistic Regression Modelfor Second Year Retention
Cohort
1999-2005

-2 Log Likelihood

Cox & Snell R2

Nagelkerke R2

2,044.936

.156

.210

Note. n= 1,726

a. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001.

In Table 48, Step 0, the software runs the logistic regression analysis as an

intercept only model without any of the independent variable included. For the College of
Technology given the base rate of the two outcomes, 49.0%o [708 + (708 + 1,018)] did not
graduate and 59.0% [1,018 + (708 + 1,018)] did graduate. With no other information, if
we predicted all of the College of Technology FTIACs would graduate, we will be
correct 59.0%) of the time with this model.

In Step 1 the software adds the 22 independent predictor variables into the logistic
regression model. Including the independent variables allows us to correctly classify
49.0%o [347 + (347 + 361)] of the College of Technology subjects where the predicted
event (graduation) was observed and 80.9% [194 + (194 + 824)] where it was not. The
overall percentage, 67.8%>, is the percentage of cases for which the dependent outcome
variable for graduation was correctly predicted given the model. By adding the 22

independent variables into the logistic regression model our ability to predict graduates
and non-graduates improves by 8.8% (67.8% -59.0%). Table 49 reviews the 22
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independent variables which make a significant contribution to this improvement in
prediction.
Table 48

Ability to Predict Graduation for College of TechnologyBased on Logistic Regression
Model

1999-2005

1999-2005

StepO

Step 1

Graduate?

Graduate?

Predicted

Predicted

Overall

Graduate?

(% ) Correct

(%)

No

Yes

No

Yes

No

0

708

(0)

(100.0)

(59.0)

Yes

0

1,018

No

347

361

(49.0)

(80.9)

(67.8)

Yes

194

824

Note. n= 1,726
a. Constant is included in the model, b. The cut value is .500

Results for the College of Technology, shown in Table 49, reveal that ethnicity,

HSGPA, and Pell eligibility are all highly statistically significant at the/?-value of less
than .01 level and educational aspirations are significant at the p-value of less than .05
level. College of Technology also had a much larger number of valid cases (n = 1,726)
than any of the other colleges.

The ethnicity variable (B = .195) has ap < .001 and a positive relationship. The
exp. (B) = .1215 and upper and lower CI do not overlap 1.0. Thus for students in the
College of Technology being non-minority increases the chances of graduation by 87.9%
(.1215-1.0 = .8785).

The HSGPA variable (B = 1.735) has ap < .001 and a positive relationship. The
exp. (B) = 5.669 and the lower and upper boundaries of the CI do not overlap 1.0.
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College of Technology students increase their chances of graduating by 46.7% (5.669 1.0 = 4.669) for each full letter grade improvement in HSGPA.

Pell eligibility negatively impacts chances for success in the College of
Technology with a B = -.362 and/? = .004. The exp. (B) = .696 and lower and upper
boundaries of the CI do not overlap 1.0. Pell eligible students in the College of
Technology are 30.4% (.696 - 1.0 = .304) less likely to graduate than those who are not
Pell eligible.

Lastly, for College of Technology students educational aspirations are significant
(p = .015) with a negative influence (B = -.158). The exp. (B) = .854 and lower and
upper boundaries of the CI do not overlap 1.0. For each degree higher aspirations are,
chances of graduating are reduced by 14.6% (.854 - 1.0 = .146).
Table 49

Logistic Regression Analysis for College of Technology
95% C.I. for

Exp. (B)

Exp (B)

Lower

Upper

1.086

.692

1.703

.001**

.1215

1.082

1.364

I

.000**

5.669

4.003

8.029

.177

[

.674

1.056

.819

1.361

.177

1.048

[

.306

.835

.590

1.180

.133

.101

1.722

[

.189

1.142

.936

1.394

CLEP Credits

-.002

.039

.002

1

.961

.998

.924

1.078

Pell Eligible

-.362

.126

8.309

i

.004**

.696

.544

.891

ACT Composite

-.108

.119

.823

I

.364

.898

.711

1.134

ACT English

.008

.036

.044

[

.834

1.008

.939

1.081

ACT Math

.019

.036

.273

1

.601

1.019

.950

1.092

ACT Reading

.011

.034

.108

.743

1.011

.946

1.080

Fall 1999-2005

B

S.E.

Wald

Gender

.082

.230

Ethnicity

.195

HSGPA

Proximity to Campus
Residence on Campus
AP Credits

df

Sig.

.129

I

.720

.059

10.847

I

1.735

.178

95.470

.054

.129

-.181
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Table 49, continued
95% C.I. for

Exp. (B)
Fall 1999-2005

B

S.E.

Wald

ACT Science

.071

.037

3.605

Confidence in Major

.117

.080

2.129

Educational Aspirations

-.158

.065

Estimated 1st Year GPA

-.081

Size of Hometown

English Spoken at Home

df

Sig.

Exp(B)

Lower

Upper

.058

1.074

.998

1.155

1

.145

1.125

.960

1.317

5.873

[

.015*

.854

.751

.970

.077

1.124

I

.289

.922

.793

1.072

-.037

.032

1.356

I

.244

.964

.906

1.025

-.484

.602

.648

I

.421

.616

.190

2.003

Size of High School

.092

.049

3.527

1

.060

1.097

.996

1.207

High School Rank

.012

.092

.016

I

.900

1.012

.844

1.213

Extracurricular Activities

-.017

.032

.260

I

.610

.984

.923

1.048

Leadership Position Held

.078

.181

.184

[

.668

.925

.649

1.320

-4.865

.928

27.497

1

.000

.008

Constant

Note, n = 1,726. Sample size is below the desired 2,109 for a power of .8.

Results oflogistic regression analysis for University College. The logistic

regression model for the University College was tested for statistical significance and
found to have variables in the model which could reliably distinguish between those

students who graduated and those who did not. Table 50 displays results of this Chi-

square analysis showing the model tested is significant in predicting which students will
graduate from the University College (Chi-square = 78.843,/? < .001, df = 22).
Table 50

Chi-Square Test of Validity ofthe Logistic Regression Model for University College
Cohort
1999-2005

Note. n = 5S7

**/?< .01.

Chi-square

df

78.843

22

Sig.
.000^
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Table 51 shows how much of the variance between students who graduate from

the University College and those who do not can be explained by variables in the logistic

regression model. Results of the Nagelkerke R2 show a statistically significant
relationship for the overall model. The model explains about 17% (Nagelkerke R =
.173) of the variance in graduation with the remaining variance unexplained by the pre
admission variables. We can conclude that the model has some predictive utility.
Table 51

Summary ofPredictive Utility ofLogistic Regression Model for University College
Cohort
1999-2005

-2 Log Likelihood

Cox & Snell R2

Nagelkerke R2

679.449

.126

.173

Note. « = 587

a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.

In Table 52, Step 0, the software runs the logistic regression analysis as an
intercept only model without any independent variables. For the University College
given the base rates of the two outcomes, 65.2% [383 + (383 + 204)] did not graduate and
34.8% [204 + (204 + 383)] did graduate. Without any additional information, if we

predicted all of the University College subjects would graduate we would be correct
34.8% of the time.

In Step 1 the software includes the 22 independent predictor variables into the
logistic regression model. With this information we can correctly classify 87.7% [336 +
(336 + 47)] of the subjects where the predicted event (graduation) was not observed and
38.7% [79 + (125 + 79)] where it was. The overall percentage, 70.7%, is the percentage
of cases for which the dependent outcome variable of graduation for the University

College was correctly predicted given the model. For the University College subjects the
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model increases accuracy a modest 5.5% (70.7% - 65.2%). Table 53 reviews the
independent variables which make a significant contribution to the increase in accuracy
of prediction.
Table 52

Ability to Predict Graduationfor the University College Based on Logistic Regression
Model

1999-2005

1999-2005

StepO

Step 1

Graduate?

Graduate?

Predicted

Predicted

Overall

Graduate?

(%) Correct

(%)

No

Yes

No

Yes

No

383

0

(100.0)

(0)

(65.2)

Yes

204

0

No

336

47

(87.7)

(38.7)

(70.7)

Yes

125

79

Note. n= 587

a. Constant is included in the model.
b. The cut value is .500

In Table 53 we see that the only variable which is important in predicting success

for University College students is HSGPA (B = 1.207) and it is highly statistically
significant (p < .001). This may be part of why our logistic regression model makes only
a modest 5.5% gain in predicting graduation for those students. Back in Table 28 we saw

that the graduation rate for students who entered University College was only 33.3%.
The University College admits students who either fall below the University's regular
admission standards or are undecided as to career field. The exp. (B) = 3.343 and lower

and upper boundaries of the CI do not overlap 1.0. For University College students each
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full letter grade increase in HSGPA improves their chances of graduating by 23.4%
(3.343-1.0-2.343).
Table 53

Logistic Regression Analysisfor University College
95% C.l . for

Exp. (B)
Fall 19992005

B

S.E.

Wald

df

Sig.

Exp (B)

Lower

Upper

Gender

-.286

.213

1.809

1

.179

.751

.495

1.140

Ethnicity

-.049

.063

.604

I

.437

.952

.842

1.077

HSGPA

1.207

.255

22.429

1

.000**

3.343

2.029

5.509

Proximity to Campus

-.158

.233

.460

1

.498

.854

.540

1.349

Residence on Campus

.023

.322

.005

[

.943

1.023

.544

1.923

-.075

.086

.770

[

.380

.928

.784

1.097

.024

.078

.099

1

.753

1.025

.880

1.194

Pell Eligible

-.290

.217

1.778

.182

.749

.489

1.146

ACT Composite

-.317

.201

2.481

[

.115

.728

.491

1.080

ACT English

.064

.060

1.139

1

.266

1.066

.948

1.198

ACT Math

.122

.064

3.614

I

.057

1.129

.996

1.280

ACT Reading

.072

.059

1.504

.220

1.075

.958

1.206

ACT Science

.101

.066

2.332

.127

1.106

.972

1.260

Confidence in Major

.023

.131

.032

.859

1.024

.791

1.324

Educational Aspirations

-.173

.1.09

2.520

.112

.841

.680

1.041

Estimated lstYearGPA

.100

.117

.738

1

.390

1.105

.879

1.389

Size of Hometown

.002

.056

.001

1

.972

1.002

.897

1.119

English Spoken at Home

-.093

.804

.013

1

.908

.911

.189

Size of High School

-.012

.085

.021

1

.886

.988

.836

1.167

High School Rank

-.068

.156

.192

1

.661

.934

.689

1.267

Extracurricular Activities

-.033

.051

.004

1

.951

.997

.902

1.101

Leadership Position Held

-.073

.250

.084

1

.772

.930

.569

1.519

-3.551

1.311

7.336

1

.007

.029

AP Credits
CLEP Credits

Constant

Note. « = 587. Sample size is below the desired 2,109 for a power of .8.

4.404

195

Comparison ofGraduates and Non-Graduates among CurrentlyInadmissible Students
The fourth, and last, research question seeks to find what commonalities exist

among students who had been admitted under an open enrollment policy and graduated,
but who would not have been admitted under the current selective admission process. Or
worded in another way, can we identify any difference among these academically
unprepared students who were successful in graduating and those who were not?
When the University raised admissions standards their main focus was on

unconditional/full admission without restrictions. They did very little to change the
minimum for conditional admission. The current standards are a HSGPA of 2.25 with an

ACT composite of 15 and no sub-score below 14. This group of students previously

admitted to the University who would not meet current standards, were typically admitted
to University College. Figure 2 shows how admission of these academically
underprepared students (n = 339) dropped off sharply with the implementation of the new
selective admission standards.

mCurrently
Inadmissible

j
1999

2000

2001

Students

2002

2003

2004

2005

Fall of Year Admitted

Figure 2. Admission pattern of currently inadmissible students.
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Table 54 shows that of the 339 students who would currently be inadmissible only

a quarter or 1 out of 4 of them graduated. Graduation rates for this particular group are
about half (25.4%) of those for the University as a whole (51.4%). These rates are lower
than those for the University College (33.3%) as well. Because of the small number in

this sample (n = 339), and uneven distribution (253 non-graduates and 86 graduates, it
was decided that use of descriptive statistics would best answer the question at hand. The
different independent predictor variables will be compared for graduates and nongraduates.
Table 54

Comparison ofGraduation Rates Between Currently Inadmissible Students, University
College, and the Entire Sample
Inadmissible

University
College

Sample

Entered

339

806

8,354

Graduated

86

268

4,297

(%)

(25.4)

(33.3)

(51.4)

Currently

Cohort

Entire

A comparison of the academic preparation of these currently inadmissible past
students is shown in Table 55. Across the board the HSGPA and ACT scores are higher

for graduates than for non-graduates. This trend reflects the importance of these two
admission criteria in determining which students to accept and reject.

A visual presentation of the ACT score data can be seen in Figure 3. While the
differences may be slight in some instances they are consistent in direction with ACT
scores of graduates being higher than those of non-graduates.
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Table 55

Comparison ofAcademic Preparation ofCurrently Inadmissible Graduates and NonGraduates

Measure

Cohort

Mdn

M

N

SD

M in/Max

SE

Graduates

85

2.61

2.62

0.38

0.14

1.90-3.90

Non-graduates

251

2.47

2.44

0.36

0.13

1.65-3.56

Missing

2

Graduates

86

.00

.00

.00

.00

Non-graduates

253

.00

.00

.00

.00

Graduates

86

.00

.00

.00

.00

Non-graduates

253

0.01

.00

0.19

0.04

0-3

Graduates

86

13.45

14.00

0.85

0.72

11 - 14

Non-graduates

253

13.25

13.00

0.86

0.74

10- 14

Graduates

86

11.51

11.00

1.93

3.71

6- 16

Non-graduates

252

11.27

11.00

2.18

4.77

6-18

Graduates

86

14.94

15.00

1.48

2.20

11 - 18

Non-graduates

253

14.46

14.00

1.65

2.73

11 -21

Graduates

86

12.97

13.00

2.39

5.73

7-21

Non-graduates

253

12.94

13.00

2.06

4.24

7-20

Graduates

86

14.79

14.50

2.48

6.17

10-20

Non-graduates

253

14.46

14.00

2.15

4.62

9-18

HSGPA

AP Credits

CLEP Credits

ACT

Composite

ACT English

ACT Math

ACT Reading

ACT Science

Note, n = 339

198

16 7
14 1

| 12
3

10

%»
2

6

2

4

s Nongraduates

2
0

G<
^

<*

^

^

Graduates

.<$>

^

&

&

^

0^

&

^

V

ACT Scores

Figure 3. Comparison of ACT scores of currently inadmissible graduates and nongraduates.
Figure 4 shows a comparison of HSGPA for graduates and non-graduates within

this group of currently inadmissible students. The graduates had higher HSGPAs than
did non-graduates. Most of these students would have been admitted to the University
College, where in the logistic regression analysis (Table 53) the only variable found to be
significant in predicting which students would graduate was the HSGPA, and it was

highly statistically significant at ap = .000 level.

Graduates

'Non-graduates

<NN s? J v* v* J •? ^ -/ >&
HSGPA

Figure 4. Comparison of HSGPA of currently inadmissible graduates and non-graduates.
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The next step is a comparison of some of the demographic variables found to be

significant to the overall study sample. In contrast to the overall sample, here we find in
Table 56 that males (53.5%) are more likely to graduate than are females (46.5%). Other

variables though remain consistent, with those living in the residence halls their freshman
year more like to persist (88.4% for graduates and 87.0% for non-graduates). Ethnicity

remains important for this group as well with more White students among graduates
(57%) than non-graduates (45.8%). Lastly, being of a low SES as measured by Pell

eligibility remains a negative factor for this group as well, with 54.2% of non-graduates
being Pell eligible while only 46.5% of graduates were.
Table 56

Comparison ofDemographic Variablesfrom StudentRecord System ofCurrently
Inadmissible Graduates and Non-Graduates

Item
Gender

Ethnicity

Measure

Non-graduates

Graduates

Male

131

46

(%)

(51.8)

(53.5)

Female

122

40

(%)

(48.2)

(46.5)

White

116

49

(%)

(45.8)

(57.0)

African-American

116

32

(%)

(45.8)

(37.2)

Hispanic

6

1

(%)

(2.4)

(1.2)

Asian

4

1

(%)

(1-6)

(1.2)

American Indian

2

0

(%)

(-8)

Not Specified

9

3

(%)

(3.6)

(3.5)
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Table 56, continued
Item
Residency

Housing

SES

Measure

Non-graduates

Graduates

< 50 Miles

32

12

(%)

(12.6)

(14.0)

Michigan > 50 Miles

212

73

(%)

(83.8)

(84.9)

Bordering State

3

I

(%)

(1-2)

(1.2)

Other Out of State

4

0

(%)

(!_£>

On-Campus

220

76

(%)

87.0

88.4

Pell Eligible

137

40

(%)

(54.2)

(46.5)

Note. Non-graduates n = 253, Graduates n = 86

Table 57 provides a comparison of graduates and non-graduates on whether
English is the primary language at home, size of high school graduating class, and size of
hometown. One can see from Table 57 that graduates and non-graduates look very much

the same in terms of these particular variables. The only one of note is that it appears
graduates are more likely to come from a home where English is not the dominant

language (4.7% for graduates and 1.6% for non-graduates).
Table 57

Comparison ofDemographic Variablesfrom Student Record System ofCurrently
Inadmissible Graduates and Non-Graduates

Measure
English Language

Item

Non-graduates

Graduates

Yes

227

77

(%)

(89.7)

(89.5)

No

4

4

(%)

(1.6)

(4.7)

Missing

22

5
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Table 57, continued
Measure

Item

Non-graduates

Graduates

Size of HS Class

<25

5

0

Elected to Office in HS

Size of Hometown

(%)

(2-0)

25-99

49

14

(%)

(19.4)

(16.3)

100-199

75

31

(%)

(29.6)

(36.0)

200-399

67

19

(%)

(26.5)

(22.1)

400-599

22

9

(%)

(8.7)

(10.5)

600-899

6

3

(%)

(2.4)

(3-5)

>900

9

2

(%)
Missing

(3.6)

(2.3)

Yes

30

13

(%)

(11.9)

(15.1)

20

No

197

69

(%)
Missing

(77.9)

(80.2)

26

4

Farm/Open

31

9

(%)

(12.3)

(10.5)

<500

11

5

(%)

(4.3)

(5.8)

500-1999

23

7

(%)

(9.1)

(8.1)

2000-9999

40

16

(%)

(15.8)

(18.6)

10000-49999

47

18

(%)

(18.6)

(20.9)

50000-249999

28

11

(%)

(11.1)

(12.8)

250000-499999

5

3

(%)

(2.0)

(3.5)

500000-999999

9

7

Note. Non-graduates n = 253, Graduates n = 86

(%)

(3.6)

(8.1)

1 Million & >

30

5

(%)
Missing

(11.9)

(5.8)

29

5
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Table 58 presents some interesting characteristics of this particular group, some of
which mirror the overall sample and others that conflict with it. A higher percentage of

graduates (50%) reported being in the top half of their graduating class compared with
non-graduates (43.5%). This is roughly double what was reported for the entire sample
(23.6%) reported being the in top half of class in Table 5). It appears this group may have
been overly optimistic about their class rank especially given their lower HSGPAs.
Another item of note here is that 31.4% of these currently inadmissible students

reported an anticipated first year GPA of 3.0 or higher while the mean HSGPA was 2.61
for graduates and 2.47 for non-graduates. In the overall sample the mean HSGPA was a
3.04 with 66%o of those students estimating a first year GPA of 3.0 or higher (Table 7).

Many students clearly expected to do much better in college than they had in high school.
We also see here that 39.5% of non-graduates had goals of completing an

advanced degree while only 29.5%) of graduates did. Among the overall sample 38%) had

goals of earning a master or doctoral degree (Table 5). Not only did the educational
goals of the non-graduates exceed those of the graduates but they also surpassed those of
the students with full admission.

Table 58

Comparison ofSelf-efficacy Measures ofCurrently Inadmissible Graduates andNonGraduates

Measure
HS Class
Rank

Item

Non-graduates

Graduates

Top Qtr.

16

0

(%)

(6.3)

Second Qtr.

94

43

(%)

(37.2)

(50.0)

Third Qtr.

91

29

(%)

(36.0)

(33.7)
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Table 58, continued
Measure

Item

Non-graduates

Graduates

Fourth Qtr.

21

(%)

(8.3)

(9.3)

Missing

31

6

Est. Freshman

0.5-.09 (D- to D)

0

0

GPA

(%)
1.0-1.4 ((D to C-)

1

0

(%)

(-4)

Highest Degree
Aspirations

Confidence in

Chosen Major

1.5-1.9 (C-to C)

12

2

(%)
2.0-2.4 (C to B-)

(5.1)

(2.4)

65

24

(%)
2.5-2.9 (B- to B)

(27.8)

(28.6)

84

30

(%)
3.0-3.4 (B to B+)

(35.9)

(35.7)

62

26

(%)
3.5-4.0 (A- to A)

(26.5)

(31.0)

10

2

(%)

(4.3)

(2.4)

Missing

19

2

Certificate

5

3

(%)

(2.2)

(3.70)

Associate

26

7

(%)

(11.2)

(8.50)

Bachelors

105

46

(%)

(45.3)

(56.1)

Masters

22

5

(%)

(9.5)

(6.1)

Doctorate

59

16

(%)

(25.4)

(19.5)

Other

15

5

(%)
Missing

(6.5)

(6.1)

21

4

Not Sure

116

38

(%)
Fairly Sure

(49.2)

(47.5)

82

31

(%)
Very Sure

(34.7)

(38.8)

38

11

(%)
Missing

(16.1)

(13.8)

17

6

Note. Non-graduates n = 253, Graduates n = 86
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Table 59 reveals that graduates were more likely (15.1%) to have been elected to

a leadership position during high school than were non-graduates (11.9%). These
graduates have held elected leadership positions at roughly the same rate as the overall
sample (15.9%) in Table 6). Although participation rates in extracurricular activities are
the same for both groups (2.59 for graduates and 2.6 for non-graduates), both are slightly
less than for the overall sample (2.93 in Table 6). This may be because some activities,
such as varsity sports, require a minimum HSGPA in order to remain eligible to
participate.
Table 59

Comparison ofLeadership and Extracurricular Involvementfor Graduates and NonGraduates
Item

Non-Graduates

Graduates

Elected to Office

Yes

30

13

inHS

(%)

(11.9)

(15.1)

No

197

69

(%)

(77.9)

(80.2)

Missing

26

4

Mean

2.6

2.59

Measure

HS Activities

Note. Non-graduates n = 253, Graduates n = 86

A few other items of note that are not included in the tables and figures: graduates
had a mean cumulative Ferris GPA of 2.63, which is even higher than that of the overall
sample, a mean GPA of 2.55 (Table 7). More of these graduates (39.5%) completed a
second degree than did students in the overall sample (36.0%). For non-graduates, 37.9%

were retained after the first year and only 16.6%) were retained after the second year. The
vast majority of these students who left did so in the first two years. The mean GPA of
non-graduates was a 1.52 so it is likely many did not leave of their own accord.
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Chapter IV Summary

This chapter began with a review of the purpose of my study. It then discussed
the data sources and collection methods followed by the selection of the two statistical
methods used, which were descriptive statistics and logistic regression analysis. Next
was discussion of how variables were coded, organized, and missing data dealt with.

Subsequently an a priori power analysis was used to determine the number of subjects
needed to yield the desired power. After describing the data set, logistic regression
analysis was used to answer research questions two and three while descriptive statistics
were employed to answer research questions one and four. The next chapter will

summarize the results, discuss the findings, review related research, discuss the
limitations, and present recommendations for future research.
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CHAPTER V

DISCUSSION OF FINDINGS AND CONCLUSIONS

Given the volume of findings presented in Chapter IV, this final chapter begins

with a recap of the background for my research problem, the methodology used, and a
summary of my results. A discussion of the findings is then presented in the context of
other research. The chapter concludes with a review of the limitations, suggestions for
future research, and recommendations for application of the findings.
Background Recap

With passage of The Student Right-to-Know and Campus Security Act of 1990,
which mandates reporting and dissemination of graduation retention rates has become the
most studied aspect of higher education (Seidman, 2005; Tinto, 2006). Despite this, only
40%o of first-time in any college (FTIAC) freshman will graduate with a bachelor's

degree within six years (Astin & Osequera, 2005a; Aud et al., 2010). Graduation rates
are even lower for students considered at-risk for socio-economic, demographic, or

academic reasons (Kim, 2002; Smith, 2005). Meanwhile more high school students than

ever before are continuing on to pursue a college education, and by virtue of this

represent an increasingly diverse student body (Planty et al., 2008). Overall, graduation
rates are falling (Astin & Oseguera, 2005b).

This college-going trend is being driven by the economic payoff of a college
education in both wages (Stern & Briggs, 2001) and benefits (College Board, 2007) in a
more global, rapidly changing, and technologically demanding job market (Carey, 2004;
Lotkowski et al., 2004; U.S. Department of Labor, 2003). And while a college education
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has become more important it has also become increasingly more expensive because of
rising costs, slowing family income, and shifting financial aid policies dominated by
loans (Chen & DesJardins, 2008; NCES, 2005). In 2007, the average college graduate

had $22,700 in debt (College Board, 2008a) and many of the students who left without
graduating had accumulated substantial debt without the financial advantage to help
repay it (College Board, 2006; Gladieux & Perna, 2005).

All of these things taken together; declining graduation rates, growing at-risk
population, expanding importance of a degree, and mounting student debt have resulted
in a call by politicians for greater accountability in higher education (Burke et al., 2000;
DesJardins et al., 2006; Mortenson, 2005). And while some schools do better than
others, Astin and Oseguera (2005a) concluded that two-thirds of the variation in

institutional graduation rates is attributed to the academic preparation, personal attributes,
and demographic characteristics of entering students instead of better retention programs.
Institutional rates also fail to capture students who transfer, take longer, or stop-out but
eventually graduate (Mortenson, 2005).

Although we know a lot about what drives student success, our current methods

of assessing student readiness to pursue higher education leave room for improvement.
Some reasons for this are that once identified, pre-collegiate measures must not only
prove useful in predicting graduation but be fair, unbiased, reasonable, and reliable as

well (Willingham & Breland, 1982). Secondly, retention research at different types of
institutions, with different types of students, results in findings that are inconclusive,

limited in scope, or contradictory, leaving practitioners unsure of which findings or
theory to apply in practice (Bean & Metzner, 1985). Despite all the research "there is

208

still much we do not know... have yet to explore...and much that we have not yet done to
translate our research and theory into effective practice" (Tinto, 2006, p. 2).

The purpose of my study was to determine which pre-admission variables of
academic preparation, personal attributes, and demographic characteristics are predictive
of graduation with the hope of identifying types of students who are more or less likely to
do well than their academic preparation would suggest, thereby adding to the body of

knowledge. The conceptual framework of my study is based on the work of Vincent
Tinto and Alexander Astin and included many of the variables they studied along with
the work of other researchers. Each of these variables has been tied to retention in one or

more previous studies but never all together in a single study.
Research Design Recap

My study involved 22 independent predictor variables drawn from the student
record system and ACT Interest Inventory of 8,354 FTIACs who entered Ferris State
University in Big Rapids, Michigan, from fall of 1999 through fall of 2005 as the school
transitioned to higher admissions standards. These students had six years, or 150% of the
allotted time, to complete a bachelor's degree which is the graduation reporting standard
defined in The Student Right-to-Know and Campus Security Act. Ferris State University
had historically been an open-door institution but in 2001 the Board of Control
announced new admission standards to be adjusted upward over a period of time with a
goal to "make enrollment a genuine opportunity and the hope for success a realistic one"
(Admission Standards Review Committee, 2001. p. 1). Ferris offers a number of
associate degrees which ladder into bachelor's as well as certificates and master's,
degrees as well as and doctorates in pharmacy and optometry.
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The 22 independent predictor variables were all pre-admission factors which
covered academic preparation, personal attributes, and demographic characteristics.
Academic preparation was measured using HSGPA, ACT composite and sub-scores, rank
in class, AP credits, and CLEP credits. Personal attributes included extracurricular

activities, elected leadership positions, confidence in major, educational goals, and
estimated first year GPA. Demographic characteristics incorporated the size of

hometown, proximity to campus, and residence on campus, SES (as measured by Pell
eligibility), race/ethnicity, gender, familial language, and size of graduating class.
For the academic year (AY) 1999-2001, the university had an open admissions

policy whereby almost all applicants were admitted (some with GPAs of less than 1.75 or
composite ACTs of less than 13). For AY 2002 -2003, the university admitted applicants
with minimum ACT composite scores of 15 or HSGPAs of 2.25, and those with an ACT
of 15 were required to have an accompanying HSGPA of 2.0 or higher. For AY 2004-

2005, the university admitted applicants with either an ACT composite score of 16 or
HSGPA of 2.35. The current (AY 2011-2012) minimum threshold for admission to the

University is an ACT composite of 15 with an HSGPA of 2.25 and no ACT sub-scores
below 14. Standards for specific colleges and programs are usually higher than those for
general admission.

My study also looked at the individual colleges within the University to compare
graduation rates and determine which variables were predictive of success in different .
fields of study. There are nine degree-granting colleges and one non-degree-granting
college. Two of these colleges were dropped due to low enrollment and the College of
Pharmacy and College of Optometry were removed since they only admit transfer
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students. The degree-granting colleges in the study are the Colleges of Allied Health
Sciences, Arts and Sciences, Business, Education and Human Services, and Engineering

Technology. The University College does not grant degrees but offers four options for
students who either do not meet the University admission standards or the admission

standards for their specific program of choice. The four options are intended to assist
students in raising their GPA as well as the career exploration for undecided students

(http://www.ferris.edu/HTMLS/colleges/university/devcurriculum/).
Descriptive statistics (N= 8,354) and logistic regression analysis (n = 6,400) were
determined to be the best statistical tools for the given research questions, independent
variables, and binary nature of the dependent outcome variables of graduation and
retention. Prior to doing any analysis, the data were extracted from the two sources,

reviewed, organized, and recoded, and determinations were made of how missing,
incomplete, and ambiguous information would be handled.

Next an a priori power analysis was run using SPSS Sample Power, which
determined a sample size of 2,109 or higher, for a variable with nine levels, was needed
to achieve the desired power of .8 or higher. A larger sample size or a variable with
fewer levels would result in even higher power. After running separate analyses on each
of the four research questions the results were presented and discussed.
Research Questions and Results

The following section looks at each of the four research questions in turn and
presents summary tables with the results.

211

Summary ofResearch Question One Findings
Research question one sought to find how many of the students admitted under
the three different admission standards were successful in actually graduating.

Specifically, research question one asked how many of the students admitted under
differing admissions standards for AYs 1999-2001, 2002-2003, and 2004-2005
graduated. The results are shown in Table 60 along with the graduation rates for the

entire sample, individual colleges, and past students who would not meet current
standards but were enrolled in the past. As the admission standards increased so too did
the graduation rates, going from 49.2%) to 53.4%. The graduation rates of individual
colleges ranged from a low of 33.3% for the University College to a high of 57.8% for

the College of Technology. Of the students admitted in the past that would no longer
meet the current admission standards, only 25.4% were successful in graduating.
Table 60

Graduation Ratesfor Data Set, Individual Cohorts, Academic Colleges, and Currently
Inadmissible Students

Cohort/College

Entered

Graduated

%

339

86

(25.4)

1999-2001

3,488

1,716

(49.2)

2001-2002

2,500

1,318

(52.7)

2004-2005

2,366

1263

(53.4)

Overall Data set

8,354

4,297

(51.4)

845

480

(56.8)

Arts & Sciences

1,713

957

(55.9)

Business

1,615

775

(48.0)

Education

1,169

545

(46.6)

Technology

2,137

1,236

(57.8)

806

268

(33.3)

Currently Inadmissible

Allied Health

University College
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Summary ofResearch Question Two Findings
The second research question sought to ascertain for each of the three admission

policy cohorts, AYs 1999-2001, 2002-2003, and 2004-2005, which of the 22 independent
variables were significant in predicting graduation as well as year-to-year retention.
Logistic regression analysis results in Table 61 show that across the board, HSGPA is

highly statistically significant in predicting which students will graduate. Other positive
factors that predict success amongst the different cohorts and in the entire sample are
being female, White, living on campus freshman year, AP credits, CLEP credits, and

confidence in major. Factors which negatively impact the chances of graduation are
being low SES as measured by Pell eligibility, higher educational aspirations and higher
estimated first year GPA. The percentage column expresses the increase or decrease in
the ability to predict the outcome of retention or graduation based on the addition of this

independent variable to the logistic regression analysis.
Table 61

Summary ofLogistic Regression Analysis for Individual Cohorts, Data Set, First Year
Retention and Second Year Retention

Cohort/Group
1999-2001

n

Variable

2,682

HSGPA

.000**

Pell Eligible

.000**

Educational Aspirations
2002-2003

1,920

+

-

.020*

-

%

32.3%
33.3%

9.2%

+

36.0%

Residence on Campus

.035*

+

39.2%

AP Credits

.041*

+

14.4%

Estimated 1st Year GPA
1,798

+/-

.000**

HSGPA

Pell Eligible

2004-2005

Sig-

.004**
.035*

Gender

.003**

Ethnicity

.000**

HSGPA

.000**

-

-

+

-

+

27.4%

13.7%
41.6%
18.6%
37.3%
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Table 61, continued

Cohort/Group

n

Variable

Residence on Campus

6,400

Data set

First Year Retention

Second

Year

Retention

6,400

6,400

Sig.

+/-

%

.006**

+

54.0%

AP Credits

.039*

+

8.4%

Pell Eligibility

.014*

-

25.5%

Educational Aspirations

.000**

Gender

.002**

+

22%

Ethnicity

.003**

+

7%

HSGPA

.000**

+

33.8%

Residence on Campus

.001**

+

34.0%

AP Credits

.003**

+

7.8%

Pell Eligible

.000**

Educational Aspirations

.000**

HSGPA

.000**

+

14.0%

CLEP Credits

.000**

+

5.8%

Estimated 1st Yr. GPA

.000**

HSGPA

.000**

+

13.0%

CLEP Credits

.000**

+

5.4%

Confidence in Major

.000**

+

15.3%

Estimated 1st Yr. GPA

.000**

-

-

-

-

-

18.8%

29.2%
12.9%

14.2%

12.5%

*p<. 05. **/?<.01.

Summary ofResearch Question Three Findings
Research question three examined to what extent there were relationships between

these 22 independent variables and graduation in particular fields of study. The issue that

must be addressed in reviewing the findings is that none of the sample sizes in the logistic
regression analysis were large enough to produce the desired power level of .8 for a
variable with nine levels. Therefore the results should be viewed as more exploratory in
nature.

Table 62 illustrates that once again HSGPA appears as highly statistically
significant across all the colleges with a positive relationship to graduation. Other factors
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that are significant in predicting graduation in the different colleges are living in the
residence halls freshman year, AP credits, and extracurricular activities. Factors that

negatively impact graduation are distance of the permanent residence from campus, Pell
eligibility, being a minority, and higher educational aspirations.
Table 62

Summary ofLogistic Regression Analysisfor Individual Colleges
Cohort/Group
College of

n

607

Allied Health

College of

1,269

Arts & Sciences

College of

1,248

Business

Variable

Sig.

HSGPA

.001**

Proximity to Campus

.027*

Residence on Campus

.033*

911

Education

College of
Technology

1,726

587

-

4

17.8%
39.9%

89.1%

.004**

HSGPA

.000**

+

43.2%

Residence on Campus

.010*

+

79.2%

AP Credits

.002*

+

14.4%

Pell Eligible

.016*

HSGPA

.000**

Pell Eligible

.003**

-

-

+

-

43.3%

30.5%
39.2%
36.7%

.011*

+

8.9%

HSGPA

.000**

+

28.6%

Residence on Campus

.004**

+

95.3%

Ethnicity

.001**

+

87.9%

HSGPA

.000**

+

46.7%

Pell Eligible

.004**

Educational Aspirations
University
College

+

%

Pell Eligible

Extracurricular Activities

College of

+/-

HSGPA

.015*
.000**

-

-

+

30.4%

14.6%
23.4%

*p<. 05. **p<.01.

Summary ofResearch Question Four Findings

The last research question examined students who would no longer meet the
current admission standards but were admitted in the past. It seeks to find what

commonalities existed among those who graduated along with differences between them
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and similar students who were not retained. Descriptive statistics were utilized in
addressing this question.
The current (AY 2011-2012) minimum standards for admission to Ferris State
University are a HSPGA of 2.5 with an ACT composite of 17 or higher, or a HSPGA of

2.5 with an ACT composite of 15 and no ACT sub scores below 14. Students in this
range are typically admitted to the University College or selected pre-major programs

(William Potter, Dean of the University College, personal communication, June 22,
2012). For University College students as a whole the only variable in the logistic
regression analysis that was significant in predicting those who would graduate was
HSGPA (Table 53). The mean HSGPA of these currently inadmissible graduates was
2.61 and for non-graduates it was 2.47. The sample size was 339 students of which 86
students or 25.4% graduated.

Most of the differences between graduates and non-graduates are small but are in
the same direction as seen in the entire sample and various groups within it. Graduates
had higher ACT scores, were more likely to be White, live in the residence halls their
freshman year, be elected to office, and be involved in extracurricular activities. They
were less likely to be low SES as measured by Pell eligibility and had more realistic

educational aspirations. In contrast to other groups, the currently inadmissible graduates
were more likely to be male than female. Almost twice as many of these students
reported being ranked in the top half of their graduating class as compared with the full

admission students. Interestingly though, graduates from within in this academically
underprepared group had higher cumulative college GPAs and earned more second
degrees than did others.
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Interpretation of Findings: Academic Preparation
Researchers Astin and Osequera (2005a) pointed to the characteristics of
incoming students as being the best predictor of graduation and explaining about twothirds of the variance. And of these characteristics the most commonly used in the

admission process are the academic measures of HSGPA, standardized test scores, high
school coursework, AP credits, and rank in class (Henderson, 1996; Stern & Briggs,

2001). These variables allow institutions to review applications quickly, economically,
and defensibly (Lotkowski et al., 2004; Stern & Briggs, 2001). Included in my study
were the academic variables of HSGPA, ACT composite and sub-scores, AP credits, and
CLEP credits drawn from the student record system and self-reported rank in class from
the ACT Interest Inventory. Data drawn from the student record system was very

complete and reliable while the ACT Interest Inventory information was more subjective
and reflects a point in time, which is usually spring of the junior year in high school.
High School Grade Point Average
The one independent variable that remains consistently highly statistically

important across every group in the logistic regression analysis (n = 6,400) is that of
HSGPA. It the most important factor in predicting which of the 6,400 students in my
study will graduate. For the weakest academically prepared students (University
College) it was the only variable that was significant.
My research confirms the importance of HSGPA in the admission process.
HSPGA is the most used widely used admission criteria (Adelman, 2000; Breland et al.,

2002; DuBrock & Fensk, 2000, May.; Henderson, 1996; Stern & Briggs, 2001). Some

believe it to be the most predictive of graduation (Astin & Oseguera, 2005a; Geiser &
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Santelices, 2007; Lotkowski et al., 2004), while others say its greatest contribution is in
predicting first year grades and its usefulness drops off as the college career progresses
(Nora et al., 2005). My research does not support that assumption in that HSGPA was
the single most influential factoring in determining which students would graduate, and
its importance held true across the cohorts with differing admission standards, amongst

the least-prepared students, in first- and second-year retention, and between different
fields of study.

An interesting finding in my research was that two-thirds of the data set (66%)
had speculated (or estimated) they would have a mean first year GPA as equal to or
higher than that of their HSGPA (mean 3.04). They seemed to be either overly confident
or unrealistic. I tend to lean toward the unrealistic side. In fact, multiple times in the

logistic regression analysis, the estimated first year GPA emerged as significant (p < .05)

or highly significant (p < .001) with a negative relationship. This was especially true in
first- and second-year retention where it was highly statistically significant (p < .001) and

negative. Students did not seem to anticipate that college would be academically more
challenging than high school had been.

It is possible that awarding extra weight for AP courses in the HSGPA calculation
might contribute to this. HSGPAs for the data set of N = 8,354 ranged from 0
(homeschooled students) to 4.51. The practice of awarding additional points for AP
coursework may set students up for discouragement when they enter college where the
ceiling is a 4.0. A student who earned a HSGPA of 4.0+ may become disheartened in

college when they find themselves in college working harder and earning lower grades
when the grade scale changes.
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The flip side of that may be the student who is "slacking" through high school and
thinks they will be able to do the same in college. The n = 339 students who were
previously enrolled, but would not meet current admission standards (currently

inadmissible students), had the same expectations as the larger group regarding college
grades. Two-thirds (66.7% - 69%) of them also expected to do as well in college as they
had in high school, where they had a mean HSGPA of 2.61 for graduates and 2.47 for
non-graduates. Within this group the non-graduates departed the University early in their

collegiate careers with an attrition rate of 62.1% the first year, and 83.4% by the second
year. The currently inadmissible non-graduates had a mean cumulative GPA of 1.52, so
we can assume many were forced to leave and few transferred to other institutions.

My findings also support the concept that grades capture more than content
knowledge. ACT scores, which measure subject-matter mastery, did not appear as
significant in any of the logistic regression analyses. At the same time HSGPA, which
incorporates effort, attendance, participation, and motivation (Noble & Sawyer, 2002;
O'Connor, 2001), was highly statistically significant (p ^ .001). Indeed Fracas, Sheehan,
and Grobe (1990, Winter) found that attendance was the most instrumental of all

cognitive behaviors in determining final course grades, and although all of these
behaviors are important, in particular attendance is essential to success in college. My
research corroborates the assertion by other researchers that HSGPA is far more
predictive of retention than are standardized test scores (BOARS, 2002; Owen & Doerr,
1999).

Critics of the emphasis on HSGPA say that, while predictive of early retention, its

prophetic ability diminishes over time (Tinto, 1993). After that departures tend to be
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voluntary in nature and based on other nonacademic reasons (Cope & Hannah, 1975;
DesJardins et al., 1999; Lotkowski et al., 2004; Willingham & Breland, 1982). My

research found that HSGPA is highly predictive of retention in the first two years of

study, and while HSGPA remains highly statistically significant (p < .001) in predicting
which students would graduate, it does not explain voluntary departures. Of my sample
of 8,354 students, roughly half of them graduated (51.4%). Of the half that did not

graduate, they were split almost evenly between those with cumulative GPAs below the
2.0 academic probation point and those above a 2.0. Over 42% of the students who did

not graduate had cumulative GPAs of 2.25 or higher. They appear to have left for other
undetermined nonacademic reasons. They may have stopped out, quit altogether, been

dismissed for disciplinary reasons, or transferred to another institution. Because Pell

eligibility was highly statistically significant (p < .01 orp < .001) for the data set with a
negative relationship, some may have left for financial reasons.
Another issued related to HSGPA is grade inflation. While there appears to be

evidence of grade inflation elsewhere (Hoyt & Sorensen, 2001; Kirst & Venezia, 2001;
Woodruff & Ziomek, 2004), my research was not able to address it directly. The one

piece of data that might have pointed to grade inflation would have been the significance
of ACT scores. But in this case ACT scores were not significant while HSGPA was

highly statistically significant (p ^ .001) across the board. Still the proliferation of AP
courses with extra credit awarded may cast some future doubt on the validity of HSGPA

which may be artificially inflated by them. It seems like judging apples and oranges

when comparing a 4.0 student from a school that does not offer AP courses, to a student
with a 4.2 from a school with lots of AP options. Remember too that taking an AP
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course and earning AP credit are not the same. A student could earn a B in an AP course
but not score a 3 or higher on the AP test and fail to earn credit. All of this is especially
troublesome when students with unweighted HSGPAs and AP weighted HSGPAs are
competing for things like scholarships.

An interesting occurrence on the horizon is what will happen to the influence of
HSGPAs in Michigan as the state mandates all students complete a college prep
curriculum. In 2006 then-Governor Jennifer Granholm signed into law the Michigan

Merit Curriculum High School Graduation Requirements (Michigan Department of
Education, 2008). This law basically requires every Michigan student entering eighth
grade in 2006 and beyond complete what the 1983 publication A Nation at Risk deemed a

rigorous college core curriculum (United States, 1983). The only other option is a
personal curriculum for students with disabilities who need special accommodation and
modifications. Students who complete high school and earn enough credits, but do not

complete the prescribed curriculum, receive a diploma that is not endorsed as meeting the
requirements (Michigan Department of Education, 2008). Students who may have
struggled through, or avoided, academically demanding courses like physics no longer
have a choice. High school teachers may face the dilemma of either failing large numbers
of students or being pressured to lower standards to pass them (Hoyt & Sorensen; 2001).
Since 94% of students currently enrolled at Ferris are from Michigan this might be an
issue (U.S. Department of Education, 2012). What effects this may have, if any, are only
speculation as the first of these students have not yet graduated from college.
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Standardized Test Scores

Standardized test scores, such as the ACT and SAT, rank as the second most

commonly used admissions tool behind that of HSGPA (Breland et al., 2002). They are
also frequently used by institutions, as is the case at Ferris, to place students in
appropriate level courses (Crane et al., 2002). Some researchers say that standardized
test scores add nothing to the prediction of which students will graduate (Cope &
Hannah, 1975; Waugh et al., 1994), while others advocate their use (Hezlett et al., 2001,
April; Levitz et al., 1999).

I thought that ACT scores would have some level of significance, especially
subscores in certain fields of study, but they were not significant for any group in my
study. It could be that what standardized test scores measure is already captured in the
HSGPA. It could also be the timing of when tests are taken which is generally spring of
the junior year of high school, more than a year before entering college.
Standardized test scores are still useful in that they provide a measure of

educational attainment that is independent of HSGPA. They can point to students who
may be at greater risk. Low test scores help to identify students with high HSGPAs who
attended lower quality schools or took less challenging courses (if the HSGPA is not

recalculated to exclude electives). Test scores may also identify students with low
HSGPAs and high scores, the extremely bright but unmotivated student unlikely to
succeed (BOARS, 2002; Owen & Doerr, 1999).

Ferris, like many other schools, depends on ACT scores to place incoming
students in appropriate level courses. They are used as well to recommend subjects in

which students should consider taking a CLEP test. Although ACT scores were not
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significant, CLEP scores which are tied to them were highly statistically significant (p <
.001) in predicting first- and second-year retention. So although my research found that
ACT scores were not significant in predicting retention, or graduation, they still serve a
useful purpose.

Although my research was not able to secure data that would have specifically
addressed remedial courses, I would like to make one conjecture from my findings. ACT

scores are used for course placement and therefore they are directly correlated with
remedial course enrollment. For example, students with ACT Math scores of 14 or less

are placed in MATH 010, which does not apply toward graduation. It would seem
therefore that if remedial courses had an effect on graduation rates that ACT scores

would have been significant, especially for the weaker academic students in the

University College. This was not the case in that ACT scores were not found to be
significant for any of the groups tested in my study.
Class Rank

Ferris does not consider class rank in admission decisions. The ACT Interest

Inventory does however include a question asking students what their class rank was.
The results were rather interesting in that 76.4% of the data set reported being in the
lower half of their class, while only roughly 43% of the currently inadmissible students

reported the same. Or conversely, 57% of students below the current admission
standards reported being in the top half of their graduating class. It is hard to believe the
later group had an accurate picture of their class standing. Self-reported items are often
subject to opinion and cannot be relied on as being objective (DesJardins et al., 2002).
For the formerly enrolled but currently inadmissible students, the three items of estimated
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first year GPA, educational goals, and class rank taken together paint a picture of overly
confident students with unrealistic expectations.

Indeed many schools have moved away from the forced nature of reporting class

rank since in a school of high achieving students, many worthy students may rank low
(College Board, 2010; Ehrenberg, 2005). Yet Texas, California, and Florida have
percentage plans in place, which guarantee admission to public institutions based on class
rank (Schmidt, 2003), and results suggest these plans have been successful in their goal
of promoting diversity by expanding the number of sending schools (Casement, 2001).
Advanced Placement (AP) Credit

I approached the literature review on the topic of AP courses with a positive
attitude and completed it with a sense of uncertainty and skepticism. My research found a
highly statistically significant (p < .01) link between AP credits and graduation within the
data set, and a statistically significant (p < .05) link within the AY 2002-2003 cohort, the
AY 2004-2005 cohort, and the College of Arts & Sciences. Aside from the many issues

discussed in my literature review in Chapter II, it appears that AP credits increase the
odds of graduation for these groups. This contradicts the findings of other researchers
who claimed AP credits failed to predict persistence past the freshman year (Geiser &
Santelices, 2006; Klopfenstein & Thomas, 2009).
One thing that bears pointing out here is that the data in my study were the
number of AP credits earned. These are not students who took AP courses but never sat

for the exam or sat for the exam and failed to earn a passing score. My findings cannot
therefore support or refute other researchers who doubt whether a three hour mostly
multiple-choice test can really measure college level knowledge gained in an AP course
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(Sadler & Tai, 2007; Tai, 2008). It may be the case that AP courses are not direct

equivalents to college level introductory courses but they still have a positive influence
on grades and persistence for other reasons. My results are inconclusive regarding
whether it is the subject-matter knowledge with the positive influence, the role of other
associated factors, or a combination of these.

My findings seem to support the theory that students earning AP credits tend to
enroll in more challenging majors (Klopfenstein & Thomas, 2009; Santoli, 2002;
Willingham & Morris, 1986), since AP credits were highly statistically significant (p <
.01) for the College of Arts & Sciences in my study. The College of Arts & Sciences
includes majors such as Chemistry, Biology, Pre-Med, Pre-Optometry, and Applied
Mathematics.

Some other issues may be at play here as well. It may be that more than anything
else, AP credits signal the best and brightest students. AP credits may not inherently add
anything to the chances of graduation; they just identify motivated and capable students
for whom the odds are better anyway (Klopfenstein & Thomas, 2009). AP credits may

identify students of higher SES with all the economic, social, and cultural benefits that
accrue with it (Geiser & Santelices, 2006).

AP credits may promote graduation in other ways too such as acting as quasischolarships, thus reducing the financial burden. They may reduce the time it takes to
graduate, which could be a motivating factor. AP students may get introductory level and
general education college courses out of the way more quickly, enabling them to enroll
earlier in higher level, more challenging courses and courses in their major which they
find more interesting, thus increasing their motivation.
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College Level Examination Program (CLEP)

Much of what has been said about AP credits applies to CLEP credits as well.

They may predict graduation by acting as a signal, reducing financial need, and

shortening length of time to graduation. This could be why, although ACT scores are tied
to CLEP credits in my study, CLEP credits are significant and ACT scores are not. Some
CLEP credits, like those in mathematics, science, and English are correlated to ACT sub
scores since they are used to identify students who should be encouraged to take the
examination. Other CLEP subject tests such as those for foreign languages are not
associated with ACT scores. CLEP tests in mathematics, science, and English are

generally taken before entrance while others such as the foreign language CLEP tests

frequently happen after articulation. For these reasons only CLEP credits earned before
articulation were included.

In the descriptive statistics we see a general trend over the seven years of the

study towards higher AP credits and lower CLEP credits. Before the explosion of AP
offerings most students took advanced courses in high school and relied on CLEP tests to
validate their mastery of the subject and earn college credit so this trend makes sense.

CLEP credits emerged as highly statistically significant (p < .001) in both first- and

second-year retention, while AP credits were significant or highly significant for the AY
2004-2005 cohort, data set, and College of Arts & Sciences. It is likely that students who
take CLEP tests have completed a rigorous high school curriculum and have very high
ACT scores. Why CLEP is significant in some instances and AP in others is unclear
since they are very similar.
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Interpretations of Findings: Demographic Characteristics

Many of the demographic variables within my research study have been suitably
studied and shown to impact retention and graduation. And although some, like being
low SES, have been well documented and shown to exert a negative influence, the

quandary administrators' face is if and how this knowledge should be applied. Striking a
balance between providing an opportunity to those with the ability to benefit by making

"...enrollment a genuine opportunity and the hope for success a realistic one" (Admission
Standards Review Committee, 2001. p. 1), with knowing the cost of even short-term

failure may be substantial student loan debt is an ethical issue that must weigh on the
consciousness of those in positions of authority. This is especially true when

contemplating demographic variables because the studenthas no control over things like
gender, SES, or race/ethnicity.
Gender

The gender of my research sample follows the national trend as the percentage of
female students increased over the seven years of the study (Aud et al., 2010) from 41.1%
for the AY 1999-2001 cohort to 43.1% for the AY 2004-2005 cohort. Gender, in this

case being female, was highly statistically significant (p < .01) in predicting graduation
for the AY 2004-2005 cohort and for the sample as a whole. Other researchers have

found that women continue on to college in greater numbers, earn higher GPAs, and

graduate at higher rates (Astin & Oseguera, 2005a; Aud et al., 2010; DiPrete &
Buchmann, 2006; U.S. Department of Education, 2004; Writ et al., 2003; Snyder &
Dillow, 2010; Reason 2009). Farkas et al., (1990) theorized that because of acculturation

females are more cooperative, put forth more effort, and have more positive
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student/teacher interactions, helping to account for the greater academic success of
women. The one instance where this was not the case was for the former students who

would not meet current enrollment standards. Amongst this particular sample, graduates
were more likely to be male (53.5%) than female.
Socio-Economic Status

In 1989, Porter reported the two factors most likely to influence persistence were

SES and academic ability. My research found the same two most prevalent variables

were Pell eligibility, as a measure of SES, and HSGPA, as a measure of academic ability.
Pell eligibility was significant (p < .05 ovp < .01) for every group except first- and

second-year retention, College of Education, and University College. The relationship
was negative, meaning the Pell eligible students were less likely to graduate. Numerous
other researchers have found the same negative relationship between low SES and

graduation (Adelman et al., 2003; Carnevale & Rose, 2003; College Board, 1999; Confer
& Somers, 1999; Ishitani & DesJardins, 2002; Lotkowski et al., 2004; Mortenson, 2007;

U.S. Department of Education, 2003; Paulsen & St. John, 2002; Warburton et al., 2001;
Writ et al., 2003). Of the overall sample, 30% were Pell eligible, but for the group of
former students who would not meet the current admission standards the percentage was

much higher with 56.2% of non-graduates and 46.5% of graduates being Pell eligible.
My findings shadow the national trend of low SES students being less academically
prepared to pursue college (Adelman, 2000; Astin & Oseguera, 2005a; Postsecondary
Education Opportunity, 2003, May 30; Tinto, 1993).

Being low SES puts students as a distinct disadvantage for many reasons that are
not all economic (Paulsen & St. John, 2002). Low SES students often come from lower-
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quality schools (Cabrera et al., 2005; Lleras, 2008), have more limited cultural

backgrounds (Berger, 2000), come from single parent homes (Postsecondary Education
Opportunity, 2003, May 30), receive less encouragement and guidance in attending
college (Adelman, 2000; Astin & Oseguera, 2005a; Postsecondary Education
Opportunity, 2003, May 30; Tinto, 1993), and are less likely to select a school based on
its fit (Mattern & Wyatt, 2009; Mortenson, 1990; Paulsen & St. John, 2002). Once
enrolled, low SES students tend to work more hours, be less involved in campus
activities, and have less interaction with faculty (Cabrera et al.; Walpole, 2003), all of
which reduce the component of institutional commitment that fosters persistence
(Lotkowski et al., 2004). They may also lack the funds to actively participate in the social
life of an institution (Bean, 2005).
My research was not able to secure other financial aid variables. Many students

may receive financial aid but are not Pell eligible. Alon (2005), Baum et al. (2008), and
Chen and DesJardins (2008) all reviewed numerous studies on financial aid to see if it
contributed to persistence and found the results to be conflicting and inconclusive.
Among the Pell eligible students in my study though, we can assume that grants ranging

from $225 - $2,025 did not cover all their expenses, they worked at least part-time, and
their families provided little assistance (median income in 1999-2000 of $23,340; Heller,
2002, p. 2).

What we do know is that currently about half of all aid is in the form of loans
(Baum et al., 2008; Seidman, 2005) and the make-up of financial aid packages usually
shifts over the college career and becomes increasingly more loan-based (DesJardins et

al., 1999; St. John, 2000, Spring). In 2007, the average college graduate had $22,700 in
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debt (College Board, 2008a). This may be why Pell eligibility was highly statistically
significant (p < .01) for the three AY cohorts and the data set in my study, but not for

first- and second-year retention. As students moved through their college career and
accumulated more debt it acted to discourage persistence just as other researchers have
found (DesJardins et al., 1999; Dowd, 2004; Voorhees, 1985).
Race/Ethnicity

The ethnicity data in my study was drawn from the student record system and it
was self-reported by students (with the option of not specified available if they chose to
not identify). My research sample overall was 85.4% White, but currently inadmissible
students were 45.8% White for non-graduates and 57.0% White for the graduates. This
higher proportion of minority students among the least academically prepared mirrors the
findings of other researchers that minority students are generally less academically
prepared to pursue higher education (Achieve, Inc., 2004; Conference Board Inc., 2006).
Ethnicity was highly statistically significant (p < .01) for three groups: the AY 2004-2005
cohort, data set, and College of Technology. The relationship was positive for White

students, which makes it conversely negative for minority students.
Research shows that minority students have lower enrollments, higher dropout
rates, and longer length of time to graduation (Astin & Oseguera, 2005a) even after
controlling for other factors (Chen & DesJardins, 2008). Further, because of Ferris State

University's rural location the community, faculty, and student body have a small
minority population. This may cause minority students to feel alienated by the lack of

similar students, suitable community services, and limited faculty role models. One can
see from Table 61 that as the admissions standards rise and students are better
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academically prepared more variables, ethnicity being one of them, emerge as important.

Why ethnicity is highly statistically significant (p < .001) for College of Technology and
none of the other colleges is uncertain.

The ACT Interest Inventory also included a question asking students if English

was the prominent language spoken at home. This variable was included in the logistic

regression analysis and proved to not be significant for any of the groups tested. Within
the sample population, 98.9% of students who responded reported English was the
dominant language at home.
Proximity to Campus

The literature review did not uncover any research directly linking persistence to

distance from home. Mattern and Wyatt (2009) did a large-scale research project that
found a link between SES, test scores, and HSGPA with distance from home. Students

with the highest SES, HSGPA, and test scores traveled the furthest, probably because

they had the most options available to them. Mattern and Wyatt, as well as other
researchers (Paulsen & St. John, 2002) found that for low SES students one of the
primary criteria in selecting an institution was proximity to home.
In only one instance was proximity to campus significant (p < .05), with a

negative relationship, and that was for the College of Allied Health. It is only speculation
but it may be that the College of Allied Health enrolled more commuter students and
because of their lab intensive programs requiring long hours on campus this had a
negative effect. Living on campus in the residence halls freshman year had a statistically
significant (p < .05) positive relationship for College of Allied Health as well as for
several other groups.
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Residence on Campus

My research found living on-campus in the residence halls freshman year to be
statistically significant (p < .05) with a positive relationship to graduation for the AY
2002-2003 cohort, AY 2004-2005 cohort, data set, College of Allied Health, College of

Arts & Sciences, and College of Education. It would seem that if living in the residence
halls freshman year had a positive impact on graduation, it would also be important in
first- and second-year retention, but this was not the case.

Many other researchers have also found living on campus to have a positive
influence on retention (Astin, 2005; Confer & Somers, 2000; DuBrock & Fensk, 2000,

May.; MLSSC, 1987; Oseguera, 2005), especially in the first few years of school
(DuBrock & Fensk). This is the key reason, not institutional finances, that most
traditional institutions require students to live on campus the freshman year or beyond

(Braxton & Lee, 2005). Living in the residence halls promotes social integration, which
is an important component in institutional commitment (Kennedy et al., 2000, May;
Lotkowski et al., 2004; Williamson & Creamer, 1988). It also promotes strong social

networks that encourage retention, especially in marginal students (Kennedy et al.).
Lotkowski et al. found the lack of social networks as a reason many students in good
academic standing decide to depart an institution.

Within my study, why living in the residence hall is not significant in first- or
second-year retention, but is significant in predicting graduation for other groups, is
unclear. Its importance to the College of Allied Health and the College of Arts &
Sciences may be the presence of more time-consuming lab based classes. It could be as
well that for those two colleges, and the College of Education, social networks are more
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important in retention than they are for the other colleges. It bears mentioning here that
other researchers have found a positive correlation between low SES and commuter

students (Mattern & Wyatt, 2009; Paulsen & St. John, 2002). Not only does being low

SES put them at higher risk but being a commuter does too since it results in less time on
campus, fewer friendships, less contact with faculty, and participation in fewer
extracurricular activities (Bean & Metzner, 1985). My research did not address whether

these colleges had more or fewer commuter students than the other colleges did.
In my study, living in the residence hall freshman year was not significant in

predicting graduation for the AY 1999-2001 cohort. At that time Ferris had an open-door
admission policy. With students of lower academic ability came a host of other
behavioral issues in the residence halls such as drug use, alcohol abuse, and vandalism.

Many of these less academically prepared students were not successful in graduating
while their presence served to discourage more serious students. With higher academic
standards came more academically focused students, creating a constructive atmosphere

of positive peer pressure which made students want to be a part of Ferris. Starting in fall
2002 Ferris also launched a new program where residence halls were divided into houses

(small groups of 32) with a Resident Assistant for each. The house concept helped to
cultivate a sense of community, promote social networking, and develop a sense of

identity that helped to foster a connection to the University and a bond to other students.
The Director of Housing and Residence Life reports that many students stay connected to
their house mates throughout their studies at Ferris (Jon Shaffer, personal
communication, May 21, 2012). Perhaps the residence halls did not have a positive
effect for the AY 1999-2001 cohort because of the negative atmosphere present. For later
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cohorts, students who departed did so in the first few years, but that strong sense of
community developed in that first year while living in the residence halls acts as
motivation for those who remained and graduated.
Size ofHometown and Size ofHigh School
In 1975 two major researchers in the field of retention, Astin and Tinto, both
found a correlation with retention to the size of a student's hometown and size of the

institution attended. Almost three decades later Lotkowski et al. (2004) found no

relationship to retention between the size of the hometown and the size of the institution
attended. As a faculty member I know that many students at Ferris complain about the

small-town atmosphere, lack of social life, and lack of amenities. The National Center
for Education Statistics' College Navigator describes the campus setting as remote (U.S.

Department of Education, 2012). My research found no link between retention and
graduation with either the size of the hometown or the related subject of size of the high
school. It is likely that many students to whom the small-town setting and size of the

institution mattered had already self-selected out of attending Ferris State University.
Interpretation of Findings: Personal Attributes
In my research sample of 8,354 students the overall graduation rate was 51.4%, or

roughly half. Of the students who did not graduate about half had a cumulative GPA of
2.0 or higher and 42% of those who did not graduate had a cumulative GPA of 2.25 or
higher. This means that of the students who did not graduate, about half may have left
for academic reasons, low GPA or dismissal. This also means that almost one-quarter of
the students who entered the University may have departed before graduating for nonacademic, undetermined reasons. They may have stopped out, quit altogether, transferred
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to another institution, or been dismissed for disciplinary reasons. Bean and Covert

(1973) theorized that academic measures were useful in predicting dismissals but

personality attributes would be more predicative of those who withdrew in good
academic standing. Lotkowski et al. (2004) found the best model for predicting college
success was when SES, HSGPA, and ACT scores were combined with institutional

commitment, academic goals, social support, academic self-confidence, and social
involvement. To this end, the ACT Interest Inventory variables of educational

aspirations, estimated first year GPA, involvement in extracurricular activities, and
elected leadership positions were added to the logistic regression analysis in my study.
Educational Aspirations

Educational aspirations were measured by responses on the ACT Interest

Inventory with the options of certificate, associate, bachelors, masters, doctorate, and

other. Given the options available it was uncertain what other might mean, so therefore
it was removed from the logistical regression analysis. Numerous researchers have found
the higher a student's educational goals the more likely they are to succeed (ACT, 2001;
Astin, 1975; Chen & DesJardins, 2008; Confer & Somers, 1999; Duggan, 1999;

Freeman, 2004; Lotkowski et al., 2004; St. John & Starkey, 1995; Tinto, 1993;

Williamson & Creamer, 1988). Previous research revealed that students who ascribed

importance to earning a degree (Bean & Metzner, 1985) and believed they were capable
of earning that degree through their.own efforts (Braxton & Hirschy, 2005) were more
likely to persist to graduation.

My findings, on the other hand, were that educational goals had a negative effect
on graduation for some groups of students. For the AY 1999-2001 cohort and College of
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Technology students, educational goals were statistically significant (p < .05), and for the
As 2004-2005 cohort and the data set they were highly statistically significant (p < .001).
One explanation may be the window of time students are looking at. At 18-19 years of
age, aspiring to a master's degree involving at least six plus years of study ahead may
actually hamper motivation. As a FTIAC freshman, it may be hard to conceive of
finishing four years of college, let alone looking beyond that to more advanced studies.

Aspiring to lower and shorter-term educational goals may encourage retention.
Within the overall sample, 38% of students had goals of earning an advanced
degree, while within the group of graduates who were below the current admission
standards only 29.5% aspired to master's or doctoral degrees. Interestingly, the latter

group of graduates ended up with a higher cumulative GPA (2.63) than did the overall
sample (cumulative GPA of 2.55), and while 36% of the overall sample earned a second
degree, 39.5% of the currently inadmissible graduates did. Of the currently inadmissible
graduates 12.2% entered with the expectation of earning a certificate or associate degree
and 39.5% of them ended up earning both an associate and bachelor's degree.

One rather unique aspect of Ferris State University is the numerous associate
degrees that ladder into bachelor's, master's or doctoral degrees (Academics at Ferris,
n.d.). Many students enter hoping to earn an associate degree, but once that is complete,
gain confidence in being capable to earn a bachelor's degree and continue on. According
to Bean and Eaton (2000), self-efficacy is cyclical.in nature with success in lower
educational goals, building confidence in one's ability to reach even higher ones.
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Confidence in Major

Although one would assume students who were confident in their choice of major
would have a greater chance of being successful in college, Lewallen (1992) did not find
this to be true. Lewallen found the rates of persistence for students who entered college

undecided about their major were equal to those of students who entered confident in
their choice. He theorized that being undecided is not the same as being uncommitted.
He and other researchers found students who entered confident in their majors were often

acting on limited information (DesJardins et al., 2006; Lewallen, 1992). In contrast, the
Indiana State Commission for Higher Education (1997) found the lowest graduation rates
were among students who entered college as undeclared majors

In only one instance in my research did confidence in major appear as highly

statistically significant (p <.001), and that was for second-year retention. It could be that
students felt the need to continue on to college after high school, but once there sustained

effort toward earning a degree depended on commitment to their major. There is a fair
amount of gray area here though. The confidence in major information comes from the
ACT Interest Inventory, which is generally taken in spring of the junior year of high
school. How confidentstudents felt about their choice of major or even what their

intended major was could have changed before entering college. The logistic regression
analysis used the college of entrance and whether a student had graduated or not.
Students may have graduated from a college other than the one they entered.
The University College had the lowest graduation rate of all the colleges with
33.3%. It also offers the Career Exploration program for undecided majors. Without
knowing what proportion of University College students are enrolled in Career
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Exploration it is hard to know if being undecided is negatively correlated to graduation
within this group.
Estimated First Year GPA

On the ACT Interest Inventory students were asked to estimate what their first
year GPA would be. For the overall sample the mean HSGPA was 3.04 and 65.7% of the
students estimated their first year college GPA would be 3.0 or higher. The formerly
enrolled, but below current admission standards students, were equally confident with

mean HSGPAs of 2.47 for non-graduates and 2.61 for graduates and 66.7% and 69%
respectively reported they expected a first year GPA of 2.5 or higher. Two-thirds of the

subjects expected to do as well, or better, in college than they had in high school. They
appear to be a pretty confident bunch.

Numerous researchers have found a positive link between self-efficacy
(confidence in the ability to succeed), persistence, and educational achievement (Chemers
et al., 2001; Duggan, 1999; Massey & Mooney, 2007; Robbins et al., 2004; Zhang &

RiCharde, 1998). Both Bandura (1997) and Chemers et al. found students with high selfefficacy were more likely to persist in solving problems, made better decisions, and faced
challenges with a more positive attitude.

In the logistic regression analysis the estimated first year GPA is statistically

significant (p < .05) for the AY 2002-2003 cohort and highly statistically significant (p <
.001) for both first- and second-year retention but with a negative relationship. Several

explanations for this may apply. Students may have believed college would present the
same level of academic challenge as high school and thus were unprepared for the higher
academic standards. Alternately, students might have perceived college would be harder
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but believed they were capable of meeting the challenge. As a generation, the
Millennials—the first of which entered college in 2000—are extremely confident, having

been raised by parents who told them they were above average and would succeed at
whatever they did (Sweeney, 2006).

The possibility exists that grade inflation might have been present and contributed
to this phenomenon by creating unrealistic expectations or reinforcing negative
behaviors. A number of researchers have found evidence of widespread grade inflation at

the high school level (Caperton, 2009, September; Hoyt & Sorensen, 2001; Kirst &
Venezia, 2001; Sax et al., 2000; Woodruff & Ziomek, 2004; Ziomek & Svec, 1995).

Grade inflation is especially problematic in that it may create attitudes, behaviors, and

expectations that can lead to failure in college (Hoyt & Sorensen; Greene, 2000). For the
overall sample the mean HSGPA was 3.04, and of the 51.4% who graduated, the mean

cumulative college GPA was 2.55. About half of the data set (48.6%) left the University
without earning a degree. And of those that left half, or one quarter of enrollees, left with
a GPA of 2.0 or less; thus, they departed in less-than-good academic standing.
ExtracurricularActivities and Leadership Positions Held

Within my research study I was able to include two measures drawn from the
ACT Interest Inventory regarding involvement in extracurricular activities and election to
an office in a student organization. It is logical to think that extroverted students are

more likely to be involved in extracurricular activities and to be elected to positions of
leadership. It would seem too that certain personality types might be more compatible
with certain career choices, such as being an extrovert in the field of marketing.
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Numerous researchers have found a positive correlation between involvement in

high school extracurricular activities and success in college (ACT, 2001; Willingham,
1985; Writ et al., 2003). Brown and Evans, (2002) also found students who participated
in extracurricular activities tended to have higher HSGPAs, better attendance records,

fewer discipline problems, and better time management skills. In the National Federation

of State High School Association's (2001) review of numerous studies across Canada and
the U.S, they found student participation in organized high school sports, and other
extracurricular activities, resulted in reduced disciplinary issues, fewer absences, lower

dropout rates, and less frequent engagement in risky behaviors. They also recognized
that most athletic programs set minimum academic standards as a requirement for

participation, which serves as a motivational factor. It is not clear from the research
whether involvement in extracurricular activities motivates students; motivated students

are more likely to be involved; involvement reduces free time available to practice risky
behaviors; or a combination of these factors.

Mattson (2007) found having held a leadership position in a club or organization a

significant predictor of graduation. There is research suggesting students able to build
social networks are more likely to persist (Lotkowski et al.) and are more likely to form

close friendships in college (Spady, 1971). Cabera et al. (2005) found the encouragement
of friends increases a student's chances of success and both Duggan (1999) and Lleras

(2008) found a link between extroversion and being successful in college.

In my study, involvement in extracurricular activities was statistically significant
(p < .05) in only one instance, and that was for the College of Business. These students
could be more extroverted, involvement could signal more motivated students, or have
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fostered better time management skills and less absenteeism, or be a combination of all
these factors. The mean number of extracurricular activities participated in for the data

set was 2.93. This seemed low at first glance but students might have participated in the

same three activities each year. A student who played basketball, sang in the choir, and
acted in plays all four year still participated in only three activities.

Election to a leadership position in high school failed to be significant for any of

the groups tested. For the data set only 15.9% students reported having been elected to a
leadership position while in high school, but interestingly this percentage declined from
16.5% to 14.8% over the seven year period. One might have expected this to go up with
HSGPA and ACT scores but instead it decreased. As with extracurricular activities it

bears keeping in mind that the 15.9% elected to a leadership position might have held
leadership positions within multiple organizations. Since the ACT is usually taken in

spring of the junior year of high school students might have added to their list of
accomplishments by the time of graduation. The former students who would no longer
meet the admission standards reported slightly lower numbers of elected offices (11.9%

for non-graduates and 15.1% for graduates) and less involvement in extracurricular
activities than did the general sample (2.6 for non-graduates and 2.59 for graduates).
Interpretation of Findings: Field of Study

My research also looked at the graduation rates within the different colleges. The
College of Technology exhibited the highest with 57.8%, followed by the College of
Allied Health (56.8%), College of Arts & Sciences (55.9%), College of Business (48.%),
College of Education (46.6%), and University College with the lowest rate at 33.3%.
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Some researchers speculate that more challenging degree fields would have lower

rates of success (Astin & Oseguera, 2005a). Other researchers found graduation rates
highest in some of the most challenging fields and lowest in what they deemed the least
challenging such as liberal arts (Indiana State Commission for Higher Education, 1997).
One theory is that some of the more challenging fields have higher admission standards

and thus admit students with higher levels of academic preparation (Astin & Oseguera).
Many of these challenging degree fields have pre-programs or foundational courses

which filter, or weed out students early in their college career who are unlikely to be
successful, often before they are actually admitted to the degree program. Such is the
case at Ferris, where associate degrees in pre-engineering and pre-pharmacy are housed
in the College of Arts & Sciences rather the College of Technology or College of
Pharmacy.
DesJardins et al. (2006) speculated that weaker job opportunities or lower-thanaverage salaries in some fields may discourage students from persisting and therefore
explain lower rates of success. Likewise, fields with higher salaries and better job
prospects promote higher graduation rates. Given the weak job market for teachers in

Michigan and elsewhere in the nation, this might be the case in the College of Education
(Hu, 2010, May 20).

Summary of Study Findings Compared with Previous Research
In Table 63 the findings of my research study are compared to the previous

findings of other researchers in the field regarding the 22 independent variables and other
related issues such as field of study. Located in the appendix is a table that illustrates the
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overall results of the logistic regression analysis for each variable in a composite form.
The reader may find it useful to refer to this addendum in conjunction with Table 63.
Table 63

Comparison Summary ofBriggs's Study and Prior Research Findings
Subject/Topic

Briggs Key Findings

Conclusion

Previous Research

HSGPA

HSGPA had significant
positive relationship in
predicting both first- and
second-year retention and
graduation for every group
tested. It was the single most
important variable in
predicting both retention and
graduation. For the
University College students it
was the only variable found
to be significant.

Affirms

Found HSPGA to predict graduation (Astin
& Oseguera, 2005a; Geiser & Santelices,
2007; Geier & Studly, 2003; Lotkowski et
al., 2004).

Adds to

Found conflicting research on whether
HSGPA is predictive of retention or
graduation (Nora et al., 2005).

Disputes

Found ability of HSGPA to predict retention
and graduation declines over college career
(Levitz et al., 1999; Stern & Briggs, 2001;
Tinto, 1993).

Adds to

Found evidence of grade inflation at the high
school level (Hoyt & Sorensen, 2001; Kirst

Grade Inflation

ACT scores rose in

correlation to HSGPAs. Had

grades rose while ACTs

& Venezia, 2001; Sax et al., 2000; Woodruff
& Ziomek; 2004; Ziomek & Svec, 1995).

remained the same would

have pointed to grade
inflation. HSGPAs were

highly statistically significant
for all groups tested for both
retention and graduation
while ACTs were not

significant for any of these.
ACT

ACT composite and subscores were not significant in
predicting retention or
graduation for any group

Supports

Found that when disparities in HSGPAs and
test scores existed, the HSGPA was more

predictive of retention and graduation than
were test scores (BOARS, 2002; Owen &
Doerr, 1999).

tested.

Affirms

Found no relationship between ACT scores
and graduation (Waugh, et al., 1994).

Disputes

Found standardized scores when added to
HSGPA helped to increase predictability of
graduation (BOARS, 2002, July;
Echternacht, 2000; Hezlett et al., 2001,

April; Levitz et al., 1999).
Disputes

Found predictive ability of test scores
increased over college career and were
directly related to higher graduation rates
(Ishitani & DesJardins, 2002).
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Table 63, continued
Subject/Topic

Briggs Key Findings

Conclusion

Previous Research

Remediation

ACT scores, used for course

Supports

placement in remedial
courses, were not significant
in predicting retention or
graduation for any group

Found no significant differences in patterns
of persistence and graduation between
remedial course completers and college
prepared students (Saxon & Boy Ian, 2001;
McCabe & Day, 1998; Schoenecker et al.,

tested.

1996)

Departures

Roughly half of all students
who departed did so in good
academic standing for

Affirms

Hannah, 1975; DesJardins, et al., 1999;

Lotkowski et al., 2004; Willingham &
Breland, 1982)

unknown reasons.

Educational
Aspirations

Higher educational
aspirations had a significant
negative effect on graduation

Found many students who voluntarily depart
do so in good academic standing (Cope &

Disputes

Found low educational aspirations to have a
negative effect on retention and graduation
(Ishitani & DesJardins, 2002).

for the AY 2004-2005 cohort,

the data set, and College of
Technology.
Rank in Class

Self reported class ranks
seemed to show little

No
Contribution

Found rank in class to be equal to HSGPA in
its ability to predict graduation (Micceri,
2001, June).

Supports

Found students who earn AP credits are
more likely enroll in more challenging
majors and more likely to graduate
(Klopfenstein & Thomas, 2009; Santoli,
2002; Willingham & Morris, 1986).

Supports

Found after controlling for other factors that
AP courses failed to predict retention
(Geiser & Santelices, 2006; Klopfenstein &

correlation to HSGPAs.

AP Credits

AP credits did not predict
retention but were predictive
of graduation amongst the
AY 2002-2003 and 2004-

2005 cohorts, the data set,

and College of Arts &
Sciences.

Thomas, 2009).

CLEP Credits

CLEP credits were predictive
of both first- and second-year

Supports

2003; Losak, 1978, March 27-31;
Scammacca & Dodd, 2005).

retention.

Gender

Gender (being female) was
significant in predicting
graduation for AYs 20042005 cohort and data set. For

the currently inadmissible
group (n = 339), graduates
were more likely to be male
than female.

Found students who earned CLEP credits
more likely to graduate (DesJardins et al.,

Supports

Found women more likely to graduate than
men were (Astin & Oseguera, 2005a; Aud et
al, 2010, DiPrete & Buchmann, 2006; U.S.

Department of Education, 2004; Writ et al.,
2003; Snyder & Dillow, 2010; Reason
2009).
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Table 63, continued

Subject/Topic

Briggs Key Findings

Conclusion

Previous Research

SESa

HSGPA and Pell eligibility
were the two most significant
factors in predicting
graduation for every group
tested except College of
Education and University
College.

Affirms

Found the two factors most likely to
influence persistence were SES and
academic ability (Porter, 1989).

Pell eligibility had a
significant negative
relationship to graduation for
every cohort, the data set, and
every college except College
of Education and University
College.

Affirms

Numerous researchers have found equally
well prepared low SES students less likely to
graduate than their counterparts who are not
low SES (Adelman et al., 2003; Cabrera et
al., 2005; Carnevale & Rose, 2003; College
Board, 1999; Confer & Somers, 1999;
Ishitani & DesJardins, 2002; Lotkowski et
al., 2004; Mortenson, 2007; U.S.

Department of Education, 2003; Paulsen &
St. John, 2002; Walpole, 2008; Warburton et
al., 2001; Writ etal., 2003).

Distance from

Pell eligibility and having a

Home

home address closer to

Adds to

Found low SES students tend to enroll in
schools which are closer to home than do

students who are not low SES (Kuh & Love,
2000; Mattern & Wyatt, 2009; Paulsen & St.

campus both had a significant
negative relationship to
graduation for the College of

John, 2002)

Allied Health.

Race/Ethnicity

Being a minority student had
a significant negative
relationship to graduation for

Supports

& Forster, 2003; Swail et al., 2003; Writ et
al., 2003

the AYs 2004-2005 cohort,

data set, and College of
Technology.

Language at
Home

Residence on
Campus

No relationship found to
familial language with either
retention or graduation.
Primary language of the data
set was 98.9% English.

No
Contribution

While not a significant
predicator of retention, living

Supports

in the residence halls

freshman year was a
significant predictor of
graduation for the AY 20022003 and 2004-2005 cohorts,

the data set, College of Allied
Health, College of Arts &
Sciences, and College of
Education.

Found minority students less likely to
graduate (ACT, 2003, May 28; Adelman et
al., 2003; Astin & Oseguera, 2005a; Greene

Found a language other than English spoken
in the home to have a negative impact on
retention and graduation (Astin & Oseguera,
2005a).

Found a positive relationship to living on
campus and retention (Astin, 2005; Confer
& Somers, 2000; DuBrock, 2000; MLSSC,
1987; DuBrock & Fensk, 2000, May; Nora
et al., 2005; Oseguera, 2005).
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Table 63, continued

Subject/Topic

Briggs Key Findings

Conclusion

Size of

No relationship between size

Adds to

Hometown

of hometown and retention

the extremes for size of hometown and size

found. The theory was
applied to size of graduating

of institution (Astin, 1975; Tinto, 1975).

Previous Research

Found a negative relationship to retention at

class which showed no

relationship either.
Self-confidence0

Estimated first year GPA had
a significant negative
relationship to both first- and
second-year retention and
graduation for the AY 2002-

Disputes

Found a strong sense of self-confidence to
predict retention and graduation (Dugan,
1999; Lotkowski et al., 2004; Massey &
Mooney, 2007; Zhang & RiCharde, 1998).

Disputes

Found academic self-confidence and
expectations to be a significant predicator of
academic achievement (Bandura, 1997;
Chemers, et al., 2001; Robbins et al., 2004)

Adds to

Found a positive relationship between

2003 cohort.

Extracurricular

Involvement in

Activities

extracurricular activities had

involvement in extracurricular activities in

a significant positive
relationship with graduation
for College of Business.
From a very inclusive list of
choices the average mean for

high school and success in college (ACT,
2001; Brown & Evans, 2002; Lleras, 2008;

Willingham, 1985; Writ et al., 2003).

the data set was about three

activities.

Leadership
Position Held

Having held an elected
leadership position was not
significant for retention or
graduation. Only about 16%
of students reported being
elected to a leadership
position.

Disputes

Mattson (2007) found having held a
leadership position in a club or organization
a significant predictor of graduation.

Field of Study

College of Technology had
the highest graduation rates at
57.8%, followed by College

Supports

Found the highest graduation rates were in
fields such as engineering, technology,
agriculture and architecture (Indiana State
Commission for Higher Education, 1997).

of Allied Health at 56.8% and

College of Arts & Sciences at
55.9%. This supports the
theory that the most
challenging programs admit
the strongest students thus
have the highest graduation
rates.
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Table 63, continued
Subject/Topic

Briggs Key Findings

Conclusion

Previous Research

Confidence in
Major

Confidence in major had a
significant positive
relationship to second-year
retention. University College

Supports

Found the highest rates of departure among
students who entered college as undeclared
majors (Indiana State Commission for
Higher Education, 1997).

Adds to

Found being an undeclared major as a
freshman had no influence on persistence
(Lewallen, 1992).

Disputes

Found the higher the original degree aspired
to upon entering college the more likely a
student is to graduate (ACT, 2001; Astin,

houses the Career

Exploration program for
undecided majors and also
had the lowest rates of

completion at 33.3% but
what influence this had was
not tested.

Educational
Aspirations

Higher educational goals had
a significant negative
relationship to graduation for
the AY 1999-2001 and 2004-

1975; Chen & DesJardins, 2008; Confer &

2005 cohorts, data set, and

Somers, 1999; Dugan, 1999; Freeman, 2004;

College of Technology.

Ishitani & DesJardins, 2002; Lotkowski et

al., 2004; St. John & Starkey, 1995; Tinto,

1993; Williamson & Creamer, 1988).

Note: aPell eligibility was used to identify low SES students. The term minority refers to non-Whites and
non-Asians. Estimated first year GPA was used a proxy for self-confidence.

Limitations

Several of the limitations of my study are characteristic of research using
secondary data and convenience sampling as it relates to the generalization of the results.
The first of these limitations is that the research was restricted to information contained in

the two available sources, which were the student record system and the ACT Interest

Inventory. When using a secondary data source the researcher cannot go back and
gather more information or seek clarification, but instead is limited to the data at hand.
Although ideally I would have wished for several other pieces of relevant information,
such as parental education, it was not available. Even had parental education been

available, the way it was collected on the FAFSA would have provided such limited
information as to make it of little use. The trade-off was having N= 8,354 for descriptive
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statistics with ann = 6,400, or 76.6%, valid cases for the logistic regression
encompassing seven years of incoming fall FTIACs. Various methods exist to estimate
missing data but each has its own drawbacks and therefore the decision was made to not
use such techniques. The data pulled from the student record system contained very

reliable and complete information such as HSGPA, ACT scores, Pell eligibility, etc.
Another limitation of the data is the voluntary, attitudinal, and self-reported nature
of the ACT Interest Inventory information. Attitudinal items are subject to considerable
non-response, plus they represent a single point in time which raises questions of validity
and reliability (DesJardins et al., 2002). Since the ACT Interest Inventory is voluntary

there is the possibility that students who respond may be different than those who do not.
My research did not address this issue. There were several questions where the available
responses where too broad or too vague, such as the other category under educational

goals. We cannot be sure either if constructs used as measurement accurately reflect that
which they seek to measure, such as estimated first year GPA as a proxy for self-efficacy.
Lastly, there is the question of whether students who are high school juniors would

accurately know things such as the population of their hometown.
A third limitation is the generalization of the results to other cohorts, nontraditional students, and other schools. My study looked at three groups of students

admitted under different admission policies as the University transitioned to higher
admission standards. My findings may not apply to students admitted under the new,

higher standards. I only looked at FTIACs to avoid introducing confounding variables

into the study, so my findings may not apply to nontraditional students. Lastly, because
my study focused on only one institution the findings may not apply to other institutions.
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On the other hand the data set contained 22 independent variables and encompassed a
vast array of students as seen in the wide range of HSGPAs from 1.5-4.51 (excluding

those with 0) and large sample size of 8,534 subjects seeking everything from certificates
to doctorates.

Additionally, as the University raised admission standards in the hopes of
increasing retention and graduation rates they also implemented other initiatives that may
be hard to disintegrate from the overall results. One example would be the
implementation of the house concept in the residence halls, beginning with fall of 2002
(Jon Shaffer, Director of Housing and Residence Life, personal communication, May 21,
2012). Another would be the advent of the Honors Program and Freshman Seminar in
the fall of 2012 (William Potter, Dean of the University College, personal
communication, June 22, 2012). It would be hard to determine what effect these had on

such things as rising graduation rates, higher retention, or increasing educational
aspirations.
One last limitation of the study is that it does not follow students through their
college career as event history modeling might. The research questions at hand sought to

determine what things we knew about students when admitted that might suggest if they
would be more or less likely to graduate. For some students it may be far more what
happens once they arrive on campus that determines whether they are successful or not.
They may find a professor who takes a special interest in them, a field of study that
ignites a passion, camaraderie of a group, or a hitherto unfound motivation. The

proponents of interactionalist theory posit that type of information is essential to knowing
which students will drop out or persist (Chen & DesJardins, 2008). The trouble is that we
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cannot foresee those types of events when we admit students. Our estimates of their
chances of success must rest on what we know before we admit them. Lastly, some

students may have stopped out for an extended period, taken longer than six years to
graduate, or transferred to another institution where they were successful. We do not

know the reasons why a quarter of the data set left in good academic standing without
earning a degree.
Directions for Future Research

One idea for future research would be a replication my study with current students

admitted under the AY 2006 -and-beyond standards, which are a HSGPA of 2.5 or ACT
composite score of 17. The earlier implementation of higher admission standards had a
positive effect across campus. Anecdotal evidence suggests that many of the higher

achieving students in the past left because of the negative influences exerted by the
weaker ones. As students in my study became increasingly more academically prepared,
variables other than HSGPA, Pell eligibility, and educational aspirations emerged as
significant. Further research might uncover additional variables that are predictive of
graduation for the current academically stronger students. It could also provide a
chronological perspective of how student characteristics change as well as what predicts
retention and graduation when progressively higher admission standards are
implemented.
It would be interesting to.test what effect higher admission standards and

academically higher achieving students have on the overall academic performance of all
students, the theory being that a rising tide lifts all boats. Research shows lower

achieving students benefit from the teaching practices, higher expectations, and peer
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interactions when placed in classrooms with higher achieving students (Laprade, 2011).
Using secondary data such as certification test scores could compare the correlation
between HSGPA and outcomes to test whether students made greater gains as admission
standards rose.

In particular, the students who graduated from high school under the new

Michigan Merit Curriculum present a unique research opportunity (Michigan Department
of Education, 2008), since 94% of Ferris students are from Michigan (U.S. Department of
Education, 2012). The first of these students entered higher education in fall of 2011. In

2008, ACT reported that nationally about two-thirds of students failed to take what is
deemed a college core curriculum. Now all Michigan high school students are required
to not just complete the college core curriculum but to go beyond that to complete a more

advanced, or rigorous, curriculum that includes advanced mathematics and additional
science courses. Many researchers have found the rigor of the high school curriculum

directly related to degree completion (Adelman, 1999; U.S. Department of Education,
2003; Schmeiser, 2001; TSHECB, 2000; Warburton et al., 2001). Adelman (1999)

claimed that completing high school trigonometry or calculus doubled the chances of
earning a bachelor's degree. Every high school student in Michigan is now required to
complete one of these in order to graduate. It would be interesting to see what effect the
new mandatory high school curriculum has on graduation rates, HSGPAs, grade inflation,
ACT scores, choice of major, and other related outcomes. If Adelman is right we should
see across-the-board gains in graduation rates, especially at the lower end of admissible
HSGPAs.
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My findings that higher educational goals and higher estimated first year GPAs
negatively influence persistence would be another avenue for future research. This

would be a good subject for qualitative research such as personal interviews and focus
groups. It would be interesting to hear how students perceive the phenomenon of higher

educational goals acting upon their motivation to persist. Likewise, it would be of
interest to know why estimating a higher first year GPA acted to discourage students
from graduating. This might uncover things like differing grading practices, grade
inflation, unrealistic expectations, lack of preparation, and other issues.
Still not completely answered is the question of why some students with the same
characteristics were able to persist while others were not. Every year I see students

graduate for whom I shake my head and think there is a student I thought would never
make it. And yet somehow they do. These are often the student accomplishments that I
find most gratifying. The high achieving students would have probably been successful
anywhere. Providing an opportunity to the less academically prepared students to whom
our guidance, patience, and encouragement makes all the difference leading to successful
careers have been some of the greatest rewards of my teaching career. My study looked
at all the pre-admission variables at our disposal. The currently inadmissible students

who graduated did not look all that different from those who did not graduate. Still was

there something about them we might have known that would have predicted which
would graduate and which would not? This would be an interesting topic for a
qualitative research project. In his 1978 retention model Bean identified intent to persist
as a highly predictive attitudinal factor which helped to explain why some students
graduated despite the odds. All kinds of ideas come to mind such as ability to overcome
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obstacles, realistic expectations, encouragement of friends, commitment to the necessity
of a degree, willingness to sacrifice, etc. Since this pool included only 86 students it
would be a very manageable endeavor.

Lastly, in my research study about one quarter of all FTIACs left the University in
good standing. Of these we know a small number did not leave directly of their own
volition, having been dismissed for disciplinary reasons. The rest dropped out, stopped
out or transferred. Quantitative methods could be used to determine how many students
fall into each of these categories. Qualitative methods could be used to reveal the reasons
for these occurrences. A better understanding of why students drop out, stop out, leave

for disciplinary reasons, or transferred could be used to develop policies and procedures
aimed at decreasing these forms of attrition.

Recommendations for Higher Education Leaders
Based on my study, I would suggest administrators rethink the use of ACT scores
in admission criteria for both institutions and individual colleges and programs.

Although standardized test scores are useful for several reasons, such as course

placement, they were not significant in predicting which students would be retained or
which students would graduate. Even the ACT sub-scores, which one would have

expected to be important in specific career fields, were not. The two most likely
explanations based on my study are that what test scores measure is already contained in
the HSGPA and that other factors such as attitude, motivation, and attendance captured in

the HSPGA are more critical than the content knowledge measured by the ACT.
The results of my study suggest we should encourage enrollment in associate
degree programs laddering into bachelor's degrees. Students' higher degree goals, or
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educational aspirations (as self-reported on the ACT Interest Inventory), had a significant
negative influence on graduation for several of the cohorts as well as the entire data set.

Likewise, currently inadmissible graduates entered the University with lower degree
aspirations than did the full admission students, yet more of them graduated with both an
associate and bachelor's degree, and did so with higher cumulative GPAs as well. For

this group in particular, setting lower, shorter-term degree goals seemed to have a
positive effect. Interestingly, the students who would not meet current standards and did
not graduate, had higher educational aspirations than did either of the two previous
groups.

This is not to question the advantages of earning a bachelor's degree over those of

earning an associate, but rather to point out some students may be more successful in

following a degree path that begins with a shorter-term goal. In my experience as a
faculty member there is a lot of pressure for students to start out in a bachelor's degree
program. In particular, we hear parents say that associate degrees are a good idea but not
for my son or daughter. Many feel there is a stigma attached to enrolling in an associate
degree program. Likewise, we often see a student for whom earning an associate degree

is such a boost in confidence that it encourages them to believe they are capable of
continuing on. Although a student might aspire to earn a bachelor's degree the results of
my research point to that students who break that down into smaller, more easily

attainable steps are more likely to succeed. We need to encourage more students to
follow that path, especially the weaker students who seemed to benefit from this

approach. At the least, a student who leaves after only a couple years can have earned a
degree that is far more beneficial than the same number of credits with no degree.
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Additionally, based on my study I would recommend that because the variable
"confidence in, or commitment to, a major" proved to exert a positive influence on

second year retention, developing strategies that promote higher confidence in a major
early in the college career would improve retention and graduation rates. Ways to do this
might be activities such as job shadowing, attending conferences, field trips, and
internships. All of these help paint a realistic picture of a career field and thus increase
the level of confidence a student has in their major. Administration should promote

policies which support and encourage these types of activities.
Placing students who do not meet program entrance requirements in a pre-major

program (such as Pre-Professional Golf Management) might do little to increase

persistence if students are not purposefully immersed in the major. Students who form a
bond with faculty and other students in their major, and form a commitment to the major,
are more likely to succeed (Cabrera et al., 1993).

I would also suggest required, not recommended or suggested, internships early

in the college career, perhaps following the freshman year. I say required because
recommended or suggested often means unlikely to happen. Internships not only increase
students' confidence in their major but allow them to gain valuable skills as well (Knouse

& Fontenot, 2008). And how much better for students who are in the wrong career field
to know right away rather than as they are about to graduate or are in their first
professional position.

Lastly, for other institutions, my research provides a model of how they might use
information already at hand to create their own formula for predicting which types of
students are most likely to be successful at their institution. For Ferris in particular it may
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provide a potential avenue for some of the students it currently denies admission to still
have an opportunity for enrollment. Further investigation of the 86 graduates that would
not meet current admission standards might reveal how the variables in my study, as well

as others, could be used to create a profile of the type of student likely to succeed in a
particular degree path or field of study. This specific group not only graduated but did so
earning more second degrees and with higher cumulative GPAs than the overall data set.
Determining what was different about these students who were successful, as compared
to those who were not, might allow future admission to a select group deemed to have a
better-than-average chance of success.
Conclusions

My research focused on a single institution as it moved from an open-door

admission policy to implementing progressively higher admission standards. In light of
conflicting research findings my study showed that past academic performance as

measured by the high school grade point average was the single most significant
predictor of retention and graduation, and for the weakest students it was the only
significant variable.

While universally used in the admission process, standardized test scores added
nothing. My findings regarding the importance of HSGPA and irrelevance of the ACT
are extremely noteworthy considering that my data set size (n = 6,400) was more than
three times more than that needed to achieve the desired level of statistical power.

The second most important contributing factor was socio-economic status.
Students who represented the lowest socio-economic status as measured by Pell
eligibility were significantly less likely to graduate. As students became progressively
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more academically prepared, other factors emerged as predictive as well, most of which
had been previously shown by other researchers to be important. In addition to the
irrelevance of standardized test scores, the other variables of interest were academic self-

confidence (as measured by estimated first year GPA), and higher degree aspirations,
both of which had negative relationships to retention and graduation. Students seemed to
be overly confident regarding their level of preparedness to undertake the rigor of college
studies and then become discouraged by focusing on long term goals in lieu of shorter,

more easily attainable ones. My findings add to the body of existing research and may
suggest avenues for application and areas for further research.
While there is a wealth of information out there on retention and graduation it is

hard for individual institutions to evaluate it and determine what applies and does not

apply to their particular students or institutions. And while institution-specific research
may be the most useful it still does not answer the question of how the results of such

research should be distributed and potential changes made as a consequence of such data.
Many variables, such as being low SES or male, while shown to influence success or

failure, are also things a student has no control over. Every institution must weigh the
benefit and risk to students when setting their admission standards. But we owe it to our
students to continue to study retention and graduation, to know everything we possibly
can that might help us to find that ideal balance that makes " enrollment a genuine
opportunity and the hope for success a realistic one" (Admission Standards Review
Committee, 2001, p. 1).
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Category

Variable

Range/Measure

Coded

Academic Preparation

HSGPA

0-4.51

Actual

AP Credits

0-44

Actual

CLEP Credits

0-27

Actual

ACT Composite

10-34

Actual

ACT English

6-35

Actual

ACT Math

11-36

Actual

ACT Reading

7-36

Actual

ACT Science

9-36

Actual

HS Class Rank

Top Quarter
Second Quarter
Third Quarter

Fourth Quarter

Demographic

Ethnicity

African American

Characteristics

Hispanic
American Indian

Not Specified
Asian
White
Gender

Male

Female

Residency

Less than 50 Miles

More than 50 Miles/Michigan
Resident

Bordering State
Out of State

Housing

Commuter
Residence Hall

SES

Non-Pell Eligible
Pell Eligible

296

English Primary Language Spoken
at Home

No
Yes

Size of HS Graduating Class

Less than 25
25-99
10 0- 199
200 - 399
400 - 599

600 - 899
Over 900

Size of Hometown

Farm/Open Country
Less than 500

500- 1,999
2,000 - 9,999

10,000- 49,999
50,000-249,999
250,000-499,999

500,000-999,999
1 Million or More
Personal Attributes

Estimated First Year GPA

.05 - .09 (D- to D)
1.0-1.4(DtoC-)
1.5-1.9(C-toC)
2.0-2.4(CtoB-)
2.5-2.9(B-toB)
3.0-3.4(BtoB+)
3.5- 4.0 (A-to A)

Highest Degree Aspirations

Certificate
Associate
Bachelors
Masters
Doctorate

Other

Confidence in Major

Not Sure

Fairly Sure
Very Sure
Elected to Office in HS

No
Yes

Extracurricular Activities in HS

0-16

Actual
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Note. The + sign represents a positive relationship while the - sign represents a negative relationship.
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Appendix C

Western Michigan University Human Subjects Institutional Review Board
(HSIRB) Approval Letter
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Human Subjects Institutional Review Board

Date:

July 12, 2011

To:

Louann A. Bierlein Palmer, Principal Investigator
Lianne Briggs, Student Investigator for dissertation

From: Amy Naugle, Ph.D.C^hajr^^
Re:

HSIRB Project Number 11-07-07

This letter will serve as confirmation that your research project titled "Student Success:

An Investigation of the Role the Pre-admission Variables of Academic Preparation,
Personal Attributes, and Demographic Characteristics Contribute in Predicting
Graduation" has been approved under the exempt category of review by the Human
Subjects Institutional Review Board. The conditions and duration ofthis approval are
specified inthe Policies of Western Michigan University. You may now begin to
implement the research as described in the application.

Please note thatyou may only conduct this research exactly in the form it was approved.
You must seek specific board approval for any changes in this project. You must also
seek reapproval if the project extends beyond the termination date noted below. In
addition if there are any unanticipated adverse reactions or unanticipated events
associated with the conduct of this research, you should immediately suspend the project
and contact the Chair of the HSIRB for consultation.

The Board wishes you success in the pursuit of your research goals.
Approval Termination: July 12, 2012

Walwood Hall, Kalamazoo, Ml 49008-5456
PHONE: (269) 387-8293 FAX: (269) 387-8276
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Appendix D

Ferris State University Human Subjects Review Committee (HSRC) Approval Letter
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Ferris State University
, "

o {FSU ~IRB)

Connie Meinholdt, Ph.D. - Chair
820 Campus Drive
Ferris State University
Big Rapids. Ml 49307
(231)591-2759
IRB@ferris.edu

To:

Dr. Lianne Briggs & Dr. Kristen Salomonson

From: C. Meinholdt, IRB Chair

Re:

IRB Applications #110701 (Title: Student Success: An Investigation of the Role the Pre
admission Variables of Academic Preparation, Personal Attributes, and Demographic
Characteristics Contribute In Predicting Graduation)

Date: August 15th, 2011
The FerrisState University Institutional Review Board (IRB)* has reviewed your application for
usinghuman subjects in the study, "Student Success: An Investigation of the Role the Pre
admission Variables of Academic Preparation, Personal Attributes, and Demographic
Characteristics Contribute In Predicting Graduation" (#110702) and determined that it is
exempt -IE from committee review. This exemption has an expiration date three years from
the date of this letter. As such, you may collect data according to procedures in your

application until August 16th, 2014. Itisyour obligation to inform the IRB of anychanges in
your research protocolthat would substantially alter the methods and procedures reviewed
and approved by the IRB in this application. Your application has been assigned a project
number (#110701) which you may wish to refer to in future applications involving the same
research procedure.

Finally, we wish to inform researchers that the IRB will require follow-up reports for all research
protocols approved beginning in August 2011as mandated bythe Codeof Federal Regulations,
Title 45 for usinghuman subjects in research. The follow-up report requirement may not affect
this current project (#110702) if you have completed data collection prior to August 2012.

Thank youfor your compliance with these guidelines and best wishesfor a successful research
endeavor. Thank you for your compliance with these guidelines and best wishes for a
successful research endeavor. Please let me know if I can be of future assistance.
"The IRB has been previouslycalled the Human SubjectsResearch Committee(HSRC)

