Abstract: AUC-SVM directly maximizes the area under the ROC curve (AUC) through minimizing its hinge loss relaxation, and the decision function is determined by those support vector sample pairs playing the same roles as the support vector samples in SVM. Such a learning paradigm generally emphasizes more on the local discriminative information just associated with these support vectors whereas hardly takes the overall view of data into account, thereby it may incur loss of the global distribution information in data favorable for classification. Moreover, due to the high computational complexity of AUC-SVM induced by the large number of training sample pairs quadratic in the number of the samples, sampling is usually adopted, whereas incurs a further loss of the distribution information in data. In order to compensate the distribution information loss and simultaneously boost the AUC-SVM performance, in this paper, we develop a novel structure-embedded AUC-SVM (SAUC-SVM for short) through embedding the global structure information in the whole data into AUC-SVM. With such an embedding, the proposed SAUC-SVM incorporates the local discriminative information and global structure information in data into a uniform formulation and consequently guarantees better generalization performance. Comparative experiments on both synthetic and real datasets confirm its effectiveness.
Introduction
The area under the ROC curve (AUC) is statistically consistent and more discriminating than accuracy [6, 7] , and it is insensitive to imbalance prior distribution and unequal misclassification cost [3, 6, 7, 24, 25] , thus recently, AUC has been widely used as an alternative to accuracy in evaluating the performance of classifiers [3, 6, 7, 25] . Unfortunately, the mainstream classification algorithms are generally developed for optimizing the accuracy [1, 2, 8, 14, 18, 26] . These methods may also achieve excellent AUC performance simultaneously, as the average AUC is monotonically increasing with accuracy [3] . But for imbalance distributions, classifiers with the same accuracy exhibit different AUC performances, especially when the accuracy is low [3] . As a result, it will be better to directly optimize AUC instead of accuracy, especially when the prior distribution is skew or the misclassification costs are unequal.
During the last years, several learning algorithms have been specially developed to maximize AUC, or equivalently, the Wilcoxon-Mann-Whitney statistic [1, 2, 8, 14, 18, 26, 27] .
The WMW statistic is actually a non-differentiable objective criterion [1, 8, 18 ,27], thus direct optimization for it is not quite feasible. In terms of different approximations to it, two categories of algorithms are mainly formed [27] . One is the gradient-based approaches trying to maximize its differentiable approximations [1, 18, 27] . The other is the SVM-like approaches that minimize its hinge loss relaxation [2, 8, 14, 26] . These approaches in the second category essentially maximize the relative difference of scores between samples from different classes, which is analogous to the margin in SVM [22] . Rakotomamonjy et al. [2] and Brefeld et al. [26] respectively presented the quadratic programming AUC-maximized SVMs (AUC-SVM) through minimizing the regularized hinge loss induced from AUC with the ranking constraints imposed on sample pairs, the samples in each pair come respectively from different classes. As a result, AUC-SVM actually performs on sample pairs, and naturally the quadratically-grown number of the sample pairs leads to high computation complexity, thereby some sampling method has to be adopted to mitigate such a scenario [2, 26] . In addition, some linear programming variants of AUC-SVM have also been proposed [8, 14] recently to partially reduce the complexity induced from the quadratic programming while retaining comparable AUC performance.
Similar to SVM [4, 9, 21] , the decision function of AUC-SVM is determined by those support vector sample pairs [2, 26] , which are analogous to the support vector samples in SVM. Naturally, such two learning paradigms share a common point, i.e., usually emphasize more on the local discriminative information just associated with these sparse support vectors whereas hardly takes the overall view of data into account [15, 16, 17] . More specifically, AUC-SVM only focuses on the contributions of those sample pairs strictly meeting the ranking constraints or badly ranked [2] , thus likely misses the distribution information in the whole set of the sample pairs.
An illustrative example is given in Fig. 1 , the two-class samples are generated independently from two Gaussian distributions and represented by '×' and '.' respectively.
Through respectively optimizing the AUC-SVM and SAUC-SVM criteria (to be presented in this paper and detailed later) with the linear kernel, we can obtain their corresponding separating hyperplanes a . Moreover, both AUC-SVM and SAUC-SVM essentially perform on the sample pairs constructed from the given two classes, or more specifically the difference vectors of these sample pairs (these difference vectors actually give rise to an equivalent formulation of one-class SVM with the maximum margin between the difference vectors and the decision hyperplane passing through the origin [26] ), thus we show the distribution of these difference vectors and the corresponding decision hyperplanes on them in Fig. 2 (actually the decision hyperplane of the equivalent one-class SVM). From Fig. 2 (a), it can be seen that the dotted-line decision hyperplane derived from AUC-SVM is just determined by the support vector (sample pair) and perpendicular to the connected-line between the support vector and the origin, thus it hardly takes the overall view of the sample-pair set into account and is irrelevant to the other non-support-vector sample pairs. While a different solid-line decision hyperplane can be derived from SAUC-SVM through taking the distribution of the sample pair set into account, the derived hyperplane lies slantwise towards the long-axis direction of the sample-pair distribution in order to keep away from the bottom sample pairs which are more likely to be misclassified, visually, it is more reasonable and misclassifies less testing sample pairs than the vertical hyperplane from AUC-SVM does, as shown in Fig. 2(b) (the numbers of misclassified testing sample pairs are 2 and 0 respectively), therefore, it is worthy taking the distribution information of the whole sample pair set into account. Likewise, from Fig. 1 , we can also see that the separating hyperplane from SAUC-SVM (solid line) is more reasonable as it achieves better testing AUC performance than that from AUC-SVM a The thresholds of AUC-SVM and SAUC-SVM are both determined according to the first method introduced in Section 2.
(dotted line) does, which is determined only by the support vector sample pair (the AUC values of AUC-SVM and SAUC-SVM are 0.9995 and 1 respectively). As a result, it should be reasonable to incorporate the distribution information in the sample pair set into AUC-SVM, which is specially emphasized in our proposed SAUC-SVM. Moreover, AUC-SVM actually performs on sample pairs consisted of samples from individual classes, and the number of the sample pairs is quadratic in the number of samples [2, 8, 14, 26] , naturally leading to extremely high computational complexity in learning. As a result, some sampling technique has to be adopted to reduce such complexity [2, 8, 26] .
Undoubtedly, sampling will lead to a further loss of the distribution information contained in the whole data.
In order to compensate the information loss and simultaneously boost the performance of AUC-SVM, in this paper, we develop a novel structure-embedded AUC-SVM (SAUC-SVM for short) through embedding the structure information in the whole data into the AUC-SVM formulation, and the structure information is represented by the second-order statistics (the sample covariance matrix) here [10, 11] . In fact, previous works [10, 15, 16, 17] have confirmed that utilizing the structure information in data in learning SVM can boost its accuracy, thus it can be expected that through the embedding of structure information into AUC-SVM, the proposed SAUC-SVM can guarantee better AUC performance. Comparative experiments on both toy and real datasets verify the effectiveness of our SAUC-SVM.
The rest of the paper is organized as follows. Section 2 reviews the related work about AUC and AUC-SVM. Section 3 details our proposed SAUC-SVM, including the construction of the structure information in data, formulations of both linear and kernel SAUC-SVM, probabilistic interpretations for the embedding of structure information, and finally the time complexity analysis. Section 4 shows the comparative experiments with AUC-SVM on both toy and real UCI datasets. Section 5 is the conclusion and our future work.
Related work

The Area under the ROC curve (AUC)
As has mentioned above, AUC is insensitive to skew class distribution and unequal classification cost, and is independent of the classification threshold [3, 6, 7, 24, 25] , thus it is widely used as a performance measure as well as an optimization criteria to replace accuracy [3, 6, 7] . Given the positive samples AUC of a given decision function f reflects the probability that f gives a higher score for a random positive sample from S + than that for a random negative one from S - [2, 26] , and it has been proved to be identical to the value of the Wilcoxon-Mann-Whitney statistic [1, 2, 8, 18, 26, 27 ]. otherwise. When all positive samples have higher scores than the negative ones, the AUC has the highest value 1, and 0.5 for a random assignment.
AUC maximized Support Vector Machine (AUC-SVM)
AUC-SVM directly maximizes AUC through minimizing its regularized hinge loss relaxation and the optimization problem is formulated as − ≥ [26] . The corresponding dual problem can be described as follows after introducing the kernel trick [13, 21] , , ,
Solving the dual problem leads to the sparsity of the solution, and the decision function , , 
the sample pairs (when mapped to the kernel space, the difference vector set is essentially
, thus some sampling method has to be adopted to reduce the high computation complexity induced by so large number of sample pairs [2, 8, 26] . Likewise, the linear kernel AUC-SVM is equivalent to the unthresholded linear kernel one-class SVM trained on the set of the difference vectors [26] .
Besides, due to the independence of AUC on the decision threshold, the undetermined threshold of AUC-SVM can be derived according to the specific classification task after the assignment of ranking scores to the given samples. The decision threshold can be set as min ( ) max ( )
where min ( ) denote the minimum score assigned to the positive samples and the maximum score assigned to the negative samples respectively, or we can set b to achieve the best true positive rate-false positive rate compromising for an equal misclassification cost, this value is obtained from the point of the ROC curve intersecting the
Structure-embedded AUC-SVM
Based on the above analysis, we have clearly known that AUC-SVM emphasizes more on the local discriminative information just associated with the support vector sample pairs, whereas pays little attention to the global distribution of the whole set of sample pairs.
Moreover, due to its high computation complexity in learning induced by the large number of training sample pairs, sampling is usually adopted [2, 8, 26] and thereby results in a further loss of the distribution information in the sample pair set. In order to compensate such a loss, and meanwhile motivated by the previous works of utilizing the structure information in data in learning SVM for better accuracy performance [10, 15, 16, 17] , we develop a novel structure-embedded AUC-SVM through embedding the global structure information in data (sample pair set) into AUC-SVM for boosted AUC performance. We will detail SAUC-SVM in this section, including the key construction of the structure information in data, formulations of both linear and kernel SAUC-SVM, probabilistic interpretations for such an embedding and subsequently the time complexity analysis.
Construction of the structure information in data
In order to compensate the distribution information loss and simultaneously boost the 8 AUC-SVM performance, we embed the global structure information in the sample pair set, or more specifically the difference vector set into AUC-SVM, which is represented by the second-order statistics (the sample covariance matrix) here [10, 11] . Naturally, the size of such matrix reaches ( ) ( ) n n n n
and its direct computation is time consuming, just as the computation of the un-sampled kernel matrix in AUC-SVM. Fortunately, from the following equivalence proposition, we can simply use the sum of the sample covariance matrices in individual classes with far smaller size of ( ) ( ) n n n n 
is identical to the sum of their individual sample covariance matrices.
Proof: We first prove the equivalence in the input space, and the same equivalence in the kernel space is straightforward.
Let u 1 and u 2 denote the sample means of the two classes respectively, then the sum S 1 of their individual sample covariance matrices ( 1 Σ and 2 Σ ) can be written as
And the sample covariance matrix S 2 of the difference vector set (also denoted as Σ ) is
where
Thus S 1 =S 2 , i.e., we have the equivalence between S 1 and S 2 in the input space.
When generalized to the kernel space with some nonlinear mapping 
Linear SAUC-SVM
For the purpose of clarity, we first introduce the linear version SAUC-SVM and the kernel version will be presented in the next sub-section. Inspired by our previous works [10, 11] , we directly embed the structure information in data into the objective function of AUC-SVM and then the linear version SAUC-SVM can be formulated as
where Σ is the sample covariance matrix estimated from the difference vector set and 0 λ ≥ is the parameter regulating the relative importance of the structure information embedded. However, we need to point out that there is an essential difference between our embedding here and [10] , i.e., formally the same due to Proposition 1 but essentially different because the structure information we embedded is actually the sample covariance matrix of the difference vector set rather than the sample covariance matrices in individual classes.
However, exactly due to Proposition 1, we can use the sum of sample covariance matrices in individual classes to substitute the sample covariance matrix of the difference vector set for significantly lowering the time complexity.
The new term embedded is actually a reflection of compactness within the difference vector set [10, 11] , as a result, SAUC-SVM maximizes the score-differences between samples from different classes and simultaneously minimizes the compactness of the difference vector set on which AUC-SVM actually performs, and it is expected to guarantee better generalization performance than AUC-SVM which concentrates only on the separation between classes.
With the standard method of Lagrange multipliers, the dual problem of (8) can be formulated as
Consequently, SAUC-SVM is similarly performed on the sample pair
from the sample pair set, respectively, then (9) can be simplified as
where 1 
It is clear that the optimization problem of SAUC-SVM is still solved as a QP problem, and due to the large number of training sample pairs quadratic in the number of the samples, some sampling method has to be adopted to reduce the resulting high computation complexity.
Naturally, sampling will incur loss of information in data and thus bring a decline in the AUC performance, just as in AUC-SVM. However, it is the embedding of the structure information (the 2 nd statistics here) summarized from the whole data into AUC-SVM that the newly-generated SAUC-SVM can compensate the loss incurred by sampling as has mentioned. The sampling method we used in this paper follows that in [2] : instead of using all n + ×n -sample pairs constructed from individual classes, only those sample pairs consisted of the samples and their k nearest neighbors in the opposite class are selected for training, these selected sample pairs are more likely to be support vector sample pairs, which are much analogous to the would-be support vectors of boundary samples in SVM [12] .
Kernel SAUC-SVM
For many linearly inseparable classification cases in the real world, a nonlinear mapping of data from the input space to a high (even infinite) dimension kernel space would make them linearly separable with high probability in the kernel space. Then through the implementation of the original algorithm in such space, a corresponding nonlinear decision function in the original input space can be obtained with better classification. However, due to high dimensionality of the kernel space, the nonlinear mapping can not be formulated explicitly, fortunately, if all calculations between sample pairs in the original algorithm can be expressed in the form of inner products, these inner products can be replaced by a reproducing kernel to avoid the direct reference to the nonlinear mapping, which is the so-called kernel trick [13, 21] .
In this subsection, we will apply the kernel trick to SAUC-SVM to solve the linear inseparable cases in the real world.
Let us first define an implicit nonlinear kernel mapping : 
which can further be rewritten as
where P Further, all calculations in (14) can actually be expressed in the form of inner products. In order to make clear of it, let us first convert the sample covariance matrix of the difference vector set in the kernel space to the following form, 
we have
Finally the dual formulation of SAUC-SVM in the kernel space can be described as 
and the scoring function of SAUC-SVM can be formulated as 
Probability interpretation
In this subsection, we will provide two probabilistic interpretations for the reasonability of embedding the structure information into AUC-SVM, from the specific Gaussian distribution cases to the general cases without any assumption for the data distributions. As a result, it is worthy embedding the structure information in the whole data into AUC-SVM, and naturally through such embedding, it can be expected to obtain better AUC performance from the proposed SAUC-SVM.
Time complexity analysis
Given the data In order to reduce such a high computation complexity, sampling is usually adopted [2, 8, 26] . In conclusion, after the embedding of the structure information in data, the proposed SAUC-SVM can retain comparable efficiency to the original AUC-SVM.
Experiment
To evaluate the performance of the proposed SAUC-SVM, we perform experiments on both toy and real datasets. In the toy problem, we use a linearly inseparable XOR dataset and compare SAUC-SVM with both AUC-SVM and SVM, all with the Gaussian kernel. In the real problem, we compare these three algorithms on 9 UCI datasets (actually 18 binary datasets b generated) [5] using both the linear and Gaussian kernels. We adopt the sampling method presented in [2] to reduce the high computation complexity in both AUC-SVM and SAUC-SVM. We select the regularization parameters C, λ from the set {0.001,0.01,0.1,1,10,100,1000} and the width parameter σ of the Gaussian kernel from {2 -10 ,2 -9 ,…,2 9 ,2 10 } respectively through the 5-fold cross-validation. We implement all algorithms in MATLAB 7.3 (R2006b) and carry out the experiments on an Intel (R) Pentium (R) dual-core 1.60GHz processor with memory 1GB, for the optimization problems, we resort to the Mosek toolbox [19] implemented in C.
Toy problem
The two-dimension XOR dataset is randomly generated from four Gaussian distributions, either two diagonal distributions belong to the same class and the attributes of the dataset are described in Table 1 . We randomly select 1/5 samples in each distribution for training and the rest for testing, as shown in Fig. 2 , samples in individual classes are represented by '.' and 'o' respectively. Multi-class datasets 'Glass' and 'Tae' have been used here and the One vs. All strategy is adopted to generate 18 two-class datasets from the original 9 UCI datasets. The performance of SAUC-SVM with k=5 (sampling ratio 4.53%) here is already better than that of AUC-SVM trained on all sample pairs. As a result, we can obtain satisfactory performance with SAUC-SVM on a relatively small number of selected sample pairs with far lower computation complexity. 
Computation time comparison
Due to the embedding of the structure information in data, SAUC-SVM introduces additional computation cost. Thereby we provide the training times of SAUC-SVM, AUC-SVM and SVM with respect to different values of k in Table 2 , as well as the number of training samples or sample pairs selected in those algorithms, and the iteration numbers in their individual optimizations. Table 2 shows that the training times of both AUC-SVM and SAUC-SVM are longer than that of SVM as the numbers of training sample pairs selected here are all larger than the number of samples. However, it is interesting that with additional computation, SAUC-SVM can retain comparable or even shorter training time than AUC-SVM, which is actually due to the different iteration numbers in their individual optimizations, as shown in Table 2 , for different values of k, SAUC-SVM needs consistently fewer iteration numbers in optimization than AUC-SVM does. As a result, after the embedding of structure information, SAUC-SVM can still retain comparable efficiency to AUC-SVM.
Real problem
In order to further investigate the effectiveness of SAUC-SVM, we compare SAUC-SVM, AUC-SVM and SVM on 18 real datasets with both the linear and Gaussian kernels. We randomly divide each dataset into two non-overlapping subsets with nearly equal number of samples, one for training and the other for testing, this process for each algorithm is repeated 10 times and their average results are reported.
AUC performance comparison
First, the number of the nearest neighbors selected during sampling is set to 10 following [2] and the AUC means and variances (in parentheses) on these real datasets are reported in Table   3 . For each kernel, a bold value in each row indicates a better AUC performance between SAUC-SVM and AUC-SVM and an underlined value indicates a better AUC performance between SAUC-SVM and SVM, the unmarked values in each row indicates that the corresponding two algorithms have comparable performances (actually the difference of individual AUC values is less than one percent) on the dataset. The last row gives the average AUC performances of those three algorithms respectively on all the datasets used here. From Table 3 , clearly, When the linear kernel is used, SAUC-SVM outperforms AUC-SVM on 12 datasets with the maximum improvement of 7.09% on Tae3, and retains comparable performances on the remaining 6 datasets. When the Gaussian kernel is used, SAUC-SVM performs better than AUC-SVM on 15 datasets with the maximum improvement of 4.33% on Spectf, and comparable to AUC-SVM on the remaining 3 datasets. In terms of the average AUC performances on all datasets used here, SAUC-SVM outperforms AUC-SVM by 2.45% with the linear kernel and 2.1% with the Gaussian kernel. Thus we can conclude that through the embedding of the structure information in data, SAUC-SVM can boost the AUC performance of AUC-SVM.
It has been reported that AUC-SVM with sampling usually does not give rise to better AUC performance than SVM [2] , which is also reflected in our experiments. However, our proposed SAUC-SVM still outperforms SVM on most datasets used here, and in terms of the average AUC performances on all datasets used, SAUC-SVM outperforms SVM by 1.24% with the linear kernel and 2.07% with the Gaussian kernel, which confirms again that the embedding of structure information in data is helpful for boosting the AUC performance of AUC-SVM.
At the same time, we find some cases in which SAUC-SVM exhibits relatively inferior performances to SVM (e.g. arrhythmia, glass1, glass2), which is mainly due to the sampling method we used here (including empirically setting k to 10), when all sample pairs are used shown in Fig. 4 , both AUC-SVM and SAUC-SVM outperform SVM. As a result, the embedding of structure information can compensate the information loss incurred by sampling rather than overcome it, and some better techniques for reducing the computation complexity of AUC-SVM are still needed. Table 3 The average results of AUC and variance (in parentheses) on 18 real datasets with both the linear and Gaussian kernels Table 4 reports the training time of these three algorithms with k=10, and the numbers of training samples or sample pairs selected in individual algorithms in the parentheses. From Table 4 , for satisfactory AUC performances, the numbers of sample pairs selected in both AUC-SVM and SAUC-SVM should be larger than the corresponding numbers of the given samples on most datasets, naturally their training times will be larger than that of SVM, and the time for training SAUC-SVM is comparable to that of AUC-SVM.
In conclusion, the proposed SAUC-SVM can achieve better AUC performance than the original AUC-SVM while still retaining comparable efficiency.
Conclusion
Since AUC is insensitive to imbalance class distribution and unequal misclassification cost [3, 6, 7, 24, 25] , it is widely used as an alternative measure to accuracy [3, 6, 7] . Furthermore, algorithms specially designed to maximize accuracy may not lead to the best AUC performances [3] , thus recently, AUC has been used as an optimization objective as well and lots of learning algorithms have respectively been developed to specially maximize AUC [1, 2, 8, 14, 18, 26, 27] . Among them, the large margin AUC-maximized classifier AUC-SVM [2, 26] has attracted much attention. However, AUC-SVM usually emphasizes more on the local discriminative information just associated with these support vector sample pairs and hardly takes the overall view of sample pair set into account, thus may incur loss of global distribution information in the set of the sample pairs. Moreover, due to the high computation complexity of AUC-SVM incurred by the large number of training sample pairs quadratic in the number of samples, some sampling technique is usually adopted [2, 8, 26] but inevitably results in a further loss of the distribution information in the set of the sample pairs. In order to compensate the loss and simultaneously boost the performance of AUC-SVM, in this paper, we develop a novel structure-embedded AUC-SVM (SAUC-SVM) through embedding the structure information represented by the sample covariance matrix of the sample pair set (more specifically the difference vector set) into AUC-SVM, actually we can embed the equivalent sum of covariance matrices in individual classes for lower complexity. Through such an embedding, SAUC-SVM takes the distribution information in the whole data into account and guarantees better generalization performance than AUC-SVM, as verified in both the toy and real experiments.
The high computation complexity for training AUC-SVM is still an open problem and the same problem also exists in our proposed SAUC-SVM, as a result, developing more efficient methods to reduce such complexity is still one of our future works. And we also plan to incorporate the structure information in data into the linear programming variants of AUC-SVM to boost their AUC performances.
