Motivation: Synchronized bursting behavior is a remarkable phenomenon in neural dynamics. So, identification of the underlying functional structure is crucial to understand its regulatory mechanism at a system level. On the other hand, we noted that feedback loops (FBLs) are commonly used basic building blocks in engineering circuit design, especially for synchronization, and they have also been considered as important regulatory network motifs in systems biology. From these motivations, we have investigated the relationship between synchronized bursting behavior and feedback motifs in neural networks. Results: Through extensive simulations of synthetic spike oscillation models, we found that a particular structure of FBLs, coupled direct and indirect positive feedback loops (PFLs), can induce robust synchronized bursting behaviors. To further investigate this, we have developed a novel FBL identification method based on sampled timeseries data and applied it to synchronized spiking records measured from cultured neural networks of rat by using multi-electrode array. As a result, we have identified coupled direct and indirect PFLs. Conclusion: We therefore conclude that coupled direct and indirect PFLs might be an important design principle that causes the synchronized bursting behavior in neuronal networks although an extrapolation of this result to in vivo brain dynamics still remains an unanswered question.
INTRODUCTION
One of the most prominent activities in ex vivo cortical networks is the synchronized bursting spikes happening in the processes of development (Habets et al., 1987; Kamioka et al., 1996) and maturation (Maeda et al., 1995) . Such activities were also reported in vivo in the cortical and sub-cortical regions of diverse species: rhesus monkey (Vaadia et al., 1995) , turtle (Prechtl et al., 1997) , rat (Bragin et al., 1995) and cat (Gray and Singer, 1989) . It has * To whom correspondence should be addressed.
been considered that adjustments of synaptic connections are highly correlated with the synchronized activities (Muramoto et al., 1993; Van Huizen et al., 1985) . A question is then raised as follows: What are the main structural characteristics of neural networks that are related to the synchronized bursting behavior?
Feedback loops (FBLs) are in general considered closely related to maintaining the homeostasis of biological systems under internal and external changes (Cho et al., 2003; Kim, 2007; Kim et al., 2007 Kim et al., , 2008 ; Kwon and Cho, 2008a, b; Laub and Loomis, 1998; Maeda et al., 2004; Shin et al., 2009; Strogatz, 2000; Thomas and Kaufman, 2001) . Interestingly, the underlying feedback mechanisms of synchronizations have also been widely discussed in engineering such as multimedia information retrieval, coupled lasers and liquid crystal light modulators, and coupled chaotic systems (Chen et al., 2004; Rangan et al., 1995; Roy, 2005) . These motivated us to investigate the network motifs for the synchronized bursting behavior of neural networks. To this end, we have employed spike response models (SRMs) (Maass, 1997; Maass and Bishop, 1999) and used them to investigate all possible network structures. It turns out that only a particular structure of the networks, the motifs with all-positive interaction feedback loop (APFL), can exhibit the synchronized bursting behavior. In particular, coupled direct and indirect positive feedback (CDIPF) motifs showed relatively robust synchronization behavior with respect to parameter perturbations. We have further developed a new method to identify the hidden feedback motifs in cultured neural networks. The method is based on correlation analysis and spectral factor analysis to identify FBLs by examining non-causal components of the impulse response sequences between two spike trains. In order to further discern whether the identified FBL is 'direct' (i.e. mono-synaptic link) or 'indirect' (i.e. poly-synaptic link) (Erickson et al., 2008) , a dynamic coupling in the intermediate network nodes is eliminated such that an indirect feedback effect through intermediate nodes is to be attenuated. The method was first applied to synthetic SRMs to verify its efficacy and then applied to real cultured neural network data. For the latter use, we have monitored signal channels through multi-electrode recordings which show synchronizations with 40 s interval. As a result, many positive feedback loops (PFLs) were identified. Among them, we found that some PFLs are coupled with each other sharing a common hub-like node and this forms the CDIPF motif. Therefore, we conclude that CDIPF motifs might be an important design principle underlying the robust spontaneous synchronizations in pulsed neural networks.
METHODS

Definition of network motifs and FBLs
A network motif is defined as a recurring pattern that occurs in complex networks at numbers that are significantly higher than those in randomized networks (Milo et al., 2002) . To link the structure of such network motifs and their dynamic behaviors, we have considered various network motifs and investigated their parameter robustness with respect to a particular dynamic behavior-synchronized oscillation in this case (see Section 2.2).
A FBL is defined as a closed circuit composed of network nodes (neurons) and directed paths (synapses). For the example network shown in Figure 1a , we can find that there are four different types of FBLs (Fig. 1b) : FBL1 is a direct negative feedback loop (DNFL), FBL2 is an indirect positive feedback loop (IPFL), FBL3 is a direct positive feedback loop (DPFL) composed only of excitatory interactions and FBL4 is another DPFL composed only of inhibitory interactions. Here, 'indirect' or 'direct' FBL is defined depending on whether a FBL contains an intermediate node (indirect) or not (direct). For instance, FBL1, FBL3, and FBL4 are 'direct' FBLs while FBL2 is an indirect FBL. The sign of a FBL is determined by (−1) q where q is the total number of inhibitory interactions contained in the loop. If a positive FBL contains only positive interactions like FBL2 and FBL3, we call it an APFL. Later (see Section 3.1), we will find that such an APFL is crucial to induce a sustained and synchronized oscillatory behavior in neural networks. In particular, a network motif composed of both direct and indirect APFLs connected together is to be called a CDIPF motif (highlighted in red in Fig. 1a ) and we will find in the following sections that CDIPF is important for a robust synchronized oscillatory behavior.
Simulation of artificial network motifs
We have considered synthetic network motifs of 2-, 3-and 4-nodes and investigated their dynamical properties. Simulations were carried out using the SRMs for these network motifs where all neurons were assumed to have an identical parameter set {τ s ,τ m , ax ,τ,δ} and the synaptic efficacies w ij were randomly chosen from a uniform distribution [−W max ,W max ] (see Section 1 of Supplementary Material for further details on the simulation protocols). All 200 times of simulations were carried out for each network motif. In this case, we have performed deterministic simulations to capture only the essential dynamical properties characterized by network topology (so, the effect of noise current I noise (t) is excluded in our simulations). The initial condition of a network was set using p-bit binary numbers where state '1' indicates the presence of a spike at time t = 0, while '0' indicates no spike (p is the total number of neurons). The different dynamical characteristics of various network motifs observed from simulations are summarized in Section 3.1.
Identification of non-causal impulse response components
To investigate the presence of feedback motifs and their distributions in cultured neural networks, we have developed a non-parametric graphical identification method. In such neural networks, an interaction between two nodes might contain multiple regulatory effects that can be further classified into either a 'direct' (mono-synaptic) or 'indirect' (poly-synaptic) interaction (Erickson et al., 2008) . Let us represent these multiple regulatory effects as a feed-forward transfer function H(z) and a feedback transfer function F(z) where a transfer function is an approximated linear system description that reflects the dynamical correlation between two signals. Figure 2 illustrates such a linear system representation in discrete time.
In Figure 2 , the dynamical coupling between input u(k) and output y(k) are as follows:
where F(z) and N(z) are transfer functions with a shift operator
is an impulse response and H(z) is the discrete-time Fourier transform (Oppenheim et al., 1996) of h(k) with z = e jω . Without loss of generality, we can make the following assumptions (Schnider, et al., 1989) : (ii) The feed-forward transfer function H(z), the feedback transfer function F(z), the feed forward noise model L(z) and the feedback noise model
(iii) L(z) and N(z) are analytic on and outside of the unit circle; thus, they are asymptotically stable.
(iv) H(z) is asymptotically stable.
(v) The closed-loop transfer function 1/ (1+H (z )F (z ) ) is asymptotically stable.
Based on these assumptions, we can deduce the relationship between the presence of a FBL and the causality of a transfer function as follows: Let R uy (τ ) is a cross-covariance function between u(k) and y(k) (R uu (τ ) is an auto-covariance function of u(k). Suppose that S uu (z ) and S uy (z ) are the discrete spectral density functions of R uu (τ ) and R uy (τ ), respectively. . 2 . A mathematical framework for identification of a FBL. The 'cutting point' denoted by cross illustrates a possible structure that can be formed depending on the presence of a FBL.
Given the closed-loop system description in (1) and (2) with the assumptions (i-v), the non-casual Wiener filter G (z ) = S uy (z )S −1 uu (z ) is causal if and only if there is no FBL, i.e. F(z) = 0 . A computational procedure of g uy (k) and g yu (k) (the impulse responses between the input and output) and a detailed proof of the above conclusion can be found in Section 2 of Supplementary Material.
We can apply the above criterion to identify a FBL. The criterion implies that the appearance of any non-causal component in an impulse response sequence indicates the existence of a FBL (F (z ) = 0) between y(k) and u(k). Since the direction of feed-forward or feedback interactions is not important in practice for identification of a FBL, both g uy (k) and g yu (k) should not include any non-causal component if there is no FBL. In the remaining part of this article, we call this a non-causal component criterion (NC-criterion).
The NC-criterion can further be used to determine whether an identified FBL is direct or indirect (see Section 3 of Supplementary Material for details). The dynamic coupling in the intermediate network nodes can be eliminated from input and output data before we estimate an impulse response such that an indirect FBL effect through the intermediate nodes is to be attenuated. Hence, we can distinguish the existence of a direct or indirect FBL using the proposed NC-criterion based on estimated residues R m (k) and R n (k).
Micro-electrode array experiments
The feedback identification method described in Section 2.3 was applied to real biological data obtained from cultured neurons on a dish (in vitro) (Eytan et al., 2003 (Eytan et al., , 2004 Marom and Shahaf, 2002; Shahaf and Marom, 2001) . When neurons are grown on a dish, it has been experimentally shown that they form a live neural network in which neurons are functionally connected with each other through chemical synapses. These synapses create either positive (excitatory) or negative (inhibitory) connections between neurons. The experiments were carried out using the following procedure (Fig. 3) : Real neurons were obtained from micro surgically dissected regions of E18 Spargue-Dawley rat brain. These isolated neurons were mixed with cell culture medium and then seeded on a sensor array chip (Micro-electrode array or MEA) that can measure electrical signals (extracellular spikes) present in the neural network. Cell-seeded MEAs were kept in an incubator in which the cell culture condition is maintained under a humidified atmosphere of 37 • C, 5% CO 2 . This condition is critical for cell growth in general. After two to three weeks of maturation period inside the incubator, neural activities were measured simultaneously from 60 individual electrodes (sensors) using 60-channel high gain amplifier and then the measured raw analog data were digitized and stored in PC for spike detection and off-line data analysis. The biological datasets were obtained from four independent MEA experiments using the same protocol. A further experiment was carried out to get the data measured after treatment of bicuculline which inhibits GABA A receptors and thereby blocks all negative interactions within the neural network. Supplementary Material for detailed definitions) . Simulations of the SRMs (2-, 3-and 4-node motifs) showed that only those motifs containing APFLs can produce SBA, ASBA and HEA. Examples of such 2-or 3-node network motifs are illustrated in Figure 3 of Supplementary Material. The common characteristics of these network motifs are the inclusion of APFLs and, at least, one excitatory incoming synapse for each node. We have further compared the dynamical properties of these network motifs with other network motifs of the same number of nodes. Simulation results showed that those network motifs containing only NFL or double-negative PFL, and those without containing any FBL cannot produce the SBA, ASBA and HEA irrespective of the synaptic efficacies. On the other hand, those motifs containing APFLs could generate all of the four activities (Fig. 3 of Supplementary Material). These results suggest that APIF might be a prerequisite for the sustained and synchronized oscillatory behaviors.
RESULTS
CDIPF motifs and synchronized behaviors
Robustness of network motifs with respect to a synchronized bursting behavior
Robustness is one of favorable characteristics of biological networks. There have been a number of studies on how robustness is related to various biological processes and on the mechanisms that give rise to such robustness in living systems (Alon et al., 1997; Kitano and Oda, 2006; Savageau, 1985) . To investigate the parameter robustness of each network motif with respect to the synchronized bursting behavior, we have randomly perturbed all synaptic connections in the range of [−W max ,W max ](W max was set to 1 in our simulations) and then examined the occurrence frequency of each network motif that generates the specified synchronized bursting behavior. We have performed 200-times simulations of each network motif with seven repetitions and calculated the mean value and SDs for the seven repetitions. As a result, we found that CDIPF motif (motif 3 in Fig. 4b ) out of all possible 2-, 3-and 4-node network motifs (22 800 network structures in total) is most robust in maintaining the synchronized bursting behavior. In addition, top 13 robust network motifs contained this CDIPF structure in common. This suggests that CDIPF might be an important network motif that induces the robust synchronized bursting behavior [although motifs 1 and 2 are also significant it is easy to show that motif 3 is statistically most significant of all by using a two-sample t-test (Kim and Cohen, 1998) ].
To further investigate the relationship between specific network structures and their behavior robustness, we considered 17 typical 2-, 3-and 4-node network motifs. Table 1 of Supplementary Material shows the mean frequencies and SDs of the observation of four previously defined behaviors from 200-times simulations of each network motif with seven repetitions. The whole network motifs can be classified into two groups depending on the inclusion of NFL since the robustness is mostly influenced by an inhibitory interaction (Fig. 4a) . In the left group of network motifs composed only of APFLs, the motifs are arranged according to the number of excitatory interactions. We found that there is an obvious change of robustness as the number of positive interactions increases (Fig. 4b) . When the number of positive interaction is increased, the frequency for synchronized bursting behavior will go up and arrive the peak at motif 3, then goes down until the full-positive connected structure motif 6. Therefore, we consider motif 3 as the most robust structure for synchronized bursting behavior.
In Figure 4a , the introduction of inhibitory synapses to the motifs composed only of APFLs remarkably decreases the frequency of SBA and HEA, while it increases the frequency of TRA and ASBA. For instance, this is evident if we compare the motifs of (3, 7), (5, 8), (6, 9), (11, 15), (13, 16) and (14, 17) . Although there is an exception of SBA for motifs of 14 and 17, this seems not critical as their SDs are too large. Other exception is about ASBA for motifs of 11 and 15 since there is a rather decreasing tendency in spite of the addition of inhibitory interactions. On the other hand, Figure 4b shows a dramatic increase in the frequency of HEA along with the increase in the number of positive interactions. For instance, motifs 6 and 14 which are the fully connected cases of 3-and 4-node 
All networks were independently cultured following the same experimental protocol as explained in Section 2.4. Network 4 * is identical with Network 4 except that it is treated with bicuculline which inhibits GABA A receptors. The age of each sample network is defined by DIV (days in vivo).
network, respectively, showed highest possibilities of generating HEA. In addition, the frequencies of TRA and ASBA are low for a large number of positive excitatory interactions. It is difficult to find a uniform tendency for SBA, but we can observe that the peaks occur when CDIPF structure is involved (see motifs 3 and 11). In summary, CDIPF motifs showed stronger parameter robustness for synchronized bursting behaviors compared with other APIFcontaining motifs, and the introduction of inhibitory interactions weakened such robustness.
FBL identification of artificial pulsed neural networks and in vitro cultured neural networks
The proposed FBL identification method was applied to a simulated dataset obtained from a computational neural network model (i.e. a synthetic pulsed neural network). It turns out that it can successfully identify the presence as well as the type of FBLs in 2-and 5-node networks containing the CDIPF motifs (see Section 4 of Supplementary Material for details). In our analysis, we used a time window of a limited bin size to low-pass filter the spike train data. In particular, a bin size of 10 ms was chosen to minimize false positive identification (Golub and Van Loan, 1996) . In the next, we have investigated the presence of FBLs and, particularly, CDIPF motifs in real biological neural networks that generate synchronized oscillatory behaviors spontaneously. Four 40 s segments of spike trains obtained from four independent cultures (cultures 1, 2, 3 and 4 with the same experimental protocols) were used to test the proposed identification method.
As a result, many APFLs were identified as shown in Table 1 . Although the number of channels was similar in all experiments, the identified APFLs were different depending on the temporal pattern of spike trains [e.g. the significantly larger numbers of APFLs and CDIPFs in Network 1 are due to the comparatively stronger synchronized bursting behavior in this network (data not shown)]. In particular, the presence of CDIPF motifs in the identified networks confirms our findings in the previous section.
As known, in vitro (also in vivo) neural networks can also contain inhibitory synapses that might form negative feedback loops (NFLs). However, we have not found such NFLs in our analysis. Considering the small proportion (10-30%) of GABAergic cells in similar biological preparations, we infer that NFLs might be too scarce to be identified in our culture (Huettner and Baughman, 1986; Wyart et al., 2002) . So, we may assume that they do not significantly contribute to the overall synchronized activity as was shown in the previous simulations. Figure 5 shows two sets of spike trains obtained from a same network before and after blocking inhibitory synaptic transmissions by treating bicuculline, an antagonist of GABA A receptors. We found that this chemical treatment increased the synchronized oscillations and also the number of identified APFLs (by 4-folds) and CDIPF motifs (by 8-folds) (compare Networks 4 and 4 * in Table 1 ). The negative connection removal test suggests that the presence of negative connections in the network might be one of the reasons why there are only few identified CDIPFs despite the synchronized activity of the network.
CONCLUSIONS
To unravel the underlying mechanism of SBA, we have compared all different dynamic behaviors of 2-, 3-and 4-node artificial network motifs. From these, we found that the resulting dynamics can be categorized into the following four typical behaviors: transient response activity, synchronized bursting activity, asynchronous bursting activity and hyper-excitable activity. We also found that only the feedback motifs with APIFs could produce synchronized oscillations, while the feedback motifs with only NFLs or doublenegative PFLs and the motifs without any FBL cannot bring about such behaviors. Moreover, CDIPF motifs showed stronger 'parameter robustness' in achieving the synchronized bursting behavior compared with other feedback motifs that contain APIFs. Together, CDIPF motifs were suggested as an important network module that causes the robust synchronizations in neural networks.
To further investigate this using sampled data from spike trains of cultured neural networks, we have employed an approximated linear system modeling and then inferred FBLs therein. The suitability of such linear system approximation, of course, depends on the inherent non-linearity of the system and this issue has been widely addressed in non-linear system context. Fortunately, there are some evidences that biomedical signals, such as EEG and fMRI can be used for linear system approximation (Achermann et al., 1994; Blinowska and Malinowski, 1991; Veeramani et al., 2004) . Our identifications for the synthetic pulsed neural networks and cultured neural networks showed a reasonably good performance in such linear system approximation. In addition, we remark that the proposed identification method is simple to implement, computationally efficient and it is also free from all the restrictions on input data that are often required in many non-linear system approaches, e.g. using Wiener-Volterra series expansion.
To examine our hypothesis on the underlying design principle of synchronized oscillations, we have identified functional FBLs between all possible pairs of electrodes in a substrate-integrated MEA device with a neuronal culture. As a result, we found some CDIPF motifs and, more importantly, we found a significantly larger number of CDIPF motifs along with the increase of synchronized oscillations when we blocked inhibitory synaptic transmissions by treating with bicuculline. This leads us to conclude that CDIPF motifs might be an important network module that induces the robust synchronized oscillatory behavior in pulsed neural networks. There is, however, a limitation of this result as it is based on in vitro data and it still remains as a challenge to further investigate in vivo neural networks by applying the proposed method. 
