Abstract-We consider the problem of communication over a channel with a causal jamming adversary subject to quadratic constraints. A sender Alice wishes to communicate a message to a receiver Bob by transmitting a real-valued length-n codeword x = (x1, . . . , xn) through a communication channel. Alice and Bob do not share common randomness. Knowing Alice's encoding strategy, a jammer James chooses a real-valued lengthn adversarial noise sequence s = (s1, . . . , sn) in a causal manner: each st (1 ≤ t ≤ n) can only depend on (x1, . . . , xt). Bob receives y, the sum (over R) of Alice's transmission x and James' jamming vector s, and is required to reliably estimate Alice's message from this sum. In addition, Alice and James's transmission powers are restricted by quadratic constraints P > 0 and N > 0 such that
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I. INTRODUCTION
A transmitter Alice wishes to reliably send a message w to a receiver Bob. To do this, she first encodes the message w to a codeword x. The codeword x is set to be a length-n real-valued sequence x = (x 1 , . . . , x n ) satisfying the power constraint specified later in (1) . Alice then transmits the coordinates (x 1 , x 2 , . . . , x n ) one-by-one through a channel. During each time-step t ∈ {1, . . . , n}, the coordinate x t is transmitted. However, there is an adversarial jammer James sitting in between Alice and Bob. James maliciously controls the communication channel and he is able to add (coordinateby-coordinate over R) a sequence s = (s 1 , . . . , s n ) of realvalued noise to x. Prior to transmitting a specific x, both James and Bob know the potential corresponding codewords for each message and their distributions 1 . Since Alice sends the codeword sequentially, James is restricted to choose s in the following causal manner: at each time-step t, the adversarial noise s t has to be decided at the current time right after James observes the coordinates (x 1 , x 2 , . . . , x t ), i.e., each s t should be selected depending on (x 1 , . . . , x t ) without knowing the coordinates (x t+1 , . . . , x n ) from the future. To decode the transmitted message, Bob waits until he receives the corrupted codeword y = x + s.
Let P and N be positive constants. The codeword x and the sequence s must satisfy the following quadratic constraints:
The constants P and N can be considered respectively as the signal power and noise power for Alice and James.
The fundamental problem for point-to-point communication over such a channel is as follows. "How can Alice transmit as many messages as possible while ensuring Bob is able to decode them with high probability regardless of James's jamming actions?" In this work we characterize the channel capacity for such a channel. Denoting by C Cau P N (as a function of SNR = P N ) the capacity for a causal channel with quadratic constraints, we show that for all P > 0 and N > 0,
where each C n P N is the optimal value of an optimization problem presented in (P1.1)-(P1.6).
A. Related Work 1) Quadratic Constraints: The quadratic constraints presented in (1) and (2) are traditional assumptions in Shannon's communication model [1] . A particular signal can be considered as a point in an n-dimensional space where the dimension n depends on the time interval. In this sense, the quadratic constraints P and N provide natural restrictions on the power of Alice and James respectively.
A standard assumption in classical coding theory is that the n-dimensional noise vector chosen by the adversary James depends on the entire n-dimensional vector transmitted by Alice, ignoring the impact of James' potential lack of foreknowledge of Alice's future transmissions.
A finer classification of adversarial jamming problems based on causality assumptions, is as follows.
2) Classes of Adversaries: a) Oblivious: Suppose James is not aware of the truly transmitted codeword x. In this case, he has to select the adversarial noise s entirely blindly. Lapidoth [2] studied additive noise channels with power-constrained (but arbitrary) noise. Using the same terminology in [3] , we say James is an oblivious adversary. The corresponding channel capacity is known in [3] , [4] to be C Ob P N = 1 2 log 2 1 + P N if P > N , and 0 otherwise. b) Omniscient: On the other hand, suppose James knows exactly the transmitted codeword x before selecting the adversarial noise s. We say such an adversary is omniscient. In this case, the exact channel capacity C Omni is still unknown. Some upper and lower bounds can be found in [5] , [6] . In particular, a lower bound corresponding to the quadratically constrained version of the Gilbert-Varshamov (GV) bound can be found in [5] , and an upper bound corresponding to the quadratically constrained version of the Plotkin bound can be found in [6] . The former shows that a positive rate is possible even against an omniscient adversary if P > 2N , and the latter shows that the capacity of a channel with an omniscient adversary is zero when P ≤ 2N .
Kabatiansky and Levenshtein in [7] derived the tightest known outer bounds 2 . In Figure 2 , we plot the GV-type bound in [5] and the LP bound in [7] , together with the oblivious capacity C Ob , as references for our results in this work. c) Causal: The primary focus of this work is on causal adversaries. Channels with causal adversaries can be considered as a special case of arbitrarily varying channels (AVCs) [8] , [9] . The causality assumption is physically reasonable in many engineering situations. In [10] (c.f., in page 224), an arbitrarily "star" varying channel is introduced such that at each time step t, the state s t can only depend on previously transmitted symbols (x 1 , . . . , x t−1 ). Yet, as mentioned in [10] , the general problem has not been fully tackled. It turns out that techniques from previous works on AVCs cannot be applied directly to channels with causal adversaries. The capacities of channels with causal adversaries are known in some special cases. For example, recent papers by Dey et al. [11] and Chen et al. [12] characterize the capacity region of binary bit-flip channels with causal (online) adversaries. The results in [13] extend these techniques to characterize the capacities of q-ary additive- 2 The linear programming (LP) bound they derived was for spherical codes, but it can be directly extended to an outer bound on sphere packings. error/erasure channels. Also, the capacities of binary erasure channels with causal adversaries are known by [12] , [14] . Dey et al. [15] , [16] considered a "delayed" causal adversary such that the state s t is only decided by (x 1 , . . . , x t−∆ ) where ∆ can be an arbitrarily small (but constant) fraction of the code block-length n.
In Figure 1 , we summarize a collection of representative results, parametrized by the delay parameter ∆ going from −n to n.
In general, adversaries with causality constraints may be weaker than omniscient adversaries, and stronger than oblivious adversaries. Hence characterization of the capacity of causal adversaries may help with characterization of the hard open problem of characterizing the communication capacity in the presence of omniscient adversaries.
B. Outline
The remaining content is organized as follows. In Section II-B we specify our model. Our main results are summarized in Section III. The proofs are provided in the full version of this paper [17] .
II. MODEL AND PRELIMINARIES
In this section, we describe the channel model being considered.
A. Notation and Convention
Throughout the paper, let log (·) denote the logarithm with base 2. The symbol (·) (·) appears in the first time when the notation on the LHS is defined to be that of the RHS. Boldface lowercase letters x, y and s are used to represent particular realizations of the transmitted and received codewords. Capital letters such as X, Y or S are used to denote the corresponding random sequences. Let m be an integer between 1 and n. The m-prefix X ≤m = (X 1 . . . X m ) of X is a subsequence that contains the first m coordinates of X. The m-suffix X >m = (X m+1 . . . X n ) of X represents the remaining last n − m coordinates.
B. Communication Model
As mentioned above, a channel with quadratic constraints P and N is a communication system comprising of three parties -a transmitter Alice, an adversary James, and a receiver Bob. During transmission, first, a message W is chosen uniformly at random. Next, Alice encodes this selected message 
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into a transmitted codeword X and transmits it through a contaminated channel where James attacks casually with an additive adversarial noise S without knowing the transmitted message a priori. The received codeword Y = X + S then arrives at Bob's side and he produces an estimated message V .
Let n > 0 be an integer representing the block-lengths of X, S and Y. Next, we give formal definitions of W, X, S, Y and V .
1) Selected Message W : Let W denote the source message set, a discrete set with each message w ∈ W having equal probability of being generated by the source. Denote by W the selected message defined as a random variable in W with a probability mass function p W such that for all w ∈ W,
2) Transmitted Codeword X: Let X denote the set of all sequences (x 1 , . . . , x n ) ∈ R n satisfying the quadratic constraint in (1). For each message w ∈ W, the corresponding transmitted codeword X (w) = (X 1 (w) , . . . , X n (w)) is a random sequence in X specified by a probability density function p X|W . We sometime use the alternative notation p X(w) for p X|W =w . We denote C ⊆ X the collection of codewords containing all of the transmitted codewords. The collection of codewords is the set C = |W| w=1 C (w), where each partial collection C (w) in the union is the set containing all possible codewords for a fixed message w.
3) (Causal) Adversarial Noise S: Let S denote the set of all sequences (s 1 , . . . , s n ) ∈ R n satisfying the quadratic constraint in (2) . The adversarial noise sequence S = (S 1 . . . , S n ) is a random sequence in S, with a potential dependence (described below) on the transmitted code X. The corresponding probability density function is p S|X , which can be decomposed into a product of n conditional probabilities such that for all x ∈ X and s ∈ S,
In particular, we assume the following causality property:
Definition 1 (Causality Property). A probability density function p S|X (s|x) is said to have the causality property if each term p St|S ≤t−1 ,X s t s ≤t−1 , x in (3) above satisfies the following for all x ∈ X , s ∈ S and t = 1, . . . , n:
In other words, the t-th adversarial noise S t is independent of the future coordinates X >t conditioned on (X ≤t , S ≤t−1 ), i.e., S t ←→ (X ≤t , S ≤t−1 ) ←→ X >t is a Markov chain 3 . Denote by P the set of all probability density functions p S|X satisfying the causality property above. 3 In our achievability, we obtain a stronger result by allowing James to know the transmitted message w. In that case, his strategy is specified by p S|X,W , and causality means that St ←→ X ≤t , S ≤t−1 , W ←→ X>t is a Markov chain.
4) Received Codeword Y:
The received codeword Y = X + S. Denote the space of all such Y by Y. By definition, the random sequence Y has a marginal distribution p Y satisfying
where for all y ∈ S and w ∈ W, the conditional distribution
5) Estimated Message V : Given a received codeword y ∈ Y, an estimate v ∈ W is chosen 4 according to the conditional distribution p V |Y . The marginal distribution p V of the estimated message denoted by V is
For fixed block-length n, number of messages |W| and signal power P , a (|W| , n, P )-code represented by p X|W , p V |Y is a pair of two distributions for encoding and decoding respectively. There may be more than one codeword corresponding to a single message. We call such a code stochastic, in contrast to a deterministic code with a one-to-one mapping between messages and codewords.
Remark 1. We assume that the distribution p X|W and p V |Y are known to every party in the system. In other words, there is no privately shared knowledge between Alice and Bob and they cannot share any randomness with each other.
6) Probability of Error: Fix a selected message w ∈ W. Consider a (|W| , n, P )-code p X|W , p V |Y . According to our definitions,
where the integrals are taken over s ∈ S and x ∈ C (w) respectively. The average probability of error considered in this work is defined to be
Similarly, the maximal probability of error considered in this work is defined to be
Remark 2. Note that the maximal probability of error is always greater than the average probability of error. Therefore, to obtain a slightly stronger result, Theorem 1 (converse) in Section III involves the average probability of error while the maximal probability of error is used in the Theorem 2 (achievability).
Remark 3. Note that in the average probability P n Avg , the supremum over the set of causal distributions p S|X is taken before the choice of the message w and in the maximal probability P n Max , the corresponding supremum is taken after the selection of w. This gives us a stronger result since in the proof of Theorem 1, we assume James does not know the transmitted message. On the other hand, we design Bob's decoder in the proof of Theorem 2 under the condition that James knows the transmitted message a priori.
With the notions of probability of error as defined above, we are ready to define the achievable rate for a causal channel with quadratic constraints.
Definition 2 (Achievable Rate). A rate R(P, N ) is achievable under an average probability of error criterion for a causal channel with quadratic constraints if for any ε > 0, there exists an infinite sequence of (|W| , n, P )-codes (not necessarily one for each n) satisfying 1 n log |W| → R(P, N ) such that the corresponding average probability of error is bounded from above as P n Avg < ε for sufficiently large n. Analogously, a rate R(P, N ) is achievable under a maximal probability of error criterion by replacing P n Avg with P n Max . The causal capacity C Cau is defined as the supremum of all achievable rates.
III. MAIN RESULTS
Fix block-length n ≥ 1. In this work we convert the problem of characterizing the capacity region of a causal channel with quadratic constraints, to one of optimizing a certain function under certain constraints. We focus on the following optimization:
(P1.6)
The vectors P = P 1 , . . . , P n and N = N 1 , . . . , N n are both length-n vectors with non-negative values from R.They can be considered as the per coordinate average power allocation for Alice's codewords X, and James' jamming vectors S. The inner minimization in the optimization problem in (P1.1) is over all coordinates m ∈ {1, . . . , n}. Further, note that besides satisfying the signal and jamming power constraints in (P1.2) and (P1.3), and the positivity constraints in (P1.6), Alice and James' power allocations are also required to satisfy the energy bounding condition (P1.4). The condition in (P1.5) guarantees that the objective value is always nonnegative. Let C n P N denote the corresponding optimal value whose existence is briefly verified in the full version of this paper [17] .
A. Converse
Borrowing the idea of the "babble-and-push" attack from [11] (also [5] , [18] ), we design a new attack for James that is called "scaled babble-and-push." Based on that attack, we show that for sufficiently large block-length n, any code (either deterministic or stochastic) with rate larger than C n P N has a non-vanishing average probability of error. Thus, C Cau ( P N ) ≤ lim sup n→∞ C n P N . We summarize our claim formally in the theorem below.
Theorem 1 (Converse). Consider a causal channel with quadratic constraints P > 0 and N > 0. Let ε > 0. For any (|W| , n, P )-code satisfying 1 n log |W| = C n P N + ε, the corresponding average probability of error can always be bounded from below as P n Avg = Ω (ε) for any block-length n sufficiently large.
B. Achievability
Motivated by the stochastic encoder designed in [12] , we construct an ensemble of concatenated codes (with independent stochasticity in each chunk). We show that for n sufficiently large, there exists a concatenated stochastic code with rate slightly smaller than C √ n such that the corresponding maximal probability of error is asymptotically zero (in n). Hence, C Cau ( P N ) ≥ lim sup n→∞ C √ n . We summarize the statement formally in Theorem 2 below. Theorem 2 (Achievability). Consider a causal channel with quadratic constraints P > 0 and N > 0. Let ε > 0. There exists a (|W| , n, P )-code satisfying 1 n log |W| = C √ n − ε and the corresponding maximal probability of error satisfies
for any block-length n sufficiently large.
Corollary 1 combines the achievability and converse to show a tight characterization of the channel capacity. Corollary 1. Consider a causal channel with quadratic constraints P > 0 and N > 0. The channel capacity C Cau satisfies
In particular, when P ≤ 2N , taking m = 0 in the optimization (P1.1)-(P1.6) gives an optimal value C n P N = 0. When P > 2N , it is not immediately clear that calculating C n P N is numerically tractable even for fixed (but large) n, since in principle it would involve optimizing over R n ×R n ×{1, . . . , n}. We thus provide both upper and lower bounds on where ν ∈ {1, . . . , n} and P(ν) ⊆ P contains all twolevel length-n non-negative real sequences P = (P 1 , . . . , P n ) satisfying P ∈ P, and P t = P , 1 ≤ t ≤ ν P , ν < t ≤ n for some constants P , P > 0 and N (m, P) ⊆ N denotes the set of all sequences N satisfying 2N t , for all t 0 < m. 5 If N (m, P) = ∅, the corresponding objective value is set to be negative infinite so that the optimal value can only be attained in the feasible region.
The proofs of Theorem 1, Theorem 2 and the theorem above are provided in the full version of this paper [17] . Figure 2 summarizes the known results. The two dashed curves represent upper/lower bounds on C Omni P N . The solid curve represents the oblivious capacity C Ob P N . The blue and red curves are upper/lower bounds in (10) and (11) on C n P N respectively with n = 500.
