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Esta dissertação aborda o desenvolvimento e a implementação de um sistema para 
escalonamento de tarefas do tipo job-shop. Com o sistema que foi desenvolvido, é possível 
o tratamento não apenas de problemas clássicos, como também de problemas realistas, que 
levam em conta Lun grande número de características reais, ignoradas em problemas 
clássicos de escalonamento. Estes problemas realistas possuem um elevado número de 
operações e máquinas, se comparados a problemas clássicos, além de recursos adicionais, 
multiplicidade de máquinas do mesmo tipo, e vários modos possíveis de execução, entre 
outras' características. Com o sistema desenvolvido é, também, possível o tratamento de 
problemas de escalonamento dos tipos flow e open-shop e, inclusive, de problemas que 
mesclem estes três tipos. 
Tendo sido desenvolvido utilizando MATLAB e uma toolbox genética, mostra-se
\ 
que um sistema simples, construído a partir de software amplamente disponível, é 
satisfatório para a utilização em problemas de escalonamento. Os resultados obtidos em 
testes comprovam a eficiência do sistema criado no tratamento de problemas de 
escalonamento clássicos, e também a sua boa performance quando são tratados problemas 
realistas.
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This dissertation involves the design and implementation of a job-shop scheduling 
system The developed system is able to tackle not only classical scheduling problems, but 
more realistic scheduling problems as well. These realistic problems require a great deal of 
additional efi`ort for successfill scheduling, since they include a great many restrictions and 
characteristics not present in traditional scheduling problems. As an example, realistic 
concerns taken into account include multiplicity of machines, additional resources to be 
used, multiple execution modes for each task, as well as other characteristics neglected by 
classical problems. The developed system is also able to successfully work with flow and 
open shop scheduling problems, and even problems which mix these three variations. 
Having been developed for use with MATLAB, a readily available and inexpensive 
system, and making use of a simple genetic toolbox, it shows that no large computer 
systems are required for successfiil scheduling, even with increasing problem sizes. The 
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Problemas de escalonamento ocorrem em praticamente todas as áreas, nas mais variadas 
formas, e sua resolução sempre é muito importante. Nao se poderiam fazer cirurgias em um hospital 
sem que se decidisse, anteriormente, em que salas seriam feitas as operações. Não seriam obtidos os 
melhores resultados se, em um sistema de computadores, não houvesse forma de decidir a tarefa a 
ser executada, quando, e por quanto tempo. Podemos ver, com estes simples exemplos, que 
problemas de escalonamento aparecem em muitas áreas e de fom1as bastante variadas. Sua 
resolução, contudo, não é uma tarefa trivial. Por exemplo, a tarefa de alocar 250 salas de hospital 
aos mais variados tipos de pacientes, enfermeiros, aparelhagem, e assim por diante, não é fácil. Não 
é simples manter 50 engenheiros de software trabalhando juntos em um projeto comum. Da mesma 
forma, não é trivial a tarefa de decidir, em uma fábrica, que operações devem ser executadas em 
quais máquinas, quais os recursos a serem utilizados e em que ordem, para a construção de um 
determinado número de partes desejadas. Escalonamento requer que se leve em conta um grande 
número de informações a respeito do problema a ser tratado. Ainda no exemplo da fábrica, é preciso 
saber das relações entre as variadas operações a serem executadas para uma parte a ser construida, 
as relações entre as variadas partes que compõem o produto final, os processos a que cada parte 
deve ser submetida, que máquinas são necessárias para cada operação, quando estas máquinas 
precisam parar para manutenção, que recursos são necessários e estão disponíveis para a realização 
de cada etapa do projeto, e assim por diante. Também não é dificil concluir que é da maior 
importância que se resolvam estes problemas de forma prática e eficiente. Um erro qualquer, por 
menor que seja, pode ser a diferença entre um bom e um péssimo resultado. Se o paciente foi 
mandado para uma determinada sala para que fosse feita a cirurgia, enquanto o médico foi mandado 
a outra, é bastante óbvio que o resultado nao seria dos melhores.
A 
Nesta dissertação, um tipo específico de escalonamento será tratado: o escalonamento do 
tipo job-shop. Poder-se-ia traduzir isto como “chão de fábrica”, mas com algum receio de ser uma 
interpretação muito vaga, pois job-shop, na verdade, é um tipo específico de chão de fábrica, 
conforme será visto no próximo., capitulo. Além de escalonamento, isto é, a decisao do que será 
feito, onde, e quando, -precisa-se tomar outras decisões, por exemplo, como algo deve ser feito 
(planejamento). Neste trabalho, abordar-se-á especificamente o problema de escalonamento de 
tarefas. 
' Planejamento também será feito, mas de uma forma menos específica.
H 
Muito já foi pesquisado com relação a este tipo de escalonamento, ou variações deste. De 
acordo com WALL [l], métodos de planejamento ou escalonamento já vêm sendo pesquisados 
desde, no mínimo, 1950. Uma grande variedade de métodos já foi utilizada em tentativas de se criar
2 
sistemas de escalonamento condizentes com a dificuldade do problema. Em alguns casos, garante-se 
que uma solução ótima será obtida, mas não garante-se que isto ocorrerá com a necessária rapidez 
(métodos ótimos). Em outros casos, pode-se garantir que uma resposta será alcançada dentro de um 
espaço limite de tempo, mas não se tem garantias de que seja uma solução ótima (métodos de 
aproximação) [2]. Em muitos casos, inclusive, achar uma solução apenas viável já é uma tarefa das 
mais dificeis [1]. Isto porque problemas de escalonamento são NP-dificeis. Em outras palavras, 
ainda não se desenvolveu um algoritmo capaz de encontrar soluções ótimas em tempo polinomial. 
Um pequeno exemplo de FRENCH [3] é o de quatro rapazes tentando achar uma maneira de todos 
lerem quatro jomais diferentes, dadas uma série de restriçoes (do tipo Pessoa A só pode ler o Jornal 
2 depois que ler o Jornal I, e assim por diante). Para estas quatro pessoas, mais de 330 mil 
possibilidades diferentes existem. Se um computador pudesse verificar 1000 destas possibilidades 
por segundo, o que é, até certo ponto, otimista, o tempo necessário seria torno de cinco minutos e 
meio. Parece fácil, mas se o problema fosse modificado para incluir apenas mais um leitor, o tempo 
que o computador levaria para checar as possibilidades ultrapassaria 57 horas. Como comparação, 
os problemas clássicos de escalonamento job-shop normalmente estudados têm mais de 10 máquinas 
e 10 tarefas. Qualquer problema mais realista, como os que serão tratados nesta dissertação, 
facilmente extrapola estes números (um dos problemas realistas que será tratado aqui inclui mais de 
500 operações a serem executadas em mais de 80 unidades de máquinas e recursos adicionais). 
Métodos de procura do tipo força-bruta estão, obviamente, descartados. Já métodos heurísticos de 
procura funcionam bem em problemas de otimização quando a complexidade é menor, mas também 
falham quando o espaço de procura tem muitas dimensões ou é muito vasto [4]. 
Algoritmos genéticosvsão ideais para a resolução de problemas NP-difíceis, por serem um 
método ao mesmo tempo forte e fraco [5]. Fracos no sentido de serem amplamente aplicáveis, isto 
é, aplicáveis, sem grandes modificações, a uma grande variedade de problemas, nas mais variadas 
áreas. Por outro lado, sistemas fortes são, geralmente, aqueles que necessitam de um grande número 
de informações específicas sobre o problema e o domínio a serem tratados, isto dando-lhes mais 
eficiência em seus métodos de busca. Algoritmos genéticos, por demandarem que o problema a ser 
resolvido seja “traduzido” para uma forma com a qual estes possam lidar, atingem a força e a ampla 
aplicabilidade desejáveis em problemas de escalonamento. Eles têm sido usados em problemas de 
escalonamento desde 1985, quando DAVIS [6] publicou o primeiro artigo unindo teoria de 
escalonamento job-shop e um algoritmo genético básico. 
Uma infinidade de artigos publicados mostra que vasta pesquisa tem sido feita na aplicação 
de algoritmos genéticos a problemas de escalonamento, algumas demonstrando mais sucesso que 
outras. Em muitos casos, algoritmos genéticos são usados juntamente com outros métodos para 
melhorara qualidade das soluções [2, 7, 8, 9]. Porém, a grande maioria destas abordagens limita-se
3 
a tratar problemas de escalonamento clássicos que, senão irreais, são demasiadamente simples 
devido ao grande número de restrições impostas. DORNDORF e PESCH [10] sugerem que, para 
problemas de escalonamento, os algoritmos genéticos sejam usados em sistemas híbridos, 
incorporando métodos altemativos de busca local para que se obtenham soluçoes de maior qualidade 
[10]. Ao mesmo tempo que não se discute a validade desta afirmação, nesta dissertação tentar-se-á 
mostrar que um algoritmo genético puro obtém resultados satisfatórios para problemas de 
escalonamento, tanto clássicos como reais. Tendo sido usado sofiware matemático amplamente 
disponível (MATLAB®), mostra-se que não são necessários sistemas computacionais altamente 
especializados para resolução de problemas de escalonamento com algoritmos genéticos. Para tal 
fim foram implementadas, sobre uma toolbox genética já existente, uma série de modificações e 
rotinas adicionais, de forma que possam ser tratados tanto os problemas clássicos, como alguns 
problemas reais, propostos por CÂNDIDO [2]; 
V 
A dissertação está organizada da seguinte forma: no segundo capítulo será caracterizado, 
com maior rigor, o problema de escalonamento job-shop. Também serão mostrados, com um pouco 
mais de detalhe, métodos já utilizados na resolução destes problemas. No final deste mesmo 
capítulo, os problemas reais propostos serão analisados No terceiro capítulo, os algoritmos 
genéticos e suas peculiaridades serão descritos, enquanto o quarto capítulo apresentará o sistema 
proposto. O quinto capítulo trará os resultados obtidos em testes com os problemas clássicos e 
reais. No sexto capítulo, fazem-se as conclusões e considerações finais. Nos anexos estão 






2.1. Definiçao do Problema Clássico 
O problema de escalonamento, em geral, é descrito como sendo a alocação de recursos a 
operações (pertencentes a certas tarefas) durante um dado espaço de tempo, respeitando uma série 
de restrições, para que se alcance um objetivo final. Esta definiçao faz uso dos termos mais 
importantes em se falando de escalonamento, apesar de ser bastante vaga e pouco descritiva. 
Evoluindo a partir dela, chegaremos a uma definição bastante mais precisa e descritiva. Recursos 
são, geralmente, máquinas, materiais, aparelhos, salas, pessoas, e qualquer outra coisa que precise 
ser usada para que se complete uma dada operação. As tarefas são compostas de uma série de 
operações que, juntas, completam alguma parte daquilo que precisa ser feito. As restrições dizem 
respeito a todo o tipo de limitações que são impostas à execução destas operações, como, por 
exemplo, o fato de duas operações pertencentes à mesma tarefa não poderem ser executadas ao 
mesmo tempo, ou o fato de uma máquina só poder processar uma operação por vez. Finalmente, o 
objetivo diz respeito à meta que se pretende atingir, por exemplo, que recursos de um certo tipo 
sejam minimamente utilizados, ou que se minimize o tempo total de funcionamento do sistema. 
Tendo esta vaga noção do problema a ser tratado, podemos começar a definir com mais 
precisão o que é escalonamento, e, mais especificamente, o que é escalonamento do tipo job-shop. 
Começaremos com a definição dos problemas clássicos, para depois tratarmos dos casos mais 
realistas a serem abordados nesta dissertação. FRENCH [3] lista as imposições que normalmente 
são utilizadas no tratamento de problemas de escalonamento. Muitos autores usam variações destas 
regras [1 1, 12], algumas das quais incluímos na lista a seguir. 
1. Cada tarefa é uma entidade independente, isto é, duas operações pertencentes à uma 
mesma tarefa não podem ser executadas simultaneamente, e não existem relações de 
precedência entre operações de tarefas diferentes. 
2. Uma vez iniciada uma operação, esta precisa ser executada até que termine: o sistema é 
não-preemptivo. 
3. Cada tarefa tem o mesmo número de operações, sendo uma operação por máquina. Em 
outras palavras, não se permite que duas operações de uma mesma tarefa sejam 
executadas na mesma máquina, e não se permite a possibilidade de uma tarefa não ter 
nenhuma operaçao em alguma máquina. 
4. Não existe cancelamento. Todas as tarefas precisam ser executadas até que estejam 
completas.
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5. Os tempos de processamento das operações independem das operações previamente 
escalonadas. Ou seja, os tempos de preparo de máquina (setup) são independentes da 
seqüência de operações, e tempos de transporte entre máquinas são ignorados. 
6. Tarefas não precisam ser executadas continuamente, isto é, não é necessário que todas as 
operações de uma tarefa sejam executadas sem intervalo entre elas. 
7. Nao existem restrições quanto ao horário de início de cada operaçao, ou seja, respeitadas 
as relações de precedência, todas as operaçoes podem ser executadas a partir do início, 
quando o processo de escalonamento inicia. 
8. Só existe uma máquina de cada tipo. 
9. Máquinas podem flcar ociosas. 
l0.Máquinas nao podem processar mais de uma operaçao por vez. 
i ll.Máquinas nunca quebram e ficam disponíveis durante todo o processo. 
_ 
l2.Limitações tecnológicas são conhecidas de antemão e imutáveis. 
13.Todo o sistema é determinístico. O número de tarefas é conhecido e constante, o número 
de máquinas é conhecido e constante, os tempos de processamento são conhecidos e 
constantes. Além disto, todas as outras quantias que definem o problema sao conhecidas 
e constantes. 
_ Não é dificil ver como muitas destas restrições são irreais, ou, no mínimo, muito vagas em 
se tratando de problemas minimamente realistas. Um sem-número de possibilidades são ignoradas 
com estas restrições. Por exemplo, a possibilidade de se fazer serviços de montagem, onde duas 
partes são construídas simultaneamente e depois montadas junto. Máquinas que nunca quebram ou 
que nunca tenham que ser submetidas a serviços de manutenção são obviamente desejáveis, mas 
absolutamente irreais. Estas são algumas das restrições que não serao observadas nos casos 
realistas a serem analisados'mais adiante neste trabalho. 
Matematicamente, a definição do problema clássico de escalonamento do tipo job-shop para 
minimização do tempo total de execução das tarefas pode ser feita conforme HUSBAN DS [l3]. São 
dados um conjunto J de tarefas, um conjunto M de máquinas, e um conjunto O de operações. Para 
cada operação p e O existe uma tarefa jp E J à qual esta operação pertence, e uma máquina mp 6 
M na qual esta operação precisa' ser processada por um tempo t,, e N. Existe também uma relação 
binária ¬› de ordenamento temporal sobre O que decompõe o conjunto em redes de ordenamento 
parcial correspondente às tarefas. Isto é, se x ¬\ y, então j,, = jy, e não existe um z ¢x, z ¢ y, que 
faça x -› z ou z -› y. Em outras palavras, o operador -› determina a seqüência a ser seguida na 
execução das operações de uma tarefa. Utilizando a função objetivo de minimização do tempo 
necessário para completar a execução de todas as tarefas, o problema consiste em achar um tempo 
de início sp para cada operaçao p E O de forma que
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max, E o(s,, + tp) 
seja minimizado sujeito às seguintes restrições: 
t,, 2 0, Vp 6 O 
sx - s,._ 21,, sey ¬>x, x,y é' Ô 
(s,- - s¡ 2t¡) v(s¡ - s,- 2t¿), se m,- = m¡, í,j e' O 
Além do escalonamento do tipo job-shop definido acima, muitas variações deste são 
abordadas na literatura. Sendo o escalonamento job~shop o mais geral e mais complexo de todos os 
problemas tradicionais de escalonamento [13], muitas vezes usam-se casos particulares deste em 
trabalhos. Os casos mais comumente tratados são os de escalonamento open-shop [12] e flow-shop 
[l4, 15, l6]. 
i. Em escalonamento do tipo open-shop, a grande diferença é que não existe uma ordem que 
precise ser respeitada na execução das operações de tarefas. Não existe, isto é, qualquer relação de 
precedência entre as operaçoes de uma mesma tarefa. Este tipo de escalonamento nao é tao estudado 
como os outros dois casos, apesar de ser muito importante, pois modela um grande número de 
problemas comunsl. Em se tratando de escalonamento do tipo flow-shop, a diferença é que as 
operações precisam ser executadas na mesma seqüência para todas as tarefas. Ou seja, as relações 
de precedência entre operações são as mesmas para todas as tarefas. Um exemplo disto é o 
procedimento de pouso para aviões: todos os aviões que precisam pousar em um determinado local 
devem executar exatamente 0 mesmo procedimento. Apesar destes problemas também serem 
significativos, apenas serão abordados nesta dissertação os problemas de escalonamento do tipo job- 
shop, justamente pelo fato dos outros dois serem casos especiais deste. 
Como já foi dito, os problemas clássicos fazem uso de uma série de suposições que acabam 
por tomá-los demasiadamente simples. Eles não são representativos da grande maioria de problemas 
de escalonamento que ocorrem na realidade. Apesar disto, serão tratados nesta dissertação como 
forma de avaliação do desempenho deste trabalho. Isto se faz necessário porque a grande maioria 
dos trabalhos de pesquisa aborda apenas os problemas clássicos. Nesta dissertação, serão 
apresentados tanto algoritmos que lidam com problemas' clássicos quanto algoritmos para o 
tratamento de problemas mais realistas, sugeridos por CÂNDIDO [2] como problemas a serem 
utilizados para testes de sistemas que tratam de escalonamento realístico. Muitos problemas 
clássicos, dos mais variados tipos e tamanhos, dentre os quais serão selecionados alguns para 
' Como exemplos, FANG et al. [l2] cita operações de manutenção ou consertos em automóveis, ou tarefas 
de upgrade em computadores, onde as operações podem ser executadas de forma independente uma da 
outra.
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avaliação deste trabalho, estão compilados em uma biblioteca virtual para pesquisa operacional 
mantida por BEASLEY [65]. 
Na definição matemática dada acima, considerou-se que o objetivo a ser atingindo era a 
minimização do tempo necessário para execução das tarefas. Apesar deste objetivo ser o que mais 
freqüentemente aparece na literatura, é preciso que se definam outros, pois, muitas vezes, 
combinações de objetivos são usadas. Por exemplo, pode-se querer minimizar o tempo de execução 
e também o custo associado a esta execução. Na seção seguinte, serão apresentados os modelos de 
avaliação mais freqüentemente utilizados. 
2.2. Critérios de Avaliaçao 
Aqui serão apenas listadas as métricas de avaliação mais comuns e sem o rigor matemático 
que pode ser encontrado em [3]. Vale a pena ressaltar que estas métricas de avaliação são aplicáveis 
aos três tipos de problemas de escalonamento descritos na seção anterior. Basicamente, existem três 
tipos diferentes de critérios de avaliação para escalas. Os critérios podem ser divididos entre aqueles 
baseados em tempo de término, prazos de entrega, ou custos de utilização e inventário. Dentro de 
cada uma destas categorias, as medidas (critérios) podem ser ainda divididas entre regulares ou não. 
Nos bastará mantermos clara a idéia de que uma medida regular de performance não pode ser 
melhorada atrasando-se a execução de alguma tarefaz. 
` 
Dentre os critérios baseados em tempos de término de operações ou tarefas, destacam-se 
quatro. O tempo máximo que uma tarefa leva para completar execução (maximum flow-time), isto 
é, o tempo decorrido desde que a tarefa está pronta para ser processada até seu término, considera 
que o custo do processo está diretamente relacionado com o tempo que se leva para executar a tarefa 
mais longa. Sem se levar em conta os prazos de liberação das tarefas (restrição número sete da 
seção anterior), esta medida é igual ao tempo total de produção, o tempo decorrido entre o inicio do 
processo e o término da última tarefa (maximum completion-time ou make-span). Igualmente, pode- 
se levar em consideração as médias destas duas medidas. Em outras palavras, considera-se que o 
custo do processo está diretamente relacionado ao tempo médio que as tarefas levam desde que são 
liberadas até seu término (mean flow-time), ou o tempo médio que as tarefas precisam para estarem 
concluídas (mean completíon-time ou make-span). Estas quatro medidas de performance são 
medidas regulares. 
À' 
Em muitos casos, as tarefas têm prazos de entrega pré-definidos (due-dates), ou seja, um 
prazo dentro do qual elas precisam estar concluídas, geralmente sendo punidas por atraso. Medidas 
óbvias de avaliação neste caso levam em conta a diferença de tempo entre o prazo de entrega das 
tarefas e seus tempos de término. É também óbvio que, em muitos casos, uma tarefa pode acarretar
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prejuízos se completada antes do seu prazo de entregas. Por isto, duas medidas diferentes podem ser 
consideradas aqui: uma que somente leva em consideraçao o atraso (entrega estritamente após o 
prazo definido), e outra que leva em conta também o adiantamento de uma tarefa (entrega antes do 
prazo definido, o que pode ser bom ou ruim). Estas tanto podem ser quantitativas, isto é, variar de 
acordo com o quanto se atrasou, quanto qualitativas, onde um atraso de um segundo ou de um 
século é igual (um exemplo seria um avião que, não pousando antes do prazo de término de 
combustivel, tanto faz se pousa uma hora ou dez dias atrasado, as conseqüências são as mesmas). 
Neste caso, pode-se apenas levar em conta o número de tarefas atrasadas, sem se considerar o 
quanto cada uma atrasou. 
Já em se tratando de custos associados à utilização ou inventário, pode-se levar em conta o 
número de tarefas ociosas (aquelas que não tenham nenhuma operação sendo executada em um dado 
momento), à espera de que máquinas sejam liberadas para ,continuarem o processamento; ou o 
número de tarefas nao completadas em um determinado momento, o que afetaria custos de se manter 
inventário durante o processo. Pode-se escolher, também, maximizar o número de tarefas em 
operação em um determinado momento, para reduzir o tempo ocioso das máquinas, possivelmente 
melhorando a produtividade. 
Pode-se ver que as formas de se avaliar uma ordem de processamento são muitas e que 
avaliam diferentes partes do processo. Em muitos casos, por esta razão, utilizam-se combinações 
destas medidas, para que se possa ter uma idéia mais ampla do que está sendo feito no sistema. Por 
exemplo, pode-se tentar reduzir o tempo máximo de conclusão das tarefas ao mesmo tempo em que 
se procura maximizar a utilizaçao de uma dada máquina. Também nao é raro encontrarem se casos 
em que estas medidas de avaliação possuem pesos de acordo com a importância de cada uma (isto é, 
cada uma das medidas é apenas uma parte do custo total final do processo); ou em que cada uma das 
tarefas possui um peso diferente na avaliação do processo. 
2.3. Métodos de Resolução 
A literatura disponível deixa claro que problemas de escalonamento, tanto clássicos como 
realistas, já foram abordados com uma variedade de métodos, alguns dos quais mostrando melhores 
resultados que outros. Conforme já foi dito, o problema vem sendo estudado, mais detalhadamente, 
desde os anos 60 [l]. Métodos matemáticos, regras de despacho (dispatching rules), métodos 
baseados em simulações, métodos baseados em inteligência artificial, heuristicas, e ainda, 
recentemente, paradigmas multi-agente de inteligência artificial distribuída são algumas das formas 
2 Esta propriedade de alguns critérios de avaliação será útil para limitarmos o espaço de busca do algoritmo 
genético, con forme será visto mais adiante.
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utilizadas para a resolução de problemas de escalonamento em geral [7]. Aqui serão apresentadas 
algumas destas abordagens, divididas de acordo com o tipo de método utilizado, a saber, métodos 
exatos ou heurísticos. A Os métodos heurísticos podem ser, ainda, subdivididos em estocásticos e 
determinísticos [l]. No final desta seção, apesar de ainda não termos entrado em detalhes sobre 
algoritmos genéticos (capitulo 3), apresentaremos algumas justificativas para o uso destes em 
problemas de escalonamento. Vale a pena mencionar que aqui não será feito um estudo exaustivo 
dos métodos de resolução utilizados. O leitor interessado pode utilizar as referências mencionadas, 
ou [2, 3, 9, 17, 18, 19, 20, 21, 22] para um estudo mais detalhado de alguns destes métodos. 
2.3.1. Métodos Exatos 
Métodos exatos são aqueles que sempre acham alguma solução (ótima) para o problema 
proposto, ou, caso nao exista uma solução, geralmente dao alguma indicaçao disto [1]. Para 
escalonamento, os métodos mais comumente utilizados são o critical-path method (CPM), 
programação linear ou de inteiros, e métodos enumerativos. Também podem ser utilizados 
algoritmos construtivos, que compõem soluções ótimas a partir das informações do problema e 
seguindo um número de regras pré-determinadas [3]. O método CPM sempre acha o menor prazo de 
execução para um determinado número de tarefas a serem escalonadas, mas não leva em 
consideração restrições temporais ou materiais, limitando, assim, sua aplicabilidade [1]. Já os 
algoritmos construtivos são aplicáveis a uma quantidade mínima de problemas, geralmente pequenos 
e bastante restritivos quanto a tempos de processamento de tarefas [3]. 
Métodos de programação linear ou de inteiros também requerem que muitas simplificações 
sejam adotadas nos problemas para que estes possam ser resolvidos. Além disto, não são facilmente 
adaptáveis a variações no tamanho dos problemas, sendo utilizados apenas em problemas de 
pequeno porte [l]. DAVI$ [6] já havia mencionado que problemas de escalonamento reais, com 
suas muitas restrições e imposições, não são de fácil resolução por métodos matemáticos utilizados 
em pesquisa operacional. Conforme FRENCH [3], apesar destes métodos (de programação de 
inteiros, por exemplo) parecerem bastante promissores no tratamento de problemas de 
escalonamento, na realidade eles não são. Gerahnente, faz-se uma tradução do problema de 
escalonamento para um formato que possa ser resolvido através de programas matemáticos. 
Contudo, e isto é que faz a diferença, este tratamento por métodos matemáticos não é, em nada, mais 
fácil que a resolução do problema original [3]. 
Entre os métodos enumerativos destacam-se as árvores de busca e técnicas de programação 
dinâmica. Como seu nome deixa claro, métodos enumerativos resolvem os problemas listando todas 
3 Um exemplo disto é o método de trabalho de algumas fábricas de computadores que apenas montam os 
computadores para entrega direta ao consumidor final, evitando que tenham gastos com armazenamento de 
produtos prontos. .
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as possibilidades e eliminando as opções não-ótimas. Em métodos de enumeração explícita, todas as 
possibilidades são listadas e depois se faz o cancelamento daquelas que não são apropriadas. 
Procedimentos de busca em árvores, assim como alguns dos métodos apresentados acima, não são 
aplicáveis a problemas de grande porte. O aumento desenfreado do tamanho da árvore de busca com 
pequenas adições ao problema toma o método muito demorado. Geralmente utilizam-se heuristicas 
para limitar o tamanho destas árvores, permitindo, assim, a resolução de problemas um pouco 
maiores [1] (mas ainda limitados se comparados a problemas reais de escalonamento). Outro 
método enumerativo, mas implícito (isto é, que nao explora, explicitamente todas as possibilidades), 
é o chamado branch and bound. Este método utiliza uma estratégia de procura especializada, que 
pode determinar que um certo ponto da árvore seja cortado por não apresentar características 
«z dese aveis, limitando, assim, o tem o necessário ara terminar a busca. Contudo, é im ortante notarJ 
que, nos piores casos, esta enumeração implícita se toma uma simples enumeração explícita [3]. 
Mesmo nos melhores casos, onde grande parte da árvore de busca é podada, o tempo necessário para 
execução é bastante grande, devido à grande quantidade de variações nas escalas geradas que 
precisam ser analisadas [l2]. 
Programação dinâmica, se comparada à enumeração completa, é muito mais rápida. A 
maior diferença é causada pelo simples fato de métodos de enumeração completa gerarem toda a 
árvore de busca, para só depois começar a eliminar galhos. Já os métodos de programação dinâmica 
vão eliminando possibilidades à medida que a árvore é construída. [3]. Isto faz com que o tempo de 
resolução do problema diminua bastante. Contudo, métodos dinâmicos apresentam outro problema. 
Como estes métodos precisam guardar, em memória, um grande número de valores intermediários 
['1'j¬ Os U' usados nos cálculos, a necessidade de memória computacional aumenta. vio que, hoje em dia, a 
memória de computadores pode ser considerada infinita, mas, para que esta memória seja infinita, é 
preciso que se utilizem meios com métodos de acesso lentos (se comparados com métodos de acesso 
de memória interna), nos remetendo de volta ao problema de métodos de enumeração completa 
(tempo). FRENCH [3] considera 25 como sendo o número máximo de tarefas em um problema de 
escalonamento para que este possa ser resolvido por métodos de programação dinâmica. 
2.3.2. Métodos Heurísticos 
_A palavra heurística significa “algo que serve para encontrar”, o que não é uma definição 
muito precisa. Em muitos casos, a palavra é usada como o oposto de algoritmicdi, e, em se tratando 
de métodos de busca, para descrever qualquer função que estime o custo de uma solução [20]. 
Heurísticas, ou métodos de aproximação, podem ser descritas como sendo regras de escolha que 
devem ser seguidas para a decisão de qual tarefa 'deve ser escalonada em um dado momento. Ao
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contrário dos métodos exatos, os métodos baseados em heurísticas não garantem que uma solução 
ótima será encontrada, mas sim uma solução boa [36]. Estes métodos heurísticos podem ser 
divididos em dois grupos: os estocásticos, que utilizam operações probabilistas (de forma que podem 
nunca operar da mesma forma em um problema), e os determinísticos, que operam sempre da mesma 
forma para cada problema. Também» são utilizados métodos hfiaridos, com resultados bastante 
variados [7, 8, 9, 23]. 
Em se falado de métodos determinísticos, geralmente a heurística é definida como uma regra 
de prioridade a ser utilizada para a escolha de uma dentre um conjunto de operações ainda não 
escalonadas [1 l]. Heurísticas de escalonamento determinam quando uma tarefa (ou uma operação 
de uma tarefa) deve ser executada. Heurísticas de seqüenciamento determinam a ordem em que as 
tarefas devem ser executadas. Estas são geralmente utilizadas em conjunto com árvores de busca e 
detemiinam que partes da árvore devem ser ignoradas e que partes da árvore devem ser expandidas. 
Já heurísticas hierárquicas consideram vários níveis de prioridade para poderem atingir vários 
objetivos ao mesmo tempo [l]. O exemplo mais famoso do uso de heurísticas determinísticas é o 
Shzfting Bottleneck Procedure [18]. Neste procedimento, a cada iteração, um sub-problema (que 
assume que o problema é composto de apenas uma máquina) é resolvido otimamente, sendo depois 
re-otimizadas as seqüências de operações determinadas em iterações anteriores. HOLTHAUS [19] 
apresenta um estudo onde, de acordo com a meta a ser atingida (0 critério a ser considerado para 
avaliação), são criadas combinações de regras de prioridade que tendem a melhorar os resultados. 
Já CASKEY e STORCH [17] concluem que a maioria das regras de prioridade comumente 
utilizadas são satisfatórias para minimização de atrasos, sendo que combinações de várias regras 
não demonstraram surtir grande efeito nos resultados. Em [22], um algoritmo heurístico é proposto 
para a resolução de problemas de escalonamento com tempos de preparo dependentes da seqüência 
escalonada. KUMAR e SRINIVASAN [24] fazem um estudo utilizando algoritmos genéticos e 
regras de prioridade. As seis regras de prioridade mais estudadas na literatura (mais de 100 já foram 
estudadas) são apresentadas a seguir [3]. 
0 SPT - Shortest Processing Time - seleciona aquela operação que tem o menor tempo de 
processamento; 
0 FCFS - First Come First Served - seleciona as operações a serem escalonadas na ordem 
em que elas entraram no sistema; 
0 MWKR - Most Work Remaining - seleciona operações da tarefa que tem o maior tempo 
de processamento total restante; 
4 Apesar disto não estar inteiramente correto, uma vez que mesmo um método heurístico pode utilizar 
passos algorítmicos (não randômicos) para atingir suas soluções [20].
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0 LWKR - Least Work Remainíng - seleciona operaçoes da tarefa que tem o menor tempo 
de processamento total restante; 
0 MOPNR - Most Operations Remaíning - seleciona operações da tarefa que tem o maior 
número de operações a serem escalonadas;
' 
0 RANDOM - seleciona operaçoes aleatoriamente. 
Estes métodos determinísticos são bastante efetivos na resolução de problemas 
combinatórios de menor complexidade, mas ainda assim falham com grandes espaços de busca ou 
quando estes são multi-dimensionados. Os problemas precisam, então, ser simplificados, confinando 
o espaço de busca e tomando o sistema menos flexível [4]. _
i 
Métodos heurísticos também incluem métodos estocásticos, dentre os quais se destacam 
métodos que utilizam inteligência artificial, algoritmos genéticos, simulações de processos fisicos, 
entre outros. Métodos como sistemas especialistas, ou sistemas baseados em conhecimento, são 
altamente especializados e requerem uma grande quantidade de informações a respeito do problema 
a ser resolvido, de forma que se tomam bastante especificos para um dado tipo de problema [l]. 
Métodos de procura baseados em melhorias iterativas incluem os procedimentos conhecidos 
como hill-climbing e símulated annealing (têmpera simulada). O procedimento de hill-clímbings 
incorpora um sistema de laços de programação que continuamente evoluem na direção de um valor 
crescente (melhorando, a cada iteração, o resultado desejado). São três as maiores limitações destes 
métodos, de acordo com RUSSEL e NORVIG [20]. Máximos locais param o algoritmo, fazendo 
com que se interrompa a procura em posições que podem estar bastante distantes do desejado. 
Platôs são áreas do espaço de busca onde os valores da fiinção de avaliação formam um plano. 
Neste caso, a procura se toma igual a uma busca aleatória. Picos são locais onde uma mudança de 
posição, por menor que seja, pode significar estar do outro lado da curva, fazendo com que se perca 
muito tempo sem evolução para valores melhores. Com estas limitações, o algoritmo chega a um 
ponto em que não se obtém maior rendimento. Neste caso, pode-se fazer duas coisas: reiniciar de 
um ponto diferente, ou permitir que se desça um pouco, para depois continuar a procura (piorar para 
melhorar). Esta descida é que define o processo conhecido como simulação de annealing (têmpera, 
ou recozimento). Permite-se que o algoritmo piore a função de avaliação (mudando de posição no 
espaço de procura), para depois continuar procurando a partir deste novo ponto. 
2.3.3. Algoritmos Genéticos 
No capítulo seguinte, os algoritmos genéticos serão descritos em detalhe. Nesta seção, 
apenas justificaremos as opções pelas quais eles foram escolhidos para este trabalho. Conforme já 
foi dito, escalonamento do tipo job-shop é um dos mais dificeis dos problemas de escalonamento. 
5 Escalada de colina, numa tradução literal.
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U Além disto. Grande parte dos problemas de escalonamento são considerados NP-dificeis [3]. Isto 
descarta a possibilidade de se utilizar métodos exatos na resolução de problemas minimamente 
complexos. Na seção anterior vimos alguns métodos que, por um motivo ou outro, poderiam ser 
utilizados na resolução destes problemas, especialmente os métodos heurísticos estocásticos. 
Técnicas de inteligência artificial são mais úteis que métodos convencionais quando não se pode 
representar o domínio do problema utilizando métodos matemáticos [4], justamente o caso dos 
problemas de escalonamento [6]. Técnicas de busca que fazem uso de heurísticas para limitar o 
tamanho do espaço de busca não têm, sequer, a garantia de que encontrarão soluções aceitáveis, 
quanto mais boas ou ótimas. Técnicas que incorporam conhecimento específico a respeito do 
problema se tomam aplicáveis somente a uma determinada classe, limitando sua aplicabilidade [25]. 
Problemas combinatórios similares, como o problema do caixeiro viajante, já foram 
resolvidos com sucesso através de algoritmos genéticos [26]. Algoritmos genéticos são bastante 
flexíveis no aspecto de representação, pois o conhecimento a respeito do sistema que é preciso para 
orientar a busca pode ser mantido separado da implementação do algoritmo propriamente dito. Isto 
faz com que, apesar de ser um método geralmente descrito como fiaco, isto é, um método que tem 
ampla aplicabilidade devido à generalidade, ele possa se tomar um método forte, isto é, bastante 
específico [27]. Não se sacrifica, em outras palavras, ampla aplicabilidade por poder de busca, e 
nem vice-versa. Eles unem procura direcionada (fazendo uso de soluções boas já encontradas) e 
procura estocástica [28], varrendo o espaço de busca aleatoriamente (mas não de forma cega, sem 
direção [29]) e eficientemente [30]. Ao contrário de métodos como hill-climbing e simulated 
annealing (que utilizam uma única solução durante a busca), os algoritmos genéticos fazem uso de 
uma população de possíveis soluções, aumentando a rapidez e a eficiência da busca [3l], e 
permitindo que se explore as características desejáveis comuns a boas soluções. GOLDBERG [29] 
resume as quatro peculiaridades dos algoritmos genéticos: 
l. Algoritmos genéticos trabalham com uma codificação do conjunto de parâmetros e não 
diretamente com os parâmetros. 
2. Algoritmos genéticos fazem a busca com uma população de pontos e não com um único 
ponto. 
3. Algoritmos genéticos usam informação de recompensa (payofi), a função-objetivo, e não 
derivadas destas, ou conhecimento auxiliar. 
4. Algoritmos genéticos usam regras de transição probabilísticas e não determinísticas. 
A força de busca dos algoritmos genéticos está em seus esquemas, partes do cromossoma 
que são comuns às soluções boas [32], e na maneira como estes esquemas tendem a crescer à medida 
que sua aptidão melhora. Já os esquemas que demonstrarem menor aptidão tendem a desaparecer, 
em detrimento dos mais aptos. Para um pouco mais de detalhes na aplicabilidade de algoritmos
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genéticos, HUSBAN DS [13] faz um levantamento de usos de algoritmos genéticos em problemas de 
escalonamento. e TADEI et al. [21] faz uma comparação entre vários métodos utilizados para 
resolução de problemas de escalonamento. Além disto, referências a uma série de artigos utilizando 
algoritmos genéticos com escalonamento ou problemas combinatórios estão listados na bibliografia 
[2, 4, 6, 7, 8, 9, 10, 11, 12, 14, 15, 16, 22, 23, 24, 27, 3o, 31, 33, 34, 35, 36, 37, 38, 39,40, 63, 
641. 
2.4. Construção de Escalas 
O objetivo nesta seção não é apresentar um estudo compreensivo de métodos de construção 
de escala. O objetivo, isto sim, é aprofundar um pouco o conhecimento a respeito das características 
de alguns algoritmos de construção de escala para poder, a partir daí, caracterizar algumas escolhas 
que foram feitas para o projeto. Especificamente, trataremos de descrever três tipos de escalas: 
escalas ativas (active schedules), escalas sem-atraso (non-delay), e escalas serni-ativas (semi- 
active). As escalas sem-atraso são uma sub-classe das escalas ativas que, por sua vez, são uma sub- 
classe das escalas semi-ativas. 
Escala Existente Escalonamento Semi-Ativo Escalonamento Ativo 
Máquinas E E E 







\s ~ Nova operação a ser 
Figura 2.1 - Escalonamento Ativo e Semi-Ativo 
As escalas semi-ativas são aquelas em que todas as operações são escalonadas o mais cedo 
possível após as operações que já estão escalonadas, obedecendo, necessariamente, a todas as 
restrições tecnológicas e a seqüência de processamento. Já escalas ativas são aquelas que garantem 
que nenhuma operação pode ser iniciada mais cedo sem que isto atrase outra operação já escalonada, 
ou viole as restrições do problema. Em outras palavras, toda operação pode ser escalonada numa 
posição anterior às tarefas já escalonadas (respeitando as restrições), desde que isto não cause um 
atraso em alguma destas operações já escalonadas. A figura 2.1 mostra isto com maior clareza. Já 
escalas sem-atraso são aquelas em que nenhuma máquina permanece ociosa quando poderia estar 
processando alguma operação. Em se tratando de medidas regulares de performance, apenas as 
escalas semi-ativas precisam ser analisadas para a obtenção de uma escala ótima. Contudo,
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FRENCH [3] reduz esta necessidade, mostrando que ao menos uma solução ótima, e ativa, sempre 
existeõ. Por este motivo, na construção das escalas (capítulo 4), apenas serão consideradas as 
escalas ativas. 
2.5. Problemas Realistas 
Conforme já dissemos no início deste capítulo, a grande maioria dos artigos e trabalhos que 
utilizam algoritmos genéticos para escalonamento considera problemas clássicos que, nem de perto, 
modelam características reais encontradas normalmente. Por este motivo usaremos, além dos 
problemas clássicos, problemas propostos por CÂNDIDO [2] que modelam problemas realistas. 
Nesta seção, descreveremos estes problemas um pouco mais em detalhe, em especial com relação às 
restrições clássicas (apresentadas anteriormente neste capitulo) que não serão observadas. As 
listagens completas destes problemas (assim como as listagens dos problemas clássicos usados) 
estão disponíveis no anexo A. 
` A primeira restrição examinada era a de que cada tarefa seria uma entidade independente, 
com relações de precedência estritas e invioláveis entre operações de uma mesma tarefa (sendo que 
duas operações de uma mesma tarefa não podem ser executadas simultaneamente). Nos novos 
problemas, cada tarefa continua sendo uma entidade independente, mas composta de partes. As 
operações de cada uma destas partes podem, ou não, ter relações de precedência com as operações 
de outras partes da mesma tarefa. Isto pode ser visto claramente na figura 2.2. As operações das 
partes 0 e 2 podem ser realizadas independentemente das operações da parte 1, mas as operações da 
parte 3 requerem que todas as operaçoes das partes 0, 1, e 2 já estejam completas. Isto permite 












Figura 2.2 - Possível Relação de Precedência em Problemas Realistas 
6 O que não significa que não possa haver outras soluções ótimas que não sejam ativas. 
7 A segunda restrição, que diz respeito à operação continua e ininterrupta, será mantida, assim como a 
quarta restrição (impossibilidade de cancelamento). Não é dificil ver como estas restrições podem ser 
bastante realistas.
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Em nível de partes, as operações ainda terão relações de precedência entre si. Contudo, a 
terceira restrição mostrada na página 4 também será relaxada. As tarefas terão números variados de 
operações, em um número qualquer de máquinas. Além disso, dentro de uma parte poderemos ter 
várias formas de se completar o mesmo processo, isto é, vários modos de execução. Por exemplo, 
como na figura 2.3, pode-se completarlo processo por várias rotas diferentes, cada uma com seus 
. . , . . . . - - 8 requisitos: maquinas, recursos adicionais, tempos de processamento, e assim por diante . Para tanto, 
utiliza-se a noção de subprocessos e rotas. Cada parte é composta de um ou mais subprocessos, e 
cada um destes é composto de uma ou mais rotas (uma seqüência estrita de operações). Apenas uma 
rota precisa ser executada dentro de cada subprocesso, e uma vez iniciada uma rota, esta precisa ser 
seguida até o término do subprocesso a que ela pertence. 
Parte Imaginária 
Subprocesso 1 Subprocesso 2 
Máq 2 
. 
M' W I-I W Parte Parte 
Anterior Seguinte M W W É 
Figura 2.3 - Possíveis Modos de Execução de Tarefas 
' A quinta característica de problemas clássicos (tempos de processamento independentes da 
seqüência de operações) também será relaxada. Em se tratando de máquinas, tempos de preparo de 
máquina serão, em alguns casos, dependentes das operações previamente escalonadas na máquina 
em questão. Todas as máquinas terão um tempo de preparo regular (de acordo com, e definido por 
cada operação que necessita esta máquina) que será utilizado, caso não exista um tempo de preparo 
dependente da seqüência de operações aplicável ao caso. Tempos de preparo, contudo, não serão 
aplicados a recursos adicionais9. Vale a pena ressaltar que este setup pode ser executado ao mesmo 
tempo que a execução de outra operação da mesma parte, independentemente de relações de 
precedência. Isto equivale a dizer que a máquina onde será realizada a próxima operação da parte 
pode estar sendo preparada ao mesmo tempo que a operação anterior desta mesma parte está sendo 
executada em outra máquina. .A sexta restrição será mantida (não é necessário que todas as 
operações de uma parte sejam executadas continuamente). 
8 Na verdade, esta opção (de processos diferentes) não pertence à etapa de escalonamento, mas sim de 
planejamento [l, 281. Neste trabalho, portanto, será feito planejamento também, haja visto que caberá ao 
algoritmo genético a decisão sobre que caminho tomar, conforme veremos no capítulo 5. 
9 Recursos adicionais precisarão estar disponíveis durante todo o tempo de processamento, mas também não 
precisarão estar disponíveis durante o tempo de setup.
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Haverá casos onde a execução das operações de uma parte só poderá ser iniciada após um 
dado momento. Isto é, a sétima restrição tampouco será válida. Um exemplo deste tipo de 
requerimento é o caso onde se depende de algum fomecedor que só pode disponibilizar as peças a 
partir de um dado momento. A oitava restrição (apenas uma máquina de cada tipo) será relaxada. 
Alguns tipos de máquinas serao únicos, enquanto outros poderao ter várias unidades disponíveis. O 
mesmo vale para recursos adicionais. Apenas uma unidade de máquina será necessária para cada 
operação, mas recursos adicionais podem ser requeridos em qualquer número (inclusive múltiplas 
unidades de cada recurso). 
A décima restrição, que diz respeito à capacidade de processamento das máquinas (apenas 
uma operação podeser processada de cada vez), será mantida, enquanto a décima-primeira será 
apenas relaxada. Apesar do sistema continuar determínístico (isto, é, todas as quantidades são 
conhecidas de antemão), todos os recursos ficarão indisponíveis durante determinados momentos 
- r 
(paradas para manutenção preventiva). E óbvio que isto nao é realista, pois nossas máquinas 
continuam inquebráveis, mas 0 objetivo desta dissertação é tratar casos determinísticos. Para casos 
dinâmicosw 0 leitor interessado pode procurar [23, 37].
z
\ 
lo Onde tarefas podem ser mudadas ou canceladas durante execução do escalonamento (casos preemptivos), 
máquinas podem quebrar, e assim por diante.
, z r 
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3. Algoritmos Genéticos 
3.1. O Que São? 
Algoritmos genéticos, desenvolvidos por John Holland, são algoritmos de busca baseados na 
mecânica de seleção natural [29]. Através de estratégias como reprodução, mutação e seleção, 
procura-se aumentar a aptidão (qualidade) dos seres de uma população, seres estes que representam 
soluçoes para algum problema. A busca genética inicia com a criaçao de uma população inicial. A 
partir daí, a cada geração, indivíduos são selecionados e, de alguma maneira, reproduzem-se 
combinando material genético, e, em alguns casos, são submetidos a mutações, para que se 
mantenha um minimo de diversidade na população. Quando os individuos resultantes da reprodução 
superam, em qualidade, outros membros da população, estes são substituídos. Na figura 3.1, pode- 
se ver o funcionamento básico dos algoritmos genéticos. 
Cria se uma populaçao inicial, 
Inicialização decidem-se parâmetros 
De acordo com a função ajuste, ---› Seleção -- são selecionados membros 




Os individuos selecionados se 
iRepI'OC|UÇãO reproduzem, de acordo com uma . 
- ~ dada probabilidade Os indivíduos gerados sofrem 
N,, Mutaçãc mutações, de acordo com uma 3° dada probabilidade ~ Se os indivíduos gerados forem 
- - ~ considerados aptos, são Remserçao ‹;_ inseridos na população, em 
detrimento de outros membros. 
Geralmente estes critérios 
Cntefios podem ser a qualidade média 
. . da população, ou o número de aflsfencsv gerações decorridas. 
Sim 
Figura 3.1 - Funcionamento Básico dos Algoritmos Genéticos 
Neste capítulo, serão descritos em maiores detalhes os algoritmos genéticos. Muitas das 
qualidades dos algoritmos genéticos já foram apresentadas no capítulo anterior, portanto, aqui nos
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limitaremos as descrever a funcionalidade intrínseca dos algoritmos genéticos. Também 
descreveremos o ambiente genético da toolbox utilizada para a produção deste trabalho. 
Quando se trabalha com algoritmos genéticos, ou quando se tenta aplicá-los a algum 
problema, quatro são as perguntas que precisam ser respondidas [20]: 
l. Como avaliaremos o desempenho de cada indivíduo, e como este desempenho será 
comparado ao desempenho do restante da população? 
2. Como os indivíduos serão representados? 
3. Como os indivíduos serão selecionados para reprodução? - 
4. Como será feita a reprodução dos indivíduos?
ç 
Para responder estas perguntas, primeiramente precisamos saber mais sobre cada uma das 
perguntas e quais as opções que existem. Precisamos saber de que formas pode-se fazer a avaliação 
da população. Precisamos saber que representações podem ser usadas para cada tipo de problema, 
ou que representações já foram utilizadas anteriormente e com que resultados. Precisamos estar 
cientes da forma como a reproduçao afeta a população e os indivíduos, entre outras coisas. Este é o 
objetivo deste capítulo, ao passo que o próximo capítulo responderá às quatro perguntas 
propriamente ditas para problemas de escalonamento. A seguir descrevemos, em detalhes, cada um 
destes pontos. 
3.2. Representação 
' Apesar dos algoritmos genéticos serem um método heurístico, a busca realizada por eles não 
opera no espaço definido pelo problema em si (o espaço definido pelas possíveis soluções do 
problema), mas sim no espaço definido pela representação escolhida [1] (uma tradução destas 
soluções). Uma conclusão óbvia disto é que se pode escolher a representação que melhor modelar as 
soluções, de forma a simplificar o problema. Para problemas combinatórios (caixeiro viajante, ou o 
próprio problema do escalonamento), a representação clássica (binária) de algoritmos genéticos tem 
se mostrado pouco apropriada [25, 34]. Várias representações diferentes já foram utilizadas nestes 
casos, geralmente envolvendo alfabetos de maior cardinalidade e, em muitos casos, elevados graus 
de epístase5 [4l]. Algumas destas representações serão descritas a seguir. Estudos mais detalhados 
podem ser encontrados em [ll] e [13], pois nao caberá aqui uma análise detalhada sobre as 
qualidades de cada uma destas representações. Para descrever as que serão apresentadas, serão 
analisados três aspectos: o mapeamento entre os espaços da representação e da soluçãoó, a forma 
5 Epístase é definida como um alto grau de interação entre os genes de um cromossoma. Como exemplo, 
BEASLEY et al. [44] cita 0 sistema de localização de morcegos por eco. A capacidade de produzir ruídos 
ultrasõnicos só é útil se também estiver presente a capacidade de ouvi-los. ø 
6 De preferência, a relação entre os espaços deve ser de l-l (cromossomas diferentes representam soluções 
diferentes). Quando isto não é possível, n-l (várias formas de representar a mesma solução) é preferível a
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como este mapeamento é feito7, e a Lamarkíanidades da representação. Uma representação deveria 
atender uma quarta característica, a de impedir cromossomas ilegais (isto é, aqueles que não 
representam uma solução) de aparecem, restringindo o espaço de busca às soluções válidas. Isto 
facilita a busca ao mesmo tempo em que não requer que se criem maneiras de corrigir ou destruir 
cromossomas inválidos [33, 43]. Mas, assumindoque a população inicial só inclui indivíduos 
válidos (conforme será do caso neste trabalho), isto será examinado mais a fundo na seção seguinte, 
quando tratarmos dos operadores genéticos. 
Representações baseadas em tarefas, geralmente, listam a ordem em que as operações de 
cada tarefa devem ser escalonadas. Os cromossomas são, então, uma simples lista de todas as 
tarefas, representando as prioridades de cada uma (escalonam-se todas as operações da tarefa com 
maior prioridade, depois todas as operações da tarefa seguinte, e assim por diante). Um simples 
mapeamento é necessário para converter cromossomas em soluções e a representação é Lamarkíana 
e pouco redundante. Mas é uma representaçao incompleta (incapaz de gerar todo o espaço de busca) 
[1 1], e não garante que as escalas geradas sejam ativas. Uma variação desta representação foi usada 
por UCKUN et al. [4], utilizando três níveis de representação e incluindo, em cada um, uma 
quantidade maior de informações específicas ao problema. 
Representações que se baseiam em números de operações (algumas vezes chamadas de 
permutações com repetição) listam cada tarefa um número de vezes igual ao número total de 
operações pertencentes àquela tarefa. Desta forma, qualquer permutação dos genes sempre produz 
uma solução válida. É medianamente redundante (n-1), meio-Lamarkiana, e requer um simples 
mapeamento para conversão (mas, a garantia de escalas ativas serem produzidas depende deste 
procedimento de conversão). Representações baseadas em listas de preferência são compostas de 
blocos que representam as máquinas do problema9. Cada bloco lista as tarefas e suas relativas 
preferências para cada máquina [34]. Também é medianamente redundante, meio-Lamarkiana, e 
uma heurística simples é suficiente para decodificar cromossomas. 
Além destas, várias representações já foram testadas, algumas com resultados mais 
promissores que outras. Representações baseadas em tempos de término [1], listas de regras de 
prioridade [10, ll, 24], e listas de posições [l4, 16, 27] são alguns exemplos. 
1-n, apesar disto significar falsa competição entre cromossomas. Mais detalhes podem ser encontrados em 
[1 l]. 
7 Quatro níveis são possíveis: desde sem necessidade de mapeamento (representação direta das soluções), até 
uma heurística complexa, passando por uma relação simples de mapeamento e uma heurística simples. 
Geralmente, quanto mais simples a representação, mais complicado é o mapeamento, e vice-versa [l0]. 
8 Lamarkianídade é definida como uma qualidade que indica o grau a que cromossomas conseguem passar 
seus méritos às gerações subsequentes. A utilização de uma representação não-Lamarkiana pode significar 
uma busca cega, inteiramente aleatória [1 l]. 
9 Não é muito dificil ver como esta representação é imprópria para casos mais realistas, onde, geralmente, 
várias unidades de recursos (máquinas) são necessárias para se processar as operações.
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3.3. Função Objetivo e Função de Aptidão 
Depois de escolhida uma maneira de se representar as soluções de tal forma que o algoritmo 
genético possa trabalhar, é preciso definir de que modo cada individuo da população será avaliado. 
Isto é, é preciso que se defina quais cromossomas representam melhores soluções, para que estes 
possam ser utilizados para futuras reproduções. É bastante claro por que a avaliação é importante 
em um algoritmo genético, afinal, juntamente com a decodificação dos cromossomas para soluções, 
a avaliação de cada um destes é a principal ligação entre o espaço utilizado na busca (o espaço da 
representação) e o espaço das soluções. Freqüentemente os termos função objetivo e função de 
aptidão (fitness function) são usados com o mesmo significado [44]. O valor da função objetivo é 
usado, muitas vezes, diretamente como o valor desta função de aptidão. Para tratar soluções 
possivelmente inválidas sao, entao, utilizadas funçoes de penalização, que tentam dar uma idéia de 
quão errada uma solução está. Como estaremos evitando que soluções inválidas estejam presentes 
nas populações, não utilizaremos funções de penalização, mas sim uma distinção entre a função 
objetivo e a função de aptidão. 
Especialmente em se tratando de problemas de otimização combinatória, muitas vezes a 
função objetivo nao é usada diretamente para avaliacao dos membros da população relativamente ao 
restante da população”. Ao invés disto, utiliza-se a função de ajuste para detemúnar quão boa uma 
solução é quando comparada com as outras soluções (dos outros membros da população), utilizando 
o valor da função objetivo apenas como um valor intermediário para que se faça esta comparação 
[45]. Métodos geralmente utilizados para se fazer isto são comparação proporcional" e 
rankeamenton dos individuos. 
3.4. Seleção para Reprodução 
A seleção dos indivíduos mais aptos (determinados pela função de ajuste) para reprodução é
f 
um processo probabilístico, onde cada indivíduo tem uma probabilidade de ser escolhido de acordo 
com o valor da funçao de aptídao. Estes indivíduos escolhidos são, entao, submetidos aos processos 
de recombinação genética. Uma variedade de métodos para seleção existe, cada um deles 
influenciando, de maneira diferente, a exploração do espaço de busca [46]. Isto ocorre devido à 
chamada pressão para seleção, que é, em termos, o grau em que os melhores indivíduos são 
favorecidos nesta seleção em detrimento dos outros indivíduos [47]. Quanto maior for a pressão 
para seleção, mais são favorecidos os melhores indivíduos. Não é diñcil ver como esta pressão para 
1° A função de ajuste também pode ser entendida como determinante do número esperado de vezes que um 
indivíduo será selecionado para (possivelmente) reproduzir [45]. “ Neste caso, o valor da função objetivo de cada membro é dividido pelo valor total (a soma dos valores da 
função objetivo de todos indivíduos).
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seleção pode afetar a busca. Uma pressão muito alta favorecerá demasiadamente os melhores 
indivíduos, fazendo com que o algoritmo (possivelmente) venha a convergir prematuramente. Já 
uma pressão para seleção muito baixa fará com que o algoritmo leve mais tempo que o necessário 
para encontrar alguma solução aceitável. 
Os métodos mais conhecidos para seleção são divididos em dois grandes grupos: aqueles que 
fazem seleção proporcional e aqueles que se valem da posição de cada indivíduo dentro da 
população (isto é, o ranking de cada um) para a seleção. Em seleção proporcional, cada indivíduo 
tem chances proporcionais à comparação de sua medida de ajuste com a medida de aptidão do 
restante da população. Já para os métodos baseados em ordinais (posições), só importa a colocação 
absoluta de cada membro dentro da população. Os métodos mais conhecidos para se fazer seleção 
proporcional são: seleção proporcional, seleção estocástica com resto e seleção estocástica universal. 
Esta classe de métodos inclui também a famosa seleção por roleta, onde o resultado da avaliação de 
cada indivíduo é transformado em uma abertura angular em uma roleta [32], dando aos indivíduos 
mais aptos uma maior chance de serem selecionados. Já os métodos ordinais mais conhecidos são 
seleção por tomeio, seleção ¡1-Â, seleção truncada, e ranking linear. Estudos detalhados sobre cada 
um destes métodos de seleção podem ser encontrados em [46, f17, 48, 49, 50, 62]. 
V Uma questão irnportante a ser colocada em se falando de seleção para reprodução é a 
quantidade de indivíduos que serao selecionados, reproduzirao, e serão re-inseridos na populaçao, a 
chamada generation-gap. Na maioria das vezes esta questão não é sequer abordada e, 
simplesmente, a cada geração, toda a população é substituída por novos indivíduos [44]. Em alguns 
algoritmos, chamados de estado estacionário (steady-state) ou regime permanente, apenas um ou 
dois elementos da população são escolhidos para serem substituídos pelos novos elementos. Apesar 
das vantagens e desvantagens de se fazer a substituição de uma das formas citadas ainda não 
estarem determinadas com precisão [51], a possibilidade de se fazer uma evolução mais semelhante 
à que ocorre na natureza (pais convivendo e competindo com seus próprios filhos) gera algumas 
questões. Por exemplo, como serão selecionados os indivíduos que devem morrer a cada geração? 
Esta seleção deve seguir algum tipo de norma (por exemplo, ser o inverso da seleção para 
reproduçãon), ou deve-se fazer substituição aleatória? Para este trabalho, basta mantermos em 
mente que, se nem toda a população precisa ser substituída, economiza-se recursos computacionais, 
pois não é preciso que se recalcule valores objetivos de uma população inteira a cada geração. 
'Z Os indivíduos simplesmente recebem valores (não necessariamente proporcionais) de acordo com seu 
valor objetivo,,indicando qual indivíduo teve o valor mais baixo, qual foi o segundo menor, e assim por 
diante. V. 
'J Por exemplo, utilizando-se a mesma função para seleção, e considerando-se aqueles com pior valor.
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3.5. ~_ Reprodução e Mutação 
Nesta seção trataremos das duas formas mais comumente utilizadas como técnicas de 
alteração do código genético, isto é, operadores de recombinação e de mutação. Estas técnicas 
atuam sobre os pais (aqueles individuos selecionados para reprodução) e sobre os filhos (os 
individuos gerados na reprodução), respectivamente. Suas funções são específicas e cada uma atua 
de forma contrária à outra. Ao passo que recombinação tende a fazer com que a população venha a 
convergir (de preferência para valores ótimos), mutação tem como objetivo manter um certo grau de 
diversidade na população (isto é, impedir que a população se tome convergente rapidamente 
demais). Recombinação tem o objetivo específico de construir novos indivíduos que contenham 
algumas das características de seus progenitores (esquemas), enquanto que mutação tem o objetivo 
de atrapalhar esta construção [52], mudando aleatoriamente valores dos genes dentro dos indivíduos 
criados. A idéia é que mutação pode, assim, evitar a perda defmitiva de genes. 
' Três princípios a serem seguidos por qualquer operador de recombinação são apresentados 
em [53]. Os operadores devem respeitar os progenitores, sortir apropriadamente e transmitir 
estritamente as características dos progenitores. Estas características são um pouco complexas de 
se demonstrar para uma certa representação, mas facilmente exemplificadas: se ambos os pais têm 
olhos azuis, respeito significa que a cria deverá, necessariamente, ter olhos azuis. Se um progenitor 
tem olhos azuis e o outro tem cabelos castanhos, a cria gerada deverá poder ter olhos azuis ou 
cabelos castanhos, ou ainda, ambos (as características dos dois progenitores sortidas). Já a 
transmissão estrita das caracteristicas diz que se um progenitor tem olhos azuis e 0 outro tem olhos 
castanhos, a cria só poderá ter olhos azuis ou castanhos. É dificil de comprovar que estas 
características estão presentes em um esquema de recombinação, mas elas estão, geralmente, 
presentes nos operadores clássicos que atuam em representações binárias [53]. ‹ 
Um grande número de operadores para reprodução já foi criado e utilizado, com diferentes 
graus de sucesso, e uma variedade de problemas. Como grande parte das representações utilizadas 
em problemas combinatórios requer que valores não possam ser repetidos em cromossomas (como, 
por exemplo, o fato de o caixeiro-viajante não poder passar duas vezes pela mesma cidade), estes 
operadores tendem a evitar que isto aconteça. t 
Um dos primeiros operadores especializados para problemas combinatórios foi o PMX 
(Partially-Mapped Crossover), criado por GOLDBERG [40], e exemplificado na figura 3.2. 
POON e CARTER [27] e MURATA et al. [14] fazem um estudo sobre vários tipos de operadores 
de recombinação para diferentes representações, ao passo que GOLDBERG [25] explica 0 



























Figura 3.2 - Operador PMX de Goldberg 
Operadores multi-ponto [25, 54, 55], operadores específicos para problemas de 
escalonamento [30] e seqüenciamento [26], operadores uniformes [56] e operadores auto-adaptáveis 
[57] são alguns exemplos de operadores de reprodução, mas uma descrição mais completa destes 
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Figura 3.3 - Crossover de 1 e 2 Pontos 
Já para os operadores de mutação, não existem muitas regras a serem seguidas, e eles são, 
inclusive, muitas vezes considerados operadores secundários [25]. Contudo, não se pode negar sua 
importância na evolução de uma população. Como métodospde recombinação geralmente misturam 
características de dois progenitores, uma quantidade de informação pode ficar perdida. Mutação 
pode, neste sentido, re-estabelecer ou recuperar material genético perdido (ou ainda não explorado), 
evitando assim que a população venha a convergir para um valor sub-ótimo [58]. Inclusive, em 
alguns casos, a mutação, sozinha, pode proporcionar uma busca melhor do que com operadores de 
recombinação [59]. Duas formas de se implementar mutação são mostradas na figura 3.3, conforme 
























Figura 3.4 - Mutação Adjacente e Arbitrária 
3.6. A Toolbox Genética para MATLAB@ 
MATLAB® (MATtrix LABoratory) foi criado no fmal de 1970 para cursos de teoria 
matricial, álgebra linear e análise numérica e, hoje em dia, tornou-se um ambiente de computação 
técnica da maior importância [60]. Dada a versatilidade de sua linguagem de programaçao de alto 
nível, problemas podem ser escritos em arquivos especiais (m-files) em uma fração do tempo que 
seria necessário para criar programas em C ou Fortran com 0 mesmo objetivo. É justamente deste 
modo que foi composta a toolbox genética para utilização em MATLAB® [45]. A semelhança entre 
o único tipo de dados com que MATLAB® trabalha (matrizes multi-dimensionais) e as estruturas de 
dados em um algoritmo genético ajudam a fazer de MATLAB® um ambiente muito propício para o 
desenvolvimento de estruturas genéticas. Os cromossomas de um algoritmo genético são facilmente 
representáveis através de uma matriz bi-dimensional, onde cada linha da matriz representa um 
indivíduo e cada coluna representa um gene. Após decodificados, cada indivíduo é submetido à 
avaliação da função objetivo, donde resulta uma matriz de largura um, com tantas linhas quanto 
membros na populaçao. Subpopulações (para algoritmos genéticos paralelos) sao facilmente 
tratáveis através de separações virtuais dentro de uma matriz população. Não é dificil ver como a 
habilidade de MATLAB® em trabalhar com matrizes pode ajudar no tratamento das unidades 
genéticas. 
A toolbox utilizada neste trabalho é composta de uma série de arquivos m que fazem uso 
destas funções para tratamento matricial de MATLAB® para implementar uma série de métodos 
para algoritmos genéticos [45]. São, aí, implementadas as mais importantes funções de algoritmos 
genéticos e, sobre a funcionalidade desta toolbox, foram implementadas mais rotinas para tratamento 
específico de problemas de escalonamento clássicos geralmente abordados na literatura, e problemas 
de escalonamento mais realistas. No próximo ,capítulo será tratada, em detalhes, a questão da 
implementação destas rotinas adicionais, assim como serão descritas, em maior detalhe, as rotinas da 
toolbox que serão utilizadas. Nos anexos estão os diagramas de fluxo das funções implementadas.
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4. O Sistema Desenvolvido 
O sistema proposto nesta dissertação foi desenvolvido sobre uma plataforma PC rodando 
Windows 95, utilizando MATLAB® versão 5.2 [MATLAB] e uma toolbox genética desenvolvida 
na Universidade de Sheffield [45]. Uma parte da funcionalidade genética necessária para a 
implementação do sistema proposto está prontamente disponível nesta toolbox, mas uma série de 
modificações foram necessárias para adaptá-la ao trabalho com representações genéticas menos 
convencionais. Apesar da toolbox apresentar um número de funçoes bastante úteis para o 
tratamento de representações com números reais, binários, ou mesmo inteiros, ela não dispõe de 
métodos específicos para tratamento de representaçoes baseadas em ordem. Toda a parte de 
avaliação do algoritmo genético, especificamente para tratar problemas de escalonamento, também 
teve que ser implementada. Neste capítulo será descrita, em maiores detalhes, a implementação do 
sistema. As funçoes da toolbox que foram utilizadas sem modificaçoes também serao descritas, mas 
em menor grau de detalhes. Vale a pena ressaltar que a funcionalidade da toolbox não se limita às 
funções utilizadas. Uma descrição mais completa desta toolbox pode ser encontrada em [45]. 
Tam ouco será descrito o ambiente MATLAB®, ha`a visto ue, sendo um software am lamente P J Cl P 
disponível e utilizado, é mais fácil e melhor que se procure informaçoes a respeito em qualquer 
manual de instruções ou guia de usuários. Uma boa referência para iniciantes é [60]. Neste capítulo 
serão descritos os detalhes da implementação seguindo a ordem de execução normal de um algoritmo 
genético. Os diagramas de fluxo para as funções criadas estao no anexo B. 
4.1. Representação 
Conforme foi vistono capitulo anterior, uma das primeiras considerações a ser levada em 
conta é a questão da representação. Isto é, como se traduzirá o problema para uma forma com a 
qual o algoritmo genético possa trabalhar. Além disso, como foi visto no capítulo anterior, uma série 
de representaçoes diferentes da representaçao clássica (binária) já foram utilizadas, algumas com 
maior sucesso que outras. Neste trabalho, faremos uso de uma representação que, apesar de 
redundantel, tem algumas caracteristicas que justificam seu uso, especialmente' pelo fato de ser 
aplicável tanto aos problemas clássicos, como aos problemas realistas que serão tratados. Uma 
variação desta representação foi usada em [l2]. Neste trabalho, cada cromossoma era uma lista de 
tamanho j x m, onde j é o número de tarefas (jobs) e m é o número de máquinas do problema. Cada 
posição do cromossoma (gene) poderia conter o valor de qualquer tarefa. A primeira tarefa que 
aparece no cromossoma tem sua primeira operação escalonada o mais cedo possivel, a segunda
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tarefa que aparece no cromossoma também tem sua primeiraoperação escalonada o mais cedo 
possível, resguardadas as relações de precedência e exclusão. Aparecendo a mesma tarefa 
novamente, esta tem a sua segunda operação escalonada, e assim por diante. Qualquer escala 
gerada desta forma é, garantidamente, uma escala ativa [ll]. Não é dificil ver como esta 
representação é bastante apropriada para problemas clássicos, onde as relações de exclusão entre 
operações de uma mesma tarefa impedem que duas operações possam ser executadas 
simultaneamente. Já se isto fosse possível, haveria que ser definida alguma forma de se decidir qual 
operação seria escalonada antes. É também óbvio que qualquer permutação do cromossoma sempre 
gera uma escala válida [ll]. Contudo, para reprodução sexuada (havendo interação entre dois 
progenitores para a geração de um novo elemento), são necessários operadores especializados para 
impedir que se criem elementos inválidos. Considere, por exemplo, o caso da figura 4.1. Ali, os 
elementos criados são inválidos, 'pois faltam alguns números de tarefas e outros aparecem mais que 
deviam. De que forma se consertaria estes elementos? Como definir uma forma para decidir qual 
dos genes substituir e por que valor este deveria ser substituído? Se esta substituição fosse feita 
aleatoriamente, perder-se-ia algum poder do algoritmo genético. Se, por outro lado, fossem 
modificados os operadores genéticos para, por exemplo, impedir cromossomas inválidos de 
aparecerem, estes operadores teriam que utilizar conhecimento adicional sobre o problema (por 
exemplo, o número de operações em cada tarefa, para saber quantas vezes cada tarefa deveria 
aparecer no cromossomaz), complicando seu funcionamento e limitando sua aplicabilidade.
l 
Progenitor1 B C C B A B A C A 
Progenitor2 A A B C C B C A B
v 
. Ponto de Corte 
InváIid01 BCCBCBCAB 
InváIid02 AABC.ABACA 
Figura 4.1 - Geraçao de Elemento Inválido 
Por estes motivos adotou-se uma representação similar. Ao invés dos cromossomas 
listarem números de tarefas, eles listarão, diretamente, os valores das operações de cada tarefa, 
1 Várias formas diferentes existem de se representar a mesma solução (mapeamento n para l), dando origem 
a falsa competição entre vários cromossomas que, na verdade, representam a mesma solução. 
2 Isto seria ainda mais complicado em se tratando de problemas realistas, onde o número de operações 
necessárias para cada tarefa muda de acordo com as diferentes rotas que podem ser percorridas. Além disto, 
como decidir que rotas seriam seguidas em cada caso? V
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contadas continuamente. Em outras palavras, para um caso onde j = 10, e m = 10, os valores a 
serem utilizados podem variam dentro do intervalo fechado [0, (10 x 10) - 1]. Não é dificil de se 
imaginar de que forma se descobriria a que tarefa pertence uma operação listada no cromossoma. 
Para casos clássicos, através de simples operações aritméticas como divisões, arredondamentos, e 
cálculos de resto, identifica-se a tarefa apropriada3. Mas, esta representaçao também apresenta três 
problemas, bastante similares aos problemas da representação anterior, mas de mais fácil resolução. 
Esta representação também pode gerar cromossomas inviáveisá, pois estes podem desrespeitar as 
relações de precedência entre operações de uma mesma tarefa. Contudo, como estas relações de 
precedência são estritamente definidas, é bastante simples resolver qualquer quebra de precedência, 
simplesmente escalonando-se a operação apropriadas, fazendo com que qualquer permutação das 
operaçoes gere uma escala válida. Em alguns trabalhos é defendida a idéia de se permitir que 
cromossomas inviáveis apareçam [42], ao invés de impedi-los de aparecerem. Estes seriam, então, 
avaliados de acordo com suas propriedades boas, para, de certa forma, ajudarem na busca. A 
justificativa para tal tese é que, muitas vezes, especiahnente em espaços de busca multi- 
dimensionais, uma solução ótima pode estar no limiar entre uma região viável e uma região inviável. 
Em se permitindo que cromossomas inviáveis sejam tratados, pode-se “cercar” estas soluções ótimas 
por vários lados, aumentando a probabilidade de se atingi-la. 
›z 
p 
O fato de se permitir que cromossomas invlaveis apareçam ajuda a responder outra 
pergunta: que rotas seguir em cada subprocesso? Como será visto mais adiante, a posição das 
operações no cromossomalserá usada para definir uma espécie de prioridade entre as altemativas 
possíveis. Desta maneira, não é preciso que se faça uso de métodos aleatórios para decisão. 
Permitindo-se cromossomas inviáveis, dá-se igual chance a todas as rotas de serem a rota 
preferencial para cada subprocesso. Este processo será definido com maior rigor neste mesmo 
capítulo. ' ' 
C Outro problema desta representação é a possibilidade de serem duplicados números de 
operaçoes após uma reproduçao sexuada, em detrimento de alguma outra operaçao que fique 
faltando. Mas, a resolução deste problema também é bastante fácil, conforme será visto mais 
adiante.. Basta, por enquanto, saber que não será necessária nenhuma heurística adicional para 
decidir como corrigir cromossomas inválidos, uma vez que estes serão impedidos de aparecerem. 
Operadores genéticos apropriados terão que ser desenvolvidos, mas estes não precisarão fazer uso de 
3 É claro que, neste caso está se assumindo que todas as tarefas têm o mesmo número de operações. E no 
caso realista, onde isto não ocorre? Os problemas de reprodução da representação anterior não se repetem? 
Como veremos a seguir, não. - 
4 Cromossomas inviáveis não são inválidos. Cromossomas inválidos não representam uma solução, ao 
passo que cromossomas inviáveis representam uma solução que não é correta. 
5 No final das contas, é isto que faz com 'que a representação seja redundante, mas as outras vantagens desta 
representação tornam esta redundância aceitável.
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conhecimentos específicos sobre o problema para operarem, simplificando sua atuação. Além disto, 
a exemplo da variação mostrada, utilizando-se uma forma apropriada de construção de escala pode- 
se, também, garantir que todas as escalas geradas serão ativas. 
4.2. Inicialização - 
Tendo sido definida a representação a ser utilizada no algoritmo genético, o próximo passo é 
decidir de que forma se fará a criação da população inicial. Vários métodos já foram testados na 
literatura, incluindo a utilização de algoritmos determinísticos para a criação de uma populaçao 
inicial de forma não-aleatória. Para problemas de escalonamento, LEE e CHOI [16] criam a 
população inicial inteira utilizando regras de prioridade para as operações, enquanto CHEN et al. 
[61] criam apenas metade desta população inicial utilizando métodos heurísticos. LOUIS e XU 
[23], por sua vez, determinaram que, para seu caso específico, 5 a 10% da população inicial deveria 
ser criada de forma não-aleatória, ao passo que REEVES [43] achou melhor criar apenas um dos 
membros da população inicial através de uma heurística construtiva. Como pode-se ver, não existe 
consenso quanto à criaçao da população inicial. Sabe-se, isto sim, que, quando a criação da 
população inicial faz uso de conhecimentos específicos do problema a ser resolvido, a taxa de 
mutação deve ser aumentada, de forma a impedir convergência prematura e que, na maioria das 
vezes, o importante é, simplesmente, manter uma população inicial bastante diversa [6 1]. 
P 
Foi decidido que, nesta implementação, a população inicial será gerada de forma aleatóriaõ, 
utilizando a função crtbp da toolbox. Especificando-se o número de individuos da população 
desejada, o tamanho de cada indivíduo e a base (valor máximo) de cada gene, ` a função cria uma 
população aleatoriamente. A figura 4.2 ilustra este processo. Contudo, a fimção não impede que, em 
um mesmo cromossoma, valores apareçam duplicados e, tampouco, que todas as operações estejam 
presentes nos cromossomas. Para corrigirestes dois problemas, foi criada uma função adicional 
(tiebreak) que opera sobre esta população inicial, corrigindo-a. 
W013: 
13102 (4,a4) cnbp 23120 
V I M, _ 
`1 3 3 O 0] a or aximo Tamanha' df (base) de Cada Populaça Gene 
Tamanho de 
Cada Indivíduo 
Figura 4.2 - Função CRTBP ` 
Para a implementação da função tiebreak foi utilizada uma variação de um operador de 
crossover criado para ser utilizado em problemas combinatórios, a primeira versão do tie-breaking
»
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crossover [27]. Um pouco modificado, excluindo-se a funcionalidade específica para realização de 
recombinação entre os dois progenitores e criação de novos indivíduos, o algoritmo se torna uma 
maneira eficiente de garantir que todos os cromossomas da população inicial sejam válidos, não 
repetindo e nem ignorando operações. Além disto, aplicado à população inicial, esta continua tão 
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Figura 4.3 - Função TIEBREAK 
4.3. Definição e Avaliação dos Problemas 
Antes que se possa fazer a seleção dos indivíduos mais aptos para serem utilizados na 
geração de novos elementos, é preciso que se defina de que forma estes serão avaliados (primeira 
pergunta feita no capítulo anterior). É também aqui que entra a questão do mapeamento entre 
cromossomas (representação das soluções) e escalas (as soluções propriamente ditas). Para se fazer 
esta tradução, será necessário que se faça uma distinção entre os problemas clássicos e os 
problemas realistas a serem abordados. Afinal, apesar de ambos estarem sendo considerados neste 
trabalho, algumas pequenas diferenças precisarão ser levadas em conta. Por exemplo, para os 
problemas clássicos, apenas consideram-se tarefas (compostas de operações) e máquinas. Já para 
os problemas realistas, conforme foi dito no capítulo 2, cada tarefa é composta de uma ou mais 
partes, cada uma destas incluindo vários subprocessos, sendo estes compostos das operações 
propriamente ditas agrupadas em rotas e, além de máquinas, recursos adicionais também serão 
considerados. Por este motivo, duas formas de se fazer a construção das escalas serão utilizadas. 
6 Mas fica aqui a sugestão para desenvolvimentos futuros sobre este trabalho.
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Ambas são bastante similares em seu funcionamento, mas levam em conta as peculiaridades de cada 
tipo de problema. Antes disto, porém, será explicada a forma de definição de cada tipo de problema, 
em arquivos utilizados para entrada de dados. 
4.3.1. Definição do Problema Clássico 
Para se fazer a definição dos problemas clássicos, dois arquivos de entrada de dados serão 
utilizados. O primeiro destes define as tarefas e as máquinas onde cada operação precisa ser 
executada, além dos tempos de execução de cada operação. Na figura 4.4 aparece um exemplo para 
um caso simples de três tarefas e três máquinas. Já o segundo arquivo para definição do problema 
clássico é um que define as relações de precedência e exclusão entre as operações de cada tarefa. 
Para o mesmo caso da figura 4.4 cada tarefa teria suas relações de precedência definidas em uma 

















Tarefa 1 1 5 2 6 3 1 
Tarefa 2 2 8 3 2 1 
V
7 
Tarefa 3 1 4 3 3 2 5 
Figura 4.4 - Definição do Problema Clássico 
A definição das relações de precedência entre operações de uma mesma tarefa se faz da 
seguinte forma: qualquer valor v = 1 na posição (linha, coluna) significa que a operação linha 
precisa ser completada antes que a operação coluna possa ser iniciada, ao passo que um valor v = 0 
indica que não existem relações diretas7 de precedência entre as operações. A diagonal principal 
(linha š coluna) deve ter todos os elementos 1. Mais adiante se verá o porquê desta necessidade. É 
fácil ver, creio, que todo e qualquer tipo de construção de precedências pode ser representada desta 
forma. Dois exemplos são mostrados na figura 4.5. Mantendo-se os valores abaixo da diagonal 
principal (linha > coluna) sempre iguais a 0, evita-se a criação de precedências circulares (por 
exemplo, operação 2 tendo que ser executada antes da operação 4; e operação 4 tendo que ser 
executada antes da operação 2). Adiantando-se, e já pensando nos problemas mais realistas, caso 
uma operação precise ser executada mais de uma vez, qualquer valor v > 1 indicaria a quantidade de 
vezes que se precisa realizar esta operação antes que a próxima operação possa ser escalonada. 
7 É obvio que podem existir relações indiretas de precedência entre elas. Por exemplo, o caso das operações 
2 e 4 no primeiro exemplo da figura 4.5: a operação 2 não precede diretamente a operação 4 mas, devido às 
outras restrições, a operação 4 nunca poderá ser executada antes (ou ao mesmo tempo) da operação 2.
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' Precedências e Matriz de Entrada 
Exemplo 1 Io 2
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Figura 4.5 - Definição das Relações de Precedência 
Uma vez lido este arquivo, as matrizes de precedência são unidas em uma matriz 
tridimensional, para que a sua passagem, como parâmetro entre funções, seja facilitadas. Cada 
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Figura 4.6 - Organização da Matriz de Precedências 3D 
4.3.2. Avaliação dos Casos Clássicos 
Para avaliação dos problemas clássicos, foi criada a função evalpop (evaluate population). 
Antes de se fazer a avaliação de cada cromossoma de uma população, é preciso que se construa a 
escala correspondente a cada um destes cromossomas. Na verdade, duas escalas serão criadas para 
que se possa manter correçao quanto a tempos de execuçao. Para cada cromossoma, cria-se uma 
escala pertinente às tarefas e outra escala pertinente às máquinas. Isto é feito para que se facilite a 
procura por vagas (ou, espaços ociosos) no período de execuçao da máquina necessária para 
execução da tarefa. O diagrama de fluxo da função dá uma boa idéia do que é feito para o 
escalonamento de cada operação. Aqui será feita apenas uma descrição sucinta. 
8 Apesar da toolbox ter sido desenvolvida para MATLAB® versão 4.x (que não trabalha com matrizes 
tridimensionais), estas matrizes serão processadas apenas por funções criadas para esta dissertação, sem 
serem processadas por funções intrínsecas à..too1box, evitando qualquer problema causado pela diferença 
entre as versões.
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Antes que se possa começar a processar os cromossomas, examinam-se os parâmetros de 
entrada da função para que se descubra se existem relações de precedência. Relembrando do 
capítulo dois, caso não existam relações de precedência entre as operações, o problema sendo 
resolvido é um de open-shop, e, neste caso, o vetor de referência (para as páginas da matriz tri- 
dimensional de precedências) é zeradog. Cria-se também um vetor coluna com o mesmo número de 
linhas que o número de indivíduos na população. Este vetor coluna será utilizado para 
armazenamento dos valores da função objetivo para cada cromossoma. Então, para cada 
cromossoma, são criadas duas escalas, uma para as tarefas e outra para as máquinas. Valendo-se 
das restriçoes descritas no capítulo dois, sabe-se que cada tarefa terá, sempre, uma operaçao em 
cada máquina. Portanto, o tamanho da escala para cada tarefa é conhecido. Nesta escala, listam-se 
apenas os tempos de início e término das operações. Não é listado o número das operações 
escalonadas em cada período. Para se manter consistência na ordem das operações escalonadas, o 
horário de término de cada operação é gravado, negativado, em uma cópia da página apropriada da 
matriz de precedências, na linha correspondente à operação, em todas as colunas onde o valor não 
seja zero, e servirá para determinar o prazo de tém1ino de cada operação. Desta forma pode-se 
facilmente saber a partir de que momento uma operação subsequente poderá ser escalonada. Se não 
houver relações de precedência, não é necessário que se considere o horário de término, pois as 
operações podem ser escalonadas em qualquer ordem, desde que respeitando a exclusão mútua entre 
operações da mesma tarefa. 
Esta cópia da página de precedências também será utilizada na busca (quando necessário) 
da operação a ser escalonada. Esta busca será feita na função chkprcdc (check precedences). Para 
cada operação do cromossoma busca-se, nesta matriz de precedências, saber se esta operação já 
pode ser escalonada. Caso ela não possa ser escalonada (se nem todas as operações precedentes 
estiverem completas), faz-se uma busca nesta matriz para se determinar o número da operação que 
pode ser escalonada. Caso a operação já tenha sido escalonada, a busca é no sentido de se encontrar 
alguma operação sucessora. Retoma-se, sempre, o número da operação que pode ser escalonada, e 
o maior (mais tarde) tempo de término das operações imediatamente anteriores a esta. Caso 
nenhuma operação seja encontrada, um sinal de erro é enviado, parando execução do programa. Isto 
é feito pois sabe-se que, no caso clássico, 0 número de operações é o mesmo para todas as tarefas. 
Quando ocorrer de uma operação estar listada no cromossoma fora da ordem de precedência, outra 
operação da mesma tarefa é escalonada. Portanto sempre aparecerá, no mesmo cromossoma, 
alguma operação desta tarefa que já tenha sido escalonada. Como sempre escalona-se uma 
operação, independentemente do número desta estar correto, deverá haver alguma operação que 
9 Não é obrigatório que todas as tarefas tenham relações de precedência. É permitido, por exemplo, que 
algumas tarefas sejam do tipo open-shop (sem precedências), ao passo que as outras sejam do tipo job ou
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ainda não tenha sido escalonada. Se isto não ocorrer é porque deve ter acontecido algum erro de 
execução, impossibilitando que se continue o processamento sem mais erros. 
Feito isto, encontra-se a linha apropriada nas escalas das tarefas e das máquinas (a máquina 
necessária para escalonamento da operação). A fimção findidle acha, em cada uma das escalas, 
todos os períodos ociosos disponíveis, levando em conta, é claro, o prazo de término da operação 
anterior e o tempo de execução requisitado pela operação a ser escalonada. Já insertat, por sua vez, 
tenta achar os períodos ociosos combinados (entre máquina e tarefa) em que a operação caiba. 
Aquele que iniciar mais cedo é retornado. A função insertat está um pouco mais detalhada a seguir. 
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Figura 4.7 - Períodos Ociosos da Máquina e Tarefa 
1. Considere duas listas de períodos ociosos, cada um com um horário de início S e término E, 
em ordem crescente, conforme a figura 4.7 (na verdade, nas escalas do programa, não serão listados 
os horários de início e término, mas sim o início e duração de cada período ocioso), e o tempo de 
execução Exec da operação a ser escalonada. Os períodos ociosos podem ser iguais ou maiores que 
Exec. O menor horário de início é calculado a partir destas listas. São verificadas todas as 
combinações possíveis entre os períodos ociosos da máquina e da tarefa, levando-se em conta que 
(Sm, Em) /¬› (S,,,, E,,) = (SW, E,,) fã (Sm, Em). Sempre que (S,, EJ /W (S,,,, Em) 2 Exec, esta 
interseção é listada como uma possível posição para escalonamento da operação, desde que a 
precedência entre operações de uma mesma tarefa seja respeitada. Contudo, nem todas as 
combinações precisam ser checadas. Se, por exemplo, (Sm ER) /3 (S,,,,,, E,,,,)' for um intervalo 
possível, por que verificar os outros períodos ociosos da tarefa? Afinal, as comparações futuras 
seriam com (Sw Ea), z >x. Sabendo-se que S¡ <E¡ <S¡ <Ez <... <S,, <E,,, isto implica que a 
próxima interseçao a ser encontrada iniciaria, necessariamente, mais tarde. Portanto, assim que se 
encontra uma combinação de períodos ociosos viável, para-se de procurar”. 
flow-shop. 
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Figura 4.8 - Combinações Possíveis de Inícios de Períodos Ociosos 
Como determinar se a interseção entre dois períodos ociosos é ou não viável será explicado a 
seguir. Considere apenas um período ocioso, que poderia ser tanto da máquina quanto da tarefa. 
Considerêmo-lo como sendo da tarefa. O início de qualquer período ocioso da máquina pode ser, 
relativamente ao início e término do período ocioso da tarefa, uma de três possibilidades: S,,, <S, 
(chamemos esta possibilidade de 1), ou S, SS,,, <E, (idem, 2), ou S,,, 2E, (3), conforme a figura 
4.8. Isto, claro, assumindo que S, > 0. Caso contrário, restam apenas as duas últimas 
possibilidades. Mas, consideremos S, > 0. Para cada uma das três possibilidades, existe um número 
de possibilidades para E,., também com relação a S, e E,. Se (1), as possibilidades são E,., 5 S, 
(1.1), S, <E,,, SE, (1.2), ou E,., >E,(1.3). Se (2), E,.. íE, (2.l) ou E,., >E, (2.2). Já se (3), apenas 
uma possibilidade existe, Em > E,. Os casos (1.1) e (3) aparecem na figura 4.9. É bastante óbvio 
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Figura 4.9 - Interseções Inviáveis de Períodos Ociosos 
Os casos (1.3) e (2.l) são diagramados na figura 4.10. Ambos os casos representam 
interseçoes viáveis, conforme é mostrado. Os casos (l.2) e (2.2) sao especiais, uma vez que podem, 
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Figura 4.10 - Interseções Viáveis de Períodos Ociosos
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Baseado no horário de inicio do menor período ocioso viável encontrado, calcula-se o prazo 
de término da operação e escalona-se esta operação na máquina e na escala da tarefa (função 
insert). Escalonando-se cada operação o mais cedo possível, garante-se que a escala gerada será 
ativa. Caso exista uma página de precedências, modifica-se esta, adicionando-se o tempo de término 
da operação nas posições apropriadas. À medida que cada cromossoma é decodificado, calcula-se o 
maior tempo de término dentre as tarefas (ou seja, o tempo total que foi necessário para que a última 
operação fosse completada) e coloca-se este valor no vetor objetivo. Esta será a medida da função 
objetivo”, utilizada para avaliar o desempenho de cada cromossoma. Depois disto, o desempenho de 
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Figura 4.11 - Interseções Dependentes do Tempo de Execução 
4.3.3. Definição do Problema Realista 
Para os casos de tratamento de problemas realistas, são necessárias uma série de 
modificações na forma de definir o problema. Serão necessários, não dois, mas quatro arquivos para 
a definição de cada caso. O primeiro arquivo, que define as relações de precedência entre as partes 
pertencentes a cada tarefa, é similar ao arquivo que define relações de precedência entre operações 
no caso clássico. Contudo, algumas modificações são necessárias. 
Supõe-se que não existem relações de precedência entre as tarefas. Já a definição de 
relações de precedência entre as partes que compõe uma tarefa serão feitas da mesma forma que no 
caso clássico, mas as matrizes para cada tarefa deverão estar na diagonal de uma segunda matriz, de 
acordo com a figura 4.12. Isto se faz necessário pois, neste caso, é possível que existam quantidades 
diferentes de partes em cada operação (a tarefa 0, na figura, tem quatro partes, mas a tarefa 2 é 
composta de apenas três partes)l2. Os valores negativos dentro da matriz de precedências serão 
“ Outra sugestão para futuras melhorias seria a incorporação de outras funções objetivo, incluindo, 
possivelmente, funções multi-objetivos. 
'2 MATLABQ requer que todas as páginas de uma matriz multi-dimensional sejam do mesmo tamanho. 
Portanto, neste caso, não se pode construir uma matriz multi-dimensional a partir das matrizes individuais.
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transformados em valores NaNl3 quando o arquivo é lido, para que sirvam como barreiras, 
definindo os limiares entre as matrizes de cada tarefa. 
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Figura 4.12 - Matrizes de Precedência para Problemas Realistas 
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O segundo arquivo para definição fomece informações a respeito dos recursos (tanto 
máquinas quanto recursos adicionais possivelmente iidcessários) disponíveis no sistema. Um 
exemplo é mostrado na figura 4.13. Vale a pena ressaltar que_podem existir múltiplas unidades de 
um determinado número de recursos. Para cada unidade de cada recurso são listadas as paradas 
obrigatórias para manutenção, definindo-se o início e a duração destas paradas. Presume-se que 
todas as unidades, de todos os recursos, tenham, no minimo, uma parada obrigatória para 
manutenção”. Neste arquivo também vale a regra de números negativos serem transformados em 
valores NaN, para garantirem matrizes retangulares. 
'3 Valores NaN (Not a Number) podem ser utilizados em cálculos em MATLAB®, sem que causem erros 
durante a execução dos programas. Geralmente, o próprio NaN é o resultado de qualquer operação que o 
envolva. ‹ “ Esta obrigatoriedade facilitará a criação das escalas quando da avaliação de cada indivíduo.
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. . Paradas para Manutenção _ V mmmWm_m' 
Tipo Unid. Mlniciõ 
1 
Duração Inieiow Buração 
335 56 1761 22 
506 54 1630 36 
1053 1 -1 -1 
mí/íá`‹i1]ízíã`š" 526 1 1499 16 "'"`"`7 """"" 
291 36 1717 6 
936 2 -1 -1 
223 30 1663 36 
673 30 -1 -1 
_______ 1269 14 -1 -1 
____m`_ou:r§§__ 7 460 2 1602 1 
`______R1e_ç_u__r§o§__ 12 59 48 1237 48 
___M_ç_ Í Í 13 527 1 1713 24 7 
510 26 1666 16 _¿ 0) 
O')O)U'|<..|'IU'!-§l\)-*O 
k_)..\(_¡.)_L[\).¿(,,)|Q..¡..L_¡_a...x 
Figura 4.13 - Definição de Recursos e Máquinas 
_ 
O terceiro (e maior) arquivo é aquele que define as características'individuais de cada uma 
das operações (figura 4.14). São definidas a tarefa, a parte, o subprocesso e a rota a que cada 
operação pertence. Também são listados os tempos de execução unitários de cada operação, o 
tempo de preparo (setup) da máquina necessária para execução (neste arquivo, apenas o tempo de 
preparo que independe da seqüência de operações na máquina é listado), o tipo de máquina 
requisitado, além dos tipos e quantidades de cada recurso adicional necessário para a execução da 
tarefa. Além disto, em alguns casos, lista-se o horário de disponibilidade (ready time) da operação 
(isto é, o horário antes do qual a operação não pode ser executada). Para deixar a matriz de entrada 














































































Quant o o o Q- _ .E- .2- .E ._ .E- O |- 1- 1- 1- 
25 1 4 7 12 3 5 O 4 7 1 -1 -1 -1 -1 -1 -1 -1 -1 
26 1 4 8 13 9 4 98 2 6 2 7 1 8 1 10 1 11 1 
27 1 4 8 14 6 1 0 3 10 1 13 1 -1 -1 -1 -1 -1 -1 
133 4 17 49 70 7 4 0 2 6 1 10 1 -1 -1 -1 -1 -1 -1 
134 4 17 50 71 5 3 0 3 11 1 -1 -1 -1 -1 -1 -1 -1 -1 
135 4 17 50 71 3 1 0 4 7 2 10 1 12 1 -1 -1 -1 -1 
Figura 4.14 4 Definição das Operações 
A definição dos tempos de preparo (setup) dependentes da seqüência de operações já 
escalonadas é feita no quarto arquivo de entrada de dados. Para cada operação são listadas as
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operações que, sendo escalonadas antes desta, mudam o tempo de preparo necessário e os tempos 
que se aplicariam a cada caso (figura 4.15). A matriz também deve ser retangular e, para isto, usam- 
se valores negativos. 
Com estes quatro arquivos, pode-se definir completamente um problema nos moldes das 
restrições que foram relaxadas na seção 2.5. Em [2] foram sugeridos seis problemas para serem 
utilizados no teste de sistemas de escalonamento de problemas reais. Dois destes serão tratados 
neste trabalho, juntamente com cinco problemas clássicos geralmente utilizados para teste e 
validação de métodos de escalonamento. As listagens completas destes sete problemas estão no 
apêndice B. 

































.2 .Q ._ ._ ._ ._ ._ ._ ._ ._ ._O 
6 80 - - 
14 24 48 50 91 98 109 112 - - 
15 6 17 68 76 110 -1 - -1 - - - - - 
17 6 15 33 41 68 76 80 124 - - - 
24 14 29 48 50 91 98 112 116 -1 - - - - 
100 14 24 29 48 50 91 109 116 120 - - - 
109 14 24 48 50 91 98 110 112 116 120 - - 
120 14 24 29 48 50 91 98 100 109 112 
124 17 41 68 80 110 -1 -1 - -1 -1 -1 - - - 
Figura 4.15 Definição dos Tempos de Preparo Dependentes da Seqüência 
4.3.4. Avaliação dos Casos Realistas 
Como não poderia deixar de ser, a função criada para a construção das escalas e avaliação 
do desempenho de cada cromossoma para os problemas reais é bastante similar àquela criada para o 
caso clássico, inclusive no nome. A função evalpop2, contudo, é um tanto mais complicada, o que, 
de forma alguma, vem como uma surpresa, haja visto as características dos problemas realistas. 
O primeiro passo na avaliação é a construção da escala dos recursos. Como dissemos, todas 
as unidades de recursos precisam ter, no mínimo, uma parada obrigatória de manutenção. Estas 
paradas são utilizadas como inicializadoras das escalas. Diferentemente do problema clássico, neste 
as escalas incluirão os números das operações escalonadas em cada periodo. Para as paradas de 
manutenção, usa-se, simplesmente, o horário de início negativado (para designar o número da 
operação). Desta forma, impede-se que uma parada de manutenção venha a causar confusões 
quanto a mudanças em tempos de preparo de máquinas, e assim por diante. Isto poderá ser visto 
com maior clareza na descrição da função schdlop (schedule operation). A escala das partes 
também é inicializada (neste caso, usar-se-á uma matriz com tantas linhas quanto forem as partes no
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problema e colunas em múltiplos de três, para listar número, início e térrnino das operações). Após 
isto ser feito, inicia-se a decodificação de cada cromossoma. 
Para cada cromossoma, constrói-se a seqüência preferencial das rotas. De acordo com a 
posição de cada operação no cromossoma, inclui-se a rota a que esta operação pertence em um 
vetor. Este processo é demonstrado na figura 4.16. Os número das rotas nao são repetidos e este 
vetor será utilizado para decidir que rota tomar quando se iniciar um novo subprocesso. 
Após isto, determinam-se as informações a respeito da operação listada (parte a que 
pertence, tarefa a que esta parte pertence). Com isto, pode-se localizar a parte apropriada para a 
operação na matriz de precedências. Lembrando, neste caso a matriz de precedências lista as 
relações entre as partes de uma tarefa e não entre as operações de uma tarefa. Desta forma, 
chkprcdc2 determina que parte da tarefa em questão deve ser trabalhada, seguindo, basicamente, a 
mesma lógica de chkprcdc. Contudo, neste caso, não se retoma um erro quando não se encontra 
nenhuma parte ainda não escalonada. Isto porque as várias rotas que podem ser percorridas podem 
mudar o número total de operações necessárias para execução completa de uma parte. Ou seja, em 
alguns casos poderemos ter mais operações listadas no cromossoma do que são necessárias para 
completar a execução, sem que isto seja um erro. Caso a parte já tenha sido completada, passa-se a 
verificar a próxima operação listada. Caso contrário, obtém-se as informações pertinentes à parte 



















Figura 4.16 Â Construção da Seqüência Preferencial de Rotas 
Ã 
Estas informações são repassadas a chkschdl (check schedule), que determinará qual a 
próxima operação a ser escalonada. Em chkschdl, caso seja necessário, também será determinada a 
rota que deverá ser seguida. Para tanto, a função startnewsubp (start new subprocess) utiliza a 
lista de rotas preferenciais criada a partir de cada cromossoma. Além disto, a rota à qual pertence a 
operação listada no cromossoma (independentemente de esta estar pronta ou não para ser 
escalonada) é usada. Caso esta rota seja .uma das rotas do subprocesso a ser iniciado, esta rota é
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escolhida e retoma-se a sua primeira operação. Caso contrário, verifica-se a lista preferencial de 
rotas e a primeira operação da primeira rota pertencente ao subprocesso é retomada para 
escalonamento. Além disso, retorna-se o tempo após o qual a operação pode ser escalonada. Se a 
operação que se achou como pronta para ser escalonada for a última operação de urna parte (isto é, 
a última operação do último subprocesso da parte), retoma-se também esta informação (a linha da 
matriz de precedências é retomada se a matriz tiver que ser modificada, caso contrário, retorna-se 
este número negativado) para que, após escalonada a operaçao, se possa modificar os valores na 
matriz de precedência apropriadamente, com o tempo de término da parte. 
V 
Feito isto, o escalonamento da operação apropriada na escala das máquinas é feito pela 
função schdlop (schedule operation). É nesta função que serão calculados os períodos ociosos das 
..›\ máquinas e da tarefa, assim como os tempos de preparo de máquina dependentes da sequencia de 
operações já escalonadas. Como as operações serão escalonadas de forma a garantir escalas ativas 
(isto é, o mais cedo possível), haverá casos onde uma operação será escalonada entre duas outras 
operações previamente escalonadas. Neste caso, é preciso que se leve em consideração tanto o 
tempo de preparo da máquina para a operação a ser escalonada, como a mudança no tempo de 
preparo da máquina para a operação seguinte. Como se pode ver na figura 4.17, os tempos de 
preparo de duas operações podem mudar sempre que se escalona uma operação em um período 
ocioso. 
'51 Escalonada 5ÉEÊEÊEÊEÊEÉEÉEÉEÊEÊEÉSÉEÊÉ 
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TemP° R°QU|ãI' de Tempo de Preparo Diferenças nos tempos de preparo de . 
PfePflf° DGP- da Seqüência rnáquina dependentes da seqüência 
impedem que operação seja 
U Tempo de Execução es°a|°"ada 
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Figura 4.17 - Mudanças em Tempos de Preparo de Máquina 
Como se vê na figura 4.17, é necessário que se verifique estas mudanças em tempos de 
preparo de máquinas, uma vez que eles podem mudar o tempo disponível e o tempo necessário para 
escalonamento. Na primeira parte da figura, observa-se que as operações 1 e 3 estão escalonadas 
em seqüência. Neste caso, a operação 3 tem um tempo de preparo de máquina dependente da 
operação previamente escalonada (1). Considerando-se apenas o tempo regular de preparo da 
operação 2, esta operação caberia neste período. Contudo sua inserção, mostrada na segunda parte 
da figura) mudaria tanto o seu próprio tempo de preparo (pois este, agora, dependeria da operação 
1), quanto o tempo de preparo da operação 3, que agora dependerá da operação 2. Levando-se esta
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mudanças em conta, a operação 2 não mais poderia ser escalonada nesta posição. E, o inverso 
também seria possível, onde as mudanças em tempos de preparo permitiriam que uma operação 
fosse escalonada em uma posição antes imprópria. 
Baseada nestas mudanças em tempos de preparo, os quais mudam o periodo ocioso real 
existente, a função findidle2 encontra todos os períodos ociosos (tanto nos recursos como nas 
tarefas) disponíveis”. Vale a pena mencionar que estes tempos de preparo não aparecem nas escalas 
que são criadas. Eles são, isto sim, calculados sempre que uma nova operação precise ser 
escalonada. Mesmo que fossem incluídos os tempos de preparo de máquina nas escalas, seria 
necessário revê-los, uma vez que eles podem mudar a cada operação escalonada. É óbvio que este 
tempo de preparo necessário é descontado (ou adicionado, caso o tempo de preparo da operação 
diminua) do período ocioso real disponível nas máquinas. 
. Tendo disponíveis os períodos ociosos existentes na máquina e nos recursos solicitados, 
assim como na tarefa à qual pertence a operação, pode-se achar o melhor lugar para se escalonar a 
operação. Antes disto, contudo, uma vez que múltiplas unidades de recursos adicionais podem ser 
requeridas pelas operações, é preciso que se ache a melhor combinação entre os períodos ociosos 
disponíveis em todas as unidades requeridas. Isto é feito na função combine, onde todas as 
possibilidades válidas (a combinação de tantas unidades quanto forem necessárias) são verificadas. 
Duas listas (matrizes) são o resultado desta função. Uma é a lista dos recursos encontrados e outra 
é a lista das unidades de recurso e dos períodos ociosos encontrados”. Depois disto, encontra-se o 
menor tempo disponível (aquele que inicia mais cedo), e escalona-se a operação no período ocioso. 
Sendo esta operação a última da parte, modifica-se a matriz de precedências apropriadamente. Os 
valores objetivos são calculados da mesma forma que foram calculados para os casos clássicos, 
mencionados na seção anterior. 
. 4.4. Cálculo da Função de Aptidão 
Tanto para os casos clássicos quanto para os casos realistas a serem tratados, também é 
necessário fazer uma comparação de cada indivíduo de uma população com o restante desta. Nem 
que isto signifique, simplesmente, normalizar-se os valores da função objetivo, para que o operador 
de seleção (que será visto mais adiante) possa entendê-los. Afinal, este valor da função de ajuste 
será utilizado como medida da qualidade de cada indivíduo, para que tenha mais ou menos chances 
'S É bom lembrar que os tempos de preparo somente se aplicam às máquinas. Eles não incorrem sobre (e 
portanto não mudam) o tempo de processamento nas tarefas e nos recursos adicionais requeridos pelas 
operações. 
1° A matriz dos períodos ociosos é organizada de forma a listar todas as unidades achadas e apenas um 
período ocioso por linha. Isto é feito para permitir que a procura seja feita dentro de um laço, que executa 
tantas vezes quantas são as unidades requeridas de um recurso.
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de ser selecionado para reprodução. Para casos onde a minimização da função objetivo é desejada 
(como é 0 caso aqui), sempre é necessário que se faça esta conversão [45]. 
A toolbox apresenta dois métodos de se comparar os indivíduos. A ftmção ranking 
simplesmente cria um ranking (que pode ser linear ou não) dos individuos de acordo com o valor 
objetivo de cada um, e de acordo com uma pressão para seleção (vista no capítulo 3) determinada 
pelo usuário. Já a função scaling converte os valores objetivos para uma medida de ajuste com um 
limite superior determinado pelo usuário, de acordo com o algoritmo proposto por GOLDBERG 
[25]. Contudo, este método não será utilizado nesta implementação. 
4.5. Seleção
V 
Quanto à seleção dos cromossomas a serem utilizados como progenitores para reprodução, a 
funcionalidade pronta da toolbox será utilizada. Duas maneiras de .se fazer seleção são 
implementadas na toolbox, a saber, seleção por roda de roleta, também chamada de seleção 
estocástica com substituição, e seleção estocástica universal. De acordo com CI-IIPPERFIELD et 
al. [45], a seleção estocástica universal tem complexidade O(N), ao passo que a seleção por roleta 
pode ser implementada com complexidade 0(NLogN), onde N é o tamanho da população. Apenas a 
opção de seleção estocástica universal será utilizada nos testes. 
4.6. Reprodução e Mutação 
Outra pergunta que deve ser respondida, conforme RUSSEL e NORVIG [20], é a forma 
como será feita a reprodução dos indivíduos selecionados para tal. Já vimos que uma série de 
operadores especializados foram utilizados para problemas de otimização combinatória. Neste 
trabalho foram implementadas as duas versões apresentadas no capítulo anterior, a saber, o 
crossover de um e dois pontos, apresentados por MURATA et al. [l4]. Estes operadores evitam a 
criação de cromossomas ilegais, uma vez que impedem a duplicação de valores em detrimento de 
outros.j Eles também apresentam a vantagem de explorar tanto o posicionamento absoluto dos genes 
dentro do cromossoma, quanto o posicionamento relativo entre estes, a exemplo do PMX criado por 
GOLDBERG [40], mas de uma forma mais simplificada. Uma porção do cromossoma é copiada 
diretamente ao elemento criado (explorando posicionamento absoluto no cromossoma), enquanto a 
porção restante recebe uma seqüência de acordo com o posicionamento relativo dos genes dentro do 
cromossoma. O operador de_ mutação também será implementado conforme MURATA et al. [l4], e 
já foi demonstrado no capítulo anterior. Ambos os operadores (crossover e mutação) foram 
implementados sobre os operadores já disponíveis do toolbox. Para o operador de mutação, apenas 
uma implementação foi feita, uma vez que o operador de mutação adjacente é um caso especial do 
operador de mutação arbítrário. Desta forma, ambos os operadores podem agir durante a mesma 
execuçao do algoritmo genético. Para o operador de crossover, apenas uma implementação foi feita,
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mas uma que permite que se especifique o número de pontos a serem utilizados. Assim, apenas o 
operador especificado será utilizado para cada oportunidade. Diagramas de fluxo e as listagens 
destes operadores podem ser encontrados no anexo B. 
Uma ressalva importante a se fazer é sobre as probabilidades destes operadores genéticos, 
mais especificamente sobre a do operador de mutação. Geralmente, na literatura, são encontrados (e 
recomendados) valores para a probabilidade de mutação de 5% ou abaixo disto. Ou seja, cada gene 
de um cromossoma teria uma chance em vinte de ser mutado. Mas, para o operador genético 
implementado isto não é válido, uma vez que o operador de mutação não opera sobre cada gene, e 
sim sobre o cromossoma inteiro. Portanto, taxas de mutação baixas (como são normalmente 
utilizadas) se mostrarão insuficientes. Para levar isto em conta, a probabilidade de mutação foi 
aumentada, conforme será visto no próximo capítulo. O leitor desavisado certamente se 
surpreenderia com as probabilidades utilizadas. 
4.7. Reinserção _ _ 
Após serem selecionados os melhores indivíduos, e estes serem submetidos à reprodução, é 
preciso que se insira os elementos criados na populaçao. Também é preciso saber que porcentagem 
da população antiga será substituída pelos novo elementos. Caso a população inteira deva ser 
substituída, a primeira pergunta perde seu sentido. Afmal, simplesmente destrói-se a população 
anterior e cria-se uma nova, apenas com os elementos gerados. Caso uma porcentagem menor que 
100% da população tenha que ser substituída, é necessário, antes disso, que se faça a avaliação dos 
elementos criados. Para tanto, utiliza-se a mesma função evalpop (ou, evalpop2). É importante 
lembrar que, caso não seja necessário substituir toda a população, economiza-se 'tempo de 
computação. Afinal, a cada geração, apenas são calculados os valores objetivo daqueles elementos 
criados. Desta forma, permite-se uma evolução mais rápida do algoritmo. 
_ 
A toolbox apresenta uma função para inserção de elementos criados na população. A 
função reins, através dos parâmetros de entrada, permite que se escolha o modo de substituição dos 
elementos. Tanto substituição aleatória uniforme (onde os indivíduos são substituídos 
aleatoriamente), como substituição baseada no valor da função de ajuste dos elementos (onde os 
elementos com pior valor de ajuste são substituídos pelos novos elementos criados) são possíveis. A 
função também permite que se faça substituição de um número menor de elementos do que ,foram 
criados, mas esta opção não será utilizada. ' ' 
4.8. Término do Algoritmo Genético 
Uma série de métodos podem ser utilizados para se definir quando a execução de um 
algoritmo genético deve ser interrompida. Em alguns casos, calcula-se uma função representativa da 
média dos valores da função objetivo para cada geração. Quando esta função não é
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significativamente melhorada em um dado número de gerações, pára-se o algoritmo. Contudo, este 
método pode não ser o mais indicado, uma vez que a população pode não ter sua média aumentada, 
mas isto não significa que 0 algoritmo tenha trancado em algum mínimo local. Como ter certeza 
que, com mais uma, ou duas, ou três gerações, não se acharia a saída para outras regiões do espaço 
de busca? Portanto, nesta implementação será utilizado um número limite de gerações. 
Independentemente da evolução do algoritmo, chegando-se neste limiar, interrompe se a execuçao. 
A mesma pergunta anterior pode ser feita, mas, neste caso, sempre pode-se reiniciar a busca 









5. Testes e Avaliaçao do Sistema 
A fim de avaliar o desempenho do sistema proposto e criado nesta dissertação, uma série de 
testes foram realizados, tanto com problemas clássicos normalmente abordados na literatura, quanto 
com problemas realistas de escalonamento propostos em [2]. Uma série de combinações de 
parâmetros genéticos foram utilizados, mas um estudo aprofundado sobre o efeito de cada um sobre 
a evolução nos casos de teste não foi feita. Tampouco foram feitas verificações mais completas com 
todas as combinações possíveis de parâmetros, uma vez que esta verificação levaria mais tempo que 
o disponível. Para cada combinação de tamanho de população, probabilidade de crossover e 
mutação, e generation gap, 32 variações dos outros parâmetros são possíveis. Se considerássemos 
apenas três variações para cada um dos quatro parâmetros citados, seriam mais 81 combinações. 
No total, teríamos 2592 combinações de parâmetros para cada problema. 
Inicialmente 0 sistema foi testado para problemas clássicos de escalonamento. Como existe 
uma infinidade destes problemas, somente quatro foram escolhidos. Estes quatro problemas são 
normalmente abordados na literatura, e por isto, podem ser utilizados para uma comparação entre 
várias abordagens. Os problemas estao descritos, em maiores detalhes, no apêndice A. Sao eles 
ABZ6 (10x10), CAR4 (14x4), LA22 (15x10) e MTIO (10x10). 
Como já foi dito, uma série de combinaçoes de parâmetros genéticos foram testados, a' fim 
de se descobrir que combinações poderiam dar os melhores resultados. A probabilidade de mutação 
utilizada nos vários casos variou entre 0,5, 0,7, 0,85 e 1,0. Já a probabilidade de recombinação 
(crossover) variou entre 0,7 e 1,0, em incrementos de 0,1. Também foram testados dois métodos de 
substituição de membros da população por novos elementos gerados, a saber, um método de 
substituição uniforme e umibaseado no valor da função ajuste dos elementos (fitness). Além destes 
parâmetros, também variou-se a porcentagem da população a ser substituída em cada geração. Três 
valores foram utilizados: 0,5 (50% da população substituída em cada geração), 0,75, e 1,0 (quando 
toda a população antiga é substituída pelos novos elementos gerados). Assim, 96 casos de teste 
foram utilizados com os problemas clássicos. Outros parâmetros poderiam ter sido variadosl para a 
obtenção de resultados mais específicos sobre o efeito de cada operador genético na evolução. 
Contudo, já existem estudos especificos sobre 0 efeito de alguns destes operadores na evolução de 
algoritmos genéticos [referência]. Apesar desta análise mais aprofundada estar fora do âmbito 
desta dissertação, isto não significa que um estudo desta ordem deixe de ser importante. 
' Como, por exemplo, o tamanho da população, o número de gerações, 0 número de pontos a serem 
utilizados na aplicação de crossover, o método de seleção de elementos para reprodução, o método de 
rankeamento dos elementos da população para substituição por novos elementos, entre outros.
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Além dos parâmetros combinados descritos acima, em todos os casos de teste que serão 
listados aqui foram utilizados os seguintes parâmetros (fixos): o tamanho da população foi fixado 
em 50, o número limite de gerações foi fixado em 100, sempre utilizou-se o método de crossover de 
dois pontos, assim como seleção estocástica universal para determinação dos indivíduos a serem 
utilizados na reprodução, rankeamento linear e a maior pressão de seleção possível para a toolbox 
(2). _ 
Cada um dos problemas clássicos foi resolvido cinco vezes com os parâmetros descritos. As 
17 melhores combinações foram selecionadas e estão descritas nos gráficos que seguem. É 
importante ressaltar que, muitas vezes, os resultados podem não ser significativos para um certo 
problema, mas a combinação ainda assim está listada por ter apresentado resultados promissores em 
outros dos problemas analisados. As 17 combinações que apresentaram os melhores resultados 












Combinação 1 P ×1 O *UIMU 0,5 uniforme 
Combinação 2 
.O 
\1 0,7 0,75 uniforme 
Combinação 3 
.O 
\1 0,85 0,75 uniforme 
Combinação 4 1 0,5 0.75 uniforme 
Combinação 5 1 0,85 0,75 uniforme 
Combinação 6 0,7 1 1 uniforme 
Combinação 7 0,9 0,5 _; unifonne 
Combinação 8 0,9 0,7 -L uniforme 
Combinação 9 0.9 0,85 -L uniforme 
Combinação 10 0,9 1 .-A uniforme 
Combinação 11 1 0,7 -L unifome 
Combinação 12 1 1 _; uniforme 
Combinação 13 0,7 1 0,5 fitness 
Combinação 14 0,7 1 0,75 fitness 
Combinação 15 0,7 0,85 1 fitness 
Combinação 16 0,7 1 _; fitness 
Combinação 17 0,8 0,85 -x fitness 
Tabela 5.1 - Melhores Combinações de Parâmetros 
Os gráficos descritivos idas melhores combinações de parâmetros utilizados listam os 
melhores valores obtidos nas cinco execuções, juntamente com a média dos melhores valores 
encontrados. Ao invés de serem descritos em valores absolutos, os resultados foram calculados em 
termos da diferença entre o melhor valor obtido e a melhor solução conhecida para cada problema, 
expressa em porcentagem. Acredita-se que, desta forma, é mais fácil a comparação com outras 
abordagens. Os valores absolutos das melhores soluções conhecidas para cada problema também 
estão disponíveis no anexo A.
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Figura 5.1 - Resultados ABZ6 
Como se pode ver, os melhores valores encontrados para ABZ6 foram nos casos 7 e 17, 
onde o melhor valor foi de 1,59% e 1,17% acima da melhor solução conhecida, respectivamente. 
Pode-se também notar que o valor médio acompanha, na maior parte dos casos, o melhor valor 
encontrado. Isto indica, de certa forma, a melhor aptidão de algumas combinações de parâmetros 
para este problema especificamente. Em outra palavras, isto poderia indicar uma “tendência ao 
sucesso” nas execuções com estes parâmetros. É bastante claro que, quanto menor for o melhor 
valor, mais a média dos valores será “puxada” para baixo, mas, observando-se os resultados de cada 
uma das execuções, nota-se que, nestas combinações, valores baixos são a regra, ao passo que, em 
outras, a quantidade de valores altos e baixos é parelha (ou, com mais valores “ruins” do que 
“bons”, como o caso 13). Seria interessante se, com um maior número de repetições, esta tendência 
fosse, ou não, confirmada. 
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Figura 5.2 - Resultados CAR4
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No gráfico da figura 5.2 tica bastante evidente a ocorrência de um caso em que, em todas as 
execuções, valores bastante semelhantes (e baixos) foram encontrados. Apesar de não serem os 
menores valores encontrados, a nona combinação de parâmetros sempre encontrou valores similares. 
Neste caso, fica clara a boa atuação do algoritmo genético. Apesar de tratar populações iniciais 
bastante diferentes, bons valores foram obtidos em todas as execuções. Neste gráfico nota-se, 
também, a combinação 17, onde a média dos melhores valores não acompanha o menor valor, 0 
oposto do ocorrido com ABZ6, com a mesma combinação. 
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Figura 5.3 - Resultados LA22 
No gráfico dos resultados de LA22, pode-se observar, além dos óbvios valores mais 
elevados encontrados, o oposto do que se percebeu anteriormente. No caso 6, em todas as 
execuções, os valores encontrados foram similares e mais elevados do que os valores encontrados na 
maioria dos outros casos. ~Pode-se ver que, mesmo em problemas envolvendo 150 operações, o 
sistema implementado encontra valores bem abaixo de 10%. 
O último problema clássico a ser analisado foi MT10. Os resultados obtidos neste problema 
podem ser vistos na figura 5.4. Ali sobressaem-se os casos 6 e 12, onde, em todas as execuções, 
bons valores foram encontrados. Já no caso 7, que para ABZ6 havia apresentado bons resultados, 
percebe-se que a melhor solução encontrada é um caso isolado, o que se confirma ao analisar-se os 
resultados obtidos em cada uma das execuções. 
A conclusão a que se chega, na análise destes resultados, é que as combinações de 
parâmetros têm efeitos variados em problemas diferentes. Não é possível dizer que uma dada 
combinação de parâmetros obterá bons resultados em todas as execuções, com todos os problemas. 
Com certeza, cinco execuções não bastam para que se possa fazer uma afirmação incisiva quanto ao
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desempenho de cada uma das combinaçõesz. Porém, pode-se já ter uma idéia de como seria o 
desempenho de cada uma destas combinações. Além disso, pode-se concluir que, independente dos 
parâmetros utilizados, o sistema desenvolvido apresenta um desempenho bastante bom para os 
problemas analisados, levando-se em conta o baixo número de indivíduos analisados. Como termo 
de comparação, PARK e PARK [39] e FANG et al. [12] utilizam populações de 500 indivíduos e 
300 gerações, totalizando 150.000 indivíduos analisados. Em nosso caso, com uma população de 50 
indivíduos e 100 gerações, nos casos em que usamos 100% de substituição das populações, apenas 
5000 indivíduos são testados, com resultados apenas um pouco mais elevados em nosso caso. 
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Figura 5.4 - Resultados MT10 
A fim de testar o sistema desenvolvido com os problemas realistas, foi utilizada uma 
combinação de parâmetros que demonstrou bons resultados para os casos clássicos analisados. É 
necessário ressaltar, conforme já foi dito, que parâmetros que dão bons resultados em um problema 
podem não ser os ideais para outro. Contudo, não seria possível testar todas as combinações com os 
problemas realistas, pois o tamanho dos problemas acarreta um maior tempo de execução. O teste 
de múltiplas combinações toma-se, pois, inviável. Portanto, decidiu-se que o caso 3 seria utilizado. 
Esta combinação de parâmetros foi escolhida por ter apresentado resultados bons em todos os casos, 
com exceção de CAR4, e, mesmo neste, não sendo dos piores casos. 
Os problemas realistas que foram utilizados para testes estão descritos no apêndice A. Eles 
são uma variação dos problemas criados por [2] e levam em conta um grande número de 
características realistas, conforme a descrição apresentada nos capítulos anteriores. Como nos 
problemas clássicos, os problemas realistas foram executados cinco vezes cada, com os parâmetros 
do caso três. Como a intenção desta dissertação não é a de fazer uma comparação específica com a 
implementação de CÂNDIDO [2], os resultados apresentados não se baseiam em uma diferença 
entre valores obtidos e melhores soluções conhecidas. Estão, isto sim, representados em valores 
2 Outras implementações utilizam 20, 30, ou até mais execuções [l2, 33, 39].
51 
absolutos, para que se possa melhor visualizar o funcionamento do sistema implementado. O 
gráfico que segue descreve a média das cinco execuções para o primeiro problema realista. 
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Figura 5.5 - Resultados Problema Realista 1 
Estão descritos, no gráfico da figura 5.5, a média dos melhores valores encontrados (em 
cada execução) por geração, assim como a média dos valores médios das populações. Nesta última, 
pode-se perceber, claramente, a curva que normalmente descreve a operação de um algoritmo 
genético, com rápida evolução nas gerações iniciais e pouca mudança nas últimas. O fato da 
evolução nas gerações iniciais não ser tão acentuada como se esperaria, deve-se ao alto grau de 
redundância da representação utilizada. Também é visível que, nas últimas gerações, o algoritmo 
tende a ter valores mais elevados que anteriormente. Contudo, como vê-se em tomo da geração 40, 
estas elevações são, sempre, seguidas por valores ainda menores, o que também é bastante descritivo 
da boa atuação de um algoritmo genético. Com apenas 3800 indivíduos analisados (38 elementos 
novos por geração, em 100 gerações), é evidente a boa atuação do sistema criado para este problema 
realista. 
A figura 5.6 mostra os resultados obtidos nas cinco execuções do segundo problema realista 
que foi estudado. Pode-se ver, a exemplo do gráfico anterior, a curva descritiva da atuação do 
algoritmo genético, apesar desta apresentar consideravelmante mais variação, o que pode ser 
explicado pelo fato de, neste problema, haver grande diferença entre possíveis rotas para a execução 
das tarefas. A evolução, observa-se, é mais rápida que no primeiro caso. Além disto, observa-se 
que, no final do gráfico, ocorre uma grande melhora nos melhores valores encontrados, sem que esta 
queda seja acompanhada pela média das populações. Ao se analisar os dados individuais de cada 
execução, vê-se que este salto ocorreu apenas em uma delas. Como apenas 100 gerações foram 
utilizadas, acredita-se que, com um número maior de elementos testados, seja possível a obtenção de 
resultados melhores também nas outras execuções.
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Figura 5.6 - Resultados Problema Realista 2 
Apesar do sistema desenvolvido ter demonstrado sua capacidade de tratar problemas de 
escalonamento clássicos e reais, foram constatados alguns problemas durante sua execução. Em se 
tratando dos problemas clássicos, a performance não deixa nada a desejar, uma vez que resultados 
bons são obtidos em pouco tempo de execução. O tempo necessário para a avaliação de cada 
população com os problemas clássicos era da ordem de minutos. Contudo, para os problemas 
realistas, esta era a ordem do tempo necessário para a avaliação de cada indivíduo. Limitando-se o 
número de recursos adicionais necessários para cada operação a um máximo de três3, foi possível 
reduzir-se 0 tempo necessário para avaliação. Isto porque, algumas vezes, a execução da função 
combine (que gera todas as combinações de períodos ociosos para a máquina e recursos adicionais) 
gerava matrizes de até 200.000 elementos. Apesar de MATLAB ser especializado no tratamento de 
matrizes, não é surpresa que, com matrizes deste tamanho, a execução seja demorada. A limitação 
do número de recursos permitidos diminuiu o tempo necessário, mas não satisfatoriamente. Maiores 
análises para a identificação de outros pontos que poderiam acarretar melhoras no tempo de 
execução não foram feitas. 
3 O número máximo em [2] é de cinco.
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6. Considerações Finais e Sugestões para Trabalhos Futuros 
Como foi visto, o sistema desenvolvido pode, com sucesso, tratar problemas de 
escalonamento realistas e clássicos, sejam eles do tipo flow-shop, open-shop, ou job-shop. Para os 
casos clássicos, as funções criadas tratam os três tipos de problemas sem que nenhuma modificação 
precise ser feita, inclusive permitindo que se trabalhe com os três tipos no mesmo problema. A 
mudança de um tipo de problema para o outro se faz, simplesmente, na forma de definição deste 
problema. Já para tratar problemas realistas, é necessário que se faça uso de uma série de funções 
específicas, mesmo porque, estas precisam levar em conta um sem-número de características 
adicionais. Para problemas clássicos, a performance mostrou-se satisfatória tanto em temos de 
resultados obtidos quanto em termos de tempo de execução. Já para os problemas realistas 
estudados, os resultados obtidos são, igualmente, satisfatórios, mas com um tempo de execução 
demasiadamente alto. 
As características dos problemas realistas abordados aproximam a teoria de escalonamento 
à prática e, desta forma, a presente dissertação representa um passo importante. Ao abordar, de 
forma simples, problemas realistas, este trabalho representa um avanço significativo na utilização de 
algoritmos genéticos puros neste tipo de problemas, ao mesmo tempo em que não ignora a teoria, por 
tratar, de forma similar, problemas clássicos de escalonamento. Tendo sido desenvolvido com uma 
linguagem de programação amplamente disponível e fácil de usar, demonstra não serem necessários 
sistemas altamente especializados para o tratamento deste tipo de problema, apesar da grande 
demanda computacional necessária. 
Ao longo do trabalho, foram feitas uma série de considerações sobre melhorias que podem 
ser feitas ao sistema, algumas das quais são resumidas aqui. Em primeiro lugar, seria interessante 
identificar que funções demandam maior tempo para execução e de que forma estas poderiam ser 
modificadas para que, nos casos realistas, resultados possam ser obtidos em menor tempo. 
A inclusão de uma função para definição dos critérios a serem utilizados para a avaliação 
das escalas geradas representaria uma grande melhoria. Desta forma, não somente a comparação 
com outras abordagens seria facilitada, como também daria maior fiexibilidade ao sistema, por 
permitir que a métrica de avaliação seja definida pelo usuário. A possibilidade de se fazer 
avaliações multi-objetivo também traria beneficios. 
A inclusão de características dinâmicas, e o tratamento adequado pelas funções, 
representaria uma melhora significativa para a abordagem de problemas realistas, apesar da grande 
dificuldade de se tratar não-determinismo. Uma vez que o sistema desenvolvido só trata casos 
determinísticos, para que ele pudesse ser, efetivamente, aplicado em casos reais, precisaria poder
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tratar também estas características não-determinísticas (por exemplo, máquinas quebradas). Além 
disto, um maior número de características realistas poderia ser incorporado, pois as características 
que foram levadas em conta nos problemas realistas representam apenas uma pequena parcela 
destas.
' 
A modificação da função de criação da população inicial também poderia trazer vantagens. 
A inclusão de alguns membros gerados de forma não aleatória, poder-se-ia, talvez, chegar a 
resultados ainda melhores nos casos clássicos e realistas. 
Por fim, seria interessante a realização de uma série adicional de testes, tanto com os 
problemas clássicos como os realistas, a fim de se saber o efeito de cada operador genético na 







Anexo A - Problemas Utilizados na Avaliação 
Problemas Clássicos Utilizadas 
Os problemas clássicos utilizados na avaliação do sistema criado para esta dissertação, além 
de um sem-número de outros problemas de pesquisa operacional, estão disponíveis na biblioteca de 
pesquisa operacional mantida por BEASLEY [65]. Todos os casos serão listados em forma 
matricial, com cada tarefa sendo definida em uma linha da matriz, listando número da máquina onde 
a operação deve ser executada, e o tempo de execução. Também é listado o valor da melhor solução 
conhecida para cada problema, tomando-se o tempo de término (makespan) da última operaçao 
como métrica. 
ABZ6 - Adams and Zawack 10x10 (Tabela 1, exemplo 6) 
62 24 25 84 47 38 82 93 24 66 
47 97 92 22 93 29 56 80 78 67 
45 46 22 26 38 69 40 33 75 96 
85 76 68 88 36 75 56 35 77 85 
60 20 25 63 81 52 30 98 54 86 
87 73 51 95 65 86 22 58 80 65 
81 53 57 71 81 43 26 54 58 69 
20 86 21 79 62 34 27 81 30 46 
68 66 98 86 66 56 82 95 47 78 











Tabela Anexo A- .1 - Definição de ABZ6 
Melhor solução conhecida: 973; 
CAR4 - Carlier 14x4 exemplo 4 
456 856 963 696 
789 930 21 320 
630 214 475 142 
214 257 320 753 
573 896 124 214 
218 532 752 528 
653 142 147 653 
214 547 532 214 
204 865 145 527 
785 321 763 536 
696 124 214 214 
532 12 257 528 
12 345 854 888 
457 678 123 999 





Melhor solução conhecida: 8003;
LA22 - Lawrence 15x10 (Tabela 7, exemplo 2); também chamado de setb2, ou B2 
(D 66 91 U1 -b 87 N N OJ -À O O CD
O 13 20 M ‹I>~ 7 -.Ã (O O (D U1 N O
O 77 20N N 34 O (D (JI O) O _\ Ji
O 27 74N O) 88 Jä N O U1 LO O _L 
-h 88 15 O) _-L 52 |\J N O O U1 O (O 
0) 71 41 O A 38 O N O .-Ã U1 |\) (D
O 95 36 (O O) 66 U1 O O -l> N N _l 
-h 65 8 -L O 85 O N O) U1 O (D N 
(D 37 37 O -b 28 O O |\) CD O N U1 
00 39 15N O) 83 (O N O -à U1 -L O 
-B 72 48A O 87 N (O O) N O U1 O 
-K 46 20O O 97 N (O N O -à O U1 
U1 23 25 O G) 78 ._l O N O (D |\J -ã 
-.J 37 53 O N 87 Jr- O U1 LO O CD N 
-b 90 17 O N 49 O _\ O) N (0 O1 O 
Melhor soluçao 
MTl0 - Fisher and Thompson 10x10; também chamado ft10 
Tabela Anexo A .3 - Deñnição de LA22 
conhecida: 927;
O 29 78 -L M 9 O -À UI CD N O (O
O N 43 90 -5 75 (O O _) O) U1 N O 
_Â 91 85O O 39 N O UI N O) CO Jë 
-A 81 95 |\) O 71 -À G) O N O (D U1
N 14 6 O _) 22 U1 O -À O N (D O
N 84 2 -Q U1 52 O O (D O 0) -À N 
_.) 46 37 O O 61 N 0) O1 (O O N -À
N 31 86 O _\ 46 UI -À O) O (D N O
O 76 69 -I O 76 UI N (O O) N -b O 
-L 85 13 O N 61 03 O (O U1 O -h N 
Tabela Anexo A .4 - Definição de MT10 
Melhor solução conhecida: 930;
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Problemas Realístas Utilizadas 
Os problemas realistas que foram utilizados para testes nesta dissertação, conforme já foi 
dito, são variações daqueles apresentados em [2]. Estão listadas, nesta ordem, as relações de 
precedência entre as partes que compõe cada tarefa, as máquinas e recursos adicionais que podem 
ser requisitados por cada tarefa, assim como as paradas para manutenção preventiva, a definição de 
cada operação (incluindo tempo de execução, subprocesso, rota, máquina e recursos adicionais 
necessários, e assim por diante), e, por fim, os tempos de preparo de máquinas dependentes da 
seqüência de operações iescalonadas, organizados por número de operação. 
PROBLEMA 1 
' Tarefa O - Tarefa 1 - 
Quantidade 6 Quantidade 11 
. parte 3 parte 7 
quant. 1 quant. 1 
parte O parte 1 parte 2 parte 4 parte 5 parte 6 
quant. 2 quant. 2 quant. 1 quant. 1 quant. 2 quant. 1 
Tarefa 2 - Tarefa 3 -
p Quantidade 12 Quantidade 9 




parte 8 ' parte 9 parte 11 parte 12 
quant. 1 quant. 1 quant. 1 quant. 2 




quant. 1 quant. 2 quant. 1 
I 
parte 14 parte 15 parte 16
l 
































528 1 1499 18 
291 36 1717 6 
936 2 
223 30 1663 36 
1181 78 
outros 6?? so 
Recursos 1269 14 
113 36 1539 66 
311 34 1545 48 
480 2 1602 1 




403 34 1597 14 
281 58 1359 32 
9 842 40 
10 714 30 
10 1156 48 
10 866 40 
10 771 ~ 36 
11 124 1 1185 50 
11 905 54 
11 127 2 1379 28 
11 1041 20 
12 244 16 1380 36 
12 378 24 1682 26 
12 59 48 1237 48 
12 149 1 1400 50 
13 527 1 1713 24 
13 510 26 1686 18 
13 964 14 
13 181 6 1557 46 
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-L N O O) O A 
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N (D N (J1 O A 
I\) GJ U1 N O A 7 -L 
N 6.0 W N O I\) 6 -8
N (D U1 A O 00 11 -I 
N CO O) U1 O |\.) 7 -L
M (D O) 00 O 00 11 -\ 
|\) (D U1 A O O 13 - 
N 6.0 Q) U1 O A
N 9 O) -L O I\) _; O .-\
N 10 O) N O U1 O) .-I
N 10 N N O I\) (O -\
N 10 U1 (J O 00 N -I 
I\J 10 N fx) O U1 
I\) 10 N (A) O 00 10 -L
N 10 N N. O O 12 -A
N 10 00 A O O) 7 -\
N 10 U1 -L O |\) 7 -\ 
U) 11 CD N O A 13 .-L 
00 11 O3 UI O O 
00 11 -\ N O Ç0 10 - 
0) 11 U1 NI O A 10 -L 
0) 11 O 00 O O 6 -L 
0) 11 O) -A O -A 13 -\ 
00 12 -I (9 O U1 6 .-\ 
OJ 12 O3 I\) O 0) 
CO 12 U1 -I O N 6 1 
0) 12 OJ -X O I\) 6 1 
(0 12 G) U1 'O 00 6 2 
OJ 12 CO N O U1 
00 12 A - O -.\ 6 1 
00 12 N N O A 10 1 
0) 13 N -I O (9 
<.›) 13 _\ O N O I\) 10 1
95 13 33 50 10 12 1 U! À O) O U1 ..x 
96 00 (O À O À |\) 13 34 51 8 
97 13 34 51 6 (J O7 À O (A) -À 
98 13 35 52 7 81 OJ U1 |\.) O __; _; 
99 U) À ..¿ O À _; 13 35 52 13 
100 13 36 53 OJ \l À O _; 
101 13 36 53 7 2 0) O) À O U1 
102 À O) 0) O U1 143754 6271 
103 À I\) O) O (D 14 38 55 
104 À U1 U1 O UI 14 38 55 
105 À C0 N O (9 14 38 56 11 1 
106 À 00 À O U! 14 38 56 
107 14 39 57 8 1 11 1À O) |\) O N 
108 À U3 0) O U1 14 40 58 7 1 11 1 
109 À C0 U1 O _l 14 40 58 
110 À U1 _\ O O 14 41 59 
111 À U1 _\ O À 14 41 59 
112 À (D |\J O __; 14 41 59 11 1 
113 À OJ U1 O O 14 41 60 
114 À Ó) _; O |\) 14 41 60 7 1 
115 -lã OJ ._\ O U1 14 41 60 
116 À À 00 O _; 15 42 61 11 1 
117 À À _\ O U1 15 42 61 11 1 
118 À O) I\) O À 15 42 62 
119 À O IU O (A) ..x 15 43 63 6 
120 À U1 _\ O _\ |\) 15 43 63 6 13 1 
121 À U1 ..\ O (D ..\ 15 43 64 11 
122 À _; _; O U1 ..x 
123 À (A) 0) O N I\) 16 45 66 12 
124 À GJ |\) O O 16 46 67 
125 À À _\ O 00 N 16 46 67 10 
126 À \| _; O _; ...x 16 46 67 11 
127 À (D _; O |\) _.x 
128 À À O) O UI _; 
129 À \I (D O N) 17 48 69 
130 À UI UI O U1 17 48 69 
131 À 00 N O |\J 
132 À U1 I\) O À 17 49 70 
133 À \I À O N 17 49 70 61101 
134 À UI OJ O (9 17 50 71 11 1 
135 À 0) -L O À 
Tabela Anexo A .6 - Definição das Operações - Problema 1 
13 1 
15 44 65 6 7113 
1747 68 8 10111 
174768 7 811 
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Tabela Anexo A .7 - Definição dos Tempos de Preparo Dependentes da Seqüência - Problema 1
x
PROBLEMA 2 
Tarefa O - Pam” Quantidade 13 quam 1 
parte 2 parte 3 
quant. 2 quant. 1 
parte 0 parte 1 
quant. 4 quam. 4 
Tarefa 2 - 
_ pane 13 Quantidade 10 quam 1 /T\ 
parte 10 parte 11 parte 12 
quant. 1 quant. 1 quant. 2 
Tarefa 4 - “*°“°_“_ 
rt 21 Quantidade 10 gia; 1 
parte 18 parte 19 parte 20 
quam. 2 quant. 2 quant. 2 
Tarefa 1 - 9 Quantidade 11 
1 
q¡:¡aa':_ 1 
parte 5 parte 8 
quant. 1 quant. 1 
parte 6 parte 7 
` Tarefa 3 - 




parte 14 parte 15 parte 16 





Tarefa 5 - 
Quantidade 13 
Tarefa 6 - _*'"""_ 
rt 28 Quantidade 9 1 gia; 1 
Tarefa 7 - 
rt 29 Quantidade 1 1 :ash 1 fi parte 25 parte 26 parte 27 
quant. 2 quant. 1 quant. 1 
parte 23 parte 24 
quant. 2 quant. 4 
Tarefa 8 - 
rt 33 Quantidade 9 23311 1 
1
~ 






quant. 1 quant. 2 
Tarefa 9 - 
rx 31 Quantidade 1o 2:3; 1 
parte 34 parte 35 parte 36 
quant. 2 quant. 1 quant. 2 





















._\ O 1235 30 4235 31 
N O 2499 17 
00 O 133 25 3071 127 
OJ -À 1823 32 
J> O 832 37 3779 29 
A -Â 2981 34 
U1 O 1032 14 4316 30 
O) O 2074 27 
O) 
-A 1310 42 4562 20 
0) 3 2590 40 
\l O 1680 41 
\I -L 2881 10 
\I NI 56 31 3147 29 
(D O 2278 19 
O ._\ 887 43 4080 13 
CD I\) 2970 38 
(D O 2331 43 
(O tl 1654 24
9 N 1174 32 3996 22 
10 O 2399 45 
10 -Â 1082 24 3806 39 
Outros 
Recu rsos 
11 O 179 30 3629 20 
11 -A 2079 27 
11 M 297 40 2827 25 
11 (D 2266 23 
12 O 928 27 3775 26 
12 -.À 2576 28 
12 N 932 39 3371 37 
12 00 1363 45 4828 38 
13 O 589 22 3971 1 
13 O 2764 23 
13 N 106 18 3124 18 
13 (J 27 42 3639 29 
14 O 27 32 3209 35 
14 _Ã 1779 31 
15 O 857 14 4591 13 
15 -À 2622 37 
16 O 2479 24 
16 -L 1987 36 
16 N 668 40 4278 24 
16 0) 1426 29 
17 O 2889 51 
17 -\ 186 19 3355 20 
17 |\) 2245 29 
17 OO 551 28 3729 35 
18 O 2772 28
18 1294 _.\ 4627 
19 886O 4199 
19 278 _; í 3599 
19 2587N 
19 759 (A) 3736 
20 642O 4020 
20 673 -L 3707 
20 1134N 4003 
20 686 00 3763 
21 2348O 
21 1166 _\ 4127 
21 867 I\J 4103 
21 1048 0) 3953 
22 1908O 
22 1815 .-Ã 
22 2309N 
22 2035 LO 
23 2234O 
23 0 .-L 3574 
23 2403N 
23 349 OJ 3230 
24 781O 3209 
24 2346 -À 
25 364O 3707 
25 204 -.L 2694 
25 22032 
25 2496 09 
26 2260O 
26 2939 -_\ 
27 441O 3609 
27 2228 -L 
27 2399 I\) 
27 168 C» 3297 
28 1953O 
28 2013 _) 
29 1705O 
29 1565 _) 
30 2184O 
30 941 1) 4330 
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Anexo B - Diagramas de Fluxo do Sistema 
Para todos os arquivos .m criados serão apresentados os diagramas de fluxo. Serão listados, 
inicialmente, aqueles arquivos que são utilizados tanto no tratamento dos casos clássicos quanto no 
tratamento dos problemas realistas estudados. Depois, aqueles aplicáveis apenas nos problemas 
clássicos, seguidos daqueles arquivos que somente são utilizados no tratamento dos casos realistas 
abordados. Os diagramas de fluxo estão listados na ordem em que são chamados durante a 
execução do algoritmo genético. Nos fluxogramas, todos os processos com sombra cinza são 
arquivos da toolbox, utilizados sem mudanças, e, portanto, não serão listados. Apenas aqueles que 
foram especialmente criados, ou modificados serão apresentados. _ 
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Figura Anexo B .3 - Diagrama de Fluxo - Função TIEBREAK.m
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Figura Anexo B .5 - Diagrama de Fluxo - Função DECOMP.m
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Figura Anexo B .7 - Diagrama de Fluxo - Função CHKPRCDC.m
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Figura Anexo B .9 - Diagrama de Fluxo - Função INSERTAT.m
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Figura Anexo B .l0 - Diagrama de Fluxo - Função INSERT.m
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Figura Anexo B .ll - Diagrama de Fluxo - Função XOVMP2.m
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Figura Anexo B .12 - Diagrama de Fluxo - Função MUTATION.m
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Figura Anexo B .l3 - Diagrama de Fluxo - Script EXECVRGA2.m
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Figura Anexo B .14 - Diagrama de Fluxo - Função INITCOMP2.m
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Figura Anexo B .IS - Diagrama de Fluxo - Função EVALPOP2.m
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Figura Anexo B .17 - Diagrama de Fluxo - Função CHKSCHDL.m
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Figura Anexo B .I9 - Diagrama de Fluxo - Função SCHDLOP.m
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Figura Anexo B .20 - Diagrama de Fluxo - Função FINDIDLE2.m
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