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Abstract
We study finite sample expressivity, i.e., memorization power of ReLU networks.
We show that 3-layer ReLU networks with Ω(
√
N) hidden nodes can perfectly
memorize most datasets with N points. We also prove that width Ω(
√
N) is nec-
essary and sufficient for memorizingN data points, proving tight bounds on mem-
orization capacity. For deeper networks, we show that an L-layer network with
W parameters in the hidden layers can memorize N data points if W = Ω(N).
Combined with a recent upper bound O(WL logW ) on VC dimension, our con-
struction is nearly tight for any fixed L. Subsequently, we analyze memorization
capacity of residual networks under a general position assumption; we prove re-
sults that substantially reduce the known requirement of N hidden nodes. Finally,
we study dynamics of stochastic gradient descent (SGD), and show that when ini-
tialized near a memorizing global minimum of the empirical risk, SGD quickly
finds a nearby point with small empirical risk.
1 Introduction
Recent results in deep learning indicate that over-parameterized neural networks can memorize arbi-
trary datasets [2, 49]. This phenomenon is closely related to the expressive power of neural networks,
which have been long studied as universal approximators [11, 17, 20]. These results suggest that suf-
ficiently large neural networks are expressive enough to fit any dataset perfectly.
With the widespread use of deep networks, recent works have focused on better understanding the
power of depth [12, 16, 29, 31, 34, 35, 40, 41, 45, 46]. However, most existing results consider
expressing functions (i.e., infinitely many points) rather than finite number of observations; thus,
they do not provide a precise understanding the memorization ability of finitely large networks.
When studying finite sample memorization, several questions arise: Is a neural network capable of
memorizing arbitrary datasets of a given size? How large must a neural network be to possess such
capacity? These questions are the focus of this paper, and we answer them by studying universal
finite sample expressivity and memorization capacity; these concepts are formally defined below.
Definition 1.1. We define (universal) finite sample expressivity of a neural network fθ(·)
(parametrized by θ) as the network’s ability to satisfy the following condition:
For all inputs {xi}Ni=1 ∈ Rdx×N and for all {yi}Ni=1 ∈ [−1,+1]dy×N , there
exists a parameter θ such that fθ(xi) = yi for 1 ≤ i ≤ N .
We define memorization capacity of a network to be the maximum value of N for which the
network has finite sample expressivity when dy = 1.
Preprint. Under review.
Memorization capacity is related to, but is different from VC dimension of neural networks [3, 4].
Recall the definition of VC dimension of a neural network fθ(·):
The maximum value N such that there exists a dataset {xi}Ni=1 ∈ Rdx×N such
that for all {yi}Ni=1 ∈ {±1}N there exists θ such that fθ(xi) = yi for 1 ≤ i ≤ N .
Notice that the key difference betweenmemorization capacity and VC dimension is in the quantifiers
in front of the xi’s. Memorization capacity is always less than or equal to VC dimension, which
means that an upper bound on VC dimension is also an upper bound on memorization capacity.
The study of finite sample expressivity and memorization capacity of neural networks has a long
history, dating back to the days of perceptrons [5, 10, 21–23, 25, 33, 39, 44]; however, the older
studies focus on shallow networks with traditional activations such as sigmoids, delivering limited
insights for deep ReLU networks. Since the advent of deep learning, some recent results on mod-
ern architectures appeared, e.g., fully-connected neural networks (FNNs) [49], residual networks
(ResNets) [19], and convolutional neural networks (CNNs) [32]. However, they impose assump-
tions on architectures that are neither practical nor realistic. For example, they require a hidden
layer as wide as the number of data pointsN [32, 49], or as many hidden nodes as N [19], causing
their theoretical results to be applicable only to very large neural networks; this can be unrealistic
especially whenN is large.
1.1 Summary of our contributions
Before stating our contributions, a brief comment on “network size” is in order. The size of a neural
network can be somewhat vague; it could mean width/depth, the number of edges, or the number of
hidden nodes. We use “size” to refer to the number of hidden nodes in a network. This also applies
to notions related to size; e.g., by a “small network” we mean a network with a small number of
hidden nodes. For other measures of size such as width, we will use the words explicitly.
1. Finite sample expressivity of neural networks. Our first set of results is on the finite sample
expressivity of FNNs (Section 3), under the assumption of distinct data point xi’s. For simplicity,
we only summarize our results for ReLU networks, but they include hard-tanh networks as well.
• Theorem 3.1 shows that any 3-layer (i.e., 2-hidden-layer) ReLU FNN with hidden layer widths
d1 and d2 can fit any arbitrary dataset if d1d2 ≥ 4Ndy , where N is the number of data points
and dy is the output dimension. For scalar outputs, this means d1 = d2 = 2
√
N suffices to fit
arbitrary data. This width requirement is significantly smaller than existing results on ReLU.
• The improvement is more dramatic for classification. If we have dy classes, Proposition 3.2
shows that a 4-layer ReLU FNN with hidden layer widths d1, d2, and d3 can fit any dataset if
d1d2 ≥ 4N and d3 ≥ 4dy. This means that 106 data points in 103 classes (e.g., ImageNet) can
be memorized by a 4-layer FNN with hidden layer widths 2k-2k-4k.
• For dy = 1, note that Theorem 3.1 shows a lower bound of Ω(d1d2) on memorization capacity.
We prove a matching upper bound in Theorem 3.3: we show that for shallow neural networks
(2 or 3 layers), lower bounds on memorization capacity are tight.
• Proposition 3.4 extends Theorem 3.1 to deeper and/or narrower networks, and shows that if the
sum of number of edges between pairs of adjacent layers satisfies dl1dl1+1+ · · ·+dlmdlm+1 =
Ω(Ndy), then universal finite sample expressivity holds. This gives a lower bound Ω(W ) on
memorization capacity, whereW is the number of edges in the network. From an upper bound
O(WL logW ) (L is depth) on VC dimension [4], our lower bound is almost tight if L is con-
stant.
Next, in Section 4, we focus on classification using ResNets; here dx denotes the input dimension
and dy the number of classes. We assume here that data lies in general position.
• Theorem 4.1 proves that deep ResNets with 4N
dx
+ 6dy ReLU hidden nodes can memorize
arbitrary datasets. Using the same proof technique, we also show in Corollary 4.2 that a 2-layer
ReLU FNN can memorize arbitrary classification datasets if d1 ≥ 4Ndx + 4dy . With the general
position assumption, we can reduce the existing requirements of N to a more realistic number.
2. Trajectory of SGD near memorizing global minima. Finally, in Section 5 we study the
behavior of stochastic gradient descent (SGD) on the empirical risk of universally expressive FNNs.
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• Theorem 5.1 shows that for any differentiable global minimum that memorizes, SGD initial-
ized close enough (say ǫ away) to the minimum, quickly finds a point that has empirical risk
O(ǫ4) and is at most 2ǫ far from the minimum. We emphasize that this theorem holds not
only for memorizers explicitly constructed in Sections 3 and 4, but for all global minima that
memorize. We note that we analyze without replacement SGD that is closer to practice than the
simpler with-replacement version [18, 37]; thus, our analysis may be of independent interest in
optimization.
1.2 Related work
Universal finite sample expressivity of neural networks. Literature on finite sample expressivity
and memorization capacity of neural networks dates back to the 1960s. Earlier results [5, 10, 33]
study memorization capacity of linear threshold networks. Later, results on 2-layer FNNs with sig-
moids [23] and other bounded activations [22] show thatN hidden nodes are sufficient to memorize
N data points. It was later shown that the requirement of N hidden nodes can be improved by
exploiting depth [21, 44]. Since these two works are highly relevant to our own results, we defer a
detailed discussion/comparison until we present the precise theorems (see Sections 3.2 and 3.3).
With the advent of deep learning there have been new results on modern activation functions and
architectures. Zhang et al. [49] prove that one-hidden-layer ReLU FNNs with N hidden nodes can
memorizeN real-valued data points. Hardt andMa [19] show that deep ResNets withN+dy hidden
nodes can memorize arbitrary dy-class classification datasets. Nguyen and Hein [32] show that deep
CNNs with one of the hidden layers as wide as N can memorizeN real-valued data points.
Convergence to global minima. There exist numerous papers that study convergence of gradient
descent or SGD to global optima of neural networks. Many previous results [8, 13, 28, 38, 42, 50,
51] study settings where data points are sampled from a distribution (e.g., Gaussian), and labels
are generated from a “teacher network” that has the same architecture as the one being trained
(i.e., realizability). Here, the goal of training is to recover the unknown (but fixed) true parameters.
Others [9, 43] study SGD on hinge loss and linearly separable data.
Other recent results [1, 14, 15, 27, 54] focus on over-parameterized neural networks. In these papers,
the widths of hidden layers are assumed to be huge, of polynomial order in N , such as Ω(N4),
Ω(N6) or even greater. Although these works provide insights on howGD/SGD finds global minima
easily, their width requirement is still far from being realistic.
A recent work [53] provides a mixture of observation and theory about convergence to global min-
ima. The authors assume that networks can memorize the data, and that SGD follows a star-convex
path to global minima, which they validate through experiments. Under these assumptions, they
prove convergence of SGD to global minimizers. We believe our result is complementary: we
provide sufficient conditions for networks to memorize the data, and our result does not assume
anything about SGD’s path but proves that SGD can find a point close to the global minimum.
Remarks on generalization. The ability of neural networks to memorize and generalize at the
same time has been one of the biggest mysteries of deep learning [49]. Recent results indicate, at
least in some cases, memorization may not necessarily mean lack of generalization [6, 7, 30]. We
note that our paper focuses mainly on the ability of neural networks to memorize the training dataset,
and that our results are separate from the discussion of generalization.
2 Problem setting and notation
In this section, we introduce the notation used throughout the paper. For integers a and b, a < b,
we denote [a] := {1, . . . , a} and [a : b] := {a, a + 1, . . . , b}. We denote {(xi, yi)}Ni=1 the set of
training data points, and optimize the network parameters θ with the goal of having the network
output fθ(xi) to be close to yi: yi ≈ fθ(xi). Let dx and dy denote input and output dimensions,
respectively. Given input x ∈ Rdx , an L-layer fully-connected neural network computes output
fθ(x) as follows:
a0(x) = x,
zl(x) =W lal−1(x) + bl, al(x) = σ(zl(x)), for l ∈ [L− 1],
fθ(x) =W
LaL−1(x) + bL.
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Let dl (for l ∈ [L − 1]) denote the width of l-th hidden layer. For convenience, we write d0 := dx
and dL := dy . Here, z
l ∈ Rdl and al ∈ Rdl denote the input and output (a for activation) of the l-th
hidden layer, respectively. The output of a hidden layer is the entry-wise map of the input by the
activation function σ. The bold-cased symbols denote parameters: W l ∈ Rdl×dl−1 is the weight
matrix, and bl ∈ Rdl is the bias vector. We define θ := (W l, bl)Ll=1 to be the collection of all
parameters. We write the network output as fθ(·) to emphasize that it depends on parameters θ.
Our results in this paper consider piecewise linear activation functions. Among them, Sections 3
and 4 consider ReLU-like (σR) and hard-tanh (σH) activations, defined as follows:
σR(t) :=
{
s+t t ≥ 0,
s−t t < 0,
σH(t) :=


−1 t ≤ −1,
t t ∈ (−1, 1],
1 t > 1,
=
σR(t+ 1)− σR(t− 1)− s+ − s−
s+ − s− ,
where s+ > s− ≥ 0. Note that σR includes ReLU and Leaky ReLU. Hard-tanh activation (σH) is
a piecewise linear approximation of tanh. Since σH can be represented with two σR, any results on
hard-tanh networks can be extended to ReLU-like networks with twice the width.
3 Finite sample expressivity of FNNs
In this section, we study universal finite sample expressivity of FNNs. For the training dataset, we
make the following mild assumption that ensures consistent labels:
Assumption 3.1. In the dataset {(xi, yi)}Ni=1 assume that all xi’s are distinct and all yi ∈ [−1, 1]dy .
3.1 Main results
We first state the main theorems on shallow FNNs showing tight lower and upper bounds on memo-
rization capacity. Detailed discussion will follow in the next subsection.
Theorem 3.1. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 3.1. If
• a 3-layer hard-tanh FNN fθ satisfies 4⌊d1/2⌋⌊d2/(2dy)⌋ ≥ N ; or
• a 3-layer ReLU-like FNN fθ satisfies 4⌊d1/4⌋⌊d2/(4dy)⌋ ≥ N ,
then there exists a parameter θ such that yi = fθ(xi) for all i ∈ [N ].
Theorem 3.1 shows that if d1d2 = Ω(Ndy) then we can memorize arbitrary datasets; this means
that Ω(
√
Ndy) hidden nodes are sufficient for memorization, in contrary to Ω(N) requirements
of recent results. By adding one more hidden layer, the next theorem shows that we can perfectly
memorize any classification dataset using Ω(
√
N + dy) hidden nodes.
Proposition 3.2. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 3.1. Assume that
yi ∈ {0, 1}dy is the one-hot encoding of dy classes. Suppose one of the following holds:
• a 4-layer hard-tanh FNN fθ satisfies 4⌊d1/2⌋⌊d2/2⌋ ≥ N , and d3 ≥ 2dy; or
• a 4-layer ReLU-like FNN fθ satisfies 4⌊d1/4⌋⌊d2/4⌋ ≥ N , and d3 ≥ 4dy .
Then, there exists a parameter θ such that yi = fθ(xi) for all i ∈ [N ].
Notice that for scalar regression (dy = 1), Theorem 3.1 proves a lower bound on memorization
capacity of 3-layer neural networks: Ω(d1d2). The next theorem shows that this bound is in fact
tight.
Theorem 3.3. Consider FNNs with dy = 1 and piecewise linear activation σ with p pieces. If
• a 2-layer FNN fθ satisfies (p− 1)d1 + 2 < N ; or
• a 3-layer FNN fθ satisfies p(p− 1)d1d2 + (p− 1)d2 + 2 < N ,
then there exists a dataset {(xi, yi)}Ni=1 satisfying Assumption 3.1 such that for all θ, there exists
i ∈ [N ] such that yi 6= fθ(xi).
Theorems 3.1 and 3.3 together show tight lower and upper boundsΘ(d1d2) on memorization capac-
ity of 3-layer FNNs, which differ only in constant factors. Theorem 3.3 and the existing result on
2-layer FNNs [49, Theorem 1] also show that the memorization capacity of 2-layer FNNs is Θ(d1).
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Proof ideas. The proof of Theorem 3.1 is based on an intricate construction of parameters.
Roughly speaking, we construct parameters that make each data point have its unique activation
pattern in the hidden layers. More details are in Appendix B. The proof of Proposition 3.2 is largely
based on Theorem 3.1. By assigning each class j a real number ρj (which is similar to the trick
in Hardt and Ma [19]), we modify the dataset into a 1-D regression dataset; we then fit this dataset
using the techniques in Theorem 3.1, and use the extra layer to recover the one-hot representation
of the original yi. Please see Appendix C for the full proof. The main proof idea of Theorem 3.3 is
based on counting the number of “pieces” in the network output fθ(x) (as a function of x), inspired
by Telgarsky [40]. For the proof, please see Appendix D.
3.2 Discussion
Depth-width tradeoffs for finite samples. Theorem 3.1 shows that if the two ReLU hidden layers
satisfy d1 = d2 = 2
√
Ndy , then the network can fit a given dataset perfectly. Proposition 3.2 is an
improvement for classification, which shows that a 4-layer ReLU FNN can memorize any dy-class
classification data if d1 = d2 = 2
√
N and d3 = 4dy .
As in other expressivity results, our results show that there are depth-width tradeoffs in the finite
sample setting. For ReLU FNNs it is known that one hidden layer with N nodes can memorize
any scalar regression (dy = 1) dataset with N points [49]. By adding a hidden layer, the hidden
node requirement is reduced to 4
√
N , and Theorem 3.3 also shows that Ω(
√
N) hidden nodes are
necessary and sufficient. Ability to memorizeN data points withN nodes is perhaps not surprising,
because weights of each hidden node can be tuned to memorize a single data point. In contrast, the
fact that width-2
√
N networks can memorize is far from obvious; each hidden node must handle
O(
√
N) data points at the same time, thus a more elaborate construction is required.
For dy-class classification, by adding one more hidden layer, the requirement is improved from
4
√
Ndy to 4
√
N +4dy nodes. This again highlights the power of depth in expressive power. Propo-
sition 3.2 tells us that we can fit ImageNet1 (N ≈ 106, dy = 103) with three ReLU hidden layers,
using only 2k-2k-4k nodes. This “sufficient” size for memorization is surprisingly smaller (disre-
garding optimization aspects) than practical networks.
Implications for empirical risk minimization. It is widely observed in experiments that deep
neural networks can achieve zero empirical risk, but a concrete understanding of this phenomenon
is still elusive. It is known that all local minima are global minima for empirical risk of linear
neural networks [24, 26, 47, 48, 52], but this property fails to extend to nonlinear neural networks
[36, 48]. This suggests that studying the gap between local minima and global minima could provide
explanations for the success of deep neural networks. In order to study the gap, however, we have to
know the risk value attained by global minima, which is already non-trivial even for shallow neural
networks. In this regard, our theorems provide theoretical guarantees that even a shallow and narrow
network can have zero empirical risk at global minima, regardless of data and loss functions—e.g.,
in a regression setting, for a 3-layer ReLU FNN with d1 = d2 = 2
√
Ndy there exists a global
minimum that has zero empirical risk.
The number of edges. We note that our results do not contradict the common “insight” that at
least N edges are required to memorizeN data points. Our “small” network means a small number
of hidden nodes, and it still has more than N edges. The existing result [49] requires (dx + 2)N
edges, while our construction for ReLU requires 4N + (2dx + 6)
√
N + 1 edges, which is much
fewer.
Relevant work on sigmoid. Huang [21] proves that a 2-hidden-layer sigmoid FNNs with d1 =
N/K + 2K and d2 = K , where K is a positive integer, can approximate N arbitrary distinct data
points. The author first partitionsN data points intoK groups of sizeN/K each. Then, from the fact
that the sigmoid function is strictly increasing and non-polynomial, it is shown that if the weights
between input and first hidden layer is sampled randomly, then the output matrix of first hidden layer
for each group is full rank with probability one. This is not the case for ReLU or hard-tanh, because
they have “flat” regions in which rank could be lost. In addition, Huang [21] requires extra 2K
hidden nodes in d1 that serve as “filters” which let only certain groups of data points pass through.
Our construction is not an extension of this result because we take a different strategy (Appendix B);
we carefully choose parameters (instead of sampling) that achieve memorization with d1 = N/K
1after omitting the inconsistently labeled items
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and d2 = K (in hard-tanh case) without the need of extra 2K nodes, which enjoys a smaller width
requirement and allows for more flexibility in the architecture. Moreover, we provide a converse
result (Theorem 3.3) showing that our construction is rate-optimal in the number of hidden nodes.
3.3 Extension to deeper and/or narrower networks
What if the network is deeper than three layers and/or narrower than
√
N? Our next theorem shows
that universal finite sample expressivity is still achievable by exploiting depth.
Proposition 3.4. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 3.1. For an L-layer
FNN with hard-tanh activation (σH), assume that there exist indices l1, . . . , lm ∈ [L− 2] that satisfy
• lj + 1 < lj+1 for j ∈ [m− 1],
• 4∑mj=1 ⌊dlj−rj2 ⌋ ⌊dlj+1−rj2dy ⌋ ≥ N , where rj = dy1 {j > 1}+ 1 {j < m}, for j ∈ [m],
• dk ≥ dy + 1 for all k ∈
⋃
j∈[m−1][lj + 2 : lj+1 − 1].
• dk ≥ dy for all k ∈ [lm + 2 : L− 1],
where 1 {·} is 0-1 indicator function. Then, there exists θ such that yi = fθ(xi) for all i ∈ [N ].
As a special case, note that for L = 3 (hence m = 1), the conditions boil down to that of Theo-
rem 3.1. An immediate corollary of this fact is that the same result holds for ReLU(-like) networks
with twice the width. Moreover, using the same proof technique as Proposition 3.2, this theorem
can also be improved for classification datasets, by inserting one additional hidden layer between
layer lm + 1 and the output layer. Due to space limits, we defer the statement of these corollaries to
Appendix A.
The proof of Proposition 3.4 is in Appendix E. We use Theorem 3.1 as a building block and construct
a network (see Figure 2 in appendix) that fits a subset of dataset at each pair of hidden layers lj–
(lj + 1).
If any two adjacent hidden layers satisfy dl1dl1+1 = Ω(Ndy), this network can fit N data points
(m = 1). Even with networks narrower than
√
Ndy (thus m > 1), we can still achieve universal
finite sample expressivity as long as there are Ω(Ndy) edges between disjoint pairs of adjacent
layers. However, we have the “cost” rj in the width of hidden layers, because we need to propagate
input and output information using rj nodes. For more details, please refer to the proof.
Proposition 3.4 gives a lower bound Ω(
∑L−2
l=1 dldl+1) on memorization capacity for L-layer net-
works. For fixed input/output dimensions, this is indeed Ω(W ), where W is the number of edges
in the network. On the other hand, Bartlett et al. [4] showed an upper bound O(WL logW ) on
VC dimension, which is also an upper bound on memorization capacity. Thus, for any fixed L, our
lower bound is nearly tight. We conjecture that, as we have proved in 2- and 3-layer cases, the
memorization capacity is Θ(W ), independent of L; we leave closing this gap for future work.
For sigmoid FNNs, Yamasaki [44] claimed that a scalar regression dataset can be memorized if
dx⌈d12 ⌉+ ⌊d12 ⌋⌈d22 − 1⌉+ · · ·+ ⌊dL−22 ⌋⌈dL−12 − 1⌉ ≥ N . However, this claim was made under the
stronger assumption of data lying in general position (see Assumption 4.1). Unfortunately, Yamasaki
[44] does not provide a full proof of their claim, making it impossible to validate veracity of their
construction (and we could not find their extended manuscript elsewhere).
4 Classification under the general position assumption
This section presents some results specialized in multi-class classification task under a slightly
stronger assumption, namely the general position assumption. Since we are only considering classi-
fication in this section, we also assume that yi ∈ {0, 1}dy is the one-hot encoding of dy classes.
Assumption 4.1. For a finite dataset {(xi, yi)}Ni=1, assume that no dx + 1 data points lie on the
same affine hyperplane. In other words, the data point xi’s are in general position.
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We consider residual networks (ResNets), defined by the following architecture:
h0(x) = x,
hl(x) = hl−1(x) + V lσ(U lhl−1(x) + bl) + cl, l ∈ [L− 1],
gθ(x) = V
Lσ(ULhL−1(x) + bL) + cL,
which is similar to the previous work by Hardt and Ma [19], except for extra bias parameters cl. In
this model, we denote the number hidden nodes in the l-th residual layer as dl; e.g.,U
l ∈ Rdl×dx .
We now present a theorem showing that any dataset can be memorized with small ResNets.
Theorem 4.1. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 4.1. Assume also that
dx ≥ dy . Suppose one of the following holds: (i) a hard-tanh ResNet gθ satisfies
∑L−1
l=1 dl ≥
2N
dx
+2dy and dL ≥ dy; or (ii) a ReLU-like ResNet gθ satisfies
∑L−1
l=1 dl ≥ 4Ndx +4dy and dL ≥ 2dy .
Then, there exists θ such that yi = gθ(xi) for all i ∈ [N ].
The previous work by Hardt and Ma [19] proves universal finite sample expressivity using N + dy
hidden nodes (i.e.,
∑L−1
l=1 dl ≥ N and dL ≥ dy) for ReLU activation, under the assumption that
xi’s are distinct unit vectors. Note that neither this assumption nor Assumption 4.1 implies the other;
however, our assumption is quite mild in the sense that the lengths of xi’s are not restricted.
The main idea for the proof is that under the general position assumption, for any choice of dx points
there exists an affine hyperplane that contains only these dx points. Each hidden node can choose dx
data points and “push” them to the right direction, making perfect classification possible. We defer
the details to Appendix F.1. Using the same technique, we can also prove an improved result for
2-layer (1-hidden-layer) FNNs. The proof of the following corollary can be found in Appendix F.2.
Corollary 4.2. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 4.1. Suppose one of the
following holds: (i) a 2-layer hard-tanh FNN fθ satisfies d1 ≥ 2Ndx +2dy; or (ii) a 2-layer ReLU-like
FNN fθ satisfies d1 ≥ 4Ndx + 4dy . Then, there exists θ such that yi = fθ(xi) for all i ∈ [N ].
Our results show that under the general position assumption, perfect memorization is possible with
onlyΩ(N/dx+dy) hidden nodes rather thanN , in both ResNets and 2-layer FNNs. Considering that
dx is typically in the order of hundreds or thousands, our results reduce the hidden node requirements
down to more realistic network sizes. For example, consider CIFAR-10 dataset: N = 50, 000,
dx = 3, 072, and dy = 10. Previous results require at least 50k ReLUs to memorize this dataset,
while our results require 126 ReLUs for ResNets and 106 ReLUs for 2-layer FNNs.
5 Trajectory of SGD near memorizing global minima
In this section, we study the behavior of without-replacement SGD near memorizing global minima.
We restrict dy = 1 for simplicity. We use the same notation as defined in Section 2, and introduce
here some additional definitions. We assume that each activation function σ is piecewise linear with
at least two pieces (e.g., ReLU or hard-tanh). Throughout this section, we slightly abuse the notation
θ to denote the concatenation of vectorizations of all the parameters (W l, bl)Ll=1.
We are interested in minimizing the empirical riskR(θ), defined as the following:
R(θ) := 1
N
∑N
i=1
ℓ(fθ(xi); yi),
where ℓ(z; y) : R 7→ R is the loss function parametrized by y. We assume the following:
Assumption 5.1. The loss function ℓ(z; y) is a strictly convex and three times differentiable function
of z. Also, for any y, there exists z ∈ R such that z is a global minimum of ℓ(z; y).
Assumption 5.1 on ℓ is satisfied by standard losses such as square error loss. Note that logistic loss
does not satisfy Assumption 5.1 because the global minimum is not attained by any finite z.
Given the assumption on ℓ, we now formally define thememorizing global minimum.
Definition 5.1. A point θ∗ is a memorizing global minimum of R(·) if ℓ′(fθ∗(xi); yi) = 0, ∀i ∈
[N ].
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By convexity, ℓ′(fθ∗(xi); yi) = 0 for all i implies that R(θ) is (globally) minimized at θ
∗. Also,
existence of a memorizing global minimum ofR implies that all global minima are memorizing.
Although ℓ is a differentiable function of z, the empirical riskR(θ) is not necessarily differentiable
in θ because we are using piecewise linear activations. In this paper, we only consider differentiable
points of R(·); since nondifferentiable points lie in a set of measure zero and SGD never reaches
such points in reality, this is a reasonable assumption.
We consider minimizing the empirical risk R(θ) using without-replacement mini-batch SGD. We
use B as mini-batch size, so it takes E := N/B steps to go over N data points in the dataset.
For simplicity we assume that N is a multiple of B. At iteration t = kE, it partitions the dataset
at random, into E sets of cardinality B: B(kE), B(kE+1), . . . , B(kE+E−1), and uses these sets to
estimate gradients. After each epoch (one pass through the dataset), the data is “reshuffled” and
a new partition is used. Without-replacement SGD is known to be more difficult to analyze than
with-replacement SGD (see [18, 37] and references therein), although more widely used in practice.
More concretely, our SGD algorithm uses the update rule θ(t+1) ← θ(t) − ηg(t), where we fix the
step size η to be a constant throughout the entire run and g(t) is the gradient estimate
g(t) = 1
B
∑
i∈B(t)
ℓ′(fθ(t)(xi); yi)∇θfθ(t)(xi).
For each k,
⋃kE+E−1
t=kE B
(t) = [N ]. Note also that if B = N , we recover vanilla gradient descent.
Now consider a memorizing global minimum θ∗. We define vectors νi := ∇θfθ∗(xi) for all i ∈ [N ].
We can then express any iterate θ(t) of SGD as θ(t) = θ∗+ξ(t), and then further decompose the “per-
turbation” ξ(t) as the sum of two orthogonal components ξ
(t)
‖ and ξ
(t)
⊥ , where ξ
(t)
‖ ∈ span({νi}Ni=1)
and ξ
(t)
⊥ ∈ span({νi}Ni=1)⊥. Also, for a vector v, let ‖v‖ denote its ℓ2 norm.
5.1 Main results and discussion
We now state the main theorem of the section. For the proof, please refer to Appendix G.
Theorem 5.1. Suppose a memorizing global minimum θ∗ of R(θ) is given, and that R(·) is dif-
ferentiable at θ∗. Then, there exist positive constants ρ, γ, λ, and τ satisfying the following: if
initialization θ(0) satisfies ‖ξ(0)‖ ≤ ρ, then SGD with step size η < γ satisfies
‖ξ(kE+E)‖ ‖ ≤ (1 − ηλ)‖ξ
(kE)
‖ ‖, and ‖ξ(kE+E)‖ ≤ ‖ξ(kE)‖+ ηλ‖ξ
(kE)
‖ ‖,
as long as ‖ξ(t)‖ ‖ ≥ τ‖ξ(t)‖2 holds for all t ∈ [kE, kE + E − 1]. As a consequence, at the first
iterate t∗ ≥ 0 where the condition ‖ξ(t)‖ ‖ ≥ τ‖ξ(t)‖2 is violated, we have
‖ξ(t∗)‖ ≤ 2‖ξ(0)‖, and R(θ(t∗))−R(θ∗) ≤ C‖ξ(0)‖4,
for some positive constant C.
Notice that for small perturbation ξ, the Taylor expansion of network output fθ∗(xi) is written as
fθ∗+ξ(xi) = fθ∗(xi) + ν
T
i ξ‖ + O(‖ξ‖2), because νi ⊥ ξ⊥ by definition. From this perspective,
Theorem 5.1 shows that if initialized near global minima, the component in the perturbation ξ that
induces first-order perturbation of fθ∗(xi), namely ξ‖, decays exponentially fast until SGD finds a
nearby point that has much smaller risk (O(‖ξ(0)‖4)) than the initialization. Note also that our result
is completely deterministic, and independent of the partitions of the dataset taken by the algorithm.
We would like to emphasize that Theorem 5.1 holds for any memorizing global minima of FNNs,
not only for the ones explicitly constructed in Sections 3 and 4. Moreover, the result is not depen-
dent on the network size or data distribution. As long as the global minimum memorizes the data,
our theorem holds without any depth/width requirements or distributional assumptions, which is a
noteworthy difference that makes our result hold in more realistic settings than existing ones.
The remaining question is: what happens after t∗? Unfortunately, if ‖ξ(t)‖ ‖ ≤ τ‖ξ(t)‖2, we cannot
ensure exponential decay of ‖ξ(t)‖ ‖, especially if it is small. Without exponential decay, one cannot
show an upper bound on ‖ξ(t)‖ either. This means that after t∗, SGD may even diverge or oscillate
near global minimum. Fully understanding the behavior of SGD after t∗ seems to be a more difficult
problem, which we leave for future work.
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6 Conclusion and future work
In this paper, we show that fully-connected neural networks (FNNs) with Ω(
√
N) nodes are ex-
pressive enough to perfectly memorize N arbitrary data points, which is a significant improvement
over the recent results in the literature. We also prove the converse stating that Ω(
√
N) nodes are
necessary; these two results together provide tight bounds on memorization capacity of neural net-
works. We further extend our expressivity results to deeper and/or narrower networks, providing
a nearly tight bound on memorization capacity for these networks as well. Under an assumption
that data points are in general position, we prove that classification datasets can be memorized with
Ω(N/dx + dy) hidden nodes in deep residual networks and one-hidden-layer FNNs, reducing the
existing requirement of Ω(N). Finally, we study the dynamics of stochastic gradient descent (SGD)
on empirical risk, and showed that if SGD is initialized near a global minimum that perfectly mem-
orizes the data, it quickly finds a nearby point with small empirical risk. Several future topics are
open; e.g., 1) tight bounds on memorization capacity for deep FNNs and other architectures, 2)
deeper understanding of SGD dynamics in the presence of memorizing global minima.
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A Deferred theorem statements
In this section, we state the theorems that were omitted in Section 3.3 due to lack of space. First, we
start by stating the ReLU-like version of Theorem 3.4:
Corollary A.1. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 3.1. For an L-layer
FNN with ReLU(-like) activation (σR), assume that there exist indices l1, . . . , lm ∈ [L − 2] that
satisfies
• lj + 1 < lj+1 for j ∈ [m− 1],
• 4∑mj=1 ⌊dlj−rj4 ⌋ ⌊dlj+1−rj4dy ⌋ ≥ N , where rj = dy1 {j > 1}+ 1 {j < m}, for j ∈ [m],
• dk ≥ dy + 1 for all k ∈
⋃
j∈[m−1][lj + 2 : lj+1 − 1].
• dk ≥ dy for all k ∈ [lm + 2 : L− 1],
where 1 {·} is 0-1 indicator function. Then, there exists θ such that yi = fθ(xi) for all i ∈ [N ].
The idea is that anything that holds for hard-tanh activation holds for ReLU networks that has double
the width. One difference to note is that the number of nodes needed for “propagating” input and
output information (the circle and diamond nodes in Figure 2) has not doubled. This is because
merely propagating the information without nonlinear distortion can be done with a single ReLU-
like activation.
The next corollaries are special cases for classification. One can check that with L = 4 and m = 2
(hence l1 = 1 and l2 = 3), these boil down to Proposition 3.2.
Corollary A.2. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 3.1. Assume that yi ∈
{0, 1}dy is the one-hot encoding of dy classes. For an L-layer FNN with hard-tanh activation (σH),
assume that there exist indices l1, . . . , lm ∈ [L− 1] (m ≥ 2) that satisfies
• lj + 1 < lj+1 for j ∈ [m− 1],
• 4
m−1∑
j=1
⌊
dlj−rj
2
⌋ ⌊
dlj+1−rj
2
⌋
≥ N , where rj = 1 {j > 1}+1 {j < m− 1}, for j ∈ [m−1],
• dlm ≥ 2dy ,
• dk ≥ 2 for all k ∈
⋃
j∈[m−2][lj + 2 : lj+1 − 1].
• dk ≥ dy for all k ∈ [lm + 1 : L− 1].
Then, there exists θ such that yi = fθ(xi) for all i ∈ [N ].
Corollary A.3. Consider any dataset {(xi, yi)}Ni=1 that satisfies Assumption 3.1. Assume that yi ∈
{0, 1}dy is the one-hot encoding of dy classes. For an L-layer FNN with ReLU(-like) activation
(σR), assume that there exist indices l1, . . . , lm ∈ [L− 1] (m ≥ 2) that satisfies
• lj + 1 < lj+1 for j ∈ [m− 1],
• 4
m−1∑
j=1
⌊
dlj−rj
4
⌋ ⌊
dlj+1−rj
4
⌋
≥ N , where rj = 1 {j > 1}+1 {j < m− 1}, for j ∈ [m−1],
• dlm ≥ 4dy ,
• dk ≥ 2 for all k ∈
⋃
j∈[m−2][lj + 2 : lj+1 − 1].
• dk ≥ dy for all k ∈ [lm + 1 : L− 1].
Then, there exists θ such that yi = fθ(xi) for all i ∈ [N ].
The proof of Corollaries A.2 and A.3 can be done by easily combining the ideas in proofs of Propo-
sition 3.2 and Proposition 3.4, hence omitted.
B Proof of Theorem 3.1
We prove the theorem by constructing a parameter θ that perfectly fits the dataset. We will prove
the theorem for hard-tanh (σH) only, because extension to ReLU-like (σR) is straightforward from
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Figure 1. Illustration of the construction for d1 = d2 = 4. Each box corresponds to a hidden node
with hard-tanh activation. In each hidden node, the numbers written in the three parts are indices of
data points that are clipped to −1 at output (left), those clipped to +1 (right), and those unchanged
(center). One can check for all indices that outputs of layer 2 sum to yi + 1.
its definition. To convey the main idea more clearly, we first prove the theorem for dy = 1, and later
discuss how to extend to dy > 1.
For a data point xi, the corresponding input and output of the l-th hidden layer is written as z
l(xi)
and al(xi), respectively. Moreover, z
l
j(xi) and a
l
j(xi) denote the input and output of the j-th node
of the l-th hidden layer. For weight matricesW l, we will denote its (j, k)-th entry asW lj,k, its j-th
row asW lj,:, and its j-th column asW
l
:,j . Similarly, b
l
j denote the j-th component of the bias vector
bl. To simplify notation, we will denote p := d1 and q := d2, for the rest of the proof. Assume for
simplicity that p is a multiple of 2, q is a multiple of 2, and pq = N .
B.1 Proof sketch
The proof consists of three steps, one for each layer. In this subsection, we will describe each step
in the following three paragraphs. Then, the next three subsections will provide the full details of
each step.
In the first step, we down-project all input data points to a line, using a random vector u ∈ Rdx .
Different xi’s are mapped to different u
Txi’s, so we have N distinct u
Txi’s on the line. Now re-
index the data points in increasing order of uTxi, and divide total N data points into p groups with
q points each. To do this, each rowW 1j,: ofW
1 is chosen as uT multiplied by a scalar. We choose
the appropriate scalar for W 1j,: and bias b
1
j , so that the input to the j-th hidden node in layer 1,
z1j (·), satisfies the following: (1) z1j (xi) ∈ (−1, 1) for indices i ∈ [jq − q + 1 : jq], and (2)
z1j (xi) ∈ (−1, 1)c for all other indices so that they are “clipped” by σH.
In the second step, for each hidden node in layer 2, we pick one point each from these p groups and
map their values to desired yi. More specifically, for k-th node in layer 2, we define an index set Ik
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(with cardinality p) that contains exactly one element from each [jq − q+ 1 : jq], and chooseW 2k,:
and b2k such that z
2
k(xi) = yi for i ∈ Ik and z2k(xi) ∈ [−1, 1]c for i /∈ Ik. This is possible because
for each k, we are solving p linear equations with p+ 1 variables.
As we will see in the details, the first and second steps involve alternating signs and a carefully
designed choice of index sets Ik so that sum of output a2k(·) of each node in layer 2 becomes yi+1.
Figure 1 shows a simple illustration for p = q = 4. With this choice, we can make the output fθ(xi)
become simply yi for all i ∈ [N ], thereby perfectly memorizing the dataset.
B.2 Input to layer 1: down-project and divide
First, recall from Assumption 3.1 that all xi’s are distinct. This means that for any pair of data
points xi and xi′ , the set of vectors u ∈ Rdx satisfying uTxi = uTxi′ has measure zero. Thus, if we
sample any u from some distribution (e.g., Gaussian), u satisfies uTxi 6= uTxi′ for all i 6= i′ with
probability 1. This is a standard proof technique also used in other papers; please see e.g., Huang
[21, Lemma 2.1].
We choose any such u, and without loss of generality, re-index the data points in increasing order
of uTxi: u
Tx1 < u
Tx2 < · · · < uTxN . Now define ci := uTxi for all i ∈ [N ], and additionally,
c0 = c1 − δ and cN+1 = cN + δ, for any δ > 0.
Now, we are going to define W 1 and b1 such that the input to the j-th (j ∈ [p]) hidden node in
layer 1 has z1j (xi) ∈ (−1, 1) for indices i ∈ [jq − q + 1 : jq], and z1j (xi) ∈ (−1, 1)c for any
other points. We also alternate the order of data points, which will prove useful in later steps. More
concretely, we define the j-th row ofW 1 and j-th component of b1 to be
W 1j,: = (−1)j−1
4
cjq + cjq+1 − cjq−q − cjq−q+1 u
T ,
b1j = (−1)j
cjq + cjq+1 + cjq−q + cjq−q+1
cjq + cjq+1 − cjq−q − cjq−q+1 .
When j is odd, it is easy to check that z1j (·) satisfies
− 1 < z1j (xjq−q+1) < · · · < z1j (xjq) < +1,
z1j (xi) < −1 for i ≤ jq − q,
z1j (xi) > +1 for i > jq,
so that the output a1j(·) satisfies
− 1 < a1j(xjq−q+1) < · · · < a1j(xjq) < +1, (1)
a1j(xi) = −1 for i ≤ jq − q, (2)
a1j(xi) = +1 for i > jq. (3)
When j is even, by a similar argument:
+ 1 > a1j(xjq−q+1) > · · · > a1j(xjq) > −1, (4)
a1j(xi) = +1 for i ≤ jq − q, (5)
a1j(xi) = −1 for i > jq. (6)
B.3 Layer 1 to 2: place at desired positions
At each node of layer 2, we will show how to place p points at the right position, and the rest of
points in the clipping region. After that, we will see that adding up all node outputs of layer 2 gives
yi + 1 for all i.
For k-th hidden node in layer 2 (k ∈ [q]), define a set
Ik := {k, 2q + 1− k, 2q + k, 4q + 1− k, . . . , pq + 1− k}.
Note that |Ik| = p. Also, let us denote the elements of Ik as ik,1, . . . , ik,p in increasing order. For
example, ik,1 = k, ik,2 = 2q + 1− k, and so on. We can see that ik,j ∈ [jq − q + 1 : jq].
For each k, our goal is to constructW 2k,: and b
2
k so that the input to the k-th node of layer 2 places
data points indexed with i ∈ Ik to the desired position yi ∈ [−1, 1], and the rest of data points
i /∈ Ik outside [−1, 1].
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Case 1: odd k. We first describe how to constructW 2k,: and b
2
k for odd k’s. First of all, consider
data points xik,j ’s in Ik. We want to choose parameters so that the input to the k-th node is equal to
yik,j ’s:
z2k(xik,j ) =
∑p
l=1
W 2k,la
1
l (xik,j ) + b
2
k = yik,j ,
for all j ∈ [p]. This is a system of p linear equations with p+ 1 variables, which can be represented
in a matrix-vector product form:
Mk
[
(W 2k,:)
T
b2k
]
=

yik,1...
yik,p

 , (7)
where the (j, l)-th entry of matrix Mk ∈ Rp×(p+1) is defined by a1l (xik,j ) for j ∈ [p] and l ∈ [p],
and (j, p+ 1)-th entries are all equal to 1.
With the matrix Mk defined from the above equation, we state the lemma whose simple proof is
deferred to Appendix H for better readability:
Lemma B.1. For any k ∈ [q], the matrixMk ∈ Rp×(p+1) satisfies the following properties:
1. Mk has full column rank.
2. There exists a vector ν ∈ null(Mk) such that the first p components of ν are all strictly
positive.
Lemma B.1 implies that for any yik,1 , . . . , yik,p , there exist infinitely many solutions (W
2
k,:, b
2
k) for
(7) of the form µ+ αν, where µ is any particular solution satisfying the linear system and α is any
scalar. This means that by scaling α, and we can makeW 2k,: as large as we want, without hurting
z2k(xi) = yi for i ∈ Ik.
It is now left to make sure that any other data points i /∈ Ik have z2k(xi) ∈ [−1, 1]c. As we will
show, this can be done by making α > 0 sufficiently large.
Now fix any odd j ∈ [p], and consider ik,j ∈ Ik, and recall ik,j ∈ [jq − q + 1 : jq]. Fix any other
i ∈ [jq − q + 1 : ik,j − 1]. By Eqs (2), (3), (5) and (6), the output of l-th node in layer 1 (l 6= j) is
the same for i and ik,j : a
1
l (xi) = a
1
l (xik,j ).
In contrast, for a1j(·), we have a1j(xi) < a1j(xik,j ) (1). Since z2k(xik,j ) =
∑
lW
2
k,la
1
l (xik,j )+ b
2
k =
yik,j , large enough W
2
k,j > 0 will make z
2
k(xi) < −1, resulting in a2k(xi) = −1; the output for
xi is clipped. A similar argument can be repeated for i ∈ [ik,j + 1 : jq], so that for large enough
W 2k,j > 0,
a2k(xi) = −1, ∀i ∈ [jq − q + 1 : ik,j − 1]
a2k(xi) = +1, ∀i ∈ [ik,j + 1 : jq].
Similarly, for even j ∈ [p], largeW 2k,j > 0 will make
a2k(xi) = +1, ∀i ∈ [jq − q + 1 : ik,j − 1]
a2k(xi) = −1, ∀i ∈ [ik,j + 1 : jq].
Summarizing, for large enoughW 2k,: > 0 (achieved by making α > 0 large), the output of the k-th
node of layer 2 satisfies a2k(xi) = yi, ∀i ∈ Ik, and
a2k(xi) = −1, ∀i ∈
⋃
j∈[0:p]
j even
[ik,j + 1 : ik,j+1 − 1], (8)
a2k(xi) = +1, ∀i ∈
⋃
j∈[p]
j odd
[ik,j + 1 : ik,j+1 − 1], (9)
where ik,0 := 0 and ik,p+1 := N + 1 for all k ∈ [q].
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Case 2: even k. For even k’s, we can repeat the same process, except that we push α < 0 to
large negative number, so thatW 2k,: < 0 is sufficiently large negative. By following a very similar
argument, we can make the output of the k-th node of layer 2 satisfy a2k(xi) = yi, ∀i ∈ Ik, and
a2k(xi) = +1, ∀i ∈
⋃
j∈[0:p]
j even
[ik,j + 1: ik,j+1 − 1], (10)
a2k(xi) = −1, ∀i ∈
⋃
j∈[p]
j odd
[ik,j + 1 : ik,j+1 − 1]. (11)
B.4 Layer 2 to output: add them all
Quite surprisingly, adding up a2k(xi) for all k ∈ [q] gives yi + 1 for all i ∈ [N ]. To prove this, first
observe that the index sets I1, I2, . . . , Iq form a partition of [N ]. So, proving
∑q
l=1 a
2
l (xik,j ) =
yik,j + 1 for all j ∈ [p] and k ∈ [q] suffices.
By the definition of ik,1 = k, ik,2 = 2q + 1 − k, ik,3 = 2q + k, . . . , ik,p−1 = (p− 2)q + k, ik,p =
pq + 1− k, we can see the following chains of inequalities:
jq − q + 1 = i1,j < i2,j < · · · < iq,j = jq for j odd,
jq − q + 1 = iq,j < · · · < i2,j < i1,j = jq for j even.
Fix any k ∈ [q], and any odd j ∈ [p]. From the above chains of inequalities, we can observe that
ik,j ∈ [il,j + 1 : il,j+1 − 1] if l < k,
ik,j ∈ [il,j−1 + 1 : il,j − 1] if l > k.
Now, for xik,j , we will sum up a
2
l (xik,j ) for l ∈ [q]. First, for 1 ≤ l < k, we have ik,j ∈ [il,j + 1 :
il,j+1 − 1]. Since j is odd, from Eqs (9) and (11),
a2l (xik,j ) =
{
+1 for odd l < k,
−1 for even l < k.
Similarly, for k < l ≤ w, we have ik,j ∈ [il,j−1 + 1 : il,j − 1]. Since j is odd, from Eqs (8) and
(10),
a2l (xik,j ) =
{−1 for odd l > k,
+1 for even l > k.
Then, the sum over l 6= k always results in +1, so∑q
l=1
a2l (xik,j ) = yik,j +
∑
l 6=k
a2l (xik,j ) = yik,j + 1.
For any fixed even j ∈ [p], we can similarly prove the same thing. We have
ik,j ∈ [il,j−1 + 1 : il,j − 1] if l < k,
ik,j ∈ [il,j + 1 : il,j+1 − 1] if l > k,
for even j. From this point, the remaining steps are exactly identical to the odd case.
Now that we know
∑q
l=1 a
2
l (xi) = yi + 1, we can choose W
3 = 1Tq and b
3 = −1 so that
fθ(xi) = yi. This finishes the proof of Theorem 3.1 for dy = 1.
B.5 Proof for dy > 1
The proof for dy > 1 is almost the same. Assume that p := d1 is a multiple of 2, q := d2 is a
multiple of 2dy, and pq = Ndy . Now partition the nodes in the 2nd layer into dy groups of size
q/dy . For each of the dy groups, we can do the exact same construction as done in dy = 1 case, to
fit each coordinate of yi perfectly. This is possible because we can share a
1(xi) for fitting different
components of yi.
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C Proof of Proposition 3.2
For the proof, we will abuse the notation slightly and let yi ∈ [dy] denote the class that xi belongs to.
The idea is simple: assign distinct real numbers ρ1, . . . , ρdy to each of the dy classes, define a new 1-
dimensional regression dataset {(xi, ρyi)}Ni=1, and do the construction in Theorem 3.1 up to layer 2
for the new dataset. Then, we have
∑d2
l=1 a
2
l (xi) = ρyi + 1, as seen in the proof of Theorem 3.1.
Now, at layer 3, consider the following “gate” activation function σG, which allows values in
(−1,+1) to “pass,” while blocking others. This can be implemented with two σH’s or four σR’s:
σG(t) :=


t+ 1 −1 ≤ t ≤ 0,
−t+ 1 0 ≤ t ≤ 1,
0 otherwise.
= 12 (σH(2t+ 1) + σH(−2t+ 1)).
For each class j ∈ [dy], we can choose appropriate parameters to implement a gate that allows ρj to
“pass” the gate, while blocking any other ρj′ , j
′ 6= j. The output of the gate is then connected to the
j-th output node of the network. This way, we can perfectly recover the one-hot representation for
each data point.
D Proof of Theorem 3.3
Our proof is based on the idea of counting the number of pieces of piecewise linear functions by
Telgarsky [40]. Consider any vector u ∈ Rdx , and define the following dataset: xi = iu, yi =
(−1)i, for all i ∈ [N ].
With piecewise linear activation functions, the network output fθ(x) is also a piecewise affine func-
tion of x. If we define f¯θ(t) := fθ(tu), f¯θ(t) must have at least N − 1 linear pieces to be able to
fit the given dataset {(xi, yi)}Ni=1. We will prove the theorem by counting the maximum number of
linear pieces in f¯θ(t).
We will use the following lemma, which is a slightly improved version of Telgarsky [40,
Lemma 2.3]:
Lemma D.1. If g : R 7→ R and h : R 7→ R are piecewise linear with k and l linear pieces,
respectively, then g + h is piecewise linear with at most k + l − 1 pieces, and g ◦ h is piecewise
linear with at most kl pieces.
For proof of the lemma, please refer to Telgarsky [40].
Consider the output of layer 1 a¯1(t) := a1(tu), restricted for x = tu. For each j ∈ [d1], a¯1j(·)
has at most p pieces. The input to layer 2 is a weighted sum of a¯1j(·)’s, so each z¯2k(t) := z2k(tu)
has (p− 1)d1 + 1 pieces, resulting in maximum p(p− 1)d1 + p pieces in the corresponding output
a¯2k(t). Again, the weighted sum of d2 such a¯
2
k(·)’s have at most (p(p − 1)d1 + p − 1)d2 + 1 =
p(p− 1)d1d2 + (p− 1)d2 + 1 pieces.
From this calculation, we can see that the output of a 2-layer network has at most (p − 1)d1 + 1
pieces, and a 3-layer network has p(p−1)d1d2+(p−1)d2+1. If these number of pieces are strictly
smaller than N − 1, the network can never perfectly fit the given dataset.
E Proof of Proposition 3.4
For Proposition 3.4, we will use the network from Theorem 3.1 as a building block to construct
the desired parameters. The parameters we construct will result in a network illustrated in Figure 2.
Please note that the arrows are drawn for nonzero parameters only, and all the missing arrows just
mean that the parameters are zero. We are not using a special architecture; we are still in the full
connected network regime.
In the proof of Theorem 3.1, we down-projected xi’s to u
Txi =: ci, and fitted c1, . . . , cN to corre-
sponding y1, . . . , yN . Then, what happens outside the range of the dataset? Recall from Section B.2
that we defined c0 := c1 − δ and cN+1 := cN + δ for δ > 0 and constructed W 1 and b1 using
them. If we go back to the proof of Theorem 3.1, we can check that if uTx ≤ c0 or uTx ≥ cN+1,
a2k(x) = −1 for odd k’s and +1 for even k’s, resulting in
∑q
k=1 a
2
k(x) = 0 for all such x’s. For a
quick check, consider imaginary indices 0 and 17 in Figure 1 and see which sides (left or right) of
the 2nd-layer hidden nodes they will be written.
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Figure 2. Illustration of network parameter construction in Proposition 3.4. The circle/diamond nodes
represent those carrying input/output information, respectively. The rectangular blocks are groups of
nodes across two layers whose parameters are constructed from Theorem 3.1 to fit data points.
Now consider partitioningN data points intom subsets of cardinalitiesN1, . . . , Nm in the following
way. We first down-project the data to get uTxi’s, and re-index data points in increasing order of
uTxi’s. The first N1 points go into the first subset, the next N2 to the second, and so on. Then,
consider constructingm separate networks (by Theorem 3.1) such that each network fits each subset,
except that we let b3 = 0. As seen above, the sum of the outputs of all these m networks will be
yi + 1, for all i ∈ [N ]. Thus, by fitting subsets of dataset separately and summing together, we can
still memorizeN data points.
The rest of the proof can be explained using Figure 2. For simplicity, we assume that
• For all j ∈ [m], dlj − rj is a multiple of 2, and dlj+1 − rj is a multiple of 2dy,
• ∑mj=1(dlj − rj)(dlj+1 − rj) = Ndy ,
• dk = 1 for all k ∈ [l1 − 1],
• dk = dy + 1 for all k ∈
⋃
j∈[m−1][lj + 2 : lj+1 − 1],
• dk = dy for all k ∈ [lm + 2 : L− 1].
Also, let Nj := (dlj − rj)(dlj+1 − rj)/dy for j ∈ [m].
From the input layer to layer 1, we down-project xi’s using a random vector u, and scaleW
1 := uT
and choose b1 appropriately so thatW 1xi + b
1 ∈ (−1,+1) for all i ∈ [N ]. As seen in the circle
nodes in Figure 2, this “input information” will be propagated up to layer lm − 1 to provide input
data needed for fitting.
At layer lj − 1, the weights and bias into the rectangular block across layers lj–(lj + 1) is selected
in the same way as Section B.2. Inside each block, the subset of Nj data points are fitted using the
construction of Theorem 3.1, but this time we fit to yi−12 instead of yi, in order to make sure that
output information is not clipped by hard-tanh. The output of (lj + 1)-th layer nodes in the block
are added up and connected to diamond nodes in layer lj + 2. For the Nj data points in the subset,
the input to the diamond nodes will be yi+12 (instead of yi + 1), and 0 for any other data points. As
seen in Figure 2, this output information is propagated up to the output layer.
After fitting all m subsets, the output value of diamond nodes at layer L − 1 is yi+12 , for all i. We
can scale and shift this value at the output layer and get yi = fθ(xi).
F Proofs of Theorem 4.1 and Corollary 4.2
F.1 Proof of Theorem 4.1
The key observation used in the proof is that due to the general position assumption, if we pick any
dx data points in the same class, then there always exists an affine hyperplane that contains exactly
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these dx points. This way, we can pick dx data points per hidden node and “push” them far enough
to specific directions (depending on the classes), so that the last hidden layer can distinguish the
classes based on the location of data points.
We use Nk to denote the number of data points in class k ∈ [dy]. Also, for k ∈ [dy], let xmax(k) be the
maximum value of the k-th component of xi over all i ∈ [N ]. Also, let ek be the k-th standard unit
vector in Rdx .
Now, consider the gate activation function σG, which was also used in the proof of Proposition 3.2
(Appendix C). This activation allows values in (−1,+1) to “pass,” while blocking others. This can
be implemented with two hard-tanh (σH) functions or four ReLU-like (σR) functions:
σG(t) :=


t+ 1 −1 ≤ t ≤ 0,
−t+ 1 0 ≤ t ≤ 1,
0 otherwise.
= 12 (σH(2t+ 1) + σH(−2t+ 1)).
Up to layer L − 1, for now we will assume that the activation at the hidden nodes is σG. We will
later count the actual number of hard-tanh or ReLU-like nodes required.
For class k ∈ [dy], we use ⌈Nkdx ⌉ gate hidden nodes for class k. Each hidden node picks and pushes
dx data points in class k far enough to the direction of ek. Each data point is chosen only once.
Suppose that the hidden node is the j-th hidden node in l-th layer (l ∈ [L − 1], j ∈ [dl]). Pick dx
data points in class k that are not yet “chosen,” then there is an affine hyperplane uTx+ c = 0 that
contains only these points.
Using the activation σG, we can make the hidden node have output 1 for the chosen dx data points
and 0 for all remaining data points. This can be done by setting the incoming parameters
U lj,: = αu
T , blj = αc,
whereα > 0 is a big enough positive constant so that |α(uTxi+c)| > 1 and thus σG(α(uTxi+c)) =
0 for all unpicked data points xi. Then, choose the outgoing parameters
V l:,j = βek, c
l = 0
where β > 0 will be specified shortly. Notice that since each data point is chosen only once, the dx
data points were never chosen previously. Therefore, for these dx data points, we have
hj(xi) = xi, for j ∈ [l − 1], and
hj(xi) = xi + βek, for j ∈ [l : L− 1],
because they will never be chosen again by other hidden nodes. We choose big enough β to make
sure that the k-th component of hl(xi) (i.e., h
l
k(xi)) is bigger than x
max
(k) + 1. We also determine β
carefully so that adding βek does not break the general position assumption. The values of β that
breaks the general position lie in a set of measure zero, so we can sample β from some suitable
continuous random distribution to avoid this.
After doing this to all data points, hL−1(xi) satisfies the following property: For xi’s that are in
class k, hL−1k (xi) ≥ xmax(k) + 1, and for xi’s that are not in class k, hL−1k (xi) ≤ xmax(k) .
At layer L, by assumption we have dL ≥ dy in case of hard-tanh ResNet. We assume dL = dy for
simplicity, and choose
UL =
[
2 · Idy×dy 0dy×(dx−dy)
]
, bL =


−2xmax(1) − 1
−2xmax(2) − 1
...
−2xmax(dy) − 1

 ,
then by clipping of hard-tanh, for xi in class k, the k-th component of σ(U
LhL−1(xi) + b
L) is +1
and all the other components are −1. Now, by choosing
V L =
1
2
· Idy×dy , cL =
1
2
1dy ,
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we can recover the one-hot representation: gθ(xi) = yi, for all i ∈ [N ]. For ReLU-like ResNets, we
can do the same job by using dL = 2dy .
Finally, let us count the number of hidden nodes used, for layers up to L − 1. Recall that we
use ⌈Nk
dx
⌉ gate activation nodes for class k. Note that the total number of gate activations used is
bounded above by
dy∑
k=1
⌈
Nk
dx
⌉
≤
dy∑
k=1
(
Nk
dx
+ 1
)
=
N
dx
+ dy,
and each gate activation can be constructed with two hard-tanh nodes or four ReLU-like nodes.
Therefore,
∑L−1
l=1 dl ≥ 2Ndx + 2dy and dL ≥ dy is the sufficient condition for a hard-tanh ResNet to
realize the above construction, and ReLU-like ResNets require twice as many hidden nodes.
F.2 Proof of Corollary 4.2
The main idea of the proof is exactly the same. We use ⌈Nk
dx
⌉ gate activation nodes for class k, and
choose dx data points in the same class per each hidden node. When the hidden node is the j-th
node in the hidden layer and the chosen points are from class k, we choose
W 2:,j = ek, b
2 = 0.
This way, one can easily recover the one-hot representation and achieve fθ(xi) = yi.
G Proof of Theorem 5.1
The outline of the proof is as follows. Recall that we write θ(t) as θ∗ + ξ(t). By the chain rule, we
have
∇θR(θ∗ + ξ(t)) = 1
N
N∑
i=1
ℓ′(fθ∗+ξ(t)(xi); yi)∇θfθ∗+ξ(t)(xi).
If ξ(t) is small enough, the terms ℓ′(fθ∗+ξ(t)(xi); yi) and∇θfθ∗+ξ(t)(xi) can be expressed in terms
of perturbation on ℓ′(fθ∗(xi); yi) and ∇θfθ∗(xi), respectively (Lemma G.1). We then use the
lemma and prove each statement of the theorem.
We first begin by introducing more definitions and symbols required for the proof. As mentioned
in the main text, we’ll abuse the notation θ to mean the concatenation of vectorizations of all the
parameters (W l, bl)Ll=1. To simplify the notation, we define ℓi(θ) := ℓ(fθ(xi); yi). Same thing
applies for derivatives of ℓ: ℓ′i(θ) := ℓ
′(fθ(xi); yi), and so on.
Now, for each data point i ∈ [N ] and each layer l ∈ [L− 1], define the following diagonal matrix:
J lθ(xi) := diag(
[
σ′(zl1(xi)) · · · σ′(zldl(xi))
]
) ∈ Rdl×dl ,
where σ′ is the derivative of the activation function σ, wherever it exists.
Now consider a memorizing global minimum θ∗. As done in the main text, we will express any
other point θ as θ = θ∗+ξ, where ξ is the vectorized version of perturbations. By assumption,R(·)
is differentiable at θ∗; this means that J lθ∗(xi) are well-defined at θ
∗ for all data points and layers
l ∈ [L − 1]. Moreover, since σ is piecewise linear, there exists a small enough positive constant
ρc such that for any ξ satisfying ‖ξ‖ ≤ ρc, the slopes of activation functions stay constant, i.e.,
J lθ∗+ξ(xi) = J
l
θ∗(xi) for all i ∈ [N ] and l ∈ [L− 1].
Now, as in the main text, define vectors νi := ∇θfθ∗(xi) for all i ∈ [N ]. We can then express
ξ as the sum of two orthogonal components ξ‖ and ξ⊥, where ξ‖ ∈ span({νi}Ni=1) and ξ⊥ ∈
span({νi}Ni=1)⊥. We also define Pν to be the projection matrix onto span({νi}Ni=1); note that
ξ‖ = Pνξ.
Using the fact that perturbations are small, we can calculate the deviation of network output
fθ∗+ξ(xi) from fθ∗(xi), and use Taylor expansion of ℓ and ℓ
′ to show the following lemma, whose
proof is deferred to Appendix I.
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Lemma G.1. For any given memorizing global minimum θ∗ of R(·), there exist positive constants
ρs (≤ ρc), C1, C2, C3, C4, and C5 such that, if ‖ξ‖ ≤ ρs, the following holds for all i ∈ [N ]:
ℓi(θ
∗ + ξ)− ℓi(θ∗) ≤ C1(C2‖ξ‖‖+ C3‖ξ‖2)2,
ℓ′i(θ
∗ + ξ) = ℓ′′i (θ
∗)νTi ξ‖ +Ri(ξ),
∇θfθ∗+ξ(xi) = νi + µi(ξ),
where the remainder/perturbation terms satisfy
|Ri(ξ)| ≤ C4‖ξ‖2, and ‖µi(ξ)‖ ≤ C5‖ξ‖.
Besides the constants defined in Lemma G.1, define
C6 := max
i∈[N ]
ℓ′′i (θ
∗)‖νi‖.
Also, it will be shown in the proof of Lemma G.1 that C2 := maxi∈[N ] ‖νi‖. Given Lemma G.1, we
are now ready to prove Theorem 5.1.
Let us first consider the case where all νi’s are zero vectors, so span({νi}Ni=1) = {0}. For such a
pathological case, ξ
(0)
‖ = 0, so the condition ‖ξ
(t)
‖ ‖ ≥ τ‖ξ(t)‖2 is violated at t∗ = 0 for any positive
τ . By Lemma G.1,
ℓi(θ
∗ + ξ(0))− ℓi(θ∗) ≤ C1C23‖ξ(0)‖4,
as desired; for this case, Theorem 5.1 is proved with ρ := ρs, C := C1C
2
3 .
For the remaining case where span({νi}Ni=1) 6= {0}, let H :=
∑N
i=1 ℓ
′′
i (θ
∗)νiν
T
i , and define λmin
and λmax to be the smallest and largest strictly positive eigenvalues of H , respectively. We will
show that Theorem 5.1 holds with the following constant values:
τ :=
16C2C4N
λmin
,
ρ :=
1
2
min
{
ρs,
λminC2
16C2C5C6N + λminC5
}
.
γ := min
{
8B log 2
λmin
,
λminB
2λ2maxE
2
}
,
λ :=
λmin
4B
,
C := 16C1(C2τ + C3)
2.
Firstly, as we saw in the previous case, if ‖ξ(t)‖ ‖ ≥ τ‖ξ(t)‖2 is violated at t∗ = 0, we immediately
have
ℓi(θ
∗ + ξ(0))− ℓi(θ∗) ≤ C1(C2τ + C3)2‖ξ(0)‖4 ≤ C‖ξ(0)‖4.
Now suppose ‖ξ(t)‖ ‖ ≥ τ‖ξ‖2 is satisfied up to some iterations, so t∗ > 0. We will first prove that
as long as (k + 1)E ≤ t∗, we have
‖ξ(kE+E)‖ ‖ ≤ (1− ηλ)‖ξ
(kE)
‖ ‖.
To simplify the notation, we will prove this for k = 0; as long as (k + 1)E ≤ t∗, the proof extends
to other values of k.
Using Lemma G.1, we can write the gradient estimate g(t) at θ(t) = θ∗ + ξ(t) as:
g(t) =
1
B
∑
i∈B(t)
ℓ′i(θ
∗ + ξ(t))∇θfθ∗+ξ(t)(xi)
=
1
B
∑
i∈B(t)
(
ℓ′′i (θ
∗)νTi ξ
(t)
‖ +Ri(ξ
(t))
)(
νi + µi(ξ
(t))
)
=
(
1
B
∑
i∈B(t)
ℓ′′i (θ
∗)νiν
T
i
)
ξ
(t)
‖ +
1
B
∑
i∈B(t)
(
ℓ′′i (θ
∗)νTi ξ
(t)
‖ µi(ξ
(t)) +Ri(ξ
(t))(νi + µi(ξ
(t)))
)
︸ ︷︷ ︸
=:ζ(t)
.
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After the SGD update θ(t+1) ← θ(t) − ηg(t),
θ∗ + ξ
(t+1)
‖ + ξ
(t+1)
⊥ = θ
∗ + ξ
(t)
‖ + ξ
(t)
⊥ − ηg(t)
= θ∗ +
(
I − η
B
∑
i∈B(t)
ℓ′′i (θ
∗)νiν
T
i
)
ξ
(t)
‖ + ξ
(t)
⊥ − ηζ(t).
Since η < γ ≤ B
λmax
, I − η
B
∑
i∈B(t) ℓ
′′
i (θ
∗)νiν
T
i is a positive semi-definite matrix with spectral
norm at most 1. Using the projection matrix Pν , we can write
ξ
(t+1)
‖ =
(
I − η
B
∑
i∈B(t)
ℓ′′i (θ
∗)νiν
T
i
)
ξ
(t)
‖ − ηPνζ(t), (12)
ξ
(t+1)
⊥ = ξ
(t)
⊥ − η(I − Pν)ζ(t). (13)
Now, by Lemma G.1,
‖ζ(t)‖ ≤ 1
B
∑
i∈B(t)
(
‖ℓ′′i (θ∗)νTi ξ(t)‖ µi(ξ(t))‖+ ‖Ri(ξ(t))νi‖+ ‖Ri(ξ(t))µi(ξ(t))‖
)
≤C5C6‖ξ(t)‖‖ξ(t)‖ ‖+ C2C4‖ξ(t)‖2 + C4C5‖ξ(t)‖3.
Under the condition that ‖ξ(t)‖ ‖ ≥ τ‖ξ(t)‖2, where τ := 16C2C4Nλmin , and also that ‖ξ
(t)‖ ≤ ρ ≤
λminC2
16C2C5C6N+λminC5
,
‖ζ(t)‖ ≤ C2C4
τ
‖ξ(t)‖ ‖+
(
C5C6 +
C4C5
τ
)
‖ξ(t)‖‖ξ(t)‖ ‖
≤
(
λmin
16N
+
(
C5C6 +
λminC5
16C2N
)
‖ξ(t)‖
)
‖ξ(t)‖ ‖ ≤
λmin
8N
‖ξ(t)‖ ‖.
From this, we can see that
‖ξ(t+1)‖ ‖ ≤ ‖ξ
(t)
‖ ‖+ η‖ζ(t)‖ ≤
(
1 +
ηλmin
8N
)
‖ξ(t)‖ ‖.
Noting that η < γ ≤ 8B log 2
λmin
,(
1 +
ηλmin
8N
)E
≤
(
1 +
log 2
E
)E
≤ 2,
so for 1 ≤ t ≤ E,
‖ζ(t)‖ ≤ λmin
8N
‖ξ(t)‖ ‖ ≤
λmin
8N
(
1 +
log 2
E
)t
‖ξ(0)‖ ‖ ≤
λmin
4N
‖ξ(0)‖ ‖.
Now, repeating the update rule (12) from t = 0 to E − 1, we get
ξ
(E)
‖ =
0∏
k=E−1
(
I − η
B
Hk
)
ξ
(0)
‖ − η
E−1∑
t=0
t+1∏
k=E−1
(
I − η
B
Hk
)
Pνζ
(t), (14)
where Hk :=
∑
i∈B(k) ℓ
′′
i (θ
∗)νiν
T
i . We are going to bound the norm of each term. For the second
term, we have∥∥∥∥∥
E−1∑
t=0
t+1∏
k=E−1
(
I − η
B
Hk
)
Pνζ
(t)
∥∥∥∥∥ ≤
E−1∑
t=0
‖ζ(t)‖ ≤ λminE
4N
‖ξ(0)‖ ‖ =
λmin
4B
‖ξ(0)‖ ‖. (15)
The first term is a bit tricker. Note first that
0∏
k=E−1
(
I − η
B
Hk
)
= I − η
B
E−1∑
k=0
Hk +
η2
B2
∑
j,k∈[0,E−1]
j<k
HkHj − η
3
B3
∑
i,j,k∈[0,E−1]
i<j<k
HkHjHi + · · · .
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Recall the definition H =
∑N
i=1 ℓ
′′
i (θ
∗)νiν
T
i =
∑E−1
k=0 Hk, and that λmin and λmax are the mini-
mum and maximum eigenvalues of H . Since Hk’s are positive semi-definite and H is the sum of
Hk’s, the maximum eigenvalue ofHk is at most λmax. Using this,∥∥∥∥∥
0∏
k=E−1
(
I − η
B
Hk
)
ξ
(0)
‖
∥∥∥∥∥ ≤
(
1− ηλmin
B
+
E∑
k=2
(
E
k
)(ηλmax
B
)k)
‖ξ(0)‖ ‖.
First note that for k ∈ [2,K − 1], ( E
k+1
)
2
E
≤ (E
k
)
, because
2
E
≤ k + 1
E − k =
(k + 1)!(E − k − 1)!
k!(E − k)! =
(
E
k
)(
E
k+1
) .
Since η < γ ≤ λminB2λ2maxE2 ≤
B
λmaxE
, for k ∈ [2,K − 1] we have(
E
k + 1
)(ηλmax
B
)k+1
≤
(
E
k + 1
)
1
E
(ηλmax
B
)k
≤ 1
2
(
E
k
)(ηλmax
B
)k
,
which implies that
E∑
k=2
(
E
k
)(ηλmax
B
)k
≤ 2
(
E
2
)(ηλmax
B
)2
≤ η
2E2λ2max
B2
≤ ηλmin
2B
.
Therefore, we have ∥∥∥∥∥
0∏
k=E−1
(
I − η
B
Hk
)
ξ
(0)
‖
∥∥∥∥∥ ≤
(
1− ηλmin
2B
)
‖ξ(0)‖ ‖.
Together with the bound on the second term (15), this shows that
‖ξ(E)‖ ‖ ≤
(
1− ηλmin
4B
)
‖ξ(0)‖ ‖ = (1− ηλ) ‖ξ
(0)
‖ ‖,
which we wanted to prove.
We now have to prove that
‖ξ(E)‖ ≤ ‖ξ(0)‖+ ηλ‖ξ(0)‖ ‖.
Now, repeating the update rule (13) from t = 0 to E − 1, we get
ξ
(E)
⊥ = ξ
(0)
⊥ − η
E−1∑
t=0
(I − Pν)ζ(t). (16)
Thus, by combining equations (14) and (16),
‖ξ(E)‖ = ‖ξ(E)‖ + ξ
(E)
⊥ ‖
≤
∥∥∥∥∥
0∏
k=E−1
(
I − η
B
Hk
)
ξ
(0)
‖ + ξ
(0)
⊥
∥∥∥∥∥+ η
E−1∑
t=0
∥∥∥∥∥
t+1∏
k=E−1
(
I − η
B
Hk
)
Pνζ
(t) + (I − Pν)ζ(t)
∥∥∥∥∥
≤‖ξ(0)‖+ η
E−1∑
t=0
‖ζ(t)‖ ≤ ‖ξ(0)‖+ ηλmin
4B
‖ξ(0)‖ ‖ = ‖ξ(0)‖+ ηλ‖ξ
(0)
‖ ‖.
It now remains to prove that ‖ξ(t∗)‖ ≤ 2‖ξ(0)‖ ≤ 2ρ at the first iteration t∗ that ‖ξ(t)‖ ‖ ≥ τ‖ξ(t)‖2
is violated. Let k∗ be the maximum k such that kE ≤ t∗.
From what we have shown so far,
‖ξ(k∗E)‖ ≤ ‖ξ(0)‖+ ηλ
k∗−1∑
k=0
‖ξ(kE)‖ ‖.
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Also, for t in k∗E ≤ t < t∗ the condition ‖ξ(t)‖ ‖ ≥ τ‖ξ(t)‖2 is satisfied, so by the same argument
we have ‖ζ(t)‖ ≤ λmin4N ‖ξ
(k∗E)
‖ ‖ for t ∈ [k∗E, t∗ − 1]. Finally, by modifying equations (14) and
(16) a bit, we get
‖ξ(t∗)‖ = ‖ξ(t∗)‖ + ξ
(t∗)
⊥ ‖
≤
∥∥∥∥∥
k∗E∏
k=t∗−1
(
I − η
B
Hk
)
ξ
(k∗E)
‖ + ξ
(k∗E)
⊥
∥∥∥∥∥+ η
t∗−1∑
t=k∗E
∥∥∥∥∥
t+1∏
k=t∗−1
(
I − η
B
Hk
)
Pνζ
(t) + (I − Pν)ζ(t)
∥∥∥∥∥
≤‖ξ(k∗E)‖+ η
t∗−1∑
t=k∗E
‖ζ(t)‖ ≤ ‖ξ(k∗E)‖+ ηλmin
4B
‖ξ(k∗E)‖ ‖ ≤ ‖ξ(0)‖+ ηλ
k∗∑
k=0
‖ξ(kE)‖ ‖.
Finally, from ‖ξ(kE+E)‖ ‖ ≤ (1− ηλ)‖ξ
(kE)
‖ ‖,
‖ξ(t∗)‖ ≤ ‖ξ(0)‖+ ηλ
k∗∑
k=0
(1− ηλ)k‖ξ(0)‖ ‖ ≤ ‖ξ(0)‖+ ‖ξ
(0)
‖ ‖ ≤ 2‖ξ(0)‖.
H Proof of Lemma B.1
Recall that ik,j ∈ [jq − q + 1, jq]. Consider any l < j. Then, ik,j > lq, so by (3) and (6), we have
a1l (xik,j ) = (−1)l−1. Similarly, if we consider l > j, then ik,j ≤ lq − q, so it follows from (2) and
(5) that a1l (xik,j ) = (−1)l. This means that the entries (indexed by (j, l)) ofMk below the diagonal
are filled with (−1)l−1, and entries above the diagonal are filled with (−1)l. Thus, the matrix Mk
has the form
Mk =


a11(xik,1 ) 1 −1 · · · −1 1 1
1 a12(xik,2 ) −1 · · · −1 1 1
1 −1 a13(xik,3 ) · · · −1 1 1
...
...
...
. . .
...
...
...
1 −1 1 · · · a1p−1(xik,p−1 ) 1 1
1 −1 1 · · · 1 a1p(xik,p ) 1


.
To prove the first statement of LemmaB.1, consider adding the last column to every even l-th column
and subtracting it from every odd l-th column. Then, this results in a matrix

a11(xik,1 )− 1 2 −2 · · · −2 2 1
0 a12(xik,2 ) + 1 −2 · · · −2 2 1
0 0 a13(xik,3 )− 1 · · · −2 2 1
...
...
...
. . .
...
...
...
0 0 0 · · · a1p−1(xik,p−1 )− 1 2 1
0 0 0 · · · 0 a1p(xik,p) + 1 1


,
whose columns space is the same as Mk. It follows from a
1
j(xik,j ) ∈ (−1,+1) that Mk has full
column rank. This also implies that dim(null(Mk)) = 1.
For the second statement, consider subtracting (j + 1)-th row from j-th row, for j ∈ [p − 1]. This
results in
M˜k :=


a11(xik,1 )− 1 1− a12(xik,2 ) 0 · · · 0 0 0
0 a12(xik,2 ) + 1 −a13(xik,3 )− 1 · · · 0 0 0
0 0 a13(xik,3 )− 1 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · a1p−1(xik,p−1 )− 1 1− a1p(xik,p ) 0
1 −1 1 · · · 1 a1p(xik,p) 1


,
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which has the same null space asMk. Consider a nonzero vector ν ∈ null(M˜k), i.e., M˜kν = 0. Let
νl denote the l-th component of ν. One can see that ν1, . . . , νp are not all zero, because if νp+1 is
the only nonzero component, M˜kν = (0, 0, . . . , 0, νp+1)
T 6= 0.
Assume without loss of generality that ν1 is strictly positive. Note that a
1
1(xik,1 )−1 and 1−a12(xik,2 )
are both nonzero and the signs of a11(xik,1 )− 1 and 1− a12(xik,2 ) are opposite. Then if follows from
(a11(xik,1 ) − 1)ν1 + (1 − a12(xik,2 ))ν2 = 0 that ν2 is also strictly positive. Similarly, a12(xik,2 ) + 1
and −a13(xik,3 )− 1 are both nonzero and have opposite signs, so ν3 > 0. Proceeding this way up to
νp, we can see that all νl, l ∈ [p], are strictly positive.
I Proof of Lemma G.1
We begin by introducing more definitions. For a matrix A ∈ Rm×n, let vec(A) ∈ Rmn be its
vectorization, i.e., columns of A concatenated as a long vector. Given matrices A and B, let A⊗B
denote their Kronecker product. Throughout the proof, we use θ and ξ to denote the concatenation
of vectorizations of all the parameters (W l, bl)Ll=1 and perturbations (∆
l, δl)Ll=1:
θ :=


vec(WL)
bL
vec(WL−1)
bL−1
...
vec(W 1)
b1


, ξ :=


vec(∆L)
δL
vec(∆L−1)
δL−1
...
vec(∆1)
δ1


. (17)
In Section 2, we defined al(xi) to denote output of the l-th hidden layer when the network input is
xi. In order to make the dependence of parameters more explicit, we will instead write a
l
θ(xi) in
this section. Also, for l ∈ [L− 1], define
Dlθ(xi) := W
LJL−1θ (xi)W
L−1 · · ·W l+1J lθ(xi) ∈ R1×dl , (18)
and for convenience in notation, let DLθ (xi) := 1. It can be seen from standard matrix calculus that
[∇W lfθ(xi) ∇blfθ(xi)] = Dlθ(xi)T
[
al−1θ (xi)
T 1
]
, (19)
for all l ∈ [L]. Vectorizing and concatenating these partial derivatives results in
∇θfθ(xi) =


aL−1θ (xi)
1[
aL−2θ (xi)
1
]
⊗DL−1θ (xi)T
...[
xi
1
]
⊗D1θ(xi)T


. (20)
In order to prove the lemma, we first have to quantify how perturbations on the global minimum
affect outputs of the hidden layers and the network. Let θ∗ := (W l∗, b
l
∗)
L
l=1 be the memorizing
global minimum, and let (∆l, δl)Ll=1 be perturbations on parameters, whose vectorization ξ satisfies
‖ξ‖ ≤ ρc. Then, for all l ∈ [L− 1], define a˜lθ∗+ξ(·) to denote the amount of perturbation in the l-th
hidden layer output:
a˜lθ∗+ξ(xi) := a
l
θ∗+ξ(xi)− alθ∗(xi).
It is easy to check that
a˜1θ∗+ξ(xi) = J
1
θ∗(xi)(∆
1xi + δ
1),
a˜lθ∗+ξ(xi) = J
l
θ∗(xi)
(
∆
lal−1θ∗ (xi) + δ
l + (W l∗ +∆
l)a˜l−1θ∗+ξ(xi)
)
.
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Similarly, let f˜θ∗+ξ(·) denote the amount of perturbation in the network output. It can be checked
that
f˜θ∗+ξ(xi) := fθ∗+ξ(xi)− fθ∗(xi) =∆LaL−1θ∗ (xi) + δL + (W L∗ +∆L)a˜L−1θ∗+ξ(xi).
One can see that a˜1θ∗+ξ(xi) only contains perturbation terms that are first-order in ξ: J
1
θ∗(xi)(∆
1xi+
δ1). However, the order of perturbation accumulates over layers. For example,
a˜2θ∗+ξ(xi) = J
2
θ∗(xi)
(
∆
2a1θ∗(xi) + δ
2 + (W 2∗ +∆
2)J1θ∗(xi)(∆
1xi + δ
1)
)
= J2θ∗(xi)
(
∆
2a1θ∗(xi) + δ
2 +W 2∗J
1
θ∗(xi)(∆
1xi + δ
1)
)︸ ︷︷ ︸
first-order perturbation
+ J2θ∗(xi)∆
2J1θ∗(xi)(∆
1xi + δ
1)︸ ︷︷ ︸
second-order perturbation
,
so a˜2θ∗+ξ(xi) contains 1st–2nd order perturbations. Similarly, a˜
l
θ∗+ξ(xi) has terms that are 1st–l-th
order in ξ, and f˜θ∗+ξ(·) perturbation terms from 1st order to L-th order.
Using the definition of Dlθ(xi) from Eq (18), the collection of first order perturbation terms in
f˜θ∗+ξ(·) can be written as
f˜ 1θ∗+ξ(xi) :=∆
LaL−1θ∗ (xi) + δ
L +WL∗ J
L−1
θ∗ (xi)(∆
L−1aL−2θ∗ (xi) + δ
L−1) + · · ·
=
L∑
l=1
Dlθ∗(xi)(∆
lal−1θ∗ + δ
l)
(a)
= ∇θfθ∗(xi)T ξ (b)= νTi ξ‖
where (a) is an application of Taylor expansion of fθ(xi) at θ
∗, which can also be directly checked
from explicit forms of ξ (17) and∇θfθ∗(xi) (20). Equality (b) comes from the definition of ξ⊥ that
ξ⊥ ⊥ νi. We also define the collection of higher order perturbation terms:
f˜ 2+θ∗+ξ(xi) := f˜θ∗+ξ(xi)− f˜ 1θ∗+ξ(xi).
Now, from the definition of memorizing global minima, ℓ′i(θ
∗) = 0 for all i ∈ [N ]. Since ℓi is three
times differentiable, Taylor expansion of ℓi(·) at θ∗ gives
ℓi(θ
∗ + ξ)− ℓi(θ∗) = 1
2
ℓ′′i (θ
∗)(f˜θ∗+ξ(xi))
2 +
1
6
αi(f˜θ∗+ξ(xi))
3,
where αi = ℓ
′′′(fθ∗(xi)+ βif˜θ∗+ξ(xi); yi) for some βi ∈ [0, 1]. For small enough ρs, f˜θ∗+ξ(xi) is
small enough and bounded, so there exists a constant C1 such that
ℓi(θ
∗ + ξ)− ℓi(θ∗) ≤ C1(f˜θ∗+ξ(xi))2
for all i ∈ [N ]. There also are constants C2 := maxi∈[N ] ‖νi‖ and C3 such that
|f˜ 1θ∗+ξ(xi)| ≤ C2‖ξ‖‖, and |f˜ 2+θ∗+ξ(xi)| ≤ C3‖ξ‖2
for all i ∈ [N ], therefore
ℓ(fθ∗+ξ(xi); yi)− ℓ(fθ∗(xi); yi) ≤ C1(C2‖ξ‖‖+ C3‖ξ‖2)2
holds for all i ∈ [N ], as desired.
Now, consider the Taylor expansion of ℓ′i at fθ∗(xi). Because ℓ
′
i is twice differentiable and ℓ
′
i(θ
∗) =
0,
ℓ′i(θ
∗ + ξ) =ℓ′′(θ∗)f˜θ∗+ξ(xi) +
1
2
αˆi(f˜θ∗+ξ(xi))
2
=ℓ′′(fθ∗(xi); yi)f˜
1
θ∗+ξ(xi) + ℓ
′′(fθ∗(xi); yi)f˜
2+
θ∗+ξ(xi) +
1
2
αˆi(f˜θ∗+ξ(xi))
2︸ ︷︷ ︸
=:Ri(ξ)
=ℓ′′(fθ∗(xi); yi)ν
T
i ξ‖ +Ri(ξ), (21)
where αˆi =
1
2ℓ
′′′(fθ∗(xi) + βˆif˜θ∗+ξ(xi); yi) for some βˆi ∈ [0, 1]. The remainder term Ri(ξ)
contains all the perturbation terms that are 2nd-order or higher, so there is a constant C4 such that
|Ri(ξ)| ≤ C4‖ξ‖2
26
holds for all i ∈ [N ].
In a similar way, we can see from Eq (20) that we can express ∇θfθ∗+ξ(xi) as the sum of νi :=
∇θfθ∗(xi) plus the perturbation µi(ξ):
∇θfθ∗+ξ(xi) = νi + µi(ξ),
where µi(ξ) contains all the perturbation terms that are 1st-order or higher. So, there exists a constant
C5 such that
‖µi(ξ)‖ ≤ C5‖ξ‖
holds for all i ∈ [N ].
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