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FIBRED COARSE EMBEDDINGS, A-T-MENABILITY AND THE
COARSE ANALOGUE OF THE NOVIKOV CONJECTURE
MARTIN FINN-SELL
Abstract. The connection between the coarse geometry of metric spaces and analytic prop-
erties of topological groupoids is well known. One of the main results of Skandalis, Tu and
Yu is that a space admits a coarse embedding into Hilbert space if and only if a certain
associated topological groupoid is a-T-menable. This groupoid characterisation then reduces
the proof that the coarse Baum-Connes conjecture holds for a coarsely embeddable space
to known results for a-T-menable groupoids. The property of admitting a fibred coarse em-
bedding into Hilbert space was introduced by Chen, Wang and Yu to provide a property
that is sufficient for the maximal analogue to the coarse Baum-Connes conjecture and in this
paper we connect this property to the traditional coarse Baum-Connes conjecture using a
restriction of the coarse groupoid and homological algebra. Additionally we use this results
to give a characterisation of the a-T-menability for residually finite discrete groups.
Keywords: Fibred coarse embeddings, topological groupoids, negative type functions,
coarse Baum-Connes conjecture.
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1. Introduction
The application of coarse methods to algebraic topological problems is well known [23, 32].
One possible method utilised for such problems is a higher index theorem that allows us to
calculate refined large scale information from small scale topological or analytic data. This
process can be succinctly phrased using the language of K-theory and K-homology and can be
encoded into the coarse geometric version of the well-known Baum-Connes conjecture, which
asks whether or not a certain assembly map:
µ∗ : KX∗(X) = lim
R>0
K∗(PR(X)) −→ K∗(C
∗(X))
is an isomorphism for all uniformly discrete spaces X with bounded geometry. One approach
to this conjecture for suitable metric spaces X is via the concept of a coarse embedding into
Hilbert space. A seminal paper by Yu [32] first showed the importance of coarse embeddings
into Hilbert space by proving that this is a sufficient condition for the coarse Baum-Connes
assembly map µ∗ to be an isomorphism.
In this paper we study the relationship between fibred coarse embedding into Hilbert space,
first introduced by Chen, Wang and Yu [6], and the coarse analogue of the strong Novikov
conjecture. Intuitively, a space admits a fibred coarse embedding into Hilbert space if for each
scale it is acceptable to forget bounded portions of the space and embed what remains locally
and compatibly into Hilbert space. This is made precise in Definition 6. This property was
used in [6] to prove a maximal analogue of the work of [32], that is the existence of a fibred
Date: September 2014.
1
2 MARTIN FINN-SELL
coarse embedding into Hilbert space implies that the maximal coarse Baum-Connes assembly
map is an isomorphism for any uniformly discrete metric space with bounded geometry.
Another approach to these questions was considered in [9], in which a conjecture known
as the boundary coarse Baum-Connes conjecture was defined for uniformly discrete bounded
geometry spaces. This conjecture, defined via groupoids, was designed to capture the structure
of a space at infinity. We explain the relationship between this conjecture and the work of [6]
and give a new method to prove the maximal coarse Baum-Connes conjecture in this instance
that has additional consequences. We explore these consequences in Section 5.
The strategy of this paper is to convert coarse assembly problems into groupoid assembly
problems was pioneered in [25]:
Theorem 1. Let X be a uniformly discrete space with bounded geometry that admits a fibred
coarse embedding into Hilbert space. Then the associated boundary groupoid G(X)|∂βX is
a-T-menable.
We define the boundary groupoid G(X)|∂βX in Definition 13.
This result gives us access to the tools developed in [9] concerning the boundary coarse
Baum-Connes conjecture and in in Section 5 we provide applications of Theorem 1 to the
coarse analogue of the strong Novikov conjecture for uniformly discrete spaces with bounded
geometry (Theorem 34), as well as considering the situation concerning ghost operators within
Roe algebras associated to coarsely embeddable spaces (Corollary 36). Lastly we give a
characterisation of a-T-menability for residually finite groups via box spaces (Theorem 40).
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2. Fibred coarse embeddings and groupoids associated to coarse spaces
We recap now the important details surrounding Theorem 5.4 from [25] and the notion of
a fibred coarse embedding [6].
2.1. Coarse and fibred coarse embeddings. We first make precise the metric spaces that
we will study in this paper.
Definition 2. Let X be a metric space. Then X is said to be uniformly discrete if there
exists c > 0 such that for every pair of distinct points x 6= y ∈ X the distance d(x, y) > c.
Additionally, X is said have bounded geometry if for every R > 0 there exists NR > 0 such
that for every x ∈ X the cardinality of the ball of radius R about x is smaller than NR.
And now recall the concept of a coarse embedding, to motivate the definition of a fibred
coarse embedding.
Definition 3. A metric space X is said to admit a coarse embedding into Hilbert space H if
there exist maps f : X → H, and non-decreasing ρ1, ρ2 : R+ → R such that:
(1) for every x, y ∈ X, ρ1(d(x, y)) ≤ ‖f(x)− f(y)‖ ≤ ρ2(d(x, y));
(2) for each i, we have limr→∞ ρi(r) = +∞.
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One application of admitting a coarse embedding into Hilbert space is the main result of
[32, 25].
Theorem 4. Let X be a uniformly discrete metric space with bounded geometry that admits
a coarse embedding into Hilbert space. Then the coarse Baum-Connes conjecture holds for X,
that is the assembly map µ∗ is an isomorphism. 
Many metric spaces admit coarse embeddings; the property is a suitably flexible one as it
is implied by many other coarse properties such as finite asymptotic dimension [21, Example
11.5], or the weaker properties of finite decomposition complexity [10] and property A [32].
The primary application is to finitely generated discrete groups via the descent principle that
is originally due to Higson [11], then adapted by Skandalis, Tu and Yu in [25]:
Corollary 5. Let Γ be a finitely generated discrete group admitting a coarse embedding into
Hilbert space. Then the (strong) Novikov conjecture holds for Γ. 
For more information on the strong Novikov conjecture and its connections to coarse ge-
ometry see [8, 25].
There are spaces that do not admit a coarse embedding into Hilbert space, such as expander
graphs [18]. Certain types of expander graph are known to be counterexamples to the Baum-
Connes conjecture [13, 12, 30, 31, 19] and within this class, it is possible to prove some positive
results under hypotheses on the structure of the expander; it is known that certain families do
satisfy the coarse analogue of the Novikov conjecture and the maximal coarse Baum-Connes
conjecture [19, 30]. The notion of a fibred coarse embedding was introduced in [6] where the
authors gave results that partially explained these phenomena. The following is Definition
2.1 from [6].
Definition 6. A metric space X is said to admit a fibred coarse embedding into Hilbert space
if there exists
• a field of Hilbert spaces {Hx}x∈X over X;
• a section s : X → ⊔x∈XHx (i.e s(x) ∈ Hx);
• two non-decreasing functions ρ1, ρ2 from [0,∞) to (−∞,+∞) such that limr→∞ ρi(r) =
∞ for i = 1, 2;
• A reference Hilbert space H
such that for any r > 0 there exists a bounded subset Kr ⊂ X and a trivalisation:
tC : ⊔x∈CHx → C ×H
for each C ⊂ X \Kr of diameter less than r. We ask that this map tC |Hx = tC(x) is an affine
isometry from Hx to H, satisfying:
(1) for any x, y ∈ C, ρ1(d(x, y)) ≤ ‖tC(x)(s(x)) − tC(y)(s(y))‖ ≤ ρ2(d(x, y));
(2) for any two subsets C1, C2 ⊂ X \Kr of diameter less than r and nonempty intersection
C1 ∩ C2 there exists an affine isometry tC1,C2 : H → H such that tC1(x)tC2(x)
−1 =
tC1,C2 for all x ∈ C1 ∩ C2.
Let F = {Kr}r. In this instance we say X fibred coarsely embeds into Hilbert space with
respect to F .
It is possible to improve this definition in the context of sequences of finite metric spaces
and the infinite metric spaces defined from them using the following construction:
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Definition 7. Let {Xi}i∈N be a sequence of finite metric spaces that are uniformly discrete
with bounded geometry uniformly in the index i, such that |Xi| → ∞ in i. Then we can form
the coarse disjoint union X with underlying set ⊔Xi, metric d given by the metric on each
component and d(Xi,Xj) → ∞ as i + j → ∞. Any such metric is proper and unique up to
coarse equivalence.
In this case, we can refine Definition 6 to the following:
Definition 8. The coarse disjoint union X of a sequence of finite metric spaces {Xi} is said
to admit a fibred coarse embedding into Hilbert space if there exists
• a field of Hilbert spaces {Hx}x∈X over X;
• a section s : X → ⊔x∈XHx (i.e s(x) ∈ Hx);
• two non-decreasing functions ρ1, ρ2 from [0,∞) to (−∞,+∞) such that limr→∞ ρi(r) =
∞ for i = 1, 2;
• a non-decreasing sequence of numbers 0 ≤ l0 ≤ l1 ≤ ... ≤ li ≤ ... with limi→∞ li =∞;
• a reference Hilbert space H
such that for each x ∈ Xi there exists a trivialisation:
tx : ⊔y∈Bli (x)Hy → Bli(x)×H
such that the map tx(z) is an affine isometry from Hz to H, satisfying:
(1) ρ1(d(z, z
′
)) ≤ ‖tx(z)(s(z)) − tx(z
′
)(s(z
′
))‖ ≤ ρ2(d(z, z
′
)) for any z, z
′
∈ Bli(x), x ∈
Xi, i ∈ N;
(2) for any x, y ∈ Xi such that Bli(x) ∩ Bli(y) 6= ∅ there exists an affine isometry txy :
H → H such that tx(z) = txyty(z) for all z ∈ Bli(x) ∩Bli(y).
In particular many expanders are known to satisfy this property, such as those coming from
a-T-menable discrete groups or those of large girth [6, 19].
The main application of this property is the main result of [6]:
Theorem 9. Let X be a bounded geometry metric space admitting a fibred coarse embedding
into Hilbert space. Then the maximal coarse Baum-Connes conjecture holds for X. 
We give a different proof of this in Section 5.1.
2.2. Groupoids and coarse properties. Groupoids play an integral role in the construc-
tions we adapt from [25]. Below we recap some basic properties of groupoids before giving
an outline of the construction of the coarse groupoid associated to a coarse space X.
A groupoid G is a topological groupoid if both G and G(0) are topological spaces, and the
maps r, s,−1 and the composition are all continuous. A Hausdorff, locally compact topological
groupoid G is proper if (r, s) is a proper map and e´tale or r-discrete if the map r is a local
homeomorphism. When G is e´tale, s and the product are also local homeomorphisms, and
G(0) is an open subset of G.
Let X be a uniformly discrete bounded geometry metric space. We want to define a
groupoid with the property that it captures the coarse information associated to X. To do
this effectively we need to define what we mean by a coarse structure that is associated to a
metric. The details of this can be found in [21].
Definition 10. Let X be a set and let E be a collection of subsets of X ×X. If E has the
following properties:
(1) E is closed under finite unions;
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(2) E is closed under taking subsets;
(3) E is closed under the induced product and inverse that comes from the pair groupoid
product on X ×X;
(4) E contains the diagonal.
Then we say E is a coarse structure on X and we call the elements of E entourages. If in
addition E contains all finite subsets then we say that E is weakly connected.
Example 11. LetX be a metric space. Then consider the collection S of theR-neighbourhoods
of the diagonal in X ×X; that is, for every R > 0 the set:
∆R = {(x, y) ∈ X ×X|d(x, y) ≤ R}
Let E be the coarse structure generated by S. This is called the metric coarse structure on X.
If X is a uniformly discrete bounded geometry metric space this coarse structure is uniformly
locally finite, proper and weakly connected [25].
Let X be a uniformly discrete metric space with bounded geometry. We denote by βX the
Stone-Cˇech compactification of X (similarly with β(X ×X)).
Define G(X) :=
⋃
R>0∆R ⊆ β(X × X). Then G(X) is a locally compact, Hausdorff
topological space. To equip it with a product and inverse we would ideally consider the
natural extension of the pair groupoid product on βX × βX. We remark that the map (r, s)
from X ×X extends first to an inclusion into βX × βX and universally to β(X ×X), giving
a map (r, s) : β(X × X) → βX × βX. We can restrict this map to each entourage E ∈ E
allowing us to map the set G(X) to βX × βX. The following is Corollary 10.18 [21]
Lemma 12. Let X be a uniformly discrete bounded geometry metric space, let E be any
entourage and let E its closure in β(X ×X). Then the inclusion E → X ×X extends to a
topological embedding E → βX × βX via (r, s). 
Using this Lemma, we can conclude that the pair groupoid operations on βX×βX restrict
to give continuous operations on G(X); we equip G(X) with this induced product and inverse.
Given this construction of G(X) as an extension of the pair groupoid, it is easy to see
that the set X is an open saturated subset of βX. In particular, this also means that the
Stone-Cˇech boundary ∂βX is saturated.
Definition 13. The boundary groupoid associated to X is the restriction groupoid G(X)|∂βX .
3. Negative type functions on groupoids
The role of positive and conditionally negative type kernels within group theory is well
known and plays an important role in studying both anayltic and representation theoretic
properties of groups [2, 14]. These notions were considered for groupoids by Tu in [26] and
we use his conventions here. Let G be a locally compact, Hausdorff groupoid.
Definition 14. A continuous function F : G → R is said to be of negative type if
(1) F |G(0) = 0;
(2) ∀x ∈ G, F (x) = F (x−1);
(3) Given x1, ..., xn ∈ G all having the same range and σ1, ..., σn ∈ R such that
∑
i σi = 0
we have
∑
j,k σjσkF (x
−1
j xk) ≤ 0.
The important feature of functions of this type is their connection to a-T-menability for
locally compact, σ-compact groupoids, in fact the following are equivalent by work of Tu [26]:
6 MARTIN FINN-SELL
(1) There exists a locally proper negative type function on G.
(2) There exists a continuous field of Hilbert spaces over G(0) with a proper affine action
of G.
We remark that in the situation we are considering, e´tale groupoids with compact Hausdorff
base space, local properness is equivalent to properness. We also remark that an alternative
proof of this is given by Renault in Section 2.4 of [20].
We can now make precise what we mean by “G(X) captures the coarse geometry of X” in
our particular case:
Theorem 15. Let X be a uniformly discrete space with bounded geometry and let G(X) be
its coarse groupoid. Then X admits a coarse embedding into Hilbert space if and only if G(X)
is a-T-menable [25, Theorem 5.4] 
4. Main Theorem
We dedicate this section to proving Theorem 1. More precisely we construct, given a fibred
coarse embedding into Hilbert space, a proper conditionally negative type function on the
boundary groupoid G(X)|∂βX .
Definition 16. Let F := {KR} be a family of bounded subsets of X. Let AR be the restricted
entourage ∆R ∩ ((X \KR)× (X \KR)).
Remark 17. Let X admit a fibred coarse embedding into Hilbert space.
(1) AR is an entourage with the same corona as ∆R, that is AR \AR = ∆R \∆R. Assume
that X admits a fibred coarse embedding into Hilbert space with respect to F . Then
for each R > 0 the following function is defined on AR:
kR(x, y) = ‖tx(x)(s(x)) − tx(y)(s(y))‖
2
where tx := tBR(x) : Hx → H is the affine isometry provided by the fibred coarse
embedding.
(2) In the special case that X is a coarse disjoint union constructed from a sequence
of finite graphs {Xi}, the AR’s defined above can be taken to have the form: AR =
⊔i≥iR∆
i
R for some i ≥ iR and where ∆
i
R denotes the R−neighbourhood of the diagonal
in Xi.
(3) For G(X)|∂βX =
⋃
R>0∆R \ ∆R there is a smallest R > 0 such that γ ∈ ∆R \ ∆R.
We denote this by Rγ.
Using this data we wish to construct a proper, negative type function f on G(X)|∂βX . The
main idea is to extend each kR to a function k˜R using the universal property of βAR ∼= AR. We
then show that these extensions k˜R piece together to form a single function f on G(X)|∂βX .
The next section gives the technical details of how to do this supposing that the following
additional criterion is satisfied.
Definition 18. A family of kernels {kR : AR → R+} is scale independent if for every S >
R > 0, we have that kR|AR∩AS = kS |AR∩AS .
This notion will allow us to piece the kernels on every scale together as prescribed above.
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4.1. The technical steps. In this section, we give the details of the construction outlined
above.
Proposition 19. Let X be a uniformly discrete bounded geometry metric space that fibred
coarsely embeds into Hilbert space, and suppose additionally that the kernels kR coming from
this embedding are scale independent. Then the function f obtained by patching together the
kR is well defined and continuous on G(X)|∂βX .
Proof. We have two considerations:
(1) Extending kR to k˜R on the closure of AR for each R > 0.
(2) Each k˜R pieces together; for any S > R we have that k˜S(γ) = k˜R(γ).
We first prove (1). Under the assumption that X fibred coarsely embeds into Hilbert space,
we know that each kR is a bounded function on AR, hence extends to a continuous function
k˜R on the Stone-Cˇech compactification of AR, which in this context is homeomorphic to its
closure in β(X ×X).
For the proof of (2) consider the sets AR and AR ∩AS for S > R. Using the compatibility
properties of a fibred coarse embedding and the scale independence of Definition 18 we can
see that the function kR, and kS restricted to AR ∩AS agree. Using the observation that for
all R > 0 and S > R the set AR∩AS has the same Stone-Cˇech boundary as AR we can deduce
that k˜R and k˜S restricted to AR \ AR agree. Hence we can define, for any γ ∈ G(X)|∂βX ,
f(γ) = k˜Rγ (γ), which is the natural continuous function defined on the union ∪R>0AR. 
Lemma 20. The function f is proper.
Proof. To see f is proper it is enough to prove that the preimage of an interval [0, r] is
contained in AR for some R > 0. This is as each interval [0, r] is a closed subset of R, the
map f is continuous and hence f−1([0, r]) would be a closed subset of a compact set, hence
would itself be compact.
We now assume for a contradiction that the preimage of [0, r] contains elements γ with the
Rγ defined in Remark 17.(4) being arbitrarily large. Then from the definition of f and the
fact that X admits a fibred coarse embedding, we can see:
ρ−(Rγ)
2 ≤ f(γ) ≤ ρ+(Rγ)
2.
As ρ−(S) tends to infinity as S does, we can find an S > 0 such that ρ−(S) > r. By
assumption there exists γ ∈ f−1([0, r]) with Rγ as large as we like: in particular ρ−(Rγ) > r,
which is impossible. Whence there exists an R > 0 such that f−1([0, r]) ⊂ AR. 
Lemma 21. The function f is of negative type.
Proof. This relies on the ideas of [25, Theorem 5.4]. Let γ1, ..., γn ∈ G(X)|∂βX such that
r(γ1) = ... = r(γn) := ω and let σ1, ..., σn ∈ R with sum 0. We need to prove that:∑
i,j
σiσjf(γ
−1
i γj) ≤ 0.
As there are only finitely many γi, there exists a smallest R > 0 such that each γi and each
product γ−1j γi are elements of ∆R. Let (xi,λ, yi,λ) be nets within ∆R that converge to γi
respectively. As the ranges of the γi are all equal without loss of generality we can assume
that yλ,i = yλ is equal in each net. To see this is possible take an approximation of ω by
a net yλ and then use the fact that each γi belongs to the closure of the graph of a partial
translation ti [21]. Now use xλ,i = t
−1
i (yλ): γi = limλ(xλ,i, yλ).
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Hence, for each λ, we know that (xλ,i, yλ) and (xλ,j, xλ,i) ∈ ∆R, and that xλ,i, xλ,j ∈
BR(yλ).
We wish to compute
∑
i,j σiσjkR(xλ,j , xλ,i) by using an affine isometry to work relative
to yλ: denote by tyλ the local trivialisation tBR(yλ) and by k
yλ
R the kernel defined using the
trivialisation tyλ as in Remark 17.1. Let txλ,j ,yλ be the unique affine ismometry such that
txλ,j ,yλtyλ = txλ,j on the intersections of the corresponding balls, which we know exist from
the definition of a fibred coarse embedding.
Hence:∑
i,j
σiσjkR(xλ,j , xλ,i) =
∑
i,j
σiσj‖txλ,j(xλ,j)(s(xλ,j))− txλ,j(xλ,i)(s(xλ,i))‖
2
=
∑
i,j
σiσj‖txλ,j ,yλtyλ(xλ,j)(s(xλ,j))− txλ,j ,yλtyλ(xλ,i)(s(xλ,i))‖
2
=
∑
i,j
σiσjk
yλ
R (xλ,j , xλ,i) as txλ,j ,yλ is an isometry.
This reformulation allows us to directly compute using a standard argument (although with
worse notation):∑
i,j
σiσjk
yλ
R (xλ,j , xλ,i) =
∑
i,j
σiσj‖tyλ(xλ,j)(s(xλ,j))− tyλ(xλ,i)(s(xλ,i))‖
2
=
∑
i,j
σiσj(‖tyλ(xλ,j)(s(xλ,j))‖
2 + ‖tyλ(xλ,i)(s(xλ,i))‖
2 − 2〈tyλ(xλ,j)(s(xλ,j)), tyλ(xλ,i)(s(xλ,i))〉)
= (
∑
j
σj‖tyλ(xλ,j)(s(xλ,j))‖
2)(
∑
i
σi) + (
∑
i
σi‖tyλ(xλ,i)(s(xλ,i))‖
2)(
∑
j
σj)
−2〈
∑
j
σjtyλ(xλ,j)(s(xλ,j)),
∑
i
σityλ(xλ,i)(s(xλ,i))〉 ≤ 0.
This holds for each λ in the net. Taking a limit in λ:∑
i,j
σiσjf(γ
−1
i γj) =
∑
i,j
σjσi lim
λ
kyλR (xλ,j , xλ,i) ≤ 0

The preceding Lemmas will now be used to prove the following Theorem.
Theorem 22. Let X = ⊔iXi be a coarse disjoint union of finite metric spaces such that
the space X is uniformly discrete and has bounded geometry. If X admits a fibred coarse
embedding into Hilbert space then the boundary groupoid G(X)|∂βX is a-T-menable.
Proof. By assumption the fibred coarse embedding can be chosen such that the family of
kernels satisfies the restriction property of Definition 18 (this follows from the fact that such
spaces admit the nicer Definition 8, which is Definition 5.1 of [6]). The Lemmas above now
combine to prove the result. 
The remainder of this section is to show how Theorem 22 can be adapted to the situation
that X is is not a coarse disjoint union but is fibred coarsely embeddable into Hilbert space.
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4.2. What happens if the space is not a disjoint union of finite metric spaces?
In general, the property of scale independence of Definition 18 will not hold for an arbitrary
fibred coarse embedding (at least not obviously). However, in this section we outline a method
of “coarse” decomposition that will still allow us to prove the analogue of Theorem 22 for
general uniformly discrete spaces with bounded geometry. We will use [29, Chapter 3] as
a common reference for results concerning the relationship between coarse embeddings and
kernels in this section.
Definition 23. Let Z be a uniformly discrete bounded geometry metric space and let z0 ∈ Z.
Then an annular decomposition of Z is a covering Y0 ∪ Y1 = Z, where Y0, Y1 and Y0 ∩ Y1 are
unions of annular regions around z0.
The next Lemma, the details of which appear in [6], illustrates it is always possible to find
a decomposition that is very well spaced, i.e a decomposition in which each of Y0, Y1 and
Y0 ∩ Y1 is a coarse disjoint union of finite metric spaces.
Lemma 24. Let Z be a uniformly discrete bounded geometry metric space. Then Z admits
an annular decomposition that is coarsely excisive.
Proof. We give the construction here and the remainder is implicit from the proof of Theorem
1.1, from page 19 of [6]. Let z0 ∈ Z, then for n ∈ N let
Zn = {z ∈ X|n
3 − n ≤ d(z, z0) ≤ (n+ 1)
3 + (n+ 1)}.
Now, set Y0 to be the union over even n and Y1 to be the union over odd n. 
So, for any uniformly discrete bounded geometry metric space Z we have two decomposi-
tions:
(1) Z = Y0 ∪ Y1, where the two pieces are themselves unions of finite (annular) metric
spaces;
(2) Z = ∪nZn , where each Zn are finite but not of uniformly bounded cardinality in n.
We can still use the Zn as a covering of X to define partition of unity and because they
form the sets Y0 and Y1, we can use the favourable notion of fibred coarse embedding from
Definition 8 when we work with them. To get a partition of unity we use Proposition 4.1 of
[7]:
Proposition 25. Let U be a cover of a metric space X with multiplicity at most k + 1 and
Lebesgue number L > 0. For U ∈ U define:
φU (x) =
d(x,X \ U)∑
V ∈U d(x,X \ V )
then {φU}U∈U is a partition of unity on X subordinated to the cover U . Moreover, each φU
satisfies:
|φU (x)− φU (y)| ≤
2k + 3
L
d(x, y) for every x, y ∈ X.

Let X be a uniformly discrete space, which we will later take to be fibred coarsely em-
beddable. We will now attempt to apply Proposition 25 to the covering of X obtained by
applying Lemma 24, that is X = ∪nZn. Define, X>n to be the union ∪m>nZm ⊂ X.
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We observe that by the construction in Lemma 24 the multiplicity of the covering by the
Zn is 2. Furthermore, we can control the Lebesgue number of this cover away from a bounded
subset using the following observation:
Lemma 26. Let x, y belong to the symmetric difference of Zn and Zn+1. If x ∈ Zn and
y ∈ Zn+1 then d(x, y) ≥ 2(n + 1).
Proof. If x ∈ Zn and y ∈ Zn+1 then by the definition of Zn and the fact that x 6∈ Zn+1 tells
us that d(z0, x) ≤ (n + 1)
3 − (n + 1). Similiarly, as y ∈ Zn+1 but y ∈ Zn, we know that
d(z0, y) ≥ (n+ 1)
3 + (n+ 1). Combining these inequalities with the triangle inequality gives
the desired estimate. 
An immediate consequence of this is that for L > 0 there is an nL such that the covering
restricted to X>nL has Lebesgue number ≤ L. To see this, consider the situation that there
is a point x ∈ Zn ⊂ Z such that the ball BL(x) is not contained in some element Zm of
the covering. As the multiplicity of the cover is 2, it is immediate that the ball cannot be
contained in any sets other than Zn−1, Zn or Zn+1. We can conclude that, without loss of
generality, there is a y ∈ Zn+1 such that there is a point y ∈ Zn+1 that does not belong to Zn
but does belong to the ball BL(x). If x 6∈ Zn+1, then Lemma 26 implies that L ≥ 2(n + 1).
So by choosing nL to be the least integer above
L
2 −1 we see that this situation cannot occur.
What remains is the case x ∈ Zn+1, but a mirror of this argument reduces this to the previous
case. Hence on the space X>nL the covering has Lesbegue number at least L.
Suppose now that X fibred coarsely embeds into Hilbert space with respect to a family
{KR}. Then for every R > 0 there is a smallest natural number such that the bounded set
KR is contained within some finite union of annuli. Denote this by mR. Observe also that
the above statement can be modified to take into account the two bounded sets that will
occur after we break X into Y0 and Y1. In this case, we define mR to be the maximum of the
natural numbers required on each piece.
This allows us to control, up to scale, the asymptotic behaviour of kernel functions on the
spaces Y0 and Y1 when gluing them back together. To make this formal, we need first to recall
the result of Schoenberg [24], where the statement here is taken from [29]:
Theorem 27. Let X be a set and let k be a negative type kernel on X. Then for every t > 0,
the kernel Ft(x, y) := e
−tk(x,y) is of positive type. 
On each of the spaces Yi we have a family of scale independent negative type kernels {ki,R}R
defined on AR that is well controlled by a common pair of functions ρ±. By applying Theorem
27, we now have a family, controlled by R and t, of scale independent kernels of positive type
that are also well controlled (c.f [29] Chapter 3 for a full treatment). Recall that a kernel k
is said to have (R, ǫ)-variation if whenever (x, y) ∈ ∆R, we have that |1− k(x, y)| ≤ ǫ.
The following result collects these ideas and is a modification of an argument shared with
the author by Rufus Willett.
Lemma 28. Suppose X is fibred coarsely embeddable into Hilbert space. Then there is a
family of normalised positive type kernels {FR,t : AR → R}R,t such that the following are
satisfied:
• {FR}R is a scale independent family for every t;
• for every R, ǫ > 0 there is a bounded subset D that contains KR and a real number t
such that there is a positive type kernel FR,t with (R, ǫ)-variation when restricted to
AR ∩ (X \D)
2;
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• for all t, ǫ > 0 there exists S > 0 such that for all R > S and all (x, y) ∈ AR that do
not belong to AS we have |FR,t(x, y)| < ǫ.
Proof. The proof proceeds in a few steps:
(1) We define, from Proposition 25, an ℓ2-partition of unity.
(2) Using this partition of unity for the cover U = {Zn} and the families of kernels on Yi
provided by Theorem 27 and the assumption of fibred coarse embeddability we define
a family of new kernels for X. This family will be scale independent.
(3) We show that this kernel can be constructed such that for any R and ǫ, there is a
natural number oR,ǫ and a t such that the kernel FR,t restricted to the set X>oR,ǫ has
(R, ǫ)-variation.
(4) Finally, we prove the asymptotic control estimates using observations concerning the
control functions that come from the original fibred coarse embedding.
Let nR and mR be defined as during the discussion prior to the statement of the Lemma. We
now work through the steps outlined above:
(1) Consider the new partition of unity defined using Φn =
√
φXn . This will have ℓ
2-sum
equal to 1 for each x, and satisfies, for any pair x, y ∈ X:
|Φn(x)−Φn(y)| ≤
√
5
L
d(x, y).
(2) Now, on each scale we restrict this partition of unity to the subspace X \ DR and
observe that for all but finitely many x ∈ X, the sum:
∑
n>max(nR,mR)
Φn(x) =∑
nΦn(x). Let F
[n]
R,t be the kernel output by Schoenbergs theorem that arises from
the kernel k[n],R, where [n] represents the class of n modulo 2, and consider for each
R > 0 the kernel FR,t defined pointwise by:
(1) FR,t(x, y) =
∑
n
Φn(x)F
[n]
R,t(x, y)Φn(y)
By construction this family of kernels is scale independent for each t as each F iR,t
are, and the same partition of unity is used and it was constructed globally. This
completes Step 2.
(3) By combining observations from above and estimates from Theorem 3.2.8(2) in [29]
we can see that for every R, ǫ > 0 there exists an oR,ǫ such that the covering restricted
to X>oR,ǫ has Lebesgue number S :=
180R
ǫ2
and KR ⊆ ∪n≤oR,ǫZn := D.
Let t = ǫ3(1+ρ+(R)2) . Then each of the kernels F
i
R,t satisfies
1− F iR,t(x, y) ≤ 1− e
−tρ+(d(x,y)) ≤ 1− e
−ǫ
3 ≤
ǫ
3
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for every x, y ∈ AR. Now, consider the following for every x, y ∈ AR ∩ (X \D)
2:
1− FR,t(x, y) =
∑
n
Φn(x)
2 − Φn(x)F
[n]
R,t(x, y)Φn(y)
= Φn(x)
2 +Φn+1(x)
2 − Φn(x)F
[n]
R,t(x, y)Φn(y)− Φn+1(x)F
[n+1]
R,t (x, y)Φn+1(y)
≤ Φn(x)Φn(y) + Φn(x)(Φn(x)− Φn(y))
+Φn+1(x)Φn+1(y) + Φn+1(x)(Φn+1(x)−Φn+1(y))
−Φn(x)F
[n]
R,t(x, y)Φn(y)− Φn+1(x)F
[n+1]
R,t (x, y)Φn+1(y)
< Φn(x)Φn(y)(1 − F
[n]
R,t(x, y)) + Φn+1(x)Φn+1(y)(1− F
[n+1]
R,t (x, y)) +
ǫ
3
.
Where [n] denotes n modulo 2, n depends only on (x, y) and the ǫ3 term comes from
the choice of oR,ǫ such that each |Φn(x)−Φn(y)| <
√
5R
S
= ǫ6 . To complete the proof,
observe also that |Φn(x)Φn(y)(1 − F
[n]
R,t(x, y))| ≤
ǫ
3 by the choice of S and t.
(4) We now use the fact that these kernels are scale independent; the (R, ǫ)-variation
property above holds only on a large piece of AR and outside this piece the kernels F
i
R,t
satisfy F iR,t(x, y) = e
−tkR(x,y) ≤ e−tρ−(d(x,y)), which clearly tends to 0 as d(x, y)→∞.
Patching this together, we see that FR,t will also tend to 0 as d(x, y)→∞, and so for
fixed t and ǫ we pick S large enough such that e−tρ−(S) is less than ǫ, which proves
point 3 in the claim.

The important point of Lemma 28 is that the family of kernels {FR,t}R is extendable to the
boundary groupoid of X for every t, so we can now prove an analogue of Theorem 3.2.8(4)
of [29] at infinity using these families.
Theorem 29. Let X be a uniformly discrete metric space that admits a fibred coarse embed-
ding into Hilbert space. Then the boundary groupoid G(X)|∂βX is a-T-menable.
Proof. We proceed as in Theorem 3.2.8 of [29].
(1) For every n ∈ N define, using Lemma 28, a family of kernels Fn that satisfy 1 −
Fn(x, y) < 2
−n whenever d(x, y) ≤ n.
(2) We now consider the extensions of Fn to the boundary groupoid G(X)|∂βX , which is
possible as they are each scale independent.
(3) Define k(γ) =
∑∞
n=1(1 − F˜n(γ)). This is the limit of the partial sums defined on the
boundary of the closure of (X \Dn,2−n)
2. This converges as for any γ ∈ G(X)|∂βX as
there are only finitely many n for which γ 6∈ ∆n \∆n and let nγ denote the largest
such n. Now the tail of this sum will be bounded above by
∑∞
n>nγ
2−n. The function
k has negative type, as each term in the sum does and this property is closed under
pointwise limits and positive sums (The extension point follows from nothing other
than the argument for Lemma 21).
(4) It is now enough to show that this is proper (and we do this by showing it is controlled
by two functions that tend to infinity τ±). Observe that for each γ ∈ ∆R \ ∆R we
have:
k(γ) ≤
⌊R⌋∑
n=1
1 +
∞∑
n=⌊R+1⌋
2−n ≤ R+ 1
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so we can take τ+(R) = R + 1. For the lower bound, let hn(R) := e
−tnρ−(R)2 , where
tn is the parameter that realises the kernel Fn. Then for each N ∈ N, there exists an
SN such that for all n ≤ N and S > SN , we have hn(S) <
1
2 . We can find such an
SN as each hn tends to 0 at infinity. Now, for every γ ∈ G(X)|∂βX that is a limit of
pairs in AcSN , we have:
k(γ) ≥
N∑
n=1
1− Fn(γ) ≥
N∑
n=1
1− hn(SN ) ≥
N
2
.
Finally, choose:
τ−(s) =
1
2
max{N |s ≥ sN}.
With this choice we have τ−(R) ≤ k(∆R\∆R) ≤ τ+(R). Hence, k is a proper, negative
type function on G(X)|∂βX .

5. Applications
5.1. The boundary coarse Baum-Connes conjecture and the coarse Novikov con-
jecture. Throughout this section let A∂ denote the quotient C
∗-algebra l∞(X,K)/C0(X,K).
Recall from [9] the boundary coarse Baum-Connes conjecture.
Conjecture (Boundary Coarse Baum-Connes Conjecture). Let X be a uniformly discrete
bounded geometry metric space. Then the assembly map:
µbdry : K
top
∗ (G(X)|∂βX , A∂)→ K∗(A∂ ⋊r G(X)|∂βX )
is an isomorphism.
This conjecture also has a maximal form [9, Section 4] that is equivalent to the maximal
coarse Baum-Connes conjecture at infinity from [6]. If X is a uniformly discrete bounded
geometry metric space we can see that the algebra at infinity defined in [6] and the groupoid
crossed product algebra A∂ ⋊m G(X)|∂βX are isomorphic. Proceeding via this conjecture we
can appeal to the machinery of Tu [26] concerning σ-compact, locally compact a-T-menable
groupoids to conclude results about the (maximal) coarse Baum-Connes conjecture.
In particular, we can use this conjecture and homological algebra to conclude Theorem 9.
Theorem 30. [6, Theorem 1.1] Let X be a uniformly discrete space with bounded geometry
that fibred coarse embeds into Hilbert space. Then the maximal coarse Baum-Connes assembly
map is an isomorphism for X.
Proof. We have a short exact sequence of maximal groupoid C∗-algebras:
0→ K → C∗m(G(X)) → C
∗
m(G(X)|∂βX )→ 0.
This gives us the following diagram, arising from the long exact sequence in K-theory and
suitable Baum-Connes conjectures (omitting the coefficients):
K1(C
∗(G(X)|∂βX )) // K0(K) // K0(C
∗
m(G(X))) // K0(C
∗
m(G(X)|∂βX )) // K1(K)
Ktop1 (G(X)|∂βX )
//
OO
Ktop0 (X ×X)
//
∼ =
OO
Ktop0 (G(X))
//
OO
Ktop0 (G(X)|∂βX )
//
µbdry
OO
Ktop1 (X ×X)
∼ =
OO
By Corollary 1 the maximal boundary assembly map is an isomorphism. The result now
follows from the Five lemma. 
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To understand the reduced assembly map requires a more delicate approach.
Definition 31. Let X be as above. We say that X has an infinite coarse component if
there exists E ∈ E such that PE(X), the Rips complex over E, has an unbounded connected
component. Otherwise we say that X only has finite coarse components. In the metric coarse
structure, this condition becomes: if there exists an R > 0 such that PR(X) has an unbounded
connected component.
Example 32. (Space of Graphs) Let {Xi}i∈N be a sequence of finite graphs such that |Xi| →
∞ in i. Then we can form the coarse disjoint union (or space of graphs) X with underlying
set ⊔Xi, as in Definition 7. The space X is then a prototypical example of a space with only
finite coarse components.
Lemma 33. Let X be a uniformly discrete bounded geometry metric space, i : K →֒ C∗X be
the inclusion of the compact operators into the Roe algebra of X and j : X ×X → G(X) be
the canonical inclusion. Then:
(1) If X has an infinite coarse component then the map from Ktop(X×X)→ Ktop(G(X))
is the 0 map.
(2) If X is a space with only finite coarse components then i∗ : K∗(K) → K∗(C
∗X) is
injective.
Proof. Claim (1) relies on an argument involving groupoid equivariant KK-theory [3, 17, 27].
We remark that it is useful in this instance to decompose G(X) = βX ⋊ GA, where GA is
some second countable, Hausdorff e´tale groupoid that contains the pair groupoid X ×X as
an open subgroupoid. This is possible by Lemma 3.3b) of [25]. We then identify KKGA with
KKG(X) where appropriate using Theorem 3.8 from [28].
Let Z = PE(GA), a proper GA-space, and U be the preimage of X under the anchoring
map and Zx be the preimage of the singleton x ∈ X. We consider the following diagram,
with notation following [25, 3]:
KKGA(C0(U), C0(X,K)) 1
// KKGA(C0(Z), ℓ
∞(X,K))
∼=
4
// KK(C0(Zx),K)
KK(C,C)
2
kk❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
3
OO
5
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
with maps at the level of cycles given by:
1 : (E,φ, F ) 7→ (E ⊗α ℓ
∞(X,K), φ ⊗ 1, F ⊗ 1)
2 : (C, 1, 0) 7→ (C0(X,K), ψ˜, 0)
3 : (C, 1, 0) 7→ (ℓ∞(X,K), ψ˜, 0)
4 : (E,φ, F ) 7→ (E|x, φ|x, F |x)
5 : (C, 1, 0) 7→ (K, ψ, 0)
Some remarks now about these maps:
• Map 1 is the map induced by extending a cycle from A ⊳ B to B using the interior
tensor product construction given on page 38 of [16]. We apply this construction
to the natural inclusion map, denoted α : C0(X,K) ⊆ ℓ
∞(X,K); where ℓ∞(X,K)
is considered as compact adjointable operators over itself considered as a Hilbert
C∗-module. To construct the left action of C0(Z) on E ⊗α ℓ
∞(X,K) we take the
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composition of ψ : C0(U) → B(E) and α∗ : B(E) → B(E ⊗α ℓ
∞(X,K)), then extend
them using Proposition 2.1 from [16]. This has the desired properties as α∗ maps
the compacts on E into the compacts on the interior tensor product over α in this
instance (by Lemma 4.6 in [16]).
• 4 is the restriction map induced in equivariant KK-theory by the inclusion of a point
{x} as an open subgroupoid of G(X). This is an isomorphism by Lemma 4.7 from
[25].
• We recall the construction of the natural inverse to 4 defined in Lemma 4.7 of [25] de-
noted here by Ξ. Given a cycle (E,φ, F ), we can construct a cycle forKKGA(C0(Z), ℓ
∞(X,K))
by taking the module ℓ∞(X,K), and the representation and operator, φ˜ and F˜ , as
follows:
(φ˜(a)ξ)(x) := φ(a(x))ξ(x), and (F˜ ξ)(x) := Fξ(x).
We now define Ξ to be the map that sends the cycle (E,φ, F ) to (ℓ∞(X,K), φ˜, F˜ ).
This map is the same as the map defined in the proof of Lemma 4.7 of [25] after sta-
bilising the cycles by the degenerate standard cycle (Ĥ, 0, 0) (where Ĥ is the standard
Hilbert module over ℓ∞(X,K)).
• We remark that 5 is the map induced on K-homology by including a point into X.
In particular it maps the generating cycle (C, 1, 0) to (K, ψ, 0), where ψ : C0(Z)→ K
constructed as follows: let q be a rank one projection in K and fix a point x ∈ X,
then define ψ(f) = f(x)q. This turns the triple (K, ψ, 0) into a Kasparov cycle.
• Combining these last two points it is possible to describe the maps 2,3 and their com-
patibility with 5: We observe that 3 maps (C, 1, 0) to Ξ ◦ 5, which is (ℓ∞(X,K), ψ˜, 0).
We can now take 2 similarly as ψ˜ restricts to C0(X,K) and so we can define 2 by
mapping (C, 1, 0) to (C0(X,K), ψ˜, 0). This cycle maps using 1 to (ℓ
∞(X,K), ψ˜, 0)
(this is seen by considering the interior tensor product defined using an inclusion).
• We remark also that by the points above it is clear that this diagram commutes.
We now take the limit through the directed set of entourages E ∈ E :
Ktop(X ×X,C0(X,K)) // K
top(GA, ℓ
∞(X,K))
∼= // KX∗(X)
KK(C,C)
∼=
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
OO 66♠♠♠♠♠♠♠♠♠♠♠♠♠
where Theorem 3.8 [28] allows us to identify Ktop∗ (X×X,C0(X,K)) with K
top
∗ (GA, C0(X,K))
and Ktop∗ (G(X), ℓ
∞(X,K)) with Ktop∗ (GA, ℓ
∞(X,K)).
After this identification, we can observe that map 2 will induce an isomorphism in the limit
at the level of KK-groups (as identified in the diagram). To verify this we first remark that
X, as an (X × X)-space, is an example of a cocompact classifying space for proper actions
and so it is enough to compute the group KKX×X(C0(X), C0(X,K)).
We do this using the restriction map induced by including {x} into X × X, which splits
the map 2 at the level of cycles. Then a straight line homotopy of operators shows that every
cycle for KKX×X(C0(X), C0(X,K)) is homotopic to a cycle that is constant in each fiber.
This shows 2 is an isomorphism in the limit.
Finally, armed with this diagram we can then conclude the result by observing that having
an infinite coarse component in X implies that including a point via 5 factors through the
coarse K-homology of a ray and hence is the zero map.
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We now prove Claim (2). Let X have only finite coarse components and let E denote
the metric coarse structure on X. Now for every entourage E ∈ E , we can decompose E
as ⊔i∈IEi, where each Ei is finite, in the following way. Consider the Rips complex PEX.
We know this decomposes into countably many finite, disjoint complexes PE,iX as we have
assumed that we have no ray in any such Rips complex PEX. By considering the 0-skeleton
of this complex, which we denote by Xi, we obtain a disjoint decomposition X = ⊔i∈IXi, and
a further decomposition of E = ⊔Ei, where Ei := E ∩ (Xi ×Xi).
We now consider the coarse structure generated by E, which is a substructure of E . De-
note the algebraic Roe algebra CE[X] of finite propagation operators in the coarse structure
generated by E and by C∗EX its closure as bounded operators on ℓ
2(X). Now we observe
C∗EX is the closure of elements supported precisely in each finite Ei, that is the uniform part
of the product
∏
iC
∗
Ei
X. Hence it sits naturally in the following diagram:
0→
⊕
i
Mni → C
∗
EX∞ →
∏
i
Mni
where ni is the size of the Ei component of the zero skeleton of the Rips complex PEX. We
remark also that the sum
⊕
iMni is the intersection of the compact operators K(ℓ
2(X)) with
C∗EX. Denote this ideal, to keep track of objects clearly in a limiting argument, by KE .
The inclusion of the sum into the product induces an injection at the level of K-theory;
so, for each E ∈ E , we now have an injection on K-theory induced by the map KE into
C∗EX. To complete the proof consider the directed system of diagrams {KE → C
∗
EX}E∈E ,
which converge to the diagram K → C∗X. These induce natural K-theory maps, which are
injections for every E ∈ E . Whence the map induced by the inclusion K → C∗X is injective
at the level of K-theory. 
We now have the tools in Lemma 33 to prove the following Theorem:
Theorem 34. Let X be a uniformly discrete bounded geometry metric space that admits a
fibred coarse embedding into Hilbert space. Then the coarse Baum-Connes assembly map for
X is injective.
Proof. For a uniformly discrete space X with bounded geometry we know that the ghost ideal
IG fits into the sequence:
0→ IG → C
∗X → A∂ ⋊G(X)|∂βX → 0.
This addition makes the sequence exact and thus it gives rise to the ladder in K-theory and
K-homology where the rungs are the assembly maps defined in [9] (omitting coefficients):
// K1(C
∗
r (G(X)|∂βX ) // K0(IG) // K0(C
∗
r (G(X))) // K0(C
∗
r (G(X)|∂βX ) // K1(IG) //
// Ktop1 (G(X)|∂βX )
//
µbdry
OO
Ktop(X ×X)
1
//
2
OO
Ktop0 (G(X))
//
µ
OO
Ktop0 (G(X)|∂βX )
//
µbdry
OO
0
0
OO
//
Corollary 1 allows us to conclude that µbdry is an isomorphism. Now we treat cases. If X has
an infinite coarse component then Lemma 33.(1) implies the map Ktop(X×X)→ Ktop(G(X))
is the zero map. Now assume that x ∈ Ktop(G(X)) maps to 0 in K0(C
∗
r (G(X)). Then it
maps to 0 in Ktop(G(X)|∂βX ) as µ
bdry is an isomorphism. As the second line is exact, this
implies it comes an element in Ktop(X ×X). As the map labelled 1 is the zero map, x must
be 0.
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If X has only finite coarse components, then by Lemma 33 the map 2 is injective and so
we can conclude injectivity of µ by the Five Lemma. 
We can also describe the obstructions to µ∗ being an isomorphism when X admits a fibred
coarse embedding into Hilbert space.
Proposition 35. Let X be a uniformly discrete metric space with bounded geometry such
that X admits a fibred coarse embedding into Hilbert space. Then the inclusion of K into IG
induces an isomorphism on K-theory if and only if µ∗ is an isomorphism. In addition, if X
has only finite coarse components then every ghost projection in C∗X is compact if and only
if µ0 is an isomorphism.
Proof. We consider the diagram from the proof of Theorem 34
// K1(C
∗
r (G(X)|∂βX ) // K0(IG) // K0(C
∗
r (G(X))) // K0(C
∗
r (G(X)|∂βX ) // K1(IG) //
// Ktop1 (G(X)|∂βX )
//
µbdry
OO
Ktop(X ×X)
1
//
2
OO
Ktop0 (G(X))
//
µ
OO
Ktop0 (G(X)|∂βX )
//
µbdry
OO
0
0
OO
//
When X fibred coarsely embeds into Hilbert space, we know that µbdry is an isomorphism.
The result then follows from the Five Lemma.
Now assume X has only finite coarse components: As in Lemma 33 we will work using the
generators of the metric coarse structure by considering the algebra C∗RX := C
∗
∆R
(X) and its
intersection, KR, with the ideal of compact operators on ℓ
2X:
⊕
i∈ΛR
C∗(Xi). We now want
to construct a tracelike map, similar to the maps defined in [13, 30], on each scale R > 0.
For any T ∈ C[X] of propagation R, as in the proof of Lemma 33.(2), we have a natural
decomposition T =
∏
i∈ΛR
Ti, where each Ti ∈ C
∗Xi is the component of T restricted to each
of Xi (Recall Xi denotes the i-th component of the 0-skeleton of the Rips complex PEX).
We define a map from C∗RX to
∏
i C
∗Xi
⊕C∗Xi
that sends each T to
∏
Ti and we denote the map it
induces on K-theory by TrR.
TrR : K0(C
∗
RX)→
∏
iK0(C
∗Xi)
⊕iK0(C∗Xi)
.
To complete the proof, let p be a noncompact ghost projection in C∗X, let {Tn}n be operators
of propagation Rn that approximate p and let ǫ <
1
4 . Observe that for some large n, there
are quasiprojections Tn such that ‖Tn − p‖ ≤ ǫ that determine a K-theory class for C
∗
∆Rn
X,
which maps to a non-zero class under TrRn . Suppose that p was equivalent to some compact
operator q then we take representatives qn ∈ KRn with ‖qn − q‖ ≤ ǫ. Now, TrRn([q]) = 0 but
TrRn([Tn]) 6= 0: this gives the desired contradiction.
If µ is an isomorphism, it follows that every ghost projection is equivalent to a compact
operator on K-theory, that is K∗(K) ∼= K∗(IG). Hence, any ghost projection in C
∗(X)
vanishes under TrR for a cofinal subset of R > 0. This happens if and only if the ghost
projection is compact [30]. 
A natural corollary of this concerns coarsely embeddable spaces, where we can now show:
Corollary 36. If X coarsely embeds into Hilbert space then K∗(IG) ∼= K∗(K). 
Remark 37. This is motivated by some remarks of Roe [21, Chapter 11], where he asks in
what way coarse embeddability interacts with the existence of ghost operators. This was
settled by Roe and Willett in [22], where it was shown that the existence of non-compact
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ghost operators is equivalent to not having property A. Corollary 36 shows however that for
spaces that do not have property A, but are coarsely embeddable into Hilbert space (such as
spaces constructed in [1, 15]) that the ideals K and IG are not equal, but do have the same
K-theory. For the spaces constructed in [1, 15] we can go further and say that whilst IG 6= K,
there are no non-compact ghost projections in IG (This follows from Proposition 35, as the
spaces referenced above have only finite coarse components).
5.2. Box spaces of residually finite discrete groups. Let Γ be a finitely generated resid-
ually finite discrete group, and let N := {Ni}i∈N be a family of nested finite index normal
subgroups with trivial intersection. Fix a generating set S for Γ. Then we can construct a
metric space Γ, called the box space of Γ with respect to the family N by considering the
coarse disjoint union of the sequence: {Cay( Γ
Ni
, S)}i.
It is well known [21, Proposition 11.26] that a coarse embedding of Γ into Hilbert space
implies that Γ is a-T-menable. Using Theorem 2.2 from [6], it is possible to show that if Γ
is a-T-menable, then any box space of Γ admits a fibred coarse embedding. The following
Lemma will allow us to prove the converse of Theorem 2.2 from [6] using Corollary 1.
Lemma 38. Let Γ be a box space of a finitely generated residually finite group Γ. Then the
boundary algebra C(∂βX) admits a Γ-invariant state.
Proof. Let ω ∈ ∂βN and consider the function:
µ(f) = lim
ω
1
|Xi|
∑
x∈Xi
f(xi).
Where the limit above is the ultralimit in ω. Clearly, µ(1βX) = 1, µ is linear and positive,
whence µ is a state on C(∂βX). Let g ∈ Γ, now we check invariance:
µ(g ◦ f) = lim
1
|Xi|
∑
x∈Xi
f(gxi).
After relabelling the elements x ∈ Xi by g
−1x
′
, we now see that µ(f) = µ(g ◦ f). The result
now follows. 
It is well known that the boundary groupoid associated to a box space Γ decomposes as
∂βΓ⋊ Γ, for a proof see [9]. We now recall Corollary 5.12 of [4]:
Proposition 39. Let Γ be a discrete group acting on a space X with an invariant probablity
measure µ. Then the action is a-T-menable if and only if Γ is a-T-menable. 
Now Lemma 38 plus the above Proposition prove:
Theorem 40. Let Γ be a residually finite discrete group. If the box space Γ admits a fibred
coarse embedding into Hilbert space then the group Γ is a-T-menable. 
The author would like to remark that that Theorem 40 was proved independently using
different methods in [5].
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