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Ce mémoire est consacré à la compensation des effets de flous dans une image, communément appelés 
effets de volume partiel (EVP), avec comme objectif d’application l’amélioration qualitative et 
quantitative des images en médecine nucléaire. Ces effets sont la conséquence de la faible résolution 
spatiale qui caractérise l’imagerie fonctionnelle par tomographie à émission mono-photonique 
(TEMP) ou tomographie à émission de positons (TEP) et peuvent être caractérisés par une perte de 
signal dans les tissus présentant une taille comparable à celle de la résolution spatiale du système 
d’imagerie, représentée par sa fonction de dispersion ponctuelle (FDP). Outre ce phénomène, les EVP 
peuvent également entrainer une contamination croisée des intensités entre structures adjacentes 
présentant des activités radioactives différentes. Cet effet peut conduire à une sur ou sous estimation 
des activités réellement présentes dans ces régions voisines. Différentes techniques existent 
actuellement pour atténuer voire corriger les EVP et peuvent être regroupées selon le fait qu’elles 
interviennent avant, durant ou après le processus de reconstruction des images et qu’elles nécessitent 
ou non la définition de régions d’intérêt provenant d’une imagerie anatomique de plus haute résolution 
(tomodensitométrie TDM ou imagerie par résonance magnétique IRM). L’approche post-
reconstruction basée sur le voxel (ne nécessitant donc pas de définition de régions d’intérêt) a été ici 
privilégiée afin d’éviter la dépendance aux reconstructions propres à chaque constructeur, exploitée et 
améliorée afin de corriger au mieux des EVP. Deux axes distincts ont été étudiés. Le premier est basé 
sur une approche multi-résolution dans le domaine des ondelettes exploitant l’apport d’une image 
anatomique haute résolution associée à l’image fonctionnelle. Le deuxième axe concerne 
l’amélioration de processus de déconvolution itérative et ce par l’apport d’outils comme les ondelettes 
et leurs extensions que sont les curvelets apportant une dimension supplémentaire à l’analyse par la 
notion de direction. Ces différentes approches ont été mises en application et validées par des analyses 
sur images synthétiques, simulées et cliniques que ce soit dans le domaine de la neurologie ou dans 
celui de l’oncologie. Finalement, les caméras commerciales actuelles intégrant de plus en plus des 
corrections de résolution spatiale dans leurs algorithmes de reconstruction, nous avons choisi de 
comparer de telles approches en TEP et en TEMP avec une approche de déconvolution itérative 
proposée dans ce mémoire.  
 
Mots-clés : traitement d'images, imagerie médicale, effets de volume partiel, transformées en 
ondelettes, transformées en curvelets, multi-résolution, multi-modalité, déconvolution, tomographie à 
émission de positons, tomographie à émission mono-photonique, neurologie, oncologie. 
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Résumé en anglais 
Partial Volume Effects (PVE) designates the blur commonly found in nuclear medicine images and 
this PhD work is dedicated to their correction with the objectives of qualitative and quantitative 
improvement of such images. PVE arise from the limited spatial resolution of functional imaging with 
either Positron Emission Tomography (PET) or Single Photon Emission Computed Tomography 
(SPECT). They can be defined as a signal loss in tissues of size similar to the Full Width at Half 
Maximum (FWHM) of the PSF of the imaging device. In addition, PVE induce activity cross 
contamination between adjacent structures with different tracer uptakes. This can lead to under or over 
estimation of the real activity of such analyzed regions. Various methodologies currently exist to 
compensate or even correct for PVE and they may be classified depending on their place in the 
processing chain: either before, during or after the image reconstruction process, as well as their 
dependency on co-registered anatomical images with higher spatial resolution, for instance Computed 
Tomography (CT) or Magnetic Resonance Imaging (MRI). The voxel-based and post-reconstruction 
approach was chosen for this work to avoid regions of interest definition and dependency on 
proprietary reconstruction developed by each manufacturer, in order to improve the PVE correction. 
Two different contributions were carried out in this work: the first one is based on a multi-resolution 
methodology in the wavelet domain using the higher resolution details of a co-registered anatomical 
image associated to the functional dataset to correct. The second one is the improvement of iterative 
deconvolution based methodologies by using tools such as directional wavelets and curvelets 
extensions. These various developed approaches were applied and validated using synthetic, simulated 
and clinical images, for instance with neurology and oncology applications in mind. Finally, as 
currently available PET/CT scanners incorporate more and more spatial resolution corrections in their 
implemented reconstruction algorithms, we have compared such approaches in SPECT and PET to an 
iterative deconvolution methodology that was developed in this work. 
 
Key words: image processing, medical imaging, partial volume effects, wavelet transform, curvelet 
transform, multi-resolution, multi-modality, deconvolution, positron emission tomography, single 
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Correction des effets de volume partiel: enjeux 
et objectifs 
 
L’imagerie de tomographie par émission mono-photonique (TEMP) ou de tomographie par émission 
de positons (TEP) est une imagerie permettant d’étudier, à des fins de diagnostic clinique, des 
processus pathologiques non pas par les altérations anatomiques qu’ils induisent mais par les 
modifications fonctionnelles et moléculaires qu’ils provoquent. Cette imagerie nucléaire dite 
fonctionnelle permet de visualiser le métabolisme d’une fonction de l’organisme, comme à titre 
d’exemple la consommation de sucre des cellules ou la synthèse de dopamine. Une molécule 
biologique appelée traceur est choisie pour son affinité pour une cible moléculaire donnée ou pour son 
devenir biochimique spécifique dans l’organisme (à titre d’exemple le glucose pour l’observation de la 
consommation de sucre dans l’organisme). Cette molécule est ensuite marquée par un isotope 
radioactif, formant ainsi un radiotraceur pouvant être administré au patient puis localisé et mesuré à 
tout moment dans l’organisme au moyen d’un dispositif de détection, appelé tomographe, adapté au 
rayonnement émanant du radiotraceur. Dans le cas de la TEMP, le radiotraceur est un émetteur de 
photons gamma (photon γ) émis dans toutes les directions et détectés grâce à une gamma caméra (γ 
caméra) tandis que pour la TEP, il s’agit d’un émetteur de positons et l’on détecte cette fois ci deux 
photons γ émis à 180° l’un de l’autre après l’annihilation du positon avec un électron au sein du 
patient. Un système de calcul est enfin utilisé afin de fournir une estimation de la distribution 
tridimensionnelle du radiotraceur dans l’organisme à partir des photons détectés par le tomographe. 
L’imagerie qui en découle permet d’avoir accès, in vivo et de manière non invasive, à des informations 
sur le fonctionnement des organes étudiés.  
 
Bien que cette modalité d’imagerie apporte des informations complémentaires et importantes aux 
diagnostics par imagerie anatomique (principalement par tomodensitométrie TDM ou imagerie par 
résonance magnétique IRM) de part son approche fonctionnelle, la fiabilité de la quantification des 
images obtenues est cependant affectée par différents facteurs. Il est nécessaire de considérer les 
limites intrinsèques aux détecteurs (telles la résolution spatiale, la résolution en énergie, la sensibilité, 
…), les effets liés au principe de tomographie (pour la reconstruction des images à partir des 
acquisitions brutes), les effets physiques (tels que l’atténuation ou la diffusion) mais également 
physiologiques (tels les mouvements du patient lors du processus d’acquisition). Ces différents 
facteurs limitant doivent être corrigés ou pris en compte et ce afin de construire des images fiables en 
terme de localisation de la distribution et d’aspect quantitatif. Malgré ces différentes limitations, 
l’imagerie de tomographie par émission est actuellement considérée comme la méthode de référence et 
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l’outil principal pour le diagnostic et le suivi thérapeutique des patients en oncologie (Hustinx 2002) 
(Jerusalem 2007). De plus, depuis quelques années, l’imagerie multi-modalités s’est imposée en 
routine clinique. Cette imagerie associe, sur une même machine, un tomographe TEP (ou TEMP) à un 
appareil d’imagerie anatomique. Ce dernier est le plus souvent un tomodensitomètre, ou scanner X, 
donnant des associations TEP/TDM ou TEMP/TDM mais d’autres modalités d’imagerie comme 
l’IRM, les TEP/IRM sont toujours en développement. A la fin de l’examen, le clinicien dispose donc 
des images fonctionnelles et anatomiques. Cette double modalité apporte ainsi à la tomographie 
d’émission à la fois un outil de repérage anatomique complémentaire (de part le recalage et la fusion 
des deux modalités) et également un outil pour les développements méthodologiques que ce soit en 
prétraitement des données et leur acquisition (e.g. la correction des mouvements respiratoires), pour 
des processus incorporés à la reconstruction des images (e.g. l’incorporation de la modélisation de la 
résolution spatiale), ou encore en post-reconstruction (e.g. pour le débruitage des images).  
 
Parmi les différents traitements existants certains sont bien maîtrisés comme l’amélioration de la 
reconstruction ou encore la correction d’atténuation basée sur l’image anatomique, il reste toutefois un 
nombre important de domaines faisant actuellement l’objet de recherches dont la segmentation, la 
correction des mouvements respiratoires et la correction de effets de volume partiel (EVP). Ce dernier 
thème est l’objet de ce travail de thèse et s’avère être un problème majeur en tomographie d’émission 
dans la mesure où il peut avoir des conséquences importantes en terme de quantification et de 
délimitation de structures d’intérêt dans l’image.  
 
Actuellement, les méthodes considérées comme références dans le domaine sont essentiellement 
basées sur la définition de volumes d’intérêt à partir d’une image anatomique et celles incorporant une 
modélisation de la résolution spatiale lors de la reconstruction s’avèrent donner des résultats 
discutables comparées aux méthodologies appliquées en post-reconstruction et s’avèrent également 
dépendantes d’un système d’acquisition et de reconstruction donné (voir le chapitre 2 sur l’état de l’art 
et les conclusions qui en découlent). En conséquence, l’objectif de ce travail est de proposer et 
d’évaluer de nouvelles méthodes de correction, automatiques, basées sur une analyse des voxels, ne 
nécessitant que les images reconstruites (images seules ou images de chaque modalité) et la 
connaissance de la résolution spatiale du système d’imagerie et cela afin d’améliorer la quantification 
et la qualité visuelle des images de tomographie d’émission pour des applications telles que le 
diagnostic et le suivi thérapeutique principalement en oncologie et neurologie. Pour ce faire, nous 
proposons d’explorer de nouvelles voies de recherche pour la correction automatique, basée sur une 
analyse des voxels des EVP en imagerie d’émission, en utilisant deux axes méthodologiques 
différents. Le premier repose sur un traitement multi-modalités et multi-résolutions par ondelettes par 
approche locale et le second repose quant à lui sur une analyse de l’image fonctionnelle seule en 
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utilisant le principe de déconvolution d’image amélioré par l’incorporation d’un processus de 
régularisation. Le point commun de ces voies de recherche est qu’elles repartent toutes de méthodes 
existantes, pointent leurs lacunes et tentent de les corriger.  
 
Cette thèse est organisée de la façon suivante :  
 
Les principes de l’imagerie fonctionnelle TEMP et TEP ainsi que les aspects spécifiques de l’imagerie 
multi-modalités sont tout d’abord présentés en chapitre 1, en commençant par une description du 
système de détection relatif à chaque modalité. Les principales limitations de l’imagerie fonctionnelle 
TEMP/TEP résultant des facteurs physiologiques et physiques sont ensuite abordées. Les 
performances des caméras sont également définies dans ce chapitre et les voies technologiques 
actuellement en cours d’investigation pour améliorer ces performances sont exposées. Nous abordons 
ensuite dans ce chapitre les formats de données brutes, les différents modes d’acquisition, ainsi que le 
principe de reconstruction tomographique, communs aux deux modalités d’imagerie TEMP et TEP 
puis nous décrivons le principe de temps de vol en TEP. La quantification est ensuite présentée ainsi 
que l’apport de l’imagerie multi-modalité. Finalement la TEMP et la TEP sont décrites en contexte 
clinique avec notamment une description de différents radiotraceurs utilisés dans les domaines de 
l’oncologie et de la neurologie dont certains ont été étudiés et utilisés au cours de cette thèse.  
 
Le chapitre 2 est consacré à l’état de l’art de la correction des EVP. Ce dernier présente les différentes 
approches ayant été proposées pour corriger les EVP. Ce chapitre commence par une introduction 
générale sur la correction des EVP puis passe en revue les différentes approches classées selon 
qu’elles interviennent pendant la reconstruction des images ou en phase de post-traitement et qu’elles 
utilisent ou non la définition de région d’intérêt (RDI ou ROI pour l’anglais «region of interest») et par 
conséquent l’intervention de l’imagerie anatomique. Ce chapitre se termine par une conclusion 
justifiant la voie de recherche que nous avons privilégiée.  
 
Le chapitre 3 détaille les méthodologies développées dans le cadre de cette thèse. La première partie 
du chapitre détaille l’approche multi-résolutions par ondelettes qui sert de support aux approches 
proposées. La première méthodologie développée et testée, utilisant une approche locale, est ensuite 
présentée pour palier certaines limitations de la méthode initiale décrite au chapitre 2. Ce chapitre 
continue ensuite avec une méthode ne nécessitant pas l’apport de l’imagerie anatomique, la 
déconvolution itérative. Cette dernière est tout d’abord présentée puis ce chapitre se concentre sur 
l’amélioration de cette dernière par l’incorporation d’un processus de débruitage amélioré comme 
terme de régularisation. Le débruitage choisi est basé sur un algorithme original qui tire avantage des 
propriétés de deux transformées, les ondelettes et leurs extensions, les curvelets. Ces extensions et leur 
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application pour le débruitage sont tout d’abord détaillées individuellement puis l’algorithme général 
incorporé au processus itératif est présenté. 
 
Le chapitre 4 présente la validation et les résultats concernant l’approche locale de correction par 
analyse mutuelle multi-modalités. Ce chapitre commence par présenter quelques uns des résultats 
ayant conduit au choix des paramètres de la méthode locale 3D puis décrit les différentes données 
(images synthétiques de simulation et cliniques dans les domaines de la neurologie et de l’oncologie) 
ainsi que les résultats obtenus sur les différentes images.  
 
Le chapitre 5 présente les évaluations et validations relatives aux approches de déconvolution. Comme 
dans le chapitre précédent, nous présentons les données ainsi que les résultats obtenus en terme de 
performance de débruitage comme terme de régularisation. 
 
Le chapitre 6 présente ensuite les résultats relatifs à une étude de comparaison des approches de 
compensation des EVP en TEMP et en TEP. On considère l’approche de minimisation des effets de 
résolution incorporée à la reconstruction des images et l’approche de déconvolution en post-
reconstruction. Les méthodes et jeux de données utilisés ainsi que les tests effectués sont tout d’abord 
décrits avant de présenter les résultats obtenus. 
 
Les perspectives ouvertes par ce travail sont finalement discutées en conclusion dans le chapitre 7. Les 
différents développements effectués avec leurs avantages et limites respectifs sont rappelés et nous 
examinons les perspectives ouvertes en termes d’applications et les travaux futurs envisagés pour 
poursuivre les études commencées au cours de cette thèse.  
 
Enfin l’annexe contient les données relatives à un projet sur un traceur TEMP (123I-IBZM) pour lequel 
nous avons utilisé une correction des EVP et avons procédé à une étude statistique de comparaison des 
résultats obtenus avec et sans correction. L’annexe contient finalement un glossaire des termes et 
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De façon générale, la médecine nucléaire peut être définie comme étant l’ensemble des activités 
biologiques, pharmaceutiques et médicales exploitant les propriétés de produits radioactifs. Sur le plan 
purement médical, la médecine nucléaire est fondée sur l’utilisation d’isotopes radioactifs artificiels à 
des fins diagnostiques ou thérapeutiques. 
L’activité diagnostique repose principalement sur l’analyse d’images fonctionnelles. L’imagerie 
nucléaire dite d’émission a pour but d’explorer la matière de façon non invasive et d’obtenir, in vivo, 
des images de la distribution d’une molécule marquée par un isotope radioactif après administration au 
patient, le plus souvent par voie intra-veineuse. Une fois administré, ce radiotraceur se répartit dans 
l’organisme en se fixant préférentiellement en fonction de ses propriétés ou des particularités du 
réseau vasculaire. Contrairement à l’imagerie anatomique telle que l’imagerie par résonance 
magnétique (IRM) ou le scanner X (TDM), l’imagerie fonctionnelle fournit donc des informations sur 
l’activité métabolique d’organes cibles au sein du patient. 
L’activité thérapeutique consiste quant à elle en l’utilisation de produits radioactifs à des fins de soins 
comme par exemple l’irradiation de cellules tumorales par injection d’un produit radioactif se fixant 
sur les cellules cibles. Ce sont ici les propriétés létales de la radioactivité qui sont exploitées.  
Cette thèse se situe dans le cadre de l’imagerie fonctionnelle pour le diagnostic clinique et c’est par 
conséquent le seul aspect qui sera développé dans ce manuscrit.  
Pendant les trois dernières décennies, le développement de nouveaux radiotraceurs ainsi que 
l’amélioration des systèmes d’acquisition des signaux et de reconstruction des images ont entrainé un 
intérêt accru pour les techniques  d’imagerie par émission. Ces avancées rendent actuellement possible 
la compréhension et l’analyse de la physiologie et de la pathologie de certains systèmes que ne permet 
pas l’imagerie anatomique. En effet, on sait de manière générale que les altérations fonctionnelles 
interviennent bien avant les modifications morphologiques, quand celles-ci ont lieu.  
L’imagerie tomographique par émission peut être classée en deux groupes selon le type de traceur 
radioactif utilisé. On distingue la tomographie d’émission monophotonique (TEMP, ou SPECT, 
acronyme anglais pour « Single Photon Emission Computered Tomography ») qui a recours à 
l’utilisation d’émetteurs de simple photon, de la tomographie par émission de positons (TEP, ou PET, 
acronyme anglais pour « Positon Emission Tomography ») qui utilise les émetteurs de positons. 
Il est indispensable de faire un bref rappel sur ces deux techniques avant d’exposer les objectifs des 
travaux de cette thèse.  
1.1 Historique des modalités d’imagerie TEMP et TEP 
La TEMP est une imagerie fonctionnelle et métabolique qui permet de visualiser la distribution 
tridimensionnelle des isotopes émetteurs de simple photon. Les origines de l’imagerie par émission 
datent de la fin des années 1950 avec Anger et sa caméra à scintillations ou γ caméra (Anger, 1958). 
La TEMP n’est apparue quant à elle qu’au début des années 1970 (Cormack 1973), plusieurs années 
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après l’introduction par Kuhl des principes de l’acquisition tomographique et de la reconstruction 
d’images à partir des projections (Kuhl 1963). Les premières acquisitions cliniques en TEMP datent 
elles de 1974 (Budinger 1974). Bien que les systèmes d’acquisition d’images aient beaucoup évolué 
pendant les 50 dernières années, la plupart des γ-caméras sont basées sur le principe inventé par 
Anger. La figure 1.1 illustre 3 différentes γ-caméras dont les deux premières sont implantées dans le 
service de médecine nucléaire du CHU Bretonneau de Tours. 
  
Figure 1. 1 : respectivement de gauche à droite, une caméra deux têtes Helix Elscint GE ; une deux têtes Symbia Siemens 
couplée à un scanner X et une trois têtes Picker Prism 
Les débuts du principe de la TEP en imagerie médicale datent également des années 50. En 1951, un 
premier article décrit l’intérêt d’utiliser des émetteurs de positons pour la détection et la localisation de 
tumeurs cérébrales (Sweet 1951, Wrenn 1951) et en 1953, la première machine détectrice des 
émetteurs de positons voit le jour (Brownell 1953). Il s’agit d’un simple dispositif utilisant deux 
détecteurs opposés d’iodure de sodium, illustré en fonctionnement figure 1.2. A ensuite suivi, dans les 
années 60, le développement d’un scanner « hybride » (Brownell 1968).  
 
Figure 1. 2 : dispositif clinique d'imagerie par positon (1953) 
Cette machine possédait deux rangées de neuf détecteurs, chacun en coïncidence avec trois détecteurs 
de la rangée opposée, permettant ainsi d'obtenir une image bidimensionnelle. Ce n’est que plus de 10 
ans après les travaux de Kuhl (Kuhl 1963) que la tomographie à émission de positon a réellement 
débutée. Les premières machines commerciales furent alors développées comme, à titre d’exemple, 
l’ECAT (emission computed axial tomograph)  en 1976 ou l’ECATI d’ORTEC en 1978. Des 
applications utilisant la technologie TEP ont rapidement pu voir le jour grâce au développement 
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parallèle de radiopharmaceutiques (avec pour principaux isotopes radioactifs l’15O, le 11C, le 18F et 
l’13N) dans les années 70. On peut citer par exemple des travaux sur la mesure du taux d’utilisation 
régional cérébral du glucose chez l’homme en 1979 (Phelps 1979). Actuellement, les trois principaux 
fabricants qui commercialisent des systèmes TEP sont GE Healthcare, Philips et Siemens (figure 1.3). 
  
Figure 1. 3 : trois scanners TEP/TDM commerciaux actuels. A gauche le Philips Gemini (système TEP actuellement 
implanté au service de médecine nucléaire du CHU Bretonneau de Tours), au centre le Siemens Biograph et à droite le GE 
Discovery ST 
Les modalités d’imagerie TEMP et TEP sont actuellement en pleine expansion. De manière générale 
(sources http ://sfbmn.ifrance.com), la médecine nucléaire est exercée en France dans 192 services 
environ, équipés de 404 γ caméras dont deux tiers sont publics, à peu près également répartis entre 
centres hospitalo-universitaires (CHU) et centres hospitaliers non universitaires et structures libérales. 
La France se situe au neuvième rang des pays de la Communauté Economique Européenne avec un 
taux d’équipement de 6.3 γ caméras par million d’habitants. Les tomographes par émission de positons 
étaient quant à eux de 60 en 2007 et la carte sanitaire prévoit l’installation de 77 systèmes TEP/TDM 
répartis sur l’ensemble du territoire français soit un système pour environ 800000 habitants. Ces 
chiffres représentent une augmentation de 300% par rapport à l’année 2003 ou seulement 25 appareils 
étaient installés à cette date, l’objectif étant d’équiper chaque région d’au moins un scanner TEP 
(Bourguet 2005). Il existe également une vingtaine de cyclotrons (21 en 2008) répartis de façon 
homogène sur le territoire français pour l’approvisionnement des différents centres d’imagerie en 
radiopharmaceutiques. 
1.2 Tomographie par émission monophotonique (TEMP) 
Ce paragraphe expose ici le principe de la TEMP en abordant les aspects techniques avec la 
description de la tête de détection et du collimateur. 
1.2.1 Description de la tête de détection 
Le rôle de la γ caméra est de détecter et de comptabiliser les photons γ émis par le radiotraceur au sein 
de l’organisme, de recueillir et de stocker les informations relatives à ces photons (position, énergie) et 
finalement de déterminer la localisation des points d’émission de ces photons et d’en fournir une 
représentation. Une γ caméra se compose d’une ou de plusieurs têtes de détection comportant les 
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éléments nécessaires à la détection et au traitement des photons γ. Chaque tête est protégée par un 
blindage en plomb pour minimiser le bruit de fond introduit par des sources radioactives externes au 
champ de vue (FOV acronyme anglais pour « field of view ») de la γ caméra. On peut regrouper au 
sein de chaque tête de détection (illustrée figure 1.4): 
Un cristal scintillant 
Il permet la détection des photons γ par les propriétés d’émission de la lumière (rayonnement 
fluorescent ou phosphorescent) de certains matériaux lors de l’absorption des rayonnements 
radioactifs par ces derniers et excitation par une particule chargée. Ces particules sont des électrons 
produits par l’effet photoélectrique ou par effet Compton. C’est lors de la désexcitation des molécules 
que se produit une émission de photons lumineux (phénomène de scintillation). Un cristal souvent 
utilisé est l’iodure de sodium (NaI) contenant des impuretés de thallium (Tl) améliorant l’efficacité de 
la scintillation. 
Un guide de lumière 
Il assure principalement le couplage optique entre le cristal scintillant et les tubes photomultiplicateurs 
pour optimiser le transport des photons lumineux. 
 
Un arrangement de tubes photomultiplicateurs 
Leur rôle est de convertir l’énergie lumineuse des photons de fluorescence en signal électrique 
exploitable. 
 
L’électronique de traitement du signal associée 
Circuit analogique fournissant la localisation des photons γ dans le cristal et réalisant la spectrométrie ;  
processeurs assurant l’acquisition des données, leur stockage et leur traitement tels les corrections en 
ligne. 
 
Figure 1. 4 : différents éléments composants une tête de détection de γ caméra 
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1.2.2 Le collimateur 
Le collimateur a un rôle crucial et consiste à sélectionner les photons incidents suivant une orientation 
définie. Comme le rayonnement γ est émis suivant n’importe quelle direction de l’espace, le 
collimateur doit éliminer tous les photons qui n’ont pas la direction requise pour le processus de 
formation de l’image. Cette direction est fonction de sa géométrie. Par exemple, dans le cas du 
collimateur à géométrie parallèle, on ne prend en compte que les photons qui arrivent 
perpendiculairement à la surface des détecteurs et les images acquises représentent ainsi les 
projections orthogonales de l’objet. 
 
D’un point de vue pratique, le collimateur est une plaque constituée d’un matériau très absorbant 
(plomb, tungstène, or, …) percée de trous (quelques milliers, initialement cylindriques et actuellement 
hexagonaux) répartis sur une surface d’environ 50 cm par 50 cm avec une épaisseur suffisante 
(plusieurs dizaines de millimètres) pour stopper la quasi totalité des photons γ qui le frappent ou 
atténuer l’énergie des photons déviés de leur trajectoire. Le fait d’avoir des trous hexagonaux permet 
d’augmenter la surface de détection. Ces trous sont séparés par des septas, fines parois de matériau 
absorbant. Seuls les photons émis dans l’axe d’un trou traversent le collimateur et libèrent leur énergie 
dans le cristal. 
 
La figure 1.5 illustre l’intérêt de la collimation pour localiser une source ponctuelle. Sans collimateur, 
les photons γ émis par une source ponctuelle se distribueraient sur l’ensemble du détecteur et l’image 
générée serait complètement floue. En utilisant un collimateur seuls les photons émis dans l’axe des 
trous et arrivant au détecteur avec une énergie suffisante seront pris en compte dans le processus de 
reconstruction de l’image. 
 
En pratique, on constate que seulement un photon sur 10000 initialement émis participe à la formation 
de l’image. La majorité des photons émis disparaît dans le collimateur, et d’autres phénomènes tels 
que l’atténuation (qui sera décrit par la suite) viennent encore diminuer le nombre de photons 
collectés. Le signal recueilli est par conséquent très faible. 
 
Les collimateurs sont définis par leur hauteur, leur surface ainsi que par le nombre, la forme et la 
dimension de leurs trous. La hauteur et le diamètre des trous influent sur la résolution spatiale de la γ 
caméra (c.a.d. sa capacité à distinguer deux sources proches) celle ci étant d’autant plus mauvaise que 
le rapport diamètre/hauteur est grand. Les septas doivent quant à eux avoir une épaisseur d’autant plus 
grande que l’énergie des rayonnements à sélectionner est importante. En fonction de ces différentes 
caractéristiques, on obtient différents types de collimateurs dont les plus répandus sont : 
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• Les collimateurs basse énergie, haute résolution ou très haute résolution dont les canaux sont 
longs, étroits et nombreux 
• Les collimateurs basse énergie, tout usage, de performances moyennes 
• Les collimateurs moyenne énergie ou haute énergie dont les septas sont épais 
 
Il existe différents types de collimateurs, adaptés à des domaines d’applications particuliers. La figure 
1.5 illustre les différents collimateurs existants. Les plus répandus sont les collimateurs à trous 
parallèles et il en existe différentes sortes suivant les énergies des isotopes utilisés et le type d’examen 
réalisé. Un intérêt important est également porté sur les collimateurs convergents. Contrairement au 
collimateur parallèle dont le FOV est égal à la taille du détecteur, les collimateurs convergents 
permettent d’augmenter la surface de projection sur le détecteur et par conséquent la sensibilité de 
mesure (d’un facteur 2,5 environ). Cependant si la projection est plus grande que le détecteur lui 
même il apparaît alors des effets de troncature. Ce type de géométrie nécessite une correction de la 
géométrie d’acquisition (« rebinnage ») ou l’utilisation d’algorithmes de reconstruction adaptés. Les 
collimateurs convergents comme le collimateur en éventail (fan-beam) permettent un gain en 
sensibilité de détection et sont particulièrement adaptés à l’imagerie cérébrale du fait que le cerveau 
s’avère beaucoup plus petit que le champ de vue de la caméra (De Dreuille 1998). Il existe également 
des collimateurs divergents pour l’imagerie corps entier. Le collimateur sténopé (pinhole) consiste 
quant à lui en une seule ouverture de 3 à 5 mm de diamètre située au bout d’un blindage conique et est 
le plus souvent utilisé pour l’imagerie des organes de petite taille et superficiels comme la glande 
thyroïde. Il permet d’obtenir un fort agrandissement et donc une amélioration de la résolution spatiale 
du système. 
 
Figure 1. 5 : différents types de collimateur 
Les collimateurs peuvent être aussi caractérisés par leur résolution spatiale et leur efficacité 
géométrique (Anger 1964, Gantet 1996). La résolution spatiale correspond à la largeur à mi-hauteur de 
la réponse impulsionnelle moyenne et l’efficacité géométrique au rapport entre le nombre de photons 
transmis par le collimateur et le nombre de photons initialement émis par la source. 
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Dans la suite, nous nous intéressons à l’évaluation des performances des γ caméras. 
1.3 Tomographie par émission de positons (TEP) 
Ce paragraphe introduit à présent la TEP en illustrant les principes physiques sous jacents à ce type 
d’imagerie. Le principe d’annihilation est tout d’abord abordé avant de décrire le dispositif de 
détection en coïncidence. 
1.3.1 Principes physiques de l’annihilation 
La TEP repose sur la détection de la distribution d’émetteurs de positons ou particules chargée β+, 
antimatière de l’électron. Les isotopes émetteurs de positons libèrent aussi un neutrino, particule de 
charge électrique nulle et de masse au repos trop faible pour être appréciée. Les positons ont un 
parcours moyen dans la matière réduit. Le positon émis, lors de la désintégration nucléaire du 
radioélément, perd progressivement son énergie cinétique par interaction avec des électrons du milieu 
environnant. Après dissipation de son énergie cinétique, le positon entre en collision avec un électron 
(e-) ce qui provoque leur annihilation mutuelle. La réaction d’annihilation est accompagnée par 
l’émission de deux rayonnements gamma de 511 keV chacun selon un angle de pratiquement 180° 
(l’angle formé n’est pas exactement de 180° mais de 180 ± 0.25° en raison de la loi de conservation de 
la quantité du mouvement) (Cf. figure 1.6). 
 
Figure 1. 6 : désintégration du positon et réaction d’annihilation (encore appelée « production de paire ») 
Ces sont ces photons de 511 keV en coïncidence qui seront détectés par le système TEP et aboutiront à 
une reconstruction tridimensionnelle de la distribution radioactive. 
1.3.2 Description du dispositif de détection en coïncidence 
La mesure des données en TEP repose sur la détection des deux photons émis suite au phénomène 
d’annihilation du positon avec un électron du milieu. Sachant qu’ils ont été émis en coïncidence il est 
possible de déterminer leur direction de propagation : il s’agit de la droite passant par les deux sites de 
détection. Le lieu d’annihilation est ainsi théoriquement localisé sur cette droite virtuelle, appelée 
ligne de coïncidence (ou en anglais, LOR pour « line of response »). Afin de déterminer le lieu plus 
précis de l’annihilation sur chaque LOR, on a recourt à la reconstruction tomographique à partir de 
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toutes les coïncidences détectées lors de l’examen TEP ainsi qu’à différentes méthodes de corrections 
permettant d’améliorer les images. Il est également possible d’utiliser ce qu’on appelle le temps de vol 
(ou en anglais, TOF pour « time of flight »), principe qui sera introduit par la suite. 
 
Sur le même principe que pour la γ caméra en TEMP, les détecteurs sont formés par un assemblage 
spécifique composé de cristaux scintillants inorganiques, couplés avec plusieurs photo-détecteurs, 
chacun composé d’un tube photo-multiplicateur et d’une photo-diode à base de semiconducteur pour 
permettre la détection de lumière (Cf. figure 1.7). 
 
Figure 1. 7 : photo d'un détecteur avec cristal lutetium oxyorthosilicate (LSO) 
Le choix d’un cristal scintillateur va dépendre de ses propriétés intrinsèques (Visvikis 2004(a)). On 
peut notamment citer: 
 
• la densité et le coefficient d’atténuation du scintillateur à 511 keV conditionnant la sensibilité,  
• la photofraction conditionnant la résolution spatiale et le diffusé 
• les paramètres de l’émission lumineuse (constante de temps et rendement lumineux) déterminant 
la résolution temporelle et la résolution en énergie 
 
Les caméras TEP actuelles sont principalement équipées de cristaux d’orthosilicate de lutétium (LSO) 
ou d’oxyorthosilicate de gadolinium (GSO) (cristaux qui équipent la caméra TEP du CHU Bretonneau 
de Tours). Ces deux cristaux possèdent des propriétés intéressantes permettant de réduire de façon 
significative le nombre de détections de coïncidences aléatoires et diffusées. Les machines utilisant les 
informations sur le temps de vol sont souvent équipées de cristaux spécifiques (e.g. fluorure de 
baryum (BaF2), lutetium aluminium perovskite (LuAP)), dont la constante de temps donne accès à une 
information supplémentaire sur le lieu de l’annihilation. Comme dans le cas de la TEMP, l’utilisation 
de semi conducteur est également d’actualité pour remplacer les détecteurs actuels (Morimoto 2008).  
 
Comme vu précédemment, un positon émet deux photons γ de 511 keV en coïncidence lors du 
phénomène d’annihilation. Ces photons sont détectés grâce à des couronnes de détecteurs élémentaires 
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(figure 1.8). Les tomographes actuellement disponibles sont constitués de 16 à 32 couronnes de 
détecteurs dont le nombre total peut atteindre quelques milliers. Le photon arrive dans le cristal et 
émet des rayonnements lumineux qui vont décroître. Ces photons lumineux sont collectés au niveau 
des photomultiplicateurs et la quantité de lumière recueillie est proportionnelle à la quantité d’énergie 
du rayonnement. 
 
Figure 1. 8 : schéma d’une couronne de détecteurs en TEP 
Le système détecte seulement des désintégrations ayant lieu à l’intérieur d’un volume défini par les 
droites qui relient les détecteurs. Les dimensions et le nombre de ces couronnes définissent la taille du 
champ de vue. La ligne virtuelle (LOR pour line of response) reliant les deux détecteurs concernés par 
la détection de la paire de photons γ indique que l’annihilation s’est produite le long de cet axe. On 
réalise par là une collimation électronique (au contraire de la TEMP où la provenance d’un photon est 
déterminée par une collimation physique). On dit que la détection est simultanée et on parle alors de 
coïncidences vraies (figure 1.9(a)) si les deux photons γ sont détectés dans un intervalle de temps 
inférieur à la fenêtre de coïncidence (ou fenêtre temporelle) déterminée par l’électronique de 
comptage. Pour les tomographes actuels, la fenêtre de coïncidence varie entre 4 et 20 ns. 
 
En TEP on peut distinguer également 2 autres types de coïncidences et donc de LOR (illustrées figure 
1.9): 
• Les coïncidences fortuites ou aléatoires (figure 1.9(b)): il s’agit dans ce cas de la détection 
simultanée de deux photons provenant de l’annihilation de deux positons différents, pendant la 
même fenêtre temporelle. L’information spatiale est alors incorrecte. Le taux de coïncidences 
fortuites R dépend linéairement de la fenêtre temporelle donc de la rapidité du scintillateur et 
augmente avec le carré de la radioactivité présente dans le champ de vue soit  avec  la 
résolution temporelle du détecteur et S le taux de détection des photons simples. Le phénomène de 
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coïncidences fortuites génère un bruit de fond dans l’image reconstruite entrainant une baisse de 
contraste et une surestimation des concentrations d’activité. 
• Les coïncidences diffusées (figure 1.9(c)): elles sont de deux types, intervenant soit dans le cristal 
ou au sein du sujet. Dans le premier cas, le rayonnement est diffusé, perd une partie de son énergie 
et ne sera pas pris en compte comme coïncidence vraie  de part l’utilisation de la fenêtre en 
énergie du détecteur. Dans le second cas la diffusion Compton entraîne une perte d’énergie et un 
changement de direction du photon incident. Pour ce type de coïncidence, l’annihilation du 
positon est assignée à une position incorrecte. La discrimination entre coïncidences diffusées et 
coïncidences vraies est difficile et dépendra essentiellement de la résolution en énergie des 
détecteurs. Ce phénomène contribue à produire un bruit de fond de basse fréquence dans l’image 
reconstruite finale, à diminuer le contraste et à perturber la quantification. 
 
Figure 1. 9 : les trois différents types de coïncidences : vraie, fortuite et diffusée 
1.4 Principales limitations de l’imagerie de tomographie 
d’émission et corrections apportées 
Ce paragraphe fait le récapitulatif des principales limitations rencontrées en tomographie d’émission 
(TEMP ou TEP) et précise les méthodes habituellement utilisées afin de corriger ces effets. Ces 
derniers sont séparés en deux catégories : les facteurs physiologiques relatifs au patient et les facteurs 
physiques. 
1.4.1 Les facteurs physiologiques 
Différents facteurs physiologiques contribuent à réduire le nombre de photons détectés durant 
l’acquisition et de ce fait limitent la quantification des images. D’autres facteurs contribuent également 
à générer des artefacts dans les images produites par la caméra. Tout d’abord, les caractéristiques du 
radiotraceur (tropisme, qualité du produit …), la dose administrée, la durée d’acquisition ou encore la 
cinétique du traceur au sein du patient auront un impact considérable sur l’image finale de la 
représentation de la distribution radioactive. Le tropisme est un élément majeur du fait que les 
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radiotraceurs ne sont pas totalement spécifiques, se fixant prioritairement sur une cible donnée mais 
également de façon plus ou moins importante sur d’autres organes. Ce phénomène produit une activité 
de fond non désirée et donc une perte de contraste (défini comme le rapport de la différence d’activité 
mesurée entre une RDI et le fond radioactif sur l’activité mesurée dans le fond radioactif) et de 
statistique de détection. Le temps d’acquisition ainsi que la dose administrée jouent également un rôle 
important sur le résultat final. Le temps est fixé de telle sorte à obtenir une image de qualité suffisante 
et à tenir compte de la tolérance du patient. La dose est quant à elle réglementée et limitée afin de ne 
pas atteindre un seuil critique pour le patient. Il est également à noter que les mouvements du patient 
qu’ils soient de nature physiologique (comme la respiration ou le mouvement cardiaque) ou fortuite 
(l’immobilité parfaite du patient n’étant pas possible durant toute l’acquisition) génèrent des artefacts 
dans l’image ainsi qu’un flou cinétique pouvant gêner l’interprétation des images (Visvikis 2004(a)). 
Les mouvements physiologiques peuvent entraîner des sous-estimations d’activité allant jusqu’à 150% 
dans des tumeurs pulmonaires (Nehmeh 2004) et des sur-évaluations de volume de 100% pour les 
lésions dont le diamètre est inférieur à 15 mm (Yarenko 2005). Ces artefacts sont dus à l’ensemble des 
mouvements survenant au cours d’une acquisition TEP ou TEMP qui dure en moyenne 20 min et qui 
par conséquent génèrera une image « moyennée » sur l’intégralité de l’acquisition. De nombreux 
travaux ont étudié la correction de ce phénomène notamment en utilisant l’apport de l’imagerie 
anatomique. Une revue des différentes méthodes de correction peut être consultée (Visvikis 2003(a)). 
La figure 1.10 illustre les artefacts résultant de la respiration chez un patient TEP simulé ainsi que le 
résultat obtenu après correction par une de ces méthodes. 
 
Figure 1. 10 : d'un point de vue quantitatif, la récupération d'activité dans les tumeurs simulées est de l'ordre de 72-90%, 
l'information de position est corrigée à hauteur de 78-100% et l'étalement (FWHM) de 67-92%. 
Finalement, la corpulence du patient peut également affecter la qualité de l’image finale due à 
l’importance de la diffusion et de l’atténuation des photons incidents contribuant à diminuer la 
statistique de comptage. Ces différents aspects ne seront pas pris en compte dans ce travail de thèse. 
1.4.2 Facteurs physiques 
Les images TEMP/TEP représentent la distribution d’un paramètre fonctionnel mesurable par analyse 
de la distribution du radioélément. Une caractéristique physiologique ou métabolique est obtenue 
grâce à un modèle mathématique mais il faudra corriger des erreurs dues à différents facteurs 
dégradant. Parmi ces facteurs on considère principalement : 
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• l’atténuation des photons par les tissus traversés 
• la diffusion Compton des photons dans le patient et le détecteur 
• les coïncidences fortuites (spécifique à la TEP) 
• le bruit de mesure résultant de la nature statistique de l’émission des photons et le bruit affectant le 
signal détecté 
Les photons γ émis par une source radioactive interne peuvent subir différents types d’interactions, 
comme l’effet photoélectrique, la diffusion Compton, la diffusion Rayleigh, et la production de paires. 
La production de paires vue précédemment ne concerne que la TEP dans la mesure où elle nécessite 
une énergie seuil de 1,022 MeV (2×511 keV) et la diffusion Rayleigh est quant à elle considérée 
comme négligeable. 
L’effet photoélectrique 
Les photons γ font partie du rayonnement électromagnétique émis au cours des transitions nucléaires 
et peuvent ainsi subir l’effet photo-électrique. Ce phénomène (illustré figure 1.11) doit se comprendre 
comme l’absorption, par un atome, de la totalité de l’énergie  d’un photon incident. Cette 
énergie excédentaire est transférée à un électron (généralement des couches K ou L, et possédant une 
énergie de liaison El) qui est éjecté de sa couche électronique et emporte l’excédant sous forme 
d’énergie cinétique Ec. L’effet photo-électrique ne peut avoir lieu avec un électron que si E est égal ou 
supérieur à El. Ec est absorbé par le milieu tandis que l’ionisation de l’atome (de part la présence d’un 
« trou » sur la couche à laquelle appartenait l’électron) est suivie de l’émission de photons de 
fluorescence ou de la projection d’électrons Auger, dont l’énergie cinétique est également absorbée 
par le milieu. L’absorption réduit le nombre de coups provenant du centre d’un objet d’un facteur 4 à 
10 pour les photons de 140 keV (Jaszczak 1981). 
 
Figure 1. 11 : illustration de l’effet photo électrique 
L’effet photoélectrique est important pour les faibles énergies (hν) des photons, de quelques dizaines 
de keV à 1 MeV et il l’est d’autant plus que le matériau a un numéro atomique élevé. 
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La diffusion Compton 
La diffusion Compton est l’interaction dominante pour les énergies comprises entre 70 et 600 keV. 
C’est l’interaction d’un photon avec un électron peu lié du milieu absorbeur (Cf figure 1.12). Au cours 
de la diffusion Compton, un photon primaire transfère une partie de son énergie à un électron 
faiblement lié du milieu environnant. Le photon est alors dévié de sa trajectoire d’un angle  et 
l’électron recule dans une direction  par rapport à la direction incidente. L’effet Compton peut se 
produire sur toutes les couches électroniques mais les énergies cinétiques et de liaison de cet électron 
externe doivent être négligeables par rapport à celle du photon incident. En TEMP/TEP, la principale 
origine des photons diffusés est l’interaction des photons émis avec les tissus du patient (Mas 1990).  
 
Figure 1. 12 : illustration de la diffusion Compton 
Lors d’une acquisition TEMP la proportion de rayonnement diffusé représente environ 30% des coups. 
En TEP, les septas utilisés en mode 2D limitent de façon importante la détection de photons diffusés 
(les coïncidences diffusées représentent alors environ 10% des coïncidences totales). En mode 3D, le 
nombre de coïncidences diffusées augmente d’un facteur 4 à 5 de part la géométrie de détection et la 
correction de ce phénomène devient alors obligatoire.  
Dans les cas de diffusions en chaine et de diffusions à des angles importants (qui entraînent des pertes 
significatives en énergie) les photons diffusés peuvent être en grande partie éliminés par l’utilisation 
de fenêtres énergétiques. Les photons diffusant à petits angles (probabilité plus importante aux 
énergies utilisées en TEMP) perdent beaucoup moins d’énergie et sont peu déviés de leur direction 
initiale de propagation. Ces photons transportent alors une information erronée quant à la localisation 
du point d’émission. Sur les images, cela se traduit par du flou et par un voile de fond à basse 
fréquence spatiale dus à l’introduction d’évènements mal localisés dans les projections acquises. La 
diffusion conduit donc à une perte de contraste et affecte la résolution des images, tout en surestimant 
l’activité absolue (El Fakhri 1999). L’utilisation d’une fenêtre en énergie pour différencier photons 
diffusés et photons primaires est difficilement possible pour la diffusion à petits angles de part la 
résolution en énergie limitée des γ caméras. Différentes stratégies de correction de la diffusion ont été 
développées. De nombreuses méthodes sont basées sur la soustraction des images diffusées qui 
peuvent être estimées à partir de mesures dans plus d’une fenêtre d’énergie. On peut citer à titre 
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d’exemple la méthode de fenêtre Compton (Jaszczak 1984) ou les approches à deux (King 1992) ou 
trois (Ogawa 1991) fenêtres énergétiques. Ces méthodes ne suffisent cependant pas à éliminer 
totalement le diffusé. Une autre approche consiste à repositionner les photons diffusés, c'est-à-dire à 
déterminer leur lieu d'émission réel par modélisation (via simulation Monte Carlo) de la dispersion due 
au diffusé dans la réponse impulsionnelle du système (Beekman 1996, Bailey 1998). Ce type de 
méthode est actuellement mis en œuvre sur des systèmes commerciaux. 
L’atténuation 
L’atténuation est un phénomène non isotrope dans l’organisme, qui varie en fonction de la 
composition et de l’épaisseur des milieux traversés ainsi que de l’énergie des photons. Ces derniers, 
une fois émis, peuvent interagir avec les tissus du patient lors de leur traversée et être déviés ou 
absorbés. En l’absence de correction de ces facteurs d’atténuation, les images obtenues en TEP sont 
incorrectes aussi bien qualitativement que quantitativement (illustré en TEP figure 1.13). L’expression 
analytique de l’atténuation est connue exactement. Le nombre N de photons γ transmis après la 
traversée d’un milieu d’épaisseur x (en cm) est donné par une loi d’atténuation exponentielle : 
     (1.1)
 
Où le coefficient d’atténuation linéique  représente la probabilité d’interaction d’un photon par unité 
de longueur et s’exprime en cm-1 et N0 le nombre de photons γ initial. Ce coefficient linéique dépend 
de l’énergie des photons γ et du numéro atomique du milieu traversé. Il augmente avec la densité du 
milieu traversé. A titre d’exemple, pour des photons de 140 keV, il vaut 0.003 mm-1 pour les poumons, 
0.012 mm-1 pour les tissus mous (assimilés à de l’eau) et 0.03 mm-1 pour les os. Un faisceau de 
photons γ à 140 keV sera atténué de moitié par une épaisseur d’environ 5 cm de tissus mous. 
 
Figure 1. 13 : images 18F-FDG TEP corps entier, sans correction d'atténuation (colonne de gauche) et avec correction 
(colonne de droite), en utilisant une image TDM (en haut) ou une image de transmission (en bas). 
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L’atténuation est un facteur majeur en TEMP/TEP. L’atténuation diminue le nombre de photons 
détectés dans les projections par absorption totale, ce qui dégrade le rapport signal-sur-bruit (Jaszczak 
1981) et peut générer des sous estimations de l’activité mesurée ou encore des artefacts et distorsions 
importantes dans les images. Il existe de nombreuses techniques de compensation de l’atténuation. 
Elles peuvent être classées en plusieurs catégories suivant qu’elles agissent pendant (transformée de 
Radon atténuée pour tenir compte de l’atténuation sur les projections (Bellini 1979, Metz 1995, 
Natterer 2001)) ou après (Chang 1978, Faber 1984) le processus de reconstruction analytique ou 
itératif. Ces méthodes font une correction d’atténuation uniforme, en prenant un  moyen pour 
l’ensemble du volume ou tiennent compte de la géométrie et de la constitution des tissus au moyen 
d’une carte des . Elles utilisent pour cela des données supplémentaires de transmission provenant 
d’un scanner X ou de sources externes (illustration en TEP figure 1.13 au centre où l’image de 
transmission permet de mesurer le facteur de correction pour chaque ligne de coïncidence en 
fournissant l'information de densité des tissus). Dans le cas d’une correction basée sur les données 
tomodensitométriques, l’image TDM est d’abord mise à l’échelle  (réduction de la taille de la matrice) 
et lissée (au moyen d’un filtre gaussien) afin d’être à la même résolution spatiale que l’image 
fonctionnelle. Il est ensuite possible d’utiliser une relation bilinéaire (figure 1.14) afin de passer des 
unités Hounsfield au coefficients d’atténuation à 511keV afin de générer une image d’atténuation pour 
corriger les données fonctionnelles. Les deux méthodes les plus utilisées en routine clinique sont la 
méthode de Chang itérative avec rétroprojection filtrée (TEMP) et la méthode de modélisation de 
l'atténuation dans OSEM (TEMP et TEP). On peut noter également que la correction d'atténuation a 
un impact significatif sur la sensibilité et la précision du diagnostic (e.g. (Hustinx 2000) en TEP). 
 
Figure 1. 14 : courbe de conversion pour passer des unités Hounsfield aux coefficients d’atténuation à 511keV. On considère 
ici que l’unité Hounsfield est déterminée par un mélange de deux composantes avec des densités et facteur d’échelle connus. 
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Les coïncidences fortuites en TEP 
La correction de ce phénomène spécifique à la TEP s’effectue par simple soustraction de ces 
coïncidences fortuites, ces dernières pouvant être estimées par différentes méthodes. Ces coïncidences 
peuvent tout d’abord être mesurées directement dans une fenêtre temporelle décalée du fait de leur 
probabilité de détection qui est uniforme au cours du temps (car ces coïncidences ne sont pas corrélées 
à l’annihilation d’un seul positon, mais résultent de l’annihilation de deux positons). Cette technique 
est actuellement la plus largement utilisée et présente l’avantage de mesurer la distribution spatiale des 
coïncidences aléatoires. Les coïncidences aléatoires peuvent également être indirectement estimées à 
partir du nombre total de photons détectés par chaque détecteur en utilisant la relation  où  
exprime la résolution temporelle du détecteur et S le taux de détection des photons simples. Une autre 
façon encore peut consister à estimer les coïncidences aléatoires à partir de la distribution des 
coïncidences dans les projections en dehors du patient, par une acquisition de calibration ou encore 
estimée directement. Chacune de ces méthodes possède ses avantages et inconvénients (Brasse 2005). 
La soustraction se traduit par une augmentation du bruit au niveau des projections (Brasse 2005). Il est 
cependant possible de filtrer le sinogramme des coïncidences fortuites afin de réduire les fluctuations 
statistiques. 
Le bruit 
Le bruit correspond à une fluctuation statistique suivant une loi de Poisson, et se superposant au 
signal. Celui-ci intervient tout au long de la chaîne de détection depuis l’émission radioactive des 
photons jusqu’à conversion des photoélectrons en électrons par la photocathode. Le bruit intervient 
également lors de la reconstruction des images. Ce bruit peut introduire des artefacts et influencer le 
rapport signal sur bruit (SNR, signal to noise ratio). Le bruit que l’on retrouve dans les images 
reconstruites ne suit plus une distribution de Poisson et dépend en grande partie de l’algorithme de 
reconstruction utilisé (Qi 2003, Qi 2005).  Il peut être pris en compte au sein de ces algorithmes ou 
encore en post-reconstruction directement sur les images. Dans la suite de cette thèse, lorsque nous 
parlerons de bruit, il s’agira en général de la variation des valeurs des voxels dans une RDI donnée 
(variance) et une moyenne éventuellement biaisée par rapport à une valeur réelle supposée. 
1.5 Evaluation des performances des caméras  TEMP et TEP 
Les images fournies par la γ caméra ou la caméra TEP ne correspondent pas à une représentation 
exacte de la distribution de la radioactivité, en particulier à cause des défauts du détecteur et de 
l’électronique associée. On caractérise par conséquent ces caméras par un ensemble de performances 
intrinsèques. Ces paramètres dépendent des caractéristiques des différents composants du système de 
détection et sont très souvent corrélés. Chacun d’entre eux joue un rôle particulier contribuant aux 
performances générales des caméras. Pour mesurer ces performances, il existe plusieurs protocoles, 
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dont celui le plus connu de la norme NEMA (National Electrical Manufacturers Association). Les 
principaux paramètres sont décrits ci après. 
1.5.1 La résolution en énergie  
Elle dépend des propriétés du cristal scintillant et traduit la précision avec laquelle le détecteur 
détermine l’énergie du photon. Elle reflète notamment la capacité du système de détection à rejeter 
certaines sources de bruit comme le rayonnement diffusé (Bendriem 1995). La résolution en énergie 
peut être améliorée par l’utilisation de nouveaux matériaux de détection ou des matériaux semi 
conducteurs présentant des caractéristiques plus intéressantes en terme de temps de décroissance, de 
rendement lumineux et d’encombrement, par rapport aux cristaux couramment utilisés comme le 
NaI(Tl) en TEMP par exemple. 
1.5.2 La résolution temporelle  
Définie comme l’intervalle de temps qui suit la détection d’un photon γ et pendant lequel aucun autre 
photon ne peut être détecté. Il s’agit d’un temps mort principalement fonction du cristal (temps de 
décroissance) et de l’électronique associée. Elle détermine la fenêtre temporelle de détection en TEP. 
1.5.3 Le taux de comptage 
En TEMP il représente le nombre de coups par seconde qu’il est possible de détecter pour une source 
d’activité donnée. Les performances en termes de comptage dépendent essentiellement de la 
conception générale du détecteur et de son électronique. Les performances en taux de comptage sont 
mesurées au moyen de fantômes pour les examens cérébraux et corps entiers. Le comportement d’une 
caméra TEP en taux de comptage est représenté par le rapport entre les coïncidences vraies (signal 
utile) et les coïncidences aléatoires et diffusées (correspondant à du bruit). Le rapport entre le signal 
utile et le bruit peut être estimé par le calcul d’un paramètre global, le NEC (de l’anglais « noise 
equivalent count ») (Strother 1990). Il s’agit d’un indice représentant le taux de comptage équivalent 
d’un système où les coïncidences aléatoires et diffusées seraient intégralement éliminées à 
l’acquisition et où l’on ne tient pas compte des amplifications du bruit dues à la reconstruction. La 
courbe NEC (Cf. figure 1.15) est obtenue en combinant les différents taux de comptage (en fonction 
de la concentration radioactive) et le maximum de cette courbe indique le meilleur rapport entre les 
différents types d’évènements mesurés, déterminant la plage d’activité optimale pour l’utilisation 




Figure 1. 15 : exemple de courbe NEC 
1.5.4 La sensibilité 
Il s’agit du nombre de coups (photons primaires n’ayant subi aucune interaction avant d’atteindre le 
cristal) détectés dans le FOV par unité de temps et par unité de concentration radioactive (e.g.  
cps.kBq-1.ml-1.s-1). Des systèmes de sensibilité élevée permettent l’acquisition d’images pendant de 
courtes durées et la diminution des concentrations radioactives administrées. La sensibilité dépend 
principalement du type de collimateur utilisé en TEMP et du rendement lumineux du cristal. La 
sensibilité d’une γ caméra n’est pas linéaire lorsqu’on augmente le taux de comptage et décroît même 
lorsqu’on la soumet à de forts taux. En pratique, l’augmentation de la sensibilité des γ caméras peut 
être obtenue par l’utilisation de caméras multi-têtes (jusqu’à trois têtes de détection) et « digitales » où 
chaque PM est numérisé individuellement (un CAN par PM) ou par l’amélioration du système de 
scintillation ou de photomultiplication. En TEP la sensibilité va dépendre du mode (2D/3D) ainsi que 
de l’efficacité du système de détection (un cristal scintillant dense, rapide et résolu en énergie 
entrainera une sensibilité de détection accrue tout en limitant le nombre de coïncidences aléatoires et 
diffusées). 
1.5.5 La résolution spatiale 
La résolution spatiale est un paramètre quantifiant la dégradation spatiale tridimensionnelle introduite 
par un détecteur lors de l’acquisition de l’image d’une source radioactive ponctuelle ou linéaire. Elle 
est définie comme la distance minimale séparant deux sources ponctuelles, dont les images sont 
distinctes et discernables. On utilise généralement la notion de largeur à mi-hauteur (LMH ou FWHM 
de l’anglais « Full Width at Half Maximum ») de la réponse impulsionnelle ponctuelle (fonction de 
dispersion ponctuelle FDP, ou PSF en anglais pour « Point Spread Function ») ou linéaire (figure 
1.16). La résolution spatiale intrinsèque R de la γ caméra (obtenue en absence de collimateur) est à la 
fois fonction du cristal, des photomultiplicateurs et de l’électronique associée et est d’environ 3 à 4 
mm pour un rayonnement à 140 keV et un cristal NaI(Tl). La limite actuelle d’environ 3mm est liée à 
la manière dont les photons déposent leur énergie dans le cristal et dont les photons optiques sont 
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détectés par les tubes photomultiplicateurs. La résolution spatiale R de la γ caméra dépend quant à elle 
du détecteur (cristal et électronique associée), de l’énergie des photons, du collimateur ainsi que de la 
distance détecteur-source. Elle augmente avec la distance source-cristal et le diamètre des trous du 
collimateur mais au détriment de la sensibilité de la caméra. Elle peut s’exprimer approximativement 
en fonction des dimensions du collimateur (Anger 64, Gantet 96). De façon générale elle peut être 
augmentée en utilisant un collimateur à géométrie adaptée ; des tubes photomultiplicateurs améliorés 
(e.g. technologie PSPMT, pour Position Sensitive PhotoMultiplier Tube) permettant de concevoir des 
γ caméras à petit champ pour l’imagerie de petits organes comme la thyroïde  (Bussmann 2001) ou 
pour l’imagerie du petit animal (Loudos 2003) ou encore des cristaux avec un meilleur rendement 
lumineux (e.g. YSO (oxyorthosilicate d'yttrium), cristaux à base de Lu (Korzhik 2001), YalO3:Ce 
utilisé pour les γ caméras à petit champ de vue), ou d’un autre milieu de détection comme les 
semiconducteurs (études récentes e.g. (Fukizawa 2008, Russo 2009, Ogawa 2009)). En TEP, elle est 
conditionnée par la résolution des détecteurs du tomographe. Pour le fluor 18 ou d’autres positons de 
plus faible énergie (< 1 MeV), la résolution spatiale peut, en théorie, atteindre moins de 2mm (e.g. 
TEP HRRT recherche dédiée cerveau avec une résolution de 1.22mm). Il est important de distinguer 
la résolution spatiale intrinsèque décrite ci-dessus et découlant directement des propriétés physiques de 
la caméra, de la taille des voxels de l’image. S’il est en effet possible de reconstruire des images avec 
des voxels de dimensions fixées arbitrairement (par exemple 2 ou 4 mm de côté), cet échantillonnage 
précis ne changera en rien la résolution spatiale intrinsèque de la caméra qui reste fixée. Si le fait de 
reconstruire une image avec une taille de voxel petite permet de bien localiser les objets représentés 
sur l’image, cela aura également pour conséquence de réduire la statistique de comptage par voxel et 
donc le SNR, dégradant ainsi l’image. Il est donc nécessaire de trouver un compromis entre la taille 
des voxels échantillonnant l’objet et la qualité de l’image reconstruite. En routine clinique, la taille des 
voxels est généralement située entre 2 et 5 mm en TEP. Il faut également noter que la résolution 
intrinsèque peut varier avec la position dans le champ de vue (elle sera plus précise au centre qu’aux 
extrémités). La résolution spatiale intrinsèque de la caméra peut être améliorée en générant une carte 
de résolution spatiale (grâce à l’acquisition d’une source ponctuelle dans tout le champ de vue) et en 
l’incorporant lors du processus de reconstruction pour prendre en compte l’inhomogénéité dans le 
champ de vue (Fin 2008). Elle peut également être améliorée en utilisant différentes techniques de 
correction des EVP (présentées aux chapitres 2 et 3). 
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1.5.6 Performances des caméras TEMP et TEP actuelles 
 
Figure 1. 16 : la résolution spatiale du système est donnée par la largeur à mi-hauteur (LMH) de 
la fonction de dispersion ponctuelle, obtenue en traçant un profil sur la projection acquise 
Les tableaux 1.2 et 1.3 regroupent les différentes caractéristiques des caméras TEMP et TEP actuelles. 
A titre d’exemple, la γ caméra double-têtes de Tours Helix* Elscint – GE, qui a été utilisée lors de 
différentes études dans le cadre de cette thèse, a une FWHM théorique de 0.0384 d + 0.6617 où d 
représente la distance en mm entre la source et la surface du collimateur et une résolution spatiale 
(d’après les mesures de FWHM effectuées sur fantôme capillaire en suivant la norme NEMA) de 
13.3mm pour le 99mTc et 14.1mm pour l’123I et une résolution en énergie de 9.6% à 140 keV. La 
caméra TEP Gemini Philips (avec scintillateurs de GSO), utilisée à Tours lors de différentes études, 
possède quant à elle une FWHM théorique au centre du FOV d’environ 5 mm et 6 mm respectivement 
dans les plans transverse et axial, ainsi qu’une résolution en énergie de 9% et en énergie du système de 
15%. 
Résolution spatiale intrinsèque De 3 à 4 mm (pour le 99mTc) 
Résolution en énergie Environ 10% 
Taux de comptage max Environ 300 kcps 
Uniformité de densité Environ 3% 
Linéarité géométrique Environ 1/10 mm 
Tableau 1. 1 : performances des γ caméras actuelles 
Résolution spatiale transaxiale De 4 à 6 mm 
Sensibilité De 8 à 40 cps/kBq/cc 
Résolution en énergie Environ 15% 
Résolution temporelle De 0.8 à 10 ns environ 
Tableau 1. 2 : performances des caméras TEP actuelles 
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1.6 Les formats de données brutes et les différents modes 
d’acquisition 
Les données brutes peuvent être stockées au format séquentiel (« list mod » en anglais) ou incrémental 
(frame mode). En mode séquentiel, les informations relatives à chaque photon γ détecté en TEMP ou 
chaque paire de photons γ détectée en TEP (coordonnées spatiales et temporelle, énergie) sont 
sauvegardées sous la forme d’une liste d’évènements classés chronologiquement. Il est ensuite 
possible grâce à cette liste de former n’importe quelle projection et de procéder à une reconstruction 
d’image optimale en faisant varier les paramètres souhaités. On peut noter que ce mode 
d’enregistrement des données possède des qualités intéressantes pour effectuer des analyses 
dynamiques 4D (e.g. la modélisation de la cinétique d’un radiotraceur en neurologie). L’inconvénient 
majeur du mode séquentiel est qu’il  nécessite des capacités de stockage importantes au vu du volume 
de données à enregistrer. Le mode incrémental consiste quant à lui à réorganiser les données acquises 
(triées dans des histogrammes) dans le but d’accélérer le traitement. Pour ce mode de stockage des 
données on perd les informations spécifiques à chaque évènement. 
 
Il existe deux modes d’acquisition des données, le mode statique et le mode dynamique, chacun 
pouvant être associé à un type d’acquisition : mode 2D/3D (TEP) ou planaire/tomographique (TEMP). 
Pour une acquisition statique une seule image est acquise. L'information temporelle associée aux 
photons détectés n’est pas exploitée et on utilise donc l'information détectée pendant la durée de 
l'acquisition. L’acquisition dynamique consiste quant à elle à acquérir une séquence d’images espacées 
dans le temps et ainsi à obtenir des informations quantitatives sur le fonctionnement d’organes tels que 
le cerveau, le cœur ou les poumons (cinétique de liaison intermoléculaire). Les applications les plus 
rencontrées sont l’imagerie cardiaque dynamique, l’imagerie rénale dynamique ainsi que l’imagerie du 
cerveau dynamique. En TEMP, les deux modes d’acquisition précédents peuvent être utilisés avec un 
seul radiotraceur ou en mode multi-isotopique. On utilise plusieurs radiopharmaceutiques (deux ou 
plus) possédant un tropisme différent pour le tissu cible. Les images sont alors générées 
simultanément dans deux fenêtres spectrométriques distinctes (correspondant au pic photoélectrique 
de chacun des deux radiotraceurs). 
 
Dans le mode planaire, la γ caméra reste en position fixe durant toute l’acquisition. Les projections 
obtenues représentent alors une vue bidimensionnelle de la distribution tridimensionnelle du 
radiotraceur lorsqu’il est fixé de façon relativement stable dans l’organisme et fournissent des 
informations essentiellement qualitatives car le nombre de coups détectés dans l’image dépend de la 
profondeur de l’organe étudié. On peut cependant obtenir des paramètres quantitatifs en appliquant 
une correction d’atténuation. En mode tomographique, les têtes d’acquisition de la caméra sont en 
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rotation autour du sujet et plusieurs dizaines d’images (projections) sont successivement acquises, 
chacune sous un angle différent. 
 
Les modes d’acquisitions 2D et 3D en TEP sont illustrés en figure 1.17.  Le mode 2D consiste à placer 
des septas devant les cristaux. Les photons de 511 KeV qui ne sont pas dans l’axe des septas ne 
parviennent alors pas jusqu’au cristal ou ne sont pas pris en compte du fait de leur perte d’énergie. Par 
conséquent, seules les détections en coïncidence survenant dans le plan d’une couronne ou dans des 
plans adjacents sont considérées. En mode 2D, la TEP ne détecte que des plans directs ou obliques 
adjacents et convertit ces derniers en plans directs. Il est ensuite possible de procéder à la 
reconstruction d’un volume 3D par empilement des différentes tranches acquises indépendamment les 
unes des autres. Ce principe diminue la sensibilité de la machine mais facilite la reconstruction. Le 
mode 3D est réalisé en l’absence de septa et les photons qui parviennent jusqu’au cristal peuvent alors 
venir de toutes les directions, ce qui fournit une meilleure sensibilité mais nécessite une reconstruction 
3D plus complexe mais plus représentative du volume 3D imagé. Les événements aléatoires, et surtout 
diffusés doivent impérativement être corrigés dans la mesure où leur nombre augmente de façon 
significative dans ce mode d’acquisition. On peut également noter l’augmentation de sensibilité en 
mode 3D qui permet de réduire la dose administrée au patient et/ou la durée d’acquisition de l’examen 
TEP pour une même qualité statistique dans l’image obtenue. 
 
Figure 1. 17 : modes de fonctionnement 2D et 3D en TEP 
1.7 La reconstruction tomographique 
Les méthodes utilisées sont les mêmes pour la reconstruction des images TEMP, TEP et également 
TDM. Le terme tomographie provient du grec « tomos » signifiant « section » et « graphein » 
signifiant « écrire ». Dans le cas de la tomographie d’émission (en TEMP ou TEP) elle consiste donc à 
visualiser la distribution radioactive au sein des organes en tranches. Pour cela, il faut acquérir sous 
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plusieurs incidences, les images planaires, ou projections, de la répartition d’une grandeur (la 
radioactivité) distribuée dans un objet tridimensionnel (l’organisme étudié).  
En TEMP, l’information est obtenue à l’aide d’un (ou des) détecteur(s) qui tournent autour de la partie 
du corps à explorer (suivant une orbite circulaire ou elliptique). Pour chaque incidence, le(s) 
détecteur(s) réalise(nt) une acquisition de l’objet entier sous un angle différent. De ce fait, durant la 
rotation (en générale de 360°), des projections bidimensionnelles définies par une série de lignes 
parallèles sont acquises selon le pas de matrice souhaité (32, 64 ou 128) et nécessaire à la 
reconstruction de plusieurs plans de coupe.  
En TEP, on utilise plusieurs couronnes de détecteurs et on utilise la notion de ligne de coïncidence 
(LOR) qui représente un volume (VOR de l’anglais « volume of response ») défini par la distance 
séparant deux détecteurs et la section de ceux-ci (Cf. figure 1.18). La localisation de la source est 
déterminée par l’intersection des lignes de coïncidence consécutives à de nombreux évènements 
radioactifs enregistrés par les détecteurs. Le nombre de photons enregistrés pendant un temps t permet 
de calculer la distribution et la concentration de la radioactivité dans le volume des coupes définies par 
les couronnes pendant cet intervalle de temps.  
 
Figure 1. 18 : lignes de coïncidence et volumes associés 
Une étape de reconstruction tomographique est nécessaire afin de déterminer la distribution de 
l’activité en coupes de l’objet et cela à partir de ses projections. Les divers algorithmes de 
reconstruction peuvent être classés en deux types : les méthodes « analytiques » (méthodes d’analyse 
directe) utilisant des équations qui font le rapport entre les projections et l’objet et les méthodes 
« algébriques » (méthodes itératives) où la solution initiale est successivement modifiée jusqu’à 
atteindre une limite jugée statistiquement représentative de l’objet.  
Transformée de Radon et problématique de la reconstruction tomographique 
Notons dans un premier temps que la distribution volumique de la radioactivité est considérée comme 
une succession de coupes bidimensionnelles. Nous exposons dans les paragraphes suivants le principe 
de reconstruction d’une activité bidimensionnelle à partir de projections monodimensionnelles. 
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Considérons une coupe d’un volume contenant un foyer radioactif (cf figure 1.19), on peut définir la 
distribution de la radioactivité par une fonction f(x,y) qui en chaque point de coordonnée (x,y) du plan 
de coupe dans ² donne le nombre de photons γ émis. A une ligne de projection faisant un angle θ 
avec l’axe x correspond une fonction p(u,θ) qui en tout point de coordonnée u de la projection fait 
correspondre la somme de toutes les activités rencontrées sur un axe perpendiculaire à l’axe u. Sur la 
figure 1.19, le repère cartésien (O,x,y) fixe est lié à la distribution d’activité tandis que le repère 
tournant (O,u,v) est associé à la γ caméra en rotation à l’incidence θ.  
 
Figure 1. 19 : projection p(u, θ) de la distribution d’activité f(x,y) sous l’angle θ 
p(u,θ) correspond au nombre de photons γ détectés au point u pour l’incidence θ. L’opération de 
projection permet de réduire une fonction 2D à une fonction 1D et les projections 
monodimensionnelles p(u,θ), sous l’angle θ, peuvent s’écrire : 
     (1.2) 
Avec  on définit la transformée de Radon de la fonction 2D f(x,y) comme 
l’intégrale double selon une direction :  
 (1.3) 
Où (x) est l’impulsion de Dirac. 
Cette transformée permet de passer du domaine spatial (x,y) au domaine de Radon (u,θ), c'est-à-dire 
de l’objet aux images de projections de cet objet, sous différentes incidences. La superposition des 
lignes de projections relatives aux coupes de l’objet, pour chaque angle θ, permet d’obtenir ce que l’on 




Figure 1. 20 : espace cartésien et correspondance dans l’espace des projections de Radon pour une source ponctuelle 
L’objectif de la tomographie est de retrouver la distribution radioactive f(x,y) à partir de ses 
projections p(u,θ), ce qui revient à inverser la transformée de Radon. Cependant, cette dernière 
suppose un nombre infini de projections et les projections acquises par le détecteur sont 
échantillonnées et numérisées et présentent également un bruit de mesure de nature poissonnienne. La 
résolution du problème de reconstruction tomographique ne conduit donc pas à une solution unique et 
stable. On peut procéder à l’inversion de façon analytique ou de façon algébrique. 
Méthodes analytiques 
Les méthodes analytiques de reconstruction reposent sur une inversion analytique de la transformée de 
Radon. Elles supposent que les données sont continues et que la valeur d'une projection est connue en 
chaque point (u,θ) du sinogramme. La méthode analytique la plus répandue du fait de sa rapidité 
d’exécution et de sa facilité d’utilisation est la technique de rétroprojection filtrée (ou FBP pour 
« Filtered Back Projection » en anglais) (e.g. Kinahan 1989, Kinahan 1994). Pour déterminer f(x,y) 
connaissant p(u,θ), on procède intuitivement à une projection inverse (rétroprojection). Cette opération 
constitue une solution approchée de la transformée inverse de Radon. Cependant chaque point de la 
projection contient alors des informations sur toute la ligne de projection et les structures de l’image 
reconstruite n’apparaissent pas nettement. Il apparaît ce qu’on appelle des « artefacts en étoile » que 
l’on peut réduire en filtrant les projections voire les coupes reconstruites. On aboutit ainsi à la 
rétroprojection filtrée. 
L’algorithme de rétroprojection filtré est basé sur le théorème des projections, ou théorème du profil 
central, qui revient à convertir la transformée de Fourier d’une projection par rapport à u en la 
transformée de Fourier bidimensionnelle de la distribution à reconstruire. Ce théorème énonce que la 
transformée de Fourier à une dimension, , de la projection d’angle θ, p(u,θ), correspond au 
profil central de la transformée de Fourier à deux dimensions  de la fonction initiale f(x,y), 
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,  et  étant les coordonnées fréquentielles. Les étapes de l’algorithme de rétroprojection filtrée 
sont donc les suivantes : 
• Pour chaque incidence θ, on calcule la transformée de Fourier 1D  de la projection 
p(u,θ) 
• On procède à un filtrage multiplicatif de cette transformée de Fourier par  (filtre rampe) 
• On calcule la transformée de Fourier 1D inverse de chaque projection filtrée 
• On procède à la rétroprojection des projections filtrées. 
L’objet f(x,y) à reconstruire est donc vu comme la rétroprojection des projections filtrées par 
l’introduction d’un filtre rampe . Ce dernier ayant pour conséquence d’amplifier de manière 
importante les hautes fréquences (correspondant principalement au bruit), les algorithmes de 
rétroprojection filtrée utilisés actuellement se servent d’autres filtres. On peut citer les filtres lissants 
ou passe-bas (e.g. Hann (Gilland 1988), Butterworth (Gilland 1988), Gaussien (Madsen 1985)) dont le 
rôle est d’éliminer les hautes fréquences dominées par le bruit ; et les filtres de restauration (standard 
e.g. Metz, Wiener ou plus évolués basés par exemple sur les ondelettes comme (Zhao 1999)) qui 
s’adaptent au niveau du signal et du bruit dans les données acquises. 
D’autres approches analytiques ont été développées que ce soit pour les modes d’acquisition 2D 
(Cheung 1991) ou 3D (Kinahan 1989, Defrise 1991, Stearns 1994). Aussi, d’autres algorithmes 
comme les méthodes SSRB (pour Single Slice Rebinning) (Daube-Witherspoon 1987) et FORE (pour 
Fourier Rebinning) (Defrise 1997) s’intéressent à la façon dont les données 3D peuvent être 
rééchantillonnées pour utiliser des algorithmes 2D plus rapides (pour les méthodes analytiques, ou 
algébriques). 
Méthodes algébriques 
Comme il n’existe généralement pas de reconstruction analytique exacte (le nombre de données 
disponibles étant fini et vu qu’en pratique l’acquisition n’est pas une projection idéale et continue de 
l’objet), d’autres méthodes de reconstruction itératives et optimisées ont été développées. Ces 
dernières fournissent un résultat de qualité supérieure à celle des reconstructions analytiques comme 
on peut le voir en figure 1.21. On considère à présent le problème comme discret où les projections 
sont décrites sous la forme d’un vecteur de dimension PxN² (avec P le nombre de projections sous 
lesquelles l’objet est vu par la caméra, et N² l’échantillonnage du détecteur en « bins » de détection). 
La distribution d’activité dans le volume étudié est également discrétisée et décrite par un vecteur de 
dimension V3 où V représente le nombre de coupes transaxiales resconstruites de V² voxels.  
La transformée de Radon discrète s’écrit alors comme suit : 




Avec pi l’élément i du vecteur projection, fj l’élément j du vecteur de distribution d’activité,  la 
matrice de l’opérateur de Radon de dimension (PN2,V3) et ε  le bruit statistique dans les projections 
acquises. Un élément  de la matrice  représente la probabilité qu’un photon émis d’un voxel j soit 
détecté dans un pixel de projection i. Chaque méthode est une manière différente de résoudre 
algébriquement le système précédent pour en tirer f. 
  
Figure 1. 21 : coupes d’images TEP cliniques reconstruites par FBP et OSEM, les deux avec correction d'atténuation (AC) 
La résolution du système passe à présent par des approches qui affinent une évaluation de l’image à 
estimer au fur et à mesure des itérations. On obtient ainsi des images plus précises mais en contre 
partie nécessitant de plus grandes puissances de calcul (Defrise 2007). Ces méthodes itératives sont 
actuellement devenues une réalité clinique essentielle (Qi 2006) et les machines commerciales 
implémentent toutes un algorithme itératif remplaçant de plus en plus l’approche par rétroprojection 
filtrée. 
Les méthodes itératives offrent des améliorations par rapport aux approches analytiques dans la 
mesure où elles peuvent tenir compte d’un modèle physique du processus d'acquisition comprenant 
une description des aspects déterministes (diffusés, réponse impulsionnelle des détecteurs, etc…) et 
des aspects statistiques (comment les mesures de projection varient autour de leurs valeurs moyennes 
estimées). La détection de photons γ suivant une loi Poissonnienne c’est ce type de modèle statistique 
qui est couramment employé mais d’autres modèles de données peuvent être choisis (approximations 
de Poisson (Bouman 1996), Poisson décalé (Yavuz 1998), etc…). On considère également un critère 
qui définit la solution choisie (principe d’estimation qui définit la « meilleure » image). Ce principe est 
souvent exprimé mathématiquement en tant que fonction de coût ou objectif. Le principe le plus utilisé 
en reconstruction itérative est le critère du maximum de vraisemblance (« Maximum Likelihood », 
ML) consistant à trouver  f qui maximise la vraisemblance de la mesure.  
Dans le processus de reconstruction, à chaque itération, la distribution d’activité estimée f(n) est 
calculée en fonction de la distribution d’activité estimée f(n-1) à l’itération précédente. A chaque 
itération, l’algorithme procède à la comparaison des projections calculées à partir de la distribution 
d’activité estimée à l’itération précédente avec les projections originales acquises. La différence est 
utilisée afin de calculer un facteur de correction appliqué pour générer une nouvelle distribution 
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d’activité. C’est la relation mathématique entre le facteur d’ajustement et la nouvelle distribution 
d’activité estimée qui caractérise la méthode itérative. Une des difficultés est de trouver un compromis 
entre la convergence vers la solution et le biais résultant des itérations successives car le bruit dans 
l’image augmente avec le nombre d’itérations. Il est donc nécessaire d’avoir recours à des contraintes 
comme un post-filtrage ou un arrêt des itérations avant convergence (Defrise 2007). La méthode 
MLEM (pour « Maximum Likelihood Expectation Maximization ») (Shepp 1982) est à la base des 
algorithmes itératifs qui ont été développés par la suite. Il s’agit d’une méthode statistique tenant 
compte d’un bruit non stationnaire essentiellement de type Poisson où l’algorithme détermine la 
vraisemblance de ses solutions par rapport au modèle probabiliste choisi. Cet algorithme travaille 
directement sur les données brutes de projection. Parmi les algorithmes qui ont suivi, on peut citer 
l’algorithme OSEM (pour « Ordered Subsets Expectation Maximization ») (Hudson1994) qui 
correspond à une méthode MLEM accélérée par le tri des projections en sous-ensembles. Cependant 
des reconstructions bruitées peuvent survenir si trop de sous-ensembles sont utilisés. L’algorithme 
OPLEM (One-Pass List-mode Expectation Maximization) (Reader 2002) travaille quant à lui sur les 
données list-mode et représente une évolution de l’algorithme MLEM. On peut finalement citer 
l’algorithme RAMLA 3D (Browne 1996), qui a été développée comme une version régularisée de 
MLEM. 
1.8 Temps de vol 
Le principe du temps de vol (en anglais TOF pour « time of flight ») consiste à utiliser la mesure du 
temps entre les impacts des deux photons en coïncidence sur les détecteurs afin d’en déduire une 
probabilité de position du lieu d’annihilation sur la ligne de réponse (probabilité en général modélisée 
par une gaussienne) (illustration figure 1.22).  
 
Figure 1. 22 : illustration du principe de temps de vol 
Ce principe n’est pas appliqué dans le schéma de fonctionnement du scanner TEP classique où on ne 
prend on compte que la ligne de réponse entre les deux détecteurs. Cette idée date des années 60 
(Anger 1966) mais le premier scanner TEP utilisant le TOF n’a quant à lui été construit que dans les 
années 80 (Ter-Pogossian 1982). En effet, la vitesse du photon est supposée être la vitesse de la 
lumière soit 3.108 m/s, et l’application d’un tel principe nécessite donc en pratique (pour obtenir un 
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impact significatif sur la qualité des images) d’avoir une résolution temporelle d’environ 500 à 750 
picosecondes (10-12 s) (Karp 2008). Dans les années 80, une telle résolution temporelle était obtenue 
essentiellement au moyen de cristaux de fluorure de baryum (BaF2), caractérisé par deux émissions 
lumineuses dont l’une a une constante de décroissance de l’ordre de 0.8 ns (Allemand 1980, Laval 
1983). En pratique, cette résolution temporelle permet de localiser le point d’annihilation sur la ligne 
avec une précision de l’ordre de 7.5 cm en utilisant un algorithme de reconstruction adapté pour 
prendre en compte l’information supplémentaire générée par le TOF. Cependant, le BaF2 présente un 
rendement lumineux ainsi qu’une densité relativement faibles entrainant des performances en deçà des 
systèmes TEP standard en terme de résolution spatiale ou de sensibilité (Karp 2008) ; et les systèmes 
électroniques de l’époque n’étaient pas adaptés en terme de rapidité et de stabilité. De nos jours, 
l’amélioration des puissances de calcul des systèmes électroniques, et l’utilisation de nouveaux 
cristaux tels que le Lutetium Yttrium Orthosilicate dopé au Cérium (LYSO, utilisé dans un scanner 
TEP/TDM commercialisé par Philips (GEMINI TF) gérant le TOF) permettent d’obtenir une 
estimation du lieu d’annihilation tout en préservant les paramètres essentiels de sensibilité et de 
résolution spatiale. La figure 1.23 illustre la différence de qualité entre un système TEP classique et un 
système TOF. Comme on peut le voir sur les images, ces dernières sont plus améliorées en terme de 
contraste et de SNR que de résolution spatiale (Karp 2008). En effet, l’estimation de la position de 
l’annihilation peut être ramenée à quelques centimètres en utilisant une résolution temporelle de 
l’ordre de 600 ps (pour le LYSO) mais cette valeur est largement supérieure à la résolution spatiale 
d’un scanner TEP (entre 5 et 6 mm habituellement). La résolution spatiale n’est par conséquent pas 
améliorée. Cependant, cette précision de quelques cm est beaucoup plus petite que la largeur des 
patients (Karp 2008) et permet donc d’obtenir une précision supplémentaire qui aura un impact en 
terme de SNR. L’amélioration obtenue sera d’autant plus grande que le patient sera corpulent. 
 
Figure 1. 23 : comparaison de la qualité d'image sur le même patient entre un système TEP classique au centre, et un 
système TEP TOF à droite (image CT à gauche), pour des conditions d'acquisitions et de reconstruction identiques. 
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1.9 Mise en œuvre de la quantification 
La quantification représente une étape souvent indispensable en tomographie d’émission. Une 
connaissance précise de la quantité de radiotraceur fixée sur les sites spécifiques doit permettre de 
fournir des indications quantitatives sur la fonction étudiée. Cependant, l’exactitude de la mesure de la 
concentration radioactive dépend de la correction des différents phénomènes physiques pour obtenir 
une information représentative de la distribution du radiotraceur. De plus, la quantification va 
dépendre de la corrélation entre le niveau de fixation et la mesure de la fonction biologique concernée. 
Nous illustrons ci après ces différents aspects avec le cas de la TEP au 18F-FDG où la fixation est 
souvent exprimée par un indice quantitatif standardisé, le SUV (Standardized Uptake Value) (Thie 
2004). Il s’agit de l’index quantitatif le plus largement utilisé en pratique clinique (Ramos 2001) et ce 
dernier permet la comparaison d’examens de différents patients au sein d’études ou de différents 
examens d’un même patient. 
 
L’obtention d’une image corrigée des différents phénomènes physiques résulte d’une série de 
corrections qui ont été vues dans ce chapitre (correction du diffusé, de l’atténuation, etc…). Une fois 
l’image corrigée, il est possible d’effectuer une quantification relative permettant de comparer les 
différentes fixations au sein du volume exploré. L’inconvénient d’une telle quantification réside 
toutefois dans le fait qu’il est difficile d’obtenir des valeurs quantitatives permettant par exemple de 
suivre l’efficacité d’un traitement ou de comparer les résultats entre différents individus. Afin 
d’obtenir une quantification absolue reflétant la concentration réelle du radiotraceur en kBq/mL, il est 
nécessaire de passer par une calibration de la caméra le plus souvent à l’aide d’un fantôme homogène 
dont la concentration radioactive est parfaitement connue afin d’obtenir une correspondance entre 
nombre de coups/voxel et kBq/mL. Il s’agit là d’une simple relation d’étalonnage et non d’une 
correspondance exacte dans la mesure où les  concentrations mesurées ne sont pas forcément justes et 
les effets non parfaitement corrigés. 
Dans le cas de la TEP au 18F-FDG, de nombreux travaux ont cherché à standardiser la quantification 
des images afin de réduire la variabilité et la subjectivité liées à l'analyse visuelle et manuelle. En 
pratique clinique, la concentration radioactive en chaque point de l’image est moins utile qu’une 
normalisation de cette valeur prenant en compte la quantité injectée au patient et la morphologie de ce 
dernier. Le calcul du SUV (Thie 2004) permet d’effectuer une telle normalisation basée sur le rapport 
entre la fixation du traceur et la dilution homogène du traceur dans le volume du patient comme suit : 
   (1.5) 
où la fixation correspond à l’image quantifiée de manière absolue (Bq/mL), l’activité (Bq) est celle 
injectée et rapportée au moment T de la mesure et le volume est celui du patient. Ce denier est 
généralement remplacé par son poids en supposant une densité moyenne de 1. A titre d’exemple un 
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SUV de valeur 1 indique que l’activité est diluée de façon uniforme dans le volume. Un SUV de 10 
dans une lésion indiquera que la fixation est 10 fois supérieure à la dilution uniforme du traceur. 
D’autres approches ont été proposées à la place du volume du patient (ml) comme la surface du corps 
(Body Surface Area ou BSA) ou encore la masse maigre car la distribution du FDG est plus faible 
dans la masse adipeuse. Si le SUV est utilisé en clinique pour différencier une fixation maligne d’une 
bénigne des études ont souligné les limites d’une valeur SUV pour le diagnostic (Huang 2000, 
Loannidis 2003, Demura 2003) notamment dans le cadre d’études multi-centriques (Boellaard 2004). 
Il est même montré que dans certains cas, l’utilisation du SUV peut entrainer une erreur de diagnostic 
concernant l’évolution d’un patient au cours du traitement (Freedman 2003). 
1.10 L’imagerie multi-modalités 
L'acquisition anatomique TDM est actuellement utilisée en routine clinique dans le cadre des examens 
TEP au 18F-FDG pour la fusion des données, l'aide à la localisation de l'information fonctionnelle, 
ainsi que pour la correction d'atténuation (voir paragraphe 1.4.2) La figure 1.24 illustre l'examen TEP 
effectué en routine clinique ainsi que la fusion des données anatomiques et fonctionnelles. 
 
Figure 1. 24 : iIllustration d'un examen TEP/TDM. Images obtenues avec leur fusion. 
Que ce soit en TEMP ou en TEP, la tomographie d’émission est utilisée dans différents domaines de la 
médecine et en particulier en neurologie, en cardiologie et en oncologie, la majorité des applications 
concernant l’oncologie. Une localisation anatomique précise n’est souvent pas évidente sur les images 
TEP présentant une résolution spatiale de l’ordre de 5 à 6 mm et où seules les structures fixant le 
traceur sont visualisées. D’un autre côté, l’imagerie dite anatomique, par rayon X (TDM) ou par 
résonance magnétique (IRM) permet d’obtenir la localisation des structures anatomiques avec une 
précision sub-millimétrique. L’intérêt de la multi-modalité est donc de combiner ces deux types 
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d’imagerie fonctionnelle et anatomique afin d’améliorer l’interprétation des images et par conséquent 
le diagnostic des patients. Le repérage anatomique à partir de l’image TDM ou IRM acquise lors d’un 
examen annexe a représenté une première étape. Les industriels ont ensuite proposé des appareils 
regroupant l’imageur TEP et l’imageur TDM sur le même statif. La correction d’atténuation peut alors 
se baser directement sur l’examen TDM qui est réalisé beaucoup plus rapidement que les acquisitions 
de transmission par sources radioactives externes. Le couplage anatomo-fonctionnel est un outil 
intéressant en pratique clinique. Grâce à un recalage et une fusion des deux modalités ce type 
d’imagerie apporte une information fonctionnelle avec un repérage anatomique précis, pouvant 
notamment être utilisé (e.g. via une imagerie TEP/TDM au 18F-FDG) pour l’optimisation des 
balistiques de radiothérapie (Vanuytsel 2000). Différentes études ont montré que l’utilisation 
complémentaire de l’imagerie TEP à l’imagerie anatomique (habituellement utilisée pour définir le 
traitement de radiothérapie) permet d’améliorer la planification et les résultats du traitement 
(Ashamallaa 2005, van Baardwijk 2008). Il est cependant nécessaire de prendre en compte certains 
aspects techniques. Les coupes TDM sont acquises dans un intervalle de temps très court et elles ne 
correspondent pas rigoureusement aux images d’émission qui elles sont mesurées pendant plusieurs 
minutes et représentent donc des images fonctionnelles d’une activité « moyennée ». Les 
modifications du positionnement du patient telles que les mouvements fortuits ou la respiration 
peuvent générer des artefacts notamment au moment de la correction d’atténuation (Goerres 2002). 
Grâce à l’apport de l’anatomique dans l’imagerie multimodalité, il est possible de corriger les images 
fonctionnelles, notamment dans le cadre de la correction des EVP dont fait l’objet cette thèse (cf. 
chapitre 2 et 3) ou dans le cadre des acquisitions dynamiques et de la correction des mouvements 
respiratoires et cardiaques. Les machines hybrides proposées actuellement sont diverses dans leur 
conception que ce soit au niveau du détecteur TEP que celui du scanner X. L’association d’un scanner 
TEMP et d’un scanner TDM est plus ancienne mais celle d’un imageur TEP avec un TDM date de 
l’année 2000. Actuellement, tous les systèmes commerciaux sont systématiquement des machines 
TEP/TDM. Des systèmes TEP/IRM ou TEMP/IRM existent déjà pour la recherche et certains 
constructeurs comme Siemens commencent à commercialiser de telles machines (e.g. TEP/IRM dédié 
cerveau). 
1.11 TEMP et TEP en contexte clinique 
Nous considérons ici la TEMP et la TEP dans leur contexte clinique en présentant tout d’abord les 
principaux radiotraceurs utilisés ainsi que leur domaine d’application. Nous nous attardons également 
sur un cas particulier de l’utilisation de la TEMP en neurologie avec l’analyse des récepteurs de la 
dopamine par 123I-iodobenzamide (123I-IBZM) qui a fait l’objet d’une part importante de cette thèse. 
Nous abordons finalement un autre cas particulier, cette fois ci de l’utilisation de la TEP en oncologie 
avec le 18F-fluoro-désoxy-glucose. 
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1.11.1 Les radiotraceurs 
L’intérêt d’un isotope radioactif d’un élément déterminé (actuellement environ 300 sont disponibles) 
est de présenter des propriétés chimiques identiques à celui-ci mais en émettant en plus des 
rayonnements dus à l’instabilité de son noyau. L’isotope radioactif est souvent associé à une molécule 
(sélectionnée pour son tropisme, c'est-à-dire sa capacité à cibler un organe ou une cellule plus 
spécifiquement), ou vecteur, l’ensemble marqueur-vecteur formant ce que l’on appelle un traceur 
radioactif, communément appelé radiotraceur ou radiopharmaceutique. L’isotope radioactif est choisi 
selon ses propriétés chimiques : son adjonction sur une molécule ne doit pas modifier les propriétés de 
celle-ci et la liaison entre le marqueur et le vecteur doit être forte afin d’éviter un détachement 
potentiel. L’isotope radioactif est également choisi selon la nature de son rayonnement (émetteurs γ en 
TEMP et émetteurs de positions en TEP) et la demi-vie physique de l’isotope radioactif ou période de 
temps Tp au bout de laquelle la moitié des atomes de cet isotope s’est désintégrée.  
Les radiotraceurs en TEMP 
Le radionucléide le plus couramment employé actuellement et satisfaisant au mieux la majorité des 
critères précédents est le technétium 99 métastable (99mTc). C’est un émetteur γ pur, produit par 
désintégration β du molybdène 99, et dont le spectre ne comporte qu’une seule raie à 140.51 keV. Sa 
période physique de 6 heures environ est suffisamment courte pour limiter l’irradiation du patient et 
suffisamment longue pour que la décroissance radioactive soit dans la plupart des cas négligeable le 
temps de la réalisation de l’examen TEMP. Le 99mTc peut être associé à de nombreuses molécules 
biologiques permettant son utilisation pour des études sur les os, le cœur, ou encore le cerveau. Il est 
actuellement utilisé dans plus de 90% des examens en médecine nucléaire et sa production à partir 
d’un générateur portable le rend facile d’accès en routine clinique et peu coûteux. D’autres traceurs 
sont également utilisés. Parmi eux on peut noter le thallium 201Tl, le xénon 133Xe, l’iode 123I et l’iode 
131I, l’indium 111In ou encore le gallium 67Ga. Un des traceurs diagnostiques jouant un rôle important 
en TEMP et qui a été utilisé lors de ce doctorat est l’iode 123I. Il s’agit d’un radionucléide de référence 
pour l’imagerie des différents récepteurs de l’organisme, comme par exemple les neurorécepteurs. Sa 
période physique est de 13 heures environ et la raie principale de son spectre d’énergie d’émission γ 
est de 159 keV. 
 
Le radioisotope est souvent administré par voie intraveineuse et parfois par inhalation et ce sous forme 
chimique convenable ou bien associé à une molécule. Une fois le radiotraceur administré au patient, 
celui-ci se répartit dans le(s) tissu(s) cible(s) et les photons γ qu’il émet sont détectés par la γ caméra, 
fournissant des images de la distribution radioactive de ces photons dans l’organisme étudié. En 
imagerie nucléaire, seule une très faible quantité de radiotraceur est nécessaire (de l’ordre de quelques 




En terme d’imagerie pour l’oncologie on peut noter le cas de la scintigraphie osseuse corps entier ou 
SPECT au 99mTc-HDP pour les bilans d’extension tumorale. Il existe aussi de nombreux traceurs 
spécifiques de la détection de tumeurs particulières. A titre d’exemple on peut citer le 131 I-MIBG ou 
123I-MIBG (metaiodobenzylguanidine) utilisés pour le diagnostic des phéochromocytomes (tumeur 
rare des ganglions sympathiques) et neuroblastomes (tumeur du système nerveux sympathique). 
 
Les radiopharmaceutiques utilisés en TEMP cérébrale peuvent être divisés en deux groupes, les 
radiotraceurs du débit cérébral (e.g.99mTc-HMPAO, le 123I-IMP) et les radiotraceurs neurochimiques 
utilisés dans l’étude de différents systèmes de neurotransmission (e.g.  123I-IBZM, l’123I-PK11195, 123I-
IBVM ou l’123I-βCIT)  
 
Bien que la plupart des programmes de recherche sur les nouveaux radiopharmaceutiques portent sur 
des traceurs utilisés en TEP (modalité d’imagerie décrite par la suite), différentes équipes continuent 
de travailler sur des nouveaux traceurs TEMP pour les différents domaines de la cardiologie, la 
neurologie et l’oncologie. On peut citer par exemple de nouveaux traceurs TEMP de la démence dont 
une liste récente peut être consultée (Vergote 2009). 
Cas particulier de l’imagerie du système dopaminergique en TEMP 
L’étude in vivo de la neurotransmission constitue un outil fondamental dans l’exploration 
fonctionnelle du cerveau, en apportant des renseignements physiopathologiques importants pour le 
diagnostic et la thérapeutique. 
Parmi les radiotraceurs de la synapse dopaminergique (figure 1.25) en TEMP on peut citer : 
• les transporteurs de la dopamine (DAT) au niveau du bouton pré-synaptique des neurones nigro-
striés, par exemple l’123I-Ioflupane (ou DaTSCAN), le123I-βCIT, le 123I-FPCIT, ou encore le 123I-
PE2I. 
• les récepteurs dopaminergiques post-synaptique, essentiellement D2 (D2R), des neurones 
striataux, par exemple l’123I-Iodobenzamide (ou 123I-IBZM, radiotraceur le plus couramment 




Figure 1. 25 : synapse dopaminergique 
Grâce à ces radiotraceurs de la neurotransmission dopaminergique, il est possible de mettre en 
évidence la dégénérescence ou la perte neuronale soit pré-synaptique nigro-striée (corps cellulaire 
dans la substance noire au niveau des pédoncules, synapse dans le noyau caudé et le putamen c'est-à-
dire le striatum) soit post-synaptique (neurones striataux) (Cf. figure 1.26 pour le schéma des 
structures cérébrales : noyaux gris centraux sur une coupe transverse (en orientation commissure 
antérieure- commissure postérieure)). 
  
Figure 1. 26 : schéma des structures cérébrales 
Les radiotraceurs du DAT peuvent mettre en évidence la perte des neurones dopaminergiques et donc 
confirmer l’origine pré-synaptique d’un « syndrome parkinsonien » (akinésie, rigidité crantée, 
tremblement de repos et troubles posturaux). Un radio-ligand des D2R va permettre de faire le 
diagnostic différentiel devant un syndrome parkinsonien entre maladie de Parkinson (MP) et les autres 
maladies extrapyramidales, ayant des lésions plus diffuses sur tous les noyaux gris centraux (striatum, 
pallidum, thalamus) (syndromes Parkinson-plus, SPP). 
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Différentes études ont montré une atteinte isolée des neurones de la substance noire, et donc du DAT, 
avec une préservation des neurones du striatum, et donc une densité de D2R normale, dans la MP 
(Verstappen 2007). En revanche, dans les SPP, il existe une atteinte à la fois du DAT et des D2R.  
L’analyse visuelle des images est souvent insuffisante pour affirmer la diminution de fixation d’un 
traceur, en particulier dans le cas de l’123I-IBZM. Une approche quantitative des images est donc 
indispensable afin de déterminer une diminution ou la préservation des D2R et donc des neurones 
striataux. Toute quantification d’un traceur peut être déterminée au moyen d’une modélisation 
compartimentale de sa fixation. Celle ci est obtenue après analyse des résultats d’une étude cinétique 
avec prélèvements artériels et acquisitions dynamiques permettant de déterminer les cinétiques de 
concentrations plasmatiques et de fixation cérébrale. La modélisation compartimentale de l’IBZM a 
été effectuée par Laruelle (Laruelle 1994). Cette modélisation a permis de montrer que le potentiel de 
liaison (PL ou BP en anglais pour « binding potential ») (Ichise 2001) pouvait être calculé, à 
l’équilibre de fixation entre le compartiment interstitiel/plasmatique et les D2R par le rapport entre la 
fixation dans la région cérébrale où se situent les D2R (striatum) et la fixation dans une région de 
référence, dépourvue de D2R (lobes occipitaux) : 


   (1.6) 
Cependant, la quantification in vivo subit tous les facteurs limitant de la TEMP, dont notamment les 
EVP (décrits succinctement précédemment et de façon plus complète au chapitre 2) qui reste un 
problème majeur dans le cas de la TEMP à l’123I-IBZM, les EVP étant plus importants pour les 
structures de petites tailles et profondes comme le striatum. La sous-estimation de la concentration de 
radiotraceur dans les striatas est alors voisine de 50% (Soret 2003). 
Une part importante de cette thèse a été consacrée à l’amélioration de la quantification de l’IBZM et 
notamment par une correction des EVP (qui n’est pas appliquée en routine clinique) dans le cadre 
d’une étude statistique sur 100 patients pour le diagnostic différentiel entre les MP et SPP. Si 
différentes approches ont été testées. Les techniques de correction qui ont été retenues sont deux 
méthodes de référence (Rousset 1998(a), Boussion 2009), présentées dans l’état de l’art au chapitre 2. 
Cette étude statistique ainsi que les résultats obtenus sont présentés en Annexes dans la mesure où 
l’étude s’écarte de la thématique principale de cette thèse. 
Les radiotraceurs en TEP 
Les émetteurs de positon sont des isotopes d’éléments légers contrairement aux émetteurs de simple 
photon utilisés en TEMP. Ces émetteurs sont facilement incorporables à des molécules biologiques et 
ne modifie pas ou peu leur conformation spatiale. Les émetteurs de positon sont produits dans des 
cyclotrons ; et les laboratoires radiopharmaceutiques assurent le marquage, la synthèse chimique, la 
logistique et le contrôle de la qualité des produits. Tout comme dans le cas de la TEMP, un isotope va 
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être choisi en fonction de ses propriétés chimiques conditionnant le marquage et également pour son 
mode de désintégration permettant la détection externe du rayonnement émis. On peut distinguer trois 
catégories selon leurs propriétés physiques (Pagani 1997). 
On peut tout d’abord regrouper les éléments 15O, 11C et 13N. L’oxygène, le carbone et l’azote 
constituants de la matière vivante, ces isotopes permettent de faire des marquages intéressants et 
efficaces avec un grand nombre de molécules mais leurs périodes radioactives (e.g. 2 minutes pour 
l’oxygène) exige d’avoir un lieu de production à proximité du lieu d’examen (Saha 1992). 
Le second groupe concerne les émetteurs de positon dont la période varie de une à plusieurs heures, la 
production et le marquage des molécules pouvant dans ce cas être réalisé à distance, le produit étant 
ensuite acheminé sur le lieu d’examen. L’isotope le plus utilisé actuellement en TEP est le 18F dont la 
durée de vie est de 110 minutes environ. Il s’agit d’un marqueur intéressant du fluoro-désoxy-glucose 
(18F-FDG), molécule marquée et analogue du glucose, utilisée en oncologie pour le ciblage des 
cellules tumorales. Le 76Br est quant à lui caractérisé par une période de 16 heures mais son énergie 
d’émission relativement élevée le rend non recommandable en diagnostic (en terme de doses reçues 
par le patient au cours d’un examen). Le 76Br est utilisé pour des applications thérapeutiques 
(irradiation ciblée). 
Le dernier groupe concerne des isotopes qui peuvent avoir des périodes courtes mais qui sont issus de 
générateurs isotopiques de longues périodes. On peut noter le gallium 68Ga de période 68 minutes issu 
du germanium 68Ge de période 271 jours ; ou encore le rubidium 82Rb de période 1.3 minutes issu du 
strontium 82Sr de période 25 jours. Ce type d’isotope est utilisé pour effectuer des mesures de 
transmission ou de calibration en TEP de part leur longue durée de vie (principalement le 68Ge et le 
22Na). 
 
La TEP permet la détermination de concentrations radioactives in vivo dans l’organisme ce qui lui 
permet d’explorer des processus biochimiques ou pharmacologiques multiples. On peut citer à titre 
d’exemple l’étude des récepteurs nicotiniques, de la dopamine ou encore des benzodiazépines au 
moyen de molécules marquées au carbone 11 (e.g. 11C-nicotine ou 11C-raclopride); l’évaluation du 
métabolisme du glucose dans les tumeurs et dans diverses pathologies cérébrales au moyen du 2-[18F]-
fluoro-déoxy-D-glucose ou [18F]-FDG ou encore l’analyse du métabolisme pré-synaptique 
dopaminergique au moyen du L-6-[18F]-fluoro-3,4-dihydroxyphénylalanine (6-[18F]-fluoro-L-dopa), 
analogue de la L-dopa. 
Cas particuliers du  18F-fluoro-désoxy-glucose 
En oncologie, le radiotraceur le plus utilisé est le 18F-fluoro-désoxy-glucose (18F-FDG, figure 1.27). Le 
fluoro-désoxy-glucose, analogue du glucose, est une molécule qui possède un atome d’oxygène de 
moins que la molécule de glucose standard. Cette modification, essentielle dans le cadre de l’examen 
TEP, fait que la molécule n’est pas assimilée de la même façon que le glucose normal et qu’il se 
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produit une accumulation du traceur au sein des cellules. Comme les cellules tumorales présentent 
souvent une hyper-consommation en glucose (Warburg 1956) et que la molécule de fluoro-désoxy-
glucose peut être marquée au fluor 18, la TEP permet de détecter les zones de « fixation anormale », 
ou pathologique, au sein de l’organisme.  
 
Figure 1. 27 : formule du 18F-FDG 
Il faut noter que ce radiotraceur n’étant pas spécifique du cancer, mais uniquement de la 
consommation de sucre dans l’organisme, certains types de tumeurs peuvent ne pas fixer le 18F-FDG. 
Il faut également noter que de nombreux organes présentent une « fixation normale », ou 
physiologique, due à leur consommation en sucre, comme le cerveau, le foie, le cœur ou encore les 
muscles (ce pourquoi on demande au patient de rester calme et immobile avant l’examen TEP afin 
d’éviter les fixations pouvant perturber le diagnostic). Comme le 18F-FDG est éliminé par voie 
urinaire, la fixation au niveau de la vessie est également particulièrement élevée dans cet organe. Bien 
que cela ne soit pas le cas pour tous les cancers, il a été établi une corrélation entre la fixation du 18F-
FDG et la prolifération cellulaire (Okada 1992). 
 
D’autres traceurs permettent d’étudier d’autres métabolismes (tels que la vascularisation, 
l’oxygénation, la radiosensibilité ou la radiorésistance) afin de compléter l’apport du 18F-FDG pour la 
détection et la caractérisation des cellules tumorales. On peut citer à titre d’exemple des traceurs 
spécifiques à  l’hypoxie (oxygénation insuffisante des tissus) tels que le 18F-fluoromisonidazole 
(FMISO) (Rasey 1996), le méthylthiosemicarbazone (64Cu-ATSM) (Obata 2005) et le nitroimidazol-
triuoropropyl acétamide (18F-EF3) (Christian 2007). D’autres traceurs sont quant à eux spécifiques au 
suivi de la prolifération cellulaire comme le 18F-fluoro-3'-deoxythymidine (FLT) (Shields 1998) et 
devrait améliorer la spécificité limitée du 18F-FDG due à l’inflammation. 
 
Une liste plus détaillée des différents radiopharmaceutiques actuellement disponibles en TEP peut être 
consultée pour les différents domaines de la neurologie, la cardiologie et l’oncologie (Halldin 2001, 






Correction des EVP en tomographie 




2.1 Introduction aux EVP  
Le terme EVP fait référence à deux phénomènes distincts qui font que l’intensité des voxels mesurée 
dans l’image diffère de leur valeur réelle. 
 
Le premier effet est le flou présent dans l’image 3D dû à la résolution spatiale limitée par la 
conception des détecteurs et par le processus de reconstruction des images (Moses 1993). Cet effet de 
flou 3D entraine un étalement (spill over) entre régions, comme illustré figure 2.1 en 1D pour des 
objets de différentes tailles. 
 
Figure 2. 1 : effet de la résolution spatiale en fonction de la taille de l’objet observé 
A cause de la résolution spatiale limitée en tomographie d’émission, l’image d’une source ponctuelle 
isolée sera vue comme une source plus large et d’intensité diminuée. Une partie du signal de la source 
s’est en effet étalé vers l’extérieur et est donc perçu dans l’image en dehors de la source réelle. En 
terme de représentation mathématique, l’effet de résolution fini (effet d’étalement ponctuel) peut être 
décrit au moyen d’une convolution. L’image est formée par la convolution de la source réelle par une 
FDP du système d’imagerie. 
 
La résolution spatiale étant limitée en imagerie fonctionnelle, la taille des voxels doit également être 
plus grande que dans le cas de l’imagerie anatomique haute résolution comme la TDM ou l’IRM. Ceci 
est nécessaire afin de ne pas générer des images trop bruitées ainsi que des artefacts dus au sur 
échantillonnage. Le second phénomène correspondant aux EVP est donc l’échantillonnage de l’image 
et le problème associé est couramment appelé « tissue-fraction effect » en anglais (effet de fraction 
tissulaire). En TEP, la distribution du radiotraceur est échantillonnée au moyen d’une grille de voxels. 
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De façon évidente, les contours des voxels ne correspondent pas parfaitement aux contours réels de la 
distribution du traceur et les contributions des différents compartiments tissulaires, ayant des fixations 
différentes et des métabolismes différents, peuvent être combinées au sein d’un même voxel. La figure 
2.2 illustre ce phénomène en 2D pour simplifier bien qu’il s’agisse d’un phénomène 3D. On peut noter 
qu’il ne s’agit pas d’un problème spécifique à l’imagerie fonctionnelle et qu’on le rencontre également 
en imagerie anatomique TDM (Hsieh 1999) et IRM (Van Leemput 2003) mais dans une moindre 
mesure (la résolution spatiale des images anatomiques étant supérieure à celles obtenues en 
tomographie d’émission). On peut noter également que même si le système d’imagerie a une 
résolution spatiale parfaite, il y aurait toujours des EVP dus à l’échantillonnage des images en voxels.  
 
Figure 2. 2 : objet réel en superposition avec une grille de pixels (gauche) et image mesurée (droite). Influence de 
l’échantillonnage de l’image. Les pixels aux bords de la source incluent à la fois la source et les tissus du fond. L’intensité du 
signal dans ces pixels est alors la moyenne des intensités des tissus sous jacents. Une partie du signal provenant de la source 
est vue en dehors de l’objet réel et est par conséquent décrit comme effet un étalement. 
Ces deux effets (d’étalement et de fraction tissulaire) provenant de la résolution spatiale limitée en 
imagerie TEP ou TEMP représentent deux aspects liés pouvant être regroupés sous le terme d’EVP. 
2.2 Conséquences des EVP 
Les EVP peuvent affecter sérieusement les images à la fois d’un point de vue quantitatif et qualitatif. 
Pour une lésion fixante sur fond froid, avec une taille typiquement inférieure à 3 fois la FWHM de la 
résolution de l’image reconstruite (taille que l’on rencontre notamment pour des structures centrales 
du cerveau comme le striatum que nous avons étudié dans le cas de la TEMP à l’IBZM (voir en 
Annexes)), les EVP entrainent un étalement du signal (la lésion paraissant plus grande) et une baisse 
du signal maximum associé (figure 2.2). 
 
La compensation des EVP est compliquée du fait qu’une partie de l’activité d’une structure peut être 
étalée vers l’extérieur (effet spill-out) mais également de part le fait qu’une activité environnante 
(autre structure fixante, fond, …) peut entrainer un étalement à l’intérieur de la structure d’intérêt 





Figure 2. 3 : de gauche à droite : distribution d’activité vraie, spill out de la structure d’intérêt vers l’extérieur, 
spill in (provenant du spill out du fond vers la structure), image mesurée. 
Évidemment, l’effet de Spill-out de la structure dépend de sa fixation. Le plus souvent cet effet n’est 
pas compensé par l’effet de Spill in provenant de l’extérieur de la structure, c’est pourquoi il est 
difficile de prédire l’effet général provoqué par les EVP. 
 
Dans le cadre de l’oncologie une tumeur de taille moyenne et présentant un centre nécrotique partiel, 
sera vue avec une fixation homogène (de part l’effet d’étalement) laissant penser que l’ensemble de la 
structure est fixante. De façon similaire, la partie active de la tumeur paraîtra moins agressive qu’elle 
n’est réellement (Soret 2002). Il a été constaté des biais sévères en TEMP et en TEP lorsque l’on 
mesure l’activité dans des structures de petites tailles (inférieures à 2 à 3 FWHM). Jusqu’à 50% en 
TEMP pour la mesure dans les striata par exemple (Soret 2003) et également jusqu’à 50% en TEP, 
lors de la mesure d’activité dans de petites tumeurs (Soret 2002). Les EVP affectent également la taille 
apparente des structures ce qui peut poser un problème évident dans le cadre de l’oncologie pour les 
plannings de traitement par radiothérapie assistée par imagerie TEP. Les contours d’une lésion comme 
vus sur une image TEP peuvent apparaître plus grands que la partie réellement active due à la 
résolution spatiale limitée des images TEP (de l’ordre de 5mm actuellement). En absence d’activité 
environnante, les EVP n’affectent pas l’activité totale dans la structure fixante. Si une RDI 
suffisamment grande peut être fixée autour de la structure, alors l’activité totale peut être récupérée. 
En d’autres mots, les EVP ne causent pas de perte de signal, ils déplacent simplement le signal dans 
l’image. 
2.3 Les paramètres affectant les EVP 
Les biais introduits par les EVP dépendent de nombreux paramètres, et seuls certains d’entre eux 
peuvent être contrôlés. Tous ces paramètres doivent être conservés dans la mesure où ils peuvent ne 
pas rester constant d’un examen à un autre faisant varier les biais introduits pas les EVP. 
2.3.1 La taille et la forme de la structure à analyser 
Les EVP dépendent en grande partie de la taille de la structure fixante. Plus elle est petite est plus sa 
valeur de fixation sera sous estimée. En conséquent différentes structures avec la même fixation mais 
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avec des tailles différentes généreront des images avec des niveaux d’intensités différents et donc des 
valeurs de fixation estimées différentes (Hoffman 1979) (figure 2.4). 
 
Figure 2. 4 : coupe transverse TEP simulée comportant 5 sphères de différents diamètres (5, 10, 15, 20 et 30 mm) remplies 
avec la même concentration d’activité (70) dans un fond radioactif uniforme (50) et une seconde série de 6 sphères de 
diamètre constant (10 mm) mais d’intensité décroissante (70, 60, 40, 30, 20 et 10) (gauche) et coupe TDM simulée 
correspondante (droite). Les EVP entrainent une baisse apparente de la fixation lorsque la taille des sphères diminue. 
La corrélation non linéaire que les EVP causent entre la fixation mesurée et la taille de la structure a 
été montrée dans plusieurs études cliniques (e.g. Hallett 2001).  De plus les EVP dépendent de la 
forme de la structure fixante. Plus celle ci est compact (la sphère étant l’élément le plus compact) et 
moins elle sera affectée par les EVP. A titre d’exemple, une structure cylindrique de diamètre 2.3 cm 
et avec un volume identique à celui d’une sphère de 4.6 cm de diamètre entrainera une activité 
apparente d’environ 40% plus faible que celle de la structure sphérique lorsque l’activité est mesurée 
au sein des contours réels de la structure (Dewaraja 2001). 
2.3.2 Les tissus adjacents 
Comme vu précédemment, l’effet de spill-in dépend de l’activité environnante. Une lésion présente 
dans les poumons sera perçue avec une fixation plus faible qu’une lésion identique (en taille, forme et 
activité) située dans le foie par exemple, à cause de l’effet de spill-in compensant en partie l’effet de 
spill-out. L’étalement spill-in est souvent difficile à estimer, spécialement lorsque la structure est 
entourée par une variété de tissus avec des fixations différentes (par exemple une tumeur proche du 
foie et du médiastin). Les variations de fixation de ce type de lésions doivent être considérées avec 
prudence dans la mesure où il est nécessaire de prendre également en compte la variation des 
structures environnantes. 
2.3.3 La résolution spatiale des images reconstruites 
C’est la résolution spatiale qui détermine l’effet de spill-out. Une structure de taille et de fixation 
données dépendra de la résolution spatiale (Boellaard 2004) et si cette dernière est en partie 
déterminée par les caractéristiques de la caméra (taille et disposition des cristaux, mode d’acquisition 
…) elle dépendra également des paramètres de reconstruction (nombre d’itérations, de subsets dans les 
algorithmes itératifs, filtres dans les reconstructions FBP, des post-filtrages (Krak 2005, Jaskowiak 
2005)). En conséquent, les EVP peuvent être contrôlés en partie par le choix de ces paramètres. La 
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figure 2.5 illustre l’impact de la résolution spatiale sur les EVP en faisant varier le nombre d’itérations 
d’une reconstruction OSEM. Plus le nombre d’itération est important et meilleure sera la résolution 
spatiale. Cependant une fois la résolution maximale obtenue, des itérations supplémentaires ne feront 
qu’augmenter le bruit dans l’image sans amélioration de résolution. 
 
Figure 2. 5 : coupe transverse en TEP des mêmes données reconstruites en utilisant un algorithme OSEM avec un nombre 
différent d’itérations (et un nombre de subset fixé à 8). 
2.3.4 L’échantillonnage des images 
L’échantillonnage des images affecte l’amplitude des EVP de part l’effet de fraction tissulaire. Des 
pixels de grande taille ont de plus grande chance de contenir un mélange de différents tissus que des 
pixels de petite taille. 
2.3.5 Les méthodes de mesure 
Comme mentionné précédemment, les EVP affectent les structures ayant un diamètre inférieur à 2 à 3 
fois la FWHM du système d’imagerie (Kessler 1984). Ce critère est valable lorsque des structures de 
fixation uniforme sont considérées et lorsque la fixation est évaluée à partir d’une petite région proche 
du centre. En effet, les biais introduits par les EVP dépendent de la taille de la RDI utilisée pour la 
mesure de fixation. Il n’existe aujourd’hui pas de consensus concernant la manière de définir les RDI 
utilisées pour la quantification tumorale en oncologie. Différentes possibilités ont été étudiées. On 
peut citer : 
• la mesure de la valeur maximum (voxel de valeur maximum dans la région concernée).  Le voxel 
d’intensité maximum est en effet le moins touché par les EVP en l’absence de bruit, cependant le 
bruit dans l’image diminue la fiabilité de cette méthode et l’analyse d’un seul voxel peut ne pas 
être représentative de la fixation globale dans des structures hétérogènes.  
• La valeur moyenne dans une RDI tracée manuellement. Cette méthode est operateur dépendant 
mais a cependant été utilisée dans différentes études (e.g. (Krak 2005)).  
• La valeur moyenne dans une RDI fixée. Une approche simple pour éviter la variabilité inter 
operateur dans le tracé d’une RDI est d’utiliser une région de taille fixée (e.g. cercle) dépendant de 
la taille de la tumeur. Si le placement de la RDI peut être automatisé (en utilisant le centre de 
gravité de la fixation par exemple), alors cette méthode ne dépend plus de la variabilité inter 
opérateur. Cependant, l’utilisation d’une région de taille fixe peut entrainer à des résultats biaisés, 
dépendant de la taille de la tumeur relativement à la taille de la région.  
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• La valeur moyenne dans une RDI basée sur un seuillage d’intensité. Il s’agit ici d’utiliser un 
isocontour défini comme un pourcentage de la valeur du voxel d’intensité maximum (typiquement 
50 à 80%). L’inconvénient de cette approche est que la région peut dépendre du bruit vu que 
l’isocontour n’est basé que sur la mesure d’un voxel. Le problème peut être partiellement résolu en 
utilisant un filtrage ou en se basant sur une moyenne plutôt qu’un maximum. Le second problème 
de cette approche réside dans la détermination de la valeur de seuillage. Un seuil trop faible peut 
en effet entrainer la prise en compte d’une partie trop grande de fond tandis qu’un seuil trop fort 
peut entrainer quant à lui l’absence de prise en compte d’une partie de la structure d’intérêt (Krak 
2005). Pour contourner ce problème, la valeur de l’isocontour peut être basée par exemple, sur la 
différence entre l’activité de la structure et l’activité de fond (Boellaard 2004).  
 
D’autres méthodes plus récentes existent et relèvent des travaux sur la segmentation des images 
fonctionnelles. On peut noter à titre d’exemple les algorithmes de croissance de RDI 3D (qui 
présentent cependant les même avantages et inconvénients des méthodes par isocontours vu qu’ils sont 
basés sur des paramètres tels qu’un pourcentage de la valeur du vixel d’intensité maximal) ou bien des 
méthodes plus récentes et prometteuses comme les méthodes statistiques floues (Hatt 2009). L’intérêt 
de ces méthodes de mesures est qu’elles permettent d’obtenir la taille de la structure à partir de 
l’imagerie fonctionnelle représentant ainsi une taille métabolique qui peut être en désaccord avec la 
taille morphologique obtenue par IRM ou TDM. 
2.4 Contexte clinique et corrections 
Les mesures quantitatives des processus biologiques et physiologiques in vivo sont influencées par 
différents facteurs physiques dégradants incluant les EVP en TEP et SPECT. La correction des EVP 
est importante pour décrire la contribution fonctionnelle vraie en tomographie d’émission et fournir 
aux cliniciens et scientifiques des informations justes pour différentes pathologies. Cette information 
peut permettre une quantification précise des processus physiologiques incluant le flux sanguin 
cérébral, le métabolisme du glucose, la fixation des neurorécepteurs ou le métabolisme à titre 
d’exemple. 
 
Il faut noter que les EVP ne sont pas systématiquement pris en compte, y compris en recherche 
clinique, et qu’il n’existe aucun consensus quant à la méthode de correction à utiliser. Cependant, la 
quantification en imagerie fonctionnelle est elle devenue pratique courante (e.g. les indices quantitatifs 
comme le SUV en oncologie afin d’aider à l’interprétation des foyers de fixation). La correction des 




S’il  n’est actuellement pas possible de corriger intégralement la perte de résolution due au système de 
détection il existe différentes approches (et d’autres sont en développement) permettant de compenser 
les EVP.  
 
Comme nous l’avons vu les biais introduits par les EVP dépendent de plusieurs paramètres. Ceux 
pouvant être fixés/optimisés doivent l’être tels que la résolution spatiale via les paramètres de 
reconstruction, l’échantillonnage des images, la dimension des RDI et leur placement pour la mesure 
de la fixation. Cependant, ces paramètres ne permettent que de limiter les EVP et non de les corriger. 
Il est donc nécessaire d’avoir recours à des algorithmes de correction. 
 
Les premières techniques de correction des EVP ont été développées en imagerie TEP dans le cadre de 
la recherche neurologique (Hoffman 1979, Mazziotta 1981) de part le fait que le cerveau comporte un 
nombre important de petites structures. Les techniques les plus évoluées reposaient alors sur 
l’utilisation conjointe de l’imagerie anatomique haute résolution IRM dans la mesure où le contraste 
entre matière grise et matière blanche était plus important qu’en imagerie par TDM (Chawluk 1987, 
Tanna 1991). Cependant, l’utilisation actuelle des systèmes hybrides comme la TEP/TDM rend 
possible la correction des EVP pour d’autres applications telles que l’imagerie corps entier en 
oncologie (Soret 2007(a)). 
 
De façon idéale, la compensation des EVP devrait tenir compte à la fois de l’effet de résolution finie et 
de l’effet de fraction tissulaire. Les mouvements, spécialement respiratoires, introduisent également un 
effet de flou qui entraine des EVP supplémentaires. Représentant un domaine particulier, cette source 
d’EVP n’a pas été étudiée dans le cadre de cette thèse. 
 
Les techniques de correction des EVP peuvent être classées de façon générale en techniques de 
précorrection avant reconstruction, en approches incorporées à la reconstruction et en techniques 
appliquées en post-reconstruction des images. Au sein de chaque catégorie on peut répertorier les 
approches basées sur les RDI et celles basées sur le voxel. (Rousset 2007) présente une synthèse de 
ces approches et nous détaillons ces différentes catégories dans les paragraphes suivants en présentant 
également les applications cliniques et de recherche de ces différentes techniques de correction. 
2.5 Méthodes de corrections en pré-reconstruction  
Pour les méthodes analytiques, il s’agit d’un prétraitement des projections. Les premières méthodes de 
prise en compte de la résolution du détecteur, dans le cas de la TEMP, modélisaient la fonction de flou 
du collimateur en supposant qu’elle était spatialement invariante (Gilland 1988, King 1988). La 
restauration du contraste consistait alors en un simple filtrage inverse des projections, la distance 
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source/détecteur n’étant pas considérée. Pour résoudre le problème de résolution spatialement variante 
du détecteur, des méthodes de déconvolution des projections par un filtre Wiener, suivie d’une 
correction non-stationnaire ont été proposées (Van Elmbt 1993). 
 
Une autre méthode souvent utilisée en TEMP est celle basée sur le principe de fréquence-distance 
(Lewitt 1989), elle correspond à une déconvolution non stationnaire du sinogramme dans l’espace de 
Fourier (Xia 1995). Elle nécessite de connaitre la fonction de dispersion ponctuelle du détecteur en 
fonction de la distance source/détecteur. Le principe fréquence-distance établit qu’avec la transformée 
de Fourier à 2 dimensions d’un sinogramme, les points situés à une distance donnée du centre de 
rotation sont concentrés sur une droite passant par le centre où les fréquences angulaire et spatiale sont 
nulles (figure 2.6) 
 
Figure 2. 6 : principe fréquence-distance. Correspondance entre une source ponctuelle et la transformée de Fourier 2D de 
son sinogramme. 
La distance détecteur/centre de rotation étant connue, le principe fréquence distance permet d’associer 
aux points de l’espace des fréquences une valeur qui représente la distance entre la source ponctuelle 
et le détecteur. Pour cette distance, la fonction de dispersion ponctuelle du détecteur est connue de 
même que sa transformée de Fourier. Il est donc possible de multiplier chaque point de l’espace des 
fréquences par la transformée de Fourier inverse de la fonction de dispersion ponctuelle du détecteur 
correspondante, ce qui correspond à faire une déconvolution non stationnaire du sinogramme. Ceci 
permet d’estimer l’image de la distribution d’activité corrigée de la variation de la fonction de réponse 
du détecteur. Cette technique permet une amélioration du contraste et de la résolution spatiale dans les 
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images reconstruites, ainsi que du SNR. S’il s’agit d’une méthode avantageuse en terme de temps de 
calcul elle présente cependant un certain nombre d’inconvénients (Kohli 1998). Elle nécessite 
notamment de faire un compromis entre la restitution de la résolution et l’amplification rapide du bruit 
liée à son principe, car il s’agit d’un filtrage inverse. Elle a cependant donné des résultats intéressants 
notamment en terme de résolution des images (Kohli 1998, Buvat 1999). 
2.6 Méthodes de corrections incorporées à la reconstruction des 
images 
Toutes les méthodes mentionnées précédemment peuvent être appliquées aux images qui ont déjà été 
reconstruites. Une autre manière de penser au problème de correction des EVP, cependant, est de noter 
qu’en améliorant la résolution des reconstructions effectuées par une caméra donnée (en agissant à 
l’étape de reconstruction des images), on compensera partiellement le problème des EVP dans les 
images reconstruites. Il existe de nombreuses approches en terme de reconstruction qui vont dans ce 
sens dont une revue peut être consultée (Qi 2006, Reader 2007). L’utilisation des reconstructions 
itératives statistiques a permis de faire un pas important dans cette direction aussi bien pour les 
reconstructions basées sur le voxel (e.g. Reader 2003, Baete 2004, Alessio 2006) que basées sur les 
RDI (e.g. Formiconi 1993, Vanzi 2007). L’incorporation d’une correction des EVP dans les scanners 
TEP/CT restent de grand intérêt, notamment pour l’oncologie comme expliqué dans (Basu 2008). 
2.6.1  Approches basées sur des RDI 
Une approche à ce problème a été de quantifier les RDI directement à partir des données de projection 
en prenant en compte les EVP (parmi d’autres effets tels que le diffusé). Dérivé des travaux de 
Huesman (Huesman 1984), cette approche a été développée et testée pour l’imagerie des tumeurs 
(Chen 1999, Schoenahl 2004) et pour l’imagerie du transporteur de la dopamine (Vanzi 2007). Cette 
méthode possède l’avantage particulier d’être capable d’estimer la variance dans une région pour une 
utilisation dans une analyse de modélisation afin d’obtenir une estimation des paramètres. Cependant, 
ces méthodes nécessitent d’être étendues à l’imagerie tri dimensionnelle. 
2.6.2  Approches basées sur le voxel 
Méthodes de recouvrement de la résolution 
Une méthode importante pour améliorer la résolution spatiale consiste à modéliser la réponse du 
détecteur (et collimateur pour le cas de la TEMP) dans la matrice système utilisée dans la 
reconstruction itérative. La modélisation analytique de l’étalement de la projection d’un pixel sur le 
détecteur peut se faire de façon 1D (e.g. Tsui 1988) ou 2D (e.g. Zeng 1991). La modélisation peut 
également se faire à l’aide de simulations de Monte-Carlo (e.g. Floyd 1985). Il est cependant 
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nécessaire de connaitre les contours de l’objet et les paramètres géométriques du collimateur afin de 
calculer sa FDP. La fonction de réponse du détecteur a été décrite analytiquement par Metz et. al. 
(Metz 1980) dans le cas de caméras équipées d’un collimateur parallèle. Les propriétés de la résolution 
spatiale d’un détecteur équipé d’un collimateur peuvent être décrites par une fonction de transfert S(ν) 
définie comme la transformée de Fourier 2D de la FDP de ce détecteur. Selon le modèle de Metz, 
l’expression analytique approximative de la FDP est : 
    (2.1) 
Avec  la transformée de Fourier 2D de la fonction du trou du collimateur, L la longueur du trou, Z la 
distance entre la source et le collimateur et B la distance entre la face arrière du collimateur et le plan 
de formation de l’image de la source sur le cristal. La fonction du trou du collimateur ξ  est ici 
définie par : 
  (2.2) 
D’autres approches ont été utilisées par la suite comme par exemple l’estimation de la variation de la 
FDP du détecteur à partir de mesures physiques (Gilland 1994) pour modéliser en 3D la FDP du 
détecteur en corrigeant simultanément de l’atténuation non uniforme. Ou encore dans (Beekman 
1996), les auteurs proposent une modélisation analytique précise de la FDP du diffusé tenant compte 
de la forme tridimensionnelle du volume à reconstruire.  
 
La modélisation de la fonction de dispersion ponctuelle du système se fait au sein même des 
opérateurs de projection et de rétroprojection. De façon schématique et à titre d’exemple, on peut 
représenter la méthode de reconstruction itérative comme suit (figure 2.7), où l’algorithme itératif (ici 
l’algorithme NAW-OSEM correspondant à un OSEM avec pondération pour la normalisation et 
l’atténuation (e.g. Hudson 1994)) est modifié pour générer une version dégradée (SI) de la projection 
de l’image estimée (EI) par convolution avec une gaussienne dont la FWHM est la résolution spatiale 
du tomographe.  
  
Figure 2. 7 : représentation schématique de la correction des EVP au sein de l’algorithme OSEM, avec I représentant 
l’image et S le sinogramme 
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Différentes configurations peuvent être considérées et différentes hypothèses sont souvent fixées. La 
FDP 3D de la caméra peut être supposée stationnaire (Mourik 2009) ou la variation spatiale peut être 
pise en compte (e.g. Alessio 2006 avec une variation selon la position radiale). L’inclusion de la FDP 
peut se faire lors de l’étape de forward projection seule, mais également lors des deux étapes de 
forward et backward projection. Cependant il a été montré que cette dernière approche réduit la vitesse 
de convergence nécessitant un temps de calcul trop important au regard de l’amélioration apportée. 
L’implémentation de la reconstruction 3D est également soumise à des hypothèses. La plupart des 
techniques basent leur reconstruction sur une étape FORE (Fourier rebinning) (Defrise 1997) suivie du 
processus itératif 2D OSEM pour permettre une reconstruction 3D rapide. 
 
Il existe de nombreuses méthodes de ce type dont une revue est consultable (Rousset 2006, Qi 2006, 
Reader 2007). Ces méthodes ont montré une amélioration significative du SNR pour différents objets 
due à la meilleure modélisation des effets de flous (c’est à dire une meilleur résolution effective et 
donc moins d’EVP pour un niveau de bruit donné) (Reader 2003, Panin 2006). Le principal 
désavantage réside dans le temps de calcul. 
Méthodes bayésiennes 
Les méthodes bayésiennes ont été développées à l’origine pour supprimer le bruit dans les images 
reconstruites en pénalisant les variations des valeurs des voxels entre voxels voisins (Green 1990). Des 
méthodes plus évoluées impliquent l’utilisation d’une information anatomique provenant d’une image 
IRM ou TDM afin d’éviter les effets de flous aux bords des régions. Une revue de ces différentes 
méthodologies est consultable (Rousset 2006). Ces méthodes permettent une amélioration en terme de 
bruit pour des niveaux de contraste et de résolution effective similaires. De façon alternative, les 
méthodes bayésiennes peuvent être vues comme des méthodes permettant d’obtenir un meilleur 
contraste et une meilleure résolution effective pour un niveau de bruit donné permettant au final de 
réduire les EVP. Le problème majeur de ces méthodes cependant a été l’introduction de biais dans les 
images reconstruites dus à de fortes hypothèses de corrélation d’uniformité entre régions entre images 
anatomiques et fonctionnelles. Au contraire, Zhang et al. (Zhang 1994) ainsi que Bowsher et al. 
(Bowsher 1996) ont proposé des méthodes élaborées qui permettent de tenir compte d’exceptions 
concernant la corrélation anatomo-fonctionnelle et permettent par conséquent de considérer la 
possibilité que certaines zones de fixation en tomographie d’émission puissent ne pas correspondre à 
une région dans l’image anatomique. Ces méthodes, cependant, requièrent certaines interactions avec 
l’utilisateur ainsi que l’estimation de plusieurs paramètres. Une méthode utilisant un mélange mixte 
proposé par Rangarajan et al. (Rangarajan 2000) offre les avantages précédents mais ne requiert pas 
l’intervention de l’utilisateur ni la détermination de paramètres. 
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Méthode basée sur un modèle de fraction tissulaire 
Une telle méthode (Baete 2004) utilise une approche par « maximum a posteriori » qui incorpore des 
informations anatomiques dans le processus de reconstruction. Les images anatomiques sont utilisées 
pour déterminer un modèle de composition tissulaire (et donc pour compenser l’effet de fraction 
tissulaire). Des hypothèses supplémentaires (similaires à celles de la correction basée sur une partition 
de l’image décrite plus haut) concernant la distribution de fixation dans certains compartiments sont 
nécessaires. Cette approche compense des EVP durant la reconstruction. Avec cette dernière approche, 
la suppression du bruit peut être restreinte à des compartiments spécifiques avec un lissage basé sur 
l’anatomique. Autrement dit, si un voxel contient un mélange d’activités provenant de la matière 
blanche et de la matière grise, le lissage peut être appliqué à la matière grise seule. Le lissage durant la 
recontruction n’augmente donc pas le spill-over. De plus, les a priori anatomiques peuvent être utilisés 
pour préserver les bords forts entre les compartiments. La méthode est intéressante d’un point de vue 
théorique mais obtenir un modèle de fraction tissulaire en imagerie oncologique est plus délicat qu’en 
neurologie. 
La modélisation cinétique 
La correction des EVP peut aussi être incorporée dans certains modèles cinétiques. Cette approche a 
été utilisée en imagerie cérébrale et cardiaque. L’idée est d’inclure dans le modèle de cinétique, les 
paramètres qui décrivent l’effet de fraction tissulaire et d’adapter ces paramètres en plus des 
paramètres physiologiques du modèle. Le modèle inclut donc plus de paramètres à estimer que lorsque 
les EVP sont ignorés mais le spill-over et les effets de fraction tissulaire peuvent être pris en compte 
durant la phase d’adaptation. Cette approche est évidemment restreinte à l’analyse de séries 
temporelles et a été utilisée en premier pour l’analyse du flux sanguin tumoral (Bacharach 2000). Cette 
approche est intéressante car elle utilise les contraintes apportées par le modèle cinétique pour 
déterminer l’amplitude des EVP. La disponibilité des images à différents temps d’acquisition introduit 
également une redondance d’information concernant la fraction tissulaire et les effets de spill-over 
(qui sont invariant dans le temps) et facilite donc l’estimation robuste des paramètres de fraction 
tissulaire. La faisabilité d’étendre cette méthode aux modèles utilisés pour analyser par exemple le 




2.7 Méthodes de corrections basées sur les images en post-
reconstruction 
2.7.1  Approches basées sur des RDI 
Les méthodes qui suivent sont appliquées à un niveau régional, ce qui signifie qu’une valeur 
quantitative (e.g. SUV moyen en oncologie) est mesurée dans une région de l’image et que certaines 
propriétés de cette région sont utilisées pour modifier cette valeur et la corriger des EVP. De telles 
méthodologies ne génèrent donc pas d’images corrigées des EVP. Ces méthodologies peuvent être 
adéquates pour une analyse quantitative (e.g. fixation tumorale en TEP) mais non pour une analyse 
visuelle. 
Méthode de recouvrement des coefficients 
L’utilisation des coefficients de recouvrement est une méthode très simple pour la correction des EVP. 
Comme nous avons vu qu’une structure n’occupe que partiellement le volume de détection, la mesure 
de sa concentration radioactive est sous évaluée. Les EVP traduisent alors le rapport de la 
concentration radioactive apparente dans l’image reconstruite sur la concentration radioactive réelle 
dans la structure (Mazziotta 1981). La concentration radioactive mesurée sur l’image est inférieure à la 
concentration réelle présente dans l’objet analysé (Hoffman 1979, Kessler 1984). Ainsi il suffit que, 
dans une direction, l’objet ait une taille inférieure à deux à trois fois la résolution spatiale du système 
pour que l’on ne puisse plus estimer correctement sa concentration radioactive (Ter-Pogossian 1995). 
L’effet de volume partiel est difficile à corriger du fait qu’il dépend de la forme et du volume occupé 
par l’objet. Il est sensible à la position de la structure dans le champ de vue de la caméra et varie avec 
le contraste entre la structure et le milieu radioactif environnant.  
Le coefficient de recouvrement CR est défini par le rapport entre la radioactivité mesurée dans l’image 
(Aimage) et la concentration radioactive réelle (Aréelle) présente dans l’objet : 

	é
       (2.3) 
Les valeurs proches de l’unité traduisent une quantification fiable. En revanche, lorsque CR se 
rapproche de zéro, cela implique que la radioactivité mesurée sous-évalue l’activité réelle. Les EVP 
sont ici considérés dans le contexte d’objets chauds situés dans un fond froid et ne prennent par 
conséquent en compte qu’une seule partie du problème, l’effet d’étalement vers l’extérieur (« spill-
out » en anglais) conduisant à une perte d’activité due à la petite taille de l’objet comparée à la 
résolution spatiale en tomographie d’émission). Il a ensuite été constaté qu’en fonction de la 
concentration de l’activité de fond, l’effet d’étalement de l’activité chaude environnante vers 
l’intérieur des objets (« spill-in » en anglais) s’avère aussi important que le spill-out et nécessite par 
77 
 
conséquent d’être corrigé. Lorsqu’un objet est entouré d’un milieu chaud, le CR doit être remplacé par 
le coefficient de recouvrement de constraste (CRC) (Kessler 1984) : 
 
	é 
      (2.4)
Le concept de coefficient de recouvrement de contraste n’est justifié que lorsque le fond n’est pas lui-
même concerné par les EVP et est de concentration connue et uniforme. Une représentation graphique 
du CRC est illustrée en figure 2.8 dans le cas d’une acquisition TEP d’un fantôme au 18F-FDG ; en 
fonction du diamètre des sphères et ce pour différents ratios (sphère/fond). 
 
Figure 2. 8 : valeurs du CRC en fonction du diamètre des sphères dans le cas d’acquisitions 18F-FDG TEP  fantôme avec 
différents ratios sphère/fond 
Une autre approche récente propose également d’utiliser des CR dans le contexte d’une sphère chaude 
dans un fond chaud (Srinivas 2009).  
Les valeurs de CR et CRC sont pre-calculées pour un objet dont la taille et la forme sont similaires à 
celles de la structure d’intérêt. Dans le cadre de l’oncologie, pour une tumeur sphérique, le CR peut 
être facilement calculé comme une fonction de la taille de la sphère et du contraste sphère sur fond 
pour une large gamme de valeurs de résolution spatiale (Hoffman 1979, Kessler 1984) et utilisé 
ensuite pour la correction. Une hypothèse nécessaire est que le volume et la forme de la partie fixante 
soient approximativement connus et on suppose également que la fixation est uniforme au sein de la 
structure fixante. La méthode peut aussi être utilisée pour une structure qui n’est pas sphérique. Dans 
ce cas, le CR peut être calculé en convoluant une image binaire de la forme de la tumeur avec la 
résolution spatiale connue. Le CR peut être calculé en supposant qu’il n’y a pas d’activité 
environnante et cette dernière qui doit être estimée pour compenser du spill-in peut être prise en 
compte ultérieurement en utilisant une formule simple lorsque le CR est appliqué (Geworski 2000, 
Zito 1996).  
Les méthodes dérivées des techniques d’Hoffman et Kessler ont été adoptées de part leur simplicité 
dans de nombreuses études sur des données cliniques afin d’obtenir une précision accrue pour certains 
 paramètres d’intérêt (e.g. Herscovitch
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On procède ensuite au calcul des coefficients de transfert c'est-à-dire la participation de l’activité 
d’une région à l’activité des autres régions. A partir du modèle anatomique segmenté, on calcule 
ensuite la contamination des régions entre elles avec le même échantillonnage spatial que celui utilisé 
pour les images devant être corrigées. On procède soit par convolution de l’image binaire de chaque 
compartiment avec la FDP du système d’imagerie ; soit par projection puis reconstruction des images 
binaires (Frouin 2002). La seconde approche tient compte des variations locales de la résolution 
spatiale dans les images reconstruites. Cependant, elle ne tient pas compte des possibles effets non 
linéaires inhérents aux algorithmes de reconstructions itératives. De tels effets peuvent être pris en 
compte en utilisant des perturbations lors du calcul des coefficients de transfert (Du 2006). Cette 
généralisation peut être utile pour les méthodes de reconstruction impliquant des corrections qui 
introduisent des effets tels que la compensation de la réponse du détecteur. Les images floues résultant 
définissent ce qu’on appelle les fonctions de dispersion régionale FDR de chaque tissu au sein duquel 
l’activité est supposée uniforme. La contamination des régions entre elles est modélisée par une 
matrice, dont chacun des éléments représente un coefficient de transfert. Il suffit ensuite d’inverser la 
matrice ou de résoudre le système linéaire (avec autant d’équations que de valeurs d’activité vraie 
dans chaque compartiment tissulaire) pour récupérer les valeurs d’activité vraie et corriger des EVP 
(illustration figure 2.10). En pratique la matrice GTM est toujours inversible. La majorité de ses 
valeurs les plus élevées sont la diagonale et les lignes et colonnes de la matrice ne sont donc pas des 
combinaisons linéaires de l’une ou de l’autre.  
 
Les seuls éléments requis pour cette méthode, qui ne tient pas compte du bruit dans l’image, sont la 
connaissance de la FDP du système d’imagerie, la segmentation de régions fonctionnelles 
correspondants aux différents compartiments supposés de fixation uniforme, la linéarité du système 
(dégradation linéaire invariante par translation). La segmentation est souvent effectuée sur les données 
anatomiques recalées aux données fonctionnelles mais il peut également être défini directement à 
partir de l’imagerie fonctionnelle (Hatt 2009) pour se passer de l’imagerie anatomique et s’affranchir 
également des problèmes éventuels de recalage. 
 
La méthode GTM a été appliquée avec succès en imagerie TEP cérébrale entrainant des biais de moins 
de 10% pour l’estimation de la fixation striatale (Rousset 1998(a), Frouin 2002). Son application à 
l’imagerie tumorale est restreinte toutefois de part l’étape nécessaire de segmentation ainsi que par son 
hypothèse d’une distribution d’activité constante. Elle reste toutefois intéressante pour une analyse 
locale lorsqu’une tumeur est proche de plus d’un compartiment (par exemple le foie et les poumons). 




Figure 2. 10 : illustration avec 4 compartiments d’activité homogène: substances grises + thalamus (VOI1), putamen 
(VOI2), noyaux caudés (VOI3), et substance blanche (VOI4). Les FDR correspondant à chaque compartiment sont calculés 
et la fraction d’intersection avec chacune des RDI (j allant de 1 à 4) est calculée définissant les éléments de la GTM 4x4 
Méthodes de matrice de transfert géométrique avancées 
Une amélioration de cette approche a été proposée (Du 2005) en se basant sur l’observation que les 
algorithmes de reconstruction itérative statistique (e.g. ordered subset expectation maximization 
OSEM) sont non linéaires, suggérant que la réponse de la caméra à un compartiment en particulier 
peut dépendre de l’activité des autres compartiments tissulaires. L’approche proposée consiste à 
générer une perturbation de l’image estimée initialement par la contribution de chaque compartiment 
de telle sorte à arriver à une meilleure estimation des distributions FDR. La méthode a été testée par 
l’utilisation de fantômes et de simulations dans le contexte de l’imagerie TEMP cérébrale et a montré 
des réductions significatives des biais comparées à la méthode conventionnelle basée sur l’a priori de 
linéarité. 
 
Une autre amélioration a été apportée récemment (Rousset 2008) dans le cadre de l’imagerie 
neurologique uniquement. La phase de segmentation manuelle de l’imagerie anatomique a été 
remplacée par un processus automatique de définition de RDI 3D en se basant sur un atlas (Collins 
1999). Cette méthode a été appliquée avec succès en quantification des récepteurs de la dopamine dans 
le striatum pour une population de sujets normaux. Les résultats obtenus étant similaires à ceux 
obtenus par une segmentation classique, il est donc possible dans ce cas de s’affranchir de l’étape 
fastidieuse de segmentation manuelle et du problème de variabilité inter et intra opérateur. 
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Méthodes utilisant des modèles du bruit basés sur le voxel 
D’autres alternatives à cette approche ont également été proposées (Labbé 1996, Aston 2002). Il s’agit 
toujours d’approches basées sur des RDI dans la mesure où ce sont les valeurs mesurées qui sont 
corrigées des EVP mais ces techniques tentent de modéliser le bruit au niveau du voxel. On considère 
le modèle suivant : 
        (2.5) 
R représente ici une matrice permettant la correspondance entre les valeurs d’activités vraies  et les 
voxels haute résolution d’une image anatomique. Les éléments de R prennent les valeurs 0 ou 1 pour 
une segmentation dure ou peuvent prendre des valeurs comprises entre 0 et 1 pour des segmentations 
floues de l’image anatomique. P représente la correction des EVP (effet de fraction tissulaire et effet 
de la FDP) de part l’utilisation d’une correspondance entre imagerie anatomique et imagerie 
fonctionnelle. Le vecteur b représente quant à lui les valeurs des voxels de l’image d’émission 
reconstruite. Et finalement  représente une modélisation du bruit dans l’image reconstruite et peut 
être généralisé pour modéliser la contribution de différents types de bruits.  
 
En modélisant le vecteur de bruit  par l’utilisation d’une matrice de covariance il est possible 
d’obtenir une solution  au sens des moindres carrés pondérés (i.e. pondérée grâce à la matrice de 
covariance). Selon les auteurs, la modélisation précise du bruit présente un fort potentiel pour obtenir 
une estimation plus précise de la correction des EVP. Dans le même temps, la tache consistant à 
estimer la matrice de covariance s’avère difficile (Qi 2003) et son estimation doit être faite en se 
basant sur le jeu de données mesurées, qui n’est qu’une simple projection unique et bruitée d’un objet 
vérité terrain (Li 2004). 
 
Dans le cas de l’extension de l’approche GTM classique (Rousset 1998(a)) avec prise en compte du 
bruit, étant donné que les valeurs sont obtenues par moyennage des valeurs dans des RDI et en 
considérant comme expliqué auparavant que la matrice est en pratique toujours inversible, on peut 
montrer que les valeurs des différentes activités corrigées des EVP sont indépendantes des propriétés 
du bruit. 
 
L’utilisation d’une approche utilisant un modèle du bruit basé sur le voxel reste donc une méthode 
discutable. 
2.7.2  Approches basées sur le voxel 
Les avantages de générer des images corrigées des EVP, comparés à une simple correction des 
concentrations basée sur des mesures dans des RDI, incluent la possibilité de procéder à des 
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traitements sur les images en post-correction. Une telle approche permet par exemple de procéder à 
une segmentation des volumes fonctionnels plus précise ou encore de procéder à des études 
statistiques de comparaison de populations. Elle permet également d’améliorer le ratio tumeur/fond 
dans le cadre de l’oncologie permettant par exemple d’améliorer l’analyse des études de réponses 
thérapeutiques, l’analyse diagnostique ainsi que le planning de traitement pour la radiothérapie basée 
par l’imagerie TEP. Le problème est ici plus complexe que les méthodes précédentes et un challenge 
important existe en terme de production d’images corrigées des EVP tout en ayant un niveau de bruit 
ne gênant pas l’interprétation au niveau du voxel. 
Méthodes basées sur une partition de l’image 
Cette méthode qui a été initialement proposée pour l’imagerie cérébrale, suppose que la distribution 
d’activité vraie peut être segmentée en une série de n compartiments ne se recouvrant pas avec une 
fixation uniforme connue (même supposition d’uniformité que pour la méthode GTM) excepté pour 
un seul compartiment (le compartiment d’intérêt) (Müller-Gärtner 1992, Meltzer 1994, Meltzer 1996, 
Strul 1999). 
 
Les contours du compartiment sont définis à partir d’une image anatomique parfaitement recalée avec 
l’image fonctionnelle. Etant donnés les contours et la fixation de tous les compartiments à l’exception 
d’un seul, l’image de tomographie d’émission qui devrait être obtenue si seulement ces compartiments 
étaient présent peut être modélisée en convoluant tout d’abord l’image de chaque compartiment 
(normalisée sur sa fixation) par la FDP du système d’imagerie et dans un second temps en sommant 
les images résultantes. Cette image est soustraite de l’image initiale de telle sorte à estimer la 
distribution d’activité dans le compartiment d’activité inconnue. Etant donné les contours de ce dernier 
compartiment et la FDP, la distribution d’activité dans ce compartiment peut être récupérée pixel par 
pixel. L’avantage de cette approche est qu’elle génère une image corrigée des EVP du compartiment 
d’intérêt qui pourrait être intéressant pour étudier les variations de fixation au sein de la structure.  
 
Si on note la distribution vraie f(r) (devant être estimée pour chaque voxel r) comme suit : 
       (2.6) 
Avec Ui l’image binaire du compartiment i avec une activité unitaire ;  xi l’activité vraie de chaque 
compartiment i. En supposant N compartiments homogènes chacun avec une activité , chaque voxel 
peut avoir les contributions d’un nombre de compartiments pouvant aller jusqu’à N. La stratégie dans 
les méthodes de correction des EVP basées sur les RDI était de fixer autant de RDI qu’il y a de 
compartiments inconnus. Dans le contexte des méthodes basées sur le voxel pour la correction des 
EVP, une approche simple a été de fixer N à 1 (Videen 1988). Cette approche consiste à compenser la 
dilution du signal dans les tissus non actifs tels que le liquide céphalo rachidien (LCR). Cette 
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compensation est importante dans le cas d’atrophie tissulaire pour éviter les erreurs d’interprétation de 
la diminution du métabolisme causé par les EVP. En fixant N à 1 dans l’équation précédente, lorsque 
l’on applique l’opérateur de volume partiel P, on obtient : 
       (2.7) 
En supposant que la reconstruction ne comporte pas de bruit, et que l’on dispose d’une modélisation 
précise de l’opérateur P, résoudre l’équation précédente pour n’importe quel voxel non nul mesuré 
donnera la valeur d’activité . Cependant, de façon plus réaliste, on préfère définir  à la place de 
 au sein du compartiment 1, comme suit : 

        (2.8) 
Une approche plus réaliste a été proposée par Muller-Gartner et al. (Muller-Gartner 1992) qui 
modélisent 3 différentes régions : (1) la matière grise, (2) la matière blanche et (3) le fond et le LCR.  
L’équation devient dans ce cas : 
     (2.9) 
 
Cette approche suppose que les RDI 2 et 3 ne sont pas contaminées par les EVP afin de pouvoir 
extraire les valeurs de  et  indépendamment de l’équation précédente. 
 
De façon similaire au cas ,  peut être estimé comme suit : 
   

      (2.10) 
Cette approche est illustrée en figure 2.11 pour le cas simplifié N=2 (activité seulement dans la 




Figure 2. 11 : méthode de Muller-Gartner pour le cas N=2 (activité de la substance grise et de la subtance noire). Le terme 
  (activité) x  (FDR) pour la substance blanche est soustraite de l’image d’origine b(r) puis le résultat divisé au sein de 
la RDI correspondant à la substance grise, par sa fonction de dispersion régionale qui est typiquement seuillée (e.g. 20%) 
pour éviter l’amplification du bruit 
Une autre méthode proposée par Rousset et al. (Rousset 1998(b)) et incorporée plus tard dans le 
logiciel décrit par Quarantelli et al. (Quarantelli 2004) consiste à extraire dans un premier temps 
l’activité de la matière blanche en utilisant des méthodes de correction des EVP basées sur les RDI, 
puis à appliquer la correction basée sur le voxel présentée juste avant. La méthode de Muller-Gartner a 
été étendue par Meltzer et al. (Meltzer 1996) pour le cas N=4 où un volume d’intérêt est considéré au 
sein de la matière grise avec une activité distincte (amygdale). Le même groupe a également reporté 
dans une analyse comparative des méthodes à deux et trois compartiments que l’approche à deux 
compartiments est mieux adaptée pour les études comparatives en TEP tandis que l’approche à trois 
compartiments fournie une meilleure précision pour les mesures en quantification absolue (Meltzer 
1999). En comparaison avec les méthodes basées sur les RDI pour la correction des EVP, les 
approches mentionnées plus haut (N>1) sont basées sur la supposition qu’il est possible d’extraire des 
activités non contaminées par les EVP dans des RDI (particulièrement pour la matière blanche et le 
LCR) et également tendent à limiter la valeur N à un nombre de régions restreint pour fournir des 
solutions au problème à plusieurs inconnues.  
Si cette approche a été appliquée avec succès en imagerie cérébrale, son application à l’imagerie 
oncologique est difficilement envisageable du fait des hypothèses non réalistes, à moins de se 
restreindre à l’analyse d’une petite région autour d’une tumeur. Même dans cette situation, on doit 
toujours supposer que la fixation de tous les compartiments entourant la tumeur est connue et que les 
contours de la lésion peuvent être segmentés.  
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Une variante des approches mentionnées ci avant a été décrite pour tenir compte de la non 
stationnarité (variabilité au sein de l’image) de la FDP (Labbé 1996). Une autre généralisation de cette 
méthode (Labbé 1998) ne requiert pas d’hypothèse concernant la fixation dans les différents 
compartiments et tient compte séparément de l’effet d’étalement et de l’effet de fraction tissulaire. En 
convoluant l’image non binaire de chaque compartiment, le Spill-in et le Spill-out sont modélisés 
comme dans la méthode GTM mais au niveau du voxel. On doit alors déterminer la distribution 
d’activité correspondant aux valeurs du Spill-in et du Spill-out étant donné la valeur mesurée du pixel. 
Cette détermination est faite habituellement au moyen d’une méthode par moindres carrés. 
Méthodes de déconvolution itérative 
Une autre catégorie intuitive de méthodes est la déconvolution analytique car les EVP sont représentés 
typiquement par la convolution de la distribution d’origine par la FDP du système (qui peut être 
variante dans l’espace). La déconvolution a la particularité de ne pas nécessiter d’image anatomique 
ou d’hypothèse concernant les structures avoisinantes. Cependant, la présence de bruit dans les images 
et le fait que les méthodes de déconvolution amplifient les hautes fréquences dans l’image, de telles 
méthodes peuvent aboutir à des images difficiles à interpréter visuellement. Ce type de correction 
requiert donc des méthodes avancées. Plusieurs alternatives ont été décrites dans la littérature et une 
revue détaillée des méthodes classiques peut être consultée (Schafer 1981, Carasso 1999) ainsi que 
dans le chapitre suivant pour les méthodes de Van Cittert et de Richardson Lucy. 
Dans ces algorithmes l’image corrigée est estimée itérativement à partir de l’image contaminée par les 
EVP et de la matrice de flou estimé. Cependant, ces méthodes entrainent également de façon itérative 
une augmentation du bruit dans l’image estimée, suggérant la nécessité d’un arrêt tôt (Gantet 2006) ou 
bien d’une régularisation (contrôle de la convergence et de l’amplification du bruit). Il existe 
également des méthodes alternatives telles que la restauration Tikhonov-Miller (Carasso 1999). 
Une étude récente (Teo 2007) utilise une technique de déconvolution itérative basée sur l’algorithme 
de Van Cittert, et ce dans le contexte de l’imagerie TEP oncologique. Dans cette étude, la 
déconvolution amplifie de façon importante le bruit dans l’image. Les auteurs proposent donc de ne 
pas utiliser l’image corrigée pour les interprétations visuelles mais suggère de se servir du résultat 
pour une analyse quantitative par RDI. Le principal avantage de cette méthode comparée aux 
méthodes CR et GTM est qu’elle ne requiert pas de supposition concernant la taille de la structure 
fixante, ses contours, son homogénéité ou l’activité du fond et qu’elle permet d’obtenir une 
amélioration quantitative de la fixation pour les lésions plus grandes que 1.5 FWHM de la FDP du 
système d’imagerie. Cependant, elle requiert que la résolution spatiale locale soit connue avec une 
précision d’environ 1mm. D’autres études utilisant la déconvolution itérative des images 
fonctionnelles basées sur le voxel ont été proposées. Parmi ces approches, on peut citer celle de 
(Tohka 2008) qui est cependant restreinte au domaine de l’imagerie cérébrale ainsi que celle de (Kirov 
2008) basée sur l’algorithme de reconstruction MLEM et qui requiert la détermination et 
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l’optimisation de 8 paramètres dont la plupart dépendent de la qualité de l’image ou des propriétés du 
système d’imagerie. Plus récemment encore (Boussion 2009) une technique de déconvolution avec 
régularisation a été proposée. La déconvolution a été effectuée en utilisant les algorithmes de Lucy 
Richardson et de Van-Cittert. Un débruitage par ondelettes a été incorporé dans le processus afin 
d’éliminer le bruit observé dans les méthodes de déconvolution classiques. Cette combinaison d’une 
déconvolution et d’un débruitage représente une méthode efficace pour réduire les EVP dans les 
images d’émission. Ces méthodes ont été testées en utilisant des données TEP FDG simulées et 
réelles. Cette approche entraine des résultats plus robustes et concordants à la fois en termes 
d’exactitude et de précision tout en préservant l’aspect visuel des images. Cette technique requiert 
toutefois comme pour les autres approches de déconvolution une connaissance précise de la FDP de la 
caméra et suppose que cette dernière est stationnaire et requiert également une méthode de débruitage 
fiable et robuste. L’approche utilisée dans (Boussion 2009) est décrite dans les paragraphes suivants. 
 
Les approches de débruitage en tomographie d’émission basées sur la transformée en ondelettes ont 
connues et connaissent toujours un succès important dans ce domaine. De telles approches permettent  
d’améliorer l’aspect qualitatif visuel ainsi que l’aspect quantitatif des images dans de nombreux 
domaines (Turkheimer 1999, Turkheimer 2000, Shih 2005, Alpert 2006) et font toujours l’objet 
d’investigations dans des publications récentes (Turkheimer 2008). La transformée en ondelettes peut 
être appliquée à la distribution spatiale du radiotraceur après reconstruction et peut convertir la 
distribution initiale des valeurs des voxels en une représentation multi-échelles. Une des propriétés 
importantes de la transformée en ondelettes et sa capacité à obtenir une représentation condensée 
(terme « sparse » en anglais) du signal initial (concentration et représentation du signal d’origine via 
un nombre restreint de coefficients à différentes échelles) tandis que le bruit reste distribué de façon 
homogène. Pour les applications de débruitage, cette séparation peut être exploitée afin d’augmenter le 
SNR en supprimant le bruit dans le domaine des ondelettes et plus la transformation condensera 
l’information utile et plus son utilisation sera adéquate pour le débruitage. 
Lorsque l’on considère le traitement d’images de manière générale, le débruitage en ondelettes est une 
des approches les plus efficaces faisant l’objet de recherches et de publications récentes (Luisier 2007) 
et la tomographie d’émission fait partie des champs d’application (Shih 2005). Nous présentons ici le 
principe général du débruitage ainsi que la méthode utilisée dans (Boussion 2009) afin de régulariser 
l’approche de déconvolution.  
 
Le débruitage en ondelettes fait référence au traitement comportant les 3 étapes suivantes : 
     (2.11) 
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Avec W et  les opérateurs de transformée en ondelette direct et inverse et  l’opérateur de 
débruitage dépendant de la valeur seuil t. 
 
Si l’on considère le débruitage basé sur les ondelettes, les paramètres suivant doivent être considérés : 
 
1) La méthode de décomposition et de synthèse de l’image 
2) Le niveau de traitement (échelle à laquelle on applique le débruitage) 
3) Le type d’ondelette 
4) La valeur de seuillage 
5) La méthode de seuillage 
 
Dans le cadre du débruitage en tomographie d’émission, certains de ces paramètres on été fixés en se 
basant sur différentes étude effectuées précédemment (Dutilleux 1987, Koren 1996, Fodor 2003, Shih 
2005). 
 
Les ondelettes basées sur les fonctions spline ont montré de nombreux avantages en termes de 
débruitage et d’amélioration (Koren 1996) et on utilise par conséquent des fonctions B-splines avec un 
ordre 4 comme fonctions d’échelle (cf. paragraphe 3.1.2.4.4). 
 
Pour la méthode de décomposition et de synthèse, l’implémentation est basée sur la transformée en 
ondelettes isotropique non décimée obtenue par l’algorithme « à trous » (décrite au chapitre 3) et 
différents niveaux de résolution sont alors obtenus. L’intérêt d’utiliser un tel algorithme dans le 
débruitage est principalement dû à la propriété d’invariance par translation. La non décimation rend 
également la décomposition redondante (les transformées en ondelettes sont de même taille que 
l’image d’origine) et permettent d’éviter le phénomène de Gibbs (oscillations parasites à proximité des 
points de discontinuité) après reconstruction.  
 
Cette méthodologie est appliquée aux échelles 1 à 3 en se basant sur l’étude de Shih et al. (Shih 2005).  
 
Pour la valeur seuil et la politique de seuillage de nombreuses méthodologies ont été développées. La 
plupart des travaux concernant le débruitage au moyen de la transformée en ondelettes a été introduite 
par Donoho et. al. Un des premiers papiers dans le domaine concerne une méthode appelée Visushrink 
(Donoho 1994). Dans ce dernier, un seuillage générique à présent couramment appelé seuillage 
universel est défini par : 
     (2.12) 
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Avec N la taille des données (nombre de voxels dans l’image considérée par exemple) et  l’écart 
type des valeurs de la transformée en ondelettes. Dans la plupart des cas, il n’est pas possible de 
mesurer directement σ à partir des données bruitées, mais il est cependant possible de l’estimer à partir 
de la première échelle de la transformée en ondelettes :  

     (2.13) 
Cette définition de  provient du domaine de l’analyse statistique dans le domaine des ondelettes, 
introduite par Donoho.  
 
Le principal intérêt pratique de cette méthodologie repose sur la facilité de son implémentation en 
traitement d’images mais il existe des techniques plus puissantes qui ont été développées dans le 
même domaine. Parmi ces techniques, la plupart des méthodes basées sur les ondelettes telles que 
BayesShrink (Chang 2002), NormalShrink (Kaur 2002) or SureShrink (Donoho 1995(a)) assument 
que les coefficients d’ondelettes sont indépendant d’une échelle à une autre.  Même si cette hypothèse 
limite l’utilisation de telles approches, on peut souligner que ces techniques représentent une évolution 
par rapport aux méthodologies classiques n’utilisant qu’une seule valeur seuil pour tous les 
coefficients quelque soit l’échelle.  
 
Dans l’approche BayesShrink, couplée à une technique de seuillage doux non linéaire développée par 
Donoho (Donoho 1995(b)), une valeur seuil est obtenue pour chaque niveau d’échelle.  
 
La règle BayesShrink utilise un cadre mathématique bayésien pour les images afin de dériver des 
seuils dépendants des échelles et tendant à être optimum pour la méthodologie de seuillage doux. 
L’approche BayesShrink est basée sur l’observation que les coefficients d’ondelettes à une échelle 
donnée peuvent suivre une distribution gaussienne généralisée. Nous obtenons les valeurs de seuillage 




       (2.14) 
Avec 
     (2.15) 
Avec ,  et  représentant respectivement le signal vrai, le signal observé et le bruit.  
 
Le seuillage doux non linéaire consiste en la règle suivante : 
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   (2.16) 
Si l’on considère les approches telles que le BayesShrink comme dans (Boussion 2009), l’hypothèse 
d’indépendance des coefficients d’ondelettes n’est pas vraie et la performance des algorithmes de 
débruitage basés sur les ondelettes peut être améliorée significativement en prenant en compte les 
relations statistiques qui existent entre les coefficients d’ondelettes (Crouse 1998, Simoncelli 1999, 
Sendur 2002(a)). L’approche de régularisation par débruitage dans les itérations du processus de 
déconvolution peut par conséquent être améliorée afin de générer des résultats moins bruités pour le 
même nombre d’itérations. 
Modèle combinant correction du bruit et des EVP 
Une autre approche proposée par Chiverton et al. (Chiverton 2006) utilise une méthode statistique 
élaborée pour combiner la réduction du bruit dans l’image et l’estimation des EVP. Cette approche 
fonctionne en considérant la relation entre les concentrations vraies et celles contaminées par les EVP 
dans chaque voxel, ainsi que les relations statistiques entre les valeurs contaminées et les réalisations 
bruitées. L’approche suppose cependant qu’il s’agit de statistiques gaussiennes, une hypothèse qui 
peut être parfois inadéquate. Cette approche nécessite toujours d’être validée plus précisément. 
Les approches multi-résolution multi-modalité 
La première approche de fusion d’informations anatomiques et fonctionnelles était celle proposée par 
Boussion et al. (Boussion 2006(a)) et est nommée analyse multi-résolution mutuelle (MMA). Elle 
utilise les transformées en ondelettes discrètes d’une image fonctionnelle L de faible résolution et une 
image anatomique haute résolution H (IRM ou TDM) recalée et corrélée à la première. La transformée 
en ondelettes permet d’extraire les fréquences spatiales telles que les détails, les contours et les 
textures à un niveau de résolution commun à H et L. Un modèle linéaire global est alors considéré afin 
de construire les détails manquants de L à partir de ceux trouvé dans H. La méthode entraine une 
correction quantitative précise comparable à celle des méthodologies considérées comme méthodes de 
référence mais limitées à des analyses par RDI. L’approche MMA possède l’avantage de générer des 
images corrigées des EVP avec un recouvrement de l’activité précis et sans contrainte de segmentation 
ou d’autres prétraitements.  
 
Dans l’approche MMA, l’algorithme “à trous” (Dutilleux 1987) détaillé au chapitre 3 a été utilisé pour 
effectuer la décomposition en ondelettes.  Si on considère le cas bidimensionnel, cette méthodologie 
permet de décomposer une image I0(x,y) en une liste de plans d’ondelettes {images de détails wj(x,y)} 
avec des plans lissés intermédiaires {Ij(x,y)}. Cette séquence d’approximation {Ij(x,y)} de résolution 
spatiale de plus en plus grossière est obtenue par des filtrages successifs avec un filtre 2D passe bas h 
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correspondant à une fonction d’échelle . A chaque itération j, la résolution spatiale de l’image Ij est 
dégradée pour donner une image d’approximation Ij+1 selon: 
 
   (2.17) 
 
Les plans d’ondelettes wj+1 sont obtenus comme la différence entre deux approximations consécutives 
Ij et Ij+1 contenant les détails à un niveau de résolution entre les images Ij et Ij+1 de telle sorte que 
l’image initiale I0(x,y) puisse être reconstruite à partir de la dernière approximation et de ses couches 
de détails: 
    (2.18) 
où N est le nombre d’itérations de l’image initiale I0 à l’approximation finale IN (appelée résidu).   
 
En utilisant l’algorithme à trous, les fréquences spatiales peuvent être extraites en 2D à un niveau de 
résolution commun à l’image anatomique (H) et à l’image fonctionnelle (L). Un modèle global est 
ensuite créé et appliqué pour déduire les détails manquants de l’image fonctionnelle L de ceux haute 
résolution de l’image anatomique H. Si le niveau de résolution de H est q, noté Hq et que celui de L est 
r=q+p, noté Lr, on peut écrire: 
 
   (2.19) 
et 
   (2.20) 
Dans l’implémentation MMA, en considérant que le résidu Hr est lié par une relation anatomo-
fonctionnelle avec Lr, un modèle est établi entre les détails en ondelettes fonctionnels et anatomiques à 
une résolution commune r+1 avec l’hypothèse d’une corrélation linéaire. Le modèle est par 








L’image basse résolution corrigée peut alors être obtenue comme suit:  
 
   (2.21) 
 




Figure 2. 12 : principe de l’approche MMA (Boussion 2006(a)), les détails extraits des analyses en ondelettes des images 
anatomique et fonctionnelle, à un niveau de résolution commun, permettent de générer un modèle pour « reconstruire » la 
résolution manquante dans l’image fonctionnelle. Les nouveaux détails fonctionnels obtenus via le modèle sont ensuite 
incorporés dans l’image fonctionnelle d’origine afin de corriger des EVP. 
Il est à noter que cette approche permet à la fois une correction qualitative (e.g. illustration figure 2.13) 
mais également quantitative des EVP. L’incorporation des nouveaux détails fonctionnels apporte une 
correction, pour chaque voxel, qui s’avère être similaire à celle obtenue par des approches standards 





Figure 2. 13 : de gauche à droite, IRM pondérée T1, image TEP FDG, image TEP corrigée des EVP par MMA. L’image est 
visuellement corrigée des EVP mais on peut également mesurer une amélioration quantitative ; augmentation de 28% dans 
la matière grise, diminution de 20% dans la matière blanche et ratio (matière grise)/(matière blanche) augmenté de 61% 
Malgré les avantages de l’approche MMA, cette dernière souffre cependant de deux limitations. Tout 
d’abord, elle est basée sur une corrélation globale entre les structures anatomiques et fonctionnelles. 
Un lien global et linéaire est établi entre les coefficients d’ondelettes des transformées des deux 
modalités au même niveau de résolution. Par conséquent, des artefacts peuvent apparaitre dans 
l’image d’émission corrigée dans des zones faiblement voire non corrélées, résultant de 
l’incorporation de structures anatomiques sans aucune signification fonctionnelle (figure 2.14). La 
seconde limitation de l’algorithme original MMA est due à l’utilisation d’une modélisation 2D car la 
correction est appliquée coupe par coupe tandis que les EVP représentent un phénomène 3D. 
 
Figure 2. 14 : de gauche à droite, image TDM, image TEP corps entier initiale, image TEP corrigée par MMA. On peut 
constater l’introduction de structures non corrélées dans l’image corrigée telles que les os provenant de l’image TDM. 
Une alternative à l’approche MMA a été récemment publiée (Shidahara 2009). Cette méthode est 
restreinte au domaine de l’imagerie cérébrale et utilise des atlas pour fournir les informations 
anatomiques nécessaires à la réduction de l’impact de la corrélation entre l’image anatomique et 
l’image fonctionnelle. 
2.8 Problèmes potentiels 
Malgré les avancées importantes en terme de correction des EVP, les résultats sont encore limités par 
les imprécisions des différentes procédures impliquées dans la mise en œuvre de méthodes 
sophistiquées, en particulier celles qui repose sur l’analyse jointe d’une image anatomique (TDM ou 
IRM). Ces limitations discutées ci après comprennent principalement le recalage spatial des images 
fonctionnelles et anatomiques, la segmentation de l’image anatomique haute résolution, 
l’inhomogénéité des tissus et la précision de la FDP du tomographe.  
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2.8.1  Le recalage des images 
Les systèmes d’imagerie hybride tels que le TEP/TDM fournissent une approche matérielle au 
recalage spatial des images fonctionnelles et anatomiques qui est d’intérêt lorsque les approches 
logicielles ne sont pas suffisantes. Ces dernières restent cependant essentielles pour de nombreux 
problèmes en pratique clinique et pourraient compléter les approches matérielles dans de nombreux 
cas (Pietrzyk 2005). La précision des techniques de correction des EVP dépendra en partie de la 
précision du recalage des images anatomiques et fonctionnelles. L’impact d’une erreur d’alignement a 
été étudié dans le contexte de l’imagerie cérébrale pour les approches par RDI (Rousset 1998(a), 
Slifstein 2001, Frouin 2002) et pour les approches basées sur le voxel (Muller-Gartner 1992, Strul 
1999, Quarantelli 2004, Boussion 2006(a)). Il a été montré que les erreurs de recalage peuvent avoir 
un impact très important sur la précision des mesures et des résultats (Quarantelli 2004). Les 
développements de futurs systèmes d’imagerie clinique hybride avec IRM apporteront une précision 
supplémentaire en terme de recalage et permettront par conséquent d’améliorer les résultats obtenus 
par les méthodes par RDI ou par voxel. 
2.8.2  La segmentation  
La segmentation de l’image anatomique a été identifiée comme un problème majeur de l’analyse des 
images médicales et reste un domaine d’actualité et de recherche important à ce jour. En imagerie 
cérébrale par IRM, il existe une grande variété de techniques de segmentation qui ont été décrites dans 
la littérature et on pourra consulter au besoin un état de l’art (e.g. Suri 2002). Si les approches par 
voxels ne sont pas concernées par le problème de la segmentation, la précision des algorithmes de 
correction des EVP par RDI va dépendre quant à elle en partie du degré de précision de la 
segmentation des images anatomiques. Les erreurs de segmentation ont un impact important (Frouin 
2002, Zaidi 2006) et le résultat dépend grandement du type d’algorithme de segmentation utilisé. 
Parmi les algorithmes de segmentation couramment utilisés et évalués dans le cadre de la correction 
des EVP par RDI on peut noter la méthode automatique fournie dans le package de SPM (Statistical 
Parametric Mapping (Ashburner 2005)), l’algorithme de segmentation EM (Espérance Maximisation 
(Van Leemput 1999)) incorporant la probabilité a priori des images dérivées d’images IRM d’un grand 
nombre de sujets, ou encore l’algorithme  HSBA pour histogram based segmentation algorithm qui 
incorpore  une approche EM pour modéliser un mélange de gaussiennes à la fois pour l’histogramme 
global et local (Kovacevic 2002). Il a été montré qu’en l’absence de sources majeures d’erreurs de 
recalage ou de segmentation (pour les approches RDI), la concentration d’activité obtenue après 
correction des EVP est typiquement proche de 5 à 10% de l’activité vraie avec un écart type de 
quelques % pour les études fantômes et les simulations et ce pour les approches par RDI ou par voxel 
(i.e. Rousset 1998(a), Aston 2002, Frouin 2002, Quarantelli 2004, Boussion 2006(a)).  
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2.8.3 Non homogénéité des tissus 
Un facteur limitant de la majorité des techniques de correction des EVP par RDI est l’hypothèse faite 
concernant l’homogénéité de la distribution du traceur dans chaque région. Certains auteurs ont 
suggéré d’effectuer des tests de non homogénéité basés sur les sous espaces de Krylov pour évaluer la 
pertinence de l’hypothèse d’une répartition homogène du traceur (Aston 2002). Ce test cependant n’est 
valide que lorsqu’un modèle précis du bruit est disponible. S’il est connu a priori, le mélange tissulaire 
de chaque composant identifié peut servir de base pour calculer les FDR requises pour les méthodes 
basées sur les RDI. Ce calcul peut être effectué en utilisant des cartes de probabilité statistique 
anatomique qui peuvent être définies comme la probabilité de chaque classe tissulaire (e.g. matière 
grise, blanche, LCR) étant présent dans une zone donnée d’un espace standardisé ou stéréotaxique 
(Evans 1992). 
2.8.4  Précision de la FDP 
Dans la plupart des méthodes de correction d’EVP par RDI ou par voxel, la FDP est considérée 
comme stationnaire et on ne considère qu’une valeur fixée de FWHM au centre du champ de vue ou 
correspondant à une estimation pour l’analyse d’une région donnée dans l’image. Si cette hypothèse 
ne pose pas de problème pour l’analyse de petites structures, les conséquences peuvent être 
importantes pour l’analyse d’objet de grande taille ou la correction de l’image dans son intégralité. 
Une issue possible consiste à tenir compte de la non stationnarité par modélisation ou en procédant à 
une acquisition fantôme afin de générer une cartographie des FWHM et de remplacer la dégradation 
stationnaire (convolution avec une FDP à FWHM fixe) par une dégradation variant dans l’espace 
(convolution avec une FDP non stationnaire) (Cf chapitre suivant). 
2.9 Résumé de la partie état de l’Art 
Comme nous avons pu le voir dans les paragraphes précédents, de nombreuses approches existent 
actuellement pour corriger des EVP. On a pu distinguer les méthodes basées sur des RDI de celles 
basées sur le voxel et également faire la distinction entre les méthodologies intervenant en amont 
avant ou lors de la reconstruction des images d’émission ou bien directement sur les images 
reconstruites. Chacune de ces techniques possède ses avantages et inconvénients. Dans le cadre de 
cette thèse, l’objectif était de travailler sur des techniques de correction d’EVP en s’affranchissant des 
phases d’acquisition et de reconstruction et ce afin d’être indépendant des différents paramètres 
concernés. Nous nous sommes donc concentrés sur les méthodologies en post-reconstruction 
appliquées directement sur les images reconstruites. De plus, comme l’objectif était de bénéficier 
après correction d’une image exploitable pour d’autres traitements tels que à titre d’exemple la 
segmentation, la quantification au niveau du voxel ou le débruitage, les méthodes basées sur les RDI 




Le sujet de cette thèse s’est donc focalisé sur les méthodes post-reconstruction basées sur le voxel 
telles que l’approche multirésolution et la déconvolution dans un premier temps afin d’améliorer ces 2 
approches. Comme la notion de bruit était importante dans le cadre du schéma de correction par 
déconvolution, de nouvelles approches ont pu être développées et étudiées dans ce sens afin 
d’améliorer indirectement le processus de correction des EVP par déconvolution. L’aspect 
multirésolution a quant à lui été amélioré en utilisant une modélisation plus précise. Afin d’évaluer les 
performances des techniques de correction en post-reconstruction et principalement de la 
déconvolution (ne nécessitant pas d’image structurelle), une comparaison a été faite avec des 






Amélioration des approches de correction des 
EVP en post-reconstruction voxel à voxel 
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La plupart des approches développées au cours de cette thèse repose sur la transformée en ondelettes 
que nous décrirons dans une première partie. Les deux axes majeurs de correction des EVPs qui ont 
été traités seront ensuite décrits à savoir l’analyse multi-résolutions mutuelle et la déconvolution avec 
régularisation. Finalement, l’étape de régularisation par débruitage jouant un rôle majeur dans 
l’approche par déconvolution, nous décrirons les méthodologies utilisées, dans le domaine des 
ondelettes et curvelets. 
3.1 Rappel sur l’analyse multi-résolutions des images par 
ondelettes 
La transformée en ondelettes peut être présentée en comparaison avec la transformée de Fourier avec 
laquelle elle partage un certain nombre de similarités. Le paragraphe suivant décrit succinctement cette 
dernière avant d’expliquer plus en détails l’analyse par ondelettes. 
3.1.1 La transformation de Fourier 
La transformée de Fourier est une méthode fondamentale de l’analyse et du traitement de signaux et 
d’images (Cattoen 2003). Cette transformée permet de décomposer un signal en une suite de signaux 
sinusoïdaux (figure 3.1). Cette transformée est appliquée aux signaux monodimensionnels continus 
par l’équation suivante : 
 
    (3.1) 
 
où x est le signal d’entrée,  la fréquence. 
 
Figure 3. 1 : méthode Décomposition du signal en une somme des fonctions périodiques 
La transformée inverse est la suivante : 
    (3.2) 
Cette transformation peut être appliquée aux signaux discrets par la formule : 
2

   (3.3) 
 Appliquée en 2D ou 3D la transformée 
spatiales dans l’image. D’un point de vue du traitement d’image
basculer entre le domaine spatial et le domaine fréquentiel (figure 3.2) pour appliquer des 
comme un filtrage fréquentiel (filtrage haute fréquence par exemple).
3.1.2
La transformée 1D
Là où la transformée de Fourier donne une information globale sur les fréquences spatiales, la 
transformée en ondelettes entraine quant à elle une représentation locale de ces propriétés spectrales. 
En traitem
espace.
En pratique, la transformée en ondelettes d’une image est une autre image présentant des zones où l’on 
tro
ondelettes en traitement d’images est qu’elle permet de travailler à différent niveaux de résolution 
spatiale, opérant comme un outil d’analyse 
perm
spatiales que contient l’image. De façon basique, une image médicale à une résolution spatiale donnée 
contient des informations à différentes échelles, des struct
fins. A titre d’exemple, en imagerie cérébrale IRM, les bords fins entre les substances blanches et 
grises  peuvent être perdues lorsqu’on applique un filtre passe bas, mais en même temps, le crane 
restera visible
rôles de l’analyse multirésolution.
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Figure 3. 3 : image TDM (coupe transverse 2D) et ses deux premières décompositions via une transformée en ondelettes 
D’un point de vue mathématique à présent, la transformée en ondelettes permet d’exprimer un signal 
selon une base de fonctions élémentaires appelées ondelettes. Cette base est construite à partir d’une 
ondelette  dite « ondelette mère » (également notée ondelette d’analyse) sur laquelle est appliqué des 
calculs de dilatation et de translation. Ce processus est obtenu en 1D comme résultat de la formule 
suivante : 
     (3.4) 
a  est appelé le paramètre d’échelle et est lié au domaine fréquentiel, tandis que le paramètre b est un 
paramètre de position lié au temps ou à l’espace. 
 
La transformation en ondelettes continue  d’une fonction f(x) avec une ondelette  est 
définie par l’expression : 
   (3.5) 
Où  désigne le complexe conjugué de , a l’échelle et b la position. Elle est caractérisée par trois 
propriétés : 
• Linéarité :  et       (3.6) 
• Invariance par translation :      (3.7) 
• Invariance par dilatation       (3.8) 
 
Ces deux dernières propriétés sont d’intérêt en traitement d’images impliquant une combinaison de 
différentes images. D’un côté l’invariance par translation limite les conséquences des erreurs de 
recalages des images et d’un autre côté l’invariance par dilatation est intéressante pour observer des 
« objets » de tailles différentes dans un signal donné sans changer d’ondelette d’analyse. 
Le passage à la transformation en ondelettes discrète a conduit à de nombreux travaux (Meyer 1992) 
qui se sont rapidement focalisés sur l’analyse multi-résolution développée en particulier par Mallat 
(Mallat 1989). On suppose que les données initiales échantillonnées {c(0, k)} sont les produits 
scalaires aux pixels k d'un signal f(x) avec une fonction d'échelle  correspondant à un filtre passe-
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bas. On peut écrire l’approximation à l’échelle i+i comme suit en fonction de l’approximation à 
l’échelle i: 
Avec h un filtre passe bas, on obtient un emboitement des sous-espaces engendrés par les produits 
scalaires de f(x) avec la fonction d’échelle à l’échelle 2, 4, …  
    (3.9) 
Les données sont réduites d’un facteur 2 (décimation) d’une échelle à l’autre dans cette analyse dite 
« dyadique ». On obtient ainsi une pyramide de signaux de résolution de plus en plus réduite 
comprenant 2N données à partir de N valeurs initiales. 
Limites de l’analyse multi-résolutions 
L’extension à 2 et 3 dimensions soulève des difficultés. S’il est possible d’avoir une vision quasi 
isotrope avec une seule ondelette (Feauveau 1990), l’algorithme à variables séparées introduit par 
Mallat (Mallat 1989) conduit à une transformation à plusieurs ondelettes difficile à exploiter pour 
l’analyse des images. Cette méthode est de plus anisotrope dans la mesure où les détails directionnels 
(horizontaux, diagonaux et verticaux pour le cas 2D) sont séparés durant l’analyse par ondelettes. 
L’obstacle principal de l’utilisation de l’algorithme de Mallat pour l’analyse des images réside 
également dans sa non invariance par translation (un signal légèrement translaté aura des coefficients 
d’ondelettes complètements modifiés). 
Une autre propriété importante qui disparait également dans l’analyse multi-résolution est la 
séparation entre les échelles. Si pour la transformée en ondelettes continue il est possible d’appliquer 
des traitements sur chaque échelle séparément, l’analyse multirésolution rend impossible ce type de 
procédé. 
L’algorithme à trous 
Parmi les différentes méthodologies de décompositions en ondelettes proposées, l’algorithme à trous 
est généralement considéré comme le plus pertinent, notamment dans le cadre du traitement des 
images en tomographie d’émission. Par cet algorithme on obtient à une échelle donnée un ensemble 
d'approximations entrelacées, ce qui permet de calculer les coefficients en ondelettes en 
s’affranchissant des étapes de décimation (le signal initial ainsi que ceux de résolution plus grossière 
sont donc de taille identique) (figure 3.3).  
 
Les points clés de cette méthodologie sont les suivant : 
1. On travaille dans l'espace direct, évitant ainsi les artéfacts introduits par la périodisation. 
2. Le temps de calcul est court, la taille en mémoire faible, et l’algorithme est aisé à implémenter 
(la complexité comme le nombre de données sont en NlogN). 
3. A deux et trois dimensions, on peut obtenir aisément une transformation quasi-isotrope. 
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4. On peut opérer avec des fonctions d'échelle régulières et compactes. 
5. L'algorithme de reconstruction des images à partir des coefficients en ondelettes est simple et 
sans perte. 
6. La transformée est connue en tout point, ce qui permet d'assurer une détection au pixel près, 
sans interpolation. 
7. On peut suivre l'évolution de la transformée d'une échelle à la suivante et la navigation entre 
les différents niveaux de résolution est aisée. 
8. Les propriétés d'invariance par translation et de séparation des échelles sont parfaitement 
respectées de part l’absence de décimation et du théorème d’échantillonnage (en admettant 
que l’on part de données correctement échantillonnées). 
 
L’algorithme à trous a été introduit par Dutilleux (Dutilleux 1987), développé par Holdschneider et al. 
(Holdschneider 1989) et détaillé par la suite par Starck et al. (Starck 1998). Nous décrivons ici 
succinctement les principales caractéristiques de cet algorithme. 
Lissages successifs 
Cet algorithme repose sur des lissages successifs. Comme pour l'analyse multirésolution, on suppose 
que les données échantillonnées {c(0, k)} sont les produits scalaires aux pixels k d'un signal f(x) avec 
une fonction d'échelle  correspondant à un filtre passe-bas. 
     (3.10) 
Ces coefficients permettent de reconstruire un signal  par l'expression : 
     (3.11) 
où  désigne la fonction d'échelle duale de  (Unser 1992).  
 
Le passage de  à  représente une projection dans .  appartient au sous-espace  
de  engendré par les fonctions translatées .  
 
Dans l'analyse multirésolution,  correspond à l'approximation à l'échelle 1 de la fonction  
dans . On considère alors la suite des approximations   obtenues aux échelles 2, 4, . . ., 2i , . . .  
 
Si la fonction d'échelle  vérifie l'équation de dilatation, la suite d'approximations correspond à 
une suite de projections dans des sous-espaces emboîtés  de  engendrés par les fonctions 
translatées   . Le pas entre échantillons est 2i, conduisant à une pyramide d'approximations 




Pour éviter la décimation des échantillons dans la suite d'approximations, on considère des 
approximations entrelacées. Par exemple à l'échelle 2, pour l'analyse multirésolution, nous n'obtenons 
les valeurs de c(1, k) qu'aux indices pairs. Pour avoir les indices impairs, il suffit de translater les 
coefficients c(0, k) d'un pixel et d'effectuer la même opération. Pour l'échelle 4 on ne doit pas alors 
tenir compte des points entrelacés, ce qui conduit à avoir un pas de 2 dans les convolutions. A cette 
échelle on a alors 4 approximations entrelacées et ainsi de suite. Ce schéma peut être précisé 
analytiquement par la récurrence suivante : 
    (3.12) 
Cette relation explicite le saut entre les points dans les convolutions ayant donné son nom à 
l’algorithme, résultant de l’entrelacement des approximations. 
En partant des coefficients {c(0,k)} correspondant à une projection de  dans , nous obtenons une 
suite {c(i, k)} de coefficients. Les approximations correspondantes  restent des éléments de , 
mais l'opérateur entre  et  n'est pas un opérateur de projection. 
 
La fonction  est définie comme l'approximation de la fonction  à l'échelle 2i par la 
relation suivante: 
     (3.13) 
 
Et on peut obtenir par récurrence : 
     (3.14) 
 n’est alors qu’un simple lissage de  et par récurrence  est donc un lissage de , 
projection de  dans . 
 
Si  est une base orthonormée de  alors on montre que : 
 
     (3.15) 
Entraine : 
      (3.16) 
 
 réalise un lissage à l’échelle  des données brutes fournies par les . 
Ondelettes engendrées par la fonction d’échelle 




      (3.17) 
Soit : 
    (3.18) 
 
avec les coefficients g(n) provenant des produits scalaires suivants: 
 
     (3.19) 
 
Les coefficients g(n) résultent du choix de l'ondelette  et de la fonction d'échelle choisie.  
Inversion de la transformée 
L'inversion de la transformation est obtenue en introduisant deux filtres conjugués h et g (Cohen 1992) 
vérifiant la relation suivante : 
     (3.20) 
 
Le choix des filtres h et g est beaucoup plus large que dans le cas de l'analyse multirésolution 
classique. En particulier, si h et g sont choisis a priori, l'inversion nécessite simplement de connaitre 
un couple  et  satisfaisant cette relation. 
Choix des fonctions d’échelle et d’ondelette 
Pour définir complètement l'algorithme à trous, il est nécessaire de choisir les filtres h et g.  La 
fonction d'échelle  est complètement définie par le filtre h (Mallat 1989) et les critères de choix 
sont moins restrictifs que dans le cas de l'analyse multirésolution. Il est nécessaire de respecter les 
contraintes de compacité (puisqu'on effectue des convolutions, le nombre de coefficients h est 
forcément fini, et la fonction d'échelle est compacte); régularité et symétrie (pour éviter des artefacts et 
déphasages) et convergence dans l’espace de Fourier. 
 
Ces critères ont conduit à utiliser de manière quasi systématique les interpolations B-splines centrées 
d'ordre 2l-1 (Unser 1992). Nous avons : 
      (3.21) 
Dans le cas le plus simple de l'interpolation linéaire, nous avons l = 1, soit : 
    (3.22) 
 
La figure 3.4 illustre la fonction d’échelle correspondante. 
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Dans ce cas, nous avons la relation : 
 
   (3.23) 
 
Cette fonction d'échelle est continue, mais non dérivable. Ceci peut être gênant pour déduire des 
positions précises d'extrema. On préfère utiliser l'interpolation B-spline de degré 3 correspondant à l = 
2 (figure 3.4).  
 
h correspond alors au filtre binômial d'ordre 4 : 
 
  (3.24) 
 
 
Figure 3. 4 : fonctions d'échelle associées à l'interpolation linéaire et à l’interpolation B-spline cubique 
Une plus grande liberté existe pour le choix du filtre g cependant le choix le plus simple consiste à 
effectuer la différence entre approximations successives, soit 
 
     (3.25) 
 
L'algorithme de calcul se simplifie puisqu'il suffit de faire les différences entre les différents plans de 
la pyramide de résolution. La reconstruction est également simplifiée puisqu'on peut reconstruire le 
signal simplement en additionnant les plans en ondelettes avec le dernier plan lissé. On a : 
  




La figure 3.5 illustre les fonctions ondelette correspondant aux l'interpolation linéaire et B-spline 
cubique, cette dernière permettant d’obtenir une ondelette régulière jusqu’à l’ordre 2 et de s’affranchir 
des discontinuités de dérivée. 
 
Figure 3. 5 : ondelettes associées à l'interpolation linéaire et à l’interpolation B spline cubique 
L’algorithme à trous résumé 
L'algorithme de la transformation est le suivant : 
 
1. On initialise i à zéro et on part des données . 
2. On incrémente i et dans le cas du filtre binômial d'ordre 4, on effectue la convolution discrète 
des données  par le filtre . 
3. La différence entre  et  donne le coefficient d'ondelette w(i, k) 
4. Si i est égal au nombre  d'échelles que l'on désire obtenir, on arrête, sinon retour à 2.  
 
Pour traiter les bords on considère généralement que   (miroir). Mais 
d'autres prolongements peuvent être utilisés telles que la périodicité ( ) ou la 
continuité ( ). 
 
La reconstruction du signal à partir des différences d'ondelettes se fait par simple sommation du 
dernier plan lissé et des coefficients de chaque échelle : 
 

    (3.27) 
Extension à deux et trois dimensions 
L'algorithme à trous peut être très facilement étendu à deux ou trois dimensions. En 2D, on considère 




    (3.28) 
 
Les données initiales c(0, k, 1) sont les produits scalaires de la fonction image f (x, y) avec la fonction 
d'échelle translatée : 
    (3.29) 
La suite des approximations successives de l'image est calculée avec la récurrence : 
 
  (3.30) 
 
On choisit une fonction ondelette engendrée par la fonction d'échelle, soit : 
 
    (3.31) 
 
La suite des images en ondelettes s'obtient avec la récurrence : 
 
  (3.32) 
 
Dans la pratique, on choisit une fonction d'échelle à variables séparées : 
 
       (3.33) 
 
Ceci permet d'obtenir la suite des approximations par convolution ligne par ligne et colonne par 
colonne. L’algorithme est très rapide et nécessite peu de mémoire. On utilise pour  les fonctions 
d'échelle utilisées à une dimension. On choisit également la fonction ondelette résultant de la 
différence entre deux approximations successives. L'algorithme est très similaire au cas 
unidimensionnel. Il est très intéressant de pouvoir réaliser une analyse aussi isotrope que possible et la 
fonction d'échelle doit être choisie en conséquence. Il n'existe pas de fonction compacte isotrope 
satisfaisant l'équation de dilatation à deux dimensions. En outre, la seule fonction isotrope qui est 
séparable correspond à la gaussienne, mais cette dernière ne satisfait pas l'équation de dilatation. 
Cependant la fonction B-spline d'ordre n tend vers une gaussienne lorsque ce degré tend vers l'infini. 
Si l'écart est assez important pour l'interpolation linéaire, il est faible pour la B-spline cubique. En 
pratique, l'utilisation de cette fonction d'échelle conduit à une analyse quasi-isotrope, tout en restant 




La généralisation à 3 dimensions s'effectue toujours par variables séparées (
) et on aura au final la récurrence suivante : 
 
  (3.34) 
 
On obtient ainsi la suite des approximations par convolution ligne par ligne, colonne par colonne et 
coupe par coupe, toujours en basant notre analyse sur des fonctions B-spline. 
3.2  La correction des EVP par analyse multi-résolution 
mutuelle 3D locale 
Le but de cette nouvelle approche est de remplacer le modèle 2D global dans le but de surmonter les 
lacunes associées à l’algorithme MMA initial (chapitre 2). Plus précisément, un nouveau schéma de 
décomposition en ondelettes 3D a été créé et le lien linéaire global a été remplacé par une analyse 
locale améliorée dans le but de traiter des zones restreintes de l’image et d’adapter le lien à chaque 
partie de l’image basé sur l’information locale. Cette nouvelle approche a été évaluée sur des images 
synthétiques et simulées ainsi que sur des images de patients (cerveau et corps entier) et ses 
performances ont été comparées aux résultats obtenus avec l’algorithme MMA standard. 
 
L’algorithme à trous peut être étendu en 3D où, à chaque itération j, la résolution spatiale de l’image Ij 
peut être dégradée pour obtenir l’image approximation Ij+1 par: 
 
  (3.35) 
 
où h représente un filtre passe bas 3D associé à une fonction s’échelle 3D  (
). 
 
Un voxel localisé en (x,y,z) peut être  défini comme la somme des coefficients d’ondelettes à ce point 
plus le plan lissé aux mêmes coordonnées: 
 
   (3.36) 
 
Cette série d’approximation est effectuée ligne par ligne, colonne par colonne puis coupe par coupe. 
De la même manière que dans le cas 2D, le filtre h correspond à un filtre binomial d’ordre 4 (voir 
équation 3.24). La nouvelle méthodologie que nous proposons utilise ces propriétés pour construire 




Nous effectuons l’extraction des fréquences spatiales à un niveau de résolution commun à H et L en 
utilisant l’algorithme à trous:  
 
   (3.37) 
   (3.38) 
 
L’approche MMA locale apporte une précision supplémentaire dans l’analyse mutuelle. En 
considérant le fait que la résolution spatiale du résidu (à chaque échelle de la décomposition 
anatomique) dépend de la taille des voxels de l’image, nous effectuons une première étape de ré 
échantillonnage à la fois de  and  afin de s’assurer que nous sommes à la même résolution 
spatiale. Le rééchantillonnage (interpolation trilinéaire pour  et Bspline d’ordre 3 pour ) se base 
sur une analyse analytique de la FWHM du résidu généré par l’algorithme à trous (figure 3.6). Ce 
graphique permet de choisir une valeur de rééchantillonnage adéquate en fonction de la FWHM de 
l’image fonctionnelle initiale. 
 
Figure 3. 6 : rapport entre la taille des voxels et la FWHM générée par l’algorithme à trous à chaque échelle pour une 
FWHM initiale de 1mm (à l’échelle 0) 
 
Comme pour la méthodologie MMA initiale, l’étape de correction génère les détails manquants dans 
l’image L à partir de ceux haute résolution de H en considérant que le résiduel Hr est une version 
modifiée de Lr. Le modèle a été modifié afin de prendre en compte les différences locales entre H et L. 
L’image d’émission corrigée est par conséquent obtenue via le schéma suivant: 
y = 2,6085x 
y = 5,6412x 




























     (3.39) 
 
où le paramètre α correspond à une fonction permettant de faire le lien entre les détails anatomiques et 
fonctionnels. 
La présence de bruit dans les images fonctionnelles et anatomiques rendant difficile l’utilisation d’un 
modèle voxel à voxel, nous considérons par conséquent l’utilisation d’une fenêtre glissante conduisant 
à la formulation suivante : 
 
  (3.40) 
 
où WIND est un cube centré sur le voxel (x,y,z) (appliqué simultanément au sein des niveaux de 
détails en ondelettes L et H). 
 
Le modèle doit permettre d’écarter de l’analyse une grande quantité de détails non corrélés telles que 
des structures présentes dans l’imagerie anatomique mais sans signification fonctionnelle dans l’image 
à corriger et de conserver des fixations fonctionnelles ne correspondant pas à une structure définie 
visible en imagerie anatomique. La métrique doit quant à elle permettre de régulariser la solution. 
 
Finalement, l’équation 3.39 mène à une image fonctionnelle L corrigée des EVP (effet de flou et 
également effet de fraction tissulaire l’image corrigée étant de dimension plus grande) et avec une 
nouvelle résolution de valeur q, où les détails non corrélés sont écartés de l’analyse. 
 
La détermination et l’optimisation des paramètres de ce modèle local a été traitée au chapitre 4 
(paragraphe 4.1) avec notamment le choix du modèle, de la métrique et de la taille de la fenêtre 
glissante. 
3.3 La déconvolution avec régularisation dans le domaine des 
ondelettes et curvelets 
Nous présentons tout d’abord le principe de problème inverse, de déconvolution et de régularisation 
ainsi que quelques méthodes classiques de déconvolution itérative avant de traiter plus en détail le 
problème de régularisation par débruitage. 
3.3.1 Problème inverse, déconvolution et régularisation 
Pour des raisons de simplicité d'écriture des formules, nous utilisons une notation à une dimension, 
sachant que le passage en deux ou en trois dimensions est trivial. 
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Comme nous avons pu le voir précédemment, les EVP peuvent être représentés par la convolution de 
la distribution d’activité vraie par la réponse impulsionnelle du système d’imagerie (fonction de 
dispersion ponctuelle). 
Le terme problème inverse désigne les problèmes consistant à inverser la convolution pour retrouver la 
distribution d’activité f, à partir de l’observation g et de la FDP h mais cela n’est pas toujours possible 
en pratique. La plupart des problèmes inverses en traitement d’images sont en effet par nature mal 
posés. Hadamard a introduit le concept de problème bien posé vers 1902. Dans sa première 
formulation un problème est dit bien posé lorsque la solution existe et est unique. Au sens d’Hadamard 
(Hadamard 1932), un problème est mal posé si une des conditions suivantes n’est pas respectée : 
• Il existe une solution au problème 
• Cette solution est unique 
• Cette solution dépend continument des données (dans notre cas l’image TEP floue). Ce qui 
signifie que la solution est stable 
Dans la pratique, nous ne disposons que d'une connaissance approximative des données originelles. 
Toute image expérimentale étant dégradée à la fois par les appareils d'enregistrement et par des bruits 
de toutes natures, les mesures sont toujours perturbées. La seule connaissance des données observées 
ne suffit donc pas à assurer l’existence, l’unicité et la stabilité d’une solution. C'est pourquoi il faut 
transformer un problème mal posé en un problème bien posé et cette transformation porte le nom de 
régularisation. De part cette transformation, la solution générée ne représentera qu'une approximation 
du problème initial mal posé. 
La plupart des problèmes inverses (comme la déconvolution, mais aussi la plupart des méthodes de 
reconstruction d'images) sont mal-posés à cause du troisième point (la stabilité) qui n'est pas vérifié. 
 
Dans le cas d'un problème comme la déconvolution il faut "aider" la résolution du problème par 
l'intermédiaire de l’étape de régularisation consistant à introduire un a priori sur la solution. Cela 
implique une hypothèse : la solution est dérivable. Dans le cas de la déconvolution d’images, cela 
signifie que la solution que l’on cherche (l’image déconvoluée c’est à dire la distribution d’activité) 
n’a pas de discontinuité. Les petits détails ou les brusques changements d’intensité sont définitivement 
inaccessibles et c’est pour cela qu’un processus de déconvolution ne permet pas de retrouver l’image 
exacte de l’activité vraie mais seulement de s’en approcher. 
 
Van Cittert et Lucy Richardson sont deux solutions classiques au problème de déconvolution 
(problème mal posé) qui seront détaillées par la suite, l’une avec une régularisation additive et l’autre 




Les images de tomographie d’émission étant toujours plus ou moins bruitées, le processus de 
restauration sera toujours instable. Cela se comprend facilement dans la mesure où le but de la 
restauration est de rétablir les détails de petites dimensions, aux échelles spatiales où le bruit est 
important. Amortir le bruit et restaurer les détails sont deux opérations contradictoires. Il est donc 
nécessaire ne pas aller trop loin dans les itérations au risque d’une fuite vers la divergence (Frieden 
1975). Il est par contre possible de définir assez librement le critère d’arrêt. 
 
On présente ci après les principales méthodes classiques utilisées en traitement de l’image pour 
inverser une équation de convolution en présence de bruit. 
3.3.2 Méthodes classiques de déconvolution 
L’équation générale pour la déconvolution est la suivante : 
 
     (3.41) 
 
Où g représente l’image dégradée par la réponse impulsionnelle h du système d’imagerie, et f 
représente la distribution de concentration d’activité (l’image déconvoluée). Le terme B représente la 
perturbation du produit de convolution par un processus aléatoire (bruit additif aléatoire gaussien par 
exemple). 
 Les différentes méthodes peuvent être classées en méthodes directes par filtrage (e.g. fitre inverse) et 
en méthodes itératives (e.g. Van Cittert ou Lucy Richardson). 
 Méthode directe : le fitrage inverse 
La méthode naturelle consiste à diviser la transformée de Fourier de l’image par celle de la FDP.  
Le modèle est le suivant : 
     (3.42) 
     (3.43) 
 
Où n est un terme de bruit additif. 
On considère le critère : 
     (3.44) 
 
Il s’agit de la méthode des moindres carrés. On cherche à minimiser le critère où  correspond à la 
norme euclidienne. 




Et on cherche donc la valeur de f qui vérifie l’équation : 
 

      (3.46) 
On a: 
 
  (3.47) 

    (3.48) 

   (3.49) 

     (3.50) 
 
Où  représente l’opérateur de corrélation, variante de l’opérateur de convolution. On peut noter 
 où  est l’image  « retournée » par symétrie centrale : . Soit dans 
l’espace de Fourier (via le théorème de convolution) : 
 

     (3.51) 
 
Avec  la transformée de Fourier conjuguée de h. 
D’où l’expression du filtre inverse : 

      (3.52) 
 
En l’absence de bruit elle donne de très bons résultats si on connaît une bonne approximation de la 
FDP, mais dans les situations réelles elle se révèle impraticable car elle fait remonter le bruit à haute 
fréquence de façon généralement inacceptable en même temps que le signal. En effet si h est un 
système passe bas (ce qui est souvent le cas) alors H est trop proche de zéro à haute fréquence et le 
bruit est amplifié. 
Méthodes itératives 
Les méthodes de restauration itératives ont permis de contrôler les effets indésirables (artefacts) tels 
que la propagation des effets de bord ou les intensités négatives des pixels. Ces méthodes permettent 
de s'approcher de la solution désirée (en convergeant vers le même résultat que le filtrage inverse) par 
une série d'itérations. Un des avantages de ces itérations est d'imposer des caractéristiques particulières 
à la solution. Un dernier avantage dans l'emploi de ces méthodes réside dans le fait que l'on peut 
inspecter la solution de façon plus précise que lors d'un calcul en une seule opération, et que l’on peut 
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également arrêter le traitement avant de faire apparaître des artefacts à haute fréquence et d’amplifier 
le bruit. 
2 méthodes couramment employées sont : 
• Van Cittert. C'est la méthode de restauration la plus basique, elle est adaptée aux images avec 
un fort rapport signal-sur-bruit. 
• Richardson-Lucy (maximum de vraisemblance). Adaptée aux images avec un signal-sur-
bruit moyen. 
Schéma général des méthodes itératives 
En repartant du modèle précédent, en absence de bruit nous obtenons : 
 
     (3.53) 
 
On peut écrire cette équation sous forme d’un produit matriciel comme suit : 
 
      (3.54) 
 
où  et   sont respectivement les vecteurs représentant g(k) et f(j). Ces vecteurs ont une taille de  
éléments. [H] est la représentation matricielle de h(k) et sa taille est de  éléments. Pour 
l’équation précédente, [H] est une matrice Toeplitz (matrice à diagonales constantes). 
On considère l'équation  où x est un vecteur ou un scalaire et  une fonction de vecteur 
ou de scalaire. 
Si l’on suppose qu'il est possible de réécrire cette équation sous la forme suivante : 
 
       (3.55) 
 
Alors la solution recherchée de l'équation   peut être obtenue à partir de : 
 
       (3.56) 
 
L'équation précédente convergera s'il existe un voisinage tel que pour x et  appartenant à 
ce voisinage : 




pour une constante M < 1. Dans ces conditions, si l'équation   converge alors le terme 
 tend vers zéro. 
Algorithme de Van Cittert 
La méthode de Van Cittert est sans doute la plus simple des approches itératives. Elle est fondée sur la 
résolution du modèle d’observation sans prise en compte du bruit. 
On écrit : 
      (3.58) 
 
Puis on ajoute f des deux cotés : 
     (3.59) 
 
On obtient finalement la forme itérative de Van Cittert (Van Cittert 1931) : 
 
    (3.60) 
 
Jansson (Jansson 1970) a introduit un facteur de relaxation réel  afin d'accélérer la vitesse de 
convergence : 
    (3.61) 
Les valeurs de  qui assurent la convergence sont comprises entre 0 et 2 à condition que h soit 
normalisé par le maximum de |H( )|, H( ) étant la transformée de Fourier de h. 
Algorithme de Richardson-Lucy 
Contrairement à l’algorithme de Van Cittert déterministe, l’algorithme de Richardson Lucy est quand 
à lui dérivé du théorème de Bayes sur les probabilités conditionnelles. 
 
On défini la probabilité conditionnelle de A sachant B par 
 
     (3.62) 
De la même manière 
     (3.63) 
 
Comme  on a la relation suivante : 
 




Dans le cadre d’un signal dégradé par un produit de convolution l’équation précédente peut être 
réécrite sous la forme : 
     (3.65) 
 
Où  et  sont respectivement appelé probabilité a posteriori et probabilité a priori de f. 
 
En passant au logarithme : 
 
    (3.66) 
Et 
    (3.67) 
 
Lorsque P(f) est suffisamment « étalée » on réalise l’approximation suivante : 
 
      (3.68) 
Et donc  
 
     (3.69) 
 
On peut alors chercher à maximiser  
 
Il s’agit de la méthode du maximum de vraisemblance utilisée dans l’algorithme de Richardson Lucy 
que nous décrivons ci-dessous. 
 
Lorsque l'on cherche à calculer le maximum de vraisemblance sous une hypothèse de distribution 
poissonnienne, ce qui est le cas en tomographie d’émission on peut utiliser un algorithme de type 
Expectation-Maximization (EM) (Dempster 1977) qui a été introduit dans (Shepp 1982) pour résoudre 
ce type de problème. Indépendamment, la même méthode a été définie dans (Richardson 1972 et Lucy 
1974), portant le nom d'algorithme de Richardson-Lucy. 
 
On admet que chaque pixel de l'image g peut être considéré comme une variable aléatoire de Poisson. 
Dans un détecteur d'image poissonnien, tous les pixels sont statistiquement indépendants. Ainsi, pour 
tous les pixels d'une image, la PDF est le produit des densités de chaque pixel considéré séparément. 





On considère le modèle suivant : 
 
     (3.70) 
 
     (3.71) 
 
Où  désigne le tirage d’une variable aléatoire poissonnienne, de densité de probabilité : 
 

     (3.72) 
 





     (3.73) 
 
   (3.74) 
 










   (3.77) 

   (3.78) 
 
De l’équation précédente découle : 
 
     (3.79) 
 










Cette dernière équation nécessite une évaluation itérative de l’estimateur. On peut montrer que 
l’algorithme précédent est une variante de l’algorithme EM et possède la propriété de converger vers 
l’estimateur du maximum de vraisemblance recherché. 






    (3.82) 
 
On obtient donc la forme itérative correspondant à la solution par le maximum de vraisemblance. Il 
contient implicitement une contrainte de positivité (à condition que les données de départ soient 
positives) ainsi qu'une contrainte de support. Cet algorithme a été indépendamment dérivé et adapté à 
la médecine nucléaire (Shepp 1982).  
Critères de convergence 
Le critère de convergence peut être choisi librement, afin de mesurer à chaque itération une erreur 
provenant de la différence , c'est-à-dire la différence entre l’image mesurée et 
l’image estimée convoluée par la FDP. 
 
Typiquement, on choisi une des 3 erreurs standards suivantes : 
 
• Le critère du maximum  est le critère de convergence le plus stricte. Il permet de déceler la plus 
grande différence au niveau du voxel. 
    (3.83) 




     (3.84) 




     (3.85) 
 
Avec  le nombre de voxel dans l’image. 
Ces trois critères correspondent à la mise en œuvre de mesure de distances. 
3.3.3 Etape de régularisation  
Nous avons vu précédemment que le problème de déconvolution peut être abordé par différentes 
approches. Les techniques de déconvolution itératives apparaissent cependant plus adaptées à notre 
cas dans la mesure où les images de tomographie d’émission à traiter sont entachées de bruit et qu’un 
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contrôle à chaque itération s’avère nécessaire. Nous traitons à présent dans cette partie l’étape de 
régularisation indispensable pour résoudre un système du type (3.53) en présence de bruit. 
Régularisation dans le domaine des ondelettes 
On se place dans le cadre d’une observation fonctionnelle bruitée selon le modèle suivant : 
      (3.86) 
Avec n un bruit additif. 
 
Soit sous une forme matricielle : 
      (3.87) 
Une voie possible de régularisation (pour transformer le problème initial en un problème bien posé 
présentant une solution unique et stable) consiste à réduire l’espace dans lequel l’objet est défini (e.g. 
comme vu précédemment en contraignant la positivité de la solution et en limitant son support) en 
travaillant dans l’espace de la transformée en ondelettes et en se basant sur la notion de structures 
significatives. 
 
En considérant le résidu suivant à chaque itération 
     (3.88) 
une grande partie des coefficients d'ondelettes de ce dernier ne sont statistiquement pas significatifs. Si 
la déconvolution est correcte,  correspond au bruit . Aucune structure significative ne doit être 
détectable sur ce résidu à toutes les échelles de la transformée. 
 
Le principe consiste donc à détecter à chaque échelle, les structures significatives dans le résidu , et 
de les transférer dans l'objet restauré. Le processus se finit quand on ne détecte plus rien. Alors, on a 
séparé  en deux images  et .  est l'image restaurée qui ne contient pas de bruit, et  est le résidu 
final qui ne contient pas de structure et représente notre estimation du bruit . 
 
L’intérêt de la transformée en ondelettes pour le débruitage du résidu et par conséquent l’extraction 
des structures « significatives » repose sur les capacités d’une telle transformée à condenser 
l’information utile en représentant l’image d’origine par un nombre restreint de coefficients 
d’ondelettes, la distribution du bruit restant quant à elle homogène. Différentes approches de 
débruitage peuvent par conséquent être utilisées, couplées par exemple à une estimation du bruit par la 
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mesure de sa variance, afin de procéder à une régularisation par débruitage du résidu dans le domaine 
des ondelettes. 
 
Boussion et al. (Boussion 2009) ont comparé les algorithmes de Richardson Lucy et Van Cittert pour 
corriger des EVP en TEP avec une régularisation de ce type (basé sur un débruitage de type 
BayesShrink (Chang 2000) décrit au paragraphe 2.7.2). Il a été montré que les deux approches 
entrainent une récupération de l’intensité significative mais que l’algorithme de Van-Cittert fournit des 
images qualitativement inférieures. Cette approche, et ce malgré l’introduction d’une étape de 
débruitage par ondelettes, entraine une augmentation importante de bruit rendant l’interprétation des 
images délicate. D’un autre côté, l’algorithme de Lucy-Richardson combiné au même type de 
débruitage donne le meilleur compromis entre récupération de l’intensité, atténuation du bruit et aspect 
qualitatif des images. Nous avons par conséquent privilégié l’algorithme de Lucy Richardson et avons 
cherché à l’améliorer. 
 
Comme nous l’avons précisé précédemment, l’étape de régularisation et dans notre cas le débruitage 
du résidu afin de contrôler le phénomène d’amplification du bruit, représente un élément crucial du 
schéma de déconvolution. Meilleur sera le débruitage (suppression du bruit et préservation des 
structures d’intérêt) et plus la correction des EVP par déconvolution itérative sera efficace, en évitant 
la divergence et en autorisant un nombre plus grand d’itérations. La figure 3.7 illustre ce phénomène 
en considérant la déconvolution d’une image en utilisant deux régularisations différentes au sein du 
processus itératif de Lucy Richardson : une en ondelette simple (Bousssion 2009) et l’autre utilisant un 
débruitage amélioré (combinaison ondelettes/curvelets décrite par la suite dans ce chapitre), et ce avec 
le même nombre d’itérations. On peut constater que l’image corrigée par la seconde approche 
comporte moins de bruit pour à peu près la même résolution spatiale que celle obtenue par la première 
méthodologie. 
 
La suite de ce chapitre se concentre par conséquent sur l’étape de régularisation et donc de débruitage, 




Figure 3. 7 :  (1) image TEP initiale, et images TEP corrigée des EVP par déconvolution itérative de Lucy Richardson avec 
régularisation (2) par ondelettes et (3) par approche améliorée (ondelettes/curvelets) 
Techniques avancées de régularisation 
Nous avons choisi d’utiliser deux types d’approches différentes pour le débruitage du résidu à chaque 
itération comme terme de régularisation.  
 
La première approche consiste en une technique basée sur les ondelettes. Nous avons apporté des 
améliorations à l’approche initialement proposée (Boussion 2009) afin de tenir compte notamment de 
la relation existant entre les différentes échelles ou de celle entre un coefficient donné et son 
voisinage. 
 
La seconde est basée sur la constatation que les ondelettes peuvent ne pas être optimales dans certains 
cas (notamment lorsqu’il s’agit d’analyser des structures anisotropes comme les bords et les structures 
curvilignes). Nous avons donc étudié une approche plus récente, la transformée en curvelets, qui 
représente schématiquement une extension des ondelettes. Après avoir constaté que les approches en 
ondelettes et curvelets peuvent être complémentaires, nous avons étudié un nouveau schéma de 
débruitage couplant les deux transformées. 
 
Les paragraphes suivants présentent les différentes approches utilisées pour le débruitage, dans le 
cadre de l’imagerie par tomographie d’émission. Ces méthodologies ont par la suite été intégrées au 
sein du processus de correction des EVP par déconvolution de Lucy Richardson afin d’améliorer les 
approches standards en permettant un nombre d’itérations plus grand et par conséquent une meilleure 
récupération de l’activité. 
Méthodes avancées de débruitage en ondelettes 
Nous présentons ici une des méthodologies récente que nous avons utilisé dans différentes études, de 
part ses propriétés spécifiques. Dans (Sendur 2002(a)), une simple fonction de distribution de 
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probabilité bivariée non gaussienne a été introduite pour modéliser les statistiques des coefficients 
d’ondelettes. Le modèle prend en compte la dépendance entre un coefficient d’ondelette donné et ses 
parents (i.e. le coefficient d’ondelette à la même position mais à l’échelle plus grossière suivante). En 
utilisant la théorie de l’estimation Bayésienne, une simple fonction de seuillage non linéaire (appelée 
BiShrink) peut être dérivée de ce modèle et généralise l’approche du seuillage doux proposé par 
Donoho (Donoho 1995(b)). 
 
Si on considère de nouveau le schéma général de débruitage en ondelettes on peut écrire que : 
 
      (3.89) 
   
avec W2 le parent de W1, Y=  l’observation bruitée de W=  et N=  un bruit 
blanc gaussien additif indépendant (moyenne 0 variance ). 
 
En se basant sur les histogrammes empiriques, la fonction de distribution de probabilité (fdp) bivariée 
non gaussienne suivante est introduite : 
 
     (3.90) 
    
Avec cette fdp, W1 et W2 sont non corrélés mais non indépendants et l’estimateur du maximum a 













    (3.91) 
Où  est définie par: 
 
     (3.92) 
 
Dans la fonction de seuillage bivariée, plus la valeur du parent est petite et plus le seuillage est 
important, ce qui est consistant avec les autres modèles 
 
En étendant cette approche, un débruitage local adaptatif des images a été introduit (Sendur 2002(b)) 




Cette fonction de seuillage requiert la connaissance de la variance du bruit et de la variance du signal 
pour chaque coefficient d’ondelette en utilisant son voisinage, comme suit: 
 
1. Estimation de la variance du bruit 
2. Pour chaque coefficient d’ondelettes: 
a. Estimation de la variance du signal en utilisant un voisinage donné 
b. Estimation de chaque coefficient en utilisant la fonction de seuillage bivariée 
 
Si la transformée en ondelettes 1D montre de bonnes performances lorsqu’il s’agit de générer une 
représentation d’une singularité ponctuelle, ce n’est malheureusement pas le cas pour les dimensions 
supérieures dû aux propriétés non géométriques des ondelettes. Les transformées en ondelettes 2D et 
3D seront optimales dès lors qu’il s’agit d’analyser de structures isotropes mais elles fourniront une 
représentation non optimale des images 2D ou 3D présentant des éléments fortement anisotropes tels 
que les structures curvilignes (i.e. les bords) (Easley 2007). 
Les discontinuités présentes dans de telles structures curvilignes affectent tous les coefficients 
d’ondelettes la représentant et le processus de débruitage n’est pas optimal et peut entrainer des 
résultats trop lissés de part la suppression de coefficients utiles à la représentation de la structure. Afin 
de résoudre ce problème, différentes approches alternatives récentes ont été proposées en terme de 
décomposition/représentation des images. Une des avancées dans ce domaine que nous avons utilisé 
pour la régularisation du processus de déconvolution est la transformée en curvelet introduite par 
Candès (Candès 2002, Candès 2006). Afin de bien comprendre la théorie des curvelets il est 
nécessaire de présenter dans un premier temps la transformée qui a servi de base aux curvelets, la 
transformée en ridgelets (Candès 1998) 
Approche  multi-échelle et géométrique par ridgelet 
La représentation des images par les ridgelets est basée sur l’analyse multi-échelle et la géométrie, les 
ridgelets prenant la forme d’éléments de base présentant une forte sensibilité directionnelle et étant 
fortement anisotropes comme illustré en figure 3.8 pour différentes configurations (mise à l’échelle, 
rotation, translation) d’une fonction ridgelet initiale. 
 
(a)    (b)    (c)    (d)  
Figure 3. 8 : transformations ((b) mise à l’échelle, (c) rotation et (d) translation) d’une fonction  ridgelet initiale (a) 
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Les ridgelets peuvent être calculées en effectuant une analyse en ondelettes dans le domaine de Radon. 
Cela permet de tirer avantage de certaines informations géométriques et par conséquent de fournir une 
meilleure représentation des images que par l’analyse en ondelettes comme illustré en figure 3.9 où 
l’on peut voir qu’un nombre plus faible de coefficients permet de représenter une structure curviligne 
si l’on tient compte de la géométrie de cette dernière: 
 
Figure 3. 9 : représentation schématique d’une courbe par les approches en ondelettes et ridgelet 
Bien que récemment proposées, les ridgelets et leurs extensions ont eu un impact important sur un 
grand nombre de techniques de traitement d’images et notamment en débruitage (Starck 2002). 
 
La théorie générale de la transformée de ridgelet continue a été introduite et clairement détaillée dans 
la thèse d’Emmanuel Candès (Candès 1998). La version discrète a été implémentée par la suite grâce à 
un algorithme simple permettant une reconstruction exacte sans perte. L’approche par transformée de 
ridgelet analytique 3D discrète (3D DART) (Helbert  2006) que nous avons utilisée est décrite en 
détails dans différents revues (e.g. Helbert  2006, Fadili 2009). Nous résumons ici les principales 
étapes de l’algorithme permettant d’obtenir une représentation par transformée en ridgelet discrète 3D 
d’une image de tomographie d’émission.  
 
La transformée en ridgelet  d’un signal  est définie par : 
 





     (3.94) 
 




      (3.96) 
 
La fonction  une fonction ondelette 1D, est orientée selon les angles  et . Une stratégie pour 
calculer les coefficients ridgelet est d’interpréter l’analyse ridgelet comme une analyse en ondelettes 
dans le domaine de Radon 3D : 
    (3.97) 
 
Les coefficients en ridgelet r(.) de s (.) sont obtenus par une transformée en ondelette 1D de toutes les 
projections de l’image contenues dans la transformée de Radon dont les directions  et  sont 
constantes. 
 
Dans un espace euclidien 3D, la transformée de Radon de s est définie par : 
 
    (3.98) 
 
Avec 
  (3.99) 
 
 étant la distribution de Dirac.  
 
Suivant le théorème de projection de Radon (illustré en figure 3.10), la transformée de Radon 3D peut 
être obtenue en appliquant une transformée de Fourier 1D inverse sur le domaine de Fourier 3D 
restreint sur les lignes radiales passant par l’origine : 
 
  (3.100) 
 
Figure 3. 10 : stratégie de Fourier ou théorème de projection de Radon pour le calcul de la transformée de Radon à partir de 




Le processus complet permettant d’obtenir les coefficients de ridgelet par l’application de la 3D 
DART est décrit en figure 3.11. Une transformée de Fourier rapide (FFT pour « fast Fourier 
transform » en anglais) 3D est tout d’abord appliquée à l’image initiale. Le domaine de Fourier obtenu 
est ensuite segmenté en lignes 3D analytiques discrètes passant par l’origine selon une méthode de 
super couverture introduite dans (Helbert 2006). A l’étape suivante, chacune des lignes radiale 3D est 
traitée séparément : une FFT inverse 1D est calculée pour chaque ligne afin de travailler dans l’espace 
de Radon. Finalement une transformée en ondelettes 1D (dont le type et les paramètres dépendent de 
l’application) est appliquée pour obtenir les coefficients de ridgelets. 
 
Figure 3. 11 : schéma de construction de la transformée de ridgelet discrète 3D 
Une fois les coefficients de ridgelets obtenus, différents traitements peuvent être appliqués tels un 
seuillage des coefficients à des fins de débruitage, et ce en se basant sur des méthodes en ondelettes. 
L’image peut ensuite être reconstruite en utilisant le processus inverse de celui décrit précédemment. 
 
La transformée de ridgelet est optimale pour trouver des lignes de la taille de l’image. Pour détecter 
des segments de droite, nous étendons l’approche 3D DART précédente à une version locale en 
introduisant une étape supplémentaire de partitionnement de l’image de tomographie d’émission 




Figure 3. 12 : partitionnement de l’image pour l’application de la transformée de ridgelet locale. 
Afin d’éviter les artefacts entre chaque bloc, une technique de partitionnement lissé (Starck 2002) a été 
appliquée comme illustrée en figure 3.13 pour le cas 1D. En 1D, l’interpolation de la valeur d’un voxel 
 à partir des valeurs des 2 blocs 1D ,  de taille  avec  et  
est définie par : 
 
   (3.101) 
 
Avec  et respectant la propriété de symétrie  
 
Le calcul en 3D n’est qu’une simple extension de la formulation en 1D dans l’espace 3D.  
 
Nous calculons la valeur  à partir des valeurs des 8 blocs 3D de taille  avec : 
, , , , , ,  et 
 avec  et ,  et  tels que : 
 
 
   (3.102) 
 
Où a et b sont les numéros des blocs ( ) et 
 
 
    (3.103) 
 
 
    (3.104) 
 
 





Figure 3. 13 : partitionnement lissé dans le cas 1D 
La figure 3.14 illustre également le résultat du partitionnement lissé d’une image dans le cas 3D (une 
seule coupe affichée). Nous considérons ici une taille de bloc de 15 ou 31 voxels comme suggéré dans 
(Starck 2002). 
 
Figure 3. 14 : résultat d’un partitionnement lissé d’une image corps entier 3D TEP 18F-FDG 
Pour calculer la transformée de Radon discrète, les droites discrètes doivent être symétriques par 
rapport au centre du domaine de Fourier 3D et doivent couvrir l’ensemble des voxels. Une droite 
discrète 3D est définie par l’intersection de l’extrusion de ses trois projections orthogonales (figure 
3.15).  
 
Figure 3. 15 : une droite supercouverture et ses trois projections 
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Dans le domaine cartésien, la droite discrète analytique 3D    reliant les points cartésiens 
et  est définie par : 
 
  




   (3.107) 

   (3.108) 

   (3.109) 
 est l’équation de la droite euclidienne 2D reliant  à , résultant de la 
projection orthogonale de  sur le plan  (idem pour  et ). est fonction de p et q,  
est fonction de q et r et  est fonction de p et r. Ces valeurs représentent les épaisseurs arithmétiques 
de la droite 3D dans les directions , ,  et  et définissent donc le type de droite. 
 
A titre d’exemple si: 
• , , et , alors    est une 
droite « pseudo-naïve fermée ». 
• ,  et  alors    est une droite « pseudo-
pythagoricienne fermée ». 
• ,  et alors    est la « supercouverture » de la 
droite euclidienne  OQ qui a été largement étudiée en géométrie algorithmique discrète 
(Andres 2000). 
 
La figure 3.16 illustre ces 3 types de droite. 
 




Soit une image 3D de taille  avec  et . Le voxel au centre de l’image 
définit l’origine du repère cartésien. Afin de couvrir la totalité du domaine de Fourier 3D (figure 3.17), 
nous définissons des droites 3D passant par l’origine et reliant les voxels qui bordent le domaine. 
 
Figure 3. 17 : différentes lignes euclidiennes 3D discrètes couvrant le domaine 3D de Fourier en respectant la notion de 
symétrie et de coordonnées aux bords du domaine. 
Les éléments proches de l’origine sont plus couverts par des droites discrètes que ceux du bord du 
spectre de Fourier. Notons que si le domaine est de grande taille, certains coefficients de Fourier ne 
sont pas couverts avec les droites classiques du type pseudo-naïves fermées contrairement aux droites 
supercouvertures. Contrairement aux droites 3D classiques les droites 3D à super couverture sont plus 
épaisses et permettent ainsi d’assurer une continuité et une couverture totale. La redondance globale 
de la transformée de Radon discrète selon une droite pseudonaïve fermée est d’environ 2.6 et 
d’environ 6.2 pour une à supercouverture. Dans ce dernier cas, tous les coefficients de Fourier sont 
couverts assurant ainsi une reconstruction parfaite.  
 
Afin de procéder à la transformée de Radon inverse, nous calculons la transformée de Fourier 1D de 
chaque projection, puis nous faisons la moyenne des coefficients de Fourier couverts par un voxel 
élément des différentes droites discrètes 3D et enfin, nous appliquons une transformée de Fourier 
inverse 3D. 
Méthode multi-échelle et géométrique par curvelet 
La transformée en curvelet (Candès 2002, Candès 2006), représente une extension de la transformée 
en ridgelets et améliore les propriétés de cette approche. Comme pour la méthodologie par ridgelet, la 
représentation de l’image par curvelet est basée sur une analyse multi-échelle et géométrique, les 
curvelets prenant la forme d’éléments fortement anisotropes avec une sensibilité forte selon une 
direction donnée. 
 
La figure 3.18 illustre de tels éléments de curvelet à différentes échelles dans respectivement les 




(a)            (b) 
Figure 3. 18 : représentation (a) spatiale et (b) fréquentielle d’éléments de curvelets à différentes échelles 
Cette représentation permet de tirer avantage des informations géométriques et par conséquent de 
fournir une meilleure représentation de l’image que par une analyse en ondelettes comme illustré en 
figure 3.9. 
  
Bien que récemment introduite et toujours en développement, la transformée en curvelet a déjà permis 
d’obtenir des résultats intéressants dans un large champ d’applications en traitement d’images et 
notamment en débruitage (Starck 2002, Saevarsson 2004). 
 
Lorsque l’on analyse des données qui contiennent des éléments anisotropes, les ondelettes ne sont plus 
optimales et cette constatation a motivé le développement de nouvelles décompositions multi-échelles 
telles que la transformée en curvelet (Candès 1999, Candès 2002, Ying 2005(a), Candès 2006). La 
transformée de curvelet continue est passée par différentes versions. 
 
La première (Candès 1999) utilise une série d’étapes complexes impliquant l’utilisation d’une analyse 
par transformée en ridgelet vue précédemment. Si cette dernière est limitée à l’analyse de petits 
segments dans l’image, son application à différentes échelles d’une transformée en ondelette 




Figure 3. 19 : analyse par curvelet de première génération, basée sur la transformée en ridgelet 
L’algorithme a été mis à jour dans l’article de Candès et al. (Candès 2002) et l’utilisation des ridgelet 
à été écartée afin de réduire la quantité de redondance et augmenter la rapidité d’exécution. 
L’algorithme couramment appelé de transformée de curvelet discrète de seconde génération (Discret 
Curvelet Transform DCT) s’avère être beaucoup plus simple et transparent à l’application. Dans cette 
nouvelle approche, la transformée de curvelet est considérée comme une transformée multi-échelle et 
multi-directionnelle avec des éléments indexés par leurs paramètres de position, d’échelle, et de 
direction, et présentent la forme d’éléments précisément localisés à la fois dans les domaines spatial et 
temporel (figure 3.18 pour une illustration 2D). Si la transformée de curvelet présente des propriétés 
similaires en terme de localisation comparée à la transformée en ondelettes, elle a cependant une 
prépondérance pour l’analyse des structures anisotropes de part ses propriétés de directionnalité.  
 
A des fins de clarté, nous présentons ici une description succincte des curvelets et de la DCT dans le 
cas 2D. Des détails supplémentaires peuvent être trouvés dans les articles de Candès et al. (Candès 
1999, Candès 2002, Candès 2006) et Ying et al. (Ying  2005(a)) pour l’extension 3D. 
 
Considérons la collection µ d’indices (j, l, k), où j, l et k=(k1,k2) sont respectivement les paramètres 
d’échelle, de direction et de position. 
 
Les curvelets sont définies comme pour les ondelettes, à partir d’une fonction mère  pour chaque 
échelle j par : 
/




Avec  une fonction oscillante dans la direction horizontale et non oscillante selon la verticale. 
/
 est 
une matrice de rotation avec l’angle de rotation  indéxant l’échelle/l’angle, 




. De façon similaire à la transformée en ondelettes, pour un objet f, les 
coefficients de curvelets sont donnés par: 
 
     (3.111) 
 
Ces derniers peuvent être évalués directement dans le domaine fréquentiel en coordonnées polaires en 
introduisant 2 fonctions.  
 
On définit donc 2 fenêtres, une radiale  et une angulaire  avec une largeur dépendant de 
l’échelle  à chaque orientation. 
 
Ces deux fonctions dont les supports sont réciproquement [-1,1] et [1/2,1] vérifient des conditions 
d’admissibilité suivantes: 
 
     (3.112) 
 
     (3.113) 
 





    (3.114) 
 
 représente ici un élément polaire (« wedge » en anglais) défini par les deux fenêtre  et . 
 








On obtient des bases de Fourier locales pour chaque élément. En utilisant le théorème de Plancherel 
qui stipule que l’intégrale du module au carré d’une fonction est égale à l’intégrale du module au carré 
de son spectre, on peut écrire les coefficients de curvelet comme suit : 
 




   (3.117) 
        
Si la fenêtre  localise les fréquences à proximité d’un élément polaire, elle n’est cependant pas 
adaptée à un repère cartésien pour une implémentation pratique. Dans (Candès 2006) Candès et al. 
appliquent une grille pseudo polaire (comme illustré en 3.20) en modifiant la fenêtre initiale en une 
fenêtre  isolant à présent les fréquences à proximité d’un élément pseudo polaire (cercles 
concentriques). 
 
Figure 3. 20 : grille pseudo polaire pour l’implémentation de la transformée en curvelet 





    (3.118) 
 
Avec  une matrice de torsion (en remplacement de la matrice de rotation  dans 





Une évaluation numérique de l’équation précédente peut être décrite par les 3 étapes suivantes : 
 




2) Multiplier  avec la fenêtre pseudo polaire parabolique  
 
3) Appliquer la FFT inverse sur la grille à laquelle nous appliquons une torsion 
6
 afin de 
collecter les différents coefficients de curvelet. 
 
La partie délicate consiste à évaluer la FFT inverse sur une grille non cartésienne et pour ce faire deux 
algorithmes distincts ont été proposés (Candès 2002 et Candès 2006).  
 
Le premier est la transformée FFT non uniforme, où les coefficients sont obtenus par échantillonnage 
irrégulier des coefficients de Fourier d’une image (en interprétant les grilles parallélépipédiques 
comme des grilles Cartésiennes non uniformes dans le domaine fréquentiel).  
 
Le second algorithme est la transformée par « wrapping », en utilisant une série de translations et une 
technique  de périodisation au lieu d’interpolations pour localiser les échantillons de Fourier dans une 
grille rectangulaire où la FFT inverse peut être appliquée directement.  
 
Les deux algorithmes amènent au même résultat, mais l’algorithme utilisant un wrapping donne à la 
fois un algorithme intuitif et plus rapide en temps de calcul.  
 
En assumant que la fenêtre  soit portée dans un rectangle translaté de longueur  dimlj et de 
largeur dimwj on peut considérer: 
 
  (3.119) 
 
Où  et  sont les paramètres de localisation initiaux. 











   (3.120) 
 
Où la fonction de wrapping  est une simple ré-indexation. 
 
En conséquent, le schéma numérique complet de l’algorithme de wrapping peut être résumé ainsi: 
 




2) Pour chaque élément: 
a. Le translater à l’origine 
b. Transformer le support en forme de parallélogramme en un rectangle centré à 
l’origine (figure 3.21-(b)) 
 
3) Prendre la FFT inverse du support transformé 
 
4) Ajouter l’élément de curvelet à la collection de coefficients. 
 
(a)     (b) 
Figure 3. 21 :  (a) wrapping et (b) transformation du support pour générer les éléments de curvelets 
La transformée de curvelet discrète peut être calculée pour différentes configurations de résolution 
(nombre d’échelles) et d’angles. Ces paramètres sont limités par 2 contraintes : le nombre maximum 
de résolutions dépend de la taille de l’image d’origine et le nombre d’angles au second niveau le plus 
grossier doit être au moins de 8 et représenter un multiple de 4. Par conséquent, seul un paramètre a 
besoin d’être fixé (le nombre d’angles) afin d’implémenter une telle méthodologie par curvelets. 
 
Comme nous l’avons indiqué  précédemment, la transformée de curvelet est toujours un domaine en 
cours d’investigation et particulièrement concernant le débruitage des images par seuillage des 
coefficients.  
 
Une méthode de seuillage classique consiste en un seuillage dur basé sur l’amplitude individuelle de 
chaque coefficient de curvelet, étant donné la variance du bruit.  
 
Si l’on considère un indice d’échelle spécifique j et un indice d’angle l, on peut définir une fonction de 
seuillage  comme suit : 




avec  la distribution d’énergie moyenne du bruit blanc dans les coefficients de curvelet à l’échelle j 
et à l’angle l,  l’écart type du bruit, k une constante (souvent fixée à 3 ou 4 en fonction des échelles).  
 
Cependant, la méthode de seuillage précédente considère seulement l’amplitude des coefficients de 
curvelet pris individuellement et ne tient donc pas compte de l’influence des coefficients voisins.  
 
Plusieurs nouvelles approches ont été développées pour la transformée de curvelet et parmi elles une 
méthodologie de seuillage local adaptatif introduit dans (Bao 2008).  
 
Cette dernière est basée sur l’observation que les coefficients de curvelets sont corrélés dans un 
voisinage proche de la même manière que les coefficients d’ondelettes (un coefficient de valeur élevée 
aura probablement des coefficients à forte valeur à proximité). 
 
Dans cet article, un nouveau seuillage local adaptatif basé sur la moyenne ou la médiane des valeurs 
absolues des coefficients de curvelet est proposé et entraine une amélioration significative du 
débruitage comparé à un simple seuillage dur individuel.  
 
Nous avons étendu ici la méthodologie proposée à 3 dimensions et choisi la médiane comme 
paramètre de filtrage. Le procédé est détaillé dans l’algorithme suivant : 
 
• Application de la transformée de curvelet et obtention de coefficients multi-résolution et multi-
direction   où j est l’indice d’échelle, l l’indice d’angle, et m,n,o sont les coordonnées 
spatiales. 
 
• Seuillage de tous les coefficients de curvelet  au sein des échelles les plus fines (j = 
2, 3, . . ., 6). On génère une nouvelle fonction  basée sur un filtrage médian 
des valeurs absolues des coefficients de curvelet à ces échelles fines. 
 
o Pour chaque coefficient de curvelet , on prend en compte une fenêtre de 
voisinage Bm,n,o de taille fixée (3x3x3) 
 
o La fonction correspondante utilisant le filtre médian est alors: 
 




o La fonction de seuillage local adaptatif des coefficients (Local Adaptive Shrinkage 




  (3.123) 
 
avec emedian( j, l ) les valeurs médianes et Mmedian( j, l ) les valeurs minimum de la fonction 
. 
 
o Dans la formule ci dessus, si k dépend de l’indice d’échelle j, la fonction est appelée 
seuillage local adaptatif des coefficients par échelle (subband local adaptive shrinkage 
threshold (SLAST)). 
 
• Une fois la fonction de seuillage obtenue, on applique la formule de seuillage dur aux coefficients 




• On obtient finalement l’image débruitée par la transformée de curvelet inverse de  
Méthodologie combinée par ondelettes et curvelets 
Comme vu précédemment, les ondelettes et ridgelets/curvelets ont des propriétés différentes. Les 
ondelettes ne sont pas optimales pour restaurer des structures anisotropiques telles que les bords dans 
les images tandis que les ridgelets/curvelets ne sont pas la meilleure approche pour l’analyse des 
éléments isotropiques.  
Ces aspects sont illustrés en figure 3.22 avec une image synthétique (128x128x128 avec des voxels de 
1x1x1 mm3) contenant une structure isotropique (sphère) incorporée dans une structure anisotropique 
(cylindre). Cette image est dégradée par l’ajout de bruit Gaussien (d’écart type 10). L’image est 
débruitée par respectivement les méthodologies par ondelettes et curvelet vues précédemment.  
Bien que les résultats obtenus par un simple seuillage des coefficients de curvelet et ondelettes soient 
encourageant, une inspection rapide des images (la sphère ainsi que les bords du cylindre) avant et 
après correction nous illustre les limites des deux méthodologies. On peut remarquer que les 
ondelettes et curvelets apparaissent comme des outils complémentaires et pourraient être utilisés dans 





         A         B 
 
         C          D 
 
      E           F 
Figure 3. 22 : illustration de la différence de débruitage entre (C) les ondelettes et (D) les curvelets pour une image initiale 
(A) dégradée (B) par ajout de flou et de bruit. Les résidus (E,F) montrent les structures perdues lors du traitement. 
L’objectif et le principe de cette combinaison est de récupérer (par débruitage en curvelet) les contours 
qui ont été perdus lors de l’étape de débruitage par ondelettes à partir de l’image résiduelle, puis de 
réincorporer ces structures dans l’image de tomographie d’émission débruitée par ondelettes. L’idée 
de combiner plusieurs représentations n’est pas nouvelle (Chen 1998, Huo 1999), cependant, dans 





La méthodologie proposée ici consiste simplement à s’assurer que l’image finale incorporera des 
informations jugées comme significatives par les deux différentes représentations en ondelettes et 
curvelets.  
Cette stratégie a déjà été proposées et testée (Lu 2006) afin d’améliorer un schéma de segmentation 
d’images médicales mais utilisait simplement des méthodologies basiques en terme d’ondelettes et de 
curvelets et la méthode n’a pas été testée sur images de tomographie d’émission. 
 
Nous avons implémenté et testé une telle combinaison des approches en ondelettes et curvelets pour le 
débruitage en tomographie d’émission comme alternative aux schémas de débruitage en ondelettes 
seules et au filtrage Gaussien. A notre connaissance, une telle méthode n’a jamais été appliquée aux 
images de tomographie d’émission bien qu’elle présente des propriétés prometteuses. Elle est en effet 
capable de récupérer à la fois les structures importantes dans l’image (structures isotropiques comme 
curvilignes) tout en écartant le bruit local.  
 
En plus de l’évaluation du niveau de débruitage effectué par la méthode l’autre objectif était d’évaluer 
si une telle combinaison est capable de préserver le contraste local comparé au débruitage par 
ondelettes seules avec les mêmes paramètres ainsi qu’au filtrage Gaussien. 
 
Le nouvel algorithme de débruitage, nommé WaveCurve par la suite est décrit comme suit : 
 
1) Le bruit est tout d’abord estimé au sein de l’image bruitée I, en se basant sur les travaux de 
Donoho (estimation au niveau de la première échelle) 
2) L’image bruitée est ensuite traitée par une méthodologie de débruitage par ondelettes vue 
précédemment. Le résultat est noté Iw. 
3) L’image résiduelle R est ensuite calculée comme la simple différence entre l’image initiale 
et l’image débruitée par ondelette R=I-Iw. Elle contient tout le bruit et les structures 
(principalement anisotropiques telles que les bords) perdues lors du débruitage par 
ondelettes. 
4) L’information sur les bords de l’image est ensuite récupérée dans l’image résiduelle par 
une approche de débruitage par curvelet en se basant sur les propriétés d’anisotropies de la 
transformée et en connaissant une estimation du bruit (point (1)). L’image résultante est 
notée Rc et contient l’information sur les contours. 
5) L’image débruitée finale est ensuite la simple combinaison de l’image débruité par 





3.4 Résumé de la partie méthodes proposées 
Comme nous avons pu le voir dans les paragraphes précédents, nous sommes reparti de deux 
approches de correction des EVP en post reconstruction basées sur le voxel, et avons proposé des 
solutions permettant d’améliorer la performance des algorithmes ou de passer outre certaines 
limitations.  
La première méthodologie se base sur une méthode de correction multi-résolution et multi-modalité 
nécessitant l’apport de l’imagerie anatomique. La méthode existante présente des limites majeures 
dans la mesure où elle nécessite une parfaite corrélation anatomo-fonctionnelle au risque si ce n’est 
pas le cas, de générer des erreurs qualitatives (artefacts) et quantitatives notables. L’approche que nous 
proposons est une extension de la méthode initiale 2D globale et considère cette fois ci le problème sur 
le plan 3D local. La description des paramètres de cette approche ainsi que la validation et les résultats 
cliniques sont exposés au chapitre 4. 
La seconde méthodologie se base quant à elle sur une méthode de correction par déconvolution ne 
nécessitant pas l’apport de l’imagerie anatomique. La déconvolution que nous avons choisi et décrite 
dans les paragraphes précédents utilise l’algorithme de Lucy-Richardson avec une régularisation par 
débruitage multi-résolution (dans le domaine des ondelettes). Le terme de régularisation représentant 
le point majeur d’une telle approche, nous avons suggéré une amélioration possible en ajoutant une 
dimension supplémentaire par la notion de propriétés directionnelles dans l’image (présence de 
structures curvilignes ou contours, à différentes résolutions). En améliorant la représentation des 
images dans le domaine multi-résolution il est possible d’obtenir un débruitage plus efficace 
(suppression du bruit et conservation des structures et contours). L’approche choisie est basée sur la 
transformée en curvelets et nous avons proposé un algorithme de débruitage associé permettant de tirer 
avantage des transformées en ondelettes et curvelets. La validation de cette méthodologie et les 










4.1 Optimisation de l’approche MMA 3D locale 
Une analyse de différentes solutions possibles pour la fonction locale α (paragraphe 3.2) a été 
effectuée et ce afin de déterminer les critères adéquats pour l’implémentation de l’approche MMA 
(métrique, taille de la fenêtre …). 
 
Nous avons considéré un jeu d’images de test (fantôme 3D synthétique avec et sans corrélation 
anatomo-fonctionnelle). Ces images synthétiques ont été générées manuellement. Les images 
anatomiques correspondant à la vérité terrain sont de dimensions 128x128x128 (avec des voxels de 
1x1x1 mm3) et contiennent une grande région cylindrique avec une intensité fixe de 100, incluant des 
sphères de différentes tailles et intensités. L’image fonctionnelle associée est généré par ajout de bruit 
gaussien (écart-type 10) et de flou par filtrage gaussien (FWHM 6mm). Une seconde image 
anatomique est quant à elle considérée afin de prendre en compte une configuration anatomo-
fonctionnelle sans corrélation. Une illustration des images est présentée en figure 3.10. 
 
Figure 4. 1 : fantômes 3D. (1) L’image fonctionnelle est générée à partir de l’image anatomique synthétique (vérité terrain 
fonctionnelle (2)) par ajout de bruit (gaussien avec un écart type de10) et de flou (filtrage gaussien de FWHM 6mm). La 
seconde image anatomique synthétique (3) a permis de considérer un cas sans corrélation. 
Une analyse de différentes solutions possibles pour l’implémentation de l’approche MMA locale a été 
effectuée en étudiant  l’impact des paramètres suivants: 
 




2. Le type de modèle inter images à même résolution dans le domaine des ondelettes (pour chaque 
fenêtre) : 
a. Modèle linéaire 
• Wfonc= a * Wanat  
b. Modèle non linéaire  
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• log(abs(Wfonct/Wanat) = a 
• (Wfonct-Wanat)/(Wfonction+Wanat)=a 
3. La métrique associée aux modèles précédents : 
a. Moyenne 
• des ratios A/B 
o Pas de changement => 1  
o Varie entre 0 et l’infini 
o Non définie si B est nul 
o Echelle non linéaire 
• des log du ratio log(A/B) 
o Pas de changement => 1 
o Bornes variables 
o Non définie si A OU B sont nuls 
o Echelle linéaire 
• des différences normalisées (A-B)/(A+B) 
o Pas de changement => 0 
o Varie entre –1 et 1 
o Non définie si A ET B sont nuls 
o Echelle linéaire 
b. Médiane 
• des ratios A/B 
• des log du ratio log(A/B) 
• des différences normalisées (A-B)/(A+B) 
c. Somme des Carrés des Différences Normalisées 
d. Somme des Valeurs absolues des Différences Normalisées 
e. Coefficient de Corrélation 
o Relation linéaire entre les intensités des deux fenêtres 
o CC=[Somme(A-moyenneA)((B-moyenneB)]/sqrt(Somme(A-moyenneA)²(B-
moyenneB)²) 
f. Uniformité du Rapport d’Intensités 
o On minimise la variance du rapport des intensités des deux images (Ratio image 
uniformity – RIU, Variance of intensity ratio – VIR) 
o R(x)= A(x)/B(x) 





Les différents tests ont été effectués en considérant la méthode 2D globale et la méthode 3D locale. 
L’impact de l’apport du 3D seul (comparé au 2D) a également été étudiée mais de manière succincte 
dans la mesure où l’on considère que la transformée doit obligatoirement être en 3D afin d’être 
représentative de la FDP de la caméra et de l’étalement qu’elle génère. L’intérêt était plus ici de 
comparée l’ancienne méthodologie proposée (2D globale) avec la nouvelle (3D locale) dans leur 
globalité. 
Les paramètres qui ont été retenu étaient les meilleures valeurs de contraste local (précision aux bords 
des structures) ainsi que les meilleures valeurs dans les structures (valeur moyenne corrigée des EVP, 
et faible écart type). 
 
Les résultats qualitatifs visuels ont tout d’abord permis d’écarter certaines des méthodes sélectionnées 
tels que à titre d’exemple la moyenne des log des ratios et moyenne des différences normalisées 
(figure 4.2). 
 
Figure 4. 2 : fantôme 3D linéaire (cas corrélé) corrigé des EVP par : (1) moyenne des log des ratios et MMA 2D globale, (2) 
moyenne des différences normalisées et MMA 3D  locale avec fenêtre 5x5x5, (3) somme des carrés des différences 
normalisées et MMA 3D locale avec fenêtre 5x5x5 
Une analyse quantitative dans les différentes sphères a également permis d’écarter d’autres 
méthodologies, à titre d’exemple les approches MMA 2D ou 3D global avec moyenne des ratios pour 
les cas corrélés comme non corrélés. Les valeurs a du modèle linéaire sont dans ce cas aberrantes 
entraînant une image TEP corrigée erronée. On peut aussi citer l’approche MMA 2D global avec 
médiane du log des ratios  dans le cas corrélé. Dans le calcul de la correction d'EVP on ajoute alors les 
détails suivants: exp(a+log(abs(Wanat)). Les valeurs obtenues dans les différentes sphères sont 
relativement proches de celles attendues à l’exception des structures de faible intensité. 
 
La figure 4.3 suivante illustre un résultat quantitatif (mesure de l’activité moyenne dans une sphère 
pour différentes combinaisons. Ce type d’étude à permis d’écarter les méthodologies ne permettant pas 




Figure 4. 3 : exemple de résultat quantitatif, mesure d’activité au sein d’une sphère du fantôme 3D pour différents tests. Les 
écarts trop importants par rapport à la valeur théorique ont permis de rejeter certaines configurations. 
 
Tous les résultats qualitatifs et quantitatifs (pour les données fantôme 3D linéaire et non linéaire) nous 
ont conduits à choisir l’approche par médiane des ratios. 
 
Comme indiqué précédemment l’analyse s’est également portée sur la différence entre les aspects 2D 
et 3D ainsi que l’impact de la taille de la fenêtre 3D. D’un point de vue quantitatif nous n’avons pas 
trouvé de différence importante entre les résultats par approche 2D global et 3D global comme 
l’illustrent les graphiques en figure 4.4. 
 
Figure 4. 4 : exemple de résultat quantitatif dans les différentes sphères (1 à 6 figure 4.1) afin de comparer (1) MMA 2D 
globale et (3) MMA 3D globale. L’apport de la médiane des ratios s’avère être bien plus importante que celui de l’extension 
3D de la méthode. 
Il est cependant évident qu’une analyse 3D sera plus fidèle aux données dans la mesure où l’image 
fonctionnelle de tomographie d’émission est intrinsèquement tridimensionnelle et représentée par la 
convolution de la distribution d’activité par la FDP 3D de la caméra. Une simple analyse 2D coupe par 
coupe ne prendra pas en compte la notion d’étalement de l’activité selon la direction axiale. Des 
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profils ont été tracés en axial afin de mesurer la différence de contraste entre les images corrigées par 
les différentes méthodologies envisagées en 3D et en 2D. Le contraste a été calculé en utilisant la 
formule suivante : 
 
 
     (4.1) 
où  et  sont les valeurs de deux pixels adjacents le long de la pente du profil. Le contraste local a 
été calculé pour chaque pixel de la pente et le contraste moyen comme la moyenne de ces valeurs. 
Pour la configuration par médiane des ratios que nous avons retenue, une différence moyenne de 
contraste (moyen) de 24.6% ± 9.4% a été observée entre les approches 2D et 3D (pour l’ensemble des 
configurations envisagées : globale, locale 3x3x3, locale 5x5x5 …) 
 
Finalement l’impact de la taille de la fenêtre 3D a été évalué. Plus la fenêtre est de taille importante et 
plus la valeur corrigée du voxel central sera affectée par les structures avoisinantes. Cependant 
l’intérêt d’une grande taille en présence de bruit est évident. Une telle fenêtre est en mesure d’écarter 
le bruit de l’analyse et de ne conserver que les informations utiles à la correction. Si on considère au 
contraire une fenêtre de petite taille (la plus petite étant imposée par les contraintes de 
l’échantillonnage en voxels à un cube de 3x3x3) le voxel central prendra beaucoup moins en compte 
les structures adjacentes mais sera cependant moins robuste au bruit. Nous avons choisi une fenêtre de 
3x3x3 dans la mesure où nous souhaitons à la fois tenir compte du bruit et avoir une précision 
suffisante pour corriger le voxel central sans incorporation d’artefacts dus aux structures proches. Une 
telle dimension de fenêtre a également été retenue en se basant sur des études concernant d’autres 
approches locales (e.g. Hatt 2009 pour la segmentation d’images fonctionnelles). 
 
Cette étude  nous a finalement conduits à l’utilisation de l’approche 3D locale avec la médiane des 
ratios dans une fenêtre de dimension 3x3x3.  représente donc une carte de médiane des ratios notée 








   (4.2) 
 
avec WIND un cube centré sur le voxel (x,y,z) de taille 3x3x3 et S est un opérateur de seuillage. Les 
valeurs nulles au dénominateur sont en effet écartées de l’analyse au moyen d’un simple seuil sur les 
valeurs des coefficients d’ondelette   (seuil arbitraire de valeur fixée à 0.1 pour toutes les 
données traitées avec cette méthode). Le seuil appliqué a également fait l’objet de tests et sa valeur 
choisie n’a pas montré de réel impact sur le résultat de la correction. Le rôle de ce seuil est en effet 
d’écarter les valeurs extrêmes, proches de zéro (de l’ordre de 10-4 à 10-3) lorsqu’il n’y a pas de 
structure anatomique, ou que l’on est simplement en présence d’une région homogène bruitée. 
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Cette approche est validée par la suite au paragraphe 4.2  pour des données synthétiques et simulées 
puis étudiée dans le cas d’images cliniques. 
4.2 Evaluation et étude comparative sur images synthétiques et 
simulées 
4.2.1 Jeu de données 
Images synthétiques 
Deux images synthétiques différentes ont été utilisées, la première Href (figure 4.5-(1)) pour générer 
l’image fonctionnelle L (figure (4.5-(2)), et la seconde Hanat (figure 4.5-(3)) utilisée pour la correction 
d’EVP par les méthodologies MMA 3D locale et MMA 2D globale. Ces images de dimension 
128x128x128 (avec des voxels de 1x1x1 mm3) contiennent une grande région cylindrique avec une 
intensité fixe de 100, incluant des sphères de différentes tailles et intensités. La première image (coupe 
centrale illustrée en figure 4.5-(A)-(1)) contient 5 sphères de diamètre fixe (2 cm) et d’intensités 
variables (200, 120, 90, 70 et 50). La seconde (figure 4.5-(B)-(1)) contient 4 sphères de diamètres 
décroissants (6, 4, 2 et 1 cm) et d’intensité homogène fixe (200). Les deux dernières images ((figure 
4.5-(C)-(1) and 4.5-(C)-(3)) illustrent des sphères de différentes tailles et intensités communes aux 
deux images, tandis que 2 structures supplémentaires ont été ajoutées. La première comporte 2 
différentes intensités et a été placée dans l’image Hanat de la figure 4.5-(C)-(3). La seconde n’est 
présente que dans l’image Href (4.5-(C)-(1)) et permettra de générer une fixation sans correspondance 
anatomique avec l’image Hanat. Les images L (figures 4.5-(2)) ont été générées à partir des images Href 
(figure 4.5-(1)) par convolution avec une FDP 3D gaussienne de FWHM de 6mm et par ajout de bruit 
Gaussien (écart type de 10) de façon à correspondre aux images TEP typiques. Le type Gaussien est 
une approximation suffisamment précise pour le bruit que l’on rencontre typiquement en imagerie 
TEP lorsqu’une région spatiale donnée est considérée. La valeur de l’écart type de 10 a été déterminée 
par l’évaluation du bruit (SF autour de la valeur moyenne) dans différents RDI telles que le poumon 
ou le foie dans différents jeux de données cliniques. Même si la FDP réelle de la caméra n’est pas une 
fonction stationnaire, nous considérons cependant pour simplifier une FDP 3D avec une valeur fixée 
de FWHM pour chaque direction. Dans ces jeux de données, les images Hanat, Href et L ont une taille 
de voxel de 1 mm3. Dans cette configuration nous considérons les valeurs suivantes, r=1 et q=3 pour 
la décomposition, soit 3 décompositions anatomiques requises pour obtenir un niveau de résolution 
commun aux images anatomiques et fonctionnelles. 
 
Différentes combinaisons d’images synthétiques (figure 4.5) ont été considérées pour comparer les 
performances des deux modèles. Tout d’abord, les images anatomiques et fonctionnelles avec une 
parfaite corrélation structurelle et en intensité ((figure 4.5-(A)-(2) et figure 4.5-(A)-(3)) ont été 
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considéré pour étudier spécifiquement la précision de la correction pour les effets de spill-over dus au 
différents contrastes. Un autre jeu de données a été considéré (figure 4.5-(B)-(2) et figure 4.5-(B)-(3)) 
dans le but d’examiner la récupération des petits objets et la correction des effets de tissu fraction 
effet. Ces deux jeux de données ont été choisis pour vérifier que l’approche locale est aussi efficace 
que l’approche globale lorsque l’on considère une corrélation parfaite entre les deux modalités. 
Ensuite, une troisième combinaison de données a été utilisée sans corrélation globale entre les deux 
modalités (figure 4.5-(C)-(2) et figure 4.5-(C)-(3)). Cette combinaison spécifique d’images 
anatomiques et fonctionnelles a été choisie pour étudier les cas de non corrélation pour lesquels 
l’approche MMA 2D globale est supposée entrainer une précision qualitative et quantitative réduite. 
 
Finalement, des tests ont été effectués pour évaluer l’impact du bruit et les erreurs possibles dues à une 
erreur de recalage ou une valeur non exacte de la FWHM. Dans ce contexte, différentes intensités de 
bruit  ont été considérés au sein de l’image fonctionnelle figure 4.5-(A)-(2) (bruit Gaussien avec écart 
type de 1 à 50) afin d’évaluer la robustesse de la méthode au bruit dans le premier cas. Ensuite, la 
robustesse de la correction a été évaluée en fonction de la précision du recalage spatial entre les deux 
images. Différentes configuration ont été testées (mouvements de translation jusqu’à 2 voxels, 
mouvements de rotation jusqu’à 5° et mise à l’échelle non adéquate de Hanat). Pour le dernier test, nous 
avons généré différentes images L à partir de Href (figure 4.5-(C)-(1)) en convoluant par une FDP 
Gaussienne 3D de FWHM allant de 4 à 8mm et en ajoutant du bruit Gaussien  (écart type de 10). Ces 
images L ont alors été corrigées des EVP en considérant une FWHM de 6mm afin d’évaluer la 
robustesse de la méthodologie à de possibles erreurs de valeur de FWHM. Pour l’évaluation 
quantitative de tous les tests considérés, l’intensité moyenne dans les différentes sphères a été calculée 
pour chaque image L (en utilisant des RDI définis sur Href) avant et après la correction et ont été 





Figure 4. 5 : 3 jeux de données synthétiques : (A) un cas corrélé avec des sphères de taille constante et d’intensités 
décroissantes, (B) un cas corrélé avec des sphères d’intensité constante et de tailles décroissantes et (C) un cas non corrélé. 
Pour chacun des 3 jeux de données synthétiques : (1) une image haute résolution Href utilisée pour générer l’image 
fonctionnelle basse résolution L (2), et (3) une image anatomique haute résolution Hanat utilisée pour la correction des EVP. 
Images simulées 
La première combinaison d’images (figure 4.6-(A)) correspond à une IRM pondérée T1 et une TEP 
18F-FDG générées à partir d’un fantôme cérébral segmenté basé sur des acquisitions IRM T1 (Zubal 
1994).  
  
Figure 4. 6 : 2 jeux de données simulées en neurologie : (A) IRM pondérée T1 / TEP 18F-FDG, (B) IRM pondérée T1 / TEP 
18F-Dopa. 
Les images fonctionnelles ont été simulées comme décrit dans (Tsoumpas 2008). Des courbes 
d’activités temporelles (Time Activity Curves TACs) plasmatiques mesurées en clinique ont été 
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utilisées pour générer un jeu de TACs pour chaque région anatomique du fantôme cérébral selon 28 
images dynamiques cliniques (1×30sec, 1×15sec, 1×5sec, 4×10sec, 4×30sec, 4×60sec, 4×120sec, 
9×300sec). 
 
Des paramètres pathologiques ont été introduits dans les lobes pariétaux et frontaux antérieur. Les 
images dynamiques ont alors été projetées (forward projection) et l’atténuation, le diffusé et la 
normalisation ont été ajoutés pour produire des sinogrammes dénués de bruit. Du bruit de Poisson a 
ensuite été ajouté pour simuler des acquisitions réelles avec un scanner TEP ECAT HR+ et les images 
ont finalement été reconstruites par FBP incluant une correction du diffusé, de l’atténuation et de la 
normalisation. La taille des images est de 128x128x64 avec des voxels de 2.35x2.35x2.42 mm3. 
L’image statique finale a finalement été obtenue en sommant les 6 dernières images. 
 
Le second jeu d’images simulées (figure 4.6-(B)) consiste en une IRM T1 et une TEP 18F-Dopa 
obtenue à partir de la base de données de cerveaux simulés SORTEO (Reilhac 2005). SORTEO est 
une plateforme de simulation basée sur la méthode de Monte Carlo. Les simulateurs de type Monte 
Carlo sont généralement utilisés pour la simulation des données brutes puisqu’ils permettent de bien 
prendre en compte les phénomènes physiques ainsi que la fonction de transfert du tomographe. Le 
modèle de simulation SORTEO tient notamment compte des aspects tels que à titre d’exemple: 
 
• Une description numérique du traceur et de sa distribution 
• Une description précise du système de détection 
• La nature poissonnienne de l’émission de positons 
• Les interactions photoélectriques, de Compton ou de Rayleigh dans les tissus et dans le 
système de détection  
• Une modélisation de la résolution en énergie et la résolution spatiale du détecteur (par 
l’utilisation de fonctions de lissage gaussiennes) 
Le simulateur SORTEO a été entièrement validé pour la géométrie du scanner ECAT HR+ 
(CTI/Siemens Knoxville) (Reillac 2004). 
 
Les images sont de dimension 181x217x181 (avec des voxels de taille 1x1x1 mm3). Les performances 
quantitatives et qualitatives ont été évaluées en utilisant des profils et une comparaison avec les 
niveaux d’activité vraie dans différentes RDI du cerveau. 




Les résultats associés à l’application des schémas de correction MMA 3D local et MMA 2D global 
pour les trois différents jeux de données synthétiques de la figure 4.5 sont illustrés en figure 4.7.  
 
Les résultats quantitatifs correspondant aux images corrigées de la figure 4.7 sont illustrés en figure 
4.8. 
 
La figure 4.8-(A) contient les résultats des effets de spill-over par les 2 approches pour le cas corrélé 
avec des régions de taille constante et d’intensités variant (voir figure 4.5-(A)-(1) et les résultats en 
figure 4.7-(A)). Il affiche le pourcentage de récupération d’intensité dans les sphères, démontrant des 
niveaux de récupération similaires pour les deux modèles (variation de l’ordre de 2% pour toutes les 
intensités différentes considérées). Figure 4.8-(B) montre les différences quantitatives avant et après 
correction pour un jeu de données contenant des structures d’intensité constante et de tailles 
différentes (figure 4.5-(B)-(1) et les résultats sont illustrés figure 4.7-(B)). Les résultats concernant 
l’intensité récupérée dans les sphères démontrent que les deux approches se comportent de la même 
manière dans un tel cas. Pour les deux méthodologies, l’effet de fraction tissulaire est corrigé en 
effectuant une récupération d’intensité plus grande dans les petits objets où les EVP ont l’impact le 
plus important. Les figures 4.7-(C)-(1) et 4.7-(C)-(2) montrent les résultats pour un cas non corrélé 
pour lequel les sphères sont différentes dans les images anatomiques et fonctionnelles en terme de 
structure et d’intensité (figures 4.5-(C)-(2) et 4.5-(C)-(3)). Les résultats qualitatifs démontrent que la 
nouvelle approche n’incorpore pas de détails anatomiques non corrélés dans l’image fonctionnelle 
durant la correction, tandis que le MMA 2D globale crée des artefacts locaux au niveau des zones non 
corrélées. De plus, l’approche locale traite plus précisément les différences d’intensités du signal entre 
les images anatomiques et fonctionnelles. Une comparaison quantitative de la récupération d’intensité 
dans les sphères (numéros 1 à 6, figure 4.5-(C)-(1)) présentes à la fois dans les deux modalités est 
illustrée en figure 4.8-(C). Une récupération moyenne d’intensité de 48% ± 64%  et de 102% ± 2% a 
été obtenue avec respectivement l’approche 2D globale et l’approche 3D locale. La large variation 
observée avec le 2D global est due aux différences d’intensité du signal entre les images anatomiques 
et fonctionnelles. Un tel cas souligne les limites de l’approche MMA 2D global et le fait que 
l’approche 3D locale surmonte avec succès le problème de la différence d’intensité. La quantification 
dans la sphère numéro 7 illustre le cas où aucune correction des EVP ne peut être effectuée sur l’image 
fonctionnelle due à l’absence de détails corrélés dans l’image anatomique. Cependant, il est important 





Figure 4. 7 : images synthétiques corrigées des EVP en utilisant les approches (1) 2D globale et (2) 3D locale. (A) Un cas 
corrélé avec des sphères de taille constante et d’intensités décroissantes, (B) un cas corrélé avec des sphères d’intensité 
constante et de tailles décroissantes, et (C) un cas non corrélé 
Lorsque les méthodes MMA sont appliquées aux images bruitées, l’approche locale semble plus 
robuste aux variations du bruit dans l’image fonctionnelle d’origine. Le pourcentage moyen de 
récupération d’intensité, en considérant les 5 structures sphériques est de 99.5% ± 1.1% et 97.8% ± 
27.8% pour respectivement les approches 3D locale et 2D globale, en considérant les différents 





   
Figure 4. 8 : pourcentage de récupération d’intensité (moyenne ± écart type) pour les 3 jeux de données synthétiques 
corrigés considérés en utilisant les approches 2D globale et 3D locale. (A) un cas corrélé avec des sphères de taille 
constante et d’intensités décroissantes, (B) un cas corrélé avec des sphères d’intensité constante et de tailles décroissantes, 
et (C) un cas non corrélé. Les sphères concernées sont numérotées sur la figure 4.5. 
Les figures 4.9-(A) et 4.9-(B) illustrent les résultats obtenus en considérant respectivement une valeur 
de FWHM imprécise et un problème de recalage entre les images anatomique et fonctionnelle. Pour le 
premier cas, la nouvelle méthodologie amène à une erreur maximale de 9.4% ± 5.5% pour une erreur 
de FWHM de 2mm. Si on considère à présent une différence de 1mm avec la valeur vraie de FWHM, 
l’erreur de quantification maximale dans les sphères décroit à 2.8% ± 3%. Lorsque l’on considère une 
erreur de recalage à présent, la figure 4.9-(B) affiche l’erreur de récupération d’intensité en 
pourcentage (moyenne ± écart type) obtenue pour chaque sphère dans le jeu de configurations 




Figure 4. 9 :  (A) évaluation de la robustesse des approches de correction des EVP considérées à une éventuelle erreur dans 
les valeurs de la FDP (valeurs de FWHM de 4 à 8 mm tandis que la valeur réelle est de 6 mm) : pourcentage d’erreur de 
recouvrement d’intensité (moyenne ± écart type) pour les sphères 1 à 6 des jeux de données synthétiques (figure 4.5) en 
considérant différentes valeurs de FDP (en changeant les valeurs de FWHM). (B) évaluation de la robustesse des approches 
de correction d’EVP considérées à une éventuelle erreur de recalage entre les images anatomique et fonctionnelle 
(mouvement de translation jusqu’à 2 voxels, mouvements de rotation jusqu’à 5° et mise à l’échelle inadéquate de l’image 
anatomique figure 4.5-(C)-(1) : pourcentage d’erreur de recouvrement d’intensité (moyenne ± écart type) obtenue pour 
chaque sphère pour différentes configurations. 
Images simulées 
Les figures 4.10-(A) montrent les résultats obtenus pour l’image TEP cérébrale 18F-FDG simulée. 
Comme on peut le voir sur ces images, tous les détails IRM sont incorporés dans l’image TEP corrigée 
par la méthode MMA 2D global (figure 4.10-(A)-(2)), entrainant des artefacts tels que l’incorporation 
du crane, tandis que l’image corrigée par l’analyse 3D locale (figure 4.10-(A)-(2)) est libre de tels 
artefacts. Une évaluation quantitative en utilisant un profil de la région frontale est présenté en figure 
4.10-(B), montrant une récupération de contraste supérieure avec l’approche locale. A la fois la 
substance blanche et la substance grise sont mieux délimitées et les valeurs extrêmes aux bords du 
profil, provenant de l’incorporation d’artefacts à cause des os dans le cas de l’approche 2D globale, 
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sont supprimées avec l’approche locale. Ces points sont en accord avec l’aspect visuel des images 
corrigées en figure 4.10-(A). L’évaluation quantitative a été effectuée en utilisant une quantification 
par RDI et une comparaison avec les valeurs de l’image vérité terrain (figure 4.10-(C)) pour 
différentes régions du cerveau (figure 4.10-(C)-(4)). Dans certaines régions telles que l’amygdale, le 
cervelet ou le thalamus, l’approche globale corrige correctement les intensités. Cependant, dans 
d’autres régions telles que le frontal ou la région hippocampique par exemple, elle entraine 
respectivement une sur ou sous estimation de la fixation. D’un autre côté, l’approche locale (figure 
4.10-(C)-(3)) entraine une correction locale d’EVP spécifique à chaque partie de l’image fonctionnelle 
de telle sorte que chaque fixation dans les RDI soit récupérée correctement. 
 
Figure 4. 10 :  (A) images TEP (1) d’origine et corrigées des EVP par MMA (2) 2D globale et (3) 3D locale pour le jeu de 
données simulées TEP  18F-FDG / IRM pondéré T1 (figure 4.6(A)). (B) Profils passant par le cortex frontal. (C) 
Comparaison de la quantification dans différentes RDI par rapport aux valeurs vraies (moyenne ± écart type): (1) image 
simulée, images corrigées des EVP par (2) MMA 2D global, (3) MMA 3D local. Les lignes magenta représentent les activités 
vraies et les lignes continues noires l’interpolation linéaire des valeurs mesurées. (4) IRM pondéré T1 avec l’image vérité 
terrain segmentée associée utilisée pour la quantification RDI (région frontale en rouge) et liste des différentes RDI et 
concentrations d’activité vraies associées. 
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Les seconds résultats concernent des images simulées de cerveaux (figure 4.11). La figure 4.11-(A) 
démontre visuellement l’amélioration entre les approches MMA globales et locales. L’approche MMA 
2D globale (figure 4.11-(A)-(2)) introduit un certain nombre d’artefacts dans les régions corticales où 
les détails IRM non présents dans l’image TEP d’origine. D’un autre côté, l’approche MMA 3D locale 
(figure 4.11-(A)-(3)) entraine une correction plus précise, spécifiquement au niveau du striatum pour 
lequel il n’y a pas de correction observée avec la méthode MMA standard. Ces résultats qualitatifs 
sont confirmés par l’évaluation quantitative par mesures dans des RDI et comparaison avec les valeurs 
d’activité vraie associée aux volumes anatomiques labélisés de l’image IRM T1 (figure 4.11-(B)-(4)). 
Ce jeu de données représente un cas typique pour lequel il n’y a pas de corrélation globale entre les 
images anatomiques et fonctionnelles.  
 
 
Figure 4. 11 :  (A) images TEP (1) d’origine et corrigées des EVP par MMA (2) 2D globale et (3) 3D locale pour le jeu de 
données simulées TEP 18F-Dopa / IRM pondéré T1 (figure 4.6(B)).  (B)  Comparaison de la quantification dans différentes 
RDI par rapport aux valeurs vraies (moyenne ± écart type): (1) image simulée, images corrigées des EVP par (2) MMA 2D 
global, (3) MMA 3D local. Les lignes magenta représentent les activités vraies et les lignes continues noires l’interpolation 
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linéaire des valeurs mesurées. (4) IRM pondéré T1 avec l’image vérité terrain segmentée associée utilisée pour la 
quantification RDI (striatum en rouge) et liste des différentes RDI et concentrations d’activité vraies associées. 
Les résultats présentés en figure 4.11-(B)-(2) et 4.11-(B)-(3) montrent que le MMA 2D global échoue 
dans la récupération d’intensité dans le striatum tandis que le MMA 3D local entraine une correction 
plus précise dans les différentes régions. Par exemple, la récupération dans le putamen est de 94.8% ± 
17.4% pour l’approche 3D locale et de seulement 70.1% ± 11.3% pour l’approche 2D globale. Il se 
passe la même chose pour le cervelet avec une récupération de la fixation de 90.4% ± 34.5% par le 3D 
local et de 77.1% ± 35.2% par le 2D global 
4.3 Résultats cliniques 
4.3.1 Jeu de données 
L’algorithme a finalement été évalué sur des images cliniques. La première (figure 4.12-(A)) consiste 
en une image TEP FDG de cerveau (Philips GEMINI deux coupes TEP/TDM) et une image IRM T1 
(GE 1.5T) améliorée par l’injection de gadolinium (agent de contraste). L’IRM contient un hyper 
signal dans le lobe occipital gauche et le cingulum postérieur dû à l’injection de gadolinium. L’image 
TEP est reconstruite en utilisant l’algorithme RAMLA 3D (2 itérations, paramètre de relaxation de 
0.05 et FWHM 3D Gaussienne de 5 mm en post-filtrage) avec une correction d’atténuation basée sur 
le TDM. La dimension de l’image est 128×128×64  avec des voxels de taille 1.41x1.41x2 mm3. 
L’image IRM fait quant à elle 512x512x160 (voxels de 0.47x0.47x1 mm3). Les images TEP et IRM 
ont été recalées spatialement par maximisation de l’information mutuelle et en utilisant des 
transformations affines (MIPAV software, Center for Information Technology (CIT National Institutes 
of Health (NIH)). L’évaluation qualitative a été effectuée en utilisant des profils passant par les 
régions frontales et temporo occipitales. La précision quantitative a été évaluée par une quantification 
de la matière blanche et grise (activité moyenne et variance) avant et après correction des EVP en 
utilisant une segmentation automatique de l’image IRM par une approche de morphométrie basée sur 
le voxel utilisable via le logiciel SPM (Ashburner 2000). 
 
Le second jeu de données est un corps entier 18F-FDG-TEP/TDM (figure 4.12-(B)) d’un patient 
atteint de cancer du poumon (GE Discovery STE 4 coupes TEP/TDM), acquis 55 minutes après 
injection de 355 MBq (CT: 80mA, 140kVp, PET: 3mins per axial field of view). Les images TEP ont 
été reconstruites en utilisant l’algorithme OSEM (2 itérations, 28 subsets) avec une correction 
d’atténuation basée sur l’imagerie TDM et des voxels de 4.68x4.68x3.27mm3 et une taille d’image de 
128x128x47. Une segmentation manuelle des régions sphériques centrées sur une lésion (RDIlésion) et 
dans les poumons (RDIpoumons) a été utilisée pour l’évaluation quantitative. Une RDI supplémentaire 
dans la région spinale (RDIos) a été utilisée afin d’évaluer la capacité de l’algorithme de correction 
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d’EVP à rejeter les structures non corrélées telles que les os dans l’imagerie TDM qui ne sont pas 
présents dans les images TEP FDG. 
Finalement, un test a été effectué sur le jeu de données précédentes afin de mesurer la précision du 
recouvrement de la résolution dans un cas clinique. Comme il est difficile d’évaluer un cas clinique 
dans la mesure où nous ne disposons pas de vérité terrain, nous générons le résidu Lq+p+1 à partir de 
l’image TEP d’origine Lq+p, correspondant à la première échelle de la décomposition en ondelettes et 
nous appliquons la correction des EVP par MMA 3D locale sur cette image dégradée de façon a 
récupérer l’image initiale, connue, Lq+p. Il est ainsi possible de comparer qualitativement et 
quantitativement les résolutions entre l’image initiale et celle récupérée afin d’obtenir une validation 
d’un point de vue clinique. 
 
Figure 4. 12 : 2 jeux de données cliniques : (A) images cérébrales TEP 18F-FDG / IRM pondérée T1 avec injection de 
produit de contraste (gadolinium) et (B) images corps entier TEP 18F-FDG / TDM. 
4.3.2 Résultats obtenus 
Dans le premier jeu de données cliniques (figure 4.12-(A)) malgré la bonne corrélation entre les 
images TEP FDG et IRM T1 en considérant les matières grises et blanches, des structures non 
corrélées existent, telles que la peau et l’augmentation du signal par le gadolinium dans l’image IRM. 
Ces structures caractéristiques de l’IRM qui ne correspondent pas à une fixation FDG, sont introduites 
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dans l’image corrigée par le processus 2D global, tandis que l’approche 3D locale supprime ces détails 
non corrélés, amenant à une correction d’EVP plus fiable comme le montre la figure 4.13-(A). De 
plus,  la nouvelle approche améliore la récupération de contraste comme le montre les profils figure 
4.13-(B). De plus, en utilisant le logiciel SPM pour la segmentation de la substance blanche et grise à 
partir de l’image IRM, nous obtenons des résultats quantitatifs pour la comparaison des deux 
méthodologies. Le MMA 2D global entraine un écart type plus grand dû à l’incorporation de détails 
additionnels non corrélés, avec une variation de l’intensité moyenne (comparée à l’image TEP initiale) 
dans la matière blanche et grise de -0.8% ± 28.6% et 3% ± 19.7% respectivement. En comparaison, 
des variations plus grandes d’intensité moyenne et plus faible d’écart type sont obtenues avec la 
nouvelle approche : 3.5% ± 11% dans la matière blanche et 10.2% ± 9.8% dans la matière grise. 
  
Figure 4. 13 :  (A) images cliniques de cerveau (1) d’origine et corrigées des EVP par MMA (2) 2D globale et (3) 3D locale. 
(B) profils résultats passant par les régions frontale et occipitale pour respectivement l’image d’origine et les images 
corrigées par les deux approches. 
Pour l’image TEP/TDM 18F-FDG corps entier d’un patient atteint d’un cancer des poumons a 
finalement été considéré pour évaluer le potentiel de la nouvelle approche pour les applications 
oncologiques. La figure 4.14 contient les résultats de correction en utilisant les deux approches 
démontrant l’incorporation de certains artefacts locaux (tels que la colonne vertébrale) avec l’approche 
globale (figure 4.14-(2) tandis que le nouveau modèle évite ce genre de problème (figure 4.14-(3)). 
D’un point de vue quantitatif, la variation de fixation de 22% ± 33.4%  dans cette région a été obtenue 




Le tableau 4.1 contient les résultats de l’analyse quantitative en utilisant des RDI placées dans la 
tumeur et dans les poumons montrant une augmentation du ratio lésion sur poumons de 32.4% avec 
l’approche globale et de 52.6% avec la nouvelle méthodologie. De plus, une variation de la 
concentration d’activité dans les poumons de 28.3% a été mesurée, tandis que le nouveau modèle 
mène à une variation plus faible de seulement 2.7% due au fait qu’il ignore les structures anatomiques 
dans les poumons sans fixation de FDG correspondant en TEP. 
  
Figure 4. 14 : (A) images cliniques corps entier (1) d’origine et corrigées des EVP par MMA (2) 2D globale et (3) 3D locale. 
Activité (kBq/ml) RDI poumons RDI lésion RDI os 
TEP originale 7.3  0.5 44.4  6.8 26.0  2.3 
MMA 2D globale 6.4  1.3 51.4  8.1 33.4  8.7 
MMA 3D locale 6.9  0.6 64.1  9.5 26.7  3.1 
Tableau 4. 1 : quantification dans différentes RDI (moyenne ± écart type en kBq/ml) pour l’image clinique corps entier 
(image d’origine et images corrigées par les approches 2D globale et 3D locale). 
Finalement, le jeu de données corps entier précédent a été traité une fois de plus de manière différente 
afin de contourner le fait que nous ne connaissons pas la vérité terrain (image TEP corrigée des EVP). 
La figure 4.15 contient les résultats de correction en utilisant l’approche MMA 3D locale sur le résidu 
(première échelle de la décomposition en ondelettes) de l’image TEP initiale pour voir si nous 
pouvons récupérer l’image TEP originale avec la même résolution spatiale en utilisant l’information 
anatomique. Nous ne traitons que le premier niveau dû au fait que nous commençons cette analyse 
avec une image TEP qui est de faible résolution. Au lieu des 5mm environ pour la FWHM de la TEP à 
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la résolution Lq+p nous devons considérer une image Lq+p+1 de FWHM d’environ le double et l’échelle 
suivante l’image Lq+p+2 aura une résolution 4 fois plus faible (FWHM d’environ 20 mm) et presque 
tous les détails de cette image auront disparu. La figure 4.15-(A)-(3) illustre le résultat obtenu après 
correction du résidu Lq+p+1 (figure 4.15-(A)-(2)) corrigé des EVP par l’approche 3D locale. Il peut être 
visuellement comparé avec l’image TEP initiale (figure 4.15-(A)-(1)). Comme la correction utilise 
l’information anatomique pour récupérer la résolution, nous pouvons noter quelques différences (dans 
la zone de la lésion par exemple, ou concernant le niveau de bruit) dues au fait qu’à ce niveau de 
résolution l’image anatomique contient plus d’information (la forme de la lésion par exemple) et que 
nous avons perdu les détails de la partie de plus haute résolution en TEP avec une grande part de bruit 
(détails wq+p+1) en procédant directement au premier niveau d’échelle. 
 
Figure 4. 15 : évaluation de la récupération de l’image initiale TEP (du jeu de données corps entier (figure 4.12(B)) en 
utilisant l’approche MMA 3D locale sur le résidu premier échelle de la décomposition en ondelette. (A) (1) L’image TEP 
d’origine, (2) le résidu à la première échelle de la décomposition en ondelettes et (3) le résidu corrigé des EVP. (B) Profils 
transverse pour respectivement l’image corps entier d’origine et le résidu corrigé des EVP. 
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La figure 4.15-(B) représente une comparaison quantitative par des profils et l’on peut voir que celui 
correspondant à l’image récupérée est très proche du profil de vérité terrain (image TEP initiale). Une 
quantification par RDI (moyenne ± écart type) indique une variation d’activité (entre l’image d’origine 
et celle récupérée) de respectivement 0.9% ± 1.7% dans les poumons,  0.3% ± 12.1% dans la lésion et 
1.1% ± 9.2% dans la région de la colonne vertébrale. 
4.4 Résumé concernant l’approche MMA 3D locale 
Comme nous avons pu le constater dans ce chapitre, l’approche multi-résolution multi-modalité 3D 
locale basée sur l’imagerie anatomique (TDM ou IRM) permet de compenser des EVP en ne 
nécessitant que la connaissance de la FDP. L’approche proposée a été validée pour des données 
synthétiques, simulées mais également cliniques. Les artefacts et biais quantitatifs générés par 
l’approche 2D globale initiale ne sont plus présents avec la méthode proposée. Les images de 
tomographie d’émission générées présentent une résolution supérieure dans les zones corrélées avec 






Evaluation des approches de régularisation 




Nous présentons à présent les résultats relatifs à l’approche de déconvolution et plus précisément à 
l’étape de régularisation jouant un rôle majeur dans ce type de méthodologie. Nous présentons tout 
d’abord les jeux de données utilisés ainsi que le protocole d’évaluation avant de poursuivre avec les 
résultats obtenus pour l’algorithme de débruitage couplant ondelettes et curvelets présenté au 
paragraphe 3.3.3. 
5.1 Jeux de données et protocole d’évaluation 
La nouvelle approche de débruitage a été testée et comparée avec l’approche de débruitage par 
ondelettes seules et par filtrage. Dans cette étude, cette dernière a été implémentée comme la 
convolution de l’image par un filtre Gaussien isotropique de FWHM égale à 1.5 fois la résolution 
spatiale des images. Les tests ont été effectués sur une série d’images simulées et cliniques dans les 
domaines de la neurologie et de l’oncologie. 
5.1.1 Images simulées 
Les performances de l’algorithme de débruitage ont tout d’abord été évaluées en utilisant une 
simulation précise d’un fantôme (cylindre) rempli de FDG. Les images consistaient en une version 
numérique simplifiée du fantôme IEC (Jordan 1990) (cylindre de diamètre 20 cm, et de longueur 20 
cm) contenant 6 sphères avec différents diamètres (respectivement 10, 13, 17, 22, 28 et 37mm). 
Différentes versions numériques ont été générées: un jeu de 64 coupes contigües de 64x64 pixels de 
4x4 mm et un jeu de 128 coupes de 128x128 pixels de 2x2 mm. Des acquisitions avec le scanner TEP 
Allegro Philips ont été simulées par Monte Carlo en utilisant une modèle du scanner valide sur GATE 
(Lamare 2006). 
 
Un total de respectivement 20, 40 et 60 millions de coïncidences ont été simulées en considérant un 
ratio de concentration d’activité de 4 pour 1 et de 8 pour 1 respectivement. Les images ont été 
reconstruites en utilisant l’algorithme OPLEM (Reader 2002) (avec 7 itérations et 1 subset) et 
corrigées en utilisant les cartes de correction d’atténuation données par GATE. 
 
Deux différentes configurations sont illustrées en figure 5.1 : 2mm, 60 millions de coïncidences, ratio 




Figure 5. 1 : deux configurations d’images fantôme simulées : (1) 2mm, 60 millions de coïncidences, ratio 8:1 et (2) 4mm, 20 
millions de coïncidences, ratio 4:1 
Le second jeu de données simulées consiste en une série d’images TEP [18F]Dopa produites par le 
simulateur SORTEO (Reilhac 2005). Les images font 181x217x181 voxels de dimension 1x1x1 mm3 
et correspondant à un mode d’acquisition 3D dynamique d’un modèle de cerveau de patient. Le 
protocole consiste en 27 images de 600 secondes chacune. Les données d’émission sont normalisées, 
calibrés et corrigées du diffusé, de l’aléatoire, de l’atténuation, du temps mort, ainsi que de la 
décroissance d’activité du radioélément. Les données sont finalement reconstruites en utilisant 
l’algorithme de rétroprojection filtrée 3D avec un filtre de Hanning et une fréquence de coupure de 0.3 
mm-1. Les performances qualitatives et quantitatives peuvent être évaluées en utilisant la comparaison 
avec l’activité vraie dans différentes RDI du cerveau. Plusieurs coupes d’une des 27 images sont 
illustrées en figure 5.2 (volume numéro 27). 
 
Figure 5. 2 : 4 coupes du volume cérébral 27 des données dynamiques TEP [18F]Dopa simulées par SORTEO 
Le jeu de données suivant consiste en une simulation corps entier TEP [18F]FDG (illustration figure 
5.3) effectuée en utilisant la plateforme SORTEO et incorporant une variabilité spécifique à chaque 
patient (vérité terrain basée sur des données TEP/TDM cliniques de patients en oncologie) (Le Maitre  
2009). Les tests ont été effectués sur une série de 7 jeux de données différents (incluant des volumes 
avec différentes qualités statistiques) avec insertion de lésions parfaitement contrôlée et de fixation 
calibrée. Le jeu de données s’appuie sur un modèle complexe de patient au [18F]FDG basé sur le 
fantôme NCAT, ce dernier étant adapté aux acquisitions TDM de chaque patient tandis les 
acquisitions TEP correspondantes ont été utilisées pour dériver la distribution d’activité de chaque 
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organe d’intérêt. Des formes de tumeurs réalistes avec des distributions d’activité homogènes ou 
hétérogènes ont été modélisées en se basant sur la segmentation des volumes TEP tumoraux et ensuite 
incorporés  dans les modèles spécifiques à chaque patient. Finalement, la respiration de mouvement a 
aussi été modélisée et incluse dans le processus. Les données brutes ont été corrigées pour tous les 
effets comme en routine clinique (normalisation, temps mort, décroissance radioactive, diffusé, et 
aléatoire en utilisant une approche de fenêtre de coïncidence décalée). Les données d’émission ont été 
corrigées de l’atténuation en utilisant une approche alternative similaire à l’utilisation des images 
TDM. Les cartes d’atténuation NCAT spécifiques au patient ont été filtrées afin de correspondre à la 
résolution des images TEP et ensuite projetées (forward projected) afin de dériver les facteurs de 
correction utilisés pour la correction d’atténuation. Les images ont été reconstruites avec l’algorithme 
AW-OSEM 3D (Reillac 2005). Le nombre de subsets et d’itérations utilisé en clinique a été utilisé 
pour la reconstruction des images simulées. Finalement, les images ont été post-traitées par 
l’utilisation d’un filtre Gaussien isotropique de 8mm. Les images reconstruites font 128x128x323 
(voxels de 5x5x2.425 mm3). Différents niveaux de bruit ont été considérés en utilisant différents temps 
d’acquisition. Les images acquises de durée entre 7 à 14 minutes entrainant par exemple des 
diminutions d’écart type de 24 et 23% pour respectivement le foie et les poumons tandis que les 
concentrations d’activité moyenne restent inchangées (±1%). 
 
Figure 5. 3 : coupes d’une image simulée corps entier par SORTEO 
5.1.2 Images cliniques 
Le nouvel algorithme a aussi été testé sur 13 images cliniques FDG corps entier de patients sous suivi 
oncologique (illustration figure 5.4 pour un patient). Les images ont été acquises avec le scanner 
Philips GEMINI GXL TEP/TDM (7 patients) avec en moyenne un début d’acquisition à 54 min post-
injection de 380 MBq avec 3 minutes par position de lit. D’autres images ont également été acquises 
par le scanner GE Discovery LS (GE Healthcare, UK) (6 patients) après l’injection en moyenne de 
366 MBq et une acquisition de 5 minutes par position de lit. Les lésions ont été localisées dans les 
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poumons et/ou dans l’abdomen. Les images des patients acquises avec les systèmes Philips et GE ont 
été reconstruites en utilisant des paramètres optimisés pour les algorithmes RAMLA 3D (Visvikis 
2004(b)) et OSEM (2 itérations, 28 subsets, 4.3x4.3x4.25mm3 voxels) respectivement. Les cartes 
TDM ont été utilisées pour la correction d’atténuation. 
 
Figure 5. 4 : coupes d’une image corps entier clinique [18F]FDG 
Les images ont été analysées quantitativement en calculant avant et après l’étape de débruitage 
l’intensité au sein de RDI manuelles dans des structures bien identifiées ou dans des régions larges 
homogènes (telles que les poumons (RDI de 0.8dm3 en moyenne) ou le foie (RDI de 0.9dm3en 
moyenne) pour les images de corps entier). Pour les RDI larges, le bruit est défini comme l’écart type 
(SD de l’anglais « standard deviation ») de la mesure d’intensité des voxels. Pour les petites 
structures/lésions identifiées, on considère le SNR (Webb 2003) dans des RDI les entourant via la 
formule suivante : 
 
      (5.1) 
     
De plus, pour évaluer l’effet de perte de résolution, nous avons utilisé des profils passant par divers 
régions. Nous avons aussi calculé le contraste moyen le long de profils d’intensité passant par le bord 
de tissus dans le but d’évaluer la quantité de lissage introduit dans les images débruitées. Pour chaque 




     (5.2) 
 
où  et  sont les valeurs de deux pixels adjacents le long de la pente du profil. Le contraste local a 
été calculé pour chaque pixel de la pente et le contraste moyen comme la moyenne de ces valeurs. 




La méthodologie combinée proposée dans les paragraphes précédents a été implémentée en 
programmation C++ sur un PC Pentium 4, monocore, 2 Go de mémoire. En termes de temps de calcul, 
la technique requiert moins de 5 minutes pour débruiter une image de tomographie d’émission de 
128x128x128. L’implémentation de la transformée de curvelet discrète 3D est basée sur la librairie 
C++ curvelab (Ying 2005(b)). 
5.2 Résultats pour le débruitage par Ondelettes/Curvelet  
5.2.1 Images simulées 
Les résultats concernant la simulation du fantôme IEC (figure 5.1) sont illustrées en figure 5.5 pour les 
cas 2 mm, 60 millions de coïncidences, ratio 8:1 et 4 mm, 40 millions de coïncidences, ratio 4 :1 et ce 
avant et après débruitage par les 3 approches décrites précédemment (Gaussienne, ondelettes et 
ondelettes/curvelet combinées). Comme on peut le voir sur la figure, l’application de l’algorithme 
combiné n’entraine pas de perte de résolution visible contrairement aux approches en ondelettes seules 
et gaussienne. 
 
Des profils aux bords des sphères (illustrés en figure 5.6 pour les 2 configurations) nous permettent 
d’estimer la perte locale de contraste induite par les processus de débruitage. De façon générale, le 
seul profil montrant une perte significative d’intensité et des contours flous est celui correspondant au 
filtrage gaussien. Les deux autres approches donnent des profils correspondant approximativement à 
celui de l’image d’origine où le débruitage en ondelette entraine une perte de résolution. 
 
Figure 5. 5 : images d’origine (1) et résultat de débruitage par (2) filtrage gaussien, (3) ondelettes et (4) algorithme 
ondelettes/curvelet proposé pour les deux configurations différentes d’images fantômes simulées de la figure 5.1 : (A) 2mm, 





Figure 5. 6 : profils sur les images simulées d’origine, filtrées par gaussienne et débruitées par ondelettes et 
ondelettes/curvelets couplées pour les configurations de la figure 5.1 : (1) 2mm, 60 millions de coïncidences, ratio 8:1 et (2) 
4mm, 20 millions de coïncidences, ratio 4:1 
Le contraste moyen aux bords calculé sur ces profils est indiqué en dans le tableau 5.1. L’approche 
combinée entraine les meilleurs résultats tandis que le filtrage Gaussien, comme attendu génère les 
plus mauvais. 
Gaussienne Ondelettes Ondelettes/Curvelets 
37mm 20.6 2.2 2.0 
22mm 15.4 3.3 2.1 
10mm 40.1 1.7 1.6 
Tableau 5. 1 : diminution de contraste aux bords des 3 sphères pour la simulation du fantôme IEC (valeur moyenne pour 
toutes les configurations en %) 
L’étude quantitative effectuée sur cette image simulée est indiquée en figures 5.7, 5.8 et 5.9. 
 
La réduction du bruit a été mesurée comme le pourcentage de réduction de l’écart type dans une 
région carrée (28x28 pixels et 14x14 pixels pour respectivement les voxels de 2mm et 4mm) placée au 
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centre de chacune des coupes du cylindre. La réduction du SD due au débruitage est illustrée en figure 
5.7. Elle était de 49.1% (maximum 67.1%; minimum 33.8%) pour l’approche combinée comparée à 
50.0% (maximum 68.5%; minimum 35.0%) pour l’approche en ondelettes seules et 68.2% (maximum 
80.7%; minimum 53.5%) pour l’approche par filtrage gaussien.  
 
 
Figure 5. 7 : mesures de réduction du bruit comme le pourcentage de réduction de l’écart type pour les configurations avec 
des voxels de taille (1) 2mm et (2) 4mm 
On peut aussi voir que le SNR (figure 5.8) dans les sphères de diamètre 37mm, 28mm, 22mm et 17 
mm n’a pas été modifié pour les approches par ondelettes seules ou approche couplée contrairement 
au filtrage gaussien. Seules les plus petites sphères (10mm et 13 mm de diamètre) ont été affectées 
dans certaines des configurations par chacune des approches.  Dans le fond (i.e. en dehors des 
sphères), toutes les méthodologies entrainent une augmentation significative du SNR. Cependant, ces 
résultats doivent être analysés en gardant à l’esprit les aspects quantitatifs suivants : l’approche 
gaussienne altère de façon significative la moyenne d’intensité dans la plupart des RDI évaluées. 
Même si les performances en termes de débruitage apparaissent satisfaisantes pour ces 3 approches, la 
diminution significative de l’intensité observée en même temps reste un problème majeur, car une 
technique de débruitage ne doit pas altérer la valeur moyenne (surtout en tomographie d’émission où 
l’aspect quantitatif joue un rôle essentiel). Cet aspect est illustré Fig. 5.9 et on peut voir que 







Figure 5. 8 : SNR pour les images d’origine, filtrées par gaussienne et débruitées par approche ondelettes et 
ondelettes/curvelets pour les configurations (1) 2mm, 60 millions, 8 :1 et (2) 4mm, 20 millions, 4:1. 
 
 
Figure 5. 9 : % de diminution d’intensité dans les différentes sphères pour les deux configurations considérées : (1) 2mm, 60 
millions, 8 :1 et (2) 4mm, 20 millions, 4 :1 
Les images d’origines et résultats pour la simulation du cerveau sont illustrées en Fig. 5.10 pour le 




Figure 5. 10 : (1) image simulée d’origine et images débruitées par (2) filtrage gaussien, (3) ondelettes et (4) 
ondelettes/curvelets couplées pour le volume 27 de la série TEP dynamique. 
Comme on peut le voir, l’application de l’algorithme combiné n’entraîne pas de perte de résolution 
visible contrairement aux 2 autres méthodologies. 
 
Des profils tracés sur les volumes 27 sont illustrés en figure 5.11. D’un point de vue général, on peut 
voir une perte significative d’intensité et de contraste pour la courbe correspondant à l’approche de 
filtrage Gaussien. Les deux autres méthodologies donnent des résultats similaires et respectent le profil 
de l’image d’origine. Cependant, si on se concentre sur différentes parties des profils par ondelettes et 
approche combinée, on peut voir que la perte de résolution est plus faible avec la seconde approche. 
 
La perte moyenne de contraste calculée pour les mêmes profils (passant par le striatum) appliqués à 
chaque image de l’acquisition dynamique est d’environ 21.5%, 5.5% et 3.4% pour respectivement le 
filtrage gaussien, les ondelettes et l’approche combinée. La dernière approche génère le meilleur 




Les résultats quantitatifs obtenus pour cette image simulée sont illustrés en figure 5.12, 5.13 et 5.14. 
La réduction de bruit a été mesurée comme le pourcentage de réduction du SD dans différentes régions 
homogènes larges (frontal, occipital et cervelet) pour chacune des images de l’acquisition dynamique. 
La figure 5.12 illustre la diminution de SD pour l’image dynamique 27 ainsi que la diminution 
moyenne de SD pour toutes les images dynamiques. On peut noter que les méthodologies par 
ondelettes et combinées entraîne approximativement les même résultats en terme de moyenne et 
d’écart type de la diminution de SD avec des valeurs allant de 2 à 20% de réduction en fonction du 
niveau de bruit au sein de l’image et de la RDI concernée. La même observation peut être faite 
concernant l’investigation de l’augmentation du SNR dans différentes RDI (caudé, putamen, frontal, 
occipital et cervelet), illustré en figure 5.13 avec des valeurs allant jusqu’à 11% pour les deux 
approches. L’approche par gaussienne donne les meilleurs résultats (de 7.5% à 38% de réduction du 
SD figure 5.12) et jusqu’à 29% pour l’augmentation du SNR (figure 5.13) mais en altérant la valeur 
moyenne d’intensité dans le plupart des RDI analysées comme illustré en figure 5.14 contrairement à 
l’approche par ondelettes seules et à l’approche couplée. Cette dernière illustre le fait qu’une approche 
combinant les ondelettes et les curvelets n’altère pas les valeurs de l’image d’origine. 
 
Figure 5. 11 : (1) Profils sur le volume 27 de la série dynamique simulée cerveau SORTEO. (2) Deux zooms correspondant 




Figure 5. 12 : (1) réduction de bruit mesurée comme le pourcentage de réduction du SD dans différentes régions homogènes 
pour un volume dynamique et (2) moyenne de la diminution du SD pour tous les volumes dynamiques. Les barres d’erreurs 
représentent l’écart-type de la diminution du SD pour tous les volumes dynamiques. 
 
Figure 5. 13 : (1) augmentation de SNR par les différentes méthodologies et pour différentes RDI, pour une des images 
dynamiques et (2) moyenne d’augmentation pour les différents volumes. Les barres d’erreurs représentent les écart-types de 




Figure 5. 14 : comparaison des valeurs après débruitage avec les valeurs vérité terrain pour différentes RDI. Les droites 
représentent des interpolations linéaires. 
Les images obtenues pour la simulation corps entier sont illustrés en figures 5.15 pour un des jeux de 
données (temps d’acquisition de 14 min) avant et après débruitage. On peut noter que l’apparence 
qualitative de l’image n’est pas dégradée par l’approche couplée et que le débruitage a le même effet 
pour les tissus de forte comme de faible fixation de telle sorte que l’image traitée garde une 
homogénéité globale. On ne note pas visuellement de perte de résolution importante contrairement aux 
approches par ondelettes seules et par gaussienne. 
 































Des profils sont illustrés en figure 5.16 et permettent d’estimer la perte locale de contraste induite par 
le processus de débruitage. Une fois de plus, on peut noter que l’approche couplée respect le contraste 
de l’image d’origine contrairement aux approches par ondelettes seules et par gaussienne. La 
diminution de contraste moyenne calculée pour un même profil transverse (passant par le foie) 
appliqué à chaque image du jeu de données est d’environ 9.4%, 3.1% et 1.4% pour respectivement 
l’approche Gaussienne, les ondelettes et l’approche couplée. Cette dernière entraine les meilleurs 
résultats tandis que l’approche par gaussienne entraine comme attendu la plus grande perte. 
 
Figure 5. 16 : profils (1) coronal et (2) transverse sur une image simulée corps entier d’origine, filtrée par gaussienne et 
débruitée par les approches en ondelettes seules et ondelettes/curvelets couplées. 
Les résultats quantitatifs obtenus sont illustrés en figures 5.17, 5.18 et 5.19 pour les images illustrés en 
figure 5.15 ainsi que pour l’ensemble des jeux de données (moyenne de la diminution de SD). 
 
La réduction du bruit a été mesurée comme le pourcentage de réduction du SD dans différentes 
régions larges homogènes (cœur, reins, foie et poumons). Les méthodologies par ondelettes seules et 
couplées entrainent environ les mêmes résultats en terme de moyenne et d’écart type de la diminution 
de SD (voir figure 5.17) avec des valeurs allant jusqu’à 30% de réduction dépendant du niveau de 
bruit au sein des images et des RDI concernés. La même conclusion est observée figure 5.18 en ce qui 
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concerne l’augmentation de SNR évaluée dans différentes RDI (lésion, cœur, reins, foie, poumons) 
avec des valeurs allant jusqu’à 26% pour les deux approches. L’approche gaussienne entraine une fois 
de plus les meilleurs résultats pour différentes RDI mais altère l’intensité moyenne comme montré en 
figure 5.19, contrairement à l’approche par ondelettes seules et combinées. On peut voir sur ces 
figures que l’approche combinée tend à garder la valeur originale de l’image initiale.  
 
Figure 5. 17 : mesures de la diminution du bruit (SD) dans différentes régions homogènes pour (1) un patient donné et (2) 
moyenne de la diminution de SD pour l’ensemble des patients. Les barres d’erreurs représentent l’écart-type de la 
diminution du bruit (SD) pour l’ensemble des patients. 
 
Figure 5. 18 : mesure de l’augmentation du SNR dans différentes régions homogènes pour (1) un patient donné et (2) 
moyenne de l’augmentation de SNR pour l’ensemble des patients. Les barres d’erreurs représentent l’écart-type de 




Figure 5. 19 : mesure de la variation de la valeur moyenne pour différentes RDI pour (1) un patient donné et (2) moyenne de 
la variation de la valeur moyenne pour l’ensemble des patients. Les barres d’erreurs représentent l’écart-type de la variation 
de la valeur moyenne pour l’ensemble des patients. 
5.2.2 Images cliniques 
Les données suivantes illustrent les résultats pour les 13 images [18F]FDG corps entiers cliniques.  
 




Un exemple d’image est donné en figure 5.20 avant et après débruitage par les approches proposes. 
Qualitativement, les images apparaissent comme étant effectivement débruitées quelque soit la 
méthode utilisée.  
 
Un profil en figure 5.21 illustre le fait que les approches par ondelettes seule et gaussienne tendent à 
entrainer une perte d’intensité et de contraste contrairement à la méthodologie combinant ondelettes et 
curvelets. 
 
Figure 5. 21 : profil sur une image clinique corps entier pour les différents débruitages considérés 
En ce qui concerne l’analyse quantitative (figures 5.22 à 5.24), la plus petite diminution de l’intensité 
moyenne est obtenue avec les deux approches utilisant les ondelettes. On peut noter par exemple que 
pour les petites lésions l’approche par gaussienne diminue l’intensité moyenne contrairement aux deux 
autres méthodologies et que pour les autres régions telles que les poumons le cœur ou le foie, 
l’approche combinée donne les meilleurs résultats. 
 
La réduction de bruit dans les grandes régions homogènes au sein des tissus (poumons, foie et cœur) 
est illustrée en figure 5.22. Le débruitage est significatif dans la mesure où il atteint environ 12% ± 4% 
pour la nouvelle approche avec une valeur minimale de 2% et une valeur maximale de 16%. 
L’augmentation du SNR après débruitage dans les RDI données en figure 5.23. Comme pour les autres 
jeux de données de l’étude, on peut voir que le SNR n’est pas augmenté pour les petites lésions avec 
les ondelettes et l’approche combinée, contrairement au débruitage par filtrage gaussien (qui entraine 
un débruitage plus important mais associé à une diminution de l’intensité moyenne dans de telles 
régions). L’augmentation de SNR est efficace pour les ondelettes seules (augmentation moyenne de 
8.8% ± 3.4%) et l’approche couplée (moyenne de 7.1% ± 2.7%). Toutefois si la première technique 
surpasse la seconde c’est au prix d’une modification plus importante de l’intensité moyenne comme on 





Figure 5. 22 : variation de SD dans différentes RDI pour (1) une image et pour (2) l’ensemble des images considérées. Les 
barres d’erreurs représentent l’écart-type de la diminution du bruit (SD) pour l’ensemble des images considérées. 
 
Figure 5. 23 : variation du SNR dans différentes RDI pour (1) une image et pour (2) l’ensemble des images considérées. Les 





Figure 5. 24 : variation de la valeur moyenne dans différentes RDI pour (1) une image et pour (2) l’ensemble des images 
considérées. Les barres d’erreurs représentent l’écart-type de la variation de la valeur moyenne pour l’ensemble des images. 
5.3 Résumé de la partie amélioration des approches par 
déconvolution 
Nous avons pu souligner dans ce chapitre l’apport de la multi-résolution directionnelle (transformée en 
curvelets et algorithme couplé ondelettes/curvelets) en termes de représentation des images 
fonctionnelles et par conséquent de débruitage. Les propriétés des ondelettes et curvelets étant 
complémentaires (ondelettes adaptés pour les structures isotropiques et curvelets pour celles 
curvilignes) nous avons évalué un algorithme couplant ces deux transformées (présentées au 
paragraphe 3.3.3). Les résultats nous montrent qu’en terme de débruitage (évaluation du SNR et 
diminution du SD dans des régions homogènes) l’approche proposée est très proche de celle en 
ondelettes seules. Cependant, si l’on considère deux aspects également importants en débruitage, à 
savoir la conservation de la valeur moyenne et de la résolution, nous avons pu constater que 
l’approche en ondelettes seule peut dans certains cas entrainer une dégradation de l’image par la perte 
de structures d’intérêt. L’algorithme proposé est plus efficace présentant un niveau de débruitage 
relativement similaire à celui obtenu par les ondelettes seules tout en préservant les contours des 
structures (par récupération des structures d’intérêt perdues) et donc la résolution de l’image. Cette 
approche peut par conséquent être utilisée en remplacement du débruitage en ondelettes seules dans un 






Etude comparative entre approches post-





Un intérêt de plus en plus grand est porté aux approches de correction des EVP en clinique. Les 
constructeurs incorporent à présent des méthodologies de compensation des effets de résolution dans 
leurs systèmes (cf. paragraphe 2.6.2) comme à titre d’exemple une modélisation de la FDP lors de la 
phase de reconstruction des images en TEP ou des modèles plus complexes incorporant entre autre la 
FDP, le collimateur et l’atténuation en TEMP et ce pour chaque caméra. Nous évaluons ici ce type de 
correction, incorporées à la reconstruction et donc système dépendant avec une approche post-
reconstruction. Nous avons choisi la déconvolution pour cette dernière afin de s’affranchir de la 
nécessité de disposer d’une image anatomique pour la correction. Notre comparaison a porté sur des 
images fantômes et cliniques pour des acquisitions TEP/TDM et TEMP/TDM. 
6.1 Etude comparative en TEMP 
Dans cette étude, nous avons comparé le logiciel TEMP PHILIPS AstonishTM de compensation des 
effets de résolution comme méthode de minimisation des EVP incorporés à la reconstruction avec 
l’algorithme de correction des EVP par déconvolution de Lucy-Richardson incorporant notre 
méthodologie de débruitage couplant ondelettes et curvelets. Ces deux méthodologies ont été 
éprouvées sur des acquisitions fantômes et cliniques TEMP/TDM au 99mTc. 
6.1.1 Le logiciel AstonishTM comme algorithme de compensation des effets 
de résolution incorporé à la reconstruction 
Ce logiciel est disponible sur les caméras hybrides PHILIPS TEMP/TDM. Sa particularité est qu’il 
intègre un algorithme de reconstruction tenant compte de la résolution spatiale de la caméra (principe 
présenté au paragraphe 2.6.2). Il se base sur un algorithme itératif 3D Ordered Subset Expectation 
Maximum (3D-OSEM) incorporant principalement une correction de la résolution, du diffusé et de 
l’atténuation. Son objectif est de supprimer les effets de flou par l’utilisation d’un modèle (de chaque 
caméra, collimateur et de la profondeur pour chaque angle d’acquisition) appliqué aux données 
acquises, durant le processus de reconstruction. L’implémentation des corrections de diffusé et 
d’atténuation nécessite la présence d’une carte d’atténuation basée sur l’imagerie anatomique TDM. 
6.1.2 Correction des EVP par déconvolution régularisée en post-
reconstruction 
Nous utilisons ici l’algorithme de Lucy-Richardson (présenté au paragraphe 3.3.2) incorporant une 
approche de débruitage du résidu à chaque itération comme élément de régularisation pour le contrôle 
de la propagation du bruit. Le débruitage est basé sur l’approche (présentée au paragraphe 3.3.3) 
couplant ondelettes et curvelets. Nous avons utilisé l’algorithme BiShrink (introduit au paragraphe 
3.3.3) comme débruitage en ondelettes et couplé ce dernier avec le débruitage en Curvelets (présenté 
au paragraphe 3.3.3). Le critère d’arrêt est ici basé sur l’erreur quadratique moyenne et on choisit un 
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seuil de 1% de variation. Les paramètres associés aux ondelettes et curvelets sont ceux par défauts 
indiqués au paragraphe 3.3.3. 
6.1.3 Analyse des images 
Les algorithmes PHILIPS AstonishTM et de déconvolution régularisée ont tout d’abord été comparés 
en se basant sur des images TEMP/TDM au 99mTc pour le fantôme IEC (décrit au  paragraphe 5.2.1) 
avec un rapport d’activité de 4 :1 entre les sphères et le fond. Les images reconstruites par OSEM 
(avec ou sans incorporation de la FDP) sont de taille 128x128x51 avec des voxels de dimension 
3.97mm3. Les deux approches ont ensuite été éprouvées au moyen d’un fantôme de contraste (fantôme 
MARKII, illustré figure 6.1) rempli au 99mTc. Ce fantôme comporte différents compartiments 
permettant de calculer des ratios d’activité entre les cylindres (définis par l’espace E) et le fond du 
fantôme (défini par les compartiments A à D). Nous avons considéré 2 ratios différents de 4:1 et 15:1 
entre respectivement les compartiments E-A et E-C. Les images reconstruites par OSEM (avec ou sans 
compensation de la résolution) sont de taille 128x128x58 avec des voxels de dimension 3.97mm3. Les 
RDI ont été définies à partir de l’acquisition TDM en considérant les contours de chaque 
compartiment. 
 
Figure 6. 1 : (1) TDM du fantôme de constraste et (2) acquisition TEMP de ce dernier 
La comparaison a également été faite au moyen d’images cliniques de TEMP osseuse. Nous avons 
considéré 3 patients injectés aux diphosphonates technétiés pour l’étude de la pathologie osseuse. Les 
acquisitions ont été faites 3 heures après injection de 99mTc-MDP (avec une dose adaptée en fonction 
du poids du patient de 10MBq/kg) avec un pas de 6° sur 360° et 40s par pas. Les images ont été 
reconstruites en utilisant plusieurs configurations (variation du nombre d’itérations de 1 à 40 avec un 
nombre de subsets de 4 ou de 8). Les images corrigées ont été analysées d’un point de vue qualitatif au 
moyen de profils et quantitatif par des mesures dans différentes RDI afin d’obtenir une estimation du 
bruit (variation de SD dans une région homogène), le pourcentage d’augmentation de la concentration 
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d’activité par rapport à l’image OSEM initiale, une mesure de la variation du SNR ou encore un 
mesure de la variation des mesures par rapports aux valeurs théoriques. 
6.1.4 Résultats 
Une illustration d’un résultat obtenu pour le fantôme IEC (reconstruction OSEM 5 itérations, 8 
subsets) est présenté en figure 6.2 permettant de comparer les approches post-reconstruction et 
incorporées à la reconstruction des images. La première constatation qui peut être faite est que le 
contraste de l’image corrigée par l’approche de déconvolution semble être supérieur à celui dans les 
images reconstruites avec et sans incorporation de la FDP. 
 
Figure 6. 2 : comparaison visuelle des corrections incorporées à la reconstruction (ASTONISHTM) et en post-reconstruction 
(Deconvolution Lucy Richardson avec régularisation WaveCurve) appliquées à une acquisition fantôme IEC. L’image OSEM 
5/8 représente la reconstruction classique de l’acquisition avec 5 itérations et 8 subsets sans incorporation de la FDP. 
Ce dernier aspect peut être vérifié en figure 6.3, cette dernière illustrant le recouvrement de résolution 
au moyen de profils passant par les différentes sphères pour l’image d’origine et les celles corrigées 
des EVP par les 2 méthodologies proposées. 
 
Figure 6. 3 : comparaison des profils passant par les différentes sphères pour l’image OSEM 5/8, l’image OSEM 5/8 avec 
FDP incorporée, et OSEM 5/8 corrigée des EVP par déconvolution itérative de Lucy Richardson régularisée 
Les aspects quantitatifs sont également évalués pour la configuration OSEM 5/8 et sont illustrés en 
figure 6.4 où l’on peut voir que les deux approches de correction entrainent des augmentations de 
concentration d’activité importantes (par rapport à la concentration d’activité dans l’image OSEM 




Figure 6. 4 : % d’augmentation de la concentration d’activité par rapport à l’image OSEM 5/8 d’origine pour les approches 
de correction incorporées à la reconstruction et en post-reconstruction 
Les résultats suivants concernent le fantôme de contraste présentant différents contrastes 
(cylindres/fond) en fonction de la position dans le volume du fantôme. Une illustration d’un résultat 
obtenu pour  ce fantôme (reconstruction OSEM 5 itérations, 8 subsets) est présenté en figure 6.5. 
 
 (1)         (2)          (3) 
Figure 6. 5 : comparaison de la correction ASTONISHTM incorporée à la reconstruction (2) avec la déconvolution Lucy 
Richardson avec régularisation WaveCurve en post-reconstruction (3) appliquées à une acquisition fantôme de contraste (1) 
La figure 6.6 montre quant à elle les ratios (RDI cylindrique/Centre du fantôme) moyens (pour 
différentes configurations de reconstruction OSEM 1/4, 2/4, 5/4, 10/4, 20/4 et 40/4) pour deux 
configurations de contraste (15:1 et 4:1) et pour chaque RDI cylindrique du fantôme. On peut 




Figure 6. 6 : comparaison des moyennes des ratios RDI cylindre / RDI centrale pour l’ensemble des configurations de 
reconstruction OSEM considérées et pour deux contrastes différents 15:1 et 4:1. Les barres d’erreurs représentent l’écart-
type des ratios (pour les différentes configurations) par rapport à la moyenne. 
Les barres d’erreurs expriment l’écart type des ratios (pour les différentes configurations) par rapport à 
la moyenne. Les ratios les plus faibles correspondent constamment à la configuration OSEM 1 
itération 4 subsets. Si l’on se réfère aux valeurs théoriques que l’on doit obtenir pour les contrastes 4:1 
et 15:1 on peut donc constater que cette configuration génère une sous évaluation systématique des 
ratios et qu’elle n’est pas adaptée. Les configurations générant les ratios les plus proches des valeurs 
théoriques sont le plus souvent OSEM 5/8 ou 10/4. 
 
Si on considère à présent les résultats cliniques (illustration d’images figure 6.7 et profils associés 
figures 6.8) on peut conclure que l’approche de reconstruction incorporant la FDP peut entrainer un 




Figure 6. 7 : TEMP clinique osseuse au 99mTc, comparaison des résultats de correction des EVP par les approches de 
reconstruction incorporant la FDP et de post-reconstruction par déconvolution. 
 
Figure 6. 8 : comparaison de profils sur l’image TEMP clinique 
Une analyse quantitative dans une large région homogène au sein de l’image indique une diminution du SD 
(reflétant une diminution du bruit dans l’image) d’environ 32,4% pour l’approche AstonishTM et une 
augmentation d’environ 5.1% pour l’approche par déconvolution. 
6.1.5 Conclusions 
Cette étude en TEMP démontre que l’approche de correction des EVP en post-reconstruction par 
déconvolution et l’algorithme de compensation des effets de résolution incorporé à la reconstruction  
des images présentent des améliorations globalement similaires d’un point de vue quantitatif et 
qualitatif pour les jeux de données fantôme. Une évaluation préliminaire sur des jeux de données 
clinique démontre toutefois que l’approche incorporée à la reconstruction génère des images d’aspect 
lissé par rapport à celles générées par l’algorithme post-reconstruction. Il semble cependant possible 
d’envisager un nombre plus grand d’itérations dans la reconstruction OSEM AstonishTM dans la 
mesure où l’algorithme semble gérer le bruit de façon efficace. On peut également souligner le fait que 
les approches incorporées à la reconstruction sont « système et reconstruction dépendant » 
contrairement aux approches post-reconstruction. 
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6.2 Etude comparative en TEP 
Dans cette étude, nous avons comparé un système de reconstruction incorporant la FDP en TEP, basé 
sur le principe décrit par Alessio et al. (Alessio 2006) avec l’algorithme de déconvolution de Lucy-
Richardson incorporant notre méthodologie de débruitage couplant ondelettes et curvelets. Ces deux 
méthodologies ont été comparées pour des acquisitions fantômes et cliniques TEP au 18F-FDG. 
6.2.1  Le système de reconstruction incorporant la FDP 
Comme nous l’avons décrit au paragraphe 2.6.2, différentes configurations peuvent être considérées. 
L’inclusion de la FDP peut par exemple se faire lors de l’étape de forward projection seule, ou lors des 
deux étapes de forward et backward projection. Dans cette étude nous utilisons l’approche proposée 
par Alessio et al. (Alessio 2006). Les données ont été acquises sur une caméra GE Discovery STE et 
sont reconstruites soit par une approche OSEM classique, soit par une approche OSEM incorporant 
une modélisation de la FDP. Les étapes de projections directes (« forward ») et inverses 
(« backward ») ont été modifiées avec l’ajout d’une composante (facteur multiplicatif). La FDP est en 
3D, variante dans l’espace et obtenue par simulation Monte Carlo. L’algorithme utilise également une 
reconstruction via l’approche FORE pour accélérer le processus. 
6.2.2  Correction des EVP par déconvolution régularisée en post-
reconstruction 
Nous utilisons ici le même principe que pour l’étude comparative en TEMP. L’algorithme de Lucy-
Richardson incorpore l’approche de débruitage du résidu à chaque itération comme élément de 
régularisation. Le débruitage est basé sur l’approche couplant ondelettes et curvelets. Nous utilisons 
l’algorithme BiShrink couplé au débruitage en Curvelets. Le critère d’arrêt est basé sur l’erreur 
quadratique moyenne et on choisit un seuil de 1% de variation. Les paramètres associés aux ondelettes 
et curvelets sont ceux par défauts indiqués au paragraphe 3.3.3. 
6.2.3 Analyse des images 
Les algorithmes précédents ont été comparés en se basant sur des acquisitions TEP/TDM au Ge68 
pour le fantôme IEC (décrit dans le paragraphe 5.2.1) avec un rapport d’activité de 4:1 entre les 
sphères et le fond et en considérant différentes configurations (5, 10 ou 15 minutes d’acquisition, avec 
ou sans post filtrage gaussien de 5mm de FWHM, OSEM avec 4 ou 6 itérations). Les deux approches 
ont également été comparées au moyen de 10 images cliniques 18F-FDG corps entiers. Les images 
corrigées ont été analysées d’un point de vue qualitatif par des profils et quantitatif au moyen de 
mesures dans des RDI permettant d’évaluer le bruit dans les images (diminution de SD dans 
différentes régions sphériques dans le fond du fantôme et dans les poumons pour les images cliniques), 
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de calculer l’augmentation de SNR ou encore d’évaluer la variation des ratios d’activités mesurés par 
rapport au ratio théoriques. 
6.2.4 Résultats 
Les résultats relatifs au fantôme IEC sont illustrés en figures 6.9 à 6.13. Une illustration est présentée 
en figure 6.9 pour une des configurations étudiées (10 minutes d’acquisition, reconstruction OSEM 
avec 4 itérations et 28 subsets, pour les cas avec et sans post-filtrage gaussien de 5mm de FWHM). 
 
Figure 6. 9 : comparaison des résultats de correction des EVP par approches incorporées à la reconstruction et post 
reconstruction par déconvolution. (1) et (2) représente les images OSEM initiales respectivement (1) sans et (2) avec post 
filtrage. (3) et (4) correspondent aux images OSEM avec FDP incorporée dans les cas sans et avec post filtrage.(5) 
représente le résultat de déconvolution de l’image (2) 
D’un point de vue qualitatif, on peut constater que l’approche incorporée à la reconstruction génère 
une image corrigée avec un aspect lissé lorsqu’on considère le cas avec post-filtrage et une image 
relativement bruitée pour le cas sans post-filtrage. En routine clinique, le bruit introduit par la 
reconstruction OSEM des images fait qu’on utilise toujours un post-filtrage L’approche post-
reconstruction par déconvolution ne peut quant à elle être appliquée que sur l’image OSEM avec post-
filtrage comme nous l’avons explicité dans le paragraphe 3.3.1 sur la déconvolution dans la mesure où 
l’image OSEM initiale est trop contrastée et bruitée (l’image ne comporte pas de flou). Le résultat 
obtenu par déconvolution présente un compromis entre récupération de la résolution et bruit. 
 
Ces impressions qualitatives sont supportées par des profils passant pas les différentes sphères. La 
figure 6.10 illustre le recouvrement de résolution pour les cas 10 minutes 4 itérations (images figure 
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6.9) et également 5 minutes 4 itérations et 15 minutes 4 itérations. Les profils indiquent clairement que 
l’approche incorporée à la reconstruction avec post-filtrage corrige moins (en termes d’intensité et de 
résolution au bord des sphères) que la même méthodologie sans post-filtrage et que la déconvolution 
en post-reconstruction. L’amélioration de contraste s’avère similaire ou plus élevée par l’approche par 
déconvolution (comparé à l’approche de reconstruction incorporant la FDP) en fonction des sphères 
considérées et des modes d’acquisition et de reconstruction. 
 
Figure 6. 10 : comparaison de profils passant par les différentes sphères. Profils pour les cas 4 itérations et (1) 5minutes, (2) 
10 minutes et (3) 15 minutes d’acquisition. Le cas (2) est illustré figure 6.9 et (4) représente un zoom sur le profil passant par 
la petite sphère pour cette configuration. 
L’aspect quantitatif est tout d’abord évalué par l’évaluation du bruit au moyen de mesure d’écart type 
dans différentes régions sphériques homogènes dans le fantôme. La figure 6.11 illustre le % de 
variation du SD dans ces régions (valeur moyenne des résultats obtenus dans les différentes RDI) 
comparé au SD dans l’image OSEM initiale post-filtrée. On peut noter que l’approche intégrée à la 
reconstruction sans post-filtrage génère une augmentation très importante du bruit (supérieur à 80% en 
moyenne) comparée à la même méthodologie avec post-filtrage et à la déconvolution en post-
reconstruction. En moyenne, l’approche incorporée à la reconstruction avec post-filtrage génère une 
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diminution du bruit de l’ordre de 15% tandis que l’approche par déconvolution aura tendance à 
introduire du bruit (de l’ordre de 7% en moyenne). 
 
Figure 6. 11 : comparaison des % de variation de SD dans le fond du fantôme par rapport à l’image OSEM post-filtrée sans 
correction. Moyenne du % de variation pour les différentes configurations (nombre d’itérations, durée d’acquisition). Les 
barres d’erreurs représentent l’écart-type du % de variation pour les différentes configurations par rapport à la moyenne. 
L’aspect quantitatif est également évalué par le calcul de l’augmentation du SNR entre l’image OSEM 
initiale avec post-filtrage et les images corrigées par les approches incorporées à la reconstruction et 
post-reconstruction. La figure 6.12 illustre le résultat obtenu pour les images figure 6.11 ainsi que le 
résultat moyen pour les configurations envisagées (4, 6 itérations, 5, 10, 15 minutes d’acquisition). Les 
résultats confirment les aspects qualitatifs constatés en figure 6.9. L’approche incorporée à la 
reconstruction sans post-filtrage dégrade le SNR de l’image pour toutes les sphères du fantôme. Les 
approches incorporées à la reconstruction avec post-filtrage et post-reconstruction par déconvolution 
entrainent quant à elles une augmentation du SNR, relativement constante dans le premier cas 






Figure 6. 12 : comparaison des augmentations de SNR dans les différentes sphères. (1) % d’augmentation pour les images 
présentées figure 6.9. (2) Moyenne du % d’augmentation du SNR pour les différentes configurations envisagées (nombre 
d’itérations et durée d’acquisition). Les barres d’erreurs représentent l’écart-type du % d’augmentation du SNR pour les 
différentes configurations par rapport à la moyenne. 
Connaissant le ratio d’activité théorique de 4:1 entre les sphères et le fond, il est possible d’évaluer la 
récupération d’activité au moyen de mesures par les différentes méthodologies. La figure 6.12 illustre 
les résultats obtenus pour le cas présenté figure 6.9 ainsi que la moyenne des résultats pour les 
différentes configurations étudiées. On peut constater que l’erreur est plus grande pour les sphères de 
petites tailles du fait que les EVP sont plus importants, et ce quelle que soit la méthodologie de 
correction considérée. L’approche intégrée à la reconstruction avec post-filtrage permet d’obtenir une 
correction significative pour les sphères de tailles 37 et 28 mm en comparaison des autres techniques 
de correction. Pour les sphères de taille inférieure, cette approche présente les écarts les plus 
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importants et la correction s’avère faible par rapport aux autres approches. La même méthodologie 
mais sans post-filtrage entraine quant à elle une meilleure correction mais reste cependant, en 
moyenne, inférieure à la déconvolution pour les petites sphères de 22 à 10 mm. 
 
Figure 6. 13 : comparaison des % de différence entre les valeurs mesurées et la vérité terrain pour les différentes sphères 
(différence par rapport au ratio théorique (1) pour les images présentées en figure 6.9. (2)Moyenne du % de différence pour 
les différentes configurations envisagées (nombre d’itérations et durée d’acquisition). Les barres d’erreurs représentent 
l’écart-type du % de différence pour les différentes configurations envisagées (nombre d’itérations et durée d’acquisition) 
par rapport à la moyenne. 
Si on considère les récupérations de contraste et de concentration d’activité (figures 6.10, 6.12 et 6.13) 
dans les différentes sphères par rapport à l’augmentation globale du bruit (figure 6.11), la 
déconvolution amène au meilleur compromis. 
 
Les images cliniques étudiées ont été obtenues via une caméra TEP/TDM GE Discovery STE. 10 
patients ont été inclus dans l’étude. Les acquisitions faites 60 minutes après injection de 18F-FDG à 
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raison de 5MBq/kg comportaient 3 minutes par pas. La reconstruction des images par OSEM a été 
traitée avec un nombre d’itérations de 4 ou 6 et avec ou sans post filtrage gaussien de FWHM 5mm. 
Les résultats sont illustrés en figures 6.14 à 6.17. Une illustration est présentée en figure 6.14 pour une 
des configurations étudiées (reconstruction OSEM avec 4 itérations et 28 subsets, pour les cas avec et 
sans post-filtrage gaussien de 5mm de FWHM). On peut constater, de la même manière que pour 
l’analyse des images synthétiques, que l’approche incorporée à la reconstruction avec post-filtrage de 
5mm génère une image avec un aspect certes débruité mais lissé donnant l’impression d’une légère 
perte de résolution par rapport à l’image d’origine. La même approche, sans post-filtrage génère quant 
à elle une image beaucoup plus contrastée, mais également plus bruitée que l’image OSEM d’origine. 
Finalement l’approche post-reconstruction par déconvolution semble représenter un compromis entre 
niveau de bruit dans l’image et recouvrement de la résolution. 
 
Figure 6. 14 : comparaison visuelle des résultats de correction des EVP par les approches incorporées à la reconstruction 
des images TEP et en post-reconstruction par déconvolution. Images(1) OSEM reconstruction standard 4 itération 28 
subsets, (2) OSEM avec post-filtrage gaussien de 5mm, (3) reconstruction OSEM incorporant la FDP (3) avec et (4) sans 
post-filtrage de 5mm, (5) déconvolution de l’image OSEM (2) 
Il est possible d’évaluer le recouvrement de résolution au moyen de profils passant pas les lésions 
détectées dans les images corps entier. La figure 6.15 illustre le recouvrement de résolution pour le cas 
4 itérations pour 4 patients différents. Les profils indiquent clairement que l’approche incorporée à la 
reconstruction avec ou sans post-filtrage corrige moins (en terme d’intensité et de résolution au bord 




Figure 6. 15 : comparaison de profils passant par des lésions détectés dans les images corps entier. (1) à (4) : différents 
profils correspondant à des images de patients différents. (2) Représente le profil pour le cas illustré figure 6.14. 
L’aspect quantitatif est tout d’abord évalué par le calcul de la variation de l’écart type dans une région 
homogène comme les poumons (figure 6.16), on constate que l’approche incorporée à la 
reconstruction entraine une diminution du bruit (de l’ordre de 12%) dans l’image corrigée, pour le cas 
avec post-filtrage. Dans le cas de la reconstruction sans post-filtrage, l’amplification du bruit est assez 
importante (de l’ordre de 22% en moyenne) et supérieure à ce que l’on peut obtenir par une approche 
post-reconstruction par déconvolution de l’image (+ 10% d’augmentation en moyenne). 
 
Figure 6. 16 : comparaison des % de variation de SD dans une région homogène (les poumons) par rapport au SD dans 
l’image OSEM post-filtrée sans correction. Comparaison pour le cas de la figure 6.14 et pour la moyenne des différentes 
configurations (nombre d’itérations) et des différents patients analysés. Les barres d’erreurs représentent l’écart-type du % 
de variation de SD pour les différentes configurations envisagées par rapport à la moyenne. 
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L’augmentation du SNR entre l’image OSEM initiale avec post-filtrage et les images corrigées par les 
approches incorporées à la reconstruction et post-reconstruction est également calculée. La figure 6.17 
illustre le résultat obtenu pour les images figure 6.14 ainsi que le résultat moyen pour les 
configurations envisagées (4 ou 6 itérations) et pour les différentes images traitées (jeu de données de 
10 corps entiers). Le calcul du SNR est effectué en considérant le rapport entre une région fixante 
(lésion) et une région homogène (poumons). On peut constater que l’augmentation du SNR est la plus 
importante dans le cas de la figure 6.14 et que les résultats en moyennes (toutes images et toutes 
configurations confondues) sont relativement proches pour les approches incorporant la FDP (environ 
6% d’augmentation) comparés à l’approche par déconvolution (augmentation moyenne de 9% 
environ).  
 
Figure 6. 17 : comparaison des % d’augmentation du SNR (calculés par le rapport entre la fixation maximale dans une 
lésion et l’écart type dans une région homogène, ici les poumons) par rapport au SNR de l’image OSEM initiale post-filtrée. 
Résultat obtenus pour un patient (figure 6.14, 4 itérations) et pour l’ensemble des configurations. Les barres d’erreurs 
représentent l’écart-type du % d’augmentation du SNR pour les différentes configurations envisagées par rapport à la 
moyenne. 
6.2.5 Conclusions 
Les approches post-reconstruction basées sur le voxel pour la correction des EVP, en comparaison 
avec l’approche incorporant la FDP lors de la reconstruction montre : 
• Des améliorations de contraste similaires ou plus élevés 
• Un recouvrement de la résolution plus important 
• Un processus indépendant du système et de la reconstruction des images 
• Parfois une quantité de bruit plus élevée 
D’après les résultats présentés obtenus pour des images d’acquisitions fantôme et des images de 
patients, on peut conclure que l’approche post-reconstruction correspond à un bon compromis entre 









7.1 Avantages & inconvénients de l’approche MMA 3D locale 
L’imagerie multi-modalité est rapidement en train de devenir le gold standard pour les études 
diagnostiques. Les systèmes TEP/TDM sont à présent largement utilisés en pratique clinique grâce à la 
fusion automatique des informations anatomiques et fonctionnelles qu’ils fournissent. De plus, les 
développements de nouvelles technologies permettent des acquisitions simultanées d’images TEP et 
IRM pour les études cliniques cérébrales (Schlemmer 2008) et on peut s’attendre à ce qu’elles soient 
également étendues à l’imagerie corps entier. 
Ces développements facilitent l’utilisation de l’information anatomique soit durant la reconstruction 
(correction d’atténuation (Kinahan 1998, Visvikis 2003(b)) ou l’incorporation d’information a priori  
(Comtat 2002, Nuyts 2005)) ou comme étape de post-processing pour l’amélioration de la précision 
quantitative et qualitative des images fonctionnelles pour par exemple le débruitage (Turkheimer 
2008) ou la correction des EVP (Boussion 2006(a), Shidahara 2009). 
La méthodologie MMA récemment introduite pour la correction des EVP (Boussion 2006(a)) est 
basée sur une analyse mutuelle multi-résolution d’une image fonctionnelle et d’une image anatomique 
correspondante. Contrairement aux approches standard de correction d’EVP utilisant l’information 
anatomique (Rousset 1998(a)), la MMA est basée sur le voxel et par conséquent ne requiert pas 
d’utilisation et donc de segmentation de RDI. Bien que l’algorithme ait été validé sur des jeux de 
données simulés et synthétiques avec une précision similaire à celle de la méthodologie de référence 
(Rousset 1998(a)), il existe un certain nombre de limitations associées à son implémentation 2D et au 
fait que le modèle soit global et linéaire nécessitant une parfaite corrélation entre données anatomiques 
et fonctionnelles. Ce modèle entraine l’incorporation de tous les détails anatomiques dans l’image 
fonctionnelle et peut par conséquent entrainer des artefacts dans les images corrigées où il n’existe 
aucune corrélation entre détails anatomiques et fonctionnels. Par exemple, il a été montré que la 
méthodologie fonctionne bien pour un jeu de données TEP FDG / IRM T1 de cerveau (Boussion 
2006(a), Boussion 2006(b)) mais ses performances concernant l’imagerie des récepteurs en TEP 
cérébrale n’a pas été démontrée. 
Nous avons développé et évalué un modèle amélioré basé sur une analyse locale adaptative 3D afin de 
surmonter les limitations soulignées dans la méthode MMA classique. Un recalage précis est considéré 
comme pré-requis pour à la fois la méthode MMA globale et notre nouvelle méthodologie. 
L’implémentation est basée sur l’extension de l’analyse 2D au cas 3D et sur l’introduction d’un cube 
glissant centré sur chaque voxel. De plus, afin d’écarter les détails non corrélés, le modèle linéaire 
initial a été remplacé par un nouveau basé sur la valeur médiane des ratios voxel à voxel. Par 
conséquent, les détails anatomiques 3D dans le domaine 3D sont écartés dans les régions où il n’y a 
pas de correspondance fonctionnelle en terme de fixation. L’évaluation du nouveau modèle sur des 
jeux de données synthétiques et simulés, démontre d’un côté son efficacité dans les cas de données 
corrélées (figures 4.5-(A), 4.5-(B), 4.7-(A) et 4.7-(B)) et d’un autre côté, sa précision améliorée dans 
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les cas de non corrélation entre données structurelles et fonctionnelles (figures 4.5-(C) et 4.7-(C) pour 
les images synthétiques et figures 4.10 et 4.11 pour les simulées). Le nouveau modèle a aussi été 
évalué en utilisant des jeux de données cliniques de cerveau et corps entier. Pour ces deux jeux de 
données cliniques nous avons obtenu des résultats quantitatifs améliorés comparés à la correction 
MMA 2D globale avec une amélioration significative de la précision qualitative (amélioration de 
contraste et suppression des artefacts comme démontré en figures 4.13 et 4.14). La méthodologie a 
finalement pu être validée en clinique comme illustré en figure 4.15. 
Bien que cette nouvelle approche permette d’améliorer qualitativement et quantitativement la 
correction d’EVP en utilisant l’information anatomique et qu’elle est applicable à la fois en imagerie 
du cerveau et en oncologie, il est cependant nécessaire de considérer ses défauts potentiels associés à 
toute approche de correction d’EVP en post-processing basée sur l’information anatomique.  
Comme la correction est effectuée grâce aux détails de l’imagerie anatomique, s’il n’y a pas assez ou 
aucune information disponible pour une structure spécifique, la correction d’EVP sera incomplète 
voire impossible. Même si l’approche MMA 3D locale est capable de prendre en compte la différence 
anatomo-fonctionnelle, si l’image anatomique ne comporte pas d’information corrélée à une zone de 
fixation fonctionnelle, l’image corrigée ne comportera certes pas d’artefact mais elle restera également 
non corrigée dans cette région. Différents niveaux de résolution seront donc présents au sein de 
l’image corrigée avec des régions corrigées des EVP et d’autres restées intactes. On peut citer à titre 
d’exemple une hétérogénéité fonctionnelle due à une zone nécrotique non différenciée du reste de la 
région concernée dans l’image anatomique. La correction ne sera alors que partielle (e.g. le contour de 
la lésion) laissant une zone non corrigée des EVP (la zone nécrotique). Cet aspect de variation de la 
correction dans l’image peut être pris en compte par l’utilisation conjointe de la carte des médianes de 
ratios pour chaque voxel lors de l’interprétation des images corrigées. Cette carte représente en effet le 
degré de correction qui a été appliqué à chaque voxel de l’image TEP initiale. Une autre possibilité 
également, s’il n’existe pas de contraste anatomique significatif dans les lésions (e.g. imagerie TDM 
du foie où les tissus mous et une lésion apparaitront avec la même densité rendant la lésion 
anatomique difficile à détecter)  mais qu’il existe une relation entre le signal anatomique et le signal 
fonctionnel, est d’utiliser des protocoles d’acquisition alternatifs (séquences IRM différentes, injection 
d’un agent de contraste, …). Une autre limitation potentielle des approches de correction d’EVP 
basées sur l’utilisation d’images anatomiques vient de la dépendance de l’algorithme au niveau de 
bruit à la fois dans les images anatomiques et fonctionnelles. Cependant, notre approche calcule un 
modèle de corrélation local de telle façon que l’information anatomique soit incorporée de façon 
conditionnelle et de façon que le voisinage de chaque voxel soit pris en compte grâce à la valeur 
médiane des ratios. Par conséquent, l’approche 3D locale est plus robuste au bruit que l’approche 
standard précédemment proposée. Le problème du recalage des images est également un facteur 
limitant pour les techniques de correction d’EVP basées sur la multimodalité. Bien que les approches 
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2D et 3D soient sensibles à une erreur de recalage spatial entre l’anatomique et le fonctionnel, les 
nouvelles techniques 3D réduisent l’impact de telles erreurs de part l’approche locale à l’aide d’un 
cube glissant 3D. Finalement, comme pour toute approche de post-traitement pour la correction des 
EVP, le nouveau modèle requiert la connaissance de la résolution spatiale des deux modalités afin de 
procéder au schéma de décomposition par ondelettes. Cependant, notre nouvelle méthodologie avec 
une erreur de FWHM allant jusqu’à 1mm semble entrainer une correction similaire due à l’analyse 
locale 3D par fenêtre glissante. Nous posons comme a priori le fait que la FDP soit constante dans 
chaque dimension pour notre processus 3D. Il s’agit là d’une simplification compte tenu des variations 
potentielle de la FDP dans le champ de vue dans le cas de l’imagerie corps entier. Cet aspect pourrait 
être amélioré en modélisant la FDP exacte dans chaque direction selon la position spatiale du voxel 
analysé. 
Une méthodologie améliorée basée sur le voxel a été proposée  pour corrigée des EVP en tomographie 
d’émission, surmontant les limitations rencontrées avec la méthode MMA initialement proposée. Elle 
offre une approche plus universelle qui peut traiter toute combinaison d’images anatomiques et 
fonctionnelles. Notre nouvelle méthodologie étend le MMA 2D à une analyse MMA 3D locale dans 
laquelle les détails locaux peuvent être analysés et considérés de façon conditionnelle dans le 
processus de correction. La correction d’EVP a été appliquée avec succès aux images avec une forte 
corrélation dans des petites régions pour laquelle l’approche MMA 2D globale était déjà adéquate 
mais également aux régions plus larges où aucune corrélation n’existait et où l’approche MMA 2D 
globale échouait. L’approche locale 3D a été testée avec succès et validée sur images synthétiques, 
simulées et cliniques, évitant les artefacts générés par l’approche 2D globale montrant de plus une 
robustesse plus importante. L’approche de correction proposée semble être précise et reproductive 
sans pré-requis particulier concernant les corrélations structurelles en d’intensité entre les images 
fonctionnelles et anatomiques comme le montre les résultats obtenus sur images synthétiques, 
simulées et cliniques. 
7.2 Avantages & inconvénients de l’approche de déconvolution 
avec régularisation 
L’intérêt d’inclure une étape de régularisation dans le processus de déconvolution n’est plus à prouver 
et s’avère être un élément essentiel pour traiter les problèmes mal posés. Le débruitage du résidu afin 
de contrôler le phénomène d’amplification du bruit inhérent au processus de déconvolution est une des 
techniques possibles de régularisation. Meilleur sera le débruitage (suppression du bruit et 
préservation des structures d’intérêt) et plus le résultat de la correction des EVP par déconvolution 
itérative sera efficace, en évitant la divergence (par contrainte sur la solution) et en autorisant un 
nombre plus grand d’itérations. Les débruitages abordés dans ce manuscrit  peuvent être intégrés à un 
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processus de déconvolution itérative en remplacement du débruitage par ondelettes proposé dans 
(Bousssion 2009) dans l’algorithme de Richardson Lucy par exemple. 
Nous avons présenté et testé deux différentes approches, une basée sur le débruitage par ondelettes et 
l’autre sur une approche combinant ondelettes et curvelets, les deux n’étant pas conçues initialement 
pour l’imagerie médicale quantitative. Les résultats obtenus ont également été comparés à une 
approche classique par filtrage gaussien. 
Le but de cette étude consistait à obtenir un débruitage efficace en termes d’aspects quantitatifs et 
qualitatifs et également de souligner les limitations de techniques telles que le filtrage Gaussien ou 
l’approche par ondelettes. 
 Si le débruitage par ondelettes est considéré comme une méthode de référence il souffre cependant de 
quelques limitations dues au traitement non optimal des discontinuités des contours. Une nouvelle 
approche géométrique multi-échelle, la transformée de curvelet, permet d’étendre les propriétés des 
ondelettes pour tenir compte des propriétés directionnelles dans l’image, telles que les contours. 
Cependant, dès qu’un élément isotropique doit être analysé et débruité dans l’image, la transformée en 
ondelette reste optimal. Afin de traiter le problème de perte de résolution associée au débruitage 
standard, nous avons considéré une stratégie combinant les transformées en ondelettes et curvelets. 
L’image initiale est tout d’abord débruitée par une approche en ondelettes. Différentes transformées en 
ondelettes existent de même qu’il existe différentes approches de débruitage par ondelettes, telle que 
l’approche standard SureShrink proposée en TEP (Turkheimer 1999), actuellement considérée comme 
approche de référence. Nous avons cependant décidé d’implémenter un nouvel algorithme de 
débruitage en ondelettes, nommé BiShrink, et plus spécifiquement sa version locale adaptative 
(Sendur 2002(b)) qui surpasse l’approche SureShrink en terme de débruitage en prenant en compte les 
relations statistiques entre les coefficients d’ondelettes. Une fois l’image initiale traitée, les 
informations sur les contours, perdues lors de l’analyse sont extraites de l’image résiduelle (différence 
entre l’image initiale et l’image débruitée) par une approche locale de l’analyse par curvelet 
multiéchelle (Bao 2008). L’image finale est la combinaison du résultat de débruitage en ondelettes et 
des informations sur les bords obtenues par analyse en curvelet. On doit noter que d’autres techniques 
pourraient être appliquées en première étape de cette approche (avant l’analyse en curvelet) telle 
qu’une approche plus sophistiquée basée ou non sur les ondelettes. L’algorithme complet est rapide et 
automatique et le seul paramètre requis nécessitant d’être fixé est le nombre d’angles de l’analyse pour 
la transformée de curvelet. Cependant, notre étude n’a montré qu’une faible variation des résultats (de 
l’ordre de 4%) pour différents angles étudiés. Tous les résultats ont été présentés en utilisant 16 angles. 
Le paramètre le plus important dans cette approche est l’estimation du bruit. Nous avons utilisé une 
mesure automatique introduite par Donoho et faisant office de technique de référence. On doit 
cependant noter que si une meilleure mesure pouvait être obtenue, les approches par ondelettes et 
curvelet pourraient être améliorées car elles sont statistiquement dépendantes du niveau de bruit au 
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sein des images. Les résultats obtenus montrent clairement que l’approche gaussienne tout comme 
l’approche par ondelette seule peut entrainer une perte de contraste et une diminution de la valeur 
moyenne d’intensité au sein de RDI contrairement à la stratégie combinant ondelettes et curvelets. La 
transformée en curvelets fournit des résultats satisfaisants, proches de ceux obtenus par ondelettes 
seules en terme d’augmentation du SNR et de diminution de SD mais le plus important, avec une perte 
de résolution plus faible ce qui est important dans des modalités d’imagerie comme la tomographie 
d’émission. Le débruitage en ondelettes peut atténuer le contraste et diminuer l’intensité dans de 
grandes régions mais apparait cependant beaucoup plus fiable que le filtrage gaussien qui dégrade de 
façon très importante le contraste et l’intensité moyenne dans les petites lésions. Le filtrage gaussien 
agit comme un filtre lissant et on doit garder à l’esprit qu’il altère les valeurs des voxels de façon 
uniforme dans toute l’image. Le débruitage basé sur les ondelettes au contraire est beaucoup plus 
sélectif et permet de modifier les valeurs de voxels à différents niveaux de résolution, rendant possible 
la distinction entre le contraste au niveau des contours et le bruit. Cependant, comme il a pu être 
constaté sur des jeux de données synthétiques, simulées et cliniques, les méthodologies en ondelettes 
peuvent aussi entrainer la perte de contraste et de structure lors de l’étape de débruitage. Ces derniers 
peuvent être alors récupérés grâce à une analyse par curvelets. 
7.3 Conclusions relatives aux études sur la comparaison des 
méthodes de corrections des EVP 
Les comparaisons des méthodes incorporées à la reconstruction avec l’approche post reconstruction 
par déconvolution ont pu souligner différents aspects, que ce soit pour la TEMP comme pour la TEP. 
Si l’approche post-reconstruction par déconvolution introduit souvent du bruit dans les images 
corrigées, elle montre également systématiquement des améliorations de contraste similaires voire plus 
élevés ainsi qu’un recouvrement de la résolution plus important. Cette méthodologie post 
reconstruction peut par conséquent être considérée comme un bon compromis pour la correction des 
EVP d’autant qu’il s’agit d’un processus indépendant du système et de la reconstruction des images. Si 
l’on compare les résultats obtenus en TEP et en TEMP, on peut constater que cette dernière modalité 
d’imagerie n’est pas autant corrigée que la première. L’hypothèse que nous pouvons émettre à ce sujet 
est que le processus de correction des EVP incorporé à la reconstruction des images TEMP inclus 
également une modélisation et une correction des autres phénomènes tels que le diffusé et 
l’atténuation pouvant avoir un impact sur le résultat final. Finalement nous pouvons citer la possibilité 
d’utiliser la déconvolution sur les images reconstruites avec incorporation de la FDP. Un résultat est 
illustrée en figure 7.1, montrant un meilleur contraste que pour le résultat de déconvolution appliquée 





Figure 7. 1 : comparaison des résultats de correction des EVP par déconvolution. Image originale OSEM 10 minutes, 4 
itérations, 5mm post filtrage gaussien (1) avant et (2) après correction des EVP par déconvolution. Image avec 
reconstruction OSEM incorporant la FDP (3) avant et (4) après correction des EVP par déconvolution. 
7.4 Perspectives 
7.4.1 Approche locale de correction des EVP par matrice de contamination 
croisée 
Comme nous l’avons vu lors dans le chapitre sur l’état de l’Art en correction des EVP en tomographie 
d’émission, les principaux facteurs limitant de l’approche par matrice de transfert géométrique 
(Rousset 2008) sont la nécessité de disposer d’une image anatomique et d’une méthode de 
segmentation automatique ainsi que la supposition que les valeurs sont constantes dans chacune des 
RDI identifiées. 
 
Nous rappelons tout d’abord cette technique avant de détailler l’approche que nous proposons afin de 
l’améliorer et ce en prenant l’exemple de la correction des valeurs dans le striatum contaminé par les 
EVP. 
Comme nous l’avons vu, les EVP sont liés au flou présent dans les images d’émission et ce dernier 
peut être caractérisé de façon simplifiée par la fonction de dispersion ponctuelle (FDP) qui peut être 
simulée par un filtre gaussien 3D. Lors d’une mesure d’activité dans une petite zone telle que le 
striatum (noyaux caudés et putamen) les EVP se caractérisent par une sous estimation de l’activité 
moyenne dans cette zone ainsi qu’une contamination des activités entre zones voisines. Dans 
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l’approche de Rousset (Rousset 2008), ces défauts peuvent être corrigés d’un point de vu quantitatif en 
ayant une connaissance a priori de la FDP du système ainsi que des zones anatomiques et nous 
émettons deux hypothèses : 
 
• La concentration est homogène dans les structures considérées 
 
• Le système est linéaire : 
 
         où       Y  est la mesure d’activité (coups/pixel)   (7.1) 
         X  est la concentration des activités (Bq/ml) 
        A  est la matrice de correction 
 
La matrice de correction s’obtient par une étape de simulation. Tout d’abord nous disposons de RDI 
anatomiques issues de la segmentation de l’image IRM ou TDM du patient si celle-ci est disponible ou 
bien d’un modèle anatomique statistique moyen, l’image fonctionnelle à corriger et l’image 
anatomique étant parfaitement recalées. Nous dégradons ensuite de manière indépendante ces zones 
anatomiques en effectuant une convolution par la FDP simulée par une gaussienne 3D. Les RDI 
dégradées ainsi obtenues sont géométriquement semblables à celles issues d’images de tomographie 
d’émission. Pour chacune de ces régions nous pouvons maintenant déterminer d’une part l’activité 
présente dans la zone  mais surtout  la contribution des autres zones dans cette activité en mesurant 
celle contenue dans les intersections entre la zone anatomique dégradée et les autres zones dégradées 
mais non seuillées (figure 7.2). 
 
Figure 7. 2 : schéma de contamination croisée illustré pour les structures d’intérêt composant le striatum. Les zones pleines 
correspondent aux RDI anatomiques et celles hachurées aux RDI dégradées. On peut noter que l’activité de chaque région 
contribue à celle des régions voisines. 
Les RDI dégradées indiquent la proportion du signal provenant d’une structure donnée et détecté dans 
les autres structures. En répétant cette étape pour chaque compartiment on peut calculer les 






détecté dans le compartiment j. Les valeurs corrigées des EVP pour chaque compartiment j sont 
obtenues en résolvant le système de n équations à n inconnues ou en inversant la matrice : 
 
      (7.2) 
L’avantage de l’approche de Rousset (Rousset 2008) est qu’il n’est pas nécessaire de prendre en 
compte le bruit dans les calculs. Rousset et al. ont en effet montré que l’hypothèse de l’homogénéité 
de l’activité dans chacune des structures considérée permet de transformer un modèle plus général du 
type  avec N un bruit additif, en un modèle de type . 
 
Comme nous l’avons vu la méthodologie GTM est limitée par la nécessité de disposer d’une 
segmentation manuelle ou automatique d’une image anatomique et bien souvent cette opération est 
manuelle donc le résultat dépend de l’utilisateur. En conséquence, ces méthodologies ne sont pas 
reproductibles pour atteindre une précision suffisante. Il faut aussi souligner que le temps nécessaire à 
une segmentation manuelle est trop long pour un usage en routine clinique. De plus ces approches sont 
organe-spécifiques, c’est-à-dire qu’elles ne sont développées que dans un contexte clinique défini, 
comme la neurologie, ou la cardiologie, et ne peuvent être appliquées à des tissus autres que ceux pour 
lesquels elles sont prévues. Enfin, ces méthodologies sont exclusivement quantitatives. Elles 
fournissent des valeurs d’intensité corrigées moyennes, à l’intérieur de régions homogènes. La 
correction ne peut fonctionner de façon globale en ce sens qu’elle ne s’intéresse qu’à des régions déjà 
classées comme normales ou pathologiques. Il n’existe pas d’images intégralement corrigées voxel à 
voxel et utilisables pour des analyses ou traitement a posteriori.  
 
Nous avons essayé de passer outre ces difficultés en transformant l’approche de Rousset standard par 
une méthodologie locale ne nécessitant pas d’imagerie anatomique, d’hypothèse d’activité constante 
dans chaque région et générant une image corrigée des EVP et donc exploitable pour des traitements 
ultérieurs. 
 
La première approche a consisté à considérer chaque voxel dans l’image comme une région spécifique 
d’intensité constante tout en conservant le même principe de correction. Cette version « locale » de 
l’approche GTM traite chaque voxel indépendamment en calculant la contamination qu’il génère dans 
les autres voxels adjacents dans l’image. Nous construisons ainsi une matrice A de la même manière 






Figure 7. 3 : étalement d’un voxel en considérant la FDP du système d’imagerie et la matrice de contamination avec yi 
l’activité observée dans le voxel i, aij, la contamination croisée (activité du voxel i étalée dans le voxel j) et xi, l’activité vraie 
que l’on cherche à retrouver dans le voxel i 
L’avantage est que l’on travaille au niveau du voxel et non de RDI. Toute l’image peut être corrigée 
des EVP avec un processus de correction qui ne requiert plus d’image anatomique et de segmentation 
de cette dernière. L’inconvénient majeur est toutefois la difficulté à résoudre un tel système linéaire à 
la fois en gestion de la mémoire et en temps de calcul. Si on considère typiquement une image de 
(128*128*30), la matrice A sera de taille (128*128*30) x (128*128*30), soit (491.520 x 491.520) 
éléments. 
 
On peut cependant prendre en considération certains points concernant la matrice: 
 
• Il s’agit d’une matrice Toeplitz (matrice à diagonales constantes) et par conséquent elle est 
symétrique 
• elle ne comporte que des nombres positifs ou nuls  
• elle est creuse (comporte beaucoup de 0 en dehors de la diagonale).  
• elle peut être “définie positive”  
 
De plus, tous les voxels subissent le même étalement (si l’on reste sur l’hypothèse d’une FDP 
stationnaire) donc la matrice A peut être générée très rapidement par décalage à partir de l’étalement 
d’un voxel. 
 
Ces considérations permettent de simplifier la génération de la matrice A ainsi que la résolution du 
système d’équations linéaires en utilisant des méthodes adaptées (factorisation de Cholesky, Gradient 
conjugué …). Mais l’implémentation reste toutefois délicate en terme de gestion de mémoire et de 
temps de calcul, le système linéaire étant de très grande taille). 
 
La seconde approche a consisté à traiter la méthode GTM de façon locale mais en ajoutant une 
contrainte supplémentaire. On conserve le même principe que précédemment au niveau du voxel, mais 
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on traite chaque voxel en limitant l’analyse à une certaine distance autour de celui-ci de telle sorte que 
les autres voxels adjacents soient trop éloignés pour influencer sa valeur (figure 7.4 avec une 
illustration 1D de 2 voxels ne se contaminant pas entre eux). 
  
Figure 7. 4 : chaque voxel est étalé et on calcule la contamination qu’il génère dans les autres voxels adjacents dans l’image 
en se limitant à une fenêtre 3D centrée afin de générer la matrice A 
En utilisant une fenêtre 3D glissante pour chaque voxel de l’image, on se retrouve donc à devoir 
résoudre typiquement 128*128*30 (soit 491.520) systèmes linéaires de taille réduite. Typiquement 
(13*13*13) x (13*13*13) (13=2*largeur à mi hauteur de la gaussienne+1) pour une FHWM de 6 
voxels en TEP (si 1 voxel = 1 mm), soit de taille environ 2200 x 2200. Le système linéaire est à 
présent de taille raisonnable, permettant une résolution rapide. 
 
Cette méthodologie a été implémentée en C et en matlab et nécessite toutefois encore des ajustements 
pour une résolution efficace des systèmes linéaires et notamment la gestion de la taille de la fenêtre 3D 
afin d’éviter d’éventuels effets de bords. Il est de plus nécessaire d’évaluer l’impact du bruit dans une 
telle méthodologie. Un résultat préliminaire est illustré en figure 7.5. 
 




7.4.2 Correction des EVP par MMA 3D locale sans apport anatomique 
L’avancée en terme de segmentation des images fonctionnelles permet actuellement de s’affranchir 
dans certains cas de l’imagerie anatomique lorsque celle ci n’est pas disponible ou que le recalage ou 
la segmentation n’est pas satisfaisant. Une approche récente (Hatt 2009) permet en effet une 
détermination automatique précise des volumes fonctionnels en imagerie d’émission. La  plupart des 
techniques proposées jusqu’alors sont basées sur des seuillages déterministes, peu robustes au bruit et 
aux variations de contraste et incapables de gérer les hétérogénéités dans la distribution d’activité (e.g. 
Nestle 2005, Krak 2005). L’approche proposée par Hatt et al. est fondée sur la segmentation 
statistique des images, couplée à une modélisation floue, permettant de prendre en compte à la fois 
l’aspect bruité et l’aspect flou des images de médecine nucléaire. Cette méthode a pu être validée et 
montre un comportement plus robuste par rapport au bruit, aux variations de contraste et aux 
paramètres d’acquisition et de reconstruction, comparé aux méthodes de référence basées sur des 
seuillages. Dans le cadre de la correction d’EVP, cette méthodologie peut par conséquent être utilisée 
pour se passer de l’imagerie anatomique autant pour les méthodes basées sur les RDI que pour les 
méthodes basées sur le voxel. A titre d’exemple, la méthodologie présentée par Hatt et al. a pu être 
utilisée en combinaison avec l’approche multirésolution mutuelle 2D globale (Boussion 2008) et a 
montré une amélioration significative du point de vue quantitatif et qualitatif (contraste) similaire à 
celle obtenue en considérant l’imagerie anatomique. Cette approche de segmentation peut considérer 
différentes classes ou niveaux de segmentation au sein d’une lésion identifiée (e.g. niveau de fixation 
hétérogène due à une partie nécrotique). Il peut être par conséquent d’intérêt d’appliquer la correction 
des EVP par approche 3D locale dans la mesure où un modèle global pourrait ne pas être parfaitement 
adapté dans un tel cas. 
7.4.3 Utilisation des EVP pour l’amélioration de la détection et du 
diagnostic 
Comme nous avons pu le voir à plusieurs reprises jusqu’à présent, les approches de corrections des 
EVP que nous avons présentées corrigent au moins partiellement les images fonctionnelles d’un point 
de vue qualitatif (diminution du flou dans les images, amélioration du contraste) et quantitatif 
(correction des valeurs sur ou sous estimée de part l’effet d’étalement de la FDP).  
Ces méthodes de correction peuvent par conséquent permettre une amélioration de la détection des 
foyers de fixation lors de la lecture et de l’interprétation des images par un spécialiste. Comme on peut 
le voir sur la figure 7.6 dans le cadre de l’imagerie ORL en TEP, une approche de correction comme la 
déconvolution itérative avec régularisation présentée au chapitre 3 permet d’aboutir à une image de 
meilleure résolution spatiale, plus contrastée et où les lésions sont plus facilement détectables. La 
tâche du clinicien est par conséquent facilitée et son diagnostic peut être conditionné par 
l’amélioration quantitative apportée par les approches de correction (fixation ganglionnaire augmentée 
210 
 
comme illustré en figure 7.6). L’amélioration apportée par les approches de correction des EVP peut 
aussi concerner les approches de détection automatique des lésions en TEP basées sur des systèmes 
CAD (computer-aided detection pour détection assistée par ordinateur). Une étude est actuellement en 
cours afin de déterminer l’impact d’une approche de déconvolution sur les performances de détection 




Figure 7. 6 : illustration de l’amélioration qualitative et quantitative apportée par une approche de déconvolution itérative 
avec régularisation par ondelettes/curvelets (c.f. chapitre 3) en TEP ORL chez deux patients. 
7.4.4 Déconvolution avec FDP non stationnaire 
Si les approches de déconvolution vues précédemment se basent sur l’hypothèse d’une FDP 
stationnaire, il faut cependant noter qu’en tomographie d’émission cette supposition est rarement 
vérifiée. Si l’on considère une petite région au centre du champ de vue de la caméra, la variation 
spatiale de la FDP n’aura qu’un faible impact sur un résultat obtenu en utilisant une FDP stationnaire. 
Si l’on considère au contraire, à titre d’exemple, une image corps entier, la valeur de la FWHM de la 
FDP peut varier de quelques millimètres en fonction de la région considérée dans le champ de vue. Le 
résultat de la déconvolution pourra, en ne tenant pas compte de cette variation spatiale, générer des 
sous-évaluations de la correction voire même des artefacts. La figure 7.7 illustre un résultat 
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synthétique obtenu pour une source ponctuelle en considérant respectivement une FDP fixe et une 
FDP variant dans l’espace. 
     
 (a)              (b) 
Figure 7. 7 : images synthétiques d’une source ponctuelle située en 3 points différents du champ de vue pour respectivement 
(a) une FDP stationnaire et (b) une FDP non stationnaire 
Comme nous l’avons vu précédemment, un flou homogène peut être décrit par une convolution. Si on 
considère le cas continue d’une convolution d’une image 3D f(x,y,z) par une FDP stationnaire 3D 
h(x,y,z) nous obtenons le résultat suivant : 
 
   (7.3) 
 
Dans cette formule la FDP est identique pour chaque voxel. On ne tient donc pas compte de la 
variation de la résolution spatiale dans le champ de vue de la caméra.  
Comme la quantité de flou que l’on peut trouver au sein d’une image TEP est différente pour chaque 
partie de l’image, cette variation de flou peut être décrite au moyen d’une opération de convolution 




Dans cette équation, la FDP est différente pour chaque coordonnée (x,y,z) dans l’espace. On parle 
alors de convolution variant dans l’espace. 
Dans le cadre de la déconvolution, cette approche peut être implémentée directement au sein des 
algorithmes itératifs en remplacement de la convolution stationnaire. Si le temps de calcul est plus 
important (vu que chaque point de l’espace requiert une analyse individuelle en fonction de la valeur 
de la FDP aux coordonnées spécifiées), une telle approche apporte cependant une précision 




Jeu de données 
Nous avons considéré l’image synthétique suivante figure 7.8 (dimension 128x128x128, voxel 
2x2x5mm3) représentant une structure comportant deux niveaux d’activité. Cette image a été générée 
manuellement, coupe par coupe, en se basant (pour la forme et l’activité mesurée) sur une image 
clinique d’un patient atteint d’un cancer des poumons (tumeur de taille 8 par 6 cm environ). 
 
Figure 7. 8 : distribution d’activité vraie. Image synthétique comportant 2 niveaux d’activité différents 
Pour le cas stationnaire, nous avons choisi une FDP de FWHM fixée à 4 mm et obtenu le résultat 
illustré figure 7.9 : 
 
Figure 7. 9 : convolution de l’image par une FDP 3D invariante dans l’espace (FWHM 4mm) 
Pour le cas non stationnaire, nous avons généré une distribution de FWHM fixée simplement comme 
suit, avec des valeurs allant de 4 au centre à 8 au bord, afin de représenter la diminution de la 





Figure 7. 10 : distribution de FWHM pour générer un cas non stationnaire 
En utilisant une convolution non stationnaire de la distribution d’activité initiale par des FDP de 
FWHM variantes nous obtenons le résultat suivant : 
 
Figure 7. 11 : Convolution de l’image par une FDP 3D variant dans l’espace 
On peut noter visuellement que la fixation est plus atténuée aux bords de la structure avec l’approche 
de convolution variant dans l’espace. De plus, aucun artefact n’a pu être constaté par l’application de 
cette méthode où la FDP varie pour chaque voxel dans l’image. 
 
Si l’on considère la déconvolution à FDP variant dans l’espace, la seule différence avec la 
déconvolution classique repose sur le remplacement dans le processus itératif de la convolution à FDP 




Si on applique une déconvolution (stationnaire et non stationnaire) de Lucy-Richardson sur l’image 
obtenue avec FDP variant nous obtenons les résultats suivants : 
 
Figure 7. 12 : résultats de la déconvolution (1) stationnaire et (2) non stationnaire de l’image obtenue par convolution de la 
distribution initiale d’activité avec FDP variant dans l’espace 
Le résultat obtenu après déconvolution est plus fidèle à la vérité terrain dans le cas du processus 
itératif avec FDP variant dans l’espace, et ce pour les mêmes paramètres de déconvolution (critère 
d’arrêt, méthode de débruitage du résidu, …) 
 
Autre coupe illustrant la différence de résultats en figure 7.13: 
 
Figure 7. 13 : coupe illustrant la différence de résultats entre la déconvolution stationnaire (2) et non stationnaire (3). La 








A.1   Etude prospective sur 100 patients parkinsoniens de l’intérêt 
de la TEMP à l’123I-IBZM avec et sans correction d'effets de 
volume partiel 
 
Cette étude a fait l'objet de plusieurs présentations orales durant cette thèse: 
 
123I-IBZM SPECT in clinical practice for the diagnosis of Parkinson-plus syndromes: Prospective 
study of 100 patients, A LePogam, C Prunier-Aesch, A Gochard, S Chalon, Ph Corcia, AM Guennoc, 
J Praline, D Guilloteau, JL Baulieu, Forum de l'Ecole Doctorale de Tours, juin 2007. 
 
Valeur diagnostique de la TEMP [123I]-IBZM dans une étude prospective de 100 patients avec 
syndrome parkinsonien initial isolé : comparaison de trois méthodes de segmentation des régions 
d’intérêt pour la quantification, A Le Pogam, A Gochard, I Kouisignan, A Leborgne, J Praline, K 
Mondon, D Guilloteau, JL Baulieu, B De Toffol, C Prunier-Aesch, 45ème colloque de médecine 
nucléaire de langue française, SFMN, Bordeaux, septembre 2007. 
 
123I-IBZM SPECT in clinical practice for the diagnosis of Parkinson-plus syndromes: Prospective 
study of 100 patients, A LePogam, C Prunier-Aesch, A Gochard, S Chalon, Ph Corcia, AM Guennoc, 
J Praline, D Guilloteau, JL Baulieu, EANM, Copenhague, octobre 2007. 
 
123I-IBZM SPECT in clinical practice for the diagnosis of Parkinson-plus syndromes: Prospective 
study of 100 patients with an without partial volume effect correction, C Prunier-Aesch, A Le Pogam, 
A Leborgne, A Gochard, K Mondon, S Maia, JL Baulieu, D Guilloteau, SNM, Nouvelle Orléans, juin 
2008. 
 
Ces différentes études visaient à comparer les techniques actuelles de quantification en TEMP IBZM 
pour le diagnostic différentiel entre maladie de Parkinson et syndromes “Parkinson-plus”. Une étude 
visait également à comparer une technique basée sur la définition de régions d'intérêts anatomiques 
avec et sans correction des effets de volume partiel afin d'évaluer l'impact sur la classification des 
patients. 
 
Les paramètres statistiques suivants ont été utilisés pour ces études : 
• Sensibilité (Se) d’un signe pour un diagnostic est la probabilité que le signe soit présent chez 
un patient atteint par la maladie. 
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• Spécificité (Sp) d’un signe pour un diagnostic est la probabilité que le signe soit absent chez 
un patient non atteint par la maladie. 
• Valeur prédictive positive (SPP) d’un signe pour un diagnostic est la probabilité que le 
diagnostic soit vrai si le signe est présent. 
• Valeur prédictive négative (SPN) d’un signe pour un diagnostic est la probabilité que le 
diagnostic soit faux si le signe est absent. 
A.1.1 Les noyaux gris et les voies dopaminergiques 
Les noyaux gris centraux (NGC) sont situés dans la région diencéphalohémisphérique profonde. Il 
s’agit d’une région de grande complexité anatomique, constituée par les noyaux gris centraux, les 
cavités ventriculaires et les deux capsules internes. Les principales structures qui forment les NGC 
sont le thalamus, la région sous-thalamique, le noyau caudé, le noyau lenticulaire et le noyau 
amygdalien. En ce qui concerne le noyau lenticulaire, celui-ci est constitué de deux parties : une partie 
latérale, le putamen, et une partie interne, le pallidum, ce dernier subdivisé en pallidum interne et 
externe (Boisacq-Schepens 1994, Parent 1995). Le striatum formé par le putamen et le noyau caudé, 
structures réunies chez les mammifères inférieurs, reçoit des projections neuronales corticales 
étendues et des projections thalamiques. Le striatum reçoit des afférences excitatrices directes de tout 
le cortex cérébral par des axones libérant du glutamate. Le putamen, plus proche des aires motrices, 
est impliqué dans le contrôle moteur ; à son tour, le noyau caudé, plus en relation avec les aires 
frontales et préfrontales, est impliqué dans des fonctions cognitives. Le striatum ventral, connecté avec 
le système limbique, intervient dans les mécanismes comportementaux et émotionnels. La capsule 
interne constitue une lamelle épaisse de substance blanche qui passe entre le thalamus et le noyau 
caudé du côté interne et le noyau lenticulaire du côté externe. Cette structure contient les fibres reliant 
le cortex frontal au thalamus, au tronc cérébral et à la moelle (essentiellement voies motrices 
descendantes dans le bras postérieur et peu de voies à destinée thalamique). Le rôle des systèmes 
dopaminergiques dans l’activité motrice, dans le fonctionnement intellectuel et du comportement est 
très important. Ce système est donc constitué par un réseau important et complexe de fibres : nigro 
striatal, mésocortical, mésolimbique, tubérohypophysaire, tubéroinfundibulaire, périventriculaire, 
diencéphalospinal. La majorité des cellules dopaminergiques du système nerveux central est située 
dans le mésencéphale et ses projections ascendantes permettent de distinguer deux systèmes 
principaux : le système nigrostriatal et le système mésocorticolimbique. Le système nigrostriatal est 
constitué par les cellules qui forment les projections dopaminergiques des noyaux caudé, accumbens et 





Figure A.1 : anatomie des noyaux gris centraux sur une coupe transverse (en orientation commissure antérieure- commissure 
postérieure) 
A.1.2 La maladie de Parkinson et la TEMP à l’[123I]-IBZM 
La maladie de Parkinson (MP ou PD en anglais pour Parkinson Desease) doit son nom à James 
Parkinson qui l’a décrite pour la première fois en 1817. Il s'agit de l'affection dégénérative la plus 
fréquente parmi les différentes pathologies du mouvement regroupées sous le terme plus générique de 
“syndrome parkinsonien” (Rice 2001). Elle peut être définie par un ensemble de critères cliniques 
consensuels indiqués par la United Kingdom Parkinson’s Disease Society Brain Research Center 
(UKPDSBRC) (Gibb 1988) tels que l'akinésie, la rigidité crantée, le tremblement de repos et les 
troubles posturaux. Le début de la maladie se situe en moyenne, vers l’age de 60 ans mais peut être 
plus précoce (10% des patients ont leur premiers symptômes avant 40 ans) ou plus tardif. La 
prévalence est estimée à 1.6% en Europe et augmente avec l’âge (de Rijk 1997). Le début de la 
maladie est insidieux souvent avec un tableau clinique douloureux mal systématisé associé à la fatigue 
généralisée et une diminution d’activité physique qui peuvent orienter faussement vers une étiologie 
rhumatismale ou un tableau dépressif. Cependant, les tremblements présents dans environ 50% des cas 
mènent à la recherche d’autres symptômes. Le début unilatéral, puis ensuite le maintien d’une 
asymétrie des symptômes sont des arguments de valeur pour le diagnostic (Agid 1991). Dans les 
phases plus tardives, d’autres symptômes neurologiques dus à des altérations du système nerveux 
autonome (SNA) sont aussi observés dans la MP. Parmi eux la sialorrhée (sécrétion anormalement 
importante de salive), souvent présente dès le début clinique de la maladie, hypersécrétion sébacée 
(peau grasse se caractérisant par une trop grande quantité de sébum) et hypotension orthostatique 
(chute de la pression artérielle lors du passage en position debout). L’état psychique des malades peut 
être altéré par les phénomènes dépressifs qui touchent environ 40% des cas ainsi que par la 
détérioration des fonctions intellectuelles. Le syndrome parkinsonien reflète une atteinte du système 





substance noire se projetant dans le striatum (noyaux caudés (C) et putament (P)) (Bernheimer 1973). 
Cette atteinte peut être consécutive à des lésions secondaires (telles que toxiques ou infectieuses par 
exemple) ou dégénératives. C'est dans ce dernier cas qu'un diagnostic clinique est difficile à établir 
dans la mesure où l'imagerie morphologique reste normale et où les symptomes se résument souvent à 
un syndrome parkinsonien isolé. Le syndrome parkinsonien peut également être une des 
caractéristiques d'autres pathologies dégénératives que la MP, de prévalence plus faible (15 à 20% 
environ) et affectant de manière plus étendue différentes régions du cerveau (ganglions de la base, 
mésancéphale, cortex) mais spécialement le striatum (Jellinger 1995, de Rijk 1997). Ces différentes 
pathologies sont communément appelées “syndrome parkinson-plus” (SPP ou PPS pour Parkinson 
Plus Syndrome en anglais) parmi lesquelles on distingue l'atrophie multisystématisée (AMS ou MSA 
pour Multiple System Atrophy en anglais) (prévalence de 9 à 11% des syndromes parkinsoniens), la 
paralysie supranucléaire progressive (PSP ou Progressive Supranuclear Palsy en anglais) (prévalence 
de 6 à 8%) et la démence à corps de Lewy diffus (DCLD ou DLBD pour Diffuse Lewy Body Disease 
en anglais) (prévalence difficile à évaluer (Destée 1997)). Un diagnostic précoce des PPS est souvent 
difficile avec entre deux à cinq années d’erreur diagnostic par classification en MP (Litvan 1996, 
Litvan 1997, McKeith 2000). Une étude clinique anatomique post mortem sur 100 cerveaux de 
patients décédés avec un diagnostic final de MP a montré que l’application des critères de la 
UKPDSBRC entraine 10% de diagnostic faux négatif de MP et que 70% des SPP a tout d’abord été 
diagnostiqué comme MP (Hughes 2001). Une étude rétrospective dans le cas d'un centre spécialisé 
dans la prise en charge des troubles du mouvement (Hughes 2002) a pu montrer une valeur prédictive 
positive (VPP) des critères de la UKPDSBRC de 98.6% pour la MP contre 71.4% pour les SPP. 
Cependant, dans le cas de services non spécialisés avec un recrutement prospectif multicentrique, la 
VPP n'était que de 75% pour la MP (Hughes 1992), les cas mal classés présentant d'autres pathologies 
comme une PSP, une AMS ou une démence de type Alzheimer. 
De nos jours il n’existe pas de traitement curatif de la maladie de Parkinson. Le traitement médical 
reste ainsi essentiellement symptomatique en cherchant à corriger en particulier les signes moteurs en 
atténuant leurs conséquences sur le confort du patient et en améliorant leur espérance de vie. Les 
traitements symptomatiques de la MP agissent principalement en retardant le déficit en dopamine 
et/ou en modulant les effets d’autres neurotransmetteurs, tels que le glutamate, le GABA ou 
l’acétylcholine. Ce type de thérapeutique repose donc sur les médicaments dopaminergiques en 
particulier le levodopa (L-dopa) et les agonistes dopaminergiques. La L-dopa, introduite dans le 
traitement de la MP depuis environ une trentaine d’années reste le traitement de référence de cette 
maladie, menant à la correction du déficit en dopamine dans le cerveau des malades. Cependant, la 
dopathérapie n’empêche pas l’évolution de la maladie qui est marquée par une perte d’efficacité du 
traitement et l’apparition de fluctuations des performances motrices (effet « on-off ») et de dyskinésies 
invalidantes et dans certains cas de troubles psychiques et de détérioration intellectuelle pouvant aller 
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jusqu’à la démence. 10 à 40% des malades soumis à la dopathérapie depuis au moins 3 ans présentent 
ce type d’effets (Marsden 1976). L’adjonction d’un inhibiteur de la dopa-décarboxylase périphérique 
mène à la réduction de la conversion périphérique de la dopa en dopamine permettant ainsi de 
diminuer les effets périphériques indésirables de la L-dopa. Les agonistes dopaminergiques 
représentent l’autre grande classe de médicaments symptomatiques utilisés dans la MP. Dans 
l’ensemble, les agonistes dopaminergiques ont une efficacité habituellement moins prononcée et 
moins durable que la L-dopa mais leur utilisation précoce permet, probablement, de diminuer 
l’incidence de survenue de complications motrices. Classiquement ce type de médicaments est divisé 
en deux grandes classes : les dérivés ergotiques et les non ergotiques. Les dérivés ergotiques agissent 
sur les récepteurs dopaminergiques, sérotoninergiques et adrénergiques alpha. Les non ergotiques sont 
quant à eux spécifiques des récepteurs dopaminergiques D2 et D3 (Derkindern 2000). D’autres 
médicaments, tels les anticholinergiques ou les antagonistes du glutamate, n’ont pas pour objectif le 
rétablissement du déficit en dopamine, mais agissent sur les dysfonctionnements de systèmes non 
dopaminergiques secondaires au manque en dopamine. Une autre stratégie développée dans la maladie 
de Parkinson est d’empêcher les neurones dopaminergiques de disparaître grâce à un traitement 
neuroprotecteur et donc de ralentir ou stopper la progression de la maladie. Un tel type de traitement 
doit être établi le plus tôt possible au cours de l’évolution et donc dans les phases initiales de cette 
pathologie. Un grand nombre de substances ont montré leur efficacité neuroprotectrice in vitro. 
Néanmoins, seuls les antioxydants comme les vitamines E et C et les inhibiteurs de la mono amide 
oxydase (MAO) ont été objet d’étude chez l’homme. D’autre part la démonstration clinique d’un effet 
neuroprotecteur reste également difficile pour différents motifs, notamment : l’apparition de signes 
cliniques coïncide avec la perte de la plupart des neurones dopaminergiques (70 à 80%), le profil 
évolutif de la MP varie d’un malade à l’autre ; le traitement symptomatique concomitant peut corriger, 
en grande partie la symptomatologie ; le traitement symptomatique associé entraîne des 
dysfonctionnements cérébraux modifiant le tableau clinique (Damier 2000). Une autre voie possible 
est celle du traitement chirurgical. les difficultés induites par le traitement de la maladie de Parkinson, 
ainsi que les progrès dans le domaine des neurosciences ont permis d’envisager de nouvelles 
thérapeutiques de la maladie. Certaines, bénéficiant des progrès de la neurochirurgie stéréotaxique de 
la maladie, interviennent à un stade tardif de la maladie, lorsque le handicap n’est que partiellement 
compensé par les médicaments : elles peuvent être symptomatiques tentant d’atténuer les troubles 
moteurs de la maladie (pallidotomie ou stimulation du pallidum, stimulation du noyau sous-
thalamique) ou curatives visant à remplacer les neurones dopaminergiques ayant disparu par des 
cellules neuves (greffes de neurone dopaminergiques fœtaux par chirurgie stéréotaxique (Björklund 
1984)). La TEP, en utilisant la 6-[18F]-fluoro-L-dopa a permis de démontrer la survie des cellules 
greffées et de corréler l’évolution clinique à celle de la fonction dopaminergique du putamen mesurée 
en TEP, ainsi que le caractère fonctionnel des greffes de neurones dopaminergiques fœtaux (Sawle 
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1993, Remy 1995, Olanow 1996). Cependant, ce type de traitement reste toujours dans le domaine 
expérimental en raison de l’incertitude des résultats, sans oublier les questions éthiques et matérielles. 
Les stimulations électriques profondes sont des traitements symptomatiques de la maladie qui 
interviennent à un stade tardif, lorsque les médicaments habituels ne soulagent que partiellement les 
malades. Leur objectif est d’agir sur des noyaux dont le fonctionnement est altéré par la perte 
dopaminergique nigro-striatale. Les stimulations électriques à haute fréquence ont probablement un 
effet d’inhibition qui équivaut à l’effet d’une lésion mais qui, contrairement à cette dernière est 
modulable et réversible. Il existe 3 cibles possibles de stimulation dans la MP : 1) la stimulation 
thalamique ayant pour objectif de traiter uniquement le tremblement parkinsonien (Benabid 1991). 
Elle est de moins en moins utilisée dans cette indication car elle n’a aucun effet sur les autres 
symptômes de la maladie qui continuent d’évoluer pour leur propre compte.  
2) La stimulation pallidale interne qui a pour but de réduire les dyskinésies induites par la L-dopa. Elle 
a aussi un effet bénéfique sur l’akinésie et l’hypertonie, mais cet effet semble dépendre de la position 
de l’électrode dans le pallidum et paraît modeste et de courte durée (Bejjani 1997). 3) La stimulation 
sous-thalamique très efficace sur l’akinésie et la rigidité semble aussi améliorer les autres symptômes 
de la maladie (Limousin 1995, Limousin 1998). Cette technique est actuellement souvent proposée 
chez les patients à un stade avancé de la maladie.  
L'intérêt d'effectuer un diagnostic précoce précis dans le cas de la MP est multiple. Il permet d'adapter 
le traitement en fonction de la pathologie, d'informer les patients mais également de permettre une 
bonne sélection des patients pour des études épidémiologiques ou pharmacologiques. Il est cependant 
particulièrement difficile d'établir un diagnostic de MP sur la seule base des critères cliniques à un 
stade précoce de la maladie et il est par conséquent souvent nécessaire de procéder à un suivi 
neurologique sur plusieurs années et de suivre la réponse à un traitement dopaminergique administré 
au patient.  
Si l'imagerie anatomique IRM peut apporter des arguments (comme une atrophie) en faveur d'une 
SPP, elle n'apporte cependant aucune information lorsqu'elle est “normale” (Verin 2005). L'imagerie 
fonctionnelle TEMP ou TEP permet quant à elle de mettre en évidence les lésions neuronales 
précocement (Prunier 2003) par l'utilisation de radiopharmaceutiques spécifiques des transporteurs 
pré-synaptiques et des récepteurs (pré et post synaptiques) de certains systèmes de neurotransmission. 
Parmi les différents traceurs utilisés on peut citer ceux du transporteur de la dopamine (DTA) en 
TEMP comme le 123I-βCIT, 123I-FPCIT ou le 123I-PE2I et dans le cas de la TEP le 18F-
FluoroDOPA où il a été montré qu'il existe des lésions progressives des neurones dopaminergiques 
efférents vers le striatum pour les cas de MP et SPP (Morrish 1996, Pirker 2002). En ce qui concerne 
les traceurs des récepteurs D2 post-synaptiques (RD2) on peut citer l'123I-IBZM (iodobenzamide) ou 
l'123I-Epidepride pour la TEMP et le 11C-Raclopride ou le 18F-Fallypride en TEP où il a été démontré 
que le taux de récepteurs D2 striataux est normal dans la MP (neurones du striatum préservés) et 
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diminué dans les AMS et SPP (Brooks 1992,  Knudsen 2004, Verstappen 2007). L'123I-IBZM utilisé 
dans cette étude est le radiotraceur le plus utilisé pour l'analyse des récepteurs D2 permettant 
d'effectuer un diagnostic différentiel entre MP (densité des RD2 conservée) et SPP (densité des RD2 
diminuée). Il a une haute affinité pour les récepteurs D2 qui sont fortement concentrés dans le striatum 
(Kung 1989). Sa quantification a été validée grâce à la détermination du potentiel de liaison (PL) à 
l'équilibre, 1H à 1H30 après son injection au patient, par le rapport (striatum – région de référence 
(lobe occipital, cervelet, lobe frontal)) / région de référence (Verhoeff 1993). Il faut en effet noter que 
l'interprétation visuelle des images est délicate et non suffisante pour déterminer si la fixation est 
normale ou non et la TEMP à l'IBZM représente donc une aide importante au diagnostic de la MP 
(Plotkin 2005). 
Il a été démontré dans plusieurs études que l’IBZM permettait de montrer que les récepteurs 
dopaminergiques D2 sont préservés dans les cas de MP (Brooks 1992, Schwarz 1993, Schwarz 1994) 
et diminués  dans les cas de SPP (van Royen 1993, Verhoeff 1993).  
Le problème majeur en terme de quantification est la détermination des régions d'intérêt qui reste 
hétérogène d'un centre à l'autre. Les nombreuses études ont utilisé différents moyens pour la 
délimitation du striatum et du cortex tels que des RDI géométriques sur une coupe transverse (Baulieu 
1999), des isocontours (Radau 2000), ou encore des RDI anatomiques déterminées à partir d’un atlas 
IRM (Nadeau 1995, Knudsen 2004, Hesse 2006). Il n’existe pas de méthode automatique reconnue sur 
le plan national ou international pour la méthode de définition des RDI pour la quantification, et ce 
bien que l’IBZM soit à présent utilisé dans de nombreux pays européens. Peu d'études ont déterminé la 
valeur diagnostique de la TEMP à l'IBZM sur une population importante de patients. L'étude de 
Schwarz (Schwarz 1997, Schwarz 1998) a montré que la TEMP à l'IBZM permet de prédire la réponse 
au traitement dopaminergique et de différencier avec une haute sensibilité les MP des SPP chez 37 des 
44 patients inclus dans l'étude. L'étude de Plotkin (Plotkin 2005) a montré une spécificité de 100% 
pour le diagnostic de SPP mais une sensibilité de 48% seulement. Dans cette étude la VPP était de 
100% quand la fixation était normale à condition de prendre une valeur élevée du PL. Ces différentes 
études sélectionnent des patients bien diagnostiqués cliniquement et sont le plus souvent 
rétrospectives.  
L'objectif de notre étude est de montrer l'intérêt de la TEMP à l'IBZM dans une démarche 
diagnostique d'un centre de neurologie non spécialisé dans les mouvements anormaux, avec un suivi 
prospectif puis un examen à deux ans des patients par deux neurologues spécialisés dans les 
mouvements anormaux et appliquant les critères consensuels reconnus de MPI, AMS, PSP et DCLD. 
Pour ce faire nous avons comparé 4 différentes techniques actuelles de quantification dans une étude 
prospective de patients parkinsoniens. Pour chaque méthode, nous avons déterminé son impact 
clinique en terme de classification des patients en MP et SPP. De plus, une correction d'effet de 
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volume partiel a été appliquée pour une des méthodes de quantification et ce afin d'analyser son 
impact sur le diagnostic différentiel final. 
A.1.3 Données de l'étude 
La population 
L'étude s'est portée sur une population de 103 patients (tranche d’âges de 37 à 88 ans, âge moyen 69 ± 
9.6 ans, 48 femmes et 55 hommes) présentant tous un syndrome parkinsonien isolé.  Ces derniers ont 
été examinés au CHRU Bretonneau de Tours et ont tous eu une TEMP à l'IBZM entre 1998 et 2006. 
Tous les patients ont eu une imagerie IRM (GE, 1.5T) ou TDM afin d’éliminer notamment tumeurs, 
lésions vasculaires ou calcification des ganglions. L’imagerie anatomique n’a pas pu être utilisée pour 
le recalage des images TEMP du fait que les acquisitions n’étaient pas toujours disponibles (faites 
dans des centres privés et difficultés à récupérer les examens). Tous les patients ont un syndrome 
parkinsonien sans trouble cognitif (-mental test > 25) ni trouble pyramidal, cérébral ou oculomoteur. A 
la date de l’acquisition TEMP IBZM, les patients ont été examinés par un neurologue et un 
diagnostique clinique a été établi en se basant sur les critères du UKPDSBRC. Les patients ont alors 
été classés selon ces critères cliniques consensuels en : 
• 32 MP possible (17 femmes, 14 hommes, âge moyen 66.6 ± 10.2 ans, évolution 4.9 ± 3.8 ans, 
score Hoehn and Yahr moyen indiquant la sévérité (Hoehn 1967)  2.8 ± 1.1) 
• 32 MP probables (13 femmes, 19 hommes, âge moyen 66.9 ± 8.8 ans, évolution 3.8 ± 3.8 ans, 
score Hoehn et Yahr moyen 2.0 ± 0.7) 
• 39 SPP (17 femmes, 22 hommes, âge moyen 67.5 ± 10.3 ans, évolution 3.8 ± 3.5 ans, score 
Hoehn and Yahr moyen 2.4 ± 0.9) 
Après deux années de suivi, le classement a été revu par un spécialiste en troubles du mouvement en 
fonction de l'examen clinique, de la réponse au traitement dopaminergique et de l'imagerie 
morphologique (scanner ou IRM). Un groupe de 10 sujets témoins a également été inclus dans l’étude 
(âge moyen 54 ± 22.9 ans, 3 femmes et 7 hommes). Ces témoins ont été recrutés par le service de 
neurologie, ne présentaient pas de troubles moteurs ou extrapyramidal et n’étaient pas sous traitement. 
Ce groupe a été utilisé afin de réaliser un template IBZM normal. 
Le radiotraceur 
L’IBZM a été préparé par iodation oxydative du BZM avec l’iode 123I utilisant la technique du 
peracétique acide développé par Kung (Kung 1989). Après la réaction, l’123I-IBZM radiomarqué a 
été extrait par l’éthyl-acétate et isolé par chromatographie liquide haute-performance sur une colonne 
reverse-phase (RP1) avec un mélange de 82% acetonitrile/phosphate d’ammonium (4nM, pH 7.0) pour 
la phase mobile (vitesse: 1,0 mL.min-1) La fraction éluée au temps de rétention de l’IBZM a été 
collectée et passée sur une colonne SEP-Pak C18. Le produit a été ensuite élué avec l’éthanol et dilué 
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dans une solution de 0,9% NaCl. Le radiopharmaceutique préparé a été stérilisé avant l’injection par 
filtration à travers un filtre de 0,22µm. Cette procédure de marquage permet un rendement 
radiochimique supérieur à 50%, et une pureté radiopharmaceutique excédant 95%. L’activité 
spécifique de l’123I-IBZM préparé avec cette procédure était de 7,4x107 Bq.M-1 (2x104 Ci.mmole-
1). L’IBZM était utilisé dans le cadre de la préparation magistrale avec autorisation de l’AFFSSAPS. 
L'acquisition TEMP et la reconstruction 
Pour tous les patients qui recevaient des agonistes dopaminergiques, anticholinergiques ou des 
traitements antidépresseurs, ces derniers ont été arrêtés 7 jours avant l’examen TEMP et la L-Dopa 
était arrêtée au moins 13 heures avant et ce afin de ne pas fausser la fixation de l’IBZM. L’activité 
moyenne injectée était de 180 MBq (allant de 160 MBq à 195 MBq). Afin d’éviter l’exposition 
radioactive de la glande thyroide à l’iode 123, chaque patient a pris 400 mg de perchlorate de 
potassium par voie orale 15 minutes avant l’injection du radioligand. L’injection intraveineuse lente (2 
minutes) a eu lieu 1 heure 15 minutes avant l’acquisition TEMP (conformément aux consignes de 
quantification relatives à la cinétique de l’IBZM). Le patient était allongé, la position de la tête étant 
ajustée par un repérage laser de la ligne orbito-méatale, perpendiculaire à l’axe de rotation des têtes, et 
maintenue par une têtière pour éviter le mouvement. Les acquisitions tomographiques ont été 
effectuées avec la caméra deux têtes Helix* Elscint (GE) avec un collimateur fan beam : 120 x 20 
projections par seconde sur 360°, une matrice de format 128x128, le rayon de giration était de 13 cm 
fixe pour tous les patients. Les acquisitions TEMP duraient 40 minutes. Les images étaient 
reconstruites par rétroprojection filtrée avec un filtre Metz 3.12 et une correction d’atténuation selon 
l’algorithme de Chang (coefficient = 0,09 cm-1). Les données TEMP ont été réorientées selon une 
ligne passant par la partie inférieure des lobes occipital et frontal, parallèle à la ligne de commissure 
antérieure/postérieure. 
Traitement des images et quantification 
Afin de quantifier la fixation de l’IBZM nous avons calculé le PL (ou BP) par le ratio de la fixation 
spécifique (striatum S) sur la fixation non spécifique (lobes occipitaux O). Pour déterminer les 
volumes d’intérêt (VOI) du striatum et les lobes occipitaux, nous avons utilisé les 4 méthodes 
différentes : 
• La première méthode fait référence à une étude préliminaire (Baulieu 1999) consistant à utiliser 
des RDI géométriques de formes prédéfinies pour les noyaux caudés et le lobe occipital (cercles) 
et pour les putamens (ellipses). Nous avons analysé la somme de plusieurs coupes (5 coupes 
représentant une épaisseur totale de 8.5mm) où le signal dans le striatum était le plus fort, puis le 
même opérateur a placé (positionnement et dimensionnement) les différentes régions d'intérêt 
géométriques sur cette coupe sommée (figure A.2(a). Nous avons alors pu calculer les rapports 
S/0, striatum droit sur striatum gauche (Sright/Sleft), et putamens sur noyaux caudés (P/C). 
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• La seconde méthode a consisté à utiliser un isocontour fixe. Nous avons créé pour cela un 
template IBZM normal à partir d’une population de 10 témoins sans syndrome parkinsonien et 
dans la même tranche d’âge que les patients inclus dans l’étude. Dans un premier temps, les 10 
images ont été symétrisées horizontalement afin d’éviter tout problème de symétrie. Chaque 
volume IBZM a ensuite été recalé sur une image TEMP témoin en utilisant un recalage 
automatique (transformation affine, 12 degrés de liberté, interpolation trilinéaire, correlation 
ratio). Finalement, les images initiales et symétrisées ont été moyennées afin de générer le 
template IBZM normal. Ce template a ensuite été converti en une image « paramétrique » en 
fixant manuellement un RDI circulaire dans le lobe occipital comme région de référence et en 
convertissant chaque valeur de voxel V en une valeur V/0. Un seuillage à 70% a finalement été 
choisi (après validation lors d'une étude annexe sur un fantôme antropomorphique) afin d'obtenir 
les RDI striatales droite et gauche (figure A.2(b)). Chaque image patient a alors été recalée sur ce 
template IBZM en utilisant les mêmes paramètres de recalage recommandés pour ce type de 
modalité. La quantification finale de la fixation de l'IBZM a ainsi pu être obtenue pour chaque 
patient en mesure l'activité dans les 3 RDI et en calculant les rapports S/0 et (Sright/Sleft). 
 
(a)      (b)  
Figure A.2 : (a) TEMP 123I-IBZM avec des VOI géométriques (méthode 1) placés sur les noyaux caudés, les 
putamens et les lobes occipitaux. (b) Template TEMP 123I-IBZM superposé avec des VOI striatales (méthode 2) 
obtenues par un isocontour fixe de 70% de l’intensité maximale. Les VOI occipitales sont manuelles dans cette 
approche. 
• La troisième méthode consistait en une segmentation manuelle (par un spécialiste) basée sur une 
image template anatomique. Un template IRM a été utilisé pour cela (présenté au paragraphe 
suivant). Six différentes RDI ont été définies (noyaux caudés, putamens et cortex occipital sur les 
deux hémisphères (figure A.3). Les différentes images IBZM ont ensuite été recalées de façon 
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automatique (transformation affine, 12 degrés de liberté, interpolation trilinéaire, information 
mutuelle normalisée) sur le template IRM et les rapports S/0, (Sright/Sleft), et (P/C) calculés. 
Construction du template anatomique : 
Pour le recalage des images il est normalement conseillé d’utiliser des templates spécifiques de la 
population étudiée dans la même tranche d’âge. N’ayant pas les IRM de chacun des patients nous 
avons donc créé un template anatomique à partir des images IRM d’une étude réalisée au service 
de médecine nucléaire de Bordeaux entre mai 2004 et janvier 2006. Le template est issu du 
moyennage des images de 323 sujets (139 hommes et 184 femmes) d’âge moyen 77,6 ± 3,9 ans 
dont 289 droitiers, 10 gauchers et 24 ambidextres. Cette population d’IRM correspondait à notre 
population étudiée. Toutes les acquisitions IRM étaient pondérées en T1. La procédure suivie pour 
la création du template (illustré figure A.3(a)) a été la suivante et correspond à celle suggérée par 
le logiciel de recalage AIR: 
 
1. Sélection d'une image de référence et recalage (intramodalité 3D affine (12 paramètres), 
fonction de coût moindres carrés avec mise à l'échelle des intensités, faible lissage gaussien 
sur toutes les images y compris l'image de référence) de toutes les images sur cette image 
cible. 
2. Création de transformations pour recaler chaque image dans un espace approximant la taille 
moyenne, la forme et l'orientation des images d'origine. Obtention de nouveaux paramètres de 
recalage pour chacune des images d'origine. 
3. On reconstruit chaque image en appliquant ces paramètres de recalage, dans l'espace commun 
(interpolation trilinéaire avec génération de voxels cubiques). 
4. Création de l'image moyenne (moyenne arithmétique de toutes les images voxel par voxel). 
5. On procède de façon itérative. Les étapes 1 à 4 sont réitérées jusqu'à convergence du résultat 
(dans notre cas la convergence était obtenue au bout de 2 itérations). 
6. Normalisation spatiale du template. On procède à une normalisation spatiale manuelle afin de 
ramener le template dans une orientation standard commissure antérieure/commissure 
postérieure (CA/CP). Cette étape est plus complexe et nous nous sommes basés sur une étape 
de normalisation spatiale du template généré en utilisant le logiciel SPM et en prenant comme 
référence le template T1 du MNI avec les paramètres suivants: estimation des paramètres par 
régularisation affine sans lissage et reconstruction par interpolation trilinéaire. Cette 
normalisation spatiale sous le logiciel SPM étant précédée d'un recalage affine grossier puis 
fin au sens de la différence des moindres carrés, aucune autre étape n'est nécessaire. 
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           (a)            (b)              (c) 
Figure A.3 : méthode 3. VOI segmentées manuellement et superposées sur les templates IRM (a) et 123I-IBZM 
TEMP (c) après recalage de ce dernier. (b) Fusion du template IRM et 123I-IBZM TEMP 
Segmentation manuelle des VOI et variabilité inter observateur : 
Pour ce faire, le contraste a tout d'abord été réhaussé par l'utilisation d'une méthode d'égalisation 
d'histogramme (CLAHE pour Contrast Limited Adaptative Histogram Equalization) (Reza 2004). 
Le résultat est illustré figure A.4. L'objectif était ici d'harmoniser la répartition des niveaux de 
luminosité de l'image (par un partitionnement et une égalisation d'histogramme pour chaque 
région) afin de tendre vers un même nombre de pixels pour chacun des niveaux de l'histogramme. 
Cette étape visait au final à augmenter le contraste dans l’image afin d'aider à la segmentation des 
RDIs. 
 
     (a)          (b) 
Figure A.4 : Template anatomique avant (a) et après (b) CLAHE 
Le template a ensuite été segmenté par deux opérateurs différents (résultat pour l’opérateur 1 
figure A.3(a)), notamment à cause du flou présent dans l'image (de part le moyennage) rendant la 
délimitation difficile et afin  d'étudier la variabilité inter-observateur après traitement. Pour 
expliquer s’il existe des dissimilitudes entre ces RDI, on s’est intéressé en premier lieu à leurs 







 Volume RDI (en mm3) 
Obs1 




Caudé Droit 1395 2066 32% 
Caudé Gauche 1442 2123 32% 
Putamen Droit 3143 3353 6% 
Putamen Gauche 2952 3038 3% 
Tableau A.1 : volume des RDI en mm3 
Les noyaux caudés présentent une différence de volume de 32% entre l’observateur 1 et 
l’observateur 2 alors qu’elle n’est que de 6% et 3% pour les putamens. La segmentation à partir 
d’une image moyenne est en effet plus difficile pour des zones peu délimitées en intensité comme 
les noyaux caudés. La moyenne d’activité du traceur (activité/volume) était calculée dans chaque 
RDI striatale et dans une RDI de référence (lobe occipital) pour chaque image de notre population. 
Ainsi, pour vérifier si les différences de volume entre nos RDI étaient importantes, nous avons 
comparé les moyennes d’activité dans chaque RDI entre les deux observateurs. Pour l’ensemble 
de notre population, le rapport de la moyenne d’activité, dans chaque RDI entre les deux 
observateurs, a été calculé. La moyenne de ces résultats dans les noyaux caudés droit, gauche et 
les putamens droit et gauche étaient respectivement de 2,67%, 3,54%, 0,74% et 1,52%. Ces 
résultats permettaient de dire que la différence de volume des RDI n’était que peu significative 
dans le cadre de la quantification. 
 
• La quatrième méthode est basée sur un atlas anatomique (Anatomical Automatic Labeling AAL) 
disponible dans le logiciel SPM (Statistical Parametric Mapping, WDCN, London UK) 
implémenté pour Matlab (MathWorks Inc, Natick, MA, USA). Chaque IBZM individuel a été 
lissé (8x8x8mm) sous SPM puis normalisé sur le template de perfusion SPECT de SPM en 
utilisant la fonction d'estimation normalisée de SPM (non linear frequency, cutoff 25, non linear 
iterations 16, non linear regularization 1). Les paramètres estimés de normalisation spatiale ont 
ensuite été appliqués à chaque image en utilisant la fonction Normalize Write de SPM (voxel 
sizes: 2x2x2, trilinear interpolation, no wrapping). Nous avons alors utilisé l'atlas de AAL pour 
obtenir directement les VOI striatales et occipitales (figure A.5) et calculer les rapports S/0, 





               (a)                 (b) 
Figure A.5 : méthode 4 VOI anatomique de l’atlas AAL superposées au template TEMP de perfusion de SPM et à une image 
TEMP IBZM après recalage 
Analyse statistique 
Nous avons tout d'abord comparé la classification initiale en MP et SPP des 103 patients avec la 
classification finale, en se basant sur les critères cliniques de sélection vu précédemment, la réponse au 
traitement dopaminergique et la survenue de signes atypiques. Nous avons ainsi évalué la sensibilité et 
la spécificité des critères UKPDSBRC. Dans un second temps, nous avons procédé à l'analyse des 
données TEMP IBZM et des valeurs S/O, C/O et P/O obtenues par les différentes méthodes proposées 
précédemment. Un test de Student a été appliqué afin de comparer les MP et les SPP classifiés après 2 
années de suivi afin de comparer plus précisément les MP avec les AMS et PSP. Le niveau de 
significativité a été fixé à 1% (p<0.001). Les DCLD ont également été comparés au MP pour les ratios 
S/O, C/O et P/O avec le test de Mann et Withney. L'analyse de la co-variance (ANCOVA) a été 
ajoutée pour déterminer l'influence de l'âge, de la durée de la maladie et de sa sévérité (score Hoehn et 
Yahr) sur les ratios S/O pour les MP et les SPP séparément. En conservant la classification entre MP 
et SPP après les deux années de suivi, nous avons procédé à l'analyse de la courbe ROC (Receiver 
Operating Characteristic) des 103 patients en utilisant l'aire sous la courbe (AUC) comme indice de 
performance (Figure A.6). Nous avons pu déterminer la meilleur valeur de coupure pour chaque 
courbe ROC entre SPP et MP pour le ratio S/O pour les 4 méthodes, les ratios C/O et P/O pour les 
méthodes 1, 3 et 4. La sensibilité (Se), la spécificité (Sp) et les valeurs prédictives positives (VPP) et 
négatives (VPN) de la SPECT IBZM ont été calculées pour différencier les SPP des MP. Finalement, 
nous avons combiné la classification clinique initiale par les critères UKPDSBRC et les ratios S/O 




A.1.4 Résultats de l’étude  
Classification clinique 
Après deux années de suivi, les 103 patients ont été de nouveau classés selon les critères cliniques 
consensuels, la réponse au traitement dopaminergique et l’apparition éventuelle de signes cliniques 
atypiques pour une MP : 
• 64 patients étaient classés comme MP (14 hommes, 17 femmes, âge moyen 68.3 ± 10.2 ans, 
évolution 4.3 ± 3.8 ans, score Hoehn et Yahr moyen 2.1 ± 0.8). Ces derniers sont appelés « MP 
final » par la suite. Ils ont tous eu une bonne réponse au traitement dopaminergique et n’ont pas 
développé de signes neurologiques atypiques. 
• 39 patients étaient classés comme SPP et sont appelés par la suite « SPP final ». Dans ce groupe 
les critères cliniques ont permis de différencier 17 patients avec une AMS probable (8 hommes, 9 
femmes, âge moyen de 64.5 ± 9.1 ans, évolution 4.5 ± 4.2 ans, score Hoehn et Yahr moyen de 2.7 
± 0.9), 17 avec un PSP probable (9 hommes, 9 femmes, âge moyen de 69.4 ± 9.7 ans, évolution 
3.6 ± 3.5 ans, score Hoehn et Yahr moyen de 3.2 ± 1.0) et 5 DCLD probables (4 hommes, 1 
femme, âge moyen 70.6 ± 6.5 ans, évolution 2.4 ± 1.3 ans, score Hoehn et Yahr moyen de 2.3 ± 
1.2) 
Le tableau A.2 détaille la comparaison entre les classifications cliniques initiale et finale pour tous les 
patients. La sensibilité et la spécificité de la classification clinique initiale par les critères de la 
UKPDSBRC étaient respectivement de 75% (48/64) et de 59% (23/39). 16 patients (4 AMS, 9 PSP et 
3 DLBD) sur les 39 finalement diagnostiqués comme SPP étaient initialement répertoriés à tort 
comme MP. Nous avons obtenus 25% de faux positifs et 41% de faux négatifs avec les critères de la 
UKPDSBRC. Aucune différence statistique n’a été trouvé entre les 64 patients classés comme MP 
final et les 39 patients classés comme SPP final pour l’âge, la durée de la maladie et les scores Hoehn 
et Yahr. 
 
Tableau A.2 : comparaison entre la classification initiale basée sur les critères UKPDSBRC et la classification finale après 2 
ans de suivi. 
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Résultats TEMP IBZM 
Les tableaux A.3 et A.4 présentent les valeurs moyennes des ratios S/O, P/C, C/O et P/O dans les 
différents groupes pour les 4 méthodes de quantifications présentées plus haut. Les ratios S/O étaient 
significativement différents (p<0.001) entre les 64 MP et les 39 SPP, entre les MP et les deux sous 
groupes de 17 AMS et 17 PSP. Les ratios C/O et P/O applicables dans les méthodes 1, 3 et 4 étaient 
significativement différents entre les 64 MP et les 39 SPP et également entre les MP et les deux sous 
groupes de 17 AMS et 17 PSP. La comparaison des 5 DCLD et des 64 MP tend à être significative 
avec le test Mann-Withney pour les ratios S/O, C/O et P/O. Les ratios S/O n’étaient par contre pas 
significativement différents entre les 3 sous groupes de SPP quelle que soit la méthode de 
quantification. De plus, les ratios P/C n’étaient pas significativement différents entre les MP et les SPP 
et entre les différents groupes pour les 4 méthodes choisies. Nous n’avons pas trouvé de corrélation 
entre les valeurs des ratios S/O et l’âge, la durée de la maladie et les scores Hoehn et Yahr dans les 64 
MP final et 39 SPP final, analysés séparément.  
* Différence entre SPP et MP statistiquement significative (p<0.001) 
** Différence entre AMS et MP ou PSP et MP statistiquement significative (p<0.001) 
 
Tableau A.3 : ratios moyens (± SD) de P/C et S/O pour les différents groupes de patients (64 MP et 39 SPP (17 AMS, 17 
PSP, 5 DLBD)) pour les 4 méthodes de quantification  
 
Tableau A.4 : ratios moyens (± SD) de C/O et P/O pour les différents groupes de patients (64 MP et 39 SPP (17 AMS, 17 




Les valeurs de séparation (« cut-off ») pour le ratio S/O ont été déterminées à partir de courbes ROC 
(figure A.6) pour obtenir le meilleur compromis entre sensibilité et spécificité pour la classification 
des patients en SPP et MP selon la classification clinique finale. 
 
Figure A.6 : courbes ROC pour les 4 méthodes de quantification pour les ratios S/O (a), C/O (b) et P/O (c) 
Nous avons obtenu les résultats suivants: 
• méthode 1: cut-off = 1.80 (Se=62%, Sp=83%, PPV=69%, PNV=78%, AUC=0.759) 
• méthode 2: cut-off = 1.72 (Se=82%, Sp=53%, PPV=52%, PNV=83%, AUC=0.707) 
• méthode 3: cut-off = 1.70 (Se=85%, Sp=64%, PPV=59%, PNV=87%, AUC=0.818) 




Les ratios étaient considérés comme normaux lorsque la valeur S/O pour chaque patient était égale ou 
supérieure à la valeur de cut-off et diminués lorsque la valeur était strictement inférieure. La sensibilité 
et la spécificité des ratios C/O et P/O obtenus par les courbes ROC sont présentées dans le tableau A.5. 
 
Tableau A.5 : sensibilité (Se) et Spécificité (Sp) obtenues avec les courbes ROC pour les ratios C/O et P/O 
Classification des patients par IBZM comparée à la classification clinique finale  
C’est en utilisant conjointement les ratios S/O obtenus pas la TEMP et la classification initiale des 
patients pas les critères UKPDSBRC que l’on peut définir le gain apporté en terme de diagnostic 
précoce (cf. figure A.7). 
 
Figure A.7 : Graphique représentant la classification des 103 patients à partir des critères UKPDSBRC puis de la TEMP à 
l’IBZM (N  ratio S/O normal ; D  ratio S/O diminué) comparé à la classification clinique finale après 2 années de suivi. 
• Pour la méthode 1: nous avons correctement reclassé (grâce à la TEMP IBZM), 11 patients sur les 
16 avec un diagnostic final de SPP (69%) initialement diagnostiqués comme MP (faux positifs) et 
également 12 patients sur 16 avec un diagnostic final de MP (75%) initialement diagnostiqués à 
tort comme SPP (faux négatifs) 
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• Pour la méthode 2: nous avons correctement reclassé 12 patients sur 16 avec un diagnostic final de 
SPP (75%) diagnostiqués initialement à tort comme MP (faux positifs) et 8 patients sur 16 avec un 
diagnostic final de MP (50%) initialement diagnostiqués comme SPP (faux négatifs). 
• Pour la méthode 3: nous avons correctement reclassé 15 patients sur 16 avec un diagnostic final de 
SPP (94%) initialement diagnostiqués à tort comme étant MP (faux positif) et 11 patients sur 16 
avec un diagnostic final de MP (69%) initialement diagnostiqués comme SPP (faux négatif). 
• Pour la méthode 4: nous avons reclassé 14 patients sur 16 avec un diagnostic final de SPP (88%) 
diagnostiqués initialement comme MP (faux positif) et 10 patients sur 16 avec un diagnostic final 
de MP (63%) initialement diagnostiqués par erreur comme MP (faux négatif). 
A.1.5 Discussion de l’étude 
Dans cette étude rétrospective, l’application des critères de la UKPDSBRC entraine 25% de 
diagnostics faux positifs de MP pour les données traitées par différents neurologues non experts en 
troubles du mouvement. Dans une étude de Hughes (Hughes 1992(a)), il a été montré 24% de faux 
positifs de MP lorsque le syndrome parkinsonien était basé seulement sur la présence d’au moins deux 
signes extra-pyramidaux. Dans une étude plus récente (Hughes 2001), Hughes et al. ont comparé 
différents critères cliniques et analyses pathologiques de 100 cerveaux de patients décédés avec un 
diagnostic final de MP. Lorsqu’ils appliquaient les critères UKPDSBRC, la sensibilité et la valeur 
prédictive positive pour le diagnostic de MP étaient de 90% et 92% respectivement mais la spécificité 
était seulement de 40%. Les troubles dégénératifs avec syndromes parkinsoniens sont hétérogènes et 
sont difficiles à identifier au début de l’évolution clinique. Notre étude à montré la même sensibilité 
que pour l’étude de Hughes (Hughes 1992(b)) et une valeur prédictive de 76% lorsque nous 
appliquons rétrospectivement les critères de la UKPDSBRC. Hughes et al. ont montré (Hughes 
1992(b)) que l’expérience clinique, l’application de critères reconnus ainsi que la spécialisation en 
troubles du mouvement sont très importants pour augmenter la précision du diagnostic. Les faibles 
valeurs de sensibilité et de valeur prédictive que nous obtenons pour le diagnostic initial de MP peut 
être expliqué par le fait que différents neurologues ont examiné les patients en phase initiale et n’ont 
pas forcément appliqué les critères de la UKPDSBRC et également le fait que des données manquaient 
aux deux neurologues experts en troubles du mouvement qui ont classé les patients de façon 
rétrospective. Les critères cliniques ne sont pas suffisants pour un diagnostic initial précis de MP et 
notre étude clinique a démontré que l’imagerie fonctionnelle par TEMP pouvait être très utile en tant 
que méthode de diagnostic complémentaire à l’application initiale des critères de la UKPDSBRC. 
Notre étude a confirmé que la TEMP à l’IBZM permet de différencier précocement les SPP des MP. 
Nos résultats démontrent que la TEMP a une plus grande sensibilité pour le diagnostic de SPP que les 
critères cliniques, entre 82 et 90% selon les méthodes 2, 3 et 4. Comme il a été montré dans la 
littérature (Brooks 1992, van Royen 1993, Schulz 1994, Walker 1997), la TEMP à l’IBZM différencie 
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statistiquement les SPP des MP. Cependant, nous avons trouvé des plages de valeurs de ratios (S/O, 
C/O, P/O) très grandes pour les populations MP et SPP et ce quelque soit la méthode de quantification 
choisie. Ces plages de valeurs n’étaient corrélées ni avec l’âge, ni avec la sévérité de la maladie (score 
Hoehn et Yahr), ni avec la durée de la maladie. Des études en TEP et en TEMP ont démontré une 
fixation réduite statistiquement significative pour différents radioligands spécifiques des récepteurs 
dopaminergiques D2 dans l’AMS, la PSP et la DCLD (Brooks 1992, van Royen 1993, Schulz 1994, 
Walker 1997). Cependant, certains auteurs ont montré que certains patients avec une AMS ou une PSP 
n’avaient pas de fixation diminuée de l’IBZM (Schulz 1994, Arnold 1994) et plus récemment une 
étude TEMP à l’123I-Epidepride n’a trouvé aucune différence statistique entre les AMS et les MP 
(Knudsen 2004). Des études histologiques ont quant à elles montré des lésions hétérogènes des 
ganglions de la base, spécialement dans le striatum, pour les AMS, PSP et les DCLD (Jellinger 1995, 
Fujishiro 2008). L’hétérogénéité des lésions des neurones striataux dans l’AMS, la PSP et la DCLD, 
spécialement au début de l’évolution de la maladie, pourrait expliquer l’hétérogénéité obtenue en 
terme de fixation de IBZM dans la population de SPP ce qui diminuerait la spécificité de la TEMP à 
l’IBZM pour le diagnostic des SPP. Une autre hypothèse concernant l’hétérogénéité des résultats de 
S/O, C/O et P/O pourrait être due à la quantification, et plus spécialement aux méthodes de 
segmentation des VOI. Nous avons démontré que la méthodologie de traitement des images joue un 
rôle très important sur le diagnostic. La quantification de l’IBZM avec l’estimation du potentiel de 
liaison a été validée car l’IBZM atteint un équilibre entre les compartiments non spécifiques et 
spécifiques (voir le chapitre sur le DPA pour une explication sur la modélisation compartimentale) 
après 1H30 post injection et reflète la densité en récepteurs dopaminergiques D2 (Bmax/Kd). Pour 
calculer le potentiel de liaison, la définition des VOI est déterminante mais cependant, aucune 
méthode de la littérature ne fait le consensus. La TEMP à l’IBZM est de plus en plus utilisée en 
routine clinique en Europe (Vlaar 2007). Nous avons développé un traitement d’images en nous basant 
sur différentes approches proposées dans la littérature et avons comparé 4 de ces techniques les plus 
couramment rencontrées, sur une même population, afin d’évaluer leur impact clinique.  
La première méthode manuelle basée sur des RDI géométriques est opérateur dépendante en terme de 
positionnement des régions. Le placement de ces régions est relativement facile lorsque la fixation de 
l’IBZM est élevée comme pour dans le cas des patients MP mais devient difficile pour les SPP où elle 
est très souvent diminuée. Les RDI 2D sont placées seulement sur une coupe où la fixation est 
maximale dans le striatum et ne prend donc pas en compte la fixation dans l’ensemble du volume 
striatal. Ainsi, cette méthode a une faible sensibilité (62%) pour la différenciation entre les SPP et les 
MP mais une spécificité plus grande pour le diagnostique des MP (83%) comparée aux 3 autres 
méthodes. Pour ces différents arguments nous pouvons conclure que cette méthode n’est pas 
appropriée en pratique clinique. 
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La seconde méthode de quantification a été faite avec des RDI créés par isocontours sur un template 
IBZM normal. Des isocontours ainsi qu’un recalage de chaque TEMP individuellement sur un 
template de même modalité semblent appropriés mais les valeurs diagnostiques calculées étaient 
relativement faibles avec 82% et 53% pour la sensibilité et la spécificité respectivement comparées 
aux résultats obtenus avec les méthodes 3 et 4. Ceci peut être expliqué du fait de l’approximation de la 
fusion de chaque TEMP individuelle et du template IBZM. En fait, l’activité maximum dans le 
striatum pour le template IBZM normal pourrait ne pas correspondre parfaitement avec le maximum  
d’activité dans le volume IBZM de chaque patient, spécialement pour les SPP présentant une atrophie 
sous corticale et une fixation très faible de l’IBZM. Ce phénomène pourrait introduire un biais dans la 
quantification et réduire la précision du diagnostic par cette méthode utilisant les isocontours. Dans 
une étude précédente (Verhoeff 1993), il a été démontré que la quantification était mieux estimée en 
utilisant un atlas du cerveau stéréotaxique qu’en utilisant des VOI générées par isocontours. 
Cependant aucune étude n’a proposé jusqu’à maintenant des isocontours basés sur un template IBZM 
normal. 
Les méthodes 3 et 4 étaient quant à elles basées sur des VOI anatomiques. L’utilisation de VOI 
segmentées sur une IRM semble être la technique la plus appropriée mais nous avons du utiliser un 
template IRM ou un atlas dans la mesure où en pratique clinique, l’obtention de l’acquisition 3D IRM 
de chaque patient au moment de la TEMP à l’IBZM était difficile. 
Dans la méthode 3, les VOI étaient dessinées manuellement sur le template IRM normal basé sur des 
témoins de même tranche d’âge que notre population de patients parkinsoniens. La quantification par 
segmentation manuelle des VOI sur l’IRM est une technique largement répandue dans la littérature 
(Nadeau 1995, Verhoeff 1993, Nurmi 2000, Hesse 2008). En utilisant un template IRM avec 
segmentation manuelle des VOI par un anatomiste, la technique est reproductible d’un patient à 
l’autre. 
Dans la méthode 4, nous avons fusionné chaque TEMP avec un template TEMP de perfusion fourni 
par le logiciel SPM puis appliqué les VOI anatomiques d’un atlas validé dans le même référentiel. 
L’utilisation de VOI basées sur un atlas a été décrit pour les radioligands du transporteur de la 
dopamine en TEMP (Verhoeff 1993, Verstappen 2007) et l’utilisation du logiciel SPM a été motivée 
par une étude (Kas 2007) qui validait la normalisation spatiale fournie par SPM avec un template 123I-
FP CIT.  
Les méthodes 3et 4 sont automatiques et non observateur dépendant. Nous avons reclassé 10 à 11 des 
16 patients avec un diagnostic final de SPP initialement diagnostiqué comme MP. La sensibilité et la 
spécificité étaient à peu près équivalentes entre les méthodes 3 et 4 étant respectivement de 85% et 
64% pour la méthode 3 et de 90% et 61% pour la méthode 4. Malgré un bon recalage entre les TEMP 
individuelles et le template IRM (méthode 3) ou le template de perfusion TEMP (méthode 4), des VOI 
anatomiques fixes ne peuvent pas être placées avec exactitude sur l’activité maximale striatale pour un 
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certain nombre de patients, notamment à cause de l’atrophie sous corticale. Ce problème introduit des 
biais dans la quantification. Les limites en terme de recalage et de placement des VOI pour chaque 
patient pourraient expliquer l’hétérogénéité des ratios S/O. Cependant, nous avons démontré que les 
méthodes 3 et 4 semblent plus appropriées pour une utilisation clinique comparées aux VOI 
géométriques et par isocontours. Même si l’IRM de chaque patient pourrait fournir le volume réel du 
striatum individuellement, en tenant ainsi compte de l’atrophie, une segmentation manuelle des VOI 
est une opération fastidieuse et totalement opérateur dépendant. 
Dans cette étude, nous avons également déterminé l’impact diagnostic de la TEMP à l’IBZM en se 
basant sur une première classification par les critères du UKPDSBRC. La plupart des études se basent 
sur la sensibilité de la TEMP à l’IBZM pour le diagnostic de MP. Nous avons préféré de notre côté 
considérer la sensibilité de la TEMP à l’IBZM pour le diagnostic précoce des SPP. Le diagnostic des 
SPP est en effet le problème initial principal en routine clinique car un faux diagnostic de MP entraine 
une inefficacité des traitements dopaminergiques ainsi que des erreurs de recrutements pour des essais 
cliniques de nouveaux médicaments. La valeur diagnostic de la TEMP a été étudiée avec des ligands 
des récepteurs post synaptique dopaminergiques D2 selon différentes approches au cours des deux 
dernières décennies. Schwarz et al. (Schwarz 1997) a présenté une étude prospective intéressante sur 
36 mois basée sur 55 patients. Dans cette dernière, la TEMP à l’IBZM prédisait avec précision la 
réponse soutenue du traitement à la L-Dopa, avec une sensibilité et une spécificité de 100% et 75% 
respectivement. Ils comparaient également la fixation de l’IBZM avec le développement de signes 
cliniques indiquant des lésions des ganglions de la base. Ils ont démontré qu’une fixation diminuée de 
l’IBZM était associée avec une faible voire une absence de réponse aux traitements dopaminergiques 
dans le temps ainsi que le développement d’autres signes, excluant les MP dans 66.7%. Nos résultats 
sont en accord avec ceux obtenus dans l’étude citée précédemment puisque 33 à 35 des 39 patients 
SPP (soit 85% à 90%) pour les méthodes 3 et 4 avaient une fixation d’IBZM diminuée, une faible 
voire une absence de réponse au traitement et ont développé des signes atypiques pour une MP avec 2 
années de suivi.  Les valeurs de sensibilité et de valeurs prédictives négatives pour le diagnostic de 
SPP obtenues dans notre étude sont également en accord avec l’étude prospective de Schwarz. 
Cependant, ces différentes études (Schwarz  1997, Schwarz 1998) n’évaluent pas le diagnostic global 
de la TEMP à l’IBZM à un stade initiale de l’évolution de la maladie comparé à la classification 
clinique initiale des patients représentant le seul usage possible de la TEMP IBZM en pratique 
neurologique clinique. Dans notre étude, nous avons validé la TEMP IBZM comme représentant une 
méthode importante pour une classification précoce précise des patients en SPP et MP, spécialement 
après l’application des critères cliniques UKPDSBRC. Nous avons démontré que si les patients sont 
initialement classés comme non SPP possible par les critères de la UKPDSBRC et que de plus la 
fixation de l’IBZM est diminuée (18 à 21 sur 23 patients pour les méthode 2, 3 et 4), on a la certitude 
que les patients en questions n’ont pas de MP. De plus, si les patients ont une fixation diminuée de 
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l’IBZM et un diagnostic initial de MP (possible ou probable) à partir des critères de la UKPDSBRC, 
ils s’agit en réalité de SPP avec une sensibilité de 90% des cas (14 à 15 sur 16 patients) pour les 
méthodes 3 et 4 et ils développent au cours des 2 années de suivi une absence de réponse au traitement 
et des signes neurologiques atypiques. La TEMP à l’IBZM a un impact important sur le diagnostic 
lorsque la fixation est diminuée, mais pas lorsque celle-ci est estimée comme étant normale. Lorsque 
le diagnostic initial est une MP possible ou probable, un ratio S/O normal ne prédit un diagnostic final 
de MP que dans 54 à 63% (26 à 30 sur 48 patients) avec les méthodes 2, 3 et 4. Lorsque le 
diagnostique initial est SPP, un ratio S/O normal a une spécificité de 50 à 69% (8 à 11 sur 16 patients) 
avec les méthodes 2, 3 et 4. 
Ces résultats sont de l’ordre de grandeur des valeurs de sensibilité pour le diagnostic de MP trouvées 
dans des études récentes pour les récepteurs RD2 (Plotkin 2005, Koch 2007). Ces résultats soulignent 
le besoin d’une présélection clinique des patients à partir des critères UKPDSBRC et ce avant la 
TEMP IBZM et dans notre étude nous avons démontré que les méthodes 3 et 4 étaient les plus 
sensibles et spécifiques pour le diagnostic précoce des patients SPP. Nous avons démontré qu’il n’y a 
pas de méthode de quantification idéale pour un diagnostic précoce des SPP mais que les méthodes 
automatiques et anatomiques basées soit sur un atlas soit sur un template IRM présentent les valeurs 
diagnostiques les plus élevées pour la TEMP à l’IBZM. D’autres problèmes persistent pour le recalage 
entre l’IRM et la TEMP et il n’existe pas de consensus concernant la correction des effets de volume 
partiel, qui entrainent une diminution importante de la fixation dans les petites structures et notamment 
dans le striatum (Soret 2003, Soret 2007(b)). Malgré cela, la TEMP à l’IBZM a été démontrée comme 
représentant un outil très utile pour le diagnostic précoce des SPP et devrait être inclus en pratique 
clinique après une classification initiale des patients par les critères UKPDSBRC et par l’IRM. 
 
A.2 Etude complémentaire sur l’impact de la correction d’effet de 
volume partiel sur la classification des patients en SPP et MP 
Plus précisément, cette analyse a été effectuée avant l’étude comparant les différentes méthodes de 
quantifications vues précédemment. Elle portait sur l’intérêt de la TEMP à l’IBZM avec correction des 
effets de volume partiel en pratique clinique pour le diagnostic clinique des SPP dans une étude 
prospective. 
A.2.1 Données de l’étude 
99 patients ont été inclus dans cette étude, présentant tous un syndrome parkinsonien isolé (moyenne 
d’âge 66.4 ans ± 10.1 ans, évolution 3.1 ans ± 2.8 ans). La classification clinique initiale a été faite en 
se basant sur les critères de la UKPDSBRC et la population se répartissait en 20 MP probables, 31 MP 
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possibles et 39 SPP possibles. Après 2 années de suivi et de traitement, la classification finale était de 
64 MP et 35 SPP (séparés en 17 AMS et 18 PSP). 
L’acquisition TEMP a été effectuée 1H30 minutes après l’injection de 185 MBq d’IBZM par une 
caméra 2 têtes (Helix Elscint, GE, avec collimateurs fan beam). La reconstruction était faite par 
rétroprojection filtrée avec une correction d’atténuation selon l’algorithme de Chang (coefficient = 
0,09 cm-1). Les images ont ensuite été recalées sur un template IRM créé par nos soins (maximisation 
de l’information mutuelle, transformation affine 12 paramètres) et les VOI (caudés, putamens et lobes 
occipitaux) segmentés manuellement par une anatomiste sur le template IRM. 
 
     (a)            (b) 
Figure A.8 : (a) Template IRM (300 patients, âge 65-85 ans) avec superposition des VOI segmentées manuellement. (b) 
Recalage et fusion d’une TEMP IBZM sur le template IRM 
La quantification du potentiel de liaison (BP) est ensuite faite à l’équilibre par le calcul du ratio S/O, et 
ce avec et sans correction des effets de volume partiel. La méthodologie appliquée est une correction 
de la contamination croisée par l'utilisation de RDI anatomiques (Rousset 1998(a)), méthode présentée 
au chapitre 2 de ce manuscrit de thèse. Dans la problématique de la quantification dans une structure 
comme le striatum, la méthode de Rousset nous a paru la plus adaptée car dans la plupart des études la 
densité en RD2 dans le striatum est estimée comme homogène pour un patient donné. Cette correction 
a été validée au préalable sur un fantôme anthropomorphique avec des RDI segmentées manuellement 
sur le scanner de ce fantôme.  
Dans cette étude nous avons analysé la sensibilité et la spécificité de la TEMP à l’IBZM pour le 
diagnostic des SPP lorsque les patients sont initialement diagnostiqués comme ayant un syndrome 
parkinsonien. La sensibilité représente ici la capacité de l’IBZM à diagnostiquer un SPP lorsque la 
fixation est diminuée (S/O < seuil) tandis que la spécificité est capacité à diagnostiquer un MP lorsque 
la fixation est normale (S/O  ≥ seuil). 
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A.2.2 Résultats de l’étude 
Afin d’analyser la valeur diagnostique de la TEMP à l’IBZM, nous avons compare cette dernière avec 
celle des critères de classification clinique de la UKPDSBRC pour les MP. 
Dans notre centre, nous obtenons une sensibilité des critères cliniques de 75%. Cette valeur est faible 
mais en accord avec celle décrite par Hughes (Hughes  2001) dans son étude sur les cerveaux de 
patients initialement diagnostiqués comme MP (indiquant 10 à 25 % de faux diagnostic de MP). De 
plus, si l’on considère la moyenne et l’écart type des ratios S/O dans chaque groupe de patients, dans 
notre étude la TEMP à l’IBZM différencie statistiquement bien les SPP des MP (cf tableau A.6). 
 S/O sans correction d’EVP S/O avec correction d’EVP 
PD 1.78 ± 0.18* 3.41 ± 0.34* 
PPS 1.57 ± 0.16* 3.02 ± 0.31* 
Tableau A.6 : valeurs moyennes des ratios S/O pour chaque groupe de patients. (*p<0.001) 
Nous avons également comparé la valeur diagnostique initiale des critères de la UKPDSBRC avec la 
TEMP à l’IBZM et avons déterminé des valeurs de séparation (« cut-off ») grâce à des courbes ROC 
pour les deux méthodes de quantification : sans ou avec correction d’effet de volume partiel. 
  
Figure A.9 : courbes ROC: diagnostic final de SPP versus diagnostic final de MP. TEMP à l’IBZM (a) sans et (b) avec 
correction d’EVP 
La sensibilité est meilleure avec correction des effets de volume partiel de telle sorte que le diagnostic 




Finalement, si on analyse la valeur diagnostique de la TEMP à l’IBZM en pratique clinique (résultats 
figure A.10), nous classons tout d’abord les patients selon les critères de la UKPDSBRC et regardons 
ensuite la fixation de l’IBZM. 
 
Figure A.10 : Résultats de classification MP/SPP avec et sans correction des EVP 
Dans le cas d’un diagnostic initial de MP, l’IBZM améliore notre diagnostic de SPP avec une 
sensibilité de 85% sans correction d’EVP et de 100% avec correction. 
Dans le cas d’un diagnostic initial de SPP, l’IBZM améliore notre diagnostic de MP avec une 
spécificité de 82% sans correction d’EVP et de 88% avec correction. 
Ces points sont importants car dans le premier cas, on ne traitera pas excessivement les patients qui 
ont un IBZM anormal. Dans le second cas, on traitera les patient avec une IBZM normale alors qu’ils 
ont été initialement été diagnostiqués comme SPP (et donc sans réponse aux traitements 
dopaminergiques) 
A.2.3 Discussion et conclusions de l’étude 
Cette étude a permis de montrer que la TEMP à l’IBZM est utile pour différencier les SPP des MP 
après une première classification par les critères cliniques de la UKPDSBRC mais également de 
montrer que la correction des EVP par la méthodologie de Rousset est intéressante pour : 
• Améliorer la quantification 
• Réduire les faux diagnostics de MP avec les critères de la UKPDSBRC (Se passant de 85% à 
100%) 
• Réduire les faux diagnostics de SPP avec les critères de la UKPDSBRC (Sp passant de 82% à 
88%) 
Il faut toutefois noter que n’ayant pas les IRM de chacun des patients, les VOI ont été segmentées 
manuellement à partir du template morphologique IRM, qui est une image moyennée. Malgré le fait 
que cette IRM moyennée ait été générée à partir d’une population d’âge similaire à la notre, les VOI 
ne tiennent pas compte de la pathologie intrinsèque à chaque patient, et donc de l’atrophie 
individuelle. Cela génère des problèmes de positionnement des VOI et donc une quantification 




L’idéal serait donc de disposer de l’IRM de chaque patient (ce qui n’est pas le cas en pratique 
clinique) et d’une méthode automatique de segmentation du striatum afin de corriger efficacement de 
l’EVP et de quantifier précisément. 
 
D’autres approches ont pu être testées également comme l’application d’une correction d’effets de 
volume partiel par déconvolution (méthodes présentées aux chapitres 2 et 3 de ce manuscrit avec une 
illustration figure A.11). Le problème de la segmentation des VOI pour la quantification reste 
cependant le même. 
 
            (a)        (b) 
Figure A.11 : correction des EVP en TEMP : image TEMP IBZM (a) avant et (b) après correction 
Actuellement, d’autres voies de recherche utilisent des traceurs TEP pour le diagnostic différentiel 
MP/SPP. La TEP possède en effet une meilleure résolution spatiale et permet une meilleure 


















B.1 Termes et abréviations 
 
[123I]-IBZM  [123I]-iodobenzamide. (S)-(-)-2-hydroxy-3-iodo-6-methoxy-N-[(1-ethyl-2-
pyrrolidinyl)-methyl]-benzamide 
[99mTc]-ECD    [99mTc]-L,L-éthyl cystéinate 
[99mTc]-HMPAO  [99mTc]-D,L-hexaméthil-propylène amine oxime 
18F-FDG  2-[18F]fluoro-2-deoxy-D-glucose, FluoroDeoxyGlucose marqué au Fluor 18, 
isotope radioactif émetteur de positons. 
2D    bidimensionnel 
3D    tridimensionnel 
[18F]-FDOPA    L-6-[18F]-fluoro-3,4-dihydroxyphénylalanine 
BGO    germanate de bismuth 
BHE    barrière hémato-encéphalique 
BP     potentiel de liaison (de l’anglais binding potential) 
Bq     Becquerel (et ses dérivés kBq et MBq) 
CHU     Centre Hospitalier Universitaire. 
Cpm     nombre de coups par minute ou nombre de désintégrations par minute 
CR     coefficient de récupération 
CRC     coefficient de récupération de constraste 
DA     dopamine 
DAT    transporteur  neuronal de la dopamine (de l’anglais dopamine transporter) 
EM  maximisation d'espérance (ou en anglais Expectation Maximization). Désigne 
un algorithme d'estimation de paramètres. 
EVP  Effets de Volume Partiel. Désigne les effets de flou et de contamination 
croisée dus à la résolution spatiale réduite du système d’imagerie. 
FBP  de l’anglais Filtered Back Projection.  Rétroprojection filtrée. Désigne un 
algorithme de reconstruction tomographique analytique des images de 
tomographie par émission. 
FDG  FluoroDeoxyGlucose, molécule semblable au glucose, utilisée notamment 
dans le domaine  de l’oncologie. 
FDP  fonction de dispersion ponctuelle ou réponse impulsionnelle. Désigne la 
résolution spatiale d'un imageur. 
FOV     champ de vue (de l’anglais field of view) 
FWHM    Full Width Half Maximum, c’est la largeur à mi hauteur de la FDP 
GATE  Geant 4 Application for Tomography Emission. Plateforme de simulation 
numérique pour l'imagerie d'émission. 
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GT     Ground-Truth. Voir VT (Vérité Terrain). 
GTM  Matrice de transfert géométrique (de l’anglais geometric transfer matrix) 
représente l’effet d’étalement entre différentes structures géométriques.  
INSERM    Institut National de la Santé et de la Recherche Médicale. 
IRM    Imagerie par Résonance Magnétique 
KeV     Kilo-electronVolt  
LaTIM  Laboratoire de Traitement de l'Information Médicale. Unité INSERM 650 
dans laquelle une partie importante de ce travail a été effectuée. 
LOR  ligne de réponse (de l’anglais Line Of Response). Désigne la ligne virtuelle 
reliant deux détecteurs en coïncidence dans le scanner TEP. 
LSO    oxyorthosilicate de lutetium 
ML-EM  Maximum Likelihood-Expectation Maximization. Algorithme itératif de 
reconstruction 
MMA  Mutual Multiresolution Analysis. Désigne une méthode de correction des 
effets de volume partiel mettant en jeu l'analyse multi résolutions des 
modalités anatomiques et fonctionnelles. 
MN    Médecine Nucléaire 
MP    maladie de Parkinson 
NEMA  ensemble de protocoles établis par National Electrical Manufacturers’ 
Association 
NGC     noyaux gris centraux 
NT    neuro transmetteur 
OPL-EM  One Pass Listmode-Expectation Maximization. Algorithme itératif de 
reconstruction d'images en TEP. 
ORL     Oto-Rhino-Laryngologie. 
OSEM  Ordered Subset Expectation Maximization. Algorithme itératif de 
reconstruction d'images en TEP. Version d’EM basée sur le regroupement de 
sous-ensembles. 
PM    photomultiplicateurs 
PSF    Point Spread Function (voir FDP). 
PSP     paralysie supranucléaire progressive 
RAMLA  Row-Action Maximum Likelihood Algorithm. Algorithme itératif de 
reconstruction d'images en TEP. 
RAS   radioactivité spécifique 
RD    récepteurs dopaminergiques 
ROI  ou RDI   Région d’intérêt (de l’anglais region of interest) 
246 
 
SNC     système nerveux central 
SNR    rapport signal sur bruit (de l’anglais Signal to Noise Ratio) 
SUV  Standard Uptake Value. Index le plus communément utilisé pour caractériser 
la fixation du FDG. Il s'agit de la valeur des voxels de l'image normalisée par 
rapport au poids du patient, à la dose injectée et _a la durée d'acquisition de 
l’examen. 
TDM     Tomodensitométre ou scanner X. 
TEMP Tomographie par Emission Mono Photonique (SPECT en anglais pour Single 
Photon Emission Computer Tomography) 
TEP  Tomographie par Emission de Positons (PET en anglais pour Positon 
Emission Tomography) 
TEP ou TEMP/TDM  Tomographie multimodalités associant un scanner fonctionnel TEP ou TEMP 
avec un scanner à rayons X dans le même statif. 
TOF (ou TF)  Time Of Flight ou temps de vol. Désigne les systèmes TEP récents permettant 
d'affiner la position de l'annihilation le long de la ligne de réponse, par 
estimation du temps de vol des photons. 
Voxel  élément de volume d'une image 3D. Il s'agit de l'équivalent du pixel pour les 
images tridimensionnelles. 
VT  Vérité Terrain (ou GT pour Ground-Truth). Réalité simulée ou référence par 
rapport à laquelle se calculent les erreurs commises par les différentes 
méthodes de correction des effets de volume partiel. 
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approach. Eur J of Nuclear Med Mol Imag (under review) 
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