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ABSTRACT
While the importance of supernova feedback in galaxies is well established, its role on the scale of
molecular clouds is still debated. In this work, we focus on the impact of supernovae on individual
clouds, using a high-resolution magneto-hydrodynamic simulation of a region of 250 pc where we
resolve the formation of individual massive stars. The supernova feedback is implemented with real
supernovae, meaning supernovae that are the natural evolution of the resolved massive stars, so their
position and timing are self-consistent. We select a large sample of molecular clouds from the simulation
to investigate the supernova energy injection and the resulting properties of molecular clouds. We find
that molecular clouds have a lifetime of a few dynamical times, less then half of them contract to
the point of becoming gravitationally bound, and the dispersal time of bound clouds of order one
dynamical time is a factor of two shorter than that of unbound clouds. We stress the importance of
internal supernovae, that is massive stars that explode inside their parent cloud, in setting the cloud
dispersal time, and their huge overdensity compared to models where the supernovae are randomly
distributed. We also quantify the energy injection efficiency of supernovae as a function of supernova
distance to the clouds. We conclude that intermittent driving by supernovae can maintain molecular
cloud turbulence and may be the main process of cloud dispersal, and that the full role of supernovae in
the evolution of molecular clouds cannot be fully accounted for without a self-consistent implementation
of the supernova feedback.
Keywords: magnetohydrodynamics – methods: numerical – molecular clouds – supernova feedback
1. INTRODUCTION
Molecular clouds (MCs) are the link between galactic-
scale processes and star formation. The origin and evo-
lution of MCs is influenced by galactic dynamics, and
the largest MC complexes may arise from galactic-scale
processes. These include the disk differential rotation,
the galactic tidal field, spiral-arm shocks, gravitational
and Parker instabilities, and magneto-Jeans instability
to name a few (e.g. Mouschovias et al. 1974; Elmegreen
1979; Blitz & Shu 1980; Balbus 1988; Kim & Ostriker
2002; Shetty & Ostriker 2006; Dobbs 2008; Jeffreson &
Kruijssen 2018; Inoue & Yoshida 2019). Because MCs
are the sites of star-formation, their evolution is also
driven by stellar feedbacks, primarily supernovae (SNe),
winds and radiation from massive stars. Understanding
the relative importance of all these galactic and internal
energy sources in the evolution of MCs is a major prob-
lem whose solution may depend on the type of galactic
environment (Howard et al. 2017).
As demonstrated by modern cosmological simulations
of galaxy formation, SNe are the dominant stellar-
feedback process on a galactic scale. Disk properties,
galactic outflows, and the chemo-dynamical evolution
of galaxies can not be reproduced without a proper im-
plementation of SN-feedback (e.g. Ko¨rtgen et al. 2016;
Hopkins et al. 2018; Smith et al. 2018; Keller & Krui-
jssen 2020). Thus, the effect of SNe on the interstel-
lar medium (ISM) of a galaxy is arguably stronger than
that of the galactic-scale dynamical processes mentioned
above. More accurately, SNe may be viewed as the end
product of those processes, because SNe are essential to
the overall balance between gravity and pressure forces
in galactic disks (e.g. Kim & Ostriker 2015; Sun et al.
2020). Given this recognized role of SNe in the ISM of
galaxies, it would be surprising if MCs could be modelled
in any realistic way while neglecting SNe. Regardless,
most models of MCs do neglect SNe (particularly those
where the ISM turbulence and its driving mechanism
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2are also neglected), and some recent numerical studies
of the interaction of SNe with MCs claim that the effect
of SNe on the clouds is relatively mild (e.g. Walch &
Naab 2015; Geen et al. 2016; Iba´n˜ez-Mej´ıa et al. 2016;
Seifried et al. 2018; Lucas et al. 2020).
It is often stated that SNe are not important for the
dispersal of a MC, because they occur too late, after
the winds and ionizing radiation from their stellar pre-
cursors has already dispersed the cloud. However, the
timescale of MC destruction depends on several factors
(e.g. cloud mass and virial parameter, density structure,
star-formation history) and is not very short in general,
particularly in the case of relatively massive clouds (e.g.
Walch et al. 2012; Col´ın et al. 2013; Dale et al. 2014;
Howard et al. 2016; Dale 2017; Kim et al. 2018; Haid
et al. 2019). Based on self-consistent models of star-
forming clouds, Dale (2017) found that only 20-60%
(depending on the virial parameter) of the mass of a
cloud of 104 M is unbound by the ionization feedback
after 3 Myr, and Kim et al. (2018) found that it takes
∼ 6.5 Myr to destroy a cloud of 105 M. In both cases,
the total cloud destruction by the ionizing radiation
would take about twice as long as the main-sequence
lifetime of the most massive stars. Furthermore, SNe
may be considered indirectly responsible for the disper-
sal of unbound MCs (possibly a significant fraction of
the whole cloud population), as such transient clouds
originate from large-scale compressions in the ISM tur-
bulence (e.g. Larson 1981; de Avillez & Breitschwerdt
2005; Padoan 2018), which is driven primarily by SNe.
In this work, we study the effect of SNe on the evo-
lution of MCs using a simulation that was developed in
the spirit of isolating the role of SNe relative to stellar
winds and radiation or galactic-scale processes (Padoan
et al. 2017). In other words, stellar winds, radiation and
the galactic context is neglected to investigate if SNe
alone can explain the formation and dispersal of MCs,
their observational properties, and their star-formation
rate. We have already shown in a number of publications
that star-formation rates and MC properties from this
simulation, and from its lower-resolution precursor, are
consistent with the observations (Padoan et al. 2016b;
Pan et al. 2016; Padoan et al. 2016a, 2017). The overall
conclusion of those studies is that SNe are the most im-
portant feedback mechanism on MC scales, besides their
already recognized role at galactic scale. Winds, radi-
ation and galactic-scale processes may still play some
role, but could not change the results to a large extent,
as that would break the considerable agreement with the
observations that we have already demonstrated with
SNe alone. Because our study is based on a single sim-
ulation, it only addresses the case of a generic region of
a galactic disk with a column density of ∼ 30 M pc−2,
a reasonable value for spiral arms of disk galaxies. It is
possible that with very different values of the gas col-
umn density, MCs could not be modeled without a self-
consistent description of the galactic environment.
Here, we focus on the role of SNe in the dispersal
of MCs, as this process has never been modelled in the
context of a self-consistent simulation of a large ISM vol-
ume including single star formation. Large-scale simula-
tions that could at least partly resolve the formation of
MCs, did not resolve the formation of individual mas-
sive stars. Therefore, the timing and location of SNe
and the location and dynamical state of nearby MCs
could not be self-consistent. In our simulation, we re-
solve the formation of individual massive stars, and the
position and timing of the SNe, as well as the formation
of MCs, are modelled ab initio. Thanks to the large
scale of the simulation (250 pc), and its long evolution
time (∼ 30 Myr), we collect a large sample of hundreds
of SNe and MCs spanning a realistic range of properties
such as the local gas density at the site of the SN ex-
plosions, distance between SNe and MCs, SN frequency
experienced by each cloud. In contrast, previous simu-
lations that could resolve the internal dynamics of MCs
and individual SN remnants were based on a few MCs,
chosen arbitrarily for zoom-in re-runs of galactic foun-
tain simulations, and run for only a few Myr, without
following the star-formation process (and the emergence
of SNe) self-consistently (e.g. Iba´n˜ez-Mej´ıa et al. 2017;
Seifried et al. 2018).
The structure of the paper is as follows. In § 2 we
outline the numerical simulation. In § 3 we describe the
selection of MCs in the simulation and the computation
of MC parameters, including a discussion on the esti-
mation of the virial parameter. Our main results on the
MC evolution, the energy injection by SNe, the MC life-
time, the overdensity of internal SNe, and the kinetic
energy decay are presented in § 4. In § 5 we discuss the
derivation of the rms velocity of MCs, the role of SNe
according to previous works, and the MC lifetime in re-
lation to observational estimates. Our main conclusions
are summarized in § 6.
2. SIMULATION
This work is based on a SN-driven MHD simula-
tion of an ISM region of size Lbox = 250 pc and to-
tal mass Mbox = 1.9 × 106 M. The 3D MHD equa-
tions are solved with the AMR code RAMSES (Teyssier
2002; Fromang et al. 2006; Teyssier 2007), with periodic
boundary conditions, a mean density nH,0 = 5 cm
−3
and a mean magnetic field B0 = 4.6 µG. The simulation
was presented in Padoan et al. (2017) and details of the
3numerical setup can be found there. After self-gravity
is included, the simulation is run for approximately 30
Myr, with a root grid of 5123 cells and six AMR lev-
els, reaching a minimum cell size of dx = 0.0076 pc
(1568 AU). 250 million passively advected tracer parti-
cles, each representing a fluid element with a characteris-
tic mass of approximately 0.008 M, are included. The
tracer particles record all the hydrodynamic variables
and are tagged once they accrete onto a sink particle;
they are crucial for the analysis of this work, because we
use them to track the evolution of the molecular clouds
we study.
The spatial resolution of the simulation is sufficient
to resolve the formation of individual massive stars
(Padoan et al. 2019) and thus to predict the time and lo-
cation of SNe. To follow the collapse of prestellar cores,
sink particles are created in cells where the gas density
is larger than 106 cm−3, if i) the gravitational potential
has a local minimum value, ii) the three-dimensional ve-
locity divergence is negative, and iii) no other previously
created sink particle is present within an exclusion ra-
dius rexcl = 16 dx = 0.12 pc (see Haugbølle et al. 2018,
for details of the sink particle algorithm). Sink particles
gradually accrete the gravitationally-bound surrounding
gas within an accretion radius raccr = 4 dx = 0.03 pc and
with an efficiency out = 0.5, to account for unresolved
outflows. Therefore, only half of the infalling gas con-
tributes to the growth of the sink-particle mass. When
a sink particle of mass larger than 7.5 M has an age
equal to the corresponding stellar lifetime for that mass
(Schaller et al. 1992), a sphere of 1051 erg of thermal
energy is injected at the location of the sink particle to
simulate the SN explosion, as described in Padoan et al.
(2016b). The stellar mass is deposited on to the gas in-
side the sphere and the sink particle is removed. Because
we resolve the formation of the massive stars that ex-
plode as SNe, the energy injection is fully consistent with
the star-formation rate, as well as the spatial distribu-
tion of massive stars and of their parent clouds. For this
reason, we have referred to this method as real SNe. Be-
ing able to capture a realistic spatial distribution of SNe,
consistent with the distribution and dynamical state of
MCs, is a crucial innovation for the purpose of this work,
because previous studies have shown that the effect of
SNe on a MC is strongly dependent on the SN location
with respect to the cloud (Iffrig & Hennebelle 2015).
During the 30 Myr evolution ∼ 3000 stars with mass
> 2.5 M and ∼ 800 stars with mass > 8 M formed.
304 SNe exploded. These SNe inject energy into the sur-
rounding ISM, whose random motion results in the for-
mation and dispersal of a large number of clouds, where
new stars are born. The star formation rate (SFR) per
free-fall time in such clouds was studied in Padoan et al.
(2017), where it was found to exhibit a very large scat-
ter from cloud to cloud, with an average value of a few
percent, consistent with the observations.
3. MC SAMPLE
3.1. MC Selection
MCs are selected from the simulation following the
same procedure as in Padoan et al. (2017). We use a
subsample of 83 of the clouds analyzed in that work.
The clouds are defined as connected regions above a
threshold density, nH,min = 200 cm
−3, in the root-grid
of the simulation (5123 cells, or a spatial resolution of
0.49 pc). Having saved one snapshot every 0.03 Myr, we
have accumulated a total of approximately 1000 snap-
shots. In Padoan et al. (2017), MCs were selected from
10 snapshots at intervals of 1.5 Myr, with the first one
starting 4 Myr after the inclusion of self-gravity in the
simulation. The following conditions were also imposed:
1) the cloud mass is Mcl > 1000 M, 2) the rms velocity
is σv < 4 km s
−1 (to avoid MCs too strongly affected by
recent nearby SNe, 3) the cloud does not disperse during
the next 1.5 Myr, meaning that it is not doubling its ef-
fective size in that time interval. This selection resulted
in a sample of 203 clouds with nH,min = 200 cm
−3.
Not all of these clouds are independent of each other,
in the sense that a cloud selected at a given time may
have a large fraction of its mass (tracer particles) in com-
mon with a cloud selected at an earlier or later time.
Once a cloud is selected and the associated tracer par-
ticles identified, we follow its evolution through those
initial tracer particles alone, and no more tracer parti-
cles are assigned to the cloud (though the tracer particle
mass may decrease as a result of star formation). This is
the reason why clouds selected at different times may be
related to each other, but are never identical. In order
to reduce the number of clouds that are continuation of
previous ones, or at least to reduce the fraction of tracer
particles that a cloud shares with other clouds, in this
work we have reduced the cloud sample by selecting MCs
from only four snapshots (instead of 10), at intervals of
approximately 3 Myr, with the first snapshot at approx-
imately 8 Myr from the inclusion of self-gravity in the
simulation, bringing the cloud number down from 203
to 83. With this reduction in the cloud number, only 10
of the 83 clouds are non-unique, in the sense that they
belong to a pair where each member contains more than
50% of the tracers of the other member.
Although the clouds are selected at the root-grid res-
olution, the cloud properties are computed using all the
tracer particles identified within each cloud. Because
the tracers record all the hydrodynamical variables in-
4Table 1. Basic properties of two representative clouds in
the simulation, C10 and C31, measured at the time when
the clouds are identified. From left to right: cloud number,
mass, observational virial parameter, star formation rate,
radius and one-dimensional velocity dispersion. The same
quantities are listed for all clouds in Table 5 in Appendix A.
Cloud Mcl αvir,obs SFR Rcl σv
[M] [Myr−1] [pc] [km s−1]
C10 3.25 ×103 0.9 0.02 5.44 1.18
C31 5.22 ×104 3.24 0.02 25.46 4.14
terpolated at their position, and due to the very large
number of tracers in high density regions, MC properties
are derived with the hydrodynamical variables sampled
at the highest local spatial resolution of the AMR grid,
up to the highest resolution of 0.0076 pc in the densest
regions.
3.2. Computation of MC Parameters
The basic properties of the MCs are measured at
the time when the MCs are first identified (except for
αvir,min, as explained below), such as the observational
virial parameter, αvir,obs, the total mass, Mcl, the ra-
dius, Rcl, and the one-dimensional velocity dispersion,
σv. For reference, the cloud properties are listed in Ta-
ble 5 in Appendix A. Here, in Table 1, we give the same
properties only for two representative clouds, C10 and
C31, which we have chosen as examples of a low-mass
cloud that is readily dispersed by a single SN, and a high-
mass cloud that forms a stellar cluster of ∼ 104 M and
requires several local SNe to be fully dispersed. We will
focus on the same two clouds in later figures as well.
The virial parameter (Bertoldi & McKee 1992) is de-
fined as the ratio of turbulent to gravitational energy,
αvir ≡ 2Ek
Eg
, (1)
and is used to gauge whether a cloud is bound or un-
bound. A bound cloud is characterized by αvir . 2,
while αvir > 2 implies an unbound cloud. To determine
the virial parameter, we compute the internal kinetic
energy of the clouds, Ek, and their gravitational energy,
Eg, using the velocities and positions of the tracer par-
ticles in the cloud1,
Ek =
1
2
m
N∑
n=1
u2n , (2)
1 Tracer particles that have accreted onto sink particles are not
included in the computation of the cloud Eg, because the po-
tential energy of individual stars, which would be very large, is
irrelevant to the cloud evolution.
Eg =
1
2
Gm2
N∑
j=1
N∑
k=1
1
rjk
, (3)
where N is the total number of tracer particles in the
cloud, m is the mass associated to a tracer particle, un is
the modulus of the velocity of the n-th particle, and rjk
is the distance between the j-th and the k-th particles.
This expression for Eg assumes that the cloud is isolated.
The virial parameter is often used to characterize ob-
served MCs, based on its simplified expression for a uni-
form, spherical cloud:
αvir,obs ≡ 5σ
2
vRcl
GMcl
=
40
3pi2
(
tff
tdyn
)2
, (4)
where Rcl is the cloud radius, Mcl the cloud mass, σv
the one-dimensional velocity dispersion and G the grav-
itational constant. In the second equality, tdyn is the
dynamical time, defined as
tdyn ≡ Rcl/σv,3D , (5)
and tff the free-fall time,
tff =
(
3pi
32Gρ0
)1/2
, (6)
where ρ0 is the cloud mean density. Because the simpli-
fied expression is widely used in the literature, we com-
pute αvir,obs for the clouds as well. For the cloud velocity
dispersion we adopt the one-dimensional rms velocity of
the tracer particles, so the velocity is weighted by mass
(it is weighted by emission in the observations):
σv ≡
[
1
3N
3∑
i=1
N∑
n=1
(ui,n − u¯i)2
]1/2
, (7)
where u¯i ≡
∑N
n=1 ui,n/N are the components of the
mean tracer particle velocity (the velocity of the cen-
ter of mass), ui,n is the i-th velocity component of the
n-th tracer particle, and N is the total number of tracer
particles in the cloud. For the cloud radius, Rcl, we
adopt the rms of the particle positions,
Rcl ≡
[
1
N
3∑
i=1
N∑
n=1
(xi,n − x¯i)2
]1/2
, (8)
where x¯i ≡
∑N
n=1 xi,n/N are the components of the
mean 3D particle position and N is the total number
of tracer particles in the cloud.
5Figure 1. Left panel: Virial parameter computed with the expression for a uniform sphere in Equation (4), αvir,obs, versus the
virial parameter computed from the energy ratio as in Equation (1), αvir, for all the clouds in the sample, evaluated at the time
of their selection in the simulation. We calculate the mean ratio: 〈αvir,obs/αvir〉 = 1.24±0.23. The solid line is a least-squares fit
giving αvir,obs = (1.31±0.05) α(0.94±0.02)vir . The dotted lines isolate the clouds that appear to be bound based on both definitions
of the virial parameter, and the dashed line corresponds to αvir,obs = αvir. Right panel: Same as the left panel, but for αvir,obs
and αvir measured at the time when αvir reaches its minimum value, giving 〈αvir,obs,min/αvir,min〉 = 1.37± 0.47. The solid line
is a least-squares fit to the data points giving αvir,obs,min = (1.47 ± 0.07) α(0.89±0.04)vir,min . The relation between αvir,min and cloud
mass Mcl,min measured at the same time are shown in the inset. The horizontal dotted line corresponds to αvir,min = 2.
3.3. Estimation of the Virial Parameter
Padoan et al. (2016b) showed that, in the absence of
self-gravity, the choices of cloud rms velocity and radius
described above yield values of αvir,obs that are on av-
erage only 20% larger than the virial parameter from
the energy ratio, 〈αvir,obs/αvir〉 = 1.20 (see Figure 17 in
Padoan et al. (2016b)). The αvir,obs/αvir ratio was found
to be essentially constant over three orders of magnitude
in virial parameter, with a very small scatter. This sug-
gests the presence of some underlying universality in the
fragmentation properties of MCs due to their supersonic
turbulence.
The nature of the fragmentation was found to per-
sist also in the presence of self-gravity (see Figure 18 in
Padoan et al. (2016b)), except in a fraction of clouds
with low virial parameters. These clouds contained col-
lapsing clumps, resulting in a strong decrease in the en-
ergy ratio. Because the clouds were not undergoing a
global collapse, αvir,obs did not drop with the inclusion of
self-gravity, leading to a strong increase in αvir,obs/αvir.
However, the simulation in Padoan et al. (2016b) did
not include sink particles (the SN feedback was mod-
eled with SNe generated randomly in space and time).
Therefore, the αvir,obs/αvir ratio was certainly overesti-
mated, because a lot of very dense collapsed gas, which
should have been continuously accreted to stars, was
added to the potential energy of the clouds. Thus, the
αvir,obs/αvir ratio under self-gravity should be addressed
again using the current simulation that include both
gravity and sink particles at much higher resolution.
The left panel of Figure 1 shows a scatter plot of
αvir,obs versus αvir computed at the time of cloud se-
lection, as in Padoan et al. (2016b). The mean ratio,
〈αvir,obs/αvir〉 = 1.24 ± 0.23, is consistent, inside the
error bars, with our previous result for clouds evolved
without self-gravity, despite the fact that clouds in this
sample have been identified ∼ 10− 19 Myr after the in-
clusion of self-gravity in the simulation, and many of
them are actively forming stars. A power-law least-
squares fit gives αvir,obs = (1.31 ± 0.05) α(0.94±0.02)vir .
We don’t find a significant number of clouds with
αvir,obs/αvir  1, unlike in Padoan et al. (2016b), be-
cause in this simulation the collapsing gas is accreted
onto the sink particles. The tight correlation between
αvir,obs and αvir could be due to the existence of a global
cloud density profile with an exponent of approximately
−2 (see Bertoldi & McKee 1992). However, we have
verified that the density profiles show large variations
from cloud to cloud, and are often not fit well by power
laws, due to the complex cloud structure. Instead, the
correlation is most likely a result of the universal frac-
tal sub-structure in MCs (e.g. Elmegreen & Falgarone
1996; Chappell & Scalo 2001; Kritsuk et al. 2007). As it
extends to high values of αvir, this correlation is strong
evidence of the dominant role of supersonic turbulence
relative to gravity in the dynamics of the clouds.
6The cloud kinetic energy evolution is characterized by
discrete peaks that decay rapidly and do not represent
the global state of a cloud, because the excess energy cor-
responding to the peaks is not fully distributed to the
cloud initially (see the discussion of individual energy
peaks in § 4.2). To better characterize the dynamical
state of the clouds, instead of using the values of αvir
and tdyn measured at the time of the cloud identifica-
tion, we adopt the minimum value of the virial parame-
ter, αvir,min, and the corresponding value of the dynam-
ical time, tdyn,α (measured at the time of the minimum
of αvir). These values represent what the dynamical
state of a cloud would be in the absence of the effect
of discrete SN events. The comparison of αvir,min with
αvir,obs,min, the value of αvir,obs computed at the time of
the minimum value of αvir, is shown in the right panel of
Figure 1. The mean value of this virial-parameter ratio
is 〈αvir,obs,min/αvir,min〉 = 1.37 ± 0.47. The best fit to
the scatter plot is only slightly shallower than that in
the left panel: αvir,obs,min = (1.47 ± 0.07) α(0.89±0.04)vir,min .
Based on this minimum value of the virial parameter,
the sample contains 32 bound clouds and 51 unbound
ones.
Despite the relatively large fraction of bound clouds, it
is important to stress that the bound state of a cloud is
a rather transient feature. As further discussed in § 4.3,
the clouds undergo an initial contraction phase (we will
refer to its duration as the formation time) until a min-
imum radius is reached, followed by an expansion phase
(we will refer to its duration as the dispersal time). The
minimum value of the virial parameter is reached in the
neighborhood of the minimum radius. Not long before
or after that time, the virial parameter is larger than
2 also for the clouds that have αvir,min ≤ 2, so MCs
are bound only for a limited time (typically a few Myr).
An important consequence is that the initial contraction
(formation) phase is not driven by the cloud self-gravity
(αvir > 2) for much of that phase, meaning that the
clouds must be assembled primarily by random com-
pressive motions from the large-scale turbulence, rather
than by a gravitational collapse. Furthermore, clouds
with virial parameter values larger than two may be in
either of the two phases (formation or dispersal). Ad-
ditional probes of cloud evolution, besides the virial pa-
rameter, could be used to assess the evolutionary state of
a cloud (e.g. the star-formation efficiency, signatures of
SN remnants, kinematical evidence for large-scale com-
pressions).
4. EFFECT OF SN FEEDBACK ON MCS
In this section we present the main results from
analysing the effect of SN feedback on MCs. We first
present the time evolution of basic MC properties and
then study in more detail how energy is injected and
decays in individual MCs. We also discuss the difficulty
of estimating the global effect of the SN feedback on the
velocity dispersion of MCs based on average quantities
such as the SN rate and different expressions for the
energy decay rate.
4.1. Cloud Evolution
To follow the evolution of the clouds under the effect of
SNe, we compute several quantities in all available snap-
shots, and plot them in a series of three-panel figures.
Here we show the plots for our chosen representative
clouds, C10 and C31, in Figure 2. The corresponding
plots for all 83 clouds are publicly available online (URL:
http://www.erda.dk/vgrid/ramses/).
The left panel of Figure 2 shows the time evolution of
the cloud mass Mcl (blue line) and of the star-formation
rate (red line). The total mass of the cloud is the sum
of all the tracer particles in that snapshot (excluding
those that have been accreted onto stars). Because we
follow the evolution of only the tracer particles selected
at the initial snapshot when a cloud is identified, the
cloud mass cannot increase, but it decreases due to the
formation of stars. The star-formation rate, SFR is
defined as the inverse of the gas consumption time, that
is the variation of the cloud mass over an interval of
time divided by that time interval, and normalized to
the cloud mass (e.g. Inoue et al. 2000; Clark et al. 2008;
Padoan et al. 2017):
SFR(t) =
[Mcl(tj)−Mcl(tj+1)]/Mcl(tj)
tj+1 − tj , (9)
where Mcl(t) is the mass of tracers in the cloud that have
not been accreted onto sink particles at the time t, tj
is the time corresponding to the j-th snapshot in which
the cloud is identified. The MC mass loss, Mcl(tj) −
Mcl(tj+1), between the time interval ∆t = [tj+1 − tj ]
is the mass that is accreted onto stars (sink particles
in the simulation). Our two representative cloud have
initial masses of ∼ 3.25× 103 M and ∼ 5.22× 104 M
and SFR corresponding to a gas-consumption time that
reaches a minimum value of order 10 Myr, but is typi-
cally significantly longer than that and may increase by
orders of magnitude when the cloud start to expand.
The middle panel of Figure 2 shows the time evolu-
tion of the internal kinetic energy of the cloud, Ek (blue
line), the gravitational potential energy, Eg (green line),
the radius of the cloud, Rcl (red line), and all the SNe
exploded within 50 pc distance from the mass center of
the cloud (green filled circles). The right y axis gives
both the cloud radius and the distance of the SNe from
7Figure 2. Time evolution of properties of two clouds: C10 (upper panels) and C31 (lower panels). Left panel: Time evolution
of cloud mass, Mcl (blue solid line), total star mass multiplied by a factor of 10, M? (blue dashed line) and star formation
rate, SFR (red solid line, right y axis). Middle panel: Time evolution of total kinetic energy, Ek (blue line), total gravitational
potential energy, Eg (green line), cloud radius, Rcl (red line, right y axis). The explosion times of all the SNe with distance
dSN ≤ 50 pc from the mass center of the cloud are marked by the green filled circles that also give the distance of the SNe from
the cloud center (right y axis). Dashed magenta and yellow lines indicate the times when the cloud reaches the minimum radius
and twice the minimum radius. Notice that past the yellow line, the cloud is considered to be dispersed. Right panel: Time
evolution of the one-dimensional velocity dispersion, σv (blue solid line), and average velocity (blue dotted line) of all tracers
in the cloud, virial parameter calculated from the energy ratio αvir (red solid line, right y axis), and from the uniform-sphere
expression, αvir,obs (red dotted line, right y axis). The corresponding plots for all 83 clouds are publicly available online (URL:
http://www.erda.dk/vgrid/ramses/).
the cloud center, dSN. The magenta, vertical, dashed
line marks the time when the radius reaches its min-
imum value, tR,min, while the yellow, vertical, dashed
line marks the time of cloud dispersal, defined as the
time when the cloud radius has increased to twice its
minimal value (see § 4.3 for a discussion of the time
evolution of the cloud radius).
As shown in the middle panels of Figure 2, the two
clouds C10 and C31 are initially bound, although that
is true for the cloud C31 only in the time intervals when
the energy injected by the first SNe has decayed enough.
While the low-mass C10 is quickly dispersed by the first
close SN, which explodes inside the MC at only 2 pc
from the cloud center of mas, the cloud C31 slightly
contracts during the first ∼ 5 Myr, despite some SNe
outside of the cloud, and requires a number of internal
SNe to be fully dispersed. Although the SFR is reduced
by approximately a factor of 10 after the clouds have
doubled their radius, SF may still continue (presumably
in the densest clumps) once the clouds are unbound.
The right panel of Figure 2 shows the one-dimensional
velocity dispersion, σv (blue solid line), and the average
velocity of the tracer particles (blue dotted line). It
also shows the time evolution of the cloud virial param-
eter, αvir, computed in two different ways, either from
the formula for a uniform sphere, αvir,obs (red dotted
line), or from the energy ratio αvir (red solid line). The
two expressions yield values of αvir,obs and αvir that are
sometimes similar, but may also differ significantly, par-
ticularly after the dispersal of the cloud C31.
4.2. Supernova Energy Injection
Figure 3 shows the time evolution of the spatial dis-
tribution of tracer particles in the two representative
clouds, C10 (left) and C31 (right). The corresponding
movies for these clouds and others can be found online2.
The tracer particles are initially all blue. We change
their color to red if they are accelerated and their ve-
2 http://www.erda.dk/vgrid/ramses/
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Figure 3. Time evolution of the tracer particle distribution
for the clouds C10 (left) and C31 (right). For cloud C10,
the first time frame corresponds to the high energy peak
caused by a SN near the cloud center that is responsible
for the cloud dispersal (tSN = 66.16 Myr, dSN = 2.06 pc,
Rcl = 5.54 pc), while the other three time frames are equally
spaced until the time before the next SN. For cloud C31,
the time frames correspond to the energy peaks due to four
consecutive internal SNe. All tracer particles are initially
blue, and they turn red once they are accelerated to a velocity
> 10 km s−1. Even if they were to slow down later on, their
color remains red, to allow to visually track the mass fraction
of the cloud that has been affected by SNe. The full movies
for these clouds and others can be found online (http://www.
erda.dk/vgrid/ramses/).
locity (relative to the cloud center of mass) becomes
> 10 km s−1, which is usually the case when a SN rem-
nant hits a cloud. In order to visually keep track of
what fraction of the cloud mass is accelerated by SNe at
least once, red tracers remain red even if their velocity
were to decrease again to a value < 10 km s−1, which is
often the case (e.g. 96% and 38% of red tracers in the
fourth time frame of clouds C10 and C31 respectively).
In the left column, the time frames of cloud C10 are a
series between the first significant kinetic energy peak
caused by a SN internal to the cloud (tSN = 66.16 Myr,
dSN = 2.06 pc, Rcl = 5.54 pc) and the minimum ki-
netic energy before the following SN peak. The time
interval between frames is ∼ 0.4 Myr. In the right col-
umn, the time frames for cloud C31 correspond to four
internal SNe (tSN = 72.16, 72.95, 74.23, 75.82 Myr,
dSN = 11.39, 10.77, 9.79, 13.42 pc, Rcl = 20.70, 22.45,
29.75, 44.73 pc) that are responsible for the cloud dis-
persal.
To further analyze how the energy from a SN is in-
jected in a cloud and redistributed in the form of tur-
bulent kinetic energy, we focus on a single peak of ki-
netic energy in each of the two representative clouds, and
compute the cumulative distribution function (CDF) of
kinetic energy and the velocity normalized probability
distribution function (PDF) at four different times: be-
fore the energy peak, at the energy peak, and during
the decay from the peak. These quantities are shown in
Figure 4.
The CDFs (top panels of Figure 4) are plots of the
cloud mass fraction versus the kinetic energy fraction,
to show if the energy injected by the SN is affecting
only a small part of the cloud or is distributed to most
of the cloud. One can see that, before the energy peak
(green line), the kinetic energy is distributed rather uni-
formly across the clouds, with 60% of the energy con-
tained in approximately 80% of the cloud mass. On the
other hand, at the energy peak (red line) 80% of the ki-
netic energy is contained in only 1-2% of the cloud mass,
showing that only a small portion of the cloud has been
accelerated due to the interaction with the SN. After
approximately 0.5 Myr (cyan line), the energy is again
distributed much more uniformly, and it is even closer
to the original distribution after 1 Myr.
The velocity PDFs in the lower panels of Figure 4 show
that, at the time of the peak, the kinetic energy is dom-
inated by a tail of high-velocity tracers (up to several
hundreds km s−1 in the case of the cloud C10), which is
then rapidly reabsorbed into a smoother PDF shape at
later times. In the case of a low-mass cloud and a SN
very close to the cloud center (the peak in cloud C10),
once the high-velocity tail is gone, the whole PDF has
9Figure 4. Upper panels: Cumulative density function (CDF) of kinetic energy of the clouds C10 (left) and C31 (right),
expressed as mass fraction versus kinetic energy fraction. The four lines correspond to four different times, marked by the
vertical dashed lines in the insets. We focus on one specific peak in each cloud, as examples, and show the CDF just before
the energy peak (green), and the energy peak (red), and at two times after the peak (cyan and magenta). Lower panels: PDF
of tracer-particle velocity, relative to the center-of-mass velocity before the energy peak. Each PDF corresponds to one of the
times as in the upper panels, with the same color coding.
shifted to larger velocities compared to the PDF prior
to the energy peak, showing that, after the initial en-
ergy decay, part of the energy injected by the SN has
been retained and distributed through the whole cloud,
resulting in a significant increase in the cloud turbulent
energy. In the case of a further-away SN affecting a
much more massive cloud (the peak in cloud C31), the
velocity PDF is not shifted significantly to higher ve-
locity after the velocity tail has disappeared, consistent
with the fact that the total kinetic energy has decayed
again to a value close to that prior to the SN, and the
cloud is gravitationally bound again. Only a sequence
of internal SNe can fully disperse such a massive cloud,
which occurs at later times for the cloud C31.
To characterize the effect of SNe on all the MCs in
the sample, we first consider the most-significant energy
peak in each cloud prior to the time when the cloud is
dispersed, which usually corresponds to the closest SN
to the cloud center. We compute the energy injected by
the corresponding SN, Einj, as the difference between
the peak energy and the energy just before the peak (in
practice the minimum value of the kinetic energy closest
to and preceding the peak, because the kinetic energy is
usually decaying between peaks). The most-significant
peak (prior to the cloud dispersal) is simply the one
with the largest injected energy, Einj,max. The value of
Einj,max for each cloud is plotted versus the distance of
the corresponding SN, dSN,max, expressed in units of the
cloud radius, Rcl, in the left panel of Figure 5. The right
panel shows the kinetic energy injection measured at all
energy peaks prior to the dispersal of each cloud.
The total kinetic energy in a supernova remnant
(SNR) is conserved during the adiabatic phase is con-
served (e.g. Shu 1992), and based on an integration of
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Figure 5. Left panel: Maximum kinetic energy, Einj,max, injected by a single SN in each cloud versus the distance of that SN
to the cloud center of mass, dSN,max, in units of the cloud radius, Rcl. The colors correspond to the cloud mass. The red solid
line is a least-square-fit to all points with dSN/Rcl > 1, and the red dashed line is the prediction for the Sedov-Taylor stage of
the remnant. Right panel: Same as left panel, but included all energy peaks (may be several per cloud).
the Sedov-Taylor solution, 20-30% of the SN energy is
expected to be in the kinetic form (Spitzer 1968; Cheva-
lier 1974; Walch & Naab 2015). Considering the cross
section, pi, of an MC with the SNR, an estimate of the
total amount of kinetic energy available to be injected
to the cloud is given by
Einj,ST = 0.28ESN (2 dSN/Rcl)
−2 , (10)
where ESN = 10
51 erg, and the coefficient, 0.28, is
adopted from Chevalier (1974). A seen in Figure 5, this
equation, shown as the red dashed line, overestimates
the measured kinetic energy jumps in the MCs. This
is perhaps expected since Equation (10) represents the
total kinetic energy available for injection, and the ac-
tual amount energy that an MC may receive from an
SN impact may depend on the details of the interaction
between the cloud and the remnant. For example, the
density of cloud may play a role in the interaction as the
radiative cooling depends on the density. The fraction
of kinetic energy that may be transferred to the cloud
may also depend on the geometry of the cloud. A bow
shock is expected to form when the SN shock encounters
the cloud, and a significant fraction of kinetic energy in
the SN shock may simply pass by the cloud through the
oblique shock.
The dashed line in the left panel of Figure 5 is the
least-square fit,
Einj,max = 0.04ESN (2 dSN,max/Rcl)
−1.92 , (11)
to the data points for the strongest SN peaks of all the
clouds. Equation (11) for Einj,max is smaller by a factor
of 7 than Equation (10), meaning that, on average, only
∼ 15% of the kinetic energy available from an energetic
SN shock manages to enter an MC.
The kinetic energy jumps of all SNe within the cloud
lifetime are well below the Sedov-Taylor energy (see
right panel of Figure 5). The least-square fit gives
Einj = 0.01ESN (2 dSN/Rcl)
−2.58 , (12)
that is a factor of 28 below the Sedov-Taylor energy
at dSN = Rcl, and a factor ∼ 100 below for dSN =
10Rcl. The range of cloud distances is approximately
the same as for the most significant energy peaks, show-
ing that the SN distance from the cloud center is not
the only parameter controlling the efficiency of the ki-
netic energy injection, Einj/ESN. The lower envelope
of the data points in the right panel roughly behaves as
∝ (dSN/Rcl)−5, as indicated by the dotted line. The d−5SN
dependence may be explained by the late phase of an
SNR evolution where the momentum is approximately
conserved. In this phase, the velocity of the shock, vsh,
decreases with time as t−3/4 or with the remnant ra-
dius, Rsnr, as R
−3
snr. Therefore, the total kinetic energy
in the entire SN shell goes like, ∝ 4pi3 R3snr v2sh ∝ R−3snr.
Considering the cross section of an MC cloud with the
remnant, we expect that the kinetic energy jump due to
an SNR in the momentum conservation phase scales as
R−5snr, or equivalently as d
−5
SN. Evidently, due to the den-
sity, the geometry of MCs, as well as the evolution stage
of the SNR, the fraction of explosion energy of an SN
that is converted to kinetic energy in an MC can vary
a lot, even at the same distance to the cloud center. In
other words, the energy injection is strongly dependent
on the details of the SNR and the physical and geometric
conditions of the MC, as pointed out in previous works.
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Table 2. List of the properties of two representative MCs and the distance of the most significant SN of the two MCs. From
left to right: cloud number, cloud mass, virial parameter, SN rate within 25 pc, SN rate within 50 pc, total energy injection, the
ratio of total energy injection to initial potential energy, distance of the most significant SN, and the energy injection by the
most significant SN. The same quantities are listed for all clouds in Table 6 of Appendix A.
Cloud Mcl [M] αvir,min fSN,25 [Myr−1] fSN,50 [Myr−1] Einj,tot [erg] Einj,tot/Eg dSN,max [pc] Einj,max [erg]
C10 3.25 ×103 0.70 0.32 1.28 9.87 ×1049 9.67 ×102 2.06 9.87 ×1049
C31 5.22 ×104 1.45 1.61 2.76 9.66 ×1050 1.63 ×102 9.79 1.31 ×1050
Figure 6. Total kinetic energy injected prior to a cloud dis-
persal versus initial gravitational energy. The colors corre-
spond to the virial parameter of the clouds αvir, with black
empty circles denoting bound MCs, with virial parameter
αvir,min ≤ 2. The dashed line corresponds to Einj,tot = Eg.
Despite the large energy losses prior to the interaction
of most remnants with the MCs, and the initially rapid
decay of the highest energy peaks, initially bound MCs
are still dispersed by SNe, thanks for the large number
of SNe during a cloud lifetime. Figure 6 shows that
the total kinetic energy injected in a cloud prior to its
dispersal is typically ∼ 100 times larger than its initial
gravitational energy. Thus, even if the energy efficiency
of the feedback were only 1%, it would still be enough
to unbound the clouds. More than half of the clouds are
unbound, and would disperse anyway, but even unbound
clouds are injected, during their lifetime, a total amount
of kinetic energy well in excess of their initial potential
energy.
The quantities discussed above, as well as SN frequen-
cies, are listed in Table 2 for our two representative
clouds, C10 and C31, while the full version of this ta-
ble with values for all clouds are given in Table 6 of
Appendix A.
4.3. MC Lifetime
We define the cloud lifetime based on the time evo-
lution of the cloud radius, as in Padoan et al. (2016b).
  time   tf                                                     tR,min                                                 td
formation dispersal2Rmin Rmin 2Rmin
tform                                             tdisp
Figure 7. Sketch of the definition for the cloud formation
and dispersal time.
Table 3. List of timescales for two representative MCs.
From left to right: cloud number, cloud formation time,
cloud dispersal time, cloud lifetime, cloud delay time and
the cloud dynamical time. The same quantities are listed for
all clouds in Table 7 in Appendix A.
Cloud tform tdisp tlife tdelay tdyn,α
[Myr] [Myr] [Myr] [Myr] [Myr]
C10 7.41 3.02 10.43 0.85 4.88
C31 16.55 3.52 20.07 1.26 6.79
The cloud lifetime is assumed to have started when its
radius was twice its minimum value, and to end when
the cloud has expanded to double again its minimum
radius. While all other data-analysis in this work has
been carried out from the time of cloud selection on-
ward, in the case of the cloud evolution we must follow
the tracer particle positions both backward and forward
in time from the cloud selection time.
We first find the time, tR,min, when the cloud radius
has its minimum value, Rmin. This time is typically
less than two Myr from the time of the snapshot where
the cloud was identified. We then search for the times
when the cloud radius is 2Rmin before and after tR,min,
and refer to them as tf and td respectively. The radius
increases nearly monotonically going both backward and
forward in time from tR,min, so these two times are well
defined. We then define the cloud formation time as the
time interval during which the cloud contracts, starting
from a radius equal to twice its minimum value,
tform = tR,min − tf , (13)
and the cloud dispersal time as the time interval dur-
ing which the cloud expands up to twice the minimum
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radius,
tdisp = td − tR,min . (14)
Finally, we define the cloud lifetime as the sum of the
contraction and expansion phases:
tlife = td − tf = tform + tdisp . (15)
The definition of the three times and the corresponding
three time intervals is illustrated by the sketch in Fig-
ure 7, and the values of the time intervals are given in
Table 3 for our two reference clouds (see Table 7 in Ap-
pendix A for the values in the other clouds). The table
also includes the values of tdyn,α and the time interval,
tdelay, between the most significant kinetic energy peak,
tp,max, corresponding to Einj,max defined in § 4.2, and
the time of dispersal, td:
tdelay = td − tp,max . (16)
For 28 of the 83 clouds (particularly among those from
the first two selection times) the radius has not doubled
from its minimum value backward in time before the
first available snapshot of the simulation (approximately
8 and 11 Myr for the first two selection times), so we
cannot determine tf and we can only set a lower limit
to the formation time, tform, and to the lifetime, tlife.
We also have two clouds for which the radius has not
expanded beyond twice its minimum value before the
last available snapshot, so td could not be determined
and we can also measure a lower limit for tdisp. Thus,
we have a total of 53 clouds with values of tlife, and 30
clouds with only lower limits for tlife.
The lifetime of all clouds in the sample is shown in Fig-
ure 8 in units of Myr in the upper panel, and in units of
the dynamical time, tdyn,α, in the lower panel (see § 3.3
for the justification of adopting the corresponding value
of the dynamical time measured at the time of mini-
mum virial parameter and the minimum virial parame-
ter). The scatter plots show the dependence of tlife and
tlife/tdyn,α on αvir,min. The lifetime spans a wide range
of values between approximately 5 and 20 Myr, corre-
sponding to approximately to 2 to 7 dynamical times.
There are only 53 clouds for which we have measured
the value of tlife. To estimate the median values, we in-
clude lower limits, but consider only the last two selec-
tion times, for which only a small fraction of the cloud
lifetimes are upper limits. With that choice, the me-
dian values of tlife are 16.1 and 14.2 Myr for bound and
unbound clouds, respectively, while the median for all
clouds (in the final two selection times) is 15.4 Myr. In
units of the cloud dynamical times, the median com-
puted in the same way are 3.36 and 3.93 for bound and
unbound clouds, respectively, and 3.42 from all clouds.
Figure 8. Upper panel: Dependence of the cloud lifetime,
tlife, on the minimum virial parameter, αvir,min, with colors
indicating the cloud mass, Mcl. The arrows mark the lower
limits (clouds where tf or td could not be measured), and
the dotted horizontal lines are the median values for bound
(to the left of the vertical dashed line) and unbound (to the
right of the vertical dashed line) clouds based on the last
two selection times, 16.1 Myr and 14.2 Myr, respectively.
Lower panel: The same as the upper panels, but with tlife in
units of tdyn,α. The median values from the last two selec-
tion times are 3.36 and 3.93 for bound and unbound clouds,
respectively.
The dispersal times for all the clouds in the sample are
shown in Figure 9 in units of Myr in the upper panel,
and in units of the dynamical time, tdyn,α, in the lower
panel. The scatter plots show the dependence of tdisp
and tdisp/tdyn,α on αvir,min. The dispersal time spans a
wide range of values above and below the cloud dynami-
cal time, between approximately 1 and 20 Myr. The fig-
ure also shows a trend of increasing tdisp (or tdisp/tdyn,α)
with increasing αvir,min. The median values of tdisp are
4.1 and 5.7 Myr for bound and unbound clouds respec-
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Figure 9. The same as in Figure 8, but for the dispersal
time, tdisp. Here the medians are evaluated using all four se-
lection times, because only two clouds are missing a determi-
nation of td. The median values are 4.1 Myr and 5.7 Myr for
bound and unbound clouds, respectively. The corresponding
median values of tdisp/tdyn,α are 0.87 and 1.69.
tively (dotted horizontal lines in the upper panel of Fig-
ure 9), while the median values of tdisp/tdyn,α are 0.87
and 1.69, also for bound and unbound clouds, respec-
tively (dotted horizontal lines in the lower panel of Fig-
ure 9).
Figure 10 shows the same as Figure 9, but for the for-
mation time, tform. The values of tform are clearly larger
than those of tdisp, with a slight trend of decreasing tform
with increasing αvir,min (opposite to the trend for tdisp).
The median values of tform are 9.6 Myr for bound clouds,
and 6.7 Myr for unbound ones. This slight dependence
on the virial parameter is expected because the virial
parameter tends to decrease with increasing cloud mass,
and the dynamical time increases with cloud mass, hence
should decrease with increasing virial parameter. Be-
cause the clouds are assembled by the large-scale turbu-
Figure 10. The same as in Figure 8, but for the formation
time, tform. The medians, evaluated using only the last two
selection times, are 9.6 Myr and 6.7 Myr for bound and un-
bound clouds, respectively. The corresponding median val-
ues of tform/tdyn,α are 2.28 and 2.1.
lence and tend to follow a velocity-size relation consis-
tent with the observed Larson relation, we expect the
formation time to scale with the dynamical time and so
to decrease with increasing virial parameter. As the for-
mation time should scale with the dynamical time, the
ratio of formation time and dynamical time should not
depend on the virial parameter, which is in fact con-
firmed by the lower panel of Figure 10. The median
values of tform/tdyn,α for bound and unbound clouds are
nearly identical, 2.28 and 2.1, respectively.
The ratio between dispersal and formation times,
tdisp/tform, is an important quantity to gauge the ef-
fect of the SN feedback on the cloud evolution. Padoan
et al. (2016b) found that formation and dispersal times
of the clouds in their simulation were on average the
same, both of the order of two dynamical times. As
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Figure 11. Left panel: Ratio of cloud dispersal to formation time, tdisp/tform, versus minimum virial parameter, αvir,min. The
dotted horizontal lines are the median values for bound (to the left of the vertical dashed line) and unbound (to the right of the
vertical dashed line) clouds based on the last two selection times, 0.31 and 0.85, respectively. Right panel: The median values
of tdisp/tform for bound (solid line) and unbound (dashed line) clouds at the four cloud selection times. The numbers of clouds
without a determination of tf of td, multiplied by 0.1, are shown by the dash-dotted and dotted lines, respectively.
mentioned above, in that simulation the SN feedback
was implemented with randomly-generated SNe. In the
current simulation, when star formation is included and
the timing and position of SNe (relative to the MCs) are
accounted for self-consistently, we find that the tform ∼
2 tdyn,α, as in Padoan et al. (2016b), while the disper-
sal time is significantly shorter, particularly for bound
clouds where the median value is tdisp ∼ 0.8 tdyn,α. This
is an important result, because it shows the crucial role
of locally-formed SNe in the dispersal of their parent
MC. Because the star-formation rate is strongly corre-
lated with the virial parameter (e.g. Krumholz & McKee
2005; Padoan & Nordlund 2011; Federrath & Klessen
2012; Padoan et al. 2012, 2017), locally-formed SNe are
more likely to play a role in clouds with lower virial pa-
rameter (hence large star-formation rate). Thus, the dis-
persal time is shorter in bound clouds than in unbound
ones. This result also stresses the importance of simu-
lating the SN feedback in a self-consistent way (which
we refer to as real SNe), which has been achieved in our
simulation for the first time.
The tdisp/tform is plotted in the left panel of Figure 11.
The horizontal dotted lines mark the median values com-
puted from the last two selection times (where only a
small fraction of the ratios are lower or upper limits).
The median values are 0.31 and 0.85 for bound and un-
bound clouds respectively. The right panel of Figure 11
shows the variation of these median ratios for the four
selection times. The dash-dotted and dotted lines show
the decrease with time in the number of clouds with
only lower limits for tform and tdisp respectively. At the
final selection time, we only have one cloud without a
determination of tf and one more cloud without a de-
termination of td, so the median values derived there
are nearly unbiased, but the sample size from a single
selection time is small. One can see that the tdisp/tform
ratio for bound clouds is almost unchanged between the
third and the fourth selection times, so the median value
we obtain from the last two selection times should be a
good approximation of the unbiased value. For unbound
clouds, the ratio increases at a constant rate between
the second and fourth selection times, reaching a value
of 0.9, so the unbiased median may be very close to 1,
as in the case of randomly-generated SNe (Padoan et al.
2016b).
The importance of locally-formed SNe is also stressed
by the significant correlation between the time of the
most significant kinetic energy peak, tp,max, and the dis-
persal time, td, in each cloud. The interval between the
two times is measured by tdelay, which is plotted in Fig-
ure 12 as a function of the distance, dSN,max, of the SN
responsible for the most significant peak from the cloud
center, in units of the cloud radius, Rcl. The delay time
is usually very short (in some case even less than one
percent of a dynamical time) when the SN occurs within
one cloud radius, with a median value of 0.75 Myr, or
0.18 tdyn,α.
4.4. Overdensity of Internal SNe
As discussed above, locally-formed SNe are responsi-
ble for the short dispersal time of MCs with the high-
est star-formation rate. They are also part of the rea-
son why SNe appear to have a more important role
in our simulation than in previous studies, where SNe
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Figure 12. Upper panel: Delay time between the most
significant kinetic-energy peak and the cloud dispersal time,
tdelay, versus the distance of the corresponding SN to the
cloud center, in units of the cloud radius. The dotted hor-
izontal lines are the median values of tdelay for internal
(dSN,max/Rcl < 1) and external (dSN,max/Rcl > 1) SNe,
0.75 Myr and 1.44 Myr, respectively (the median of tdelay for
all the clouds is 1.25 Myr). Lower panel: The same as the
upper panel, but with tdelay in units of the dynamical time,
tdyn,α. The median values of tdelay/tdyn,α are 0.18 and 0.38
for internal and external SNe (the median of tdelay/tdyn,α for
all the clouds is 0.29).
were generated randomly or clustered, but never with
self-consistent timing and positions relative to the MCs.
Thus, it is important to quantify the local overdensity
of SNe relative to the case of a random distribution. To
do so, we define as internal SNe those that occur inside
a MC, dSN ≤ Rcl, where dSN is the SN distance to the
cloud center and Rcl is the cloud radius, after the time
of cloud selection and before the cloud is dispersed. As
we will show below, the chance that an internal SN was
not born in the cloud is very small, so we can safely as-
sume that the majority of the internal SNe comes from
stars that were formed locally. We aim at computing
the distribution of overdensities of internal SNe relative
to the case of SNe randomly generated with a uniform
distribution (in which case a SN would be internal by
chance, not because it is formed in that cloud).
Although all SNe come from stars that were formed
in MCs, predicting this overdensity without a realistic
simulation would be far from trivial, because the over-
density depends on the MC lifetimes relative to the stel-
lar lifetimes, on the stellar mass distribution, on the
star-formation history of each cloud, and on the rate of
spatial diffusion of massive stars from their formation
sites. For example, the median lifetime of the clouds
is tlife ∼ 15.4 Myr, while the lifetime of the lowest-mass
stars to explode as SNe is ∼ 40 Myr. Therefore, a signif-
icant fraction of the SNe from stars formed in the MCs
cannot be classified as internal to their parent clouds,
as these have already been dispersed when those SNe
occur.
Figure 13 shows the number of internal SNe found
in each of the MCs, versus the expected number if the
SNe were uniformly distributed, both within an MC ra-
dius (left panel) and within 50 pc from an MC (right
panel). The expected number of internal SNe in a cloud
i, NSN,int,exp,i, is calculated from the following formula:
NSN,int,exp,i =
NSN,s1,end
(tend − ts1) ×
Vmean,i
Vbox
× (td,i− ts,i) , (17)
where NSN,s1,end is the number of SNe in the simulation
from the first time we select MCs (ts1 ∼ 63.8 Myr) to
the end of the simulation (tend), Vmean,i is the mean
MC volume from its selection time (ts,i) to its dispersal
time (td,i), and Vbox is the volume of the simulation
box. For the expected SNe within 50 pc, we simply
replace the mean MC volume by the volume of a 50 pc
radius sphere. About half of the sample, 44 MCs, are
without any internal SNe, and are represented by open
symbols at NSN,int = 0.5 (left panel), to compare with
their expected values from the uniform distribution. As
the expected number of SNe is 0.1 or below for these
MCs, we would not expect to find any internal SNe. For
the other half of the sample, 39 MCs, we have a clear
overdensity of internal SNe, with a median value of 53.7
(see the dotted line in Figure 13, left panel). Thus,
in order for a uniform SN distribution to explain the
number of internal SNe we find, the SN rate would have
to be 53.7 times higher. Even when going out to 50 pc
radius (right panel), we can still see a clear overdensity,
even though the median value has reduced to 2.6 (see
the dotted line in Figure 13, right panel).
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Figure 13. Left panel: Number of SNe exploding within the MCs versus expected number of internal SNe assuming a uniform
spatial distribution of SNe. There are 39 MCs with internal SNe and 44 without (black diamond symbol). The red dashed line
corresponds to NSN,int = NSN,int,exp. The black dotted line shows the median ratio, med(NSN,int/NSN,int,exp) = 53.7. Right
panel: The same as the left panel, but for SNe within 50 pc from the cloud center. The median ratio is 2.6.
Figure 14. The expected fraction of MCs with k internal
SNe from the case of a spatially uniform SN distribution (fP,
red circles), and the fraction from the simulation (fsim, blue
diamonds), as a function of the number of internal SNe. The
difference in the MC fractions is striking even at one internal
SN, and they diverge even more at higher k.
To further appreciate the meaning of the internal SNe
overdensity shown in Figure 13 (left panel), we quantify
the probability of its occurrence relative to the case of a
uniform SN distribution. If the SNe were uniformly dis-
tributed, the probability of an MC i of having k internal
SNe is given by the Poisson distribution, with the mean
value, λ, equal to NSN,int,exp,i:
Pi(k) =
λke−λ
k!
. (18)
If we assume that MCs are independent of each other,
then the expected fraction of MCs in the sample that
have k internal SNe, fP, can be calculated as a mean of
the individual MCs’ Poisson probability distributions:
fP(k) =
NC∑
i=1
Pi(k)/NC , (19)
where NC = 83 is the number of MCs in the sample. We
calculate fP for k between 0 and 18, the range of values
of internal SNe in the MCs.
Figure 14 shows the expected fraction of MCs with
k internal SNe from the uniform SN distribution, fP,
and the fraction in the sample, fsim, where fsim(k) =
NC(k)/NC and NC(k) is the number of MCs with k in-
ternal SNe. The overdensity is clear even at k = 0, as
the uniform distribution would predict that 95% of the
sample should have no internal SNe at all, whereas our
result is 53%. The difference becomes even more dra-
matic at the higher values of k, as the prediction is just
5%, or 4 MCs, having just one SN, rather than 39 MCs
with one or more SNe. At k = 18, the probability of so
many internal SNe arising from the sample of MC sizes
and lifetimes by uniform distribution of SNe is by a fac-
tor of 10−20 lower. Even if we assume that all of the
MCs would have been as large as our largest MC (see
the black dotted line in Figure 14 inset), this factor is
still about 10−18. This shows that a uniform distribu-
tion of SNe is inadequate to capture the true distribution
of internal SNe, which are the most important ones for
the cloud dispersal, and hence underestimates the effect
that the SNe have on their parent MCs.
We identify the SNe that originate from the mas-
sive stars born within the MCs by crossmatching the
accreted tracer particles of the MCs to the progenitor
sink particles of the SNe. We find that out of 273 SNe
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Table 4. The numbers of SNe born anywhere and in the
MCs of the sample, exploding within the whole box (irre-
spective of any MC), within 50 pc of a MC or within a MC.
The numbers in parenthesis are with regards to their parent
MC specifically. See the text for details.
Explosion within Whole box 50 pc MC
Birth
Anywhere 273 186 56
In the MCs 205 (89) 155 (82) 55 (50)
that explode after 63.8 Myr, the majority, 205, are born
within the MCs of the sample. Out of those 205 SNe,
155 explode within 50 pc from the center of any of the
MCs, and 55 within any MC’s radius (these SN numbers
are computed in both cases including only SNe occur-
ring before the dispersal time of each MC, td). In the
context of the parent MCs, 89 SNe explode during the
parent MC’s lifetime, 82 of them within 50 pc from the
center of their parent MC, and 50 within their parent
MC’s radius. In other words, of a total 56 internal SNe
(regardless of their birthplace), 50 explode within their
parent MC, showing the importance of self-consistent
modelling of star formation and SN feedback. Since we
do not update the number of tracers after the selection
of an MC, the other 5 SNe that are born in the MCs, but
explode within an MC other than their parent one, may
be due to the merging of the parent MC to the host MC
after the host MC’s selection time. These results are
compiled in Table 4.
4.5. Decay of Kinetic Energy in MCs
Kinetic energy in MCs is subject to viscous dissipa-
tion, and it decays in between two successive SN im-
pacts. Figure 15 shows a few examples of the evolution
of kinetic energy in MCs right after an energy jump by
a factor of > 10 due to a strong SN impact. We find
that a strong kinetic energy jump is typically followed
by a power-law decay. The red solid lines in Figure 15
are the power-law fits, Ek ∝ (t − tSN)−β , to the data
points, where tSN is the time of the SN impact. The
decay exponent, β, measured from least-square fitting,
lies in the range from 0.53 to 1.45, as shown in Figure
16, with a median value of β ' 0.8.
The power-law decay is reminiscent of kinetic en-
ergy decay in unforced, statistically homogeneous and
isotropic turbulence. Since the prediction of a t−10/7
decay law by Kolmogorov (1941) for incompressible hy-
drodynamical turbulence, the kinetic energy decay has
been extensively investigated and has been extended to
the study of MHD and compressible turbulence. The-
oretical models for turbulent energy decay are usually
based on a power-law energy spectrum at small wave
numbers, whose shape is assumed to remain invariant
(a hypothesis termed “permanency of large eddies”, e.g.
Frisch 1995), and on a turbulent energy cascade (or
equivalently the Kolmogorov self-similarity hypothesis)
in the inertial range. A power-law decay develops, as the
cascade transfers kinetic energy from energy-containing
large scales to the small scales in the dissipative range
where the viscosity converts it into heat. It follows from
the cascade picture that the timescale for turbulent en-
ergy decay is determined by the large-eddy turnover
time, the dynamical time of the turbulent flow. Numer-
ous theoretical, experimental and numerical studies have
been devoted to predicting or measuring the decay expo-
nent in turbulent flows. The exponent ranges from −2/3
to −2, depending on the initial energy spectrum at small
wave numbers, the turbulent cascade model/mechanism,
and whether the flow is magnetized, etc. Mac Low et al.
(1998) conducted numerical simulations of kinetic en-
ergy decay in supersonic HD and MHD turbulence, and
they found that the decay exponent is in between 0.85
and 1.1 (Mac Low 1999). Note, however, that the de-
cay exponent measured by Mac Low (1999) may not be
universal, because the setup of the initial condition in
their simulations corresponds to a particular choice for
the initial energy spectrum, i.e., ∝ k2, at small k.
Although the power-law decay and the measured de-
cay exponent in the MCs after a strong SN impact are
consistent with kinetic energy decay in homogeneous
and isotropic turbulence, we stress that the actual de-
cay mechanism may not be simply attributed to tur-
bulent decay. A significant difference of the SN-driven
turbulence in MCs from idealized simulations with arti-
ficial initial and boundary conditions is that the velocity
field set up by SN impact is neither homogeneous nor
isotropic. Energy injection by a SN is through the local-
ized effect of shocks. As shown in Figure 4, right after
the SN impact, the velocity PDF in an MC typically has
an extended component at the right tail, corresponding
to the effect of an SN shock(s), suggesting that the ma-
jority of kinetic energy supply is contained in only a
small mass fraction of the cloud. Since the statistical
homogeneity and isotropy are needed for the derivation
of the power-law decay based on the Kolmogorov simi-
larity hypothesis, it is not clear whether kinetic energy
decay in an anisotropic turbulent flow is power law in
general.
Kinetic energy decay following an SN impact in an
MC does not require an energy cascade from large to
small scales. As kinetic energy is injected in the form
of SN shocks, the dissipation starts immediately once
the cloud is impacted. This is another difference from
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Figure 15. Four examples of the evolution of kinetic energy in MCs right after an impact of a strong SN (the peak kinetic
energy > 10 the kinetic energy before the peak) at tSN. The blue filled circles are the kinetic energies after the peak, in the
energy decay phase, and the red solid line is the power-law function fit.
Figure 16. Distribution of the power-law decay exponent,
β.
turbulent decay in isotropic flows with a large-scale ini-
tial field, where the cascade process that bridges energy-
containing scales and the dissipative scales plays a key
role in the prediction of a power-low decay. Since most
kinetic energy from an SN shock is injected “locally”
and the viscous dissipation starts immediately, the en-
ergy decay timescale right after SN impact is found to be
much shorter than the dynamical time of the cloud. Also
note that energy injection by SN shocks is unlikely to set
up a power-law energy spectrum at large scales, which
is typically assumed in theoretical models for power-law
turbulent decay.
Here we give a simple argument to explain the power-
law energy decay in an MC based on the kinetic energy
loss of a SN shock propagating into the cloud. For sim-
plicity, we will assume that the total momentum is con-
served as the SN shock sweeps into an MC. This assump-
tion is valid for SNRs that have already reached the mo-
mentum conservation phase before hitting the MC. For
SNRs that are still in the adiabatic, Taylor-Sedov phase,
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Figure 17. Relation between the decay time τ1/2 and the
maximum increase ∆σv,max of the additional turbulent veloc-
ity component caused by SNe. The color bar is the distances
of SNe, dSN, to the mass center of MCs.
the assumption of momentum conservation is valid only
if the higher radiative efficiency due to the higher den-
sity in the MC is able to sufficiently cool the postshock
region. If a SN shock moves into a cloud at a velocity
of v, it will sweep up a total mass ∝ vt in time t. The
conservation of momentum then implies that v2sht is con-
stant, which predicts that kinetic energy, ∝ v2sh, decays
as t−1. A t−1 decay is consistent with the measured val-
ues of β shown in Figure 16. On average, the measured
β is ' 0.8, suggesting that the energy decay is typically
slower than the predicted t−1 behavior. This is perhaps
because the SNRs that cause a large kinetic energy jump
are still in the adiabatic phase when reaching the MC,
and the assumption of momentum conservation is in-
accurate. If not efficiently cooled, the pressure in the
postshock gas would push the shock, and the pdV work
would make the decay of kinetic energy slower.
We quantify how fast the kinetic energy decays right
after an SN impact by measuring the timescale at which
the velocity dispersion in the MC decreases. Following
Seifried et al. (2018), we first define the velocity disper-
sion jump, ∆σv, driven by a SN at time tSN as,
∆σv = σv(tSN+)− σv(tSN−) , (20)
where tSN+ and tSN− are the times right before and right
after the MC is impacted by the SNR, respectively. As
in Seifried et al. (2018), we then define a half-life decay
time, τ1/2, as the time during which σv(t) − σv(tSN−)
drops from ∆σv to 0.5 ∆σv, i.e.,
σv(tSN + τ1/2)− σv(tSN−) = 0.5 ∆σv . (21)
Figure 18. Decay time τ1/2, in units of the dynamical time
tdyn,α, versus SN distance to cloud center dSN, in units of the
cloud radius Rcl, colored with cloud mass Mcl. The vertical
dashed line corresponds to dSN/Rcl = 1. The median values
of τ1/2/tdyn,α are 0.01 and 0.02 for internal (dSN/Rcl ≤ 1)
and external (dSN/Rcl > 1) SNe. The median of τ1/2/tdyn,α
for all the clouds is 0.015.
Essentially, τ1/2 represents the time needed for the MC
to lose half of its gain of velocity dispersion from an SN.
The half-life decay time, τ1/2, is defined for each SN
impact or each kinetic energy peak during the evolution
of an MC. By following the energy evolution, we mea-
sured τ1/2 for the kinetic energy peaks satisfying the fol-
lowing criteria: 1) The kinetic energy experiences jumps
by at least a factor of 2; 2) following the kinetic energy
peak, there are more than 3 snapshots before the impact
of the next SN; 3) The time of the kinetic energy peak
occurs prior to the dispersal of the cloud. The first two
criteria are motivated by the need to have a well enough
defined peak and decay evolution in order to measure the
decay time, while the third condition is used because we
are not interested in following the evolution of the clouds
after their dispersal (the tracer particles we follow do not
really define a cloud anymore at that point). For some
peaks, the dissipation of kinetic energy does not last
long enough to lose half of the velocity dispersion gain,
∆σv, from an SN, because the interruption by another
SN or by mass accretion may cause the kinetic energy to
increase again. We ignore these peaks since τ1/2 cannot
be quantified. In Figure 17, we show a scatter plot of
the velocity dispersion jump, ∆σv, versus the half-life
decay time, τ1/2. Typically τ1/2 is ∼ 100 − 600 kyr in
Seifried et al. (2018). We have more MCs in the sample
and our result is consistent with Figure 5 in their paper.
As shown in Figure 17, the τ1/2 in our simulation range
between ∼ 20 and 2000 kyr. Larger values of maximum
gain in velocity dispersion ∆σv,max due to the close dis-
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Figure 19. The evolution of the instantaneous energy dissipation time of the cloud (blue line) and its instantaneous dynamical
time (green line). The yellow vertical dashed line corresponds to the time of cloud dispersal (td).
tance SNe. It implies that the close SNe have more en-
ergy injection while dissipate fast resulting shorter τ1/2.
The figure shows the decay time of 184 energy peaks.
The colors give the distance, dSN, of the SN responsible
for the energy peak, which we identify as the closest SN
to the cloud within 5 snapshots (∼ 0.15 Myr) prior to the
kinetic energy peak. Figure 17 shows that τ1/2 ranges
from ∼ 20 to 2000 kyr, which is much smaller than the
dynamical time, tdyn,α ∼ 4 Myr, of the clouds. This is
also seen in Figure 18, which plots the ratio τ1/2/tdyn,α
versus the distance of the SN. As discussed earlier, the
fast energy decay right after the SN impact is because
the energy injection occurs in the form of shocks, which
are small-scale structures that dissipate immediately.
Figure 19 compares the instantaneous energy dissipa-
tion time (blue lines) with the instantaneous dynamical
time (green lines) for the two representative clouds C10
and C31. The instantaneous dissipation time, tdiss(t), is
defined as
tdiss ≡ Ek(t)|dEk(t)/dt| , (22)
while the dynamical time, tdyn, is calculated from Equa-
tion (5), i.e., tdyn ≡ Rcl/σv,3D, where σv,3D is the mea-
sured three-dimensional rms velocity. The blue lines
only show the dissipation timescale in time intervals
where the kinetic energy decays, leaving out the phases
in which the energy increases either due to SN impact or
some weak energy sources entering the cloud from the
boundary, such as mass accretion.
Right after the SN impact, the instantaneous dissipa-
tion timescale is much smaller (by a factor of ≥ 10) than
the dynamical time of cloud, corresponding to the im-
mediate, local dissipation of the SN shock propagating
into the cloud. Unlike idealized simulations of turbulent
energy decay, the SN energy is injected locally, the ma-
jority of the kinetic energy supply initially affecting only
a small faction of the cloud. At later times, the injected
kinetic energy is more mixed into the entire cloud as the
SN shock sweeps into the clouds and affect larger scales.
A kinetic energy transfer toward larger scales may also
occur through a so-called back scatter effect3, and the
turbulence becomes more developed and more isotropic.
Only at this stage does the instantaneous dissipation
time, tdiss, become comparable to the dynamical time of
the cloud, suggesting that the kinetic energy is actually
lost through turbulent decay. Prior to the arrival of the
next SN impact, the instantaneous dissipation time scale
sometimes exceeds the dynamical time, perhaps due to
some weak energy sources from the cloud boundary.
5. DISCUSSION
5.1. Can SN Energy Injection Maintain the Velocity
Dispersion in MCs?
Our main motivation for estimating the timescale of
kinetic energy decay is to examine whether and how
the energy injection by SNe may maintain the observed
velocity dispersion in MCs. Our simulation already pro-
vides ample evidence that the SNe impact does provide
sufficient energy source for random motions in MCs, con-
sidering that most of the clouds in the simulation are
dispersed by either a strong SN impact or by the cu-
mulative impacts of a number of SNe. Nevertheless, an
estimate of the amplitude of the velocity dispersion re-
sulting from the balance of the SN energy injection with
3 The back scatter effect is essentially nonlocal energy transfer
triad interactions in a turbulent flow. Two wave vectors with
large amplitudes may form a triangle with a short third side cor-
responding to a small wave number, and such triad interactions
may cause kinetic energy transfer toward large scales.
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Figure 20. Left panel: The average dissipation time tdiss,ave (circle symbol) and the half-life decay time τ1/2 (triangle symbol)
versus the cloud mass, colored with virial parameter. The opened and filled symbols are denoted as bound and unbound clouds
respectively. The mean (horizontal red dashed line) and median (horizontal red dotted line) values of the tdiss,ave are 2.68 Myr
and 2.55 Myr, respectively. The mean (horizontal green dashed line) and median (horizontal green dotted line) values of the
τ1/2 are 0.14 Myr and 0.07 Myr, respectively. Right panel: The same as the left panel, but with tdiss,ave and τ1/2 in units of the
dynamical time tdyn,α. The mean and median values for tdiss,ave/tdyn,α are 0.67 and 0.66, respectively. The mean and median
values for τ1/2/tdyn,α are 0.035 and 0.015, respectively. The mean and median values of tdyn,α are 4.29 Myr and 4.05 Myr,
respectively.
the viscous dissipation would help better understand the
physical mechanism of SN driving in MCs. This type
of estimate has been attempted in previous works (e.g.
Seifried et al. 2018), and we find it useful to illustrate its
large uncertainties that may potentially lead to opposite
conclusions.
Most previous estimates based on this idea simply
adopt an average SN rate (assuming uniformly dis-
tributed SNe) and an assumed SN efficiency, i.e., the
percentage of the explosion energy of each SN that con-
tributes to the turbulent motions in MCs, and use an
energy dissipation rate expected from turbulent decay.
Such calculations clearly oversimplify the complicated
physical processes of SN-driven turbulence in MCs. For
example, we found that the energy received by an MC
depends on various factors, e.g., the number of SN im-
pacts, the distance and specific position of the SN with
respect to the cloud, as well as the evolution phase of
the SNR. The kinetic energy evolution between succes-
sive SN impacts is also very complicated, not simply
determined by turbulent decay, as discussed above. As
shown in Figure 19, the instantaneous timescale for ki-
netic energy decay exhibits strong temporal variations.
The strong temporal variation of the instantaneous
decay timescale makes it difficult, if not impossible, to
accurately model the decay of kinetic energy in between
SN impacts. Due to the fast decay right after the SN
impact, using τ1/2 as the typical decay timescale would
overestimate the overall dissipation rate between two
successive SN events. An alternative choice is to char-
acterize the overall dissipation by averaging the instan-
taneous dissipation timescale over the lifetime of each
cloud. We refer to this average dissipation timescale
as tdiss,ave. The instantaneous dissipation time, tdiss,
is not available at times when kinetic energy increases,
and for those times we use the instantaneous dynami-
cal time, tdyn, for the calculation of tdiss,ave. Further-
more, the instantaneous dissipation timescale (blue line
in Figure 19) is replaced by the instantaneous dynamical
time (green line in Figure 19) when tdiss > tdyn. This
choice is based on the fact that the kinetic energy decay
timescale cannot be larger than the dynamical time of
the turbulence, and tdiss > tdyn is likely due to some
energy sources through the cloud boundary (which can
be neglected in comparison to the SN energy injection).
Filled circles in Figure 20 show the average dissipation
timescale, tdiss,ave, for all the clouds. It is much larger
than τ1/2, by a factor of ' 30. We point out that tdiss,ave
may give too much weight to the periods where the ki-
netic energy is unaffected by SN explosions. Therefore,
it should be taken as an upper limit for the overall de-
cay timescale. We will take τ1/2 and tdiss,ave as the lower
and upper limits for the energy decay timescale in our
estimate of the expected velocity dispersion in the MCs.
The median values of τ1/2 and tdiss,ave are 0.07 Myr and
2.55 Myr, respectively (see left panel in Figure 20).
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Figure 21. Left panel: The relation between the cloud mass and the specific kinetic energy injection rate (see Eq. 23). The
mean (red horizontal dashed line) and median (red horizontal dot line) values of the specific kinetic energy injection rate are
2.48× 1045 erg M−1 Myr−1 and 5.39× 1044 erg M−1 Myr−1, respectively. Right panel: The distribution of the specific kinetic
energy injection rate in ts,d. Red and blue histograms are the subsets of bound and unbound MCs, respectively.
We compute the SN energy injection rate per cloud
mass:
e˙inj = Einj,tot/(ts,dMcl) , (23)
where Einj,tot is the cumulative energy injection
throughout the period from the selection of the cloud
to its dispersal, ts,d, and Mcl is the cloud mass at the
time of the selection. The expected velocity dispersion
of the cloud is then calculated from the energy bal-
ance e˙inj ' 12 σ2v/τdec, i.e., σv = [2 (e˙inj τdec)]1/2, where
τdec is the characteristic overall timescale of kinetic en-
ergy decay. Instead of examining the energy budget in
each cloud, here we conduct a “global” estimate using
the median values over all the clouds in the simula-
tion. Due to the crude approximations made in the
calculation, it is not meaningful to conduct a cloud-
by-cloud analysis. The left panel of Figure 21 shows
that e˙inj ' 5.39 × 1044 erg M−1 Myr−1 on average.
If we set τdec ' τ1/2 and adopt τ1/2 = 0.07 Myr, we
find a lower limit of 1.94 km s−1 for the velocity dis-
persion. On the other hand, using the median value,
2.55 Myr, of tdiss,ave for the overall decay timescale, τdec,
yields an estimate of the upper limit of σv that is about
11.72 km s−1. Clearly, the estimated lower and upper
limits of σv are consistent with the observed velocity
dispersions in MCs, confirming that the SN injection is
a sufficient energy source for turbulent motions in MCs.
Although our back-of-the-envelope calculation gives
a reasonable estimate for the velocity dispersion, it is
perhaps better viewed as a demonstration for the com-
plexity of the problem of SN-driven turbulence in MCs
rather than as a successful model. The complicated
physical processes involved can hardly be well under-
stood without the help of numerical simulations. Only
with simulation data was it possible for us to carry out a
“global estimate”, and yet we could only give upper and
lower limits for the typical velocity dispersion due to the
peculiar behavior of kinetic energy decay in between SN
impacts. Previous calculations using assumed SN effi-
ciency and the turbulent decay timescale cannot capture
the rich physics in the problem and should be viewed at
best as a zeroth-order, toy model of the energy budget
for SN-driven turbulence in MCs. Results from such cal-
culations are highly uncertain, since the SN efficiency is
difficult to estimate, and the overall energy dissipation
in between SN events is not simply controlled by turbu-
lent decay. We stress that our calculation is much more
physical and accurate than all the previous “empirical”
estimates in the sense that the timing of the SN impact,
the location of the SN explosion, the SN frequency or
the the number of SN impacts, as well as the physical
conditions of the MCs are realistic in our simulation,
which aimed to self-consistently capture star formation
and SN driving in MCs.
5.2. The Importance of SN Feedback
High-resolution galactic-fountain simulations estab-
lished that SNe can explain the general ISM properties,
and in particular the HI velocity dispersion (de Avillez &
Breitschwerdt 2005; Joung & Mac Low 2006; Joung et al.
2009; Hill et al. 2012). It would seem natural that the
turbulence in the HI gas would cascade down to smaller
scales to generate the turbulence in MCs, especially if
MCs are viewed as random density fluctuations in the
turbulent ISM. However, those simulations did not have
the spatial resolution to investigate if SNe could also re-
produce the turbulence within MCs. Based on a more
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recent galactic-fountain simulation, Iba´n˜ez-Mej´ıa et al.
(2016) concluded that SNe cannot drive the turbulence
in MCs, but the spatial resolution of their uniform grid
around the midplane was the same as in Joung & Mac
Low (2006), 1.9 pc, and their maximum resolution of
0.95 pc was achieved with one AMR level of Jeans re-
finement, which is unlikely to improve the resolution of
the turbulence. It is well-established that, in numeri-
cal simulations, the turbulence is not resolved at scales
. 10 ∆x, where ∆x is the mesh size. Thus, in Iba´n˜ez-
Mej´ıa et al. (2016), velocity differences at scales . 20 pc
are underestimated, and the turbulence inside clouds of
size ∼ 10 pc is not resolved. In Padoan et al. (2016b)
we found that randomly generated SNe could explain
the velocity-size relation of MCs (see also Padoan et al.
2016a, for the synthetic observations), thanks to a spa-
tial resolution of 0.25 pc, nearly 10 times larger (MCs
were uniformly covered at that maximum resolution).
In order to study the interaction between SNe and
MCs in greater details than in galactic-fountain sim-
ulations, recent studies have simulated either a single
cloud in isolation (e.g. Walch & Naab 2015; Iffrig &
Hennebelle 2015), or clouds selected from larger-scale
simulations (e.g. Ko¨rtgen et al. 2016; Iba´n˜ez-Mej´ıa et al.
2017; Seifried et al. 2018).
Walch & Naab (2015) performed high-resolution SPH
simulations to investigate the combined effect of SNe,
HII regions and density structure. They placed a sin-
gle SN explosion in the center of a spherical, static MC
(Rcl = 16 pc, Mcl = 10
5 M, αvir = 0) without mag-
netic fields. They found that while ionization enhances
the momentum transfer of the SN by 50%, a single SN
explosion was unable to disperse such a massive cloud.
Their cloud was initially static without turbulence, so
this is not surprising. Our most massive cloud was about
half of theirs with an initial virial parameter of the order
of unity, and it took several internal SNe exploding in
close succession to destroy the cloud.
Iffrig & Hennebelle (2015) performed a series of nu-
merical simulations to study the momentum injection
into a more realistic, turbulent MC (Rcl = 6.8 pc,
Mcl = 1.5× 104 M, αvir = 2) by a single SN explosion
at different positions: inside, at the edge, or outside of
the MC. They concluded that SNe exploding inside MCs
remove a significant fraction of the cloud mass, consis-
tent with our results, while external SNe remove mainly
lower density gas. Thus, it is essential that the location
of the SNe with respect to the dense cloud are realis-
tic and self-consistent in the simulation, something our
simulation has achieved for the first time with a large
statistical sample.
Ko¨rtgen et al. (2016) performed MHD simulations
of cylindrical colliding flows without initial turbulence
(Rcl = 64 pc, Mcl = 0.9 × 105 M). They concluded
that SN feedback alone fails to disrupt entire, gravita-
tionally bound MCs, but is able to disperse small-sized
∼ 10 pc regions on timescales of less than 1 Myr. How-
ever, in their simulations, the SNe explode in clouds that
are extremely bound, having energy rations between 1%
and 10%. These energy ratios are unrealistic compared
to observed clouds, resulting from the lack of realistic
level of turbulence in their initial conditions. Despite
this, their SNe were able to disperse up to 50% of mass
in some cases. Furthermore, the ad hoc geometry of their
colliding flows yields a thin layer whose fragmentation
results in bound clouds. The thickness of the layer is
∼ 10 pc or less, so it is to be expected that when SN
remnants reach a size of ∼ 10 pc in their simulation
most of the hot gas will escape through the low-density
medium.
Iba´n˜ez-Mej´ıa et al. (2017) used zoom-in techniques
to select three MCs from a SN-driven galactic foun-
tain MHD simulation. The MCs are characterized by
Lbox = 100 pc, Mcl = 3.6, 3.2, 7.5 × 103 M, and
αvir = 0.4, 0.45, 0.3. The closest SN distance is ∼ 45 pc,
while most of them are over 50 pc away. They concluded
that MCs are bound, always in a state of gravitational
contraction, and SNe fail to disrupt them. The lack of
effect from the distant SNe is not surprising and con-
sistent with our findings. However, the complete ab-
sence of nearby SNe is fundamentally inconsistent with
bound, star-forming clouds, such as those found in our
more realistic implementation of SN feedback. More im-
portantly, the very low initial virial parameters of the
MCs in that study may not be realistic, as those values
are inherited from the larger-scale simulation by Iba´n˜ez-
Mej´ıa et al. (2016), where the velocity dispersions were
greatly underestimated due to numerical dissipation, as
discussed above.
Seifried et al. (2018) performed high-resolution (∼
0.1 pc), MHD simulations, as zoom-in reruns of a
galactic-fountain simulation by Walch et al. (2015), to
investigate whether the observed level of MC turbulence
could be generated and maintained by external SNe.
They exploded single SNe at different distances of dSN
= 25 pc, 50 pc, 62.5 pc, or 75 pc from the center-of-mass
of their cloud and concluded that SNe are not able to
sustain the observed level of MC turbulence. However,
our more realistic implementation of SN feedback shows
that SNe at distances of 25 pc or less are frequent (see
Figure 23), and able to drive MC turbulence and even
destroy the clouds. Furthermore, many of the MCs are
never bound, so they do not even require internal SNe
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to be dispersed. It is possible that the initial virial pa-
rameter of the MCs in Seifried et al. (2018) is under-
estimated (as in Iba´n˜ez-Mej´ıa et al. 2017), because the
clouds are extracted from the galactic-fountain simula-
tions by Walch et al. (2015) that have a spatial resolu-
tion of only 3.9 pc.
5.3. MC Lifetime
The observational evidence that MCs may be short
lived, that is tlife ∼ tdyn, based on stellar ages was first
proposed by Larson (1981), and later demonstrated sys-
tematically by Elmegreen (2000). By analyzing the age
difference of stellar clusters in relation to their sepa-
ration, Elmegreen (2000) showed that the duration of
star formation is always of the order of the dynamical
time, which implies that the lifetime of MCs is also of
that order of magnitude (see also Hartmann et al. 2001;
Ballesteros-Paredes & Hartmann 2007). A much larger
MC lifetime, tlife  tdyn, would require an unrealisti-
cally large population of MCs without any sign of star-
formation activity. More recent estimates, based on the
spatial correlation between MCs and Hα in the LMC
(Kawamura et al. 2009), free-free emission in the Milky
Way (Murray 2011) or young stellar clusters in M33
(Corbelli et al. 2017), have confirmed that MC lifetimes
are typically a few dynamical times. While MC ages in
these studies are constrained by stellar ages, short MC
timescales were derived in M51 with a completely differ-
ent method, based on the inter-arm travel time (Meidt
et al. 2015).
To constrain the importance of galactic dynamics in
the formation and disruption of MCs, the same method
to determine MC ages should be applied to a num-
ber of different galaxies. This was recently achieved
by Chevance et al. (2019), who analyzed 9 nearby disc
galaxies from the PHANGS-ALMA survey. This work
has also the advantage that, contrary to previous stud-
ies, it does not rely on the definition and identifica-
tion of individual MCs, but on a well-tested statisti-
cal method to study the spatial correlation between CO
and Hα emission peaks (Kruijssen & Longmore 2014;
Kruijssen et al. 2018). As in previous studies, the ab-
solute timescale comes from the characteristic duration
of the Hα emission of a stellar population, but in a way
that does not require any assumption about the dura-
tion of star formation, which is instead an output of the
method. Chevance et al. (2019) found that the inferred
cloud lifetime in those 9 galaxies is short, between ap-
proximately 10 and 30 Myr.
Our result that tlife ∼ 3 tdyn,α is consistent with the
observational estimates mentioned above. On the other
hand, we have also found that the dispersal time is
shorter than the formation time, tdisp ∼ tdyn,α, particu-
larly for gravitationally-bound clouds, where tdisp/tlife ∼
1/4, on the average. This asymmetry in the evolution
of MCs that are active regions of star formation (whose
virial parameter decreases to a value αvir,min ≤ 2) re-
quires a self-consistent treatment of the SN feedback,
and is not correctly captured in simulations with ran-
domly generated SNe. The short dispersal time in the
MCs may be related to the short feedback times inferred
by Chevance et al. (2019), although they interpreted
that result as evidence against SNe being the dominant
feedback mechanism. More work is required for a proper
comparison of MC lifetimes with the observational esti-
mates, which should be based on the analysis of syn-
thetic observations of the simulation.
6. CONCLUSIONS
In this work we have studied the effect of individ-
ual supernovae on molecular clouds, based on a high-
resolution 250 pc simulation. The position and time of
SNe are computed self-consistently for the first time, by
resolving the formation of individual massive stars. We
refer to this implementation of the SN feedback as real
SNe. The large sample size includes 83 MCs and 273
SNe during approximately 20 Myr of a simulation that
includes self-gravity for 30 Myr.
In general, our results illustrate that supernova feed-
back externally is a main large-scale driver of the tur-
bulence and hence ultimately responsible for making
molecular clouds transient, while the overabundance of
internal SNe make their dispersal faster.
Our specific conclusions are as follows:
1. Despite the complex structure of MCs emerging
from SN-driven turbulence, their ratio of kinetic
and gravitational energy is captured well by the
simple expression of the virial parameter for a uni-
form sphere of size equal to the mass-weighted rms
cloud radius. This result applies to MCs across a
broad range of values of virial parameter and mass,
suggesting that MCs have a universal fractal struc-
ture.
2. As a result of SN feedback, all MCs are transient,
with a lifetime of order three dynamical times, or
5-20 Myr, even if a fraction of the clouds (32 out
of 83) experience a phase during which they are
gravitationally bound.
3. Bound clouds are active sites of star formation,
thus they tend to generate internal SNe and, as a
result, their dispersal time is short. We find that
on average tdisp/tlife ∼ 1/4 for these clouds. For
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clouds that are never bound, the dispersal time is
longer, tdisp/tlife ∼ 1/2.
4. In our simulation, internal SNe occur frequently,
in approximately half of the clouds, while they
should occur in only 5% of the clouds if SNe were
uniformly distributed. In the clouds with internal
SNe, the number of such SNe is typically a fac-
tor ∼ 50 above the expected value (for the specific
cloud size and lifetime) from a uniform distribu-
tion. The probability of such overdensities would
be many orders of magnitude lower if the SNe had
a uniform spatial distribution. These overdensi-
ties are due to SNe from locally-born massive stars
that we can track thanks to our self-consistent im-
plementation of SN feedback.
5. The quantitative impact of SNe depends crucially
on their location relative to MCs, which has been
described self-consistently for the first time in this
work. Thanks to this realistic implementation of
the feedback, we have been able to quantify the
efficiency of SN energy injection as a function of
SN distance to the clouds and the scatter in such
relation. The energy injection from the most sig-
nificant SN for each MC is on average an order of
magnitude lower than that available from the SN
remnant shock in the Sedov-Taylor phase. Con-
sidering all SNe during the cloud lifetime, we find
that the total energy injected greatly exceeds the
binding energy of the cloud.
6. The decay of kinetic energy of MCs, after a SN
event, is initially much shorter than the dynamical
time, inconsistent with turbulence decay, because
at this time the dissipation is dominated by the
SN remnant shocks. At a later phase a fraction of
the injected kinetic energy is distributed over the
whole cloud, contributing to the cloud turbulence.
7. SN explosions can indeed drive and maintain MC
turbulence, as shown by the rms velocity of the
clouds in the simulation. Using our new results
on the efficiency, frequency and decay time of SN
feedback, we show that estimating the cloud rms
velocity from a global balance of energy injection
and dissipation, as previously attempted in the lit-
erature, is highly uncertain.
A reliable assessment of the effect of SNe on MC tur-
bulence requires a self-consistent simulation yielding re-
alistic populations of SNe and MCs formed ab initio.
Having established the important role of SNe in this
work, future studies should extend such self-consistent
modeling with the inclusion of radiation and winds from
massive stars. Although SNe will most likely remain the
dominant source of turbulent energy at large scales, pho-
toionizing radiation and stellar winds may contribute
significantly to the disruption of MCs.
This work focuses on the turbulence and dispersal pro-
cess of MCs, under the sole effect of SNe. As MCs
are formed ab initio in the simulation, with properties
matching the observations, the most important implica-
tion of this work is that SN-driven turbulence explains
the origin of MCs as well. Due to the continuous criss-
crossing of SN remnants, as some regions expand, lead-
ing to the dispersion of MCs, others are compressed,
giving birth to new MCs that will lead to new SNe. SNe
and MCs are thus arguably the two most essential com-
ponents of the star-gas life cycle, as the ISM turbulence
is self-regulated thanks to their combined effect.
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APPENDIX
A. PHYSICAL PARAMETERS OF MCS
In this Appendix we provide the full versions of Ta-
bles 1, 2 and 3, where we list the properties of all the
clouds in the sample. Some of these properties are also
plotted in Figures 22 and 23.
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Figure 22. Upper panel: Cloud mass versus cloud radius.
Middle panel: One-dimensional velocity dispersion versus
cloud radius. Lower panel: Virial parameter, αvir,min, versus
cloud mass.
Figure 23. Upper panel: The distribution of SN explosion
rate in 25 pc (blue line) and 50 pc (red line) to the cloud
mass center. Middle panel: Cloud mass versus SN explosion
rate fSN. Lower panel: αvir,min versus fSN. fSN,25 (blue
opened circles) and fSN,50 ( red opened circles) are the SNe
rate which explode within 25 pc and 50 pc to the mass center
of MC, respectively. The number of locally actual SN rate
of fSN,25 and fSN,50 without the zeros are 65 and 82 out of
83, respectively.
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Table 5. Basic cloud properties measured at the time when the clouds are identified. From left to right: cloud number, mass,
observational virial parameter, star formation rate, radius and one-dimensional velocity dispersion.
Cloud Mcl αvir,obs SFR Rcl σv Cloud Mcl αvir,obs SFR Rcl σv
[M] [Myr−1] [pc] [km s−1] [M] [Myr−1] [pc] [km s−1]
C1 4.62 ×103 3.87 0 9.69 2.18 C43 2.97 ×103 9.13 0 12.07 2.41
C2 1.2 ×103 2.47 0 4.54 1.3 C44 4.43 ×103 2.97 0 9.9 1.85
C3 3.2 ×103 8.95 0.06 6.65 3.34 C45 4.43 ×103 4.66 0.01 7.04 2.75
C4 4.64 ×103 14.03 0.02 7.7 4.67 C46 1.66 ×104 3.95 0.04 16.82 3.17
C5 1.74 ×103 3.51 0 5.34 1.72 C47 1.82 ×103 2.24 0.18 3.55 1.72
C6 6.05 ×103 3.15 0.03 8.61 2.39 C48 2.3 ×103 12.88 0 7.55 3.19
C7 3.89 ×103 2.81 0 9.15 1.76 C49 7.32 ×104 1.49 0.03 24.56 3.38
C8 2.96 ×103 1.56 0.01 6.92 1.31 C50 1.46 ×103 12.36 0.02 6.58 2.66
C9 2.16 ×103 9.25 0 7.88 2.56 C51 1.39 ×103 7.09 0 5.11 2.23
C10 3.25 ×103 0.9 0.02 5.44 1.18 C52 1.13 ×103 16.75 0 7.4 2.57
C11 6.12 ×103 2.2 0.02 12.93 1.64 C53 1.11 ×103 5.15 0 6.11 1.55
C12 6.26 ×103 1.35 0.11 6.97 1.77 C54 3.75 ×103 7.43 0 9.86 2.7
C13 7.76 ×103 1.76 0.02 14.01 1.59 C55 6.24 ×103 5.55 0.01 7.24 3.51
C14 1.58 ×103 3.32 0 5.76 1.53 C56 1.65 ×103 1.64 0 4.54 1.24
C15 1.26 ×103 3.64 0 6.54 1.34 C57 2.02 ×103 4.75 0.01 5.56 2.11
C16 1.25 ×103 4.6 0 5.18 1.69 C58 4.74 ×103 2.47 0.07 7.83 1.96
C17 1.21 ×103 4.6 0 7.99 1.34 C59 1.85 ×103 1.41 0.08 3.3 1.43
C18 1.96 ×103 13.97 0 9.48 2.73 C60 1.03 ×103 4.89 0.08 4.83 1.64
C19 1.29 ×103 2.76 0 4.03 1.51 C61 2.64 ×103 2.71 0 7.47 1.57
C20 5.42 ×103 15.92 0.1 10.13 4.69 C62 6.88 ×103 0.99 0 9.85 1.34
C21 1.19 ×103 6.46 0 4.68 2.06 C63 1.56 ×103 3.12 0 2.83 2.11
C22 2.85 ×103 5 0.04 9.21 2 C64 4.98 ×103 2.52 0 8.44 1.96
C23 3.31 ×103 4.04 0.05 11.25 1.75 C65 1.04 ×103 21.16 0 10.48 2.33
C24 1.2 ×103 2.36 0.03 5.63 1.14 C66 2.28 ×103 2.74 0 4.86 1.82
C25 2.14 ×103 14.16 0 6.88 3.37 C67 1.85 ×103 2.79 0 4.75 1.68
C26 2.6 ×103 2.45 0.03 5.75 1.69 C68 2.82 ×103 7.22 0.01 5.67 3.04
C27 1.06 ×103 2.67 0.18 3.47 1.45 C69 6.43 ×104 3.82 0.05 19.42 5.71
C28 3.95 ×103 10.84 0 5.71 4.39 C70 3.19 ×103 1.96 0 7.94 1.43
C29 4.75 ×103 3.95 0.06 6.35 2.76 C71 7.83 ×103 4.21 0.02 9.22 3.04
C30 1.18 ×103 11.63 0 6.32 2.37 C72 3.27 ×103 1.82 0.01 6.51 1.53
C31 5.22 ×104 3.24 0.02 25.46 4.14 C73 3.36 ×103 2.63 0.01 6.58 1.86
C32 7.1 ×103 4.02 0.01 8.95 2.87 C74 1.86 ×103 6.25 0.01 5.61 2.31
C33 3.78 ×103 2.87 0.06 5.61 2.23 C75 1.5 ×103 9.5 0 5.72 2.54
C34 1.1 ×103 6.18 0.03 4.49 1.97 C76 3.7 ×103 2.71 0.01 8.32 1.76
C35 1.43 ×103 5.75 0 6.38 1.82 C77 7.62 ×103 2.04 0.01 13.72 1.71
C36 1.82 ×103 7.18 0 5.47 2.48 C78 1.06 ×104 3.27 0.09 12.94 2.62
C37 3.98 ×103 3.83 0.02 7.92 2.23 C79 3.16 ×103 10.11 0.03 8.18 3.17
C38 2.43 ×103 9.62 0 8.31 2.69 C80 1.06 ×103 23.63 0 5.17 3.54
C39 1.19 ×103 5.13 0 5.72 1.66 C81 3.96 ×103 2.93 0.01 7.43 2.01
C40 1.3 ×103 2.05 0.06 4.35 1.26 C82 1.81 ×103 3.17 0.03 5.49 1.64
C41 6.05 ×103 3.47 0.04 7.53 2.68 C83 1.43 ×103 3.49 0 5.37 1.55
C42 5.55 ×103 2.38 0.04 7.13 2.19
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Table 6. List of the properties and the distance of the most significant impact SN for all MCs in the sample. From left to
right: cloud number, cloud mass, virial parameter, SN rate within 25 pc, SN rate within 50 pc, total energy injection, the ratio
of total energy injection to initial potential energy, distance of the most significant SN, and the energy injection by the most
significant SN.
Cloud Mcl [M] αvir,min fSN,25 [Myr−1] fSN,50 [Myr−1] Einj,tot [erg] Einj,tot/Eg dSN,max [pc] Einj,max [erg]
C1 4.62 ×103 2.20 0.49 2.43 1.30 ×1050 9.02 ×102 6.05 9.71 ×1049
C2 1.20 ×103 1.82 0.71 1.98 1.70 ×1047 1.03 ×101 49.17 5.50 ×1046
C3 3.20 ×103 3.29 0.42 0.83 2.01 ×1048 2.29 ×101 25.25 1.05 ×1048
C4 4.64 ×103 3.08 0.65 0.98 1.79 ×1049 1.09 ×102 10.19 1.29 ×1049
C5 1.74 ×103 3.05 0.00 1.24 2.36 ×1047 7.22 ×100 49.13 1.20 ×1047
C6 6.05 ×103 2.34 0.65 1.30 2.69 ×1050 1.13 ×103 6.40 2.16 ×1050
C7 3.89 ×103 2.04 0.85 2.63 1.40 ×1049 1.43 ×102 32.00 5.52 ×1048
C8 2.96 ×103 1.36 0.31 1.99 2.15 ×1048 3.11 ×101 24.28 1.18 ×1048
C9 2.16 ×103 5.57 0.54 2.09 1.23 ×1049 3.57 ×102 11.20 4.33 ×1048
C10 3.25 ×103 0.70 0.32 1.28 9.87 ×1049 9.67 ×102 2.06 9.87 ×1049
C11 6.12 ×103 1.22 1.19 1.73 1.28 ×1050 5.87 ×102 11.49 3.25 ×1049
C12 6.26 ×103 0.53 0.66 0.98 7.69 ×1049 1.79 ×102 6.98 7.69 ×1049
C13 7.76 ×103 1.01 0.47 0.71 7.74 ×1049 2.35 ×102 13.66 5.56 ×1049
C14 1.58 ×103 2.40 0.43 1.28 1.45 ×1049 6.68 ×102 6.44 6.35 ×1048
C15 1.26 ×103 2.49 0.00 0.13 6.14 ×1046 4.02 ×100 146.68 4.14 ×1046
C16 1.25 ×103 3.24 0.00 0.77 1.50 ×1047 8.87 ×100 34.69 4.07 ×1046
C17 1.21 ×103 3.15 0.95 2.06 1.97 ×1048 1.44 ×102 3.54 1.20 ×1048
C18 1.96 ×103 6.94 0.24 2.20 2.09 ×1049 8.38 ×102 14.86 1.39 ×1049
C19 1.29 ×103 1.87 0.00 0.10 5.75 ×1046 2.71 ×100 133.21 4.89 ×1046
C20 5.42 ×103 5.52 0.95 1.90 3.13 ×1050 1.15 ×103 9.76 1.97 ×1050
C21 1.19 ×103 2.06 0.52 1.70 8.53 ×1049 5.27 ×103 3.62 8.50 ×1049
C22 2.85 ×103 3.40 0.44 1.46 9.87 ×1048 1.64 ×102 49.91 4.72 ×1048
C23 3.31 ×103 2.64 0.68 1.71 9.73 ×1049 1.27 ×103 4.93 7.39 ×1049
C24 1.20 ×103 1.27 0.15 0.15 2.60 ×1048 1.39 ×102 7.84 2.60 ×1048
C25 2.14 ×103 12.67 1.64 2.47 6.37 ×1049 1.73 ×103 8.57 3.76 ×1049
C26 2.60 ×103 1.90 0.00 0.87 1.21 ×1048 1.64 ×101 57.78 4.33 ×1047
C27 1.06 ×103 1.32 0.00 0.82 3.21 ×1047 1.06 ×101 129.62 2.07 ×1047
C28 3.95 ×103 8.34 0.29 2.89 4.67 ×1048 2.76 ×101 23.60 2.13 ×1048
C29 4.75 ×103 2.19 0.45 2.02 2.10 ×1049 9.81 ×101 4.33 2.02 ×1049
C30 1.18 ×103 8.94 0.08 0.90 1.09 ×1048 8.90 ×101 14.63 9.30 ×1047
C31 5.22 ×104 1.45 1.61 2.76 9.66 ×1050 1.63 ×102 9.79 1.31 ×1050
C32 7.10 ×103 2.49 0.18 1.93 4.58 ×1049 1.58 ×102 8.77 4.17 ×1049
C33 3.78 ×103 1.36 1.82 1.82 8.34 ×1049 3.29 ×102 8.71 4.38 ×1049
C34 1.10 ×103 4.20 0.00 0.18 2.43 ×1047 1.50 ×101 139.38 2.42 ×1047
C35 1.43 ×103 4.73 0.21 1.26 2.19 ×1048 1.14 ×102 14.45 1.98 ×1048
C36 1.82 ×103 6.15 0.25 1.24 4.74 ×1049 1.31 ×103 7.32 4.73 ×1049
C37 3.98 ×103 2.54 0.00 0.51 8.69 ×1047 7.49 ×100 54.89 2.35 ×1047
C38 2.43 ×103 5.20 0.10 1.24 1.76 ×1049 4.03 ×102 45.74 4.33 ×1048
C39 1.19 ×103 3.70 0.35 1.49 2.92 ×1048 2.04 ×102 9.52 1.66 ×1048
C40 1.30 ×103 1.59 0.13 0.25 1.52 ×1048 6.36 ×101 12.97 1.45 ×1048
C41 6.05 ×103 1.58 0.41 1.65 1.87 ×1050 6.17 ×102 11.62 1.47 ×1050
C42 5.55 ×103 1.77 0.19 1.54 7.03 ×1048 2.54 ×101 27.52 4.23 ×1048
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Table 6 — Continued
Cloud Mcl [M] αvir,min fSN,25 [Myr−1] fSN,50 [Myr−1] Einj,tot [erg] Einj,tot/Eg dSN,max [pc] a Einj,max [erg]
C43 2.97 ×103 4.29 0.15 0.44 4.13 ×1049 7.70 ×102 12.04 3.60 ×1049
C44 4.43 ×103 1.54 0.51 0.76 4.34 ×1049 4.09 ×102 10.76 1.55 ×1049
C45 4.43 ×103 3.50 0.46 1.15 1.94 ×1049 1.15 ×102 23.47 1.52 ×1049
C46 1.66 ×104 2.66 0.48 1.27 6.01 ×1049 5.07 ×101 36.01 2.90 ×1049
C47 1.82 ×103 1.17 0.70 1.41 7.61 ×1048 9.12 ×101 14.87 4.46 ×1048
C48 2.30 ×103 9.93 0.00 0.71 1.83 ×1046 4.79 ×10−1 70.83 9.12 ×1045
C49 7.32 ×104 0.94 2.37 4.15 1.60 ×1051 1.19 ×102 13.40 2.14 ×1050
C50 1.46 ×103 7.59 0.00 0.00 0.00 ×100 0.00 ×100 ... 0.00 ×100
C51 1.39 ×103 6.29 0.42 0.42 2.16 ×1047 1.02 ×101 ... 2.00 ×1047
C52 1.13 ×103 10.36 0.56 2.90 6.54 ×1048 5.80 ×102 17.53 2.31 ×1048
C53 1.11 ×103 3.95 0.00 0.44 5.35 ×1046 4.20 ×100 113.12 3.46 ×1046
C54 3.75 ×103 3.84 0.47 2.34 1.49 ×1049 1.73 ×102 10.21 7.52 ×1048
C55 6.24 ×103 2.23 0.19 2.24 6.64 ×1049 2.36 ×102 13.34 5.22 ×1049
C56 1.65 ×103 1.54 0.16 0.65 9.69 ×1049 3.00 ×103 3.95 9.68 ×1049
C57 2.02 ×103 3.08 0.00 1.15 1.12 ×1048 2.61 ×101 47.91 4.21 ×1047
C58 4.74 ×103 1.22 0.79 1.98 9.88 ×1049 3.85 ×102 6.31 9.86 ×1049
C59 1.85 ×103 1.03 0.00 2.35 1.66 ×1046 2.29 ×10−1 42.32 1.46 ×1046
C60 1.03 ×103 2.57 0.00 1.80 4.15 ×1046 1.96 ×100 53.26 2.48 ×1046
C61 2.64 ×103 2.16 0.22 0.66 4.85 ×1049 8.65 ×102 7.09 4.78 ×1049
C62 6.88 ×103 0.80 0.50 0.50 4.50 ×1049 1.66 ×102 6.66 2.71 ×1049
C63 1.56 ×103 2.45 0.40 0.79 6.96 ×1049 1.48 ×103 0.58 6.96 ×1049
C64 4.98 ×103 1.17 0.50 1.30 8.75 ×1049 4.94 ×102 2.05 3.42 ×1049
C65 1.04 ×103 9.71 0.23 0.86 3.71 ×1048 4.43 ×102 9.53 1.56 ×1048
C66 2.28 ×103 1.57 0.44 1.02 1.95 ×1048 3.62 ×101 19.34 1.25 ×1048
C67 1.85 ×103 2.63 0.22 0.89 3.67 ×1048 9.33 ×101 38.90 2.53 ×1048
C68 2.82 ×103 2.96 0.00 0.71 1.42 ×1048 2.02 ×101 74.60 2.76 ×1047
C69 6.43 ×104 2.93 3.13 4.95 1.18 ×1051 8.25 ×101 13.54 2.68 ×1050
C70 3.19 ×103 1.59 0.44 3.84 2.98 ×1048 4.06 ×101 8.21 6.31 ×1047
C71 7.83 ×103 1.83 0.72 3.50 5.63 ×1049 1.49 ×102 6.96 4.12 ×1049
C72 3.27 ×103 1.47 0.28 0.56 7.82 ×1049 7.54 ×102 5.53 6.25 ×1049
C73 3.36 ×103 2.29 0.07 0.84 1.18 ×1048 1.19 ×101 48.74 5.20 ×1047
C74 1.86 ×103 5.44 0.00 1.44 7.11 ×1047 1.97 ×101 28.01 1.07 ×1047
C75 1.50 ×103 9.36 0.51 0.51 5.75 ×1048 2.79 ×102 8.91 5.73 ×1048
C76 3.70 ×103 1.58 0.32 0.64 5.53 ×1049 5.68 ×102 4.43 5.50 ×1049
C77 7.62 ×103 1.44 0.65 1.44 1.33 ×1050 4.43 ×102 8.78 5.59 ×1049
C78 1.06 ×104 1.14 1.20 1.95 1.13 ×1050 1.77 ×102 11.95 4.42 ×1049
C79 3.16 ×103 5.64 0.34 1.58 9.46 ×1048 1.29 ×102 22.83 2.93 ×1048
C80 1.06 ×103 7.29 0.00 0.72 1.65 ×1047 1.46 ×101 91.02 6.23 ×1046
C81 3.96 ×103 2.00 0.67 2.16 6.57 ×1049 5.51 ×102 7.16 6.29 ×1049
C82 1.81 ×103 2.33 1.44 2.33 5.05 ×1048 1.47 ×102 15.27 2.47 ×1048
C83 1.43 ×103 1.61 0.00 1.34 0.00 ×100 0.00 ×100 ... 0.00 ×100
aFor the clouds C50, C51, C83 we could not identify the SNe corresponding to the most significant kinetic energy peak.
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Table 7. List of timescales for all the clouds in the sample. From left to right: cloud number, cloud formation time, cloud
dispersal time, cloud lifetime, cloud delay time and the cloud dynamical time.
Cloud tform tdisp tlife tdelay tdyn,α Cloud tform tdisp tlife tdelay tdyn,α
[Myr] [Myr] [Myr] [Myr] [Myr] [Myr] [Myr] [Myr] [Myr] [Myr]
C1 > 9.28 5.33 > 14.61 0.35 5 C43 > 12.33 12.69 > 25.02 2.26 6.23
C2 8.91 3.19 12.1 3.14 3.89 C44 6.24 12.75 18.99 2.96 7.31
C3 7.79 4.78 12.57 1.41 4.29 C45 5.01 4.51 9.52 0.91 2.78
C4 > 8.35 3.16 > 11.51 1.64 4.23 C46 > 12.68 7.91 > 20.59 2.87 5.4
C5 5.1 6.18 11.28 1.35 3.29 C47 8.12 2.78 10.9 0.67 2.04
C6 > 10.54 0.97 > 11.51 0.94 3.26 C48 11.98 5.8 17.78 3.72 3.28
C7 > 15.35 3.72 > 19.07 0.91 5.18 C49 > 16.75 4.28 > 21.03 0.12 7.02
C8 > 6.82 8.15 > 14.97 0.15 5.65 C50 6.65 2.55 9.2 ... 2.42
C9 > 8.32 11.13 > 19.45 1.93 5.25 C51 3.08 3.08 6.16 ... 2.68
C10 7.41 3.02 10.43 0.85 4.88 C52 6.65 10.2 16.85 6.59 4.29
C11 > 11.69 5.98 > 17.67 0.88 8.01 C53 6.65 6.68 13.33 1.26 4.17
C12 >9.08 2.4 >11.48 1.14 4.83 C54 15.91 3.49 19.4 2.11 5.22
C13 > 8.49 4.19 > 12.68 3.52 9.29 C55 3.81 10.4 14.21 4.78 5.62
C14 8.79 5.3 14.09 0.59 4.52 C56 8.17 4.69 12.86 0.06 3.59
C15 > 5.83 10.25 > 16.08 1.99 5.87 C57 4.51 8.85 13.36 2.81 2.9
C16 4.4 10.23 14.63 3.37 3.92 C58 > 13.21 3.6 > 16.81 0.76 4.3
C17 > 11.77 8.29 > 20.06 3.34 5.82 C59 3.57 2.78 6.35 0.62 2.26
C18 4.57 12.54 17.11 3.96 5.12 C60 5.39 4.19 9.58 1.14 3.07
C19 4.78 8.53 13.31 2.87 3.57 C61 > 18.75 4.63 > 23.38 0.62 4.95
C20 > 5.09 5.45 > 10.54 0.47 3.72 C62 13.04 4.01 17.05 2.11 7.47
C21 > 9.61 6.48 > 16.09 0.03 3.8 C63 6.62 2.14 8.76 0.03 1.5
C22 > 10.87 4.39 > 15.26 1.11 4.05 C64 18.34 1.26 19.6 1.23 5.99
C23 > 4.54 6.83 > 11.37 0.03 6.29 C65 10.14 > 16.11 > 26.25 > 20.63 5.47
C24 > 9.81 8.35 > 18.16 3.46 5.79 C66 9.14 6.3 15.44 1.52 4
C25 2.43 2.55 4.98 0.47 2.08 C67 6.5 5.24 11.74 2.08 2.77
C26 5.1 6.56 11.66 1.32 3.9 C68 2.75 8.29 11.04 0.21 3.89
C27 > 11.01 5.22 > 16.23 1.49 2.38 C69 14.42 3.55 17.97 0.15 3.33
C28 5.71 3.6 9.31 1.46 1.56 C70 8.88 1.52 10.4 1.79 5.76
C29 8.03 4.22 12.25 0.73 2.72 C71 9.23 2.96 12.19 0.5 4.55
C30 > 14.06 9.55 > 23.61 3.16 2.77 C72 9.46 4.86 14.32 0.35 4.15
C31 > 16.55 3.52 > 20.07 1.26 6.79 C73 4.19 > 11.78 > 15.97 > 23.41 4.43
C32 9.32 4.07 13.39 2.29 3.73 C74 7.03 4.89 11.92 0.44 2.38
C33 9.23 2.43 11.66 1.32 2.75 C75 4.28 2.93 7.21 0.26 2.2
C34 7.91 5.65 13.56 1.38 2.88 C76 > 19.25 4.22 > 23.47 0.7 4.98
C35 > 13.03 3.11 > 16.14 0.76 3.22 C77 18.17 1.85 20.02 1.52 7.91
C36 6.97 4.25 11.22 0.09 2.16 C78 15.76 3.78 19.54 3.72 5.29
C37 7.65 8.7 16.35 0.18 5.15 C79 9.38 7.94 17.32 1.03 3.21
C38 11.46 9.58 21.04 3.6 3.97 C80 8.03 7.94 15.97 4.75 2.94
C39 > 11.28 14.18 > 25.46 0.44 3.79 C81 9.7 8.38 18.08 1.35 4.93
C40 5.1 8.82 13.92 0.97 3.63 C82 8.73 9.29 18.02 0.21 4.16
C41 > 12.45 3.75 > 16.2 0.15 3.85 C83 4.95 3.46 8.41 ... 4.7
C42 10.93 5.27 16.2 0.18 3.31
