This paper is the second part of a series dedicated to reviewing the fundamental link between discrete and continuum formulations, which is established by space averaging followed by probability density averaging. On obtaining the continuum balance laws of mass and linear momentum in the part I, here the balance laws of angular momentum and energy are re-derived from a discrete (atomistic/molecular) description. Different approaches (explicit and implicit) for the consideration of the potential energy are reviewed. Thereby for the explicit approach ambiguous possibilities for the localization of the potential energy are briefly discussed. Thereby we conclude that the explicit approach is preferable from the practical application point of view, however it becomes cumbersome when applied to multi-body interactions systems, whereas the implicit approach has no ambiguity in the localization of the potential energy to each particle and is easily applicable to any multi-body potential. Possible solutions for continuum fluxes (couple stresses, heat flux) are postponed until part III of the series.
Introduction
Recent progress in the modelling of complex structures at the nano-scale using molecular dynamics (MD) renewed the interest in linking atomistic/molecular descriptions to continuum mechanics. One of the motivations is to enhance and to develop methods that concurrently couple discrete and continuum formulations (see, for example, [1] [2] [3] [4] [5] [6] [7] ). Thereby, different formulations are used in different parts of a domain, which allows to achieve a very detailed (atomistic/molecular) description of phenomena in regions of interest (e.g. in the vicinity of a crack) and a less detailed but computationally much more efficient continuum description elsewhere.
In order to apply the fundamentally different discrete and continuum descriptions concurrently, a suited methodology to bridge these approaches is required. One of the possibilities to link a discrete particle system and a continuum dates back to the works of Irving and Kirkwood [8] and Noll [9] . Nowadays there is a growing interest in this topic [10] [11] [12] [13] [14] [15] [16] , yet in the scientific community there are still a lot of debated issues, probably the most important one being the atomistic expression for the Cauchy stress. Thus, the balance laws of mass and linear momentum are most often considered, whereas the balance laws of angular momentum and energy are usually skipped in the procedure of linking the discrete system to the continuum. In those rare publications which discuss the latter balance equations, different researchers yet have different views on the link between the two approaches. Murdoch and Bedeaux [17] do not explicitly derive the rate of potential energy from the underlying discrete model, whereas Noll [9] explicitly defines the continuum density of potential energy which is used to derive the balance of energy. In the latter case one has to assign/distribute a multi-body potential energy to each particle, which is generally ambiguous as discussed in [18] [19] [20] . The two approaches to derive the balance of energy will be denoted in the following as either implicit or explicit, respectively. We aim to point out the main differences between the two approaches and their possible limitations.
This paper is a second part of a series devoted to the link between atomistic and continuum descriptions, which follows the ideas pioneered in [8, 9] . In the first part [21] we carefully discussed the basics of particle mechanics and its balance laws. That allowed us to draw important conclusions on central interactions in systems of rotation-free particles. Continuum fields were introduced as space-probability averaged atomistic quantities. The machinery of statistical physics was used to derive the general balance equations of thus-defined fields. Using this, the balance equations of mass and linear momentum were derived. In this contribution the balances of energy and angular momentum are considered. For the explicit approach the localization of the potential energy is briefly discussed for two-and three-point potentials. Finally, based on the results obtained in part I [21] we derive the balance of energy (explicit and implicit formulations) and angular momentum. This paper has the following structure. In Section 2, we introduce the notation for particle systems and recall what properties are attributed to each particle. In Section 3, we remind the reader the basic results of [21] which will be used here. Having performed these preparation steps, we develop the balance of energy and angular momentum in Sections 4 and 5, respectively, followed by a discussion and some conclusions.
Particle dynamics
In [21] we discussed in detail the dynamics of particle systems including Euler laws, Lagrangian and Hamiltonian representations and the balance of energy. Here, we briefly recall the mathematical structures which are associated with each particle as well as the balance laws they follow.
In what follows, we consider a system with N = constant particles with translational degrees of freedom (DoFs) only, i.e. each particle α has neither internal structure nor additional DoFs and is endowed with mass m α and (linear) momentum p α only. The corresponding position vector for a particle α in Euclidean space is denoted by
( 1 ) The motion of the particle α is described by a position map y
where τ denotes the fast time variable of the (possibly erratic) particle motion. For convenience we abbreviate the velocity of the particle by v α := x α ;τ (3) where ;τ denotes (absolute) differentiation in time. Next, the following quantities are associated with particle α:
• linear momentum
• angular momentum with respect to a fixed point in space y
Then the balance (conservation) of mass for each particle α reads
Thus, we do not consider any physical phenomena which might lead to the change of mass (such as radioactive decay). The balance of linear momentum (second Newton law) in an inertial reference system reads
where f α (τ ) are (possibly) highly oscillatory forces in the fast time variable. Such forces are conventionally decomposed into external and internal contributions with respect to the considered particle system
Internal forces are due to the interactions between the particles which have to obey Newton's third law, see [21] :
whereas external forces represent the environment of the considered particle system. Inter-particle distance vectors and velocities are denoted by
and
respectively. The balance of angular momentum for a single particle follows from Newton's second law:
where the moments of forces with respect to y are decomposed into the external and the internal contributions as
Similar to the balance of angular momentum, the rate of kinetic energy (which we could denote as a "balance" of kinetic energy) for a single particle follows from Newton's second law:
whereby the power of forces can also be decomposed into the external and the internal contributions as
Note that we chose the sign of p α int intentionally to later achieve a better comparison with the stress power in a continuum description. 
Space-probability averaging
In this section we introduce the notation and the basic results obtained from the first part of this series [21] .
Probability density function
The state of a particle system is fully defined by the phase space coordinates denoted as
The motion of the system is then described by the corresponding position and (linear) momentum map P z ⇐ {y(τ ),mv(τ )} with {y,mv} :
where P denotes phase space.
In statistical physics the behavior of the system is fully described by a probability density function
which for convenience satisfies the normalization condition
and represents the probability of a state z per unit volume in phase space P. The expectation value of a (dynamical) quantity f = f(z) is then defined as
( 2 1 ) Here • P denotes probability averaging with the averaging kernel defined by the probability density W (z, τ ).
The link between the discrete system and the continuum is achieved as follows. Let us define the δ-distribution of an extensive (additive) property g α as
The total property density is then introduced as
Note, that this quantity is a function (or rather δ-distribution) of the rough space variable ξ . That is, the usage of the delta function for localization will result in a very "rough" field in ξ since only those particles which are situated at x α ≡ ξ (in a statistical sense) will contribute to the continuum field. Therefore, the total property density g is introduced using a general averaging kernel w as
where the (space) ς -distribution of the extensive (additive) property g α is defined as
Here • S denotes space averaging with averaging kernel w(ξ − x), whereby x denotes the smooth space variable.
Based on the Liouville theorem we have shown in [21] that the partial time derivative of the total property density can be expressed as
whereby the abbreviation
denotes the (space) ς-averaged rate of the property associated with the particle α, and ,τ denotes the partial time derivative at fixed x.
Continuum fields, balance of mass and linear momentum
Following the procedure outlined in the above, in part I of this series [21] the following continuum fields were introduced:
• mass density
• linear momentum density
• continuum velocity
• continuum fluctuation of the particle velocity
which satisfies [21] 
• Particle kinetic energy tensor and the particle diffusive momentum flux
It was shown that the continuum kinetic energy tensor satisfies
Using the quantities defined in the above the following two balance equations were obtained:
• balance of mass
• balance of linear momentum
Here the linear momentum flux s (the Cauchy stress) and the linear momentum source b are defined
respectively.
Remark 2
In order to obtain the expression for the stresses, Equation (38) 
Balance of energy

Kinetic energy
Following space-probability averaging (Section 3), the kinetic energy density is introduced as
It follows from Equation (34) that the continuum kinetic energy density equals
Note, that the total continuum kinetic energy equals the statistical average of the total particle kinetic energy minus the diffusive kinetic energy
Using Equation (40) in Equation (26) and recalling Equation (15), the rate of kinetic energy follows as
Next the term on the right-hand side is developed using the decomposition of the velocity into fluctuation and continuum parts (31), and the forces into external and internal parts (9):
where we have defined a space-probability averaged external fluctuation work (heat source) as
Now we switch our attention to the term under the divergence, using Equation (32) and Equation (35) one can rewrite it as follows
with the diffusive energy flux defined as
It then follows that
Using Equation (44), Equation (41) and Equation (48) in Equation (43) leads finally to
Note that [κ +s] ,τ + div([κ +s]v) is related to the total time derivative of [κ +s]. In a continuum setting similar relations hold for the rate of other quantities. Indeed, using the balance of mass Equation (36) for a tensorial quantity a of any order we can prove the following:
Using this intermediate result, it is easy to see that
Finally, recall the following tensorial relation for an arbitrary vector a and a second-order tensor A div(a · A) = a · div A + A : grada.
Implicit formulation
Following Murdoch and Bedeaux [17] one can derive the balance of energy as follows. First, we develop the term related to the interaction forces in Equation (44) using the decomposition of the velocity into the fluctuation and the continuum parts Equation (31) together with Equation (38):
where the space-probability averaged internal fluctuation work is defined as
Using Equation (54) in Equation (49) leads to
that is
We note that we obtain a representation that is coherent with the results of other researchers [12, 17] . Next, we express h using the divergence of the vector quantity q i and yet another scalar quantity q:
Using Equation (58), Equation (57) can be simplified to
where the mechanical and the thermal power read
and the heat flux for the implicit approach is defined as
The rate of the potential energy is implicitly (thus the name for this formulation) introduced as
Remark 3 Note, that the continuum potential energy is defined implicitly. In other words, the current value of the continuum potential energy can only be obtained by integrating Equation (63) and is not directly expressible in terms of atomistic quantities. Moreover, this equation depends on the solutions of Equation (58) and Equation (38).
Incorporation of the balances of linear momentum Equation (37) together with Equation (50) and Equation (51) allows eventually rewriting Equation (59) as
Note, that the exact expressions for heat fluxes q i depends on the solution of Equation (58), moreover v +s may be considered as internal energy.
Potential energy
In the previous section the density of potential energy was introduced implicitly via an additional differential equation which has to be integrated (Equation (63)). An alternative approach (which was originally used in [8, 9] ) is to explicitly introduce the density of potential energy in terms of atomistic quantities. In order to do so one has to distribute the potential energy V of the system between individual particles v α in such a way that V = α v α holds. We call this process the "localization" of potential energy. Note, that the potential energy of particle interaction is inherently attributed to a group of particles (two or more) rather than a single particle (like kinetic energy). The continuum density of potential energy is then introduced based on v α , as we shall see in a moment.
The potential energy of the system V depends on the positions of all particles and does not depend explicitly on time. Since the motion has to be independent of the observer (system of coordinates with a reference time), it is easily concluded that the potential energy can depend only on the scalar relative positions of the particles, that is
Here we exclusively consider the internal part of the potential energy for simplicity. Note that, in practice, the potential energy of the system is given in terms of two-, three-and four-point potentials. For a discussion of potential energy and possible non-uniqueness of its representation in case of five and more particles we refer reader to [13] .
Recall, that the internal forces are obtained as
Using Equation (65) the force acting one each particle can be written as 
Thus, it follows from Equation (65) that the interaction forces are central, i.e. f αβ ∼ x αβ . As we discussed in [21] for a system of point particles with constant mass, the internal interaction force (no matter whether it is conservative or not) for any two particles is required to be aligned along the difference of the position vectors of these particles in order for the angular momentum of a closed isolated system to be conserved (that is one of the main axioms of mechanics which also follows from the invariance of the Lagrangian to the change of observer). In other words, internal forces are central for all interaction potentials of a system of particles with translational DoFs only.
For conservative forces the same conclusion is drawn from the invariance of the potential energy to the observer which results in Equation (67). In the appendix we show as an example how to obtain the central force decomposition for a three-point angle potential.
Following [8, 9] we next consider two-point interaction for the localization of potential energy. For such a case, the potential energy attributed to each particle v α can be introduced as
where v αβ is a potential energy of interaction between particles α and β. In other words, the potential energy is equally distributed among interacting particles.
Using Equation (67), the total time derivative of Equation (68) follows as
Indeed,
and, therefore, 
which together with Equation (71) renders Equation (69).
Explicit formulation
Next, the continuum potential energy density is introduced as
Using Equation (73) in Equation (26), the rate of the potential energy of the system reads
Remark 4 It is important to note that all of the derivations which are to follow for the explicitly introduced continuum potential energy density heavily depend on the second equality sign in Equation (74), which only holds for two-point potential interactions. A consideration of three-and-more-point interaction potentials results
in a much more complicated expression. 2 There are several works which introduce the continuum potential density for multi-body interactions explicitly via the equal energy localization [19, 20] . This inevitably leads to cumbersome expressions in the balance of energy equation and limits the applicability of Noll's lemmas. In order to compare the explicit and implicit approaches while keeping the mathematical derivations relatively easy to follow, we will in the following consider the localization of potential energy only for two-point interactions.
Denoting the transport energy flux by
equation Equation (74) can be rewritten as
Summing Equation (76) and Equation (49) one obtains
where we have defined
Note, that by using the theorem (26) derived in part one [21] we obtain the same results as in [9, 23] , however, with somewhat easier mathematical derivations. Introducing the flux q 0 as
one obtains
Using Equation (52), Equation (51) together with the balance of linear momentum Equation (37), Equation (80) simplifies to
where the total flux for the explicit approach is given by
Comparing the total heat flux of the explicit formulation Equation (82) to the implicit Equation (62), one observes that they differ in terms q e and q i .
We draw the readers attention to the fact, that Equation (79) has to be solved. Only then the expression for q 0 in terms of the atomistic quantities can be obtained and thus the total heat flux q e for the explicit formulation can be evaluated.
The comparison of the heat fluxes of the two approaches (explicit and implicit) is left for part III of the series [22] .r 
Balance of angular momentum
First of all, let us introduce several new definitions (see Figure 1 ): for an arbitrary chosen point with placement x 0 , the macroscopic distance (radius vector) is denoted as
The distance between each particle position and the considered continuum point is called microscopic distancē
Finally, we introduce the continuum distance
The particle macroscopic and the particle microscopic angular momentum are denoted as
The continuum angular momentum is defined as usual by
Next, we introduce the angular momentum density with respect to x 0 as
and the angular momentum density with respect to x as
It is then easy to show that the continuum angular momentum equals the space-probability average of the particle macroscopic minus the particle microscopic angular momentum:
Note, that the total continuum angular momentum of the system equals the statistically averaged total particle momentum minus the microscopic angular momentum
Balance of microscopic angular momentum
Using Equation (89) in Equation (26) leads tō
where we have used
We start with the term under the divergence operator. Let us define the particle microscopic angular momentum flux and particle diffusive microscopic angular momentum flux as
together with the corresponding continuum microscopic angular momentum fluxes and continuum diffusive microscopic angular momentum fluxes
It is easy to show thatν = n δ (z, ξ ) S P − m δ (z, ξ ; x, τ ) S P =n − m, ( 9 6 ) which has similarities compared with the particle kinetic tensor and the diffusive momentum flux Equation (34).
From Equation (94) and Equation (86) it is clear that
Now we concentrate our attention to the right-hand side term of Equation (92). Dividing the moment of forces into the external and the internal parts as in Equation (15) we can introduce the microscopic angular momentum sourcec
and the microscopic angular momentum flux
which together with Equation (96) allows eventually to rewrite Equation (92) in the following form
Balance of macroscopic angular momentum
Here, denotes the third-order (Levi-Civita) permutation tensor. From the definition of the continuum angular momentum (87), it follows that
Incorporation of the balance of macroscopic linear momentum (37) leads to
with the macroscopic angular momentum flux
and the macroscopic angular momentum source
defined, respectively. 
Balance of total angular momentum
By definition the following holds
Incorporation of the balance of macroscopic (103) and the microscopic (100) angular momentum leads to
with the total angular momentum flux and the total angular momentum source defined as
Remark 6
Note that in [17] 
Discussion and conclusions
First of all, if one considers the temperature T to be due to the erratic microscopic motion, then it can be related tos as follows [24] 
If a system of particles can be macroscopically considered as quasi-static, then all kinetic energy is attributed to temperature. Even though we obtained the balance of energy and angular momentum, we do not yet have closed-form expressions for the associated fluxes. The situation is similar to the balance of linear momentum. In all cases, the corresponding divergence equations have to be solved. One of the solutions can be obtained using Noll's lemmas [9, 23] . We leave the discussion of the solution for all of the fluxes in the balance equations and their consistency to the continuum formulation for part III of the series.
As we have illustrated, some researchers introduce the continuum potential energy explicitly, whereas others prefer the implicit definition. The disadvantage of the explicit formulation is an ambiguity in the localization of the (internal) potential energy to a spatial point and the dependence of the heat flux on the absolute value of potential energy. The case of multi-body potentials has to be treated separately [19, 20] because of the complexity of the resulting expressions in the balance of potential energy. That also limits the application of Noll's lemmas. The implicit formulation, on the other hand, does not require the potential energy to be localized to a spatial point. In order to obtain the density of potential energy, a differential equation (63) has to be integrated. The advantage of that approach is its direct applicability to multi-body potentials. An explicit formulation of the balance of potential energy is yet desirable since all of the other balance equations (mass, linear and angular momentum) can be obtained from the balance of energy subjected to the Galilean invariance group. In other words, the balance of energy should not be considered separately from the others.
Applying a space-probability averaging approach in this part we obtained the balance of energy and angular momentum. Both laws were derived using theorems we proved in part I [21] , thus facilitating the mathematical derivations and making it easier to follow for the reader.
Both explicit and implicit approaches for the derivation of the balance of energy were reviewed and compared. The energy localization and its limitation were discussed.
A physical interpretation of the quantities arising in both balance equations as well as the necessary solutions for the fluxes are left for part III [22] of the series.
