For analysis and design of water resource systems, it is sometimes useful to generate highresolution (e.g., weekly) synthetic river flows. Periodic autoregressive moving average (PARMA) time series models provide a powerful tool for generating synthetic flows. Periodically stationary models are indicated when the basic statistics (mean, variance, and autocorrelation) of the time series exhibit significant seasonal variations. Parameter estimation for high-resolution PARMA models involves numerous parameters, which can lead to over-fitting. Thus, this paper develops a parsimonious method of parameter fitting for high-resolution PARMA models, using discrete Fourier transforms to represent the set of periodic autoregressive and moving average model coefficients. Model parameters are computed via the innovations algorithm, and the asymptotic distributions of the discrete Fourier transform coefficients are obtained. Those asymptotic results are useful to determine the statistically significant Fourier coefficients to include in the model. Effectiveness of the technique is shown using simulated data from different PARMA models. Discharge measurements from the Fraser River in British Columbia are then modelled, firstly as a monthly series and secondly as a weekly series. Diagnostic checks are used to ensure adequacy of the models. Finally, a careful statistical analysis of the PARMA model residuals, including a novel truncated Pareto model for the extreme tails, is combined with the Fourier-PARMA time series model to generate realistic synthetic flows. A key finding is that the Fourier-PARMA method produces superior results as compared to a conventional PARMA model, despite using far fewer parameters.
Introduction
Modeling and simulation of river flow time series is an important step in the planning and operational analysis of water resources systems. Generation of synthetic river flow series may be useful for determining the dimensions of hydraulic works, for risk assessment in urban water supply and irrigation, for optimal operation of reservoir systems, for determining the risk of failure of dependable capacities of hydroelectric systems, for planning capacity expansion of water supply systems, and others (see Salas, 1993) . A natural river flow process has significant periodic behavior in the mean, standard deviation, skewness and serial dependence structure (see, for example, Moss and Bryson, 1974) . In the area of stochastic hydrology, standardizing or filtering is used to transform periodic time series to stationary series before fitting stationary stochastic models (Salas, Delleur, Yevjevich, and Lane 1980; Thompstone, Hipel, and McLeod 1985; Vecchia, 1985a Vecchia, ,1985b Salas, 1993; Chen and Rao, 2002 ). However, standardizing or filtering of most river flow series will not yield stationary residuals due to periodic autocorrelations. In these cases, the resulting model is misspecified (Tiao and Grupe, 1980) . To model such periodicity in autocorrelations, periodic ARMA (PARMA) models can be employed. Several researchers have dealt with periodic time series models (see: Jones and Brelsford, 1967; Pagano, 1978; Troutman, 1979 . In most cases, PARMA models have been applied to time series at a time scale of a month or more. However, when the number of periods is large (e.g., weekly data), PARMA models require estimation of an exorbitant number of parameters, heretofore making PARMA modeling virtually impractical. The methods proposed in this paper adhere to the principle of statistical parsimony. Model parsimony is achieved by expressing the periodic model parameters in terms of their discrete Fourier transforms. The practicality of our methodolgy is illustrated in several examples given in Sections 4 and 5.
In most water resources systems design and operation studies, the periodic phenomena have been represented by Fourier functions. Quimpo (1967) has applied Fourier analysis to daily river flow sequences in order to detect significant harmonic components embedded within the sequence considered. Since then Fourier analysis has become a standard tool in any hydrologic study concerning periodicity. Salas, Delleur, Yevjevich, and Lane (1980) proposed a Fourier series approach for reducing the number of parameters in PAR or PARMA models. Vecchia (1985a) also adopted the same approach but used Akaike's information criterion (AIC) for the selection of significant harmonics. Experience in using Fourier analysis for estimating periodic parameters of hydrologic time series shows that for small time interval series, such as daily and weekly series, only the first few harmonics are necessary for a good Fourier series fit in the periodic estimate of model parameters (Salas, Delleur, Yevjevich, and Lane, 1980 ). This practical criteria should be supplemented by more precise analysis and tests. For instance, Anderson and Vecchia (1993) use asymptotic properties of the discrete Fourier transform of the estimated periodic autocovariance and autocorrelation function for selecting the harmonics in the PARMA model parameters.
This paper presents a comprehensive time series analysis for high resolution periodic processes. In section 2 of the paper, initial parameter estimates are obtained with the innovations algorithm and their statistical properties are discussed. In section 3, we develop the asymptotic distributions of the discrete Fourier transform coefficients of the parameter estimates with the intent of obtaining a parsimonious model for the series. A specific PARMA model, useful in describing river flow series, is discussed in detail. In section 4, we use simulated data to discuss model identification and the efficacy of our estimation techniques. Section 5 gives the practitioner a general approach for modeling river flows, including model validation, and then implements this step-by-step approach by analyzing a river flow series for the Fraser River near Hope, British Columbia. We analyze this data firstly as a monthly series, and secondly as a weekly series. Model validation includes diagnostic checking of the estimated noise series, to verify that no significant serial dependence remains.
Parameter Estimation for PARMA Model
A stochastic processX t is (weakly) periodically stationary if µ t = EX t and γ t (h) =Cov(X t , X t+h ) for h = 0, ±1, ±2, ... are periodic functions of time t with the same period ν (that is, for some integer ν, for i = 0, 1, ..., ν − 1, and for all integers k and h, µ i = µ i+kν and γ i (h) = γ i+kν (h)). The periodic ARMA process {X t } with period ν (denoted by PARMA ν (p, q)) has representation
where X t =X t − µ t and {ε t } is a sequence of random variables with mean zero and scale σ t such that {δ t = σ −1 t ε t } is independent and identically distributed (iid). The notation in (1) is consistent with that of Box and Jenkins (1976) . The autoregressive parameters ϕ t (j), the moving average parameters θ t (j), and the residual standard deviations σ t are all periodic functions of t with the same period ν ≥ 1. The residual standard deviations parameters σ t are assumed strictly positive. We also assume the model admits a causal representation
where ψ t (0) = 1, ∑ ∞ j=0 |ψ t (j)| < ∞ for all t, and ψ t (j) = ψ t+kν (j) for all j. An additional invertibility condition ε t = ∑ ∞ j=0 π t (j)X t−j is also assumed for technical reasons. The innovations algorithm, developed for PARMA models by Anderson, Meerschaert and Vecchia (1999), is a useful method for parameter estimation. Compute:
where (3) is solved recursively in the order v 0,i , θ
. . and so forth. These parameter estimates converge to the model parameters in equation (2) as follows:
for all i, j where ⟨t⟩ is the season corresponding to index t, so that ⟨jν + i⟩ = i. If we replace the autocovariances in (3) with the corresponding sample autocovariances, we obtain the innovations estimatesθ
k,l andv k,i based on the time series data. Theoretical results in Anderson, Meerschaert and Vecchia (1999) show that these quantities converge (in probability) to give a consistent estimate of the moving average model parameters from data. A simulation study in Tesfaye (2005) indicates that k = 10 to 15 iterations of the algorithm is generally adequate to obtain convergence. Furthermore, Anderson and Meerschaert (2005) show that
Formula (5) can be used to determine which model parameters in the moving average (2) are statistically significantly different from zero, see Tesfaye, Meerschaert, and for details. This is useful for model selection (how many non-zero coefficients are needed in (2) for an adequate model). Estimates of the moving average parameters in (2) can also be used to fit the PARMA ν (p, q) model parameters in (1). Substitute (2) into (1) and equate the coefficients of ε t on both sides to get
. . .
where we take ϕ t (ℓ) = 0 for ℓ > p and θ t (ℓ) = 0 for ℓ > q. For example, in the special case of a PARMA ν (1, 1) model
the system of equations (6) reduces to
which can be solved to obtain estimates for θ t and ϕ t . Then a continuous mapping argument shows that the resulting estimates are consistent and asymptotically normal, in particular
where
Complete mathematical details will be included in a forthcoming paper (Tesfaye, Meerschaert and Anderson, 2006a) . The α-level confidence intervals for ϕ i and θ i are
where z α/2 is the tail quantile of a standard normal distribution (z α/2 = 1.960 for α = 0.05). Parameters whose confidence interval contains zero can be excluded, to obtain a more parsimonious time series model, see Tesfaye, Meerschaert, and for an illustration. For lowresolution (e.g., monthly or quarterly) time series, this method can be effective for model selection and parameter fitting. For high-resolution models (e.g., weekly) the number of nonzero parameters becomes unwieldy, and alternative methods are desirable. In the next section, we discuss discrete Fourier transform methods that are appropriate in such cases.
Discrete Fourier Transform Methods
The PARMA ν (p, q) model (1) has (p + q + 1)ν total parameters. For example, for a weekly series (ν = 52) where p = q = 1, there are 156 parameters. It is not advisable to fit this many parameters, since they are typically highly correlated, and therefore individually meaningless. An alternative is to replace the periodic sequences of parameters with their discrete Fourier transforms. When the period ν is large, the model parameters should vary smoothly with respect to time and can therefore be explained by only a few Fourier coefficients. Experience in using Fourier analysis for estimating periodic parameters of hydrologic time series shows that for high-resolution series, such daily and weekly series, only the first few harmonics are necessary for a good Fourier fit of the model parameters θ t (j), θ t (j) and σ t (Salas, Delleur, Yevjevich, and Lane, 1980) . In some cases, a larger period ν may actually result in smoother parameter functions, and hence (ironically) fewer Fourier coefficients may be required. In this section, we outline practical statistical tests to determine which Fourier coefficients are needed in the model. These results are useful for model selection. Each test is predicated on the following theorem.
where X t is the periodic moving average (2) and µ t is a periodic mean function with period ν. Then, under mild regularity conditions (see Theorem 2 in Anderson and Meerschaert (2005)) and lettingθ
(⟨i−k⟩) k,ℓ =ψ i (ℓ),
we have for any nonnegative integers j and h with j
and for x = Min(h, j)
and Π an orthogonal ν × ν cyclic permutation matrix,
PROOF. This result follows from a rearrangement of rows and columns of the matrix V in Equation (19) from Theorem 2 in Anderson and Meerschaert (2005) . This covers the case where the noise sequence has finite fourth moments. A more comprehensive treatment in Anderson, Kavalieris and Meerschaert (2006) shows that the same result holds assuming only finite second moments.
We begin with the moving average model (2), and we define the discrete Fourier transforms
where c r (j) and s r (j) are the Fourier coefficients, r is the harmonic and k is the total number of harmonics, which is equal to ν/2 or (ν − 1)/2 depending on whether ν is even or odd, respectively. For instance, for monthly series where ν = 12, we have k = 6; for weekly series with ν = 52, k = 26 and for daily series with ν = 365, k = 182. In practice, a small number of harmonics k * < k can be used to approximate the periodic function. The Fourier coefficients can be computed by way of the inverse transform
s r (j) = 2ν
and similarly, we can write the Fourier coefficients of the estimated model parametersψ m (j) in terms of their discrete Fourier coefficientsĉ r (j) andŝ r (j). Using Theorem 3.1 and continuous mapping arguments, it follows that these estimates are consistent and asymptotically normal. Complete mathematical details can be found in a forthcoming paper (Tesfaye, Meerschaert and Anderson, 2006a) . These results can also be used to develop a simple test to show which Fourier coefficients need to be included in the time series model. Under the null hypothesis that the mean-standardized process (2) is stationary with ψ t (j) = ψ(j) and σ t = σ, the estimated Fourier coefficientsĉ r (j) and s r (j) are asymptotically independent with
for all h ≥ 1, where
For example, if ν is odd then {ĉ 
and 
and k is the total number of harmonics as in (14) . The estimated model parametersθ t (ℓ),φ t (ℓ), andσ t can be written in terms of their Fourier coefficients,ĉ ar (ℓ) andŝ ar (ℓ) and so forth, in a similar manner. The asymptotic behavior of these parameter estimates can be obtained by writing the Fourier coefficients in terms of the ψ t (j) weights using (6) and the inverse Fourier transform, and applying continuous mapping arguments, see Tesfaye, Meerschaert and Anderson (2006a) . In general, these computations are difficult because the system of equations (6) leads to complex nonlinear relations. In this paper we consider the special case of a PARMA ν (1, 1) model, which has been proven useful in previous studies of natural river flows (see, e.g., Anderson and Meerschaert (1998) ). Under the null hypothesis that the mean-standardized PARMA ν (1, 1) model (7) is stationary with ϕ t = ϕ, θ t = θ and σ t = σ, the Fourier coefficients are asymptotically independent with
while N 1/2
and ψ(1) = ϕ − θ, and ψ(2) = ϕψ (1) 
and λ is from (19) . Similarly, the test for c bm and s bm follows the same procedure using the test statistics
Simulation Study
A detailed simulation study was conducted to demonstrate the methods of the previous section using simulated data from different PARMA ν (p, q) models. For each model, individual realizations of N y = 50, 100, 300, and 500 years of data (i.e., sample size of N = N y ν) were simulated and the innovations algorithm was used to obtain parameter estimates for each realization. In each case, estimates were obtained for k = 15 iterations. A sensitivity analysis on k indicated that increasing the number of iterations did not significantly improve the results. Then discrete Fourier transformed innovation estimates and model parameters were obtained, and test statistics were computed using (18) , (28) and (27) to identify those that were statistically significant. A FORTRAN program was used to simulate the PARMA samples as well as to make all the necessary calculations.
As an example, we summarize here the results of two particular cases of a PARMA 12 (p, q) model. We first simulated a PARMA 12 (0, 1) monthly moving average model
where we assumed the periodic model parameters
)} σ i = 2.00 + 0.15 cos 
with c a0 = 0.45, c a1 = 0.25, s a1 = 0.75, c a2 = 0.80 and s a2 = 0.50, and the innovations were simulated by setting ε kν+i = σ i δ kν+i where {δ t } was generated as an independent and identically distributed sequence of normal random variables with mean zero and standard deviation one. A single realization with N y = 500 years of data (sample size of N = 6000) was generated. Table 1 shows the results after k = 15 iterations of the innovations algorithm. Fourier coefficients with test statistics z > 3.32 (Bonferroni test for ν = 12 and α = 1%) are considered to be significant, indicated by a * in Table 1 . The first thing to note is that most Fourier coefficients are insignificant after lag 1, which reflects the order q = 1 of the moving average model. Next, note that the only a few of Fourier coefficients at lag 1 are significant, in particular those with harmonic m = 1, 2. This correctly identifies these Fourier coefficients as the ones to include in our time series model. Finally, note that the estimated standard deviation (σ i ≈ 1.92 + 0.15cos 
Residuals obtained by substituting the estimated parameter values into this formula appear independent and normally distributed with mean zero and variance one, providing further evidence that the model fit is adequate. In this case, considering the discrete Fourier transform reduces the model of the moving average component from 12 to 5 parameters without any real loss in accuracy.
Next we consider a mixed autoregressive moving average PARMA 12 (1, 1) model (7) From the above model, a single realization with N y = 500 years of monthly data (sample size of N = 6000) was generated. After k = 15 iterations of the innovations algorithm, the discrete Fourier transform ofψ i weights (not shown) do not generally cutoff to statistically zero at a certain lag. In this case, it is not advisable to adopt a low-order moving average model, and model selection must consider various autoregressive or mixed autoregressive moving average models. Fitting an autoregressive model of order one lead to residuals that appeared correlated (not shown), so we next fit a mixed PARMA 12 (1, 1) model.
The Fourier coefficients of the model parameter estimates are summarized in Table 2 . It it clear that the estimated model parameters (θ t ,φ t ) of the PARMA 12 (1, 1) model are dominated by the first two harmonics, and so we can set the remaining Fourier coefficients equal to zero in our model. Residual analysis based on the formulâ (32) indicated that the model residuals are approximately independent and identically distributed, further evidence of an adequate fit. In this case, using discrete Fourier transforms reduces the monthly moving average and autoregressive components of the model from 24 to 10 parameters. For higher resolution models (weekly or daily) we expect that the improvement in efficiency would be even greater. In the next section, we explore this idea using some actual river flow data.
Stochastic Modeling of River Flows
In this section, we outline a step-by-step procedure for finding a parsimonious model for a river flow time series. The authors have found from experience that it is prudent to initially fit a PARMA ν (1, 1) model to the data. Note that this includes the PAR ν (1) and the PMA ν (1) model. Thus, we start by fitting a PARMA ν (1, 1) model to the data using (27) and (28) to determine which Fourier coefficients should be included in describing the estimated autoregressive parameters,φ t , and the estimated moving average parameters,θ t . We next use equation (32) to compute residuals. The validation of a time series model is tantamount to the application of diagnostic checks to the model residuals to see if they resemble white noise. We use the Ljung-Box test to test the white-noise null hypothesis (see Brockwell and Davis, 1991) . If the null hypothesis of white-noise residuals is not rejected, and if the autocorrelation and partial autocorrelation functions of the residuals show no evidence of serial correlation, then we judge the model to be adequate. Fitting a suitable distribution to the residuals allows for a faithful simulation based on this model. To obtain additional parsimony, it is also permissible to consider simpler models where some statistically significant model parameters (e.g., high-frequency Fourier coefficients) are set to zero. If the resulting model residuals pass the same diagnostic tests, then the simplified model is also deemed adequate. Finally, if we reject the null hypothesis that the PARMA ν (1, 1) model residuals resemble iid noise, we would abandon that model and fit a PMA ν (q) model to the data, q ≥ 2. Using Theorem 3.1 and the test statistics given in (18), we would identify the order, q, of the pure moving average and then parsimoniously estimate the moving average parameters that we deem to be nonzero, using (18) to determine the statistically significant model parameters. However, in our experience, the PARMA ν (1, 1) model is generally adequate to model most river flow time series. Now we illustrate the general approach with a typical data set. The Fraser River is the longest river in BC, travelling almost 1400 km and sustained by a drainage area covering 220,000 km 2 . It rises in the Rocky Mts., at Yellowhead Pass, near the British Columbia-Alta. line and flows northwest through the Rocky Mt. Trench to Prince George, thence south and west to the Strait of Georgia at Vancouver. Its main tributaries are the Nechako, Quesnel, Chilcotin, and Thompson rivers. To begin, we model a monthly river flow time series from the Fraser River at Hope, British Columbia. The data are obtained from discharge measurements in cubic meter per second, averaged over each of the respective months. The resulting series contains 72 years of data from October 1912 to September 1984. In the following analysis, ν = 0 corresponds to October and ν = 11 corresponds to September, corresponding to the usual "water year" designed to minimize serial correlation between years.
A previous study in Tesfaye, Meerschaert, and found that a PARMA 12 (1, 1) model gave a reasonable fit for this monthly series. A statistical analysis of the seasonal mean and covariance functions indicated that a stationary model was not appropriate, due to statistically significant differences in the seasonal mean, and the seasonal lag 1 and lag 2 autocorrelations. Figure  1 shows the autoregressive and moving average parameter functions along with the 95% confidence intervals computed from (9) . The monthly variations are fairly smooth, indicating that the Fourier transforms may be dominated by a few terms. Following the same procedure as in the previous section, we calculated the Fourier transformed values of the model parameters, the standard errors and the test statistics. Fourier coefficients with test statistics z > 3.32 (c a0 = 0.304, s a1 = −0.426, c a3 = 0.665, c b0 = 0.337, s b1 = 0.466, c b2 = 0.408, s b2 = 0.355 and c b3 = −0.649) were considered to be significant, and the remaining coefficients were set to zero to achieve model parsimony. The resulting reduced Fourier approximations are plotted against the original parameter curves in Figure  1 . We see from the figure that a parsimonious fit is reasonably achieved using 3 harmonics to govern the periodic coefficients. To validate the reduced model, the standardized residuals were computed using equation (32) . The autocorrelation function and partial autocorrelation function (ACF and PACF, not shown) of the residuals show no serial dependence. The p-value from the Ljung-Box test was 0.27 indicating that we do not reject the null hypothesis that the residuals resemble iid white noise. It is interesting to note that in the Fourier-transformed model, the residuals are 'whiter' than in the untransformed case considered in Tesfaye, Meerschaert, and , where the p-value from the Ljung-Box test was 0.08. Thus, this is a case where the parsimonious Fourier transform model produces a better fit in all facets of the analysis. The application of discrete Fourier transforms in this case reduced the number of autoregressive and moving average parameters in the model from 24 to 8, so that superior results are obtained using fewer parameters, as a result of the discrete Fourier transform.
Next we modeled the same river flow (Fraser River at Hope, British Columbia) at a higher resolution. The weekly river flow series were obtained by averaging daily measurements over 7 days (the last week containing 8 or 9 days depending on leap year) starting from 1 October of each year. The resulting series contained 72 years of data from 1 October 1912 to 30 September 1984. In this analysis, ν = 0 corresponds to the first 7 days of October and ν = 51 corresponds to the last 8 or 9 days of September. The weekly statistics such as the mean, standard deviation, and lag 1 and lag 2 serial correlations are displayed in Figure 2 . All of these statistics exhibit statistically significant seasonal variations, so that a stationary time series model is not adequate.
The innovations algorithm (k = 15 iterations) was use to estimate parameters for the moving average model (2) . A statistical analysis based on the asymptotic formula (5) showed that the ψ t (j)-weights do not die off quickly to (statistically) zero as j increases, so that an autoregressive or mixed autoregressive moving average model is indicated. Based on our experience with the monthly data, we fit a mixed PARMA 52 (1, 1) model to the weekly data. The parameter estimates for this model, obtained using equations (7) and the estimates of the ψ t (j)-weights, are shown in Figure 3 . The 95% confidence bands for these parameter functions were computed from (9) . When interpreting these graphs, it is important to take the confidence intervals into account, as fluctuations within these bands are irrelevant to the time series model. Next we applied the inverse Fourier transform to compute the coefficients in (20) . Then the statistical test of (27) and (28) was performed to determine which of these Fourier coefficients were most important to the time series model. For the autoregressive parameters, only the zero harmonic was statistically significant, indicating that a model with a constant non-seasonal autoregressive parameter should be adequate. The results of this procedure for the moving average parametersθ t are summarized in Table 3 . The first two cosine harmonics are highly significant, as are the fifteenth and twentieth cosine harmonics and the third sine harmonic. To preserve parsimony, we chose to include only the first two cosine harmonics in the model, leading to the parameter equationŝ
for our weekly time series model (7). We note here that from the Ljung-Box test there was virtually no difference in the parsimonious model fitted above and the model that included the other nonzero harmonics. The p-value of the test actually decreases with the larger set of parameters. Overfitting, we think, tends to model the noise and not the signal. Hence, for the reduced model, the resulting reduced Fourier approximations are plotted against the original parameter curves in Figure 3 .
Note that all but a few of the approximations are within the 95% confidence bands, indicating a reasonable fit. See Table 4 for remaining model parameters,σ t andμ t . To validate the reduced model, the standardized residuals were computed using equation (32) . The ACF and PACF (not shown) of the residuals indicate no serial dependence, further evidence that the fit is adequate. The application of discrete Fourier transforms in this weekly model reduced the number of autoregressive and moving average parameters in the model from 104 to 4. It is interesting to note that the (approximate) weekly parameter functions are actually smoother than their monthly counterparts. This is sensible when one considers that a higher-resolution times series model should naturally give rise to more smoothly varying coordinates. For example, the average weekly flow should vary more smoothly than the average monthly flow. Further steps towards parsimony could no doubt be achieved by Fourier transforming the mean and standard deviation parameters. Finally we applied the weekly time series model (7) with parameters (33) to see how well we could simulate synthetic river flows. The success of this endeavor depends heavily on a suitably accurate distributional model for the standardized residuals. In this case, we found through exploratory data analysis that a mixture of a lognormal (scale = 0.094, location = 2.561 and threshold = −13.01) with truncated Pareto tails gave an adequate fit. For details of this procedure, see Tesfaye, Meerschaert, and Anderson (2006) where a similar distributional model was fit to the residuals from a monthly model. The truncated Pareto distribution function is (7) generates N y years of simulated river flow. It is advantageous to simulate several extra years of river flows and throw out the initial years (we threw out the first 100 years in this case), to ensure that the simulated series is periodically stationary. Figure 2 shows the main statistical characteristics (mean, standard deviation and autocorrelations) for one typical realization of the synthetic river flow time series obtained by this method, against the same statistical measures for the observed time Figure 4 shows a side-by-side comparison of the synthetic and actual river flow time series, and it is evident that the two series are statistically similar. This kind of synthetic river flow can be useful for drought and flood modeling, and operational analysis of water projects such as reservoirs, and treatment plants for water supply.
Conclusion
For analysis and design of water resource systems, it is sometimes useful to model and simulate river flows with high resolution (e.g., weekly values). Periodic autoregressive moving average (PARMA) time series models can be useful for modeling and simulating these river flows. PARMA models are indicated when the basic descriptive statistics (mean, variance, and autocorrelations) of the river flow exhibit significant seasonal variations. The innovations algorithm can be used to estimate the model parameters. Conventional PARMA models can be used at any time scale, but for highresolution time series, the model depends on numerous parameters, since the number of parameters grows proportional to the number of seasons (days or weeks) in a year. This proliferation of parameters can lead to over-fitting, or "modeling the noise." To remedy this situation, this paper uses discrete Fourier transforms to efficiently represent the periodic model parameters in terms of just a few Fourier coefficients. Asymptotic statistical tests and confidence intervals are developed to identify the essential Fourier coefficients to include in the model. Since the parameters in a high-resolution model can be expected to vary smoothly over the course of the year, only a few Fourier coefficients are generally required. This results in a parsimonious time series model that captures the essential features of the flow, including seasonal variations in the correlation structure. A simulation study demonstrates the effective application of this procedure. A further practical application shows how the method can be fruitfully applied to generate high-resolution synthetic flows, that faithfully reproduce a weekly series. By combining the Fourier-PARMA modeling with an accurate representation of the model residuals, we generate synthetic flows that reproduce all the statistical features of the data, for an example series representing average weekly flows on the Fraser River at Hope, British Columbia, Canada. Fourier-PARMA models are applicable to any river flow time series, since they accommodate a flexible dependence structure and residual distribution. The results of this research should be useful to practitioners wishing to generate high-resolution synthetic river flows for water resource systems planning and operations analysis, as well as flood and drought modeling. 
