This work presents the development and testing of an efficient, high resolution algorithm developed for the solution of equilibrium and non-equilibrium chromatographic problems as a means of simultaneously producing high fidelity predictions with a minimal increase in computational cost. The method involves the coupling of a high-order WENO scheme, adapted for use on non-uniform grids, with a piecewise adaptive grid (PAG) method to reduce runtime while accurately resolving the sharp gradients observed in the processes under investigation. Application of the method to a series of benchmark chromatographic test cases, within which an increasing number of components are included over short and long spatial domains and containing shocks, shows that the method is able to accurately resolve the discontinuities and that the use of the PAG method results in a reduction in the CPU runtime of upto 90 %, without degradation of the solution, relative to an equivalent uniform grid.
used to demonstrate the effectiveness and efficiency of the combined adaptive grid and numerical schemes considered.
58
The Lumped Kinetic Model (LKM)
59
In this work, the non-equilibrium LKM for chromatography is used. This accounts for the internal and external 60 mass transport resistances with a mass transfer coefficient, k. The model assumes that the bed is isothermal and 61 packed homogeneously, while the radial gradients are neglected. With these assumptions the mass balance equations 62 for species n can be written as:
for n = 1, 2, . . . , N c and where N c is the number of species in the mixture, c n and q n are the liquid concentration and
q n = f (c n ) , n = 1, 2, . . . , N c
In order to close the above model, appropriate initial and boundary conditions must be imposed for each problem.
74
Where not described explicitly in Section 5 it is assumed that the domain is initially empty (i.e. c n = 0, n = 75 1, 2, . . . , N c ); similarly, unless otherwise stated the problems involve the injection of a species concentration into the 76 domain from the left hand boundary and a Neumann condition is imposed on the right.
77
The piecewise uniform adaptive grid (PAG) method
78
The PAG method (Fraga and Morris, 1992, 1996; Brown et al., 2015a ) is based on identifying regions of the spatial
79
domain that require refinement through the analysis of the geometry of the solution profile. The original application 80 domain was the solution of soliton-generating (Zabusky and Kruskal, 1965) nonlinear dispersive wave equations.
81
Geometric analysis was used to identify the locations of solitons, based on the assumption that the critical regions of 82 the spatial domain were those where the solitons were present. No other criteria, such as a posteriori error estimation,
83
were used in defining the adapted grid. Subsequently, the method was applied to the simulation of a fixed bed reactor 84 system (Fraga, 1998) where the geometric analysis was applied to a numerical approximation of the first derivative of 85 the solution profile. This enabled the method to refine the grid in locations of high gradients.
86
An important property of the grid generated by this method is that the points are distributed in a piecewise-uniform 87 fashion. This was motivated by the observation that many numerical methods, both for discretisation in the spatial 88 dimension and for time-stepping, have been developed with an implicit assumption of uniformity in the grid spacing.
89
When non-uniformity is present, these methods often suffer losses in accuracy, typically losing one order of accuracy,
90
and become more susceptible to stability issues (Russell and Christiansen, 1978) . It was found that if non-uniformity 91 in the adapted grid were present in regions that were not critical, i.e. those where a coarser grid was appropriate, prob-92 lems with accuracy and stability were minimised. Hence, the PAG method was constructed to generate a nonuniform 93 grid which consists of a set of contiguous non-overlapping uniform sub-meshes, without requiring the use of artificial 94 internal boundary conditions as is necessary for hierarchical box-structured AMR methods.
95
The basic approach of the PAG method can be summarised as follows: locate each soliton in the solution, place a 96 fine mesh, with uniform spacing h goal , so as to cover the support for each soliton and fill in the gaps between each fine 97 mesh with more coarsely spaced points. For application to problems with sharp gradients, the method is applied using 98 the profile of the absolute value of the numerical approximation to the gradient instead of the solution profile itself.
99
Each sub-interval identified, be it the support for a soliton (or a region with a sharp gradient) or the gap between two 100 such support regions, is discretised uniformly. The support regions are discretised finely; the other sub-intervals used 101 coarser discretisations, with increasing coarseness away from the support regions. However, any numerical method 102 used will work on the whole mesh at once, considering it to be a nonuniform mesh overall.
Once the new mesh has been developed, a question arises as to the means of transferring the solution from the 104 old grid to the new one. Fraga and Morris (1996) suggested the use of quadratic or cubic interpolation over a simpler 105 linear interpolation; they showed that the latter would increase the dissipation of the solution. However, only the 106 linear interpolation has practically been found to be effective in the case of shocks (Fraga, 1998; Brown et al., 2014) 107 due to oscillations introduced during the reconstruction phase when using higher order interpolations. Given that, in 108 the current work, a non-oscillatory reconstruction is used during the solution process, the use of the same polynomial based reconstructions will be included in the analysis presented in Section 5.
112
Numerical Method
113
To apply a numerical method to the system of equations (1-3), the governing equations are first written in the 114 general form:
The numerical solution of the above equation utilises the Method of Lines (MoL), which requires appropriate temporal 116 and spatial discretisations; a description of these follow.
117
Spatial discretisation
118
As described above, it is necessary to account for the non-uniformity explicitly in the selection of suitable spatial 119 schemes to accommodate the non-uniform size of the computational cells that form the mesh when the PAG is applied.
120
An appropriate scheme, based on a WENO reconstruction using a compact nonuniform stencil, was originally sug-121 gested by Levy et al. (2000) and was recently investigated by Semplice et al. (2015) in the context of central methods
122
( Semplice et al., 2015) ; however in this work, this WENO reconstruction is utilised in an upwind method. To this end
123
we first of assume that u (x) is defined in Ω = [a, b] , of which {Ω j : j = 1, . . . , N } is a partition and we take U j to 124 be average of u on Ω j , i.e.:
then integrating equation (6) over a cell, Ω j , with h j = |Ω j | gives:
Again, for Ω j , we take the third order polynomial which satisfies conservation in the cell and its two neighbours
127
Ω j+i , where i = −1, 1; this polynomial is described as the optimal polynomial P opt (x):
This polynomial is completely determined by these conditions, and is given by:
where
and
where the divided difference formulae are
In order to define a non-oscillatory polynomial in the case of a non-smooth u we define:
along with
and α 0 = 1/2 and α γ = 1/4 for γ = 1, 2. Finally, these coefficients are weighted using smoothness functions (β) so 134 that the final polynomial reconstruction is:
6 and the smoothness functions are given by:
Temporal discretisation
137
Relaxation equations of the form (6) may contain disparate time scales representing various interacting processes. When applied to the system 6, they take the form:
where R represents the final term of equation (6). The matricesÃ = (ã ij ),ã ij = 0 for j ≥ i and A = (a ij ) are 148 ν × ν matrices such that the resulting scheme is implicit in R and is explicit for the spatial derivative operators. In 149 this work, the 4th order version of the above is applied using the implementation in the ARKODE library (Hindmarsh are performed using a Intel Xeon CPU E5-2640 v3 (2.60 GHz) 8 Gb memory is used.
163
Where the PAG method is applied, the finest resolution of the grid is set equivalent to the uniform grid used; 164 furthermore, an initial uniform grid is used for the first 100 time steps after which an adapted grid is constructed after 165 every 100 timesteps; this initial uniform grid is used as, for the majority of the cases investigated, the transients are 
and the left hand boundary condition is set to c (t, 0) = 0. The analytical solution for this problem was presented by
where Figure 1 shows a comparison of the analytical solution with the predictions obtained using the uniform grid and 179 the PAG-linear after 0.6 min; also shown, for reference, is the result obtained using a first order scheme. As can be only a small interval around this region.
189 Table 3 presents the CPU runtimes for each of the simulations as well as the runtime reductions relative to the 190 benchmark of a uniform grid with the use of the Implicit solver. As can be seen, the PAG-linear results in a 86.4 %
191
CPU runtime reduction over the benchmark; while, as can be seen in Table 3 , PAG-WENO enables a further 10% Table 3 . 
The values for v and ǫ are the same as those for Test 1 and the same number of computational cells is used, while 200 in this case the solution is computed for 3 min. In order to assess the ability of the compact WENO scheme coupled 201 with PAG method to simulate problems where both the EDM and LKM are used, this problem will be solved using 202 both of these models in turn. Where the LKM is applied k is assumed to take the value 10 3 . The CPU runtimes for 203 simulations using both models are summarised in Table 4 . As in the case of the EDM above, Figure 4 (a) shows the comparisons of the predicted concentration histories at Notably, the maximum of the peak is lower with the use of the LKM than is seen with the EDM, which is due to the 218 delay in adsorption incorporated into the model; also the predictions with smaller grids are in much better agreement 219 with the reference solution.
220
As with the above cases, 4 (a) shows that the WENO reconstruction results in a slight delay in the propagation 221 of the front; furthermore, the implicit solver also slightly increases the diffusion of the peak of the profile. As can 222 be seen in Table 4 the runtimes associated with all of the LKM simulations are significantly lower than those for the 223 EDM, which is as a result of the removal of the nested solution of the algebraic equation (5) isotherm is used, that is for component n:
A rectangular pulse of a liquid mixture containing the two components is injected into the column for the first 1.2 230 min of the problem; after this period the concentration of the two components in the incoming stream drops to zero.
231 Table 1 presents the various parameters used, as with the previous tests, 200 computational cells were used for the 232 uniform grid and 4 min of the problem were simulated. Table 5 shows the CPU runtimes recorded in each case. 2 min, but diffuses the front at 0.7 min to a greater extent.
242 Figure 6 shows the same results of the PAG-linear and PAG-WENO obtained using the IMEX solver, this time 243 obtained using an initial grid of 1000 cells. As can be seen, even with the greater number of cells the PAG-linear 244 diffuses the wave at 2 min, while in contrast the PAG-WENO accurately resolves all parts of the solution. In this case 245 the simulation was only performed using the IMEX solver.
246
From Table 5 , firstly, it can been seen that the implicit solver required runtimes at least 10 times longer than the 247 equivalent for the IMEX solver. For the finer grid simulations, where comparison is given against a uniform grid with 248 the IMEX solver only, less of a runtime reduction was observed as compared to the coarser grid.
249
Test 4
250
The previous tests have investigated problems on a small interval, for Test 4 we analyse the three component Table 2 . In this test, due to the larger domain, 1000 computational cells were used for 255 the uniform grid while the simulation time was 18 min. in runtime (Table 6 ). Also shown are the PAG-linear predictions obtained using the Implicit solver, the results are 262 Henry coefficients a 1 = 0.5, a 2 = 1 Constants used in Eq (3) Henry coefficients a 1 = 4, a 2 = 5, a 3 = 6 Constants used in Eq (3) 
