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We present 3D Particle-in-Cell (PIC) modeling of an ultra-intense laser experiment by the Extreme
Light group at the Air Force Research Laboratory (AFRL) using the PIC code LSP. This is the first
time PIC simulations have been performed in 3D for this experiment which involves an ultra-intense,
short-pulse (30 fs) laser interacting with a water jet target at normal incidence. These 3D PIC
simulation results are compared to results from 2D(3v) PIC simulations for both 5.4 · 1017 W cm−2
and 3 · 1018 W cm−2 intensities. Comparing the 2D(3v) and 3D simulation results, the laser-energy-
to-ejected-electron-energy conversion efficiencies were comparable, but the angular distribution of
ejected electrons show interesting differences with qualitative differences at higher intensity. An
analytic plane-wave model is discussed which provides some explanation for the angular distribution
and energies of ejected electrons in the 2D(3v) simulations. We also performed a 3D simulation with
circularly polarized light and found a significantly higher conversion efficiency and peak electron
energy, which is promising for future experiments.
I. INTRODUCTION
Ultra-intense laser systems offer a diverse range of po-
tential applications and interrogate a variety of interest-
ing physical regimes. While many research groups focus
on highly-relativistic laser intensities where the associ-
ated quiver velocity is large (a0  1), there are still in-
teresting experiments to perform involving laser intensi-
ties near 1018 W cm−2 where the electron dynamics are
only moderately relativistic (a0 ∼ 1). Importantly, at
these intensities, current technology allows few-mJ laser
pulses to be created at a kHz repetition rate [e.g. 1, 2],
which is advantageous for applications and for accumu-
lating statistics. These intensities can also exhibit high
reflectivity (& 70%) from near-solid density targets [3],
which is very unlike laser interactions at much higher
intensity [4].
As discussed in Orban et al. [5] high reflectivity al-
lows for efficient acceleration of electrons to ∼MeV ener-
gies. The superposition of the forward and reflected laser
pulses create a standing wave pattern of strong electric
and magnetic fields can launch electrons in the forward
and backwards directions with a relativistic momentum
similar to the a0 value of the laser field. This was first
noticed by Kemp et al. [6] who recognized that this can
be used as a mechanism for propelling electrons forward
into the compressed fuel of an inertial confinement fusion
experiment. Orban et al. [5] studied this phenomenon
for laser intensities with a0 ∼ 1 for the first time and
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focused on the backwards-directed electrons that can re-
ceive an additional energy boost when they are overtaken
by the reflected laser pulse. Both the theoretical study
of Orban et al. [5] and the corresponding experimental
investigation of Morrison et al. [2] point to large num-
bers of MeV electrons being produced from individual
few-mJ laser pulses normally incident on a water jet tar-
get. Recently, MeV energies were confirmed in a using
an electron spectrometer [7].
This paper presents the first 3D Particle-in-cell (PIC)
simulations of laser-matter interactions for this experi-
ment. In earlier theoretical studies, Orban et al. [5] relied
on 2D(3v) PIC simulations using the LSP code [8]. As is
well known, 2D(3v) Cartesian simulations assume sym-
metry along the vertical dimension, so while there can be
currents in all three dimensions (hence the 3v) particles
cannot move in one of these dimensions as they would
in a fully 3D real world. A simple application of Gauss’
law to this 2D(3v) geometry indicates that electrostatic
fields decay with a different radial dependence than they
would normally. So although 2D(3v) simulations should
be qualitatively accurate, ultra-intense laser-matter in-
teractions are an intrinsically 3D phenomena and must
be treated as such.
While many groups have successfully performed 3D
PIC simulations of low density targets (e.g. laser wake-
field acceleration), it is especially computationally inten-
sive to perform 3D PIC simulations of near-solid den-
sity plasmas as exist in the experiment considered here.
There can be energy conservation problems if the Debye
length, λD, of the simulated plasma is smaller than the
grid resolution [9] and for near solid density plasmas the
Debye length is very small, of order nanometers in scale
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2FIG. 1. Initial conditions of the 3D simulations in the left pane and of the 2D(3v) simulations in the right pane, specifically the
electron density. The target consists of solid density, colored dark blue, that is 10 μm deep in the laser axis direction (x) and
is 30 μm along the transverse dimensions. The critical density, which is 1.74×1021 cm−3, is highlighted in gray on both plots.
An exponential density of electrons is placed on the surface facing the laser with a scale length of 1.5 μm. The laser comes to
focus at (x, y, z) = (0, 0, 0), which is in the solid density of the target for all simulations.
[10]. As discussed in the next section, the LSP code is
designed with an implicit algorithm that avoids this grid
heating problem. Consequently, one can perform 3D PIC
simulations without resolving the Debye length in every
area of the grid and still maintain good energy conserva-
tion. We present the results of such simulations and com-
pare to earlier 2D(3v) results throughout this paper. We
also address, using analytic methods, aspects of standing
wave acceleration with a considerably more sophisticated
model than was used in Orban et al. [5].
The initial conditions and configuration for these simu-
lation will be discussed in Sec. II. Results will be summa-
rized in Sec. III including a comparison to experimental
measurements from Morrison et al. [2]. Finally, a dis-
cussion of these results will be presented in Sec. IV. The
Appendix describes an analytic model for electron accel-
eration in these simulations.
II. PARTICLE-IN-CELL SIMULATIONS
We performed 3D PIC simulations with the LSP
code[8]. The initial conditions for these simulations were
three dimensional analogs to the simulations described
in Orban et al. [5]. For this paper, we use the follow-
ing Cartesian coordinate system for these simulations:
the positive x-axis is the direction of the laser, the y-
axis is the polarization direction, and z-axis is the axis
of the water column. As shown in Fig. 1, the target is
a 27.5 μm × 30 μm × 30 μm (27.5 μm along the laser
axis) rectangular block of water-like plasma, consisting
of free electrons, protons, and O+ ions, in proportion
to make the target match water’s chemical composition
and to ensure charge neutrality (O+ to p+ to e− ratio of
1:2:3). For 10 μm along x, the target consists of plasma
at solid density with electron density of 1.0×1023 cm−3,
and others in proportion. Beyond 10 μm in x, we in-
cluded a decaying pre-plasma profile with an exponential
scale length of 1.5 μm, again along x, up to the target’s
front edge. The target along the The initial density of the
target does not vary in the transverse directions. Here,
the critical electron density nc = 4pimω
2/e2 is 1.74×1021
cm−3, where m is the mass of an electron, e is elementary
charge, ω = 2piλ/c is angular frequency of the laser, and
c is the speed of light. Thus, the solid density target is
57nc. The electron species had a starting temperature of
1 eV.
In these simulations, an 800 nm wavelength laser pulse
is normally incident onto the target, well off-focus with
the peak focus being at x = y = z = 0 in Fig. 1 which
is as in Orban et al. [5]. The pulse has a sine-squared
envelope with a period of 60 fs, or a FWHM of 30 fs.
Amongst the simulations executed, two laser intensities
were used, 5.4 · 1017 W cm−2 and 3 · 1018 W cm−2.
Also, these studies used a linearly polarized laser for
both intensities, with an addition 3D simulation with a
5.4 · 1017 W cm−2, circularly polarized pulse. We note
that the 3 · 1018 W cm−2 and 5.4 · 1017 W cm−2 beams
had corresponding a0 values at peak focus of 0.5 and 1.2,
respectively, where a0 = eE0/ωmc, where E0 is the peak
electric field of the laser. The incident laser profiles had
2.26 μm (2.6 μm FWHM) and 2.174 μm (2.5 μm FWHM)
spot sizes for the 5.4 · 1017 W cm−2 and 3 · 1018 W cm−2
simulations, respectively. Time steps of 0.1 fs, or about
1/30th of the laser oscillation period were used for all
simulations. Along each dimension, the spatial resolution
was 8 cells per wavelength (λ/8× λ/8× λ/8) for the 3D
simulations and 32 cells per wavelength (λ/32 × λ/32)
3for the correspondent 2D(3v) simulations. While these
simulations do not resolve the Debye length in every cell
(since there are cells in the simulation with near-solid
densities and nanometer-scale Debye lengths), the phe-
nomena of interest is electron acceleration in the under-
dense pre-plasma extending from the target where the
Debye length is much larger and more easily resolved
by the simulation. The implicit algorithm in LSP is de-
signed to avoid grid-heating issues so that the near-solid
density regions do not ruin the overall energy conserva-
tion of the simulation. All simulations had 27 macro-
particles per cell of each species (free electrons, protons,
and O+ ions). As mentioned in Orban et al. [5], O+ ions
in this simulation are capable of being further ionized by
an ionization model in LSP which follows the Ammisov-
Delone-Krainov rate [11]. Moreover, electrons scatter by
a Monte-Carlo algorithm as in Kemp et al. [12] with a
scattering rate determined by a Spitzer model [13].
The 3D simulations were run for 185 fs or longer;
specifically, the 5.4 · 1017 W cm−2 and 3 · 1018 W cm−2
simulations were run for 185 fs and 209 fs, respectively,
and the corresponding 2D(3v) sims were run for 250 fs
each. The 3D simulations were not evolved to 250 fs to
reduce the computational expense and because the total
number of >120 keV electron macroparticles ejected from
the target had already reached a plateau by the time the
3D simulation was ended. An additional 3D simulation
was performed with circular polarization but with other
parameters being the same as the 5.4 · 1017 W cm−2
simulation with linear polarization.
III. RESULTS
A. Ejected Charge Ejection-Angle and Energy
Spectrum
See Fig. 2 for an analysis of the angle and energy distri-
butions of ejected electrons from the linear polarization
simulations run. The bins in these plots have a radial (en-
ergy) spacing of ∆E = 50 keV for the 5.4 · 1017 W cm−2
simulations and ∆E = 100 keV for the 3 · 1018 W cm−2
simulations. For all plots, angular bins of ∆φ = 2◦ were
used. The ejection angle for each macroparticle was de-
termined from the momentum of the macroparticle as
it left the simulation volume. To compare results be-
tween the various simulations which warranted different
energy spacings, the charge histogram weights are di-
vided by the spacing per cell (reflected in the unit labels
above the colorbar). Given that the macro-particles in
the 2D(3v) simulations are in actuality line charges, the
ejected macro-particles in 2D(3v) simulations cannot be
compared directly to ejected macroparticles from 3D sim-
ulations. Thus, to obtain units of charge instead of linear
charge density for the 2D(3v) plots in the first column of
Fig. 2, every ejected line charge was multiplied by the
spotsize of the respective simulation, 2.26 μm and 2.174
μm for the 3 · 1018 W cm−2 (top) and 5.4 · 1017 W cm−2
(bottom), respectively.
Finally, a 3D simulation with the same laser parame-
ters as the 5.4 · 1017 W cm−2 simulations was performed
with circular (instead of linear) polarization. The ejected
electron results for this simulation is shown in Fig. 3 and
compared to the results from the simulation with linear
polarization.
B. Conversion Efficiency and Total Charge
As discussed in [2], the final focusing mirror in the
experiment, the so-called Off-Axis Parabola (OAP), was
used as a Faraday cup to measure the number of elec-
trons ejected from the target within the solid angle sub-
tended by the mirror. In one experimental configuration
a 100 μm thick transparent glass slide was placed be-
tween the target and the OAP, allowing the laser pulse
to pass through but blocking many of the lower energy
electrons from reaching the OAP. As discussed in [2], the
energy threshold for electrons to pass through the slide is
estimated to be about 120 keV. Using this value as a min-
imum energy for the electrons that are still detected at
the OAP gives a robust lower limit on the conversion effi-
ciency from laser energy to electrons with kinetic energies
above 120 keV. This lower bound conversion efficiency
from experiment can be compared to measurements from
simulations. In our simulations the conversion efficiency
is inferred in an analogous way to the experiment, count-
ing only the electrons with kinetic energies above 120 keV
that are ejected within the angle subtended by the 50.5◦
degree opening angle (0.60 sr solid angle) of the OAP.
Experimental and simulated conversion efficiencies are
summarized in Table I. The experimental results indicate
more charge ejected and a higher conversion efficiency
than we find in simulations. We discuss possible reasons
for this in Sec. IV. For the 3 · 1018 W cm−2 case the
discrepancy is less severe and the conversion efficiency
from simulations is more similar to the lower bound on
the conversion efficiency inferred from the experiment.
IV. DISCUSSION
A. Qualitative Differences Between Simulations
All simulations presented here demonstrate signifi-
cant numbers of super-ponderomotive electrons ejected
backwards in the direction of the reflection of the nor-
mally incident pulse, where the ponderomotive poten-
tial for the linearly polarized simulations is 32 KeV for
5.4 · 1017 W cm−2 and 180 KeV for 3 · 1018 W cm−2.
This extends and confirms the results of earlier 2D(3v)
simulations presented in [5] and it corroborates recent
experimental measurements with an electron spectrome-
ter indicating that significant numbers of MeV-scale elec-
trons are ejected from the target [7].
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FIG. 2. Ejected electron distributions are presented for both 2D(3v) (left column) and 3D (middle and right column)
simulations for 3 · 1018 W cm−2 (upper panels) and 5.4 · 1017 W cm−2 (lower panels) intensities with linear polarization. For
each plot, distance from the origin indicates the electron kinetic energy, angle from the origin indicates the angle of ejection from
the target and color represents the charge per angular-energy bin in pC MeV−1 rad−1 units. The 3D simulation results show
ejected electrons projected both onto the polarization plane (center column) and the perpendicular ( ~B-kˆ) plane (right column).
A gray line on each plot shows ±25◦ of the laser back-reflection axis. Ejected electrons that leave within the conical section
defined by these angles are counted in the conversion efficiency measurement (see Table I). Electrons with kinetic energies
below 120 keV are not counted in this measurement (as discussed in the text) which is why these lines stop at 120 keV in all
plots. To directly compare 2D(3v) and 3D simulations, the charges in the 2D(3v) simulation (left column) were multiplied by
the spot-size of the laser.
Table I summarizes the results for the conversion ef-
ficiencies. It is interesting to compare the 2D(3v) and
3D simulation results. For the linear polarized simula-
tions, the 2D(3v) and 3D simulations have conversion ef-
ficiencies that agree within 30% for both simulated laser
intensities. We had expected the 3D simulations to ex-
hibit a significantly lower conversion efficiency from the
simple consideration that 3D simulations include a third
spatial dimension and electrons are no longer confined
to the plane of the laser polarization. Thus we are cur-
rently without a satisfactory explanation for this result.
We summarize the qualitative differences between 2D(3v)
and 3D simulations in Sec. IV C.
Although the conversion efficiencies are comparable,
the angle-energy-spectra show interesting discrepancies
between the 2D(3v) simulations and the analogous 3D
simulations. For the 5.4 · 1017 W cm−2 simulations, note
that the lower row, first and second columns of Fig. 2
shows an increase in the angular spread, manifesting as a
large amount of charge beyond the angular shadow of the
OAP, while for the 3D simulations, most of the spectrum
is focused in ejection angles directly backwards, almost
precisely within the opening angle of the OAP. Mean-
while, for 3 · 1018 W cm−2 results, the 2D(3v) show more
charges backwards ejected at an angle from 180◦ above 2
MeV, and almost no charge ejected directly backwards,
whereas backwards is the significant ejection angle for
charges ejected from the 3D simulations.
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FIG. 3. Ejected electron distributions for linearly polarized and circularly polarized lasers with intensity 5.4 · 1017 W cm−2.
Both plots are results of 3D simulations and show projections onto the xy plane, which in the linearly polarized case is the
polarization plane. The plot layout and color mapping are the same as for Fig. 2.
Intensity 1018 W cm−2 5.4 · 1017 W cm−2 3 · 1018 W cm−2
Experiment
(Linear Pol.)
2D
Linear
Pol.
3D
Linear
Pol.
3D
Circular
Pol.
2D
Linear
Pol.
3D
Linear
Pol.
Run Time – 209 fs 185 fs
Charge Accelerated
Backwards (>120 keV)
∼ 300 pC – 20.6 pC 39.2 pC – 88.5 pC
Conversion Efficiency
(> 120 keV)
> 1.5% 0.71% 0.56% 1.82% 1.42% 1.01%
TABLE I. Summary of the simulation results presented here and experimental results from Morrison et al. [2]. Conversion
efficiencies can be calculated for 2D(3v) PIC simulations but because of the geometry of these simulations an exact value for the
charge ejected cannot be determined as discussed in the text. “Charge Accelerated Backwards” is defined as summed charge
of electrons ejected from the target with energy >120 keV and within an angle of 25◦ from the incoming laser axis. “Laser
Conversion Efficiency” is defined as the total kinetic energy of these electrons divided by the energy of the incoming laser.
Fig. 3 presents 3D simulation results for the circularly
polarized and linearly polarized simulations which were
performed with the 5.4 · 1017 W cm−2 intensity and the
same spot size. There is a stark difference between the
circularly polarized and linearly polarized results. For
the circular polarized simulation, ejected electrons range
from low energies until 3 MeV, while for the linearly po-
larized simulation, ejected electron energies only reach
∼1 MeV (Fig. 3). Interestingly, the electrons from the
circular polarized simulation are preferentially ejected di-
rectly backwards from the target, rather than exhibit-
ing preferred angles away from the back direction. This
is likely due to the nature of circularly polarized laser
pulses, which exhibit no preferred direction for the laser
electric fields. By contrast, linearly polarized laser pulses
do have a specified polarization angle and, as discussed
in the next section and in Appendix A, linearly polarized
plane waves will preferentially direct electrons towards
specific angles, depending on the electron energy. This
does not occur for circularly polarized laser pulses and
we are still working to incorporate circularly polarized
light into the framework described in the next section.
One possible explanation for this is that the reflectiv-
ity of circularly polarized light is be greater than that
of linearly polarized light (both at normal incidence)
which could result in back-directed electrons experienc-
ing higher peak electric fields in the circularly polar-
ized case. However, we measured the reflectivity in the
5.4 · 1017 W cm−2 simulations and found that the reflec-
tivity was similar in the circularly polarized and linearly
polarized cases. The conversion efficiency and peak en-
ergy is very important for applications and we plan to
6continue to pursue a theoretical explanation for the en-
hanced electron acceleration in future work.
B. An Analytic Model
To help understand the dynamics of electrons in sim-
ulation with linearly-polarized laser pulses and to inter-
pret earlier results, we developed an analytic model for
single particle motion that can provide an estimate for
both the energy of the ejected electrons, and the direc-
tion of ejection. This model significantly improves upon
[5] which only provided an order-of-magnitude estimate
for the ejected electron energy.
The model is as follows: First, consider if an electron
is ejected from the target in the region near the critical
density by the standing-wave mechanism [5, 6], possibly
with an extra boost from the electrostatic fields due to
the evacuation of charges due to the ionization of the tar-
get by the incident pulse. For electrons ejected into the
reflected pulse, we can consider, for simplicity, if the elec-
trons then propagate according to the classical motion in
a electromagnetic pulsed plane wave in vacuum, ignoring
other effects such as quasi-static electric and magnetic
fields, and the focusing (or defocusing) of the reflected
laser pulse. The motion of a charged particle in a plane-
wave in vacuum is a well-known result from Landau and
Lifshitz [14], in which electrons move with the quiver ve-
locity in the polarization direction in response to the laser
electric fields and in the forward direction in response
to the laser magnetic fields and the Lorentz force. The
well-known, parametric Landau & Lifshitz result is often
employed in the non-relativistic case when a0 < 1. In the
relativistic case in which the particle has an arbitrary ini-
tial velocity in any direction, and with an arbitrary time
envelope, we derive the momenta and energies of charged
particles in Appendix A cast in a form that is paramet-
ric in the instantaneous phase of the laser as observed by
the charged particle, η = ωt − ~k · ~x. We then choose a
temporal pulse shape of a sine squared envelope, which
matches the temporal envelope of our incident beam in
our simulations. An important parameter in the model is
the ratio of the pulse period (FWFM) to the laser period,
which we denote as α = 60 fs/2.67 fs ≈ 22.5.
It is well known that there is no net energy gain for
an electron in a plane wave in vacuum[15]. Moreover, it
remains true that an electron overtaken by a time-pulsed
plane wave in the absence of focusing will receive no net
energy gain. However, if we assume that the injection
of the electron into the reflected pulse is due to standing
wave fields, a net energy gain will occur because the elec-
tron will be launched into the mid-way into the reflected
pulse and not the beginning or ahead of the pulse.
The analytic solution from the Appendix yields expres-
sions for the kinetic energy (γ − 1)mc2 where γ is given
by A6 and the ejected angle φ in the polarization plane
using py/px = tanφ, where the momentum from A5 is
utilized. From these two expressions, we can create para-
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FIG. 4. Analytic, pulsed plane wave solutions from Appendix
A overlaid with the 2D(3v) simulation angle-energy spec-
tra, the first column of Fig. 2. The curved lines are plots
of kinetic energy vs. ejection angle (here, in the polariza-
tion plane) with each color representing a particular injection
momentum. Here the injection momentum is scaled to a0.
Specifically, each line corresponds to an injection momentum
~p/mc = γ0 ~β0 = a0~ρ on injection into the reflected pulse.
Each line is labelled by it’s ~ρ = (ρx, ρy) value (as in the leg-
end inset). The lines are created by varying the injection
phase η0 from piα to 2piα, corresponding to phase of the laser
at the point and time of injection. For more specific details,
refer to the Appendix.
metric plots of energy vs. ejection angle that can be com-
pared with earlier plots from the LSP simulations. Fig. 4
shows this comparison for the 2D(3v) simulations with
5.4 · 1017 W cm−2 (top) and 3 · 1018 W cm−2(bottom).
In the model predictions in Fig. 4 we choose the incident
momentum into the reflected pulse as up to ∼ a0 in the
traverse directions and ∼ 2a0 in the backwards (longitu-
dinal) direction, as discussed in Appendix A. Although
it is a parametrized model, there appears to be reason-
able choices that produce preferred angles away from the
backwards direction that are similar to the preferred an-
gles seen in the simulation results. The model also pro-
vides a more-precise explanation for how electrons are ac-
celerated to super-ponderomotive energies than was pre-
sented in [5].
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FIG. 5. Identically-defined Gaussian lasers evolve to the same
peak intensity in different ways between 2D(3v) and 3D Carte-
sian. In 2D(3v) PIC simulations, a Gaussian laser propa-
gates as a 2D Gaussian “wedge” pulse while it propagates as
a true Gaussian laser in 3D PIC simulations. This leads to
intensity differences before the focus between 2D(3v) and 3D,
even though both pulses reach the same peak intensity. The
laser axis intensity of a Gaussian in 2D PIC (blue) and 3D
PIC (red) in vacuum is plotted as a function propagation dis-
tance along ~k (x). The vertical dashed line marks the location
of the critical density surface in our PIC simulations.
C. 2D(3v) and 3D Results
Although the plane-wave model gives a possible ex-
planation for some of the features seen in the angular-
energy spectra, it does not explain the differences be-
tween the 2D(3v) and 3D simulations. Note that the form
of Eq. A5,A6 implies that for electrons in a plane wave,
the maximum kinetic energy occurs when the transverse
momentum is also maximized. Thus, one expects very
few energetic electrons to be moving directly backwards
(βy = 0) according to this model. So while this model
may provide some insight into the 2D(3v) simulations its
utility may be limited in interpreting the 3D simulation
results, which do not appear to exhibit preferred angles
away from the backwards direction.
As mentioned earlier, the differences between 2D(3v)
and 3D simulations were more pronounced for the
3 · 1018 W cm−2 case. We do not yet have a satisfying
explanation for this but it is worth outlining the known
differences between 2D(3v) and 3D PIC simulations since
there is likely multiple causes for the observed difference.
Qualitative differences between 2D3(v) and 3D simula-
tions include:
1. Electro-static fields decay as 1/r in 2D(3v) simula-
tions instead of 1/r2 as would be the case in a truly
3D world.
2. Particles are confined to the plane of the laser po-
larization in 2D(3v) instead of being free to move
in all three spatial directions.
3. Laser light comes to focus differently in 2D(3v)
than would occur in 3D.
Regarding the first point, Orban et al. [5] concluded
that charge-separation effects caused by the overlap of
the forward-going and reflected laser pulse will produce
quasi-static electric fields that can enhance electron ac-
celeration. These quasi-static electric fields develop in
a process known as “ponderomotive steepening” [16],
which is so named because these fields will ultimately
cause a steepening of the ion and electron density pro-
files. But before this occurs, quasi-static electric fields
can provide an extra boost to some electrons that ulti-
mately reach higher energies than they would without
this effect [5]. Since the quasi-static electric fields decay
with a different radial dependence in 3D and 2D(3v) sim-
ulations, this will lead to a different acceleration. With
this in mind, in future work we plan to measure the pre-
cise energy gain from quasi-static electric fields in the
simulations from analyzing particle trajectories.
The second point mentioned – namely the confining of
particles to the plane of the polarization – affects the real-
ism of the simulation in a number of ways. For example,
the real laser pulse will produce gradients in the electron
density both in and out of the plane of the polarization
of the laser. There is also the possibility that a charge
near the laser axis will experience larger electric and mag-
netic fields than it would otherwise because it is confined
to the plane of polarization and cannot move out of the
laser spot in the direction perpendicular to this plane.
This latter consideration is another reason for surprise
that the conversion efficiencies of the 3D simulations did
not turn out to be significantly lower than the 2D(3v)
simulations.
For an illustration of the third point, see Fig. 5. This
figure shows the spatial dependence of the laser inten-
sity along the laser axis for the laser in vacuum as a
function of the distance from peak focus (x = 0). This
dependence is different in 2D(3v) simulations than it is
in 3D because the 2D(3v) geometry can be thought of
as a waveguide. This causes the light to come to focus
less rapidly than a 3D laser pulse with the same spot
size and intensity at peak focus. As a result the laser
intensity near the critical density is substantially larger
in the 2D(3v) simulations than in the 3D simulations.
This could artificially enhance the conversion efficiency
of 2D(3v) simulations relative to 3D, yet, as mentioned
earlier, the conversion efficiencies of 2D(3v) and 3D simu-
lations are overall quite similar. Moreover, as we discuss
in the Appendix A, the spatially escaping electrons could
be considered as electrons escaping a foreshortened time
pulse with a smaller value of α, as long as they remain
in the pulse for more two or three laser periods (α > 3).
For a tighter focus, more electrons will be free to escape
the pulse, after which they will no longer propagate ac-
cording to the pulsed wave model and other effects can
become important. Regardless, this remains a puzzling
result that we will return to in future work.
8V. CONCLUSIONS
The results of 2D(3v) and 3D PIC simulations us-
ing the LSP code were compared in the context of elec-
tron acceleration using a high intensity, linearly-polarized
laser pulse interacting with a water jet target. Orban
et al. [5] presented the first 2D(3v) PIC simulations of
this experiment (Morrison et al. [2] and Feister et al. [7])
and commented on the mechanisms of electron accelera-
tion. In this paper we present 3D PIC simulations of this
experiment for the first time and compare with 2D(3v)
PIC simulations. These simulations were performed at
intensities 5.4 · 1017 W cm−2 and 3 · 1018 W cm−2 which
bracket the experimental intensity (≈ 1018 W cm−2).
Comparing 2D(3v) and 3D results, there are some dif-
ferences in the angular distribution of ejected electrons,
but both 2D(3v) and 3D simulations confirm significant
back-directed electrons with super-ponderomotive ener-
gies, in agreement with the experiment. More quantita-
tively, while the laser-to-ejected-electron conversion effi-
ciencies from 2D(3v) and 3D simulations with the same
intensity and spot size were similar, the precise values
were somewhat lower than the estimated lower bound
conversion efficiency from experiment of 1.5% for elec-
trons with kinetic energies greater than 120 keV [2].
In an effort to understand the angular and energy dis-
tribution of ejected electrons we developed a parameter-
ized analytic model that considers the dynamics of elec-
trons that are accelerated initially by the standing wave
fields and quasi-static electric fields present in the laser-
interaction region. Later these electrons experience the
reflected laser pulse which we model as a plane wave.
We find that this model can describe a number of fea-
tures observed in the angular-energy spectra of 2D(3v)
simulations.
We also performed a 3D PIC simulation using circu-
lar polarized laser light with the same parameters as the
5.4 · 1017 W cm−2 simulation. Remarkably, electron en-
ergies were observed up to ∼3 MeV and the conversion
efficiency increased to 1.8%. This result indicates that
experiments with circularly polarized light should prove
to be more effective than the experiments that have been
conducted with linearly polarized light. The nature of
this enhanced electron acceleration will be considered in
future work.
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Appendix A: Energy and Motion For an Electron In
a Pulsed Plane Wave
Consider an electron in a linearly polarized plane wave
where ~k = kxˆ and yˆ is the polarization direction, and in
which the electric field has the form ~E(~x, t) = E0f(η) yˆ
9where η = ω(t−x/c), ω is angular frequency of the plane
wave in the lab frame, and c is the speed of light. The
Lorentz force can be written
1
ω
d
dt
(γ~β) = −a0f(η) (yˆ(1− βx) + βyxˆ) (A1)
where we have expanded the ~β × zˆ term and identified
a0 = eE0/mωc, where −e is the charge of the electron,
and m is the electron’s mass. a0 is often referred to as the
quiver velocity or the normalized vector potential. From
the xˆ component of A1 and the power equation one can
obtain,
d
dt
(γβx) = −a0ωf(η) βy = d
dt
(γ~β) · ~β = d
dt
γ, (A2)
which implies that the doppler shift factor γ − γβx =
γdη/dt is a conserved quantity.
Given that the force depends on the Lorentz invariant,
but dynamic phase η, this motivates the change of vari-
able from the frame time to the phase (t → η). Noting
that dη/dt = ω(1 − βx) and using chain rule yields the
equation of motion
d
dη
(γ~β) = −a0f(η)
(
yˆ + xˆ
γβy
γ − γβx
)
. (A3)
We can directly integrate the yˆ component of A3 and
then, substitute the result of that integration into the
xˆ component, while noting that the denominator is con-
stant due to A2. To facilitate this derivation, we define
the first structure function
f1(η0, η) =
∫ η
η0
dη′f(η′) (A4)
and the second structure function
f2(η0, η) =
∫ η
η0
dη′f(η′)f1(η′)
=
∫
df1(η)f1(η)
= f1(η0, η0)
2/2,
where we simplified the second structure function and
defined it in terms of the f1. We thus obtain the following
solution for γ~β as a function the phase η:
γ~β(η) = γ0~β0 − yˆ a0f1(η0, η)
+
xˆ
γ − γβx
(
a20
2
f1(η0, η)
2 − γ0βy0a0f1(η0, η)
)
. (A5)
where γ0 and ~β0 is the γ-factor and speed at an arbi-
trary starting phase η0. We will use η0 as the phase
at injection into the reflected pulse. For the case where
f(η) = cos η, η0 = 0, which corresponds to a simple plane
wave, then f1(η0 = 0, η) = sin η which corresponds to the
solution given in Landau and Lifshitz [14].
Given that γ0 − γ0βx0 = γ − γβ, we obtain the energy
for the electron
γ(η) = γ0 +
1
γ − γβx
a20
2
sin2 η − γ0βy0
γ − γβx a0 sin η. (A6)
Finally, note that
~β =
1
c
d~x
dt
=
dk~x
dη
(1− βx)
⇒ k~x =
∫ η
0
dη
γβ(η)
γ − γβx ,
which, from A5, yields the (normalized) position as a
function of η
k~x(η) = k~x0 +
γ0~β0
γ − γβx η − yˆ
a0f1i(η0, η)
γ − γβx
+
xˆ
(γ − γβx)2
(
a20f2i(η0, η)− γ0βy0a0f1i(η0, η)
)
(A7)
where f1i =
∫
dη′f1 and f2i =
∫
dη′f2 = 12
∫
dη′f21 . Fi-
nally, using that η = ωt−kx, We obtain that ωt(η0, η) =
η + kx(η0, η), where we use A7. This gives all quantities
as a function of frame time ωt(η) parametric in η.
Using A5, we define a pulsed plane wave that has a
sine squared shape corresponding to the time envelope of
our simulations. To do this, we set
f(η) = sin η sin
η
2α
H(η)H(2piα− η) (A8)
where H(x) is the Heaviside-step function where H(x <
0) = 0 and H(x > 0) = 1. Here, α is the ratio of the
pulse time to the laser period. For our simulations, the
pulse is 60 fs long (30 fs full-width at half-maximum), so
α = 22.48. We omitted a pulse phase shift for simplicity.
Using this choice for f(η) yields the following structure
functions and integrals:
f1(η0, η) =
sin[η 2α−12α ]− sin[η0 2α−12α ]
(2α− 1)/α
− sin[η
2α+1
2α ]− sin[η0 2α+12α ]
(2α+ 1)/α
,
(A9)
f2(η0, η) = f1(η0, η)
2/2, (A10)
f1i(η0, η) = −
cos[η 2α−12α ]− cos[η0 2α−12α ]
(2α− 1)2/2α2
+
cos[η 2α+12α ]− cos[η0 2α+12α ]
(2α+ 1)2/2α2
− f1(0, η0)(η − η0),
(A11)
10
and,
f2i(η0, η) =
α2
2(2α− 1)2
[
η − η0
2
− α
2
sin[η 2α−1α ]− sin[η0 2α−1α ]
2α− 1
]
+
α2
2(2α+ 1)2
[
η − η0
2
− α
2
sin[η 2α+1α ]− sin[η0 2α+1α ]
2α+ 1
]
+
α2
4(4α2 − 1)
[
sin 2η − sin 2η0 − 2α
(
sin
η
α
− sin η0
α
)]
+ f1(0, η0)[f1i(η0, η)− 1
2
f1(0, η0)(η − η0)] (A12)
For Eqs. A9-A12, η0, η is restricted between 0 and 2piα
due to the step functions in A8 that make the pulse fi-
nite. Given the mechanics of a standing wave, we expect
that an electron injected from the standing wave into the
reflected pulse will be injected for a given phase η0 in the
middle of the pulse and remain in the pulse until the pulse
overtakes the electron. The end of the pulse as observed
by the electron corresponds to the phase η = 2piα. This
leads to a net energy gain for electrons in the reflected
pulse. We note that for the case in which a pulse simply
passes over an electron in free space, corresponding to
η0 = 0, η = 2piα, there is no net energy gain from A5
except for moments when the electron is in the laser field
[15]. Instead, superponderomotive energies are achieved
because the standing wave injects electrons mid-way into
the reflected pulse and with a significant momentum.
If the electron is injected at a phase before the mid-
dle of the pulse, i.e., η0 < piα, then the symmetry of the
pulse in time across the pulse’s peak time will average
out momentum gains across half the pulse. This war-
rants parametrizing η0 from piα to 2piα. To create the
theoretical model predictions shown in Fig. 4, we take
the ratio of γβy/γβx = tanφ from A5 with this range of
η0 and use A9 for our model for f1 to obtain the ejection
angle of an accelerated electron in the polarization plane.
Likewise, we use these assumptions with A6 to obtain the
kinetic energy of an ejected electron.
The model just described still requires an initial mo-
mentum, γ0 ~β0, which we assume is on the order of the
normalized electric field, a0. It is well known that a0
is the impulse done during one cycle by the transverse
electric field of a simple plane wave. More importantly,
∼ a0 is an estimate for the longitudinal momentum from
a standing wave as found by [6]. According to [6], elec-
trons that are ejected longitudinally from a plane wave
can have a momentum significantly in excess of a0, some-
times with as as much as 2a0. For this reason, Fig. 4
shows this model’s prediction for initial momenta scaled
to a0. Specifically, we consider initial momenta of the
form ~p/mc = a0~ρ, where we vary ρx from 0 to 2 and ρy
between −0.5 and 0.5.
We note that a weakness of the model is that for
the intense case of 3 · 1018 W cm−2 with large trans-
verse injection momentum (ρy & 0.5), the model predicts
transverse motion that would take the electron outside
of the width of the laser pulse. This is not the case
for the 5.4 · 1017 W cm−2 intensity. We show predic-
tions that include ρy = 0.5 in Fig. 4 for both intensities
for completeness even though the ρy = ±0.5 cases with
3 · 1018 W cm−2 are suspect. Conceivably, the energies
and angles for ρy = ±0.5 and 3 · 1018 W cm−2 may
still be accurate for the simple reason that our results do
not strongly depend on the precise value of α. Electrons
that travel outside of the laser width before the end of
the pulse are similar to electrons that experience a pulsed
plane wave with a smaller value of α. Thus the model
predictions for ρy = ±0.5 and 3 · 1018 W cm−2 may still
be qualitatively accurate.
