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1Introduction
The theory of the formation of galaxies is one of the great outstanding problems of astrophysics, a problem that today
seems far from solution.
Weinberg (1977)
Even though in the last quarter of a century the astronomical community gained an overwhelming amount of new obser-
vational and theoretical knowledge about galaxy formation, the statement of Weinberg remains true.
In the introduction I present first a short overview over the current standard cosmological model and the structure for-
mation within this cosmology. In a second part I discuss the observational signatures of galaxy evolution, which can be
gained from high redshift observations as well as from local galaxies. In a third part, an overview of galaxy evolution and
bulge formation models is given.
8 Chapter 1: Introduction
1.1. Motivation
Most of the large galaxies known in the local universe can
be assigned to a type on the Hubble sequence. This scheme
divides the galaxies, according to their shape and appear-
ance into elliptical, spiral and irregular galaxies. There are
subgroups in all these categories. The question of galaxy
formation is closely linked to the question of how and when
did the Hubble sequence appear. Due to the various physical
processes involved in galaxy formation it was soon realized
that observational data of young galaxies are needed. In the
past decade much progress has been made on the search for
young, i.e. high redshift galaxies. Data obtained with pow-
erful observation facilities, like e.g. the Very Large Tele-
scope (VLT), or the Hubble Space Telescope (HST) gave
new insight on the process of galaxy formation and a fair
amount of observational data out to redshift z = 4 is avail-
able now, with the most distant galaxy lying at z = 6.56.
This data will be largely enhanced by the planned ob-
servation facilities like the James Webb Space Telescope
(JWST), the Atacama Large Milimeter Array (ALMA), the
Planck Surveyor satellite, or the Global Astrometric Inter-
ferometer for Astrophysics (GAIA).
This puts forward the need for realistic galaxy formation
models, which can be compared to observations. With the
rising computational power it has become possible to sim-
ulate the formation and evolution of galaxies in three di-
mensional numerical models, including the important phys-
ical processes. Hence galactic evolution is an active field
and due to the large observational and computational power
available in the next decades, it will remain an active field
of astronomical research.
1.2. Cosmological Model and Structure Formation
Following Hu & Dodelson (2002) the current working cos-
mological model is: A critical density universe consisting of
mainly dark matter and dark energy, which formed its struc-
ture through gravitational instability from quantum fluctua-
tions during an inflationary epoch.
This cosmological model is mainly motivated through ob-
servations of the cosmic microwave background (CMB).
The CMB predicted by Gamov (1948) and discovered by
Penzias & Wilson (1965) resembles a black body radiation
to a very high precision (Mather et al., 1990; Cheng et al.,
1996), with a temperature TCMB = 2.728 ± 0.004 K. Al-
though the CMB is remarkably isotropic it shows tempera-
ture fluctuations of the order of 10 −5 K (see Fig. 1.1). These
fluctuations correspond to density fluctuations in the early
universe (see Hu & Dodelson (2002) for a detailed descrip-
tion). These density fluctuations arisen from quantum me-
chanical fluctuations during the exponential expansion of
the universe build the starting point for structure formation.
Figure 1.1. Detailed full sky may of the CMB from the Wilkinson
Microwave Anisotropy Probe (WMAP). Warmer and cooler spots
are indicated by red and blue colors respectively.
From the fluctuation spectrum, a variety of physi-
cal informations can be extracted. The location of
the first peak, measured precisely in experiments like
Toco (Miller et al., 1999), Boomerang (de Bernardis et al.,
2000), and Maxima-1 (Hanany et al., 2000) leads to the
conclusion that the universe is flat. The CMB measure-
ments determined the baryon mass fraction Ωb to 0.045 ±
0.005 of the critical density of the universe ρcrit and the to-
tal mass fraction ΩM to 0.27± 0.03 (Spergel et al., 2003).
This is in a remarkable consistency with big bang nu-
cleosynthesis models (e.g. Boesgaard & Steigman, 1985;
Schramm & Turner, 1988). To get a flat universe (ΩM +
ΩΛ = 1) the existence of dark matter, having a non-baryonic
nature, and dark energy is implied. This is consistent with
completely independent measurements of distant super-
novae (Riess et al., 1998; Perlmutter et al., 1999; Eke et al.,
2000), indicating an accelerated universe.
The amount and type of the dark matter in the universe de-
termines the way in which structure grows. The structure
formation models follow the evolution from the first den-
sity fluctuations to the formation of the dark matter halos.
Currently, the Λ cold dark matter (ΛCDM) paradigm is fa-
vored. In these models, the regions of enhanced density start
to contract due to self gravity, decouple from the expand-
ing universe and build the first dark halos. In the ΛCDM
paradigm, the formation of low mass objects takes place
first. Objects with higher masses form through hierarchical
merging of the low mass objects.
In the last decade, several high resolution simulations
of structure formation have been carried out (e.g.,
Navarro et al., 1996; Moore et al., 1998; Jenkins et al.,
2001; Klypin et al., 2001). In Fig. 1.2 a slice through a
100 Mpc region in a ΛCDM simulation is shown. Grav-
ity leads to dense structures (yellow) in which the galax-
ies evolve. The profiles of these dark halos are well re-
produced through a universal profile (Navarro et al., 1997).
Properties like mass growth and angular momentum dis-
tribution are available in approximate form (Bullock et al.,
2001; Wechsler et al., 2002).
The currently favored model, the ΛCDM cosmology, seems
to be the most promising model to explain structure for-
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Figure 1.2. A slice through a 100 Mpc region of a ΛCDM Uni-
verse. The bright regions show the high density halos in which the
galaxies form.
mation. It explains for example the spatial distribution of
dark matter halos (Sheth & Tormen, 1999; Jenkins et al.,
2001) as well as the measurements of distant super-
novae (Riess et al., 1998; Perlmutter et al., 1999; Eke et al.,
2000). However, severe problems remain like the satellite
problem (Moore et al., 1999), the angular momentum prob-
lem (Sommer-Larsen et al., 2002), the disk heating through
substructure (Font et al., 2001), and the predicted cuspy
profiles of the dark halos in the center, which are not ob-
served (e.g. Salucci & Burkert, 2000; de Blok et al., 2001).
As already proposed by White & Rees (1978), galaxies are
thought to form in the dark halos when the baryonic mat-
ter condenses, cools and forms stars at the bottom of the
potential wells of these halos. Hence the assembly of the
dark halos as well as internal properties like mass, total an-
gular momentum and angular momentum distribution have
strong impact on the evolution of galaxies.
1.3. Galactic Evolution from Observations
Constraints on the evolution of galaxies can be obtained
mainly through two different approaches. First, the obser-
vation of old stellar populations, having ages comparable to
the lookback time to high redshift galaxies, in our own or
in local galaxies can reveal information about their forma-
tion process. Second, the identification of young galaxies
at high redshift reveals a possibility to directly observe the
accumulation of the galaxies, at much lower resolution, of
course.
1.3.1. Observations at High Redshift
Due to the complicated processes which are important dur-
ing galaxy formation, like e.g. star formation, baryon dis-
sipation, mass and energy feedback from the stars, no the-
ory exists at the moment, which can explain the formation
of galaxies from first principles. It was recognized already
in the 70’s that the search for young galaxies is an im-
portant cornerstone in the understanding of the galaxy for-
mation process. Those, so-called primeval galaxies, were
looked for using different methods (e.g. Partridge, 1974;
Davis & Wilkinson, 1974), mostly concentrated on red-
shifted Lyman-α emission (e.g. Koo & Kron, 1980), but re-
porting no detections.
In the last decade it has become possible to observe galaxy
scaled objects in the far universe through the use of the Ly-
man break technique. The frontier for the redshift surveys
was shifted from z ∼ 1 to z ∼ 4, which corresponds to
about 90% of the lookback time. In Fig. 1.3 some examples
of observations at different redshifts are given. The dotted
lines indicate, where the galaxies are located in the diagram.
The amount of observational data for high and intermediate
range redshifts grew rapidly in the last years and, in prin-
ciple, galaxy evolution is now directly accessible through
observations from about one Gyr after the big bang. How-
ever, a consistent picture for the formation of galaxies is
still lacking.
Through the technique of band dropouts many galaxies at
redshifts z > 2 could be detected. In this technique one uses
the fact that the Lyman continuum discontinuity at 912 A˚ –
a feature formed in atmospheres of massive stars as a re-
sult of the hydrogen ionization edge, often referred as Ly-
man break – is shifted out of a given band at a certain red-
shift. E.g. galaxies at z ∼ 3 can be found by searching for
U-band dropouts. These high redshift candidates are after-
wards spectroscopically confirmed, with around ∼ 90% of
U-band dropouts being galaxies around z ∼ 3. The yield
gets worse for B and V band dropouts, sensitive to redshifts
z ∼ 4 and z ∼ 5, where 50% and 20% could be confirmed
respectively (Steidel et al., 1999). With this technique the
number of high redshift galaxies rose to ∼ 1000 and sev-
eral thousand candidates (Steidel et al., 1999). The galaxies
found through this technique are often referred to as Lyman
Break Galaxies (see Giavalisco, 2002, for a review).
Observing galaxies at high redshifts intro-
duces several observational challenges. Following
Abraham & van den Bergh (2002) three effects have
the most impact on high-redshift galaxy observations.
First, the resolution/pixellation effects introduce an error.
Mostly this is a minor source of error, because of the
high resolution of HST and the evolution of the angular
diameter distance at high redshift. However, compared to
local galaxies the typical pixel number is a factor of 100
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Figure 1.3. Galaxy evolution as seen in observations. The focus has been set on possible disk galaxies. The location of the galaxies on
the black line is indicated through the dotted lines.
smaller. The situation will improve when the JWST is in
duty.
Secondly, the band shifting of the rest frame wavelength of
the observations introduces an incertitude to morphologi-
cal investigations. Since the observed galaxies lie at differ-
ent redshifts, the same filter bass-band traces different rest-
frame wavelengths. The for morphological investigations
mostly used F814W filter (approx. I-band) corresponds to
the B-band at the redshift z ' 0.7. Hence the effects of
the so-called morphological k-correction may not be severe
until a redshift of z ' 1, but the uncertainty steadily in-
creases when approaching higher redshifts. Galaxies farther
away are observed in the ultraviolet restframe wavelength.
This poses a problem for the morphological classification,
since studies of nearby galaxies show large morphologi-
cal differences of ultraviolet and optical wavelength (e.g.
Marcum et al., 2001). However, the morphological struc-
tures remain even in HST images done with the Near-
Infrared Camera Multi-Object Spectrometer (NICMOS)
(Dickinson, 2000; Ferguson et al., 2000), which probes the
visual restframe wavelength to much higher redshift. This
implies that the morphological structures seen in the HDF
cannot only be attributed to band-shifting effects at least to
a redshift of z = 3.
Thirdly, the effects of cosmological surface brightness dim-
ming and the evolution of the stellar populations enter the
problem.
It is noteworthy that the determination of the redshifts of
distant galaxies is far from trivial. Resolved spectra are
necessary to conclusively determine the redshift of an ob-
ject. Galaxies can be detected on CCDs to a much fainter
level than can be investigated spectroscopically. The largest
sample of spectroscopically determined redshifts was ob-
tained by Brinchmann et al. (1998) taking HST images
from galaxies, for which the redshifts were known spec-
troscopically from the Canada-France Redshift Survey.
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Another technique is to determine photometric redshifts of
the objects. In this procedure the colors of the galaxy are
used to estimate its redshift. Assumptions of the intrin-
sic spectra have to be made which makes this procedure
a fairly crude estimator (∆z ∼ 0.1) of the real redshifts
(Hogg et al., 1998). An extensive catalogue of photomet-
ric redshifts of the Hubble Deep Field (HDF) is given in
Fernandez-Soto et al. (1999).
Despite the problems concerning the morphology and red-
shift determinations of high redshift objects, some results
are well established. At z ' 1, the bright early and inter-
mediate type galaxies (L > 0.3 L∗) were largely formed
(e.g Brinchmann & Ellis, 2000; Cimatti et al., 2002). It
seems that the bulge-to-disk Hubble sequence is already
in place and only evolved moderately from then to present
(Abraham & Merrifield, 2000; Kajisawa & Yamada, 2001).
The fraction of irregular galaxies rises when observing at
higher z (e.g. Abraham et al., 1996; van den Bergh et al.,
2000), beyond the range that is expected from systematic
miss-classifications. NICMOS observations (Dickinson,
2000; Ferguson et al., 2000) showed that the peculiar mor-
phologies cannot only be attributed to band-shifting effects.
The fraction of late type galaxies in the HDF drops by a
factor of 2 out to z ∼ 1, presumably because many late
type galaxies were classified as peculiar at higher redshifts.
This indicates that especially gas rich systems underwent
an evolution from those redshifts until today. The fraction
of the peculiar or merger classified objects shows a steady
increase with growing redshift. While at z ∼ 0 around 5%
of the galaxies show peculiar or merger morphology, this
fraction increases to 10% at z ∼ 0.4 to 19% at z ∼ 0.7 and
to 30% at z ∼ 1 (Abraham & van den Bergh, 2002).
Additionally it is well established that the fraction of barred
spirals drops beyond z = 0.5 (e.g. Abraham et al., 1999).
van den Bergh et al. (2002) showed that this is not a selec-
tion effect. They shifted a local galaxy sample to higher red-
shifts and concluded that most of the barred galaxies would
still be visible. Thus, the absence of bars at higher redshifts
seems to be real. Another possibility would be that the disks
of barred galaxies at high redshifts are too faint to be de-
tected. Hence, barred galaxies may be misclassified as edge
on systems (Merrifield, 2002).
Unfortunately, a relatively large gap of observations exists
in the redshift range 1 < z < 2, where still only a small
sample of observations is available (Giavalisco, 2002). A
larger sample in this redshift range would by particularly
interesting, because it is thought that the Hubble sequence
is assembled in this epoch (Abraham & Merrifield, 2000;
Kajisawa & Yamada, 2001).
Possibly the peculiar morphologies at the redshift range
1 < z < 3 can be attributed to mergers. Due to the
higher density of the early universe mergers should be
more common than today. However, most objects classi-
fied as mergers in deep HST images are only merger can-
didates and a large-sample statistical analysis of the merger
rate as a function of redshift has not been undertaken so
far (Abraham & van den Bergh, 2001). Although it is very
probable that some objects indeed are mergers, some pecu-
liar systems exhibit properties, like synchronized internal
colors, which are not observed in nearby mergers.
As can be already seen in the collection of objects from the
HDF on the title page of this chapter, there are many knotty
structures and peculiar morphologies visible at high red-
shifts. van den Bergh et al. (1996) give several examples of
galaxies consisting of multiple clumps, or exhibiting very
prominent spiral arms. Cowie et al. (1995) report the ob-
servations of chain galaxies. These are high redshift galax-
ies observed with HST in the Hawaii Survey Fields, with
large major-to-minor axis ratios, knotty structures and very
blue colors. CHS95 suggest that chain galaxies in the red-
shift range 0.5 − 3 have a mass comparable to that of a
present-day galaxy and that they represent a new population
of galaxies. I discuss the chain galaxies and knotty struc-
tures in the context of the model presented here in Chap. 5.
I suggest that these structures represent a fragmented disk,
seen from different viewing angles.
1.3.2. Observations of Local Galaxies
While at high redshifts one can observe single galaxies
in their early evolutionary state, the coarse resolution in
these observations does not allow for detailed determina-
tion of e.g. stellar kinematics, metallicity distribution, etc.
of these objects. But exactly these signatures can be used
to constrain the formation of galaxies, when observed in
local galaxies, and especially in the Milky Way. Because
the oldest stars have ages comparable to high redshift ob-
jects, some signatures at least of the formation process of
the Milky Way are stored in these populations.
The abundance of metals in the stellar atmospheres of low
mass stars reflects the metallicity of the gas, from which
these stars were formed (Tinsley, 1974; Argast et al., 2000).
Through measuring this metallicity either with spectral or
photometric methods, it is possible to obtain informations
about the interstellar medium at the time when this star was
formed. Deriving the ages of the stars allows to trace the
gas metallicity of the respective region over an interval in
time, provided the stars observed were born near this region
of the galaxy. This assumption is mostly justified, since the
stars form a collision-less system.
The metallicity distribution leads to insight about the
star formation history of a galaxy. The different element
pattern in the yields of supernovae of type II (SNII)
(Woosley & Weaver, 1995; Thielemann et al., 1996) and
supernovae of type Ia (SNIa) (Nomoto et al., 1984, 1996)
combined with the longer evolutionary timescale of the
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SNIa allows for the determination of the timescale of the
star formation process. If most of the gas mass is converted
into stars faster than the timescale for SNIa metal feedback,
they will show the typical α-enhancement emerging from
the SNII. Only when the ISM gets enriched by the metal
feedback from the SNIa, the enhancement gets weaker and
can disappear, because SNIa produce large amounts of iron.
Through observing the evolution of [α/Fe] it is possible to
roughly determine the timescale of the enrichment process
of a system or subsystem, and hence to constrain the star
formation history (see Chap. 4).
Another tracer of the formation process of a galaxy is the
kinematics of the stars. Eggen et al. (1962) already used the
kinematical and metallicity signatures of high velocity stars
to infer that the more metal poor stars are located in the
halo which was created in a rapid collapse. Minor merger
events may thicken the galactic disk, whereas a satellite
with enough mass can cause severe damage to the disk
(Huang & Carlberg, 1997) and hence constraints on the past
merger events can be drawn from the kinematics of galactic
discs.
There are several signs that mergers play a role in galaxy
evolution even today. Recent evidence that cannibalism
happens between galaxies was the discovery of the Sagit-
tarius dwarf galaxy (Ibata et al., 1995), currently falling
into the Galaxy. Multiple stellar populations have been de-
tected in the globular cluster ω Cen (Lee et al., 1999). Ad-
ditionally, the retrograde rotation and the very bound or-
bit of ω Cen suggests that it is the remainder of a cap-
tured dwarf galaxy (Freeman & Bland-Hawthorn, 2002).
Also in the halo of M31 a giant stellar stream was identi-
fied (Ferguson et al., 2002). In the data of Edvardsson et al.
(1993) the galactic disk shows an abrupt change in the ver-
tical stellar velocity dispersion at an age of around 10 Gyr,
possibly reflecting disk heating through a minor merger
event, about 10 Gyr ago. However, other processes may
lead to a thickening of the disk like the heating through
transient spiral arms. The launch of GAIA will lead to large
progress in this field (see Freeman & Bland-Hawthorn,
2002).
An example for an ongoing major merger is the famous An-
tennae galaxy. Most of the Ultra Luminous Infrared Galax-
ies (ULIRGs) are mergers (Scoville et al., 2000). In these
major merger the galaxies change their morphology com-
pletely and a previously visible disk structure will presum-
ably be destroyed.
The determination of the star formation history of local
galaxies (Grebel, 2001) is very important for the under-
standing of the formation modes of the different galaxies.
Although the general star formation histories of the differ-
ent Hubble types seem to be understood (Sandage, 1986),
influences of e.g. minor mergers have to be investigated in
detail. Since the new telescopes now allow for the determi-
nation of spectra of single stars in nearby galaxies, metallic-
ity of single stars and also their kinematics will be available
for several nearby systems, which will lead to new insight
into the galaxy formation process.
1.4. Galaxy Evolution Models
Eggen et al. (1962) proposed the first scenario for the evo-
lution of the Galaxy, in which the halo and the bulge
form through a rapid collapse within only 108 years ap-
proximately 1010 years ago. Their results were based on
metallicity and kinematical observations of 221 dwarf stars.
Sandage & Fouts (1987) expanded the sample to over 1100
stars and conclude that the halo formed through a slow
collapse and that the angular momentum of the stars rises
with increasing collapse factor. They also found a thick disk
component which formed after the halo. They attribute the
formation of a thick and thin disk (Gilmore & Wyse, 1986)
to changing dissipation rates during the collapse.
As a cause of the rapid collapse in the simple scenario a
metallicity gradient in the halo is expected. When inves-
tigating the metallicity gradient in globular clusters of the
outer halo, Searle & Zinn (1978) did not find any signif-
icant metallicity gradient. Motivated through these obser-
vations, they propose a more chaotic origin of the galactic
halo, in which the central regions form first. The stars and
clusters in the outer halo are formed in transient regions of
high density, which originate because of late infall of gas.
Hence they proposed that the halo formed through contin-
uous infall of matter, in the context of CDM this could be
e.g. accreted dwarf galaxies.
It is noteworthy that the predictions of the simple galaxy
formation scenarios are not reliable. A collapse model for
galaxy formation does not necessarily produce a metallic-
ity gradient in the halo (Samland et al., 1997). Implement-
ing a two phase model for the ISM shows that outflow
from the central regions can significantly destroy a gradi-
ent emerged during the collapse. On the other hand galaxy
formation through mergers are thought to produce no metal-
licity gradient. But if the more massive clumps move to the
central regions due to mass segregation, these due to their
mass further evolved clumps will show a higher metallic-
ity, hence producing a metallicity gradient. Therefore one
has to be cautious in interpreting the observations with sim-
ple models. This puts forward the need for realistic models
to describe e.g. local stellar metallicity distribution, age-
metallicity relations or abundance gradients.
With closed box models (Tinsley, 1974, 1980) the lo-
cal metallicity distribution, i.e. the G-dwarf problem, or
the age-metallicity relation has been analyzed. Closed box
models assume a perfect mixing of the gas at all times
and that the volume under consideration is not affected
by its environment. These models provide insight on lo-
cal metallicity distributions but cannot account for self-
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consistent description of the galaxy, since they do not in-
clude dynamical effects like spiral arms, super-bubbles, jets
or outflows. However, these models help to understand how
the ISM and the stars affect each other locally. The G-
dwarf problem arisen in closed box models, was further
investigated in open box models, where infall of primor-
dial or processed gas was allowed (e.g. Rana & Wilkinson,
1986; Francois & Matteucci, 1993; Immeli, 1999). A
further development came with the invention of cou-
pled open one zone models, the so-called multi-zone
models (Li & Ikeuchi, 1989; Hensler & Burkert, 1990;
G o¨tz & K o¨ppen, 1992). These models investigate the in-
fluence of an arbitrary mass transfer between the one zone
models.
A further group of models considered the purely dynami-
cal evolution of galaxies (Larson, 1975; Burkert & Hensler,
1988). The purely dynamical models neglect the interac-
tions between the gas phases and the stars and especially the
heating and cooling processes and the evolution is therefore
always determined by the dynamical timescales.
The cosmological models try to account for the forma-
tion of galaxies in the context of the large scale cosmolog-
ical simulations (e.g. Navarro & White, 1994; Steinmetz,
1994; Moore et al., 1998; Jenkins et al., 2001; Klypin et al.,
2001). These simulations follow the evolution of the dark
halos (see Sect. 1.2). On galactic scales these simula-
tions still lack the necessary resolution to describe the pro-
cesses relevant for baryon dissipation and star formation.
With semi-analytical models (e.g. Kauffmann et al., 1993;
Guiderdoni et al., 1998; Cole et al., 2000) the observable
global properties of a large sample of galaxies formed in the
dark halos emerging in cosmological simulations are deter-
mined and compared to observations.
To account for the interactions between the gas phases
and the stars and to be able to describe galaxies self-
consistently, the chemodynamical approach was introduced
(Theis et al., 1992; Samland et al., 1997; Bekki & Shioya,
1998; Berczik, 1999; Samland & Gerhard, 2003) . Chemo-
dynamical models include different stellar populations, a
multi-phase ISM and an interaction network for describ-
ing the mass, momentum and energy transfer between these
phases. These models cannot be done analytically, since it is
impossible to describe a multi-phase ISM and time delayed
mass and energy feedback in an analytical way. Hence nu-
merical models have to be developed and advanced to un-
derstand the processes which are important in the formation
of galaxies.
The chemodynamical models are a powerful tool to investi-
gate galaxy formation. They allow for comparing the young
galaxies to objects at high redshift through direct determi-
nation of the model colors and morphology. On the other
side, detailed kinematical structure and metallicity distri-
bution of the stars are provided and can be compared with
stars in the Milky Way or nearby galaxies.
1.5. Bulge Formation
The properties of bulges are diverse and thus probably their
formation mechanisms. There is an overall trend that small
bulges of late type disk galaxies show similar properties to
their disks, while the large early type bulges tend to be con-
nected to elliptical galaxies (e.g. Carollo et al., 1998; Wyse,
1999). It is not clear when and how the bulges formed. It is
important to note that even if the stars in the bulge are old,
not necessarily the bulge as a morphological component
has to be old. Another point to mention is that there exist
ultra-thin disk galaxies, which exhibit large axial ratios and
do not show a bulge component (Matthews et al., 1999).
Hence bulge formation is not ubiquitous in disk galaxies.
There are several formation scenarios for a galactic bulge
(see Wyse et al., 1997, and references therein). First, the
bulge could have formed out of the halo. Assuming that the
Galaxy is typical, investigations from halo and bulge rota-
tion infer a very similar angular momentum distribution of
these components (Wyse & Gilmore, 1992), contrary to the
disk. This suggests that the bulge formed as the central part
of the halo with significant higher dissipation, like in the
scenario proposed by Eggen et al. (1962).
A second model was proposed by Kauffmann (1996). The
bulges in this model form through the destruction of disks
in mergers. The stars of the destroyed disk build the bulge.
Subsequently the disk has to be rebuilt. This implies that
late type spirals should have older bulges that early types,
since the build up of a large disk needs time in which
the galaxy has to be undisturbed. This is not confirmed
by observations (Wyse, 1999, and references therein) and
this model seems rather oversimplified. Additionally, in a
merger origin of galactic bulges one would expect the angu-
lar momentum of the bulge and the disk being misaligned
or even counter-rotating components should be observed.
This is not consistent with observations, although single
examples exist (e.g. Sarzi et al., 2001), this is not the rule
(Kuijken et al., 1996). Also the high metallicity and the nar-
row age distribution observed in bulges of local galaxies is
not compatible with a merger origin of these objects (Wyse,
1999).
Sofue & Habe (1992) proposed a scenario of bulge forma-
tion, in which a significant amount of bulge stars form
in clouds, which are ejected from a central starburst. De-
pending on the intensity of the central burst bulges with
different sizes are formed. This scenario can explain the
morphology-density relation found by Dressler (1980), in
the sense that the early type galaxies are located in denser
regions, where tidal encounters and mergers are more nu-
merous and can trigger substantial gas inflow to the bulge.
This results in a strong starburst and large-scale outflow
leading to a larger bulge.
A further way of bulge formation would be through
the accretion of stellar satellites (Aguerri et al., 2001;
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Scannapieco & Tissera, 2003). In these models the bulge is
formed through a collision-less accretion of dense satellites
onto disk galaxies. The mass and the profile of the bulge de-
pends on the mass and the orbit of the accreted satellite. In
the context of these models, bulges of late type spirals can
evolve to bulges of early type galaxies through accretion of
a satellite.
The secular evolution of a galactic disk could also lead
to the formation of a galactic bulge. Pfenniger & Norman
(1990) have shown, that a barred potential in a flat disk
can lead to heating of the stellar component in the cen-
ter and a bulge like component in the central part of the
disk is formed. The models of Friedli & Benz (1993) in-
clude a dissipative component which can lead to the de-
struction of the stellar bar producing a bulge component.
In this scenario the gravitational torque induced by the
bar causes an angular momentum redistribution in the gas
phase leading to inflow of gas to the center. This cen-
tral mass accumulation then weakens or destroys the bar
(Norman et al., 1996), possibly leading to a bulge. Espe-
cially for the late type galaxies often containing small ex-
ponential bulges this formation scenario seems probable.
Courteau et al. (1996) find correlations between the disk
and the bulge scale length which they interpret as a sign
of secular evolution of disks. Additionally, measurements
of the colors of the inner disk and the bulge reveal approxi-
mate equality, which also points to a disk bulge connection.
Noguchi (1999) propose a model of a unstable disk, which
forms clumps. These clumps then merge and fall to the cen-
ter, building a massive bulge.
It is one motivation for this work to investigate possible
bulge formation scenarios out of a galactic disk. In the con-
text of the evolution of young disk galaxies I discuss bulge
formation, involving the scenario of a fragmenting galactic
disk and the formation of the bulge through the influence of
a bar (Chap. 4). I focus on the observable properties these
two formation paths exhibit and also on the time in galactic
evolution, when these path may happen.
1.6. Units and Constants
In the present model, I use galactic units. Masses are mea-
sured in solar masses M, the length scale is pc and time is
given in Myr. Conversions to SI units are
1 M = 1.989 · 1030kg
1 pc = 3.086 · 1016m
1 Myr = 3.156 · 1013s
The cosmological relations needed to calculate e.g. length
scales at given redshifts are taken from Hogg (1999), where
a nice compilation of the important relations is available.
The cosmological parameters used in the model are col-
lected in Tab. 1.1.
Matter density ΩM = 0.3
Baryon fraction Ωb = 0.05
Dark energy ΩΛ = 0.7
Hubble constant H = 70 kms−1Mpc−1
Table 1.1. Cosmological parameters used in the model.
1.7. Outline of the Thesis
After the introduction given in this chapter, the chemody-
namical model is described in Chap. 2. Chap. 3 deals with
numerical methods. The scientific results are presented in
Chap. 4, Chap. 5, and Chap. 6:
• In Chap. 4 I investigate the influence of the cloud dis-
sipation process on the evolution of a galactic disk. I
discuss disk stability in the context of the Toomre Q
parameter and follow the two bulge formation paths I
obtained in the model sequence used for this investiga-
tion.
Reference: Immeli, A., Samland, M., Gerhard, O.,
Westera, P. 2003, A&A accepted
• In Chap. 5 the model of a fragmented disk, calculated
at high resolution, is compared to observations of high
redshift objects. I show that several observations at high
redshift, like prominent spiral arms, systems consisting
of multiple clumps and chain galaxies can be under-
stood in the context of a fragmented disk.
Reference: Immeli, A., Samland, M., Gerhard, O.,
Westera, P. 2003, ApJL submitted
• Chap. 6 discusses the structure of supernova driven gas
flows. I focus on the influence of a thin and extended
ISM disk on the wind structure. This chapter is part of
a publication, which is in preparation.
Since those chapters will be published independently, they
also contain a short description of the model.
A summary and an outlook of possible future scientific
projects is given in Chap. 7. The derivation of the dynam-
ical equations is given in Appendix A. Appendix B deals
with some issues concerning high performance computing
and an overview over the symbols used throughout the the-
sis can be found in the Appendix C.
2The Chemodynamical Model
Different aspects of the evolution of galaxies include dynamical, involving diffuse material (“gas”, which will be un-
derstood to include dust), stars and dark matter; thermal (mainly affecting the gas); photometric + spectropho-
tometric (involving stars and gas); and so-called galactic chemical evolution which is not really about chemistry
(an important topic in its own right) but concerns the origin and distribution of nuclear species (loosely referred to as
elements) in stars and gas.
Pagel (1997)
This chapter addresses the chemodynamical model, which I applied to simulate the formation and evolution of young disk
galaxies. The model consists of a fully three dimensional description of the dynamics of the stars and a two-phase ISM
as well as interactions between the two gas phases and the stars. The stars and the two gas phases are embedded in a dark
matter halo. The information naturally provided by the chemodynamical evolution code can be used to calculate colors
(e.g. UBVK or HST) including absorption. This enables a direct comparison of the model with observations independent
of further assumptions. The model presented here is based on the code CoDEx (Samland et al., 1997; Samland & Gerhard,
2003).
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2.1. Overview
A galaxy can be described as a coupled star-gas system. The
stars and the phases of the interstellar medium are dynam-
ically distinct components, however, coupled by various
mass, momentum and energy exchange processes. Fig. 2.1
gives an overview of the different components and the in-
teraction network implemented in the present model.
Although there exists a large diversity of stars in real galax-
ies, a division into three main groups is possible. This di-
vision is based on the influence the stars of different mass
have on the evolution of the galaxy. The high mass stars ex-
plode at the end of their life as supernovae and inject large
amounts of energy and chemically enriched material into
the interstellar medium. The intermediate mass stars ac-
count for two thirds of the mass return, but with an energy
feedback that is negligible compared to the supernovae,
whereas the mass in the low mass stars is never given back
to the gas phases, because they stay on the main sequence
for more than a Hubble time.
The space between the stars is filled with gas. The model
distinguishes a cold gas phase, called the cloudy medium,
and a hot gas phase, the intercloud medium. The cloudy
medium consists of clouds which are embedded in a warm
medium. The transition between the cloudy and the gaseous
phase is smooth.
In addition, the stars and the gas phases are embedded in a
dark halo, which in this model is assumed to be static.
Galactic evolution is closely linked to several interaction
processes (Fig. 2.1). Due to computational limits, it is not
possible to account for all processes acting from atomic
to galactic scales. One therefore has to reduce to the fun-
damental processes, which determine the galactic evolu-
tion. Such processes are star formation, mass- and energy-
feedback from stars, evaporation and condensation between
the hot and cold gas phase, radiation cooling and dissipa-
tion.
2.2. The Interstellar Medium
The interstellar medium (ISM) plays an important role in
the evolution of galaxies. The composition of the ISM is
very complex. Depending on the density and radiation field,
the ISM consists of ionized, atomic and molecular gas, and
dust grains. Those are interacting through diverse physical
as well as chemical processes. Observations reveal a highly
inhomogeneous ISM, in which most of the mass is concen-
trated in dense cold clouds which are embedded in a hot
intercloud gas. Field et al. (1969) showed that at the ob-
served pressure range the cold neutral HI clouds can co-
exist with warm intercloud gas. McKee & Ostriker (1977)
argued that these two phases are embedded in a hot inter-
cloud medium, which covers a large volume and which is
heated through supernovae explosions. Guided by the prin-
ciple that all components must coexist in rough pressure
equilibrium (Spitzer, 1956), they proposed a model for the
ISM illustrated in Fig.2.2, in which the ISM consists of
three phases:
• The cold neutral medium has a temperature of around
80 K and a high number density n ' 100 cm−3. Most
of the gaseous mass in a galaxy is in form of dense
clouds, which are the sites of star formation.
• The warm medium, which is available in both, neutral
and ionized form, has a temperature of around 8000 K.
This medium forms the envelope of the dense cloud
cores and is dynamically bound to them.
• The cold neutral medium and the warm medium are
embedded in the hot low-density intercloud medium
(ICM), which has temperatures of around 106 K and
number densities of n ' 10−3 cm−3.
Figure 2.2. The gas phases as described in the three component
model of McKee & Ostriker (1977). The clouds of the cold neu-
tral medium (black) surrounded by a warm envelope (red), are em-
bedded in the hot intercloud medium (orange). The smooth transi-
tion from the warm medium to the intercloud medium is indicated
through the color gradient.
In this description the cold neutral medium and the warm
medium are dynamically coupled, since the warm envelope
follows its cold cloud core. Hence the dynamics of the ISM
can be described by two dynamically distinct gas phases.
Beside the ICM, the second phase is the cloudy medium
(CM), which is the combination of the cold and the warm
phase.
There have been several investigations to identify properties
of the cloudy medium. Elmegreen (1989) derived a mass-
radius relation for single clouds, which is given through
Mcloud
R2cloud
= 190
√
P˜ (2.1)
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Figure 2.1. Components and interaction network of the model. Explanations are given in the text.
Mcloud is the mass of a single cloud and Rcloud its radius.
P˜ := (Picm/k)/10
4 is the pressure of the surrounding ICM
given in units of K/cm3. Hence the clouds shrink if the
ICM pressure is increased. Exploration of the cloud mass
distribution revealed a cloud mass spectrum, which follows
a potential law, although the spectral index varies between
investigations from giant molecular clouds to cloud cores.
dN(m) ∝ m−(1+β)dm (2.2)
where β ∈ [0.5, 1.5] (Sanders et al., 1985; Motte et al.,
1998; Testi & Sargent, 1998). It is worthwhile to note that
the details of the mass function manifest themselves only in
the efficiencies of certain processes, as is explained below.
Recent observations put forward the idea of a filamen-
tary or sheet like structure of the cloudy medium. Sev-
eral models of the cloudy medium use spherical clouds
(McKee & Ostriker, 1977; Larson, 1969), hence implicitly
assuming that the large scale filaments break up into ap-
proximately spherical clouds on small scales. This is also
assumed in the present model. To date, the topology of the
cloudy medium is under discussion.
The cloudy medium and the stars are embedded in the
hot intercloud medium. In the three phase model of
McKee & Ostriker (1977) the high temperatures of the ICM
are maintained through recurring energy input of supernova
explosions. This energy input is also responsible for the low
density and large filling factor of the ICM. The high sound
speed of the ICM effectuates that large fluctuations in the
density structure are diminished comparably fast. The short
timescale for collisions between electrons and ions assures
that no anisotropic pressure can be built up in the ICM .
The three phase model is just a simplified description of the
ISM in real galaxies. However, it is accurate enough to de-
scribe the ISM in the context of chemodynamical evolution
of galaxies. For a discussion of the strong and weak points
of this description the reader is referred to McKee (1990).
2.2.1. Dynamics of the ISM
The main difference in the dynamical description of the two
gas phases lies in the fact that the particles of the cloudy
medium are the clouds themselves, whereas the particles of
the intercloud medium are the electrons and ions. Never-
theless, they can be characterized by the same equations.
The dynamical evolution of both gas phases is described
through the Euler equations, which are derivated in the ap-
pendix (App. A.1.).
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The Euler equations are
• Continuity equation
Dρ
Dt
+ ρ~∇~u = 0 (2.3)
The continuity equation states that mass cannot be
created or destroyed. The mass in a given volume can
only change through the flow through the volume’s
surface.
• Equations of motion
ρ
D~u
Dt
= −ρ~∇Φ− ~∇P (2.4)
The local momentum density changes either through
the flux through the surface of the volume or through
gravitational or pressure gradients.
• Internal energy equation
ρ
D
Dt
(

ρ
) = −P ~∇~u (2.5)
Internal energy can be increased or decreased in regions
of compression or expansion, where the divergence of
the velocity is non-vanishing. Additionally, it can be al-
tered through the flux through the surface of the vol-
ume.
In the above equations ρ is the density, ~u the bulk velocity,
P the pressure, and  the inner energy density of the respec-
tive gas phase. Since the gravitational potential Φ is directly
related to the total density field (see Sect. 2.5), there are 4
free variables in the 3 equations above. The last degree of
freedom can be eliminated by connecting the pressure P to
the inner energy density  by means of the equation of state
P = (γ − 1) (2.6)
The set of the Euler equations is now complete and can be
solved for the density ρ, momentum density ρ~u and energy
density  at any location in the simulated volume for given
initial conditions. The detailed procedure of solving these
equations is given in Sect. 3.2.
2.2.2. Cooling of the ISM
a. Radiation Cooling of the Intercloud Medium
The rate at which a plasma cools is a fundamental parame-
ter in many astrophysical problems, as well as in chemody-
namical evolution of galaxies. A partly ionized gas cools
through the conversion of kinetic energy into radiation
by collisions between electrons, neutral and ionized con-
stituents. At high temperatures electron impact excitations
act on electronic levels whereas at low temperatures fine
structure levels are excited. In a completely ionized gas
bremsstrahlung is the main cooling process. The efficiency
of cooling is a function of the composition of the gas,
since the more transitions are available the more probable is
the excitation with subsequent radiation emission. The gas
must be optically thin to the emitted photons for cooling to
be effective. Beside the metallicity dependence of the cool-
ing mechanism obviously the temperature of the gas, repre-
senting the kinetic energy of the particles, and the density,
influencing the number of collisions, play an important role.
In the present model a grid of metallicity dependent cooling
functions for the collisional ionization equilibrium is used
(Sutherland & Dopita, 1993). Beside electron collision ion-
ization, processes like photoionization, charge transfer re-
actions, radiative and dielectronic recombination, line radi-
ation processes and continuum radiation are included to cal-
culate the energy loss of the hot gas. In Fig. 2.3 the principal
cooling species are given for a gas with solar abundances.
Figure 2.3. The contributions of the cooling processes (from
Sutherland & Dopita, 1993): Hydrogen ionization dominates at
temperatures around log(T ) = 4.2, resonance lines dominate
cooling over a large range from log(T ) = 4.5 to log(T ) = 7
and above log(T ) = 7 bremsstrahlung is the main cooling source.
Sutherland & Dopita (1993) calculated the grid of cooling
functions Λ(Z, T ) for several temperatures and metallici-
ties (Fig. 2.4). The cooling is calculated for a homogeneous
gas in thermal equilibrium. In the model I use these func-
tions to interpolate the cooling rate for any given value of
Z and T .
Because cooling is dominated by collisions between the
particles, the cooling rate scales with the density squared.
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Therefore the energy change is given by
∂icm
∂t
= cradρ
2
icmΛ(Ticm, Zicm) (2.7)
crad is an efficiency parameter which is 1 for a homoge-
neous and constant density gas and it can be as high as
10 for strong density fluctuations ( Borkowski et al., 1990).
Following McKee & Ostriker (1977) the enhancement fac-
tor is in the range crad ∈ [2.3, 10]. The cooling enhance-
ment in the present model is chosen to be crad = 5.
Figure 2.4. Cooling function of the hot gas for different metallic-
ities. Higher metallicities enhance the cooling rate because of the
higher number of available transitions at collisions.
b. Dissipation Cooling of the Cloudy Medium
In the present picture the cloudy medium is described as a
hydrodynamical fluid in which the particles are the clouds
themselves. Therefore cooling of the cloudy medium does
not take place on atomic scales, but the cloudy medium
loses energy through inelastic collisions between single
clouds. The energy loss of identical spherical clouds with
an isotropic velocity distribution and completely inelastic
collisions, can be described through (Larson, 1969)
∂ρcmσ
2
cm
∂t
= −ccoll · 8
√
pi
3
R2cloud
Mcloud
· ρ2cmσ3cm (2.8)
Rcloud denotes the radius of a single cloud and Mcloud its
mass. Using the mass-radius relation for clouds (Eq. 2.1)
leads to
∂cm
∂t
= −ccoll · 8
√
pi(γ − 1)
3 · 190 P˜
−1/2 · ρ1/2cm 3/2cm (2.9)
where ρcmσ2cm was converted to a inner energy through the
use of the equation of state Pcm = (γ − 1)cm and the
relation Pcm = ρcmσ2cm (Eq. A.24). ccoll is an efficiency
parameter, the value of which is unfortunately very uncer-
tain, because effects like magnetic fields and self-gravity
can significantly change the cloud cross section and cloud
structure. Samland & Gerhard (2003) found that ccoll is the
most uncertain parameter in the chemodynamical descrip-
tion, which is also applied in the present model. In Chap. 4,
I discuss simulations using different ccoll.
c. Dynamical Cooling and Heating of the ISM
The compression and expansion of the ISM can also con-
tribute significantly to its local heating or cooling (Eq. 2.5).
Dependent on the dynamical state of the system, dynamical
cooling and heating can become very important. However,
mostly the energy budget of the ISM is determined by the
interactions.
2.2.3. Evaporation and Condensation
In Fig. 2.5 an HST observation of the Eagle Nebula M16
is shown. Energy released from the young massive stars
causes the evaporation of gas from globules into the ICM.
Figure 2.5. Evaporation gaseous globules in the Eagle Nebula
M16.
In the ISM model applied here, the clouds are embedded in
the hot gas of temperature Ticm (see Fig. 2.2) and through
evaporation and condensation mass, momentum and inner
energy can be exchanged between the CM and the ICM.
Contrary to the stars, the clouds are not well defined ob-
jects with a clear boundary, but the density and tempera-
ture structure effectuates a transition zone between clouds
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and ICM. The exchange takes place in this transition zone.
The mixing of material between the two gas phases plays
an important role in the evolution of the ISM since it tends
to homogenize the two phases. In addition, heavy elements
produced by supernovae initially returned to the ICM can
enter the cloudy medium through condensation of the hot
gas.
Evaporation and condensation are described accord-
ing to the model of McKee & Begelman (1990) and
Begelman & McKee (1990). There exist three length
scales, which are important in the description of evapora-
tion and condensation. The ratio of the three length scales
determines, in which regime of evaporation or condensa-
tion the clouds are. The cloud radius Rcloud enters as a first
length scale into the model.
Conduction suppresses thermal instabilities for wavelength
shorter than a critical value, the Field length λF. The Field
length is the length scale at which the cooling or heat-
ing is comparable to the energy exchange by thermal con-
duction. Hence λF is the maximum range, where ther-
mal conduction can by effective and the temperature struc-
ture in clouds with radii smaller than the Field length
(Rcloud  λF) is dominated by conduction. The temper-
ature structure of clouds with radii larger than the Field
length Rcloud  λF is therefore determined by external
heating and radiative cooling. Without going into details of
the derivation, the Field length is numerically given through
(McKee & Begelman, 1990)
λF = 53.35
√
φc · T
7/4
6√
ρ2icmΛ(Z, T )
[pc]
where for the coefficient of thermal conduction the value of
κ ' 5.6 · 10−7T 5/2 ergs−1K−1cm−1 (Draine & Giuliani,
1984) was used. Additionally the electron-temperature is
assumed to be equal to the ion temperature and the units of
the cooling rate were converted to galactic units (Sect. 1.6).
Λ(Z, T ) is the cooling function (Eq. 2.7). The Field length
is calculated from the physical conditions of the hot com-
ponent. The physical meaning is that the cold component
evaporates on scales smaller than the Field length, where
the thermal structure is dominated by conduction. On the
other hand, if the cloud is larger than the field length its
structure is dominated by cooling and it can gain matter
through condensation of the hot component.
Assuming energy equipartition in the ICM, the effective
mean free path for electron energy exchange λk is given
through (McKee & Begelman, 1990)
λk = 6.81 · 10−5φc T
2
6
ρicm
[pc]
where T6 := Ticm · 10−6 and φc ∈ [0, 1] was introduced to
account for the effect magnetic fields have on λk. The ratio
of λk and Rcloud determines whether there is classical or
saturated evaporation (see below). For a cooling function
of typical astrophysical fluids (log(Λ) ≈ 7, Fig. 2.4) one
finds λF  λk.
a. Evaporation
Two cases of evaporation are distinguished depending on
the ratio of the cloud radius and the effective free path for
electron energy exchange. Without going into details the
evaporation rates for the two cases are given below.
In the case where Rcloud > λk one speaks of classical evap-
oration, since in this range the classical description for the
heat flux equal to −κ∆T can be applied. The numerical
values for evaporation are given by Cowie et al. (1981). For
classical evaporation
m˙ = −2.75 · 104φcT 5/2Rcloud
[ g
s cloud
]
= −3.17 · 10−2φcP˜−1/4T 5/26 M1/2cloud
[
M
Myr cloud
]
where the mass-radius relation for clouds (Eq. 2.1) was
used.
If λk is comparable to the cloud radius, the heat flux can
no longer be described through −κ∆T . A detailed inves-
tigation of the saturated evaporation lead to the numerical
expression (Cowie & McKee, 1977; Cowie et al., 1981)
m˙ = −3.75 · 104φcT 5/2
(
λk
Rcloud
)−5/8
Rcloud
[ g
s cloud
]
= −0.222φcP˜−3/32λk−5/8T 5/26 M3/16cloud
[
M
Myr cloud
]
where again Eq. 2.1 was used. Samland (1994) showed that
the influence of φc is negligible. Since magnetic fields are
not included elsewhere in the model, their effects are also
neglected here and hence φc = 1.
The above evaporation rates are given per cloud. To get the
total evaporation rate, one has to integrate m˙ over the cloud
mass spectrum (Eq. 2.2). Hence with Mλ and MF being the
corresponding mass to λk and λF (Eq. 2.1) one gets
m˙evap =
∫ Mλ
Mlower
m˙satN(m)dm +
∫ MF
Mλ
m˙claN(m)dm
(2.10)
Instead of evaluating this integral, a simpler parameteriza-
tion is used in the model. The evaporation rate is set to be
equal to
ρ˙evap = cevapρcmT
5/2P˜−1/4 (2.11)
All the uncertainties arising e.g. from the cloud mass spec-
trum or the geometry of the clouds are combined in the
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constant cevap. Inserting typical quantities for a cloud mass
spectrum β = 0.7, Mlower = 103 M and Mupper =
107 M, one can calculate cevap for different densities
and temperatures using Eq. 2.10 as is shown in Fig. 2.6.
Note that over the whole parameter range the value of cevap
changes only by one order of magnitude.
In the model I use cevap = 2.2 ·10−19. This value is consis-
tent with the one used by Samland & Gerhard (2003), who
showed that variations of about a factor of 10 have only
minor impact on the galactic evolution. The insensitivity of
Figure 2.6. Values of cevap · 1019 for densities and temperatures
typical for the ICM. The blue line indicates the value used in the
model.
the model to the evaporation rate is one manifestation of the
self-regulating character of the model (see Sect. 2.6).
b. Condensation and Cloud Formation
Condensation happens if the cloud radius exceeds the Field
length. In this case cooling dominates the temperature
structure of the clouds and hence the cloud can gain mass
by condensation. According to McKee & Begelman (1990)
the cooling time of the ICM and the timescale for conden-
sation are of the same order.
Additionally, clouds can form through thermal instabilities
from the hot gas phase. Following Elmegreen (1989b) the
contraction and collapse of clumpy structures occur also
on the cooling timescale. Therefore condensation and cloud
formation can be described through
ρ˙cond = ccond
ρicm
τcool
The upper limit of ccond is 1, since the gas must cool be-
fore it can condensate or form clouds. Samland & Gerhard
(2003) pointed out that when choosing ccond < 0.3 the hot
gas phase can cool below 104 K before condensation and
cloud formation are efficient. This is in contradiction to the
two-phase ISM description assumed in the present model,
in which the hot gas (T  104 K) is in pressure equilibrium
with the cloudy medium (T < 104 K). Samland & Gerhard
(2003) use a value of ccond = 0.5, consistent with the ap-
proximation given by Elmegreen (1989b), which prevents
the hot phase from reaching temperatures significantly be-
low 105 K, and guarantees a stable hot gas phase.
2.3. The Stars
Stars are the fundamental building blocks of galaxies. In
general, the stars in a galaxy differ in their intrinsic proper-
ties, like mass, chemical composition, age and evolutionary
stage. They are very important for the evolution of a galaxy,
since they contribute to a large part to the energy budget of
a galaxy, and their mass return is responsible for the enrich-
ment of the interstellar medium with heavy elements.
2.3.1. Dynamics of the Stars
A typical disk galaxy like the Milky Way hosts around 1011
stars. Since stars can be treated as point masses, the dy-
namical description of a star is in principle already known
from classical mechanics. But due to the large number of
the stars, it is far beyond the computational capabilities of
even the fastest computation facilities to calculate the or-
bit of each star individually. To circumvent this problem,
each stellar particle in the present model represents a sin-
gle stellar population (SSP) with typical masses around a
few 105 M. The detailed description follows later in this
section. This procedure reduces the number of particles to
a few 100’000. The orbits of the stellar particles are deter-
mined by their initial conditions, which are given by the dy-
namics of the cloudy medium at their formation time, and
the evolution of the galactic gravitational potential. The de-
tailed implementation of the dynamical description of the
stellar particles is given in Sect. 3.5.
Another possibility to treat the dynamics of the stars is a
statistical approach (Samland, 1994; Samland et al., 1997)
analogously to the dynamics of the cloudy medium (see
App. A.3.). However, such a description has the disadvan-
tage that stellar systems cannot interpenetrate each other.
Additionally, the metallicities of the stellar populations are
averaged in such a way that a metal poor and a metal rich
population result in a population with intermediate metal-
licity, which makes it difficult to directly compare the stellar
metallicity distribution obtained in such a model to obser-
vations.
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2.3.2. Star Formation
Figure 2.7. Over 200 newly formed stars were recently born in
NGC 604, an expansive cloud of interstellar gas and dust in M33.
Image 2.7 shows a typical star forming region. NGC 604 is
an expansive cloud lying in the disk of M33. Young stars
form in the center. The complex interplay between the dif-
ferent processes in molecular clouds, like e.g self-gravity,
turbulence, magnetic fields as well as atomic and molecu-
lar processes, is not understood in full detail. Hence there
is no theory, which can exactly describe the process of star
formation.
a. Star Formation Rate
Fortunately, for the purpose of galactic evolution, the exact
mechanism of the formation of single stars is not so impor-
tant. One needs a quantitative description of star formation
on large scales. There is evidence that star formation on
large scales is dependent on the gas surface density Σgas to
an exponent α (Schmidt, 1959; Buat et al., 1989).
Σsfr = csf · Σαgas (2.12)
where α ∈ [1, 2]. Although star forming galaxies show a
large diversity in physical conditions and present star for-
mation rate (SFR), the gas surface density Σgas and the star
formation surface density Σsfr fit on a common power law
over 5 to 6 orders of magnitude (Kennicutt, 1998):
Σsfr = (2.5± 0.7) · 10−4
(
Σgas
Mpc2
)1.4±0.15
M
yr kpc2
(2.13)
The error in the slope in Eq. 2.13 is dominated by the uncer-
tainties of the SFR determination as well as the uncertain-
ties in CO-derived gas surface densities. This tight relation
Figure 2.8. Star formation surface density against gas surface den-
sity for normal disks and starburst galaxies (Kennicutt, 1998). The
green squares show the results from one of the disk galaxy models.
shows that a simple Schmidt law provides a good empirical
parameterization of the SFR and suggests that the gas den-
sity is the primary determinant of the SFR on large scales.
Furthermore Eq. 2.13 states that there seems to be a more or
less constant star formation efficiency on large scales. This
allows the determination of csf in Eq. 2.12. In Fig. 2.8 the
observational data from Kennicutt (1998) together with the
fitted power law and the model data is shown.
There exist various theoretical models, which produce a
Schmidt law with α ∈ [1, 2] (Kennicutt, 1998, and ref-
erences therein). For a self-gravitating disk, a large-scale
Schmidt law with index α ' 1.5 would be expected, if
the SFR scales as the ratio of gas density to the free fall
timescale (∝ ρ0.5cm) and the average gas scale height is
roughly constant (Σ ∝ ρcm) (Elmegreen, 1994; Larson,
1992). It is noteworthy that the SFR per unit area corre-
lates with the total gas surface density, but not with the
surface density of molecular gas alone (Kennicutt, 1989;
Buat et al., 1989).
In the present model, a star formation law
˙ρsf = csfρ
3/2 (2.14)
is applied. To fit the data in Fig. 2.8, the constant is set to
csf = 0.01 pc
3/2M
−1/2Myr−1.
b. Initial Mass Function
The star formation law (Eq. 2.14) describes the amount of
material converted into stars. To characterize the process of
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star formation one additionally needs to know the mass dis-
tribution of a newly formed stellar population. This is spec-
ified by the initial mass function (IMF). Since a star’s mass
determines its lifetime, its luminosity and its contribution
to the enrichment of the interstellar medium with heavy el-
ements, the photometric and chemical evolution of a galaxy
are sensitive to the IMF. Because of the complexity of the
star formation process it is not possible at the moment to
derive an IMF from first principles, but different theoret-
ical approaches exist, as is nicely reviewed by Elmegreen
(2001).
Salpeter (1955) observed in his pioneering work the lu-
minosity distribution for the field stars in the solar neigh-
borhood and converted this into a mass distribution, using
an adopted mass-luminosity relation. The mass distribution
was then corrected for the stars which have died during the
disk evolution leading to an initial mass function with a
simple parameterization
dn(m) = cimf ·m−(1+x)dm (2.15)
The number distribution n(m) of new born stars follows
a potential law. x is often referred to as the slope of the
IMF and takes the value of x = 1.35 over a large range of
observed masses. The constant of the IMF cimf is directly
linked to the total mass Mi converted into stars in a star
formation event through
cimf =
Mi∫Mu
Ml
n(m)mdm
=
(−x + 1)Mi
M−x+1u −M−x+1l (2.16)
The slope inferred from local field stars is subject to sig-
nificant uncertainty, because it depends on assumed stel-
lar lifetimes and evolutionary history of the local galactic
disk. Many attempts have been undertaken to measure the
IMF in individual star clusters in our Galaxy as well as in
the Magellanic clouds, because in a stellar cluster one deals
with a single stellar population. However, the extraction of
the faint cluster members is very difficult because of con-
tamination with background galactic field stars. Addition-
ally, clusters tend to loose single low-mass stars as a re-
sult of mass segregation and star-star encounters. A further
bias enters from binary stars, since unresolved binaries are
brighter than single stars (Kroupa, 2002). Hence, the deter-
mination of the IMF from stellar clusters is not more accu-
rate than the one from the solar neighborhood stars. The re-
sults obtained are generally consistent with a Salpeter IMF
(Larson, 1999, and references therein), at least in the mass
range from 1 to 30 M.
On a first view, one would expect the initial mass function
to vary under different star-forming conditions. However,
there is little evidence for large systematic variations in the
IMF among star forming galaxies (Scalo, 1986) and Kroupa
(2002) concludes that the IMF is surprisingly uniform in
variable systems. Hence, the assumption of a universal and
time independent IMF is justified.
The slope of the IMF over the mass range 1 M − 30 M
can be constrained using Hα equivalent widths and broad-
band colors of galaxies showing good consistency with a
Salpeter IMF in disk galaxies (Kennicutt, 1994). The slope
of the IMF for stars with masses below one solar mass is
much more uncertain. In Fig. 2.9 different IMFs are shown.
The largest differences exist in the range of the low mass
stars, where some authors claim a flattening of the IMF. The
Kennicutt 1983
Scalo 1998
Miller & Scalo 1979
Carigi 1999
Kroupa 2001
Salpeter 1955
Figure 2.9. Compilation of different IMFs measured from the so-
lar neighborhood (Salpeter, 1955; Miller & Scalo, 1979; Scalo,
1986, 1998), spiral galaxies (Kennicutt, 1983), and for irregular
galaxies (Carigi et al., 1999). The number distribution for a sin-
gle stellar population with M = 106 M and Ml = 0.1 and
Mu = 50 is given.
exact value of x for low mass stars as well as lower mass
cut of the IMF affects galactic evolution mainly through the
fraction of the lock-up mass, which determines the gas con-
sumption time. The low mass stars play a secondary role in
galactic evolution. Because of their long lifetime there is no
energy or mass feedback to the ISM and they influence the
galaxy only through their contribution to the gravitational
potential.
In the present model a time independent Salpeter-IMF is
used, with an upper mass limit Mu = 50 M and a lower
mass limit of Ml = 0.8 M. The stars with masses lower
than 0.8 M as well as the planets and brown dwarfs are
described by the lock-up mass fraction, which in this model
is 60%. With these assumptions, 10% of the mass con-
verted into stars in a star formation event goes into stars
with masses larger than 10 M. But only two stars out of
1000 lie in the mass range of the high mass stars.
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2.3.3. Stellar Lifetimes
It is well known that the evolution and the lifetime of a star
depends on its mass. Whereas the massive stars burn their
fuel very fast due to the high pressure and temperature in
their core needed to counterbalance gravity, the low mass
stars can live longer than a Hubble time. Secondly, the life-
time of a star depends on its metallicity, because heavy ele-
ments can create strong absorption in the atmosphere of low
mass stars and therefore the energy loss and consequently
the energy production of metal rich stars is lower resulting
in a longer lifetime of metal rich low mass stars. Metal-
licity effects can cause differences in the lifetime of low
mass stars of around a factor of 2. The stellar lifetime in the
model is mass and metallicity dependent only and effects
from stellar rotation (Meynet & Maeder, 1998) or star-star
interactions are neglected.
In the context of the present model the lifetime of a star is
defined by the time between the event of star formation and
the time when the star becomes a stellar remnant. In the case
of a high mass star the latter is defined by the supernova
explosion and for intermediate mass stars by the ejection of
the shell into the ISM. In other words, the stellar lifetime is
the interval between gas conversion to stars and the inverse
process of mass return.
To derive a mass-lifetime relation a metallicity and age de-
pendent function of the form
log(t) = a(Z) log(M)2 + b(Z) log(M) + c(Z) (2.17)
is fitted to the data of Maeder & Meynet (1989). After solv-
ing the quadratic equation for log(M), this is equivalent to
M = 10
−b(Z)−
√
b(Z)2−4a(Z)(c(Z)−log(t))
2a(Z) (2.18)
Data are available for 5 different metallicities (Fig. 2.10).
For each metallicity a function of the form 2.17 is fitted
to the data. The coefficients a(Z), b(Z) and c(Z) are then
linearly fitted
a(Z) = a0 + a1 · Z
b(Z) = b0 + b1 · Z
c(Z) = c0 + c1 · Z
and therefore the mass-lifetime relation becomes
M(t, Z) = 10
−(b0+b1Z)−
√
(b0+b1Z)
2
−4(a0+a1Z)((c0+c1Z)−log(t))
2(a0+a1Z)
(2.19)
with the numerical values
a0 = 3.79 a1 = 0.24
b0 = 3.10 b1 = 0.35
c0 = 0.74 c1 = 0.11
Figure 2.10. Mass lifetime relation for different metallicities. The
data points (crosses) and fitted functions (solid lines) are shown.
2.3.4. Mass Return Rate
A stellar particle characterizes the evolution of a single stel-
lar population of mass Mi. A SSP with mass Mi returns in
the time interval dt the mass
Mret(t)dt = cimf
∫ M(t+dt,Z)
M(t,Z)
n(m)(m−mrem(m))dm
(2.20)
where M(t, Z) and M(t + dt, Z) are the masses of the
stars that die at the time t and t + dt after formation of
the SSP respectively, given through the mass-lifetime re-
lation (Eq. 2.19). Note that all stars of a population have
the same metallicity Z, which is given here only for com-
pleteness. The constant cimf is linked to the total mass of
the population as described in Eq. 2.16. mrem is the mass
that remains in the stellar remnant. For stars with masses
higher 10 M a constant remnant mass of 2 M is as-
sumed (Woosley & Weaver, 1995) and for the intermedi-
ate mass stars a white dwarf mass of 0.6 M is applied
(Weidemann & Koester, 1983).
Fig. 2.11 shows the evolution of the mass return rate as well
as the accumulated returned mass of an SSP as a function
of time. A single stellar population can return about 30%
of its initial mass to the ISM with a Hubble time. After
2 Gyr around 25% of the initial mass is given back to the
ISM. This material can form new stars. This means that af-
ter three generations of stars, 97% of the mass is in stars
and is not given back to the ISM any more. Due to the re-
processing of the material, the integrated star formation rate
can reach higher values than the total baryonic mass. The
maximum cumulated star formation rate is about a factor of
1.4 times the total baryonic mass of a galaxy.
Depending on its mass a star follows a completely differ-
ent evolution. The detailed evolutionary processes can be
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Figure 2.11. Returned mass of a single stellar population (top)
and mass return rate (bottom) of a SSP with Mi = 106 M with
Z = Z (red line) and Z = 0.1Z (blue line).
found in standard textbooks (e.g. Karttunen et al., 2000;
Kippenhahn & Weigert, 1990). In the description of this
model, the stars are divided in three groups corresponding
to the different impact of the stars on galactic evolution.
Nevertheless, their dynamical evolution is described identi-
cally, because the whole single stellar population is repre-
sented by the same stellar particle.
2.3.5. High Mass Stars (M > 10 M)
After the main sequence, high mass stars can ignite differ-
ent burning stages. The ignition of helium in the core leads
to the build up of a carbon-oxygen core. Hydrogen burning
now takes place in a shell around the core. Subsequently,
different ashes are ignited with the consequence that the
prior burning stage is ousted into a shell. The shells of ear-
lier burning stages move outwards and in the end the star
reaches a structure similar to an onion skin, where the heav-
ier elements are burned in the inner parts. In the end silicon
burning leads to a central iron core. When the growing iron
core collapses under self-gravity, large amounts of energy
are set free which lead to explosive shell burning and to an
ejection of material with high kinetic energy. The star ex-
plodes in a core collapse supernovae or supernovae of type
II (SNII) leaving a neutron star or black hole as a stellar
remnant. In Fig. 2.12 the Crab Nebula, a core collapse su-
pernovae remnant, is shown. The neutron star was found in
the center of the nebula. Through the supernova explosion
enriched material is injected into the hot gas phase and ap-
proximately 1051 erg of thermal energy is released. Both
Figure 2.12. The Crab Nebula is a supernova remnant from a
SN explosion happened around 1000 years ago, at a distance of
around 1.7 kpc. At the center of the crab nebula a neutron star is
located.
mass and energy feedback of the SNII are very important
for the evolution of a galaxy.
a. Heating through SNII
The gas phases are heated through various processes, like
stellar winds, stellar radiation, and the explosion of super-
novae. Most important for galactic evolution is the energy
input from massive stars, dominated by the energy release
through supernovae, as in the model of McKee & Ostriker
(1977), together with the winds in the Wolf-Rayet phase.
Due to the short timescale of the stellar evolution of mas-
sive stars in the Wolf-Rayet phase, the heating through stel-
lar winds can be included in the SNII energy release.
Typical values for the ejected energy of SNII are of the or-
der of 1053 erg, where about 1% is injected into the bary-
onic gas phase. The rest of the energy is carried away by
neutrinos (Woosley, 1988). Hence, the ISM gets an en-
ergy input of 1051 erg per supernova. The short timescale
of the explosion justifies the assumption that the energy is
converted instantaneously into inner energy density of the
ejected material. This energy input causes the formation of
bubbles and shells in the ISM. Since the mean ejected mass
of a SNII <MSNII> is given through
<MSNII>=
∫Mu
Mm
(m−mrem)n(m)dm∫Mu
Mm
n(m)dm
= 16.74 M
with a remnant mass of mrem = 2 M, a lower SNII mass
of Mm = 10 M and an upper IMF mass cut of Mu =
50 M , the energy input per returned solar mass is
eSNII =
1051 erg
16.74 M
= 3.14 · 106pc2Myr−2
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which corresponds to a temperature T ∼ 4 ·108 K, which is
actually never reached, because the ejecta mix with cooler
material and they can cool efficiently in the shock waves of
SN-shells. According to McKee & Ostriker (1977), about
5% of the released energy is used to accelerate the clouds,
and therefore heats the CM. The cooling time of the dense
gas within the clouds is shorter than the dynamical timestep
resolved in the model an therefore the assumption of ther-
mal equilibrium of the cold gas within one cloud is valid.
b. Metallicity enrichment through SNII
Stellar metallicity distributions give important clues on the
evolution history of galaxies (e.g. Chiba & Beers, 2000;
Ferrara & Tolstoy, 2000; Edvardsson et al., 1993; Tinsley,
1980). The metallicity distribution depends on the star for-
mation history as well as on the time delay between star for-
mation and enrichment of the ISM. Additionally the spatial
distribution of the star forming regions are important.
There have been numerous attempts to determine the yields
of massive stars through calculation of supernovae ex-
plosions (e.g. Woosley & Weaver, 1995; Thielemann et al.,
1996). Unfortunately, many assumptions go into these cal-
culations, since to date it is not possible to calculate SNII
explosions as a consequence of the iron core collapse. In
the model calculations the energy needed for an explosion
is set artificially in the inner region of the star. The loca-
tion of this energy input and henceforth the location of the
mass cut, which is the limit between ejected material and
material remaining in the stellar remnant, is very uncertain.
Additionally, the way of the artificial onset of the explosion
can lead to differences of up to 30% in composition of the
ejected material (Aufderheide et al., 1991). Since the en-
ergy is set artificially into a stellar evolution model, uncer-
tainties in the stellar models, arising from rotation (Maeder,
2001) or uncertain reaction rates as 12C(α, γ)16O (e.g.
Buchmann et al., 1993; Imbrani et al., 2001), also affect the
outcome of the supernovae calculation models.
One way to determine the yields of SNII, is to calibrate
the theoretical yields from Woosley & Weaver (1995) with
a chemodynamical model for the Galaxy. Samland (1998)
determined IMF averaged yields of massive stars by us-
ing his self-consistent galactic evolution model. He found
that the observed [α/Fe] ratios are best fit through a mean
iron return of 0.046 M per SNII. This is about a fac-
tor of 2 lower than the Fe yield of the theoretical calcu-
lations of Woosley & Weaver (1995), and is in agreement
with Timmes et al. (1995), who used a much simpler galac-
tic evolution model. By applying the solar iron mass frac-
tion of 1.267 · 10−3 (Anders & Grevesse, 1989), this corre-
sponds to a Fe yield of 2.17 times solar iron metallicity. The
oxygen yield derived by Samland (1998) is consistent with
the theoretical yields of Woosley & Weaver (1995). In the
present model the weak metallicity dependent production
of O found by Samland (1998) is neglected. Every HMS
returns 1.02 M of oxygen to the ISM. Thus, taking into
account the solar mass fraction of oxygen as 9.55 · 10−3
(Anders & Grevesse, 1989), the oxygen yield of a massive
star is 6.38 solar. Using the two yields one gets for the ratio
of the two species
[O/Fe]SNII = 0.47
The chemically enriched material is given back to the ISM
at the end of the stellar lifetime. Due to the short evolution-
ary time of massive stars this assumption is justified.
In the model two fiducial chemical elements are included.
One traces the α-elements mainly produced in SNII and the
other the iron peak elements, which are produced mainly
in SNIa. Using these fiducial elements, elements produced
independent of metallicity can be readily calculated with
every yield table without the need of recalculating the full
dynamical model. This is possible because the dynamical
evolution is not strongly affected by metallicity effects.
2.3.6. Intermediate Mass Stars ( 0.8 M < M < 10 M )
In intermediate mass stars the temperature in the core af-
ter helium burning is not high enough to ignite the car-
bon/oxygen core. The stars enter the red giant phase. The
hydrogen envelope is ejected in a stellar wind leaving the
naked core which subsequently cools and forms a white
dwarf. The ejected shell may be illuminated by the core pro-
ducing a planetary nebula (PN). In Fig. 2.13 an example of
a PN is shown. This HST exposure of the Little Ghost neb-
ula shows the central star illuminating its repelled envelope.
Figure 2.13. The Little Ghost Nebula (NGC 6369), an example of
a planetary nebula.
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a. Mass Return through PN
The material ejected in a PN has a fragmented structure and
its properties are very similar to the cloudy medium. In the
chemodynamical model it is assumed that the gas ejected
by the intermediate mass stars goes into the cloudy phase
of the ISM. The mass is given back according to the mass-
lifetime relation, where the mass return of a star is given
through its initial mass minus the mass of the white dwarf
remnant (0.6 M). The intermediate mass stars account for
two thirds of the mass returned to the ISM from a single
stellar population.
b. Heating through PN
According to Osterbrock (1989) the typical temperature
of the material ejected in a planetary nebula is around
10’000 K. Therefore the energy per mass is given by
e
PN
=

ρ
=
Tkb
mhµ(γint − 1) = 1.53 · 10
2 pc2Myr−2
mh is the proton mass, µ the mean molecular weight, kb
the Boltzmann constant and γint is the adiabatic index of
the cold gas within a single cloud.
c. Enrichment through PN
The gas expelled by intermediate mass stars is
enriched with C and N and small amount of O
(Van den Hoek & Groenewegen, 1997). In the red gi-
ant phase the production of Al and Na is possible. From
these elements only oxygen is traced in my model.
However, the production of O is negligible compared to
the production in SNII, so that the metal feedback from
intermediate mass stars can be neglected in the context of
the present model.
2.3.7. Low Mass Stars (M < 0.8 M) and Stellar
Remnants
The low mass star component consists of stars with masses
below 0.8 M. These stars stay on the main sequence
longer than a Hubble time and therefore they do not return a
significant mass back to the interstellar medium. 60% of the
mass transformed to stars in a star formation event belongs
to the low mass stars. The contribution of brown dwarfs and
planets is also included in this component.
The stellar remnants are black holes, neutron stars and
white dwarfs emerging from stellar evolution of the high
and intermediate mass stars. Mass transformed to low mass
stars or to the stellar remnants is locked up and has no im-
pact on galactic evolution other than gravitational.
2.3.8. Supernova of Type Ia
In Fig. 2.14 a SNIa in the outer parts of an external galaxy is
shown. The supernova exploded far from the disk of NGC
4526 with no star formation in its neighborhood. It has long
been recognized that contrary to SNII, SNIa occur in galax-
ies of all types and there is no correlation with recent star
forming regions. Since SNIa contain no hydrogen lines in
their spectra, already Hoyle & Fowler (1960) suggested that
the SNIa result from explosive carbon burning in a carbon-
oxygen white dwarf.
Figure 2.14. Supernova 1994D exploded in the outskirts of the
disk of the galaxy NGC 4526.
In a binary system the white dwarf can evolve further
through mass accretion from its companion, which passes
the red giant phase filling its Roche lobe. If the mass of the
white dwarf crosses the Chandrasekhar mass limit the de-
generate electron pressure can no longer counteract gravity
and consequently the white dwarf contracts. This results in
an ignition of nuclear reactions which lead to a thermonu-
clear runaway. The star is disrupted completely. This ex-
plosion is called a supernovae of type Ia (SNIa). Depend-
ing on the accretion rate it would also be possible for a
sub-chandrasekhar white dwarf to explode (Nomoto et al.,
1996). The description of the SNIa in this simulation is
based on the W7 model of Nomoto et al. (1984, 1996).
a. Number of SNIa
Every massive star is expected to explode in a SNII. In the
present description a white dwarf explodes as a SNIa in
a binary system. Obviously not every WD has a compan-
ion from which it can accrete matter. The process of binary
formation is not well understood and therefore no theory
exists, from which the number of suitable binary systems
could be estimated. However, observationally the ratio of
SNII to SNIa is well established. Tammann et al. (1994)
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found for the ratio between numbers of SNIa and SNII in
Sbc galaxies a value of cSN ' 1/10. This is consistent with
the ratio needed to fit the galactic metallicity distribution
(Samland, 1998).
The number of white dwarfs in a SSP is given through the
integral over the IMF from the mass of the stars ending
there lives M(t, Z) to the limiting mass for intermediate
mass stars Mm. These stars all have ended their evolution
as a white dwarf and are now possible candidates for accre-
tion from a red giant in a binary system. Due to the short
timescale of the red giant phase of an IMS, the number of
stars which are in the red giant phase and hence can lose
matter to a companion white dwarf, is assumed to be equal
to the number of dying stars in the time interval ∆t. There-
fore the number of SNIa occurring in a SSP in the time
interval [t, t + ∆t] is given through
NSNIa(t, Z) =
∫ M(t,Z)
M(t+∆t,Z)
n(m)P (m)dm (2.21)
where n(m) is the IMF and M(t, Z) the mass of the stars
dying at time t, according to mass-lifetime relation for the
the stars (Eq. 2.19). P (m) is the probability that a red gi-
ant has a white dwarf companion. This probability is given
through
P (m) = N0
∫Mm
m n(m
′)dm′∫Mm
Ml,SNIa
n(m′)dm′
Ml,SNIa < m < Mm
P (m) = 0 otherwise
Mm is the limiting mass between intermediate and high
mass stars and Ml,SNIa the lower cut for the stars that can
explode as SNIa. The probability P (m) grows for lower m,
because more white dwarfs are available. N0 is chosen in
such a way that the for the integrated numbers of SNII and
SNIa the relation
N totalSNIa = cSNN
total
SNII
or equivalently
∫ Mm
Ml,SNIa
n(m)P (m)dm = cSN
∫ Mu
Mm
n(m)dm
is valid. Inserting the values cSN = 0.1, x = 1.35,
Ml,SNIa = 1.5 M, Mm = 10 M and Mu = 50 M
reveals N0 = 1.48 · 10−2.
In Fig. 2.15 the supernova rates are given for SNII (red)
and SNIa (blue and green). For the description for SNIa
rates applied in the model it was assumed that the two stars
in a binary system have random masses. The correspond-
ing SNIa rate is given as a blue line. Additionally the SNIa
rate for the assumption that the two stars in a binary sys-
tem have equal masses, is given as a green line. In this case
the supernova rate is calculated equally to the SNII rate by
just using the mass-lifetime relation and applying the ap-
propriate normalization. In the equal mass model the SNIa
emerge earlier than in the description applied in the present
model.
SNII
SNIa (random masses)
SNIa (equal masses)
Figure 2.15. Supernova rate (top) and cumulated number of SNe
(bottom). The description for the SNIa applied in the model (ran-
dom masses) is compared to the case, where in binary systems the
two stars have the same mass (equal masses) and consequently die
at the same time.
b. Mass Return through SNIa
The low number of SNIa combined with their low ejected
mass effectuates that the mass return from SNIa is insignif-
icant for the galactic evolution. However, since SNIa pro-
duce large amounts of iron, which is important for the
chemical enrichment of a galaxy, the mass return of SNIa is
included in the model.
c. Heating through SNIa
The energy input of a SNIa is comparable to the one of a
core collapse supernova but because of the smaller number
of SNIa it is not that important for the galactic evolution.
The ejected mass of a single SNIa is assumed to be 1.36 M
(Nomoto et al., 1984) and hence the energy input per solar
mass is
eSNIa = 3.86 · 107pc2Myr−2
corresponding to a temperature of T ∼ 5 · 109 K of the
ejected gas. Since the ejected material always mixes with
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cooler material already present at the explosion location,
this temperature is never reached in the ISM. The energy
is transferred to 100% into the ICM, because of the long
lifetime of the SNIa precursor the SNIa takes place far away
from their birth place and are no longer connected to high
density regions where the stars formed. SNIa are important
for the chemical enrichment of the galaxy.
d. Enrichment through SNIa
As already mentioned, the W7 model of (Nomoto et al.,
1984, 1996) is used to describe the SNIa. The W7 model
ejects 0.717 M of iron and 0.143 M of oxygen. Since
the total ejected mass is 1.36 M the iron yield of SNIa
is 416 times the solar yield, whereas the oxygen yield is
around 11 times the solar yield. This leads to
[O/Fe]SNIa = −1.5
Whereas the ratio [O/Fe]SNII is reached in the beginning
of galactic evolution, where only SNII contribute to the en-
richment, the ratio [O/Fe]SNIa is never reached in galactic
evolution, because there are always some SNII exploding
before SNIa contribution gets important. In systems with
high initial SFR the SNIa can dominate the feedback at late
times and typically values of [O/Fe] = −0.5 can be reached
(Immeli, 1999).
2.4. Dark Matter Halo
As already mentioned in Sect. 1.2, structure formation mod-
els like cold dark matter (CDM), reveal the building of
dark halos, in which the galaxies form. N-body CDM sim-
ulations show a universal density profile, the NFW pro-
file (Navarro et al., 1997) for these dark halos. This radially
symmetric density profile ρdark of the dark matter is given
through
ρdark(r) =
ρ0
r
rs
(1 + rrs )
2 (2.22)
The scale radius rs is the characteristic length scale of the
halo and ρ0 is a characteristic central density.
The NFW profile follows a r−3 profile for large r and
evolves with r−1 for small r. Recent highest-resolution
simulations appear to be consistent with a NFW-profile
(Power et al., 2003; Klypin et al., 2002) until scales smaller
than about 1 kpc. In the model I use a modified NFW
halo profile, because the NFW profile diverges in the cen-
ter and because observations reveal a flatter dark mat-
ter profile (e.g. Burkert, 1995; Salucci & Burkert, 2000;
de Blok et al., 2001). I introduce a smoothing length r0 in
such a way that r is replaced by r + r0 in Eq. 2.22. The re-
sulting profile with a smoothing length of 100 pc is shown
in Fig. 2.16. Note that the differences affect only the in-
nermost region. There exist other profiles for the dark mat-
ter halo density distribution (Moore et al., 1999; Burkert,
1995). The Moore profile shows an even steeper core profile
than the NFW-profile. The Burkert profile has a flat core,
even flatter than the core of the artificially flattened NFW
profile used in this simulation (Fig. 2.16). One can conclude
that the artificially flattened profile lies within the uncer-
tainties between the different profiles. The total mass of the
Moore
NFW
Burkert
Figure 2.16. Density profile of the NFW halo (black) compared
to the density profile applied in the simulation (dotted line), with
a smoothing length r0 = 100 pc. For comparison a Moore profile
(blue) and a Burkert profile (red) are given.
halo is 7 · 1011 M and for the scale radius rs = 12 kpc
was chosen. This leads to a total mass within the simulation
volume of 1011 M.
More recent investigations of halo formation
(Wechsler et al., 2002, W02) reveal a mass accretion
history for the dark matter halos given through
Mh(z) = Mh(0)e
− 2z1+zf (2.23)
where zf is the formation redshift and Mh(0) the mass of
the halo today. W02 give also a description of the evolu-
tion of the halo concentration. In Fig. 2.17 the inner dark
matter profile (R < 20 kpc) in the context of the formation
recipe of W02 is shown for a halo forming at zf = 7. The
halo structure does not change significantly in the redshift
range 1 < z < 5 and the dark matter halo mainly grows
in the outer regions. This is consistent with the findings of
Bullock et al. (2001) that the scale radii for individual dark
halos do not vary much as a function of redshift.
Hence, since the dark matter within a radius of 20 kpc does
not change very much in the redshift range of 1 < z < 5
and the scale length is constant, the assumption of a static
non growing halo is justified for the central regions (r <
20 kpc) in the context of the disk evolution models dis-
cussed in Chap. 4.
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Figure 2.17. Growing dark halo for the halo formation model of
W02. The density profile is given at different redshifts. The for-
mation redshift is zf = 7
2.5. Gravitation
All of the four components described so far, the cloudy
medium, the hot gas, the stars, and the dark halo, interact
with each other through gravity. The Poisson equation de-
scribes the relation between the gravitational potential and
the density field.
~∇2Φ = 4piGρ (2.24)
The two different methods used in this model for solving
the Poisson equation, including their advantages and draw-
backs, are given in Sect. 3.3.
2.6. Self-Regulation and Equilibria
The evolution of galaxies is closely linked to self-regulation
and feedback processes. Most of the important processes
in galaxies are self-regulated (K o¨ppen et al., 1995), which
may be a reason that most galaxies can be classified along
the few types of the Hubble sequence. It is one of the char-
acteristics of the interaction network combined with hydro-
dynamics that it has a self-regulating character. Changing
the efficiency of one process can lead to a back-reaction of
the system in such away that the change is compensated. A
necessary condition for such a self-regulation is the exis-
tence of reciprocal processes.
• Star formation
Star formation is an example for a self-regulated pro-
cess. On single cloud length scale, the stars forming
in the dense part of the clouds ionize the clouds or
can even disrupt them. Hence further star formation
is prevented. This effect can be caused by stars of all
masses (Cox, 1983; Bertoldi & McKee, 1995). On the
large scale as described by the model, the energy input
from SNII leads to a heating of the CM. The gradients
in velocity dispersion lead to an expansion of the CM
resulting in a lower density and hence a lower star for-
mation at the location of the SNII.
• Evaporation and condensation
The evaporation and condensation process together
with the density dependent cooling leads to a self-
regulation in the temperature of the gas phases which
has a stabilizing influence on the multi-phase medium.
The stabilizing effect of evaporation on the hot phase
as a cause of the strong temperature dependence of
the evaporation rate (Eq. 2.11) was already noted by
McKee & Begelman (1990). If the ICM is strongly
heated e.g. through energy input through SNII this leads
to a higher evaporation rate, with the effect that the ICM
density gets high and hence also the cooling is more ef-
fective. This process works also in the other direction.
Note that for example changing the heating rate does
not necessarily lead to a higher temperature, but it rather
shifts the ICM to cloud mass ratio.
• Dissipational cooling
An analog regulation happens if the dissipational cool-
ing of the CM is enhanced. The clumping of the gas
leads to a higher SF and subsequently higher heating
and prevents the clouds from clumping together on a
dynamical timescale. However, the change in the dissi-
pation efficiency can not be compensated fully and the
dissipation efficiency of the CM has a significant influ-
ence on galaxy evolution, as will be shown in Chap. 4
and Chap. 5.
In summary, the change in single processes is often coun-
terbalanced by a reciproke process in the interaction net-
work, although it is not always compensated. Note that
there is no self-regulation in the enrichment process. For
a more detailed discussion of the self-regulating charac-
ter of the interaction network the reader is referred to
Samland & Hensler (1996).
Under certain assumptions the density dependence of σ,
Ticm, and ρicm/ρcm can be estimated in a one zone model.
Samland & Gerhard (2003) did this in detail for their in-
teraction network. They showed that even for density vari-
ations over several orders of magnitude, the temperature,
velocity dispersion and relative gas masses do not change
more than a factor of 10.
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Figure 2.18. Left panel: Spectrum of the chain galaxy model (Chap. 5): intrinsic without absorption (black line), intrinsic with absorp-
tion (blue line), with absorption shifted to z = 0.3 (purple line) and shifted to z = 1.5 (red line). Right panel: Same as left panel
together with typical response functions for U, B, and V-band (Landolt, 1983). The relevant spectral range is enlarged.
2.7. Extensions to the Model
2.7.1. Calculation of Intrinsic Colors
The chemodynamical evolution model naturally provides
ages, metallicities and masses of the stars. From those
it is possible to calculate the spectra of each stellar par-
ticle using spectro-photometric codes, like the Galaxy
Isochrone Spectral Synthesis Evolution Library (GISSEL,
Bruzual & Charlot, 1993). Those spectra are the added to
a integrated spectrum of the area under consideration. An
example of such a spectrum for a whole galaxy is given in
Fig. 2.18. The black line represents the intrinsic spectrum
of the galaxy. If one is interested in single colors, the inte-
grated spectrum of the galaxy or of a region of the galaxy is
passed through the the filter function of the respective filter
(see Westera et al., 2002).
2.7.2. Calculation of Absorption
Absorption by dust is an important process which has to
be dealt with when determining colors of galaxies. Due to
the very complex and mostly unknown behavior of dust and
its minor influence on the dynamical evolution, it is not di-
rectly included in the model. To calculate the absorption, a
constant metallicity to dust ratio is assumed (Westera et al.,
2002). The metallicity of the clouds is used. Hence the ab-
sorption is calculated as
Aξ =
pc2
cξM
∫
los
ρZ(r)dr (2.25)
ρZ stand for the metal density and ξ is again an indicator
of the band. For V-band Westera et al. (2002) use cv = 15.
Transformations from AV to other band are available in the
literature (e.g Binney & Tremaine, 1987).
The effect of absorption can be seen in Fig. 2.18, where the
blue line indicates the spectrum including absorption. The
absorbed spectrum shows a maximum at λ = 1800 nm.
Especially the blue parts of the spectrum are absorbed
strongly, which of course is well known. The short UV-
photons are absorbed by dust particles which then reradiate
the energy in the sub-mm regime. This is far to the right
of the scale in Fig. 2.18. Therefore the energy difference
visible between absorbed and absorption-free spectra is re-
radiated in far infrared, and has no influence on the colors
determined in this model.
2.7.3. Calculations of Colors at Non-Zero Redshift
To compare the model to observations of high redshift ob-
jects, it is necessary to calculate the colors one would ob-
serve if the model is situated at high redshift. In the left
panel of Fig. 2.18 the zero redshift spectrum with absorp-
tion is shown together with the redshifted spectra of the
model galaxy at z = 0.3 (purple line) and z = 1.5 (red
line). Using the units given in the plot, the redshifting is
done by multiplying the wavelength by z+1. The flux drops
by a factor z + 1, for reasons of energy conservation.
Then the same procedure is used as for the intrinsic spec-
trum. The redshifted spectrum is passed through filter func-
tions. In the right panel of Fig. 2.18 the range for the U-,
B-, V-color determination is enlarged. Overplotted are the
response functions for the U, B, and V-band filters from
Landolt (1983).
UBVK colors (Buser, 1978) and the HST filter system col-
ors (Williams et al., 1996) are used in this model. In princi-
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ple the determination of the colors in arbitrary filter systems
is possible as long as the filter function is available. No filter
conversions (Fukugita et al., 1995) have to be applied.
2.7.4. An Efficient Way to Derive Restframe Colors
The calculation of spectra and the application of filter func-
tions with GISSEL is time consuming. Since for example
for movies the colors at many timesteps have to be cal-
culated, a more efficient way of determining the colors is
needed.
Since all of the stellar particles in the simulation represent
single stellar populations, the faster way is to directly cal-
culate the color of a single SSP dependent on its metallicity
and age ξ∗(Z, τ) using again GISSEL, where ξ denotes the
band index (e.g. UBVK, F606W, etc.). To get the total color,
the fluxes of the particles in the volume of interest are sim-
ply added, where the mass of the particles has to be taken
into account.
ξ = −2.5 log
(∑
stars
Mi10
−0.4ξ∗(Z,τ)
)
(2.26)
Mi is the initial mass of the SSP. To get a surface brightness
for comparison to observations, the area over which the flux
is summed up, mostly given through the grid resolution, has
to be set in relation to an arcsec.
3Numerical Methods
“We cannot have the whole universe in our computers”
heard at a conference in Santa Cruz de la Palma, Canary Island
This chapter addresses the numerical methods used to implement the equations derived in Chap. 2. In the first part I discuss
the mathematical procedure applied. The numerical methods are similar to those described in Winkler & Norman (1986),
Stone (1992), and Samland & Gerhard (2003). The code I developed during my thesis conforms FORTRAN 90 standards.
This is the prerequisite for the Parallel Chemodynamical Evolution (PaCE) Code, which I am currently developing.
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3.1. The Grid
The choice of the best suited grid is an important precondi-
tion for a successful simulation. On a first view the special
geometry of a galactic disk leads to the thought that cylin-
drical or spherical coordinates would be best suited for the
simulation. Unfortunately, the geometry of these grids in-
troduces several problems. Since the grid cannot be pur-
sued all the way to the very center, the central parts are
generally represented by a hole with appropriate bound-
ary conditions. This is not suitable for the present simu-
lation, since the properties and evolution of the disk cen-
ter, namely the bulge, are of special interest. Additionally,
the representation of structures which do not exhibit spher-
ical symmetry, like e.g. bars and spiral arms, is problematic
since the grid cells get larger with distance from the cen-
ter and hence the structures may be artificially broadened.
Another problem arises with the conservation of angular
momentum in hydrodynamical codes in spherical coordi-
nates. M o¨nchmeyer & M u¨ller(1989) suggested a method
to improve angular momentum conservation for these ge-
ometries, with the major disadvantage that it consumes a
lot of computation time. A further point concerns the dis-
cretization of the equations, which cannot be done in an
unambiguous way in spherical coordinates.
For all these reasons, the equations derived in the last chap-
ter are solved on a Cartesian grid. The differentials emerg-
ing in the equations are replaced by the corresponding dif-
ferences. This is formally equivalent to a Taylor expansion
of the equations using only the leading terms. With the ap-
propriate technique described below one gets a second or-
der accuracy in space and time.
The relevant quantities needed to describe the numerical
model are all known in the center of the grid cells. For
purely hydrodynamical codes there exists a method called
staggered grids or Marker-and-Cell method, where the ve-
locities are known at the cell boundaries instead of the cell
center. This reduces the amount of averaging compared to
a description, where all quantities are known in the center
of the cells. Unfortunately in the description of chemody-
namical evolution, all the quantities are needed in the cell
centers to calculate the interactions between the stars and
the two gas phases, and therefore no net computation time
saving is possible using staggered grids. Additionally, the
averaging of the velocities during the interaction step leads
to a diffusion (Samland, 1994), which does not appear if
simple grids are used.
The equations are discretized on a three dimensional grid.
The typical grid size is 100 grid points per dimension. In
the following I use the three subscripts i, j, k to indicate the
cell index of the x-, y- and z-direction respectively. Hence
ρijk denotes the density in the cell with the x-index i, the
y-index j and the z-index k. Some geometrical quantities
like the distance between two grid cells are numbered in
such a way that the distance between the ith cell center and
the i − 1th cell center has the ith index (Fig. 3.1). In this
Figure 3.1. The grid numbering used in the code. Quantities
known at the boundaries get the index of the adjacent cell at the
right.
figure it is already indicated that the distance between two
grid cells can vary over the simulation volume. For exam-
ple, logarithmically scaled grids can be used to improve the
spatial resolution in the center of the simulation volume.
This is a possibility to enhance the central resolution with-
out the need for more grid cells and henceforth without a
significant rise in computation time and memory effort.
3.2. Hydrodynamics
3.2.1. Operator Splitting
To solve the Euler equations the method of the finite dif-
ferences with an in time explicit operator splitting method
is used. The operator splitting method divides the solution
of the partial differential equations into several steps. Each
part is solved noticing the change of the previous one. Writ-
ing the dynamical equations in the form
∂y
∂t
= L(y)
and making the assumption that L(y) can be divided in
L(y) = L1(y) + L2(y) + ... one gets the solution through
y1 = y0 + L1(y0)
y2 = y1 + L2(y1)
y3 = y2 + ...
where Li are representatives for the operators Li(y) in
the method of finite differences. Obviously this method is
only an approximation to the real solution and there is a
free choice for the order of the Li. However, the order
is chosen according to numerical experience, and numer-
ical simulations have shown that this method can be trusted
(Winkler & Norman, 1986).
To solve the Euler equations given in Sect. 2.2, they are
splitted into two steps. The first step represented by the
operator L1 is the so called source step. It describes the
sources and sinks of the calculated quantities a ∈ [ρ, ρui, ]
in the volume V . The second operator L2 describes the
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change of the quantity in the volume V by transport through
the surface δV of the volume. It is called transport step. The
transport step is obtained by splitting the Euler equations
into terms containing an expression ~∇(a~u) which through
the use of the divergence theorem can be converted into a
flux of the quantity a through the surface.
a. Mass equation
Writing out the Lagrange derivative (Eq. A.20) and using
the product rule on the continuity equation (Eq. 2.3) one
derives
∂ρ
∂t
= −~∇(ρ~u)
The source step is zero, which represents the physical law
that mass cannot be created or destroyed. The transport step
is obtained by integration over the volume V and exchang-
ing the time derivative with the integration.
∂
∂t
∫
V
ρdV = −
∫
V
~∇(ρ~u)dV
This leads to the transport step of mass conservation by us-
ing the divergence theorem
∂
∂t
∫
V
ρ dV = −
∫
δV
ρ ~ud~S (3.1)
If the volume V stands for the volume of a single grid cell,
the time change of the density in this cell is given through
the flux through the cell surface.
b. Momentum equation
Rewriting the momentum equation (Eq. 2.4) makes for
ρ
∂~u
∂t
= −ρ~∇Φ− ~∇P − ρ~u~∇~u
The source step of momentum conservation is given by
ρ
∂~u
∂t
= −ρ~∇Φ− ~∇P (3.2)
The transport step is obtained by transforming
ρ
∂~u
∂t
= −ρ~u~∇~u
to
∂ρ~u
∂t
=− ρ~u~∇~u + ~u∂ρ
∂t
2.3
= −ρ~u~∇~u− ~u~∇(ρ~u)
=− ρ~u~∇~u− ~∇(ρ~u2) + ρ~u~∇~u = −~∇(ρ~u2)
Again through integration over V , exchange of the time
derivative with the integration and application of the diver-
gence theorem leads to the transport step of the momentum
equation
∂
∂t
∫
V
ρ~u dV = −
∫
δV
ρ~u ~ud~S (3.3)
c. Energy equation
The equation of energy conservation (Eq. 2.5) is rewritten
to
∂
∂t
=

ρ
∂ρ
∂t
− P ~∇~u− ~u~∇ + 
ρ
~u~∇ρ
Again splitting up the equations analogously to above leads
to the source step of energy conservation
∂
∂t
= −P ~∇~u (3.4)
and hence
∂
∂t
=

ρ
∂ρ
∂t
− ~u~∇ + 
ρ
~u~∇ρ
=

ρ
[
∂ρ
∂t
+ ~∇(~uρ)
]
− 
ρ
ρ~∇~u− ~u~∇ 2.3= −~∇(~u)
results with an analog procedure to the momentum equation
in the transport step of energy conservation
∂
∂t
∫
V
 dV = −
∫
δV
 ~ud~S (3.5)
3.2.2. Transport Steps
In all three equations for the transport steps, the respective
quantity is changed by integration of the quantity times the
velocity over the surface of the volume under considera-
tion. Since the volume is the Cartesian grid cell, the sur-
face are the six areas of the cuboid, two in each dimen-
sion. The three dimensional description is reduced to one-
dimensional procedure using dimensional splitting (Strang,
1968).
In principle, there exist many possibilities to describe one
dimensional advection. Because numerical errors are in-
evitable, the independent advection of energy, momentum
and density leads to artificial changes in temperature or ve-
locity of the advected mass. To improve local energy and
momentum conservation, the method of consistent advec-
tion, proposed by Norman et al. (1980), is used. In this
description, specific energy (/ρ) and specific momenta
(ρui/ρ) are transported.
I discuss here two advection schemes, the upwind transport
and the van Leer transport, which show differences in ac-
curacy and computation time expense. To calculate the one
dimensional flux one needs to know the velocity u¯ at the
boundary of the cell. This is simply the mean of the veloc-
ity of the two adjacent cells u¯i = 12 (ui + ui−1). Multiply-
ing this by the timestep ∆t yields the length over which
the advected quantity is moved from one cell to the other.
Therefore the one dimensional flux of a quantity a is
F = a∗ · u¯ ·∆t
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where the way of calculating a∗ differs in different advec-
tion schemes. The quantity a in cell i changes in the advec-
tion step according to
anewi = a
old
i + (a
∗
i · u¯i − a∗i+1 · u¯i+1)∆t
a. Upwind-Scheme
In the upwind advection all quantities are taken as constants
over the grid cells (Fig. 3.2, top panel). This procedure
smears out the gradients and is very diffusive. The calcu-
lation expense is very low but it is only first order accurate,
which for many applications is not sufficient. For the ad-
vected quantity a one can write
a∗ = ai−1 u¯i > 0
a∗ = ai u¯i < 0
I implemented the upwind scheme in the numerical model,
but due to its high diffusion it was only used in the test
calculations (Sect. 3.4), and I mention it here only for illus-
trative reasons.
b. Van Leer-Scheme
In the van Leer advection scheme (Van Leer, 1977) the
quantities are approximated with a stepwise linear function,
where the step length equals the cell size (Fig. 3.2, bottom
panel). At the cell boundaries the function is monotonic.
Defining ∆ai+ 12 = (ai+1 − ai)/∆xi one can calculate the
van Leer gradients
δai =
2(∆ai− 12 ∆ai+ 12 )
∆ai− 12 + ∆ai+ 12
∆ai− 12 ∆ai+ 12 > 0
δai = 0 elsewhere
This means that if the slopes of two adjacent cells have the
same algebraic sign, the van Leer gradient is given through
and δai ∈ [1b, 2b] where b = max(∆ai− 12 , ∆ai+ 12 ). If the
slopes have different signs, the product of the slopes is neg-
ative and the van Leer gradient is zero. This corresponds to
a local maximum or minimum in the approximated func-
tion. Hence for maximum and minimum values the van
Leer advection scheme equals the upwind advection.
For the advected quantity a one then can write
a∗ = ai−1 +
1
2
(∆xi−1 − ui∆t)δai−1 u¯i > 0
a∗ = ai +
1
2
(ui∆t−∆xi)δai u¯i < 0
which follows directly from basic geometrical considera-
tions.
v dt
Upwind
v dt
Van Leer
Figure 3.2. Approximations to the real function for the upwind
advection (blue) and the van Leer advection scheme (red). Obvi-
ously, the van Leer advection scheme approximates the function
much better.
As can be seen in Fig. 3.2, the van Leer advection scheme
approximates the real function much better than an up-
wind advection scheme. Compared to the first order accu-
racy of the upwind advection, the van Leer advection is
second order accurate. There exist more accurate advec-
tion schemes, like e.g. piecewise parabolic advection (PPA)
(Colella & Woodward, 1984). In the PPA scheme, which is
formally third order accurate, the advected interface values
are calculated through parabolic approximation. Due to the
much higher computational effort and the uncertain gain in
precision in multi-dimensional simulations (Stone, 1992), I
did not implement the PPA scheme in the numerical model.
c. Generalization to three dimensions
The generalization to three dimensions is straight forward.
As already mentioned, each advection direction is calcu-
lated independently (Strang, 1968). For the three dimen-
sional calculation of the flux the one dimensional flux has
to be multiplied by the surface of the grid cell. There-
fore the volume from which a∗ is taken is u¯∆y∆z∆t and
F = a∗ · u¯∆y∆z∆t.
The three dimensional advection is obtained through align-
ing the one dimensional advection steps as follows, to pre-
vent the introduction of a preferred direction and to get sec-
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ond order accuracy (Samland & Gerhard, 2003).
1
2
(∆Ax)
1
2
(∆Ay) (∆Az)
1
2
(∆Ay)
1
2
(∆Ax)
∆Ai denotes an advection step in direction i = x, y, z.
In this procedure five advection steps per iteration are
needed. Since one advection step uses a large fraction of
the total CPU time of the whole model iteration, it is de-
sirable to reduce the advection steps. This is possible with
a switching advection order. For even iteration indices the
advection is done according to
(∆Ax) (∆Ay) (∆Az)
and for odd indices the advection order is changed
(∆Az) (∆Ay) (∆Ax)
Like this, 40% of calculation time can be saved, without
loss of accuracy (Samland & Gerhard, 2003).
3.2.3. Discretization of the Source Steps
The discretization of the source steps is straight forward.
Since the simulation is three dimensional, every quantity
gets its three dimension indices i, j, k, which stand for the
cell index in x, y, and z-direction respectively, as was al-
ready mentioned above.
Because gradients have to be calculated over two grid cells
one gets as the discretization of the source step of the mo-
mentum equation
ρijk
ux,newijk − ux,oldijk
∆t
=− ρΦi+1,j,k − Φi−1,j,k
∆xi + ∆xi+1
− Pi+1,j,k − Pi−1,jk
∆xi + ∆xi+1
where ux,oldijk = uxijk(t) and u
x,new
ijk = u
x
ijk(t + ∆t) are the
x-component of the velocity at the time t and t + ∆t. This
leads to
ρijku
x,new
ijk = ρijku
x,old
ijk − ρ
Φi+1,j,k − Φi−1,j,k
∆xi + ∆xi+1
∆t
− Pi+1,j,k − Pi−1,jk
∆xi + ∆xi+1
∆t
(3.6)
The formulae for updating the momentum components in
y- and z-direction are analog.
To get the discretization of the source step for the energy
equation, the divergence of the velocity field has to be dis-
cretized first. Its discretization is again straight forward
∇uijk = ui+1,j,k − ui−1,j,k
∆xi + ∆xi+1
+
ui,j+1,k − ui,j−1,k
∆yj + ∆yj+1
+
ui,j,k+1 − ui,j,k−1
∆zk + ∆zk+1
The the source step for energy conservation 3.4 is dis-
cretized to
newijk = 
old
ijk − (γ − 1)∗ijk∇uijk∆t
To improve energy conservation, one inserts in the right
step of the above equation ∗ = (old + new)/2. This
semi-implicit procedure reflects the idea that  is best rep-
resented through the mean ∗ over the whole timestep
(Winkler & Norman, 1986). This leads to
newijk = 
old
ijk ·
1− γ−12 ∇uijk∆t
1 + γ−12 ∇uijk∆t
(3.7)
3.2.4. Artificial Viscosity
To resolve shock fronts, special methods are required in
the context of a hydrodynamical simulation, because at the
shock front, unphysical oscillations can occur which influ-
ence the simulation result. To prevent this, one introduces
an artificial viscosity, which spreads the shock wave over a
few mesh points. Hence, the discontinuity is resolved. The
artificial viscosity is not a real viscosity, it is introduced for
numerical reasons. However, the artificial viscosity acts like
a viscosity in the sense that is converts energy of motion
into inner energy.
The artificial viscosity implemented in the numerical model
uses the ansatz from Von Neumann & Richtmyer (1950)
q = l2ρ(
∂u
∂x
)2
∂u
∂x
< 0
q = 0 elsewhere
In a shock front is ∂u∂x < 0, which means that the matter be-
hind runs into the matter in front which produces the shock.
To avoid numerical inaccuracies at the sharp gradients the
kinetic energy at the shock front is transferred into inner
energy, which smears out the sharp gradients. The strength
of this effect is given through the constant Cq = l/(∆x),
where l is the typical length, over which sharp gradients in
shocks are smeared out.
Through the introduction of the artificial viscosity enter two
additional source steps
ρ
∂u
∂t
= − ∂q
∂x
∂
∂t
= −q ∂u
∂x
which represent the energy transfer from kinetic energy
of the motion into inner energy. Discretizing this equation
leads to
ρunewi = ρu
old
i −
qi+1 − qi−1
∆xi + ∆xi+1
∆t
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and
newi = 
old
i − qi
ui+1 − ui−1
∆xi + ∆xi+1
∆t
Unfortunately, the introduction of the artificial viscosity
is not unproblematic. Applied to disk galaxy simulations,
it leads to an unphysically high inflow of disk mate-
rial into the central regions. This mass flow creates un-
realistic massive bulges. Hence, artificial viscosity should
only be used with caution in disk simulations. Already
Gingold & Monaghan (1983) mentioned that the artificial
viscosity is unsatisfactory in simulations of rotating clouds,
since it does not conserve angular momentum, like any vis-
cosity.
The effect of artificial viscosity, namely the redistribution
of energy in high density regions is partly compensated by
the interactions applied in this simulation. E.g. cooling pre-
vents the build up of strong shocks, because energy is radi-
ated away in high density regions. Hence artificial viscosity
is not needed to describe the large scale galaxy evolution.
Nevertheless it is included in the standard hydrodynamical
tests (see Sect. 3.4).
It is noteworthy that there exist other possibilities of solving
the equations derived in the last chapter. Many applications
use the Godunov’s approach (Godunov, 1959), in which
the physical system is described through piecewise constant
states within the cells. The discontinuities at the boundaries
of the cells are treated as a set of Riemann problems. This
method has been developed further by finding the appro-
priate Riemann solver for the problem (see LeVeque, 1992,
1998).
3.3. Gravitational Potential
I implemented two different methods to determine the grav-
itational potential of the mass distribution according to
Eq. 2.24. One is the Successive Overrelaxation and the
other the Fast Fourier Transformation. In the following I
give a short outline of the methods and I mention some
points to keep in mind while using these techniques.
3.3.1. Successive Overrelaxation
Successive Overrelaxation (SOR) belongs to the mesh re-
laxations methods, where initially guessed mesh values are
relaxed to the solution by systematically adjusting the val-
ues on the mesh. I discuss here only the iteration method for
solving the Poisson equation (Eq. 2.24), although several
other applications exist. For an overview of different mesh
relaxation methods and their convergence properties I refer
the reader to the excellent book from Hockney & Eastwood
(1988).
Mesh relaxations methods can be applied, if the difference
equation for each mesh point can be written as a single ma-
trix
AΦ = q (3.8)
where A is an Ng x Ng matrix and Φ is the vector of the
Ng unknown values and q the given Ng sources. Ng is the
number of grid point, i.e. Ng = 106 for a 1003 grid. The
matrix A is then splitted in an invertible matrix B and a
remainder R, thus A = B + R. Eq. 3.8 can now be written
as
BΦ = −RΦ + q = −(A−B)Φ + q
Starting with an initial guess Φ0 a series of iterates are gen-
erated through BΦt+1 = −(A− B)Φt + q and since B is
invertible one gets
Φt+1 = −B−1(A−B)Φt + B−1q = MΦt + B−1q
where M := −B−1(A − B) is called the iteration matrix.
Since for the error after t Iterations t the correlation
||t||
||0|| = ||M
t||
can be derived, it is important to choose the invertible ma-
trix B in such a way that the norm of the iteration matrix
is minimized and therefore the error decreases rapidly and
the iteration converges fast. By choosing different forms of
the matrix B the diverse iteration methods are obtained. An
overview can be found in Hockney & Eastwood (1988).
Figure 3.3. Visualization of the grid quantities used in SOR
While for convergence investigations the matrix represen-
tation of the relaxation procedure is appropriate, one needs
for programming purposes the iteration on every grid point
(i, j, k). The finite difference Poisson equation is
(
Φi+1,j,k − Φi,j,k
∆xi+1
− Φi,j,k − Φi−1,j,k
∆xi
)
1
∆x¯i
+(
Φi,j+1,k − Φi,j,k
∆yj+1
− Φi,j,k − Φi,j−1,k
∆yj
)
1
∆y¯j
+(
Φi,j,k+1 − Φi,j,k
∆zk+1
− Φi,j,k − Φi,j,k−1
∆zk
)
1
∆z¯k
= 4piGρi,j,k
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where ∆µ¯i := ∆µi+1+∆µi2 for µ = x, y, z and ∆µi is
the cell size of cell i (see Fig. 3.3, j, k analogously). Ex-
panding this equation and substituting Aµ = Aµijk =
(∆µ¯i+1∆µi)
−1 and Bµ = Bµijk = (∆µ¯i∆µi)−1 for µ =
x, y, z one gets
AxΦi+1,j,k + BxΦi−1,j,k
+AyΦi,j+1,k + ByΦi,j−1,k
+AzΦi,j,k+1 + BzΦi,j,k−1
−(Ax + Bx + Ay + By + Az + Bz)Φi,j,k = 4piGρi,j,k
(3.9)
which is an equation of the form
aijkΦi+1,j,k + bijkΦi−1,j,k + cijkΦi,j+1,k + dijkΦi,j−1,k
+eijkΦi,j,k+1 + fijkΦi,j,k−1 + gijkΦi,j,k = hijk
(3.10)
where the values of the coefficients contain the geometri-
cal quantities of the underlying grid, which can be inferred
of direct comparison between Eq. 3.9 and Eq. 3.10. In the
following I write a := aijk and equivalently for the other
coefficients, keeping in mind that the coefficients can vary
from grid point to grid point. Solving Eq. 3.10 for Φi,j,k
leads to
Φi,j,k = g
−1(h− aΦi+1,j,k − bΦi−1,j,k − cΦi,j+1,k
− dΦi,j−1,k − eΦi,j,k+1 − fΦi,j,k−1)
In the procedure of SOR the new Φnewi,j,k is calculated from
the old Φoldi,j,k and the one derived through locally solving
the Poisson equation in the above equation, denoted Φ∗i,j,k.
The relaxation factor ω determines the weight
Φnewi,j,k = ωΦ
∗
i,j,k + (1− ω)Φoldi,j,k
Defining the residuum as
rijk := aΦi+1,j,k + bΦi−1,j,k + cΦi,j+1,k + dΦi,j−1,k
+eΦi,j,k+1 + fΦi,j,k−1 + gΦi,j,k − h
one gets Φ∗i,j,k = Φoldi,j,k − rijkg−1ijk and hence
Φnewi,j,k = Φ
old
i,j,k −
rijk
gijk
ω (3.11)
In this formulation one can use the accumulated residual
vector for a termination criterion of the iteration, since it is a
measure for the total error of one iteration over the complete
grid.
The best value of the relaxation factor ω is given through
ω =
2
1 +
√
1− ρ2j
(3.12)
where ρj is the spectral radius of the Jacobi matrix given
through the diagonal elements of the iteration matrix M .
While this ω is a good asymptotic value it is not necessarily
a good initial choice, because the norm of error often grows
by a factor of 20 before convergence sets in. Convergence
can be improved, if one uses the Chebyshev acceleration.
In this method one takes into account that the values of the
iterated cells depend only on their direct neighbors. In the
two-dimensional analogy of a chess board the black cells
depend only one the white ones and vice versa. Hence one
first makes one half iteration step over all black cells leav-
ing the white ones on the old values and the second half it-
eration then runs over the white cells taking the changes of
the black ones already in account. This procedure is known
as odd-even ordering. ω is changed after each half sweep
according to
ω0 = 1
ωn+1/2 =
1
1− ρ2j ωn/4
n = 1/2, 1, ...∞
Using this iterative formula for ω, the norm of the error
always decreases with each iteration. Note that this does
not mean that the accumulated residuum also decreases. ωn
converges to the ideal ω for n →∞.
a. The choice of ρj
The implementation of SOR as outlined above is compa-
rably simple and can be done without large effort. Unfor-
tunately the calculation of ρj and hence the determination
of ω for arbitrary grids is very difficult. In some cases ρj
is known (see Press et al., 1986), but this is not the case
for logarithmically spaced grids. The weak point of SOR is
exactly the choice of the best ω. To get good convergence
ω has to lie in a narrow window around the correct value.
Therefore I tested the convergence of SOR for each grid
setup using different values for ρj.
The higher the grid resolution is, the more the number of it-
erations depends on the correct value of ρj. I have done test
calculations for a 213 and for a 1013 grid. Choosing ρj by
0.5% to high results in 1.4 times more iterations for the 213
grid. For 1013 already a mistake of 0.04% leads to the same
additional expense in iteration number (Fig. 3.4). In addi-
tion, the single iterations take longer. This illustrates the
need of investigating properly the behavior of the potential
solver for each new grid setup. Since SOR is mainly used to
calculate the potential on logarithmically space grids, I also
want to note that test calculations revealed a dependence of
the number of necessary iterations from the smallest grid
size and not only from the number of grid cells. The finding
of the best ρj can be time consuming but is absolutely nec-
essary to ensure good performance during the simulation
run.
Since the code of the SOR routine is comparably simple and
clear, I use SOR as the potential solver for the parallel ver-
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Figure 3.4. Numbers of iterations dependent on deviation of ρj
from the best spectral radius ρj,0 for a 1013 grid. Note that the
deviation is given in percent, which means that ρj has to be cho-
sen with an accuracy of at least 10−4. The sharp rise in iteration
number for ρj chosen to high reflects the common advice found in
literature to chose ω (Eq. 3.12) rather too high than too low.
sion of the code (see Sect. B.3.), because on the PC cluster
no free parallel potential solver is available at the moment.
3.3.2. Fast Fourier Transformation
In this paragraph I give a short overview of the Fast Fourier
Transformation (FFT). The interested reader is referred to
the books of Binney & Tremaine (1987), Press et al. (1986)
and Hockney & Eastwood (1988) for further details.
To calculate the potential of a mass distribution, one can
build a sum of the following form
Φi0,j0,k0 =
N−1∑
i=0
N−1∑
j=0
N−1∑
k=0
Φi0,j0,k0i,j,k M
∗
i,j,k (3.13)
where Φi0,j0,k0i,j,k is the potential at the center of cell i0, j0, k0
generated by unit mass at the center of cell i, j, k. M ∗i,j,k
is the mass in the grid cell i, j, k. In the method of the
fast Fourier transformation one uses the fact that the above
summation, which is very expensive to calculate, can be re-
placed by the multiplication of the Fourier transforms of
the quantities involved (see Binney & Tremaine, 1987, for
a detailed explanation).
But this is not the end of the story. A discrete Fourier trans-
formation is an O(N2) process. The performance can be
heavily increased by using the Danielson-Lanczos Lemma
(Danielson & Lanczos, 1942) which states that a discrete
Fourier transition of length N can be rewritten as the sum
of two discrete Fourier transitions
Fk = F
e
k + w
kF ok
where w = e2pii/N and F ek and F ok are the FT consisting
of the even and odd numbered points of the original FT
respectively. This procedure now can be used recursively. If
N is an integer power of 2, this procedure can be repeated
all the way down to transforms of length one, which is just
the identity operation.
F eooeo...eooeooeeek = fn
where n is given through the binary value of the reverse
pattern of the e’s and o’s inserting e = 0 and o = 1, which
is a direct consequence of the Danielson-Lanczos Lemma.
This procedure is a N log2(N) process, which for large N
is dramatically faster than the standard Fourier transforma-
tion (Press et al., 1986).
Although this procedure works with decompositions other
than 2, it is highly recommended to use only grid sizes
which are integer power of 2. In Fig. 3.5 I calculated the
performance of the FFT code, linked to my model, depen-
dent on the grid size N . The total numbers of grid cells is
given through N3. In this routine special implementations
for the integer numbers 2, 3, 4 and 5 exist. In my models
I use grid sizes of 1293 and 2573, indicated by the dotted
lines. In both cases changing the grid size by one can lead
to 10 times high computation time. For example, the poten-
tial on a grid size of 2573 is determined in the same time as
on a 1383 grid.
3.3.3. SOR versus FFT
I implemented two numerical schemes to solve the gravita-
tional potential. The SOR routine is short and directly im-
plemented in the numerical model. The adaption of SOR to
other architectures (see Sect. B.2.) is possible at compara-
bly low cost. One of the mayor advantage of SOR over FFT
is the ability to solve the potential on logarithmic scaled
grids (compare Sect. 3.1) with free scaling factors, while
FFT is restricted to equidistant grids.
The implementation of a high performing FFT is expensive
and I therefore use a free FFT library which is linked to
my numerical model. The advantage of FFT is the fast ex-
ecution in simulation with strongly changing gravitational
potential, since FFT calculates the potential in every itera-
tion independent on the previous results. On the other hand
in situations where the gravitational potential does not vary
much, the use of SOR is recommended, since it uses the re-
sult of the previous timestep as a starting point for the itera-
tion. Obviously, in a nearly constant potential this is already
a very good guess and the number of iterations required are
low.
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Figure 3.5. Performance of the FFT routine in calculating the potential dependent on the number of grid points per dimension. Perfor-
mance is best, if the grid size minus one is a multiple of 2,3,4 or 5 (red dots). If it is a prime number (blue dots), the performance is
unacceptably bad. The dotted lines represent the grid sizes chosen to calculate the gravitational potential in the disk evolution simula-
tions.
3.3.4. Boundary Condition for the Gravitational Potential
Independent on the method used to calculate the gravita-
tional potential, one has to specify the gravitational poten-
tial or its derivative at the boundary of the simulation vol-
ume.
In models, where the galaxy is simulated out to several tens
of kpc or even out to the virial radius of the dark halo, I
specified the gravitational potential on the boundary as a
combination of the analytically known potential of the dark
halo and the potential of the baryonic mass approximated
by a point mass. Since I focus in the models presented here
only on the disk and the simulation extend is of the same
order as the disk size, the assumption of a point mass is no
longer applicable directly. In the present model, the gravi-
tational potential is calculated on a grid, which extends fur-
ther out than the simulation volume. Then again the com-
bination of the analytic halo potential and the point mass
approximation can be used to determine the potential at the
boundary of the larger grid.
3.4. Test Calculations
At this point, all ingredients needed for the hydrodynami-
cal simulations have been discussed. The only exception is
the dynamical time step control, which will be discussed in
Sect. 3.7 in the context of the whole numerical model.
In this section I want to present some standard hydrody-
namical tests, which can be used to examine the correct
implementation of the hydrodynamical description. Addi-
tionally, the implementation of the potential solver is tested.
Testing the implementations of hydrodynamical codes is a
very important step in code development.
3.4.1. Shock-Tube
The shock tube problem, first used by Sod (1978), has be-
come one of the most important tests in hydrodynamics. It
involves setting up two discontinuous states, a hot dense
gas at the left and a cold rarefied gas at the right. At time
t = 0 the two regimes start to interact. A shock front propa-
gates into the cold gas and a rare faction fan penetrates into
the hot dense gas. The solution is known analytically and
therefore this test can be used to check, whether the code
reproduces the correct shock jump conditions.
The initial conditions are shown as dotted lines in Fig. 3.6.
The hot dense gas at the left has a pressure p1 = 1.0 and
a density ρ1 = 1.0, whereas the pressure of the cold gas is
set to p2 = 0.1 and the density to ρ2 = 0.125. The discon-
tinuity is located at r = 0 and the velocity is zero every-
where. The analytic solution after time t = 0.245 is given
in solid lines. The numerical results of the sod shock-tube
problem as calculated by the code using upwind transport
(left column), van Leer transport (middle column) and van
Leer transport with artificial viscosity (right column) are
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Figure 3.6. Density, pressure, and velocity for different advection schemes and artificial viscosity as indicated. The blue and red dots
show the numerical solution. The red dots show the points, where the deviation from the analytic solution (black line) is larger than
2%. The dotted lines show the initial conditions.
given in blue and red points. The blue points approach the
analytical solution better than 2% whereas the red points in-
dicate deviations which are larger than 2%. The red points
are located at the discontinuities. The diffusive nature of the
upwind transport scheme is clearly visible at the edges. The
analytic solution is better described by a van Leer trans-
port scheme. Overshooting at the shock front is reduced
through the artificial viscosity, which damps the amplifi-
cations emerging at the discontinuities. Small overshooting
is still noticeable in the case with artificial viscosity, but
Winkler & Norman (1986) showed that such overshoots are
in fact the correct solution to the viscous finite difference
equations as ∆x → 0.
3.4.2. Blast Waves
In further testing, the interaction of two strong blast waves
in one dimension is considered. A gamma-law gas (γ =
1.4) is at rest between to reflecting walls in the domain
r ∈ [−0.5, 0.5]. The density is 1 everywhere whereas the
pressure is 1000 for r < −0.4, 100 for r > 0.4 and
0.01 in between. The pressure discontinuities will lead to
strong shocks, which will interact with each other result-
ing in a complicated pattern of shocks. There exists no an-
alytic solution but several high resolution reference calcu-
lations, to which the results can be compared (Stone, 1992;
Woodward & Colella, 1984). The density distribution after
a time t = 0.038 is given in Fig. 3.7. It is identical to the
one presented in the literature.
Figure 3.7. Blast waves: density distribution after t = 0.038. The
result matches the one given in Stone (1992) for the case of van
Leer advection.
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The shock tube and the blast waves test have been done in
every advection direction. This assures a correct implemen-
tation of the source and transport steps discussed above.
3.4.3. Free Collapse
The last two tests were done to investigate the behavior of
the code at shock fronts and to check, whether the source
and transport steps are implemented correctly. The present
test provides the possibility to test the three-dimensional be-
havior of the model as well as the correct implementation
of the gravitational potential. In the free collapse a homo-
geneous gas sphere with a density ρ0 collapses under self
gravity, without pressure forces. Also for this problem there
exists an analytic solution. The equation of motion for the
free collapse is
d2r
dt2
= −GM
r2
The parametrized solution to the equation is (Mestel, 1965)
r = R cos2 Θ
t =
√
3
8piGρ0
(Θ +
1
2
sin(2Θ))
where Θ ∈ [0, pi/2]. When Θ reaches the value pi/2 the
system is collapsed to one point. The time the system needs
for the collapse, the so-called free fall time tff is hence given
through insertion of Θ = pi/2 into the above equation
tff =
√
3pi
32Gρ0
The analytic relation between collapse velocity and radius
can be obtained by rewriting the equation of motion for this
problem to 12
du2
dr = −GMr2 and integrating of the radius R.
1
2
(u2 − u20) = GM(
1
r
− 1
R
)
Since the cloud is initially at rest (u0 = 0) one derives the
relation
log(
u
r
) = log(
pi
2
R
rtff
√
R
r
− 1)
The initial conditions are given through a sphere with a con-
stant density ρ0 = 0.01 Mpc−3 and a radius R = 17 kpc.
The freefall time of this system then is 80.9 Myr. The den-
sity profile is plotted at different times in the top panel of
Fig. 3.8. The density gets higher but stays constant over
the extension of the shrinking sphere. The theoretical slope
of the envelope is −3 (red line), simply because the volume
has a dependency on r3 and thus the density grows with r−3
Figure 3.8. Density profile of the cold collapse at different
timesteps (upper panel) and log(u/r) versus log(r) (lower panel).
because the mass is constant. The reason for the small dif-
ferences lies in the fact that grid codes always show some
level of diffusion. However, the difference in the present
calculation is rather small.
There exist several other hydrodynamical tests, to which the
code can be compared. Discussing all of those would be
beyond the scope of this section. The potential solver can
be tested directly by inserting the derived potential into the
Poisson equation and comparing the gained density distri-
bution to the original one.
3.5. Particle Mesh Method for the Stars
The dynamics of the stars is described using a particle-mesh
method (Hockney & Eastwood, 1988). In the particle-mesh
(PM) method, the spatial coordinates are discretized by set-
ting up a rectangular grid over the three dimensional space.
Field quantities like the gravitational potential are repre-
sented by the values at the grid points. The potential or the
force acting on a particle is obtained by interpolating the
values at the mesh points to the particles position. The op-
posite process is used to assign the mass of the particles to
the grid for the determination of the potential. In this model
the grid is identical to the one introduced to describe the
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Figure 3.9. Schematic view of the cloud in cell method. The cell
centers (squares) are connected through a rectangle in which the
stellar particle (star) resides. The Fk stand for the areas spanned
by the red and blue lines.
dynamics of the gas phases (see Sect. 3.1). The following
points give a short outline over the procedure.
• Mapping all the stellar masses to the grid
The simplest way of assigning the stellar masses to the
grid is the method of the nearest grid point, in which
the mass of a stellar particle is added to the nearest cell
in 3D space. Since this is only a zeroth order interpola-
tion, I use for the mapping the more accurate cloud in
cell (CIC) method. In Fig. 3.9 the principle of the CIC
method is shown for 2 dimensions. The mass m∗i of the
stellar particle i is distributed to the adjacent grid cells
according to
mk = m
∗
i Fk/(FA + FB + FC + FD) k ∈ [A, .., D]
Each grid cell obtains therefore the fraction of the mass
of stellar particle i that corresponds to the fraction of the
opposing area to the area spanned by the grid points.
• Calculation of the gravitational potential Φ
The gravitational potential is calculated for the mapped
mass density. In the present model, the mass density of
the two gas phases and the dark matter distribution are
added to the stellar mass density to calculate the com-
mon potential.
• Solving the equation of motion
After the calculation of the gravitational potential on the
grid, its value at the location of the stellar particle i is
determined using again the CIC method.
Φ∗ =
ΦAFA + ΦBFB + ΦCFC + ΦDFD
FA + FB + FC + FD
The nearer the star is at a certain grid point, the larger
the opposite area Fk is and hence the greater the im-
portance of the potential at that grid point. The gener-
alization to three dimensions is straight forward. Since
variations on a scale smaller than the grid spacing are
smeared out, PM should only be used for collision less
systems, where 2-body relaxation is not important. Both
requirements are fulfilled by the stellar phase in a nor-
mal galaxy.
• Integrating the path of the stellar particles
The integration of the stellar particles is done by updat-
ing the stellar positions according to a standard leapfrog
procedure.
3.6. Interactions
The interaction processes described in Chap. 2 have to be
implemented in the numerical model. This is done by solv-
ing the set of ordinary differential equations explicitly in
time for every grid cell. The determination of the timestep
for the integration is discussed in Sect. 3.7.
The interactions between the stellar particles and the gas
phases need a special treatment, since the grid-particles in-
teractions cannot be calculated for each cell independently.
The following two points describe how star formation and
feedback from stellar particles is implemented.
• Formation of stellar particles
As already mentioned the computational power avail-
able today does not allow for calculating every star as a
particle and the stars are described by single stellar pop-
ulations. To delineate star formation in the context of
the model, the star forming mass according to Eq. 2.14
is accumulated over the grid in each cell during a time
interval ∆tsf , typically of the order of a few Myr. Af-
ter that time interval the total over the grid accumulated
mass is distributed onto a number ngen new formed stel-
lar particles. The positions of these particles are then
taken randomly, where the accumulated star forming
mass in a grid cell is taken as weight. Once a cell is
chosen to make a new stellar particle, the particle gets
the bulk velocity of the cloudy medium in the cell as
well as its chemical composition. Additionally the par-
ticle gets a randomly oriented velocity to account for
the velocity dispersion of the clouds.
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• Feedback from the stars
The mass and energy feedback of the stars is calculated
as described in Sect. 2.3, using again the CIC method
(see Fig. 3.9) to map the returned mass and energy onto
the grid. This assures that mass and energy are given
back in a smooth way as a particle moves over the mesh.
Using the nearest grid point method would lead to a
discontinuous energy feedback for individual grid cells,
which is not only unphysical but also numerically crit-
ical, since abrupt changes can induce numerical oscil-
lations. The CIC mapping procedure is time consuming
and therefore the calculation of the feedback is done to-
gether with the mapping of the stars onto the grid (see
Sect. 3.5). This step is called feedback precalculation,
because the feedback to the gas phases is only accom-
plished in the interaction routine (see Fig. 3.17).
Since the feedback is mapped onto the same grid, where
the gas phases are calculated, the interactions can now be
solved for every grid cell independently.
3.7. Time Step Control
The correct choice of a time step is very important for the
chemodynamical evolution code. Too low time steps can
lead to unpredictable numerical diffusion and very expen-
sive calculation times. On the other hand, one has to as-
sure that each cell can only interact with its direct neigh-
bors. Since information travels with the speed u+cs, where
u is the bulk motion and cs =
√
γP/ρ the adiabatic
sound speed, one gets the condition for the time step of the
gaseous component in one dimension
∆t1Dgas ≤ min
[
∆xi
ui + cs,i
]
(3.14)
which is known as the Courant-Friedrichs-Lewy (CFL)
condition. ∆xi is the extension of the grid cell i. The min-
imum is taken over all grid cells i. The generalization to
three dimensions is straight forward
∆tgas ≤ min
[
min(∆xi, ∆yi, ∆zi)
|~ui|+ cs,i
]
If the artificial viscosity is used, one has also to take into
account the timestep of this process, which is given through
(Stone, 1992)
∆tvisc ≤ min
[
∆xi
4Cq∆ux,i
,
∆yi
4Cq∆uy,i
,
∆zi
4Cq∆uz,i
]
here Cq is the constant which is a measure for the strength
of the artificial viscosity. ∆x and ∆ux,i are the cell size and
the velocity change of cell i.
For the other dynamical component, the stars, a similar ar-
gument as for the gas phase is used. The particles must not
move over more than one grid cell per timestep. Hence the
CFL condition for the stars reads
∆tstars ≤ min(∆x, ∆y, ∆z)
max(|~vstars|)
The above timesteps are calculated for both gas phases and
for every grid cell as well as for all the stars. To assure
that the CFL condition (Eq. 3.14) is given for all cells and
stars, one chooses the lowest of all the timesteps. Addition-
ally, this timestep is multiplied by the Courant factor ccour,
which typically takes values between 0.1 and 0.5. Therefore
the timestep is
∆tnew = ccourmin(∆tgas, ∆tvisc, ∆tstars) (3.15)
Fast rising timesteps can cause unphysical oscillations of
the system. In the model, the timestep can only rise a factor
of 1.3 from one iteration to the next. To account also for a
maximal timestep ∆tmax, given for example through inter-
val of the formation of stellar particles, the timestep for the
next iteration is
∆t = min(∆tnew, 1.3 ·∆told, ∆tmax)
Since in this model not only the dynamical behavior of the
components is calculated but also interactions between the
ISM phases and the stars, one must also take into account
the timescales of all the processes acting between the dif-
ferent phases. The important quantity similar to the CLF-
condition is the timescale of a single interaction process
τi := Xi/X˙i. If the timestep of the iteration is larger than
the shortest timescale of a process, this can lead to unphys-
ical results. As an example, if the timestep is larger than
the cooling timescale of the gas, this would lead to negative
energies, which obviously has to be prevented.
Principally, the timescales of the processes could simply be
added to Eq. 3.15. But since the timestep of the interactions
can be much smaller than the dynamical one, hydrodynam-
ics would be described on a timestep which is much shorter
than its appropriate one. Therefore the computational ef-
fort rises strongly and due to the numerical viscosity intro-
duced by every iteration step, calculating hydrodynamics
on a much too short timestep can result in numerical inac-
curacies. For these reasons the interactions are calculated
on a different timestep.
For all the interaction processes described in Chap. 2 the
timescale is derived. The timestep with which the interac-
tions are calculated is the timescale of the fastest process
multiplied by a Courant factor of 0.1.
∆tint = 0.1 ·min(τi) i ∈ [all processes]
This timestep is calculated for every grid cell indepen-
dently. If the timestep is larger than the one derived for the
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hydrodynamics, then the timestep is set equal to the one
from hydrodynamics. If it is the other way round, then the
cell is iterated until the sum over the timesteps is equal to
the one from hydrodynamics
∆thydro =
N∑
i=1
∆tint,i
where tint,N is chosen to fit the above condition (see
Fig. 3.10).
Figure 3.10. Schematic view of the choice of the interaction
timestep. This procedure is applied at every grid cell indepen-
dently.
3.8. Boundary Conditions
In modeling galactic evolution, it is impossible as well as
unnecessary to include the whole universe in the simula-
tion. Hence one needs to find a description for the boundary
between the simulated volume and the outer world. The use
of an adequate boundary condition is very important, since
the effect of an improper boundary condition can influence
the physical processes in the simulation volume. Obviously,
this must be avoided.
One typically needs two grid cells at the boundary of the
simulation volume to describe the boundary conditions.
These cells are called the ghost cells. I first introduce some
of the commonly used boundary conditions, where the dif-
ference lies in the way the ghost cells are set.
Figure 3.11. A density wave emerging from an explosion is re-
flected at the constant boundary and influences the simulation vol-
ume. This nicely illustrates the need for proper boundary condi-
tions. Often the effect of the boundary is not this obvious, and a
careful choice is needed.
• Constant boundary condition
Using constant boundary conditions, the values of all
quantities in the ghost cells are set to a reasonable con-
stant value, independent of the evolution of the model.
These conditions can be applied, if the physical pro-
cesses happen at the center of the simulation and cause
little influence on the boundary. Additionally the sur-
rounding environment of the simulation volume should
not change with time. Both conditions are not met by
the disk evolution models, and hence constant boundary
conditions are not used. As an example of the effect the
constant boundary condition can have on the evolution
of a shock front, I calculated a shock front emerging
from a pressure gradient running into a constant bound-
ary (Fig. 3.11). The waves are reflected at the bound-
aries and hence influence the simulation volume, which
is exactly what should be avoided.
• Cyclic or periodic boundary condition
Cyclic or periodic boundary conditions are applied to
simulate an infinite expansion of the system under
consideration. This can be used in simulating a flow
through a tube of infinite length, as is the case in some
hydrodynamical tests. The boundaries in the flow di-
rection can be set periodically. Another possible appli-
cation is to simulate a small part of an extended region
at high resolution, as e.g. in inhomogeneous chemical
evolution model (Argast et al., 2000). The ghost cells
get the same values as the last simulated cells at the op-
posite end of the simulation volume (see Fig. 3.12).
Figure 3.12. Schematic view of cyclic boundary conditions with
2 ghost zones.
• Mirror boundary condition
Another way of defining boundary conditions are the
mirror boundary conditions where a reflection at the
boundary is simulated. This is achieved by setting the
scalar quantities in the ghost cells equal to the last cal-
culated cells (Fig. 3.13) and by inverting the vectorial
quantities. I used the mirror boundaries in test simula-
tions of a flow through a tube, where the walls are de-
scribed through the mirror condition.
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Figure 3.13. Schematic view of mirror boundary conditions with
2 ghost zones.
• Open boundary condition
If the system is not closed and can freely lose or gain
matter, energy and momentum over the boundaries
one uses free or open boundary conditions. The values
of the ghost cells are set equal to the last cell of the
simulation volume (Fig. 3.14). Applied to galaxy evo-
Figure 3.14. Schematic view of open boundary conditions with 2
ghost zones.
lution, open boundaries are well suited for simulations
covering a large volume. Then, the density in the outer
regions is low and hence also the mass flux over the
boundaries. Generally, it is very difficult to control the
mass flux over open boundary conditions. Because in
disk simulations the boundaries are not far outside, I do
not use the open boundary conditions due to the large
numeric effort to control open boundary conditions in
this case.
• Multi-dimensional spherical boundary
In principle, boundary conditions can be fitted to every
individual problem. The condition presented here en-
ables the description of a spherically symmetric bound-
ary in three dimensions, where the flow over the bound-
ary is damped through the special setup shown in
Fig. 3.15. The boundary is represented by the red line.
Regions 1 and 2 contain the cells lying innermost of
the boundaries, whereas region the region 3 and 4 are
the ghost cells. The values of the ghost cells are set
by averaging the values of the cells in region 2 and 3.
This assures that the boundary adopts to the changes
of the simulation and it additionally prevents the ghost
cells from changing to much, which suppresses numeri-
cal oscillations. This boundary condition is particularly
useful when simulating collapsing gas clouds.
Figure 3.15. Special boundaries to simulate spherical symmetry.
3.8.1. Boundary Condition Used in the Disk Evolution
Models
As already mentioned the use of boundary conditions near
the galactic disk is not straight forward. The description of
the galactic disk is done in a cylindrically shaped simula-
tion volume. In this volume, the full interaction network as
well as the hydrodynamical equations are solved. The re-
gion outside this volume is represented by a reservoir, into
which out streaming matter can flow and from which in
can return back into the simulation volume. The reservoir
is represented by a mean mass, angular momentum, energy
and metallicity. Outflow and infall can happen locally and
depend on the local velocity over the boundary. After each
advection step the quantities in the reservoir are averaged
and set to the ghost cells, assuming a volume reservoir com-
parable to the simulation volume.
3.9. Initial Conditions
In every simulation a set of initial conditions has to
be found, which is reasonable and to which the sys-
tem is not too sensitive. Applied to galaxy formation,
the initial conditions can be taken from cosmology (e.g.
Steinmetz & M u¨ller, 1995; Navarro & Steinmetz, 1997;
Sommer-Larsen et al., 1999; Williams & Nelson, 2001;
Samland & Gerhard, 2003), where mass infall rates and an-
gular momentum distribution can be taken from numerical
large scale simulation.
In the investigations about the evolution of a galactic
disk, the initial conditions are given through a dark halo
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Figure 3.16. Initial conditions of the disk evolution models.
(NFW-profile), in which the baryonic matter enters homo-
geneously distributed along the z-axis (Fig. 3.16). The in-
fall rate is 120 Myr−1 an the infall lasts for 1 Gyr. Ac-
cording to Sommer-Larsen et al. (2002), this delayed infall
of baryonic matter into the already relaxed dark halo can
solve the angular momentum problem arising from ΛCDM
structure formation simulations. The motivation for using
a static halo was already given in Sect. 2.4. To build up
the disk, the infalling material gets the circular velocity at
the infall point. The initial conditions of the models under
consideration are described also in the respective chapters
(Chap. 4 and 5).
3.10. Flowchart of the Numerical Model
After having discussed all parts of the numerical model, I
want to outline the order in which the single steps are exe-
cuted in the model. In Fig. 3.17 the flowchart of the numer-
ical model is shown.
The initial conditions as described in Sect. 3.9 are set. fol-
lowed by the boundary conditions, to ensure that the ghost
cells get their correct start values.
The iteration now starts. In the first two steps, the mass and
the feedback of the stars is mapped on the grid. These steps
get computationally more expensive the longer the simula-
tion lasts, since due to ongoing star formation the number
of stars is growing with time. In the next step, the poten-
tial is calculated, directly followed by the calculation of the
forces in the hydrodynamical as well as PM description.
Afterwards, the hydrodynamical source step for momentum
conservation is calculated followed by the interactions and
the hydrodynamical source step for energy conservation.
Again, the boundaries are set. The next step ist the hydrody-
namical advection step. The advection step uses much cal-
culation time and is together with the potential solver and
interaction routine the most expensive part of the simula-
tion. After advection the setting of the boundaries is needed.
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Figure 3.17. Flowchart of the numerical model.
Afterwards, the equation of motion for the stars is solved.
The next step is the determination of the timestep for the
next iteration. Depending on time or iteration index, either
a time controlled output or an iteration dependent security
output is made, from which the simulation can be restarted,
if it is necessary (see Sect. B.1.).
The exit condition determines, if the simulation is stopped.
This can be caused through achieving the time limit or it-
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eration limit set in the beginning. Output of all quantities is
done before exiting.
3.11. Code Optimization
Because typical simulations need up to 3 month of calcu-
lation time on a modern PC, it is very important to have a
optimized code. I present in the appendix (App. B) some
of the experience I gained during optimizing the model for
execution on scalar, vector and parallel computers.
3.12. The New Parallel Chemodynamical Evolution
Code
The “Parallel Chemodynamical Evolution (PaCE)” Code is
an ongoing project. The goal is to have the whole chemo-
dynamical model available in parallel executable form and
hence galaxy models with significantly better resolutions
can be calculated. At the moment the hydrodynamical mod-
ule of PaCE is implemented.
As a first application I have calculated the impact of sub-
sequent supernova explosions on a thin gas (ρISM =
0.005 Mpc−3) simulated at 400 x 400 x 200 grid cells.
The spatial resolution is 5 pc. Fig. 3.18 shows a cut through
the xy-plane of the simulation volume at a time 10 Myr
(top) and 45 Myr, after the explosion of 100 and 450 super-
novae respectively. A typical supernova energy of 1051 erg
was used, where 20% were assumed to accelerate the ISM.
In the upper panel, the enlarged region shows the evolution
of a supernova remnant, originated from a supernova ex-
plosion in the shell of a previous remnant. One can nicely
see how the supernova remnant gets an elongated form and
that the material moves fast into the low density regions of
the previous remnant. In the lower panel, the ISM is already
well mixed and the form of the single supernova remnants
depend strongly on their surroundings. However note that
for an accurate description of the ISM the implementation
of a cooling function and the more realistic onset of the su-
pernovae remnant will be required.
These results are only given to demonstrate the resolution
possible with the hydrodynamical module of PaCE. Since
the single supernova remnants can be resolved enough to
describe their dynamical evolution, I intent to apply the
hydrodynamical module of PaCE to the inhomogeneous
chemical evolution model, used by Argast et al. (2000) to
investigate the scatter of the stellar metallicities at low
[Fe/H]. This is particular interesting since new observations
indicate that the scatter is smaller (Arnone et al., 2003) than
was thought a few years ago and as Argast et al. (2000)
noted, the scatter in their model would be reduced by the
introduction of a dynamical description. Hence first results
at least from a part of PaCE will follow soon (project with
D. Argast and M. Samland).
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Figure 3.18. Density structure of the ISM after 100 (top) and 450 (bottom) supernovae explosions. The first supernovae remnants
produce spherical bubbles, whereas the structure of the remnants in the late evolution strongly depends on their environment.
4Gas Physics, Disk Fragmentation,
and Bulge Formation in Young Galaxies
Abstract
We investigate the evolution of star-forming gas-rich disks, using a 3D chemodynamical model including a dark halo,
stars, and a two-phase interstellar medium with feedback processes from the stars. We show that galaxy evolution
proceeds along very different routes depending on whether it is the gas disk or the stellar disk which first becomes
unstable, as measured by the respective Q-parameters. This in turn depends on the uncertain efficiency of energy
dissipation of the cold cloud component from which stars form.
When the cold gas cools efficiently and drives the instability, the galactic disk fragments and forms a number of massive
clumps of stars and gas. The clumps spiral to the center of the galaxy in a few dynamical times and merge there to form
a central bulge component in a strong starburst. When the kinetic energy of the cold clouds is dissipated at a lower rate,
stars form from the gas in a more quiescent mode, and an instability only sets in at later times, when the surface density
of the stellar disk has grown sufficiently high. The system then forms a stellar bar, which channels gas into the center,
evolves, and forms a bulge whose stars are the result of a more extended star formation history.
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We investigate the stability of the gas-stellar disks in both
regimes, as well as the star formation rates and element en-
richment. We study the morphology of the evolving disks,
calculating spatially resolved colours from the distribu-
tion of stars in age and metallicity, including dust absorp-
tion. We then discuss morphological observations such as
clumpy structures and chain galaxies at high redshift as pos-
sible signatures of fragmenting, gas-rich disks. Finally, we
investigate abundance ratio distributions as a means to dis-
tinguish the different scenarios for bulge formation.
4.1. Introduction
The formation of galaxies is one of the important ques-
tions in current astrophysical research. With HST and earth-
bound 10m class telescopes it is now possible to study
the evolution of galaxies with redshift by direct observa-
tion. Although no complete picture is available at the mo-
ment, some facts are well established. Surveys undertaken
around z ' 1 have shown that luminous elliptical and spi-
ral galaxies were largely formed by then, and have only
moderately evolved to the present time (Brinchmann et al.,
1998; Lilly et al., 1998; Abraham et al., 1999; Abraham,
1999; Abraham & Merrifield, 2000; Dickinson, 2000). Be-
yond z = 1.4, there are far fewer high-luminosity galaxies
off all types compared to low redshifts (Dickinson 2000,
see also Driver et al. 1998). Thus the bulge-to-disk Hub-
ble sequence of galaxies appears to have formed at red-
shifts slightly beyond z ∼ 1 (Abraham & Merrifield, 2000;
Kajisawa & Yamada, 2001), although part of the stellar
populations of these galaxies might have formed earlier.
At z ' 0.5 spiral galaxies and barred galaxies are observed,
and it seems that by then the full Hubble sequence is in
place, quite similar to the galaxy distribution today. How-
ever, the frequency of barred galaxies drops sharply beyond
z ' 0.5 (e.g., Abraham et al., 1999). van den Bergh et al.
(2002) showed that this is not an selection effect. They
shifted a local galaxy sample to higher redshifts and con-
cluded that most of the barred galaxies would still be visi-
ble. Thus, the absence of bars at higher redshifts seems to
be real.
Already at z ∼ 1 around 30% of galaxies are morpho-
logically peculiar. At higher redshifts many clumpy struc-
tures and compact objects are observed. Most of these
cannot be attached to the traditional Hubble scheme, but
show irregular morphologies (e.g., Abraham et al., 1996;
van den Bergh et al., 2000). The anomalous morphologies
observed in these high redshift objects cannot be explained
through band-shifting effects alone, because the irregu-
larities persist also in NICMOS observations (Dickinson,
2000), probing the visual restframe wavelength of these ob-
jects.
Observations of high redshift galaxies currently provide in-
formation only about the global properties of these objects.
Detailed data like stellar metallicity distributions, stellar
kinematics, or gas distributions are only available for lo-
cal galaxies. To understand galaxy formation in a consis-
tent picture, models must be developed that can be com-
pared with observations over the whole observed redshift
range. These models should be able to explain the proper-
ties of distant galaxies as well as the detailed data on local
galaxies.
With high resolution cosmological simulations, large
progress has been made in understanding cosmic struc-
ture formation (e.g., Navarro et al., 1996; Moore et al.,
1998; Jenkins et al., 2001; Klypin et al., 2001). However,
on galactic scales these simulations still lack the necessary
resolution to describe the processes relevant for baryon dis-
sipation and star formation. Therefore two approaches for
describing galaxy formation and evolution have been devel-
oped. Semi-analytical modeling, based on simple assump-
tions to describe the baryonic physics and star formation in
the dark halos that form in the cosmological simulations,
has been used to analyze the global properties of galaxy
samples (e.g., Kauffmann et al., 1993; Guiderdoni et al.,
1998; Cole et al., 2000).
On the other hand, dynamical models, using a subset of the
cosmological information as initial conditions on smaller
scales, have been used to investigate the detailed struc-
ture of forming galaxies (e.g., Steinmetz & M u¨ller, 1995;
Navarro & Steinmetz, 1997; Sommer-Larsen et al., 1999;
Williams & Nelson, 2001; Samland & Gerhard, 2003).
These small-scale dynamical models still need to describe
star formation with a simple parameterization, but they
contain a much more detailed description of the dynam-
ics, feedback, and, in some cases, element enrichment.
Thus with these models it is possible to predict observ-
able properties through the galaxy assembly process, and
to compare directly with observations of high redshift
galaxies (e.g., Contardo et al., 1998; Westera et al., 2002;
Abadi et al., 2003). Because these models can be calculated
over a Hubble time, one can also directly compare detailed
present-day characteristics (e.g., metallicities and kinemat-
ics of stellar populations) with observations of local galax-
ies. Finally, with such models predictions can be made for
dynamical and stellar population properties of high-redshift
galaxies, which can be verified by future high resolution ob-
servations with the next generation telescopes.
The mass accumulation into dark matter halos is well un-
derstood in the context of the cosmological simulations and
can be used as an input to model galactic evolution (e.g.,
Van den Bosch, 2002; Wechsler et al., 2002). Additionally,
the angular momentum distributions of the forming dark
halos have been calculated recently (Bullock et al., 2001;
Chen & Jing, 2002). It is widely accepted, both in the semi-
analytical approach and the small-scale dynamical models,
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that galactic evolution depends sensitively on the mass and
angular momentum distribution of the system.
Much less is known about the processes that govern the
evolution of the baryons within a dark halo, and how these
influence the properties of the forming galaxies. Stars in
galaxies nearby are observed to form in molecular clouds
much denser than the ambient medium in which these
clouds are embedded. Most of the kinetic energy of this
cloud fluid is in the motions of single clouds relative to
the bulk flow. This kinetic energy can be dissipated by
inelastic collisions (Larson, 1969) and augmented by su-
pernova feedback (McKee & Ostriker, 1977). Under some
conditions the macroscopic cloud system can be treated as
an isothermal fluid (Cowie et al., 1980). Its energy dissipa-
tion rate is not well-determined, however. One expects that
it depends on the geometrical structure of the clouds, on
whether a major part of the dense medium is arranged in fil-
aments, and on their self-gravitating structure and magnetic
fields (Kim et al., 2001; Balsara et al., 2001). Thus the dy-
namics of the macroscopic cloud medium may be more or
less dissipative, depending on the physical conditions, and
may well vary between galaxies.
In the present paper we investigate the formation and
dynamical evolution of galactic disks, varying the cloud
dissipation rate. We use the interaction network and
two-phase chemodynamical model of Samland & Gerhard
(2003, SG03) to describe the assembly of a disk of stars, hot
gas, and star-forming cold gas. We find that the dynamical
stability of the disk depends sensitively on the cloud dis-
sipation efficiency, here described by the parameter ccoll.
For large ccoll, dynamical instabilities in the gas dominate
the evolution, leading to fragmentation of the disk into a
small number of star-forming clumps which subsequently
merge to form a centrally concentrated bulge. For small
ccoll, on the other hand, the system forms stars until the
stellar disk becomes unstable, leading to a stellar bar at
late times. The different stability properties in both cases
can be quantified in terms of the effective Toomre Q pa-
rameter for the stellar, gaseous, and combined system (e.g.,
Toomre, 1964; Jog & Solomon, 1984; Wang & Silk, 1994;
Elmegreen, 1995).
The evolution of a system with high dissipation calculated
at higher resolution is described in Immeli et al. (2003a),
where it was shown that morphological and photometrical
properties of several high redshift objects, like the chain
galaxies (Cowie et al., 1995), can be explained by a frag-
mented disk model.
Several authors have suggested that galactic bulges can
form by the secular evolution of a galactic disk, driven
by interstellar gas or stars (e.g., Combes & Sanders, 1981;
Pfenniger & Norman, 1990; Noguchi, 1999). Recent ob-
servations lend some support to these secular evolution
scenarios. Bulges in late-type spirals show similar prop-
erties to their surrounding disks, in that their light pro-
files are better fit by an exponential rather than an R1/4
law (Courteau et al., 1996; Seigar et al., 2002), and in their
colours (Peletier & Balcells, 1996).
As shown here, the evolution of star-forming galactic disks
may take different routes, depending on whether it is the
gas or the stars that drives a disk instability. This in turn
depends on the uncertain efficiency of energy dissipation in
the cold cloud component. These different routes also lead
to different formation scenarios for galactic bulges. Thus
we suggest here that the morphological properties of galax-
ies may depend not only on cosmological variables like
different mass or angular momentum distributions, or in-
fall history, but also on internal physical processes during
galaxy evolution.
In Sect. 4.2 we describe our model for star-forming disks. In
Sect. 4.3 we describe the morphological evolution of these
disks, depending on the dissipation efficiency of the cold
gas. Sect. 4.4 discusses the stability and star formation rates
in the models, and Sect. 4.5 describes the properties of the
bulges that form in the two main evolutionary scenarios.
Finally, Sect. 4.7 summarizes our findings.
4.2. The Model
We use a two-phase model for the interstellar medium, con-
sisting of a hot, low-density phase and a cold cloud medium
from which stars are formed. The chemical elements and
most of the energy released from SNeII and later SNeIa
are returned to the hot phase. However, the cloud veloc-
ity dispersion of the cold phase is heated by SNeII as well
(McKee & Ostriker, 1977). We describe this system with a
three-dimensional chemodynamical evolution code, which
combines a hydrodynamical grid code for the two phases of
the interstellar medium (ISM) with a particle mesh code for
the stars. See SG03 for more details.
The interactions between the different ISM phases and the
stars are described in detail in SG03. A difference exists in
the characterization of the star formation rate (SFR), where
we use here a simple Schmidt law (Schmidt, 1959),
ρ˙sf = csf · ραcm (4.1)
with α = 1.5 and csf chosen to be consistent with the star
formation rule derived by Kennicutt (1998). We here adopt
a volume density star formation threshold ρth, converted
from the surface density threshold of 1 − 10 Mpc−2 ob-
tained from observations by Kennicutt (1998), assuming a
disk scale height of the order of the spatial resolution of our
model. Thus ρth ' 1 Mpc−2/500 pc = 0.002 Mpc−3.
This is a lower value compared to other thresholds used in
the literature (e.g. Noguchi, 1999). It ensures that gas does
not clump simply because it is below a high star formation
threshold and cools when there is no heating from star for-
mation.
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SG03 did an extensive investigation of the network of pro-
cesses connecting the different ISM phases in this model.
We use their values for most of the efficiency parameters
that occur in this network, as determined through either
theory or observation. As shown by SG03, this network is
strongly self-regulating, so that the system is not sensitive
to the precise values used for these efficiencies. They con-
clude that the cloud dissipation efficiency ccoll is the most
uncertain parameter in the model. We now describe the rel-
evance of this parameter in somewhat more detail.
The dynamics of the cold cloud medium (CM) is described
in a statistical way through the hydrodynamic moment
equations. Energy dissipation and gain are implemented
through sink and source terms to the moment equations.
The internal energy describes the kinetic energy of the
single clouds relative to the bulk motion. The CM cools
through reducing this kinetic energy, which in this model
is assumed to happen through inelastic collisions between
single clouds. Larson (1969) derived the dissipation rate
in a CM consisting of spherically symmetric clouds with
constant mass. Using the mass-radius relation for clouds
given by Elmegreen (1989) the internal energy change can
be written as
∂
∂t
= −ccollP−1/24 ρ2σ3 (4.2)
where ρ is the density of the CM, σ its velocity dispersion,
and P4 = (Picm/k)/104 with Picm denoting the pressure
of the intercloud medium . All constants have been merged
to ccoll. ccoll also contains the deviation of the effective
cross section for cloud-cloud collisions from the geomet-
rical value due to magnetic fields, self gravity, and gravita-
tional focusing. It also depends on whether the cold cloud
medium is arranged mostly in clumpy structures or mostly
in filaments, which is not well-understood. Thus the precise
macroscopic description of cloud dissipation on a galactic
scale is uncertain, and hence the value of ccoll in Eq. 4.2. It
is therefore possible that the dissipation efficiency changes
from one galaxy to another, and that this changes galac-
tic evolution. It is equally possible that interstellar cloud
physics is nearly universal, and that the main driver for
galactic evolution is the baryonic infall rate per unit area,
or disk growth time, as Noguchi (1999) has argued. In both
cases, the local heating-collisional cooling equilibrium of
the cloud medium is changed, and hence the star formation
history.
To investigate the influence of cloud dissipation on disk
evolution, we performed a sequence of simulations with dif-
ferent dissipation efficiencies ccoll. The values given in Ta-
ble 4.1 are normalized to the efficiency cDcoll used in SG03.
The range of ccoll values corresponds to the maximum vari-
ations given in Table 1 of SG03.
The dynamical set-up of the models describes the rapid for-
mation of a massive galactic disk in a pre-existing, static
dark matter halo with NFW-profile (Navarro et al., 1997).
model index ccoll [cDcoll] model index ccoll [cDcoll]
A 20 E 1/5
B 10 F 1/10
C 5 G 1/20
D 1
Table 4.1. Dissipation efficiencies used in the model sequence,
normalized to model D, where cDcoll = 0.025 (SG03).
According to Sommer-Larsen et al. (2002) the delayed in-
fall of the baryonic matter into the relaxed halo can solve
the angular momentum problem arising from ΛCDM struc-
ture formation simulations. The primordial gas enters the
simulation volume vertically at |z| = 15.5 kpc, and the in-
fall is uniformly distributed over a radius of 17 kpc, with a
rotation velocity equal to the circular velocity at the infall
point. The infall rate is 120 Myr−1 during one Gyr, result-
ing in a total mass of 1.2 ·1011 M. The simulation volume
has a diameter of 38 kpc and a vertical height of 31 kpc
with a spatial resolution around 500 pc. The evolution of
a higher-resolution simulation of model A is discussed in
Immeli et al. (2003a). The higher resolution does not lead
to different results, which indicates that the outcome of our
simulations is not sensitive to the resolution used.
The chemodynamical model naturally provides ages and
metallicities of all stars formed over time, as well as ISM
densities and metallicities. This enables us to calculate
HST- and UBVRIJHKLM-colours of the model, including
dust absorption. This is done using the method described in
Westera et al. (2002), but we adopt here a three times lower
absorption coefficient. We will use the observable colours
to discuss the morphological evolution.
4.3. Morphological Evolution
4.3.1. Settling of the Disk
The infall of the baryonic matter leads to the build-up of a
gaseous disk. The settling of the disk is shown in Fig. 4.1,
which shows a cut through the xz-plane of the density dis-
tribution for the cold gas component in models B, D and F
at different times. The energy feedback from the first stars
heats up the disk. In consequence the settling of the disk
takes longer than a free-fall timescale, depending strongly
on the cloud velocity dispersion and hence on the cloud dis-
sipation efficiency ccoll. Since the angular momentum does
not play a role in the settling along the rotation axis, the
z-component of the velocity dispersion alone prevents the
clouds from completely falling to the disk plane.
After 500 Myr the cold gas phase shows a filamentary dis-
tribution in all three models. This is caused by the local en-
ergy feedback of the first supernovae of type II (SNeII) to
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Figure 4.1. Cut through xz-plane of the cold gas density distribution for models B, D, F. Evolutionary time and model index are
indicated.
the gas. This leads to local variations in the velocity disper-
sion of the cloud medium, which act like the analogues of
pressure gradients in the hot gas phase. Thus the cold gas is
compressed. In addition, in regions with enhanced energy
input, the equilibrium between hot and cold gas phases is
shifted to decrease the density of the cold medium.
The model with high dissipation (B, first row) settles to a
thin disk which is almost completely supported by rotation.
The timescale for the settling is relatively short because the
energy input from SNeII can be dissipated efficiently. The
less efficient energy dissipation of model D causes the disk
to settle more slowly. The disk in this model also remains
thicker during the whole evolution, because the equilibrium
between the continuous energy input from SNeII and en-
ergy dissipation by cloud collisions is shifted to higher in-
ternal energies and thus higher cloud velocity dispersions.
This is even more true in model F, where the even less effi-
cient energy dissipation results in a yet thicker disk.
4.3.2. Face-On Evolution
Fig. 4.2 shows an overview of the face-on morphological
evolution of all our models, presented in terms of the V-
band restframe surface brightness calculated from the dis-
tribution of stars as described in Section 2. Model indices
are indicated at the left for each row, and time is indicated
at the top for each column. All images are normalized to
the same surface brightness magnitude interval, which en-
ables us to directly compare luminosities of the models.
The absolute V-magnitude MV of the galaxy is also given
in each panel. Obviously, the morphological evolution de-
pends strongly on the dissipation efficiency.
At 0.5 Gyr the formation of the disk is under way and none
of the models shows an asymmetry in surface brightness
yet. Generally, the colder models are brighter in absolute
V-magnitude than their warmer counterparts. At 0.75 Gyr
the coldest model (A) shows several knots of high den-
sity with enhanced star formation. In model B a ring like
structure is visible. 200 Myr later the disks of these two
models have fragmented, showing several nearby knots.
At 1.05 Gyr some clumps in models A and B have al-
ready merged and fragmentation is also visible in model
C. Whereas at 1.2 Gyr models D to G still show a sym-
metric surface brightness distribution, the clumps in mod-
els A to C have already fallen to the center and merged to
form a bright bulge. This persists for the remainder of the
simulation, together with a clear spiral pattern in the disk.
Model D develops a bar like structure with spiral arms at
around 2 Gyr. A very pronounced bar is visible in models
E to G at around 2.8 Gyr. As can be seen in the last col-
umn of Fig. 4.2, these bars become shorter. Bar evolution is
discussed further in Sect. 4.6.
The morphological evolution of models A, B, and C is sim-
ilar in the sense that they all develop a fragmented disk and
end up with a compact central concentration. Their exists
a dependence on ccoll, in such a way that the more effi-
ciently the gas dissipates energy, the more pronounced is
the clumping, because the lower velocity dispersion in the
more dissipative models counterbalances the gravitational
instabilities less well. In all the cold simulations a ring de-
velops. This ring structure probably results from the form of
the rotation curve in these models; see Cha & Whitworth
(2003); Gingold & Monaghan (1983). It is important to
note that the mass enhancement in the ring amounts to less
than 10% of the total mass in the cloudy medium.
The galaxy models A-C in their fragmented phase resem-
ble, when viewed edge-on, the chain galaxies first reported
by Cowie et al. (1995, CHS95). These are high redshift
galaxies observed with HST in the Hawaii Survey Fields,
with large major-to-minor axis ratios, knotty structures and
very blue colors. CHS95 suggest that chain galaxies in the
redshift range 0.5 − 3 have a mass comparable to that of
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Figure 4.2. Morphological evolution of the seven models in terms of V-band restframe surface brightness. The panels show the whole
simulation area of 38 kpc squared. The model indices are given at the left and time is indicated at the top. Between panels, time does
not progress in constant intervals; this is to emphasize the interesting evolutionary phases of the models. MV is given in each panel.
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Figure 4.2. - continued.
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a present-day galaxy and that they represent a new popu-
lation of galaxies. Our model favors the interpretation of
O’Neil et al. (2000) that the chain galaxies are clumpy disk-
like structures seen edge-on. Model A, recalculated with
higher resolution, is compared to observations in detail in
Immeli et al. (2003a). The main results are that the extraor-
dinary morphology as well as very blue colors observed by
CHS95 are reproduced well. An investigation of the prop-
erties of the individual clumps in this model leads to typ-
ical stellar clump masses of a few 109 M. Metallicity
differences between individual clumps are not larger than
0.25 dex and the influence of individual clumps on the ro-
tation curve can by as high as 100 km/s.
A similarity in the evolution can also be seen in models E to
G. In these models the disk remains symmetric for a much
longer time. At around 2.7 Gyr these models then become
bar unstable, and a very prominent bar develops in about
one dynamical time. Contrary to the fragmented disk mod-
els, the absolute luminosity of the models showing a bar
instability does not vary much over the simulated time in-
terval. The evolution of model D lies somewhere in between
these two cases, showing a bar with spiral arms at around
2 Gyr.
Comparing models A and B shows that no qualitative dif-
ferences in the evolution are visible. The same is true for
models F and G, which indicates that the chosen values of
ccoll (Table 4.1) covers the whole relevant range.
4.4. Global Properties
4.4.1. Stability of the Disk
As shown in the previous section, our models can be di-
vided in two groups according to their dynamical evolution:
Models A to C show an early fragmentation, whereas in
models E to G a bar instability occurs at later times. Model
D appears to be a transition case. In the remainder of this
paper, we confine the discussion to models B, D, F, as repre-
sentative models for the different evolutionary paths. First,
we relate these more quantitatively to the stability of the
multicomponent disk. The Toomre parameter Q (Safranov,
1960; Toomre, 1964) is an important quantity in investiga-
tions of disk stability. In a single component gaseous disk
Q is given through
Qgas =
κσgas
piGΣgas
(4.3)
where Σgas is the surface density, κ the epyciclic frequency,
G the gravitational constant, and σgas is the radial velocity
dispersion of the gas. Q = 1 is a well-defined stability limit
for such disks: disks with low velocity dispersions and high
surface densities such that Q < 1 are subject to radial in-
stabilities.
In a disk consisting of gas and stars the evaluation of Q
is more difficult. As described above, the interstellar mate-
rial in our model consists of two gas phases. Because the
hot intercloud medium (ICM) only makes up for about 1%
of the total gas mass and because it is pressure dominated
and therefore stable in a Toomre sense, we can neglect the
ICM contribution to the Toomre parameter. Henceforth, we
consider a composite Qeff for the stellar and the cold gas
phases.
There have been several attempts to describe the stability of
a two-component systems in the context of the Toomre pa-
rameter. Jog & Solomon (1984) derived a dispersion rela-
tion for a two-component system of stars and gas and eval-
uated it numerically. Romeo (1992) derived finite thickness
corrections for disk systems. A simple approximation was
inferred by Wang & Silk (1994)
Qeff ' κ
piG
(
Σgas
σgas
+
Σstars
σstars
)−1
'
(
1
Qgas
+
1
Qstar
)−1
(4.4)
where Σstars is the stellar surface density and σstars is the
radial velocity dispersion of the stars. Elmegreen (1995)
gives a more accurate way of calculating the effective Qeff
parameter for a two component disk. He reformulates the
dispersion relation of Jog & Solomon (1984) in such a way
that the derived Qeff is completely analogous to the one-
phase Q. We use this more accurate method as well as the
approach of Wang & Silk (1994) to evaluate Qeff for the
two-phase medium. Since the results are the same, we will
not further distinguish between the two methods.
Fig. 4.3 shows maps of Qgas, Qstar, and two-component
Qeff for models B and F. The white regions in the maps
denote those parts of the disk where the number of stellar
particles in a grid cell in the plane is less than five and no se-
cure stellar velocity dispersion and hence no reliable Qstar
could be determined. These maps show clearly that the Q
values can vary substantially between different parts of the
disk, both radially and azimuthally.
At around 0.4 Gyr, not many cells reach the stability bound-
ary just discussed: all Q’s have values above unity. Already
at 0.6 Gyr the situation changes in model B. The gaseous
component develops regions of instability, and Qeff reveals
an unstable disk over a large radial range. For comparison,
the disk of model F is still stable at 1 Gyr in both com-
ponents as well as in the composite Qeff . In model B the
violent evolution following the instability causes a sharp
increase in the mean Qeff . The instability converts energy
from ordered motions to random motions, as well as driv-
ing up the SFR and SN heating, which indirectly increases
the cloud velocity dispersion and hence the Toomre param-
eter.
At 1.8 Gyr the stellar disk of model F has a central Toomre
parameter around 1.5. The gaseous phase has a Toomre pa-
rameter of at least 2 and therefore is stable not only to radial
Chapter 4: Gas Physics, Disk Fragmentation,and Bulge Formation in Young Galaxies 59
but also to bar instabilities (Polyachenko, 1997). Neverthe-
less, the composite Qeff already approaches values around
1 in the center. Thereafter, Qeff drops further in the center,
causing a bar instability at around 2.6 Gyr. The bar is visi-
ble in the instability map, but the signature becomes weaker
as the bar evolves.
Globally, both models are stable after their respective insta-
bility, indicating that an equilibrium state has been reached
and no further large morphological changes will occur
(compare Sect. 4.6. However, model B remains marginally
unstable in its outer parts, which drives the spiral pattern
visible at late times (Fig.4.2). Consistent with the fact that
this model has a thinner disk with higher rotational support
than model F, the outer regions of the disk in model B also
have a lower Qeff than in model F.
In summary, the most striking difference between the two
models is that the instability in model F occurs in the stel-
lar disk in the central regions, at comparably late times,
whereas in model B the instability develops in the cold gas
phase over the whole of the disk, starting early-on. Thus
the different morphological evolution discussed in the pre-
vious section can be attributed to the instability emerging in
different phases.
To investigate the time evolution of the Toomre parame-
ter, we averaged it over a central circle with radius 2 kpc.
The progression of this average Q is shown in Fig. 4.4.
Again we see that different components trigger the insta-
bility in the different models. In all models, the instability
starts when Qeff ' 0.8. This value should not be taken as
an absolute limit for stability, however, since it depends on
the radius over which the Toomre parameter is averaged.
Nevertheless, this shows that Qeff is a good tracer of the in-
stability. Also clearly visible is the increase of Q after the
onset of instability.
4.4.2. Star Formation Rate
The different dynamical evolution along the sequence of
models has a strong impact on the global star formation
history. Fig. 4.5 shows the SFR as a function of time, for
models B, D, and F. One immediately recognizes large dif-
ferences in the absolute values as well as in the shape of the
SFR. In the beginning, the SFR is low because the gas must
first fall to the Galactic plane and reach the limiting volume
density for star formation, ρth. This takes around 200 Myr.
After this the SFR increases as more material falls in. The
energy feedback from the first stars heats the gas and the
equilibrium found depends on the energy dissipation rate of
the cold gas phase. The less efficiently energy can by dis-
sipated, the higher the cold cloud velocity dispersion, and
hence the more extended in the z-direction the cold gas disk
is (Fig. 4.1). If, on the other hand, the dissipation efficiency
is high, the velocity dispersion drops and the material settles
Figure 4.4. Time evolution of the Toomre parameter for the stel-
lar component (top), the cold gas component (middle), and the
composite Toomre parameter (bottom), for models B (black), D
(dark grey) and F (light grey). The locations where the instability
emerges are indicated by dashed lines.
in a high density disk. Since all models have identical mass
infall and total mass, the density in the disk plane is lower
in the thicker disks. Because the SFR follows a Schmidt
law (Eq. 4.1), the overall SFR will be higher in the models
with strong gas dissipation. This effect can be seen already
at around 500 Myr, when the SFR rates of the models differ
by a factor of two.
The subsequent shape of the SFR is dictated by the fur-
ther evolution. In models A to C the cold gas phase of the
disk becomes unstable, with the stars following the poten-
tial perturbations induced by the gas. The clumping of the
gas leads to a strong enhancement of the SFR (Fig. 4.5, top
panel). The clumps then fall to the center and, due to the ef-
ficient angular momentum redistribution during this phase,
a large fraction of the gas is located in the center after the
clumps have merged. In this stage, the SFR reaches a pro-
nounced maximum, which can be as high as 200 Myr−1.
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Figure 4.3. Toomre instability map for model B (left panels) and model F (right panels). The Q Parameter is given for the cold gas
component and for the stars, and the effective Q is shown for the two-component system. Grey (light green), dark (dark green) and
white colour in this map denotes regions of stability, instability, and undefined stellar and effective Q. Time is indicated in Gyr. The
panels have a side length of 25 kpc.
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Figure 4.5. Global SFR (black line) and SFR in the innermost
2 kpc (grey line) in models B, D, and F. In all three models the
instability, indicated by the respective dotted line, causes an in-
crease in the central SFR.
The warmer models form stars at a much lower rate, after
the initial rise driven by the infall. Because the gas phase re-
mains stable, the cold cloud disk from which the stars form
has no large density enhancements. Star formation then in-
creases again when the instability of the stellar disk sets in.
The bar causes an inflow of gas to the center, causing an
increase in the central SFR which also reflects in the global
SFR (Fig. 4.5, bottom panel). Indeed, Aguerri (1999) found
a strong correlation between the global SFR and the barred
structure of galaxies.
As a consequence of their diverse SFR, the integrated
mass of stars formed in these models also varies strongly
(Fig. 4.6): whereas after 2 Gyr model B has already con-
verted 75% of its baryonic mass into stars, the correspond-
ing value for model D is around 40% and that for model F
is around 25%.
This illustrates how different the SFR in these models are
despite their identical mass infall rates. The cooling effi-
ciency, acting as a process on small scales, thus influences
the strength and the shape of the SFR, consistent with re-
sults from Van den Bosch (2002). It is therefore difficult to
constrain the mass accretion rate of a galaxy from the star
formation history alone, without further assumptions. This
shows the need for self-consistent modeling of galaxies.
Figure 4.6. Stellar mass fraction of models B (solid line), D (dot-
ted line) and F (dashed line).
4.4.3. Metallicity Distribution
Fig. 4.7 shows the metallicity distribution of the stars in
models B and F after time 4 Gyr. Here we divide the stars in
the model into halo, disk, and bulge components. The halo
is defined as all stars with a distance to the disk plane of at
least 3 kpc. The disk component is defined as all stars with
z-distance from the plane |rz | < 0.5 kpc and a minimal
distance of 2 kpc from the center. All stars within 2 kpc
from the center are taken to be the bulge component.
There exist clear differences in the metallicity distributions
of both models, due to their different evolutionary histories.
However, in both models the metallicity increases from the
halo to the disk to the bulge. The halo has the lowest metal-
licities because the metal-enriched clouds falls through the
halo towards the disk plane. When the clouds settle in the
disk, the chemical enrichment can take place over a longer
time-scale. The subsequent angular momentum redistribu-
tion from the instability causes the gas to flow inwards. The
inflowing gas cannot escape from the galactic center, and
when it is converted to bulge stars, it has the highest metal-
licities.
Since the settling of the baryons to the plane depends on
the dissipation rate (Sect. 4.3.1), the enrichment time-scale
for stars that end up in the halo is longer for model F than
for model B, and so one expects a more advanced chem-
ical enrichment of the halo in model F. Indeed, the halo
metallicity distribution of the cold model B shows a peak
at [Fe/H] ' −2, whereas the peak in the distribution for
model F lies approximately one dex higher at [Fe/H] ' −1.
The shape of the observed metallicity distribution of the
halo of M31 (Durrell et al., 2001) is very similar to that
of model F. This points to a relatively slow star formation
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Figure 4.7. Distribution of stars in [Fe/H] for models B (left) and
F (right), for Halo, Disk and Bulge stars as defined in the text
(open histograms). Observational data are plotted as the shaded
histograms (references in the text).
process for the M31 halo stars. By contrast, the metallicity
distribution of the Milky Way halo (Chiba & Beers, 2000)
resembles more the distribution created in the cold model
B, and points to a faster settling of the gas to the disk in the
early collapse of the Milky Way (see also SG03).
In the distribution of disk stars, the differences between
both models are also clearly visible. In model B, the
peak at relatively low metallicities mirrors the peak in the
SFR at early times, before SNeIa play a significant role
in the enrichment. This model is compared to data from
Edvardsson et al. (1993). Note, however, that the observed
sample contains stars that have formed much later than at
4 Gyr where the model calculation ends. The slower star
formation process of model F leads to a steady increase
of stars with high metallicities; in this model the gas is
enriched by SNeIa before a large fraction of the stars is
formed.
A similar argument applies to the bulge. Here the high early
SFR of model B produces many metal poor bulge stars with
[Fe/H] ' −0.7. In model F, by contrast, the evolution is
slower, leading to a steady increase in the stellar metallic-
ity without a peak at low metallicities. Tiede & Terndrup
(1999) reported a metallicity distribution for the Galac-
tic bulge with a similar shape as produced in model B.
On the other hand, results from Ramirez et al. (2000) and
Zoccali et al. (2003) point to a more metal rich distribution.
The formation of the Galactic bulge is discussed further in
the next section.
Although clearly the cloud energy dissipation is not the
only physical process that influences the metallicity distri-
butions in galaxies, it does have an important impact on the
dynamical, star formation, and chemical evolution of galax-
ies.
4.5. Bulge Formation
In our series of models we observe two qualitatively dif-
ferent paths to bulge formation. In those models where the
gas disk fragments and develops massive clumps, the bulge
is formed through the merging of these clumps at rela-
tively early times (see also Noguchi, 1999). In the class
of models where a bar forms through an instability of the
stellar disk, the bulge is formed from this bar, at compa-
rably late times. This is similar to the scenario proposed
by Combes & Sanders (1981), Pfenniger & Norman (1990)
and Raha et al. (1991).
These two routes do not cover the whole range of
bulge formation processes: further ways in which a bulge
may be formed are through mergers (Aguerri et al., 2001;
Scannapieco & Tissera, 2003) or in the center of an early
galactic collapse (Eggen et al., 1962). It is possible that
all these routes may play a role in the formation of some
bulges. Real bulges may even form through a combination
of these processes, as indeed happens in the self-consistent
models of SG03. In particular, some nuclear bulges would
appear to be good candidates for the rapid SFR processes.
The least well-studied of these bulge formation processes is
that from merging clumps in a fragmenting disk (Noguchi,
1999). Immeli et al. (2003a) compare a high-resolution
simulation of model A with observations and conclude that
this process may in fact be at work in the chain galaxies
found by CHS95. Further observations of similar objects
will thus be highly interesting.
Fig. 4.8 shows edge-on projections of the inner regions of
models B, D, and F in terms of K-band surface bright-
ness. The bulges also stand out in the K-band radial surface
brightness profiles, plotted in Fig. 4.9. In the following sub-
sections, we give some more specific predictions from our
models.
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Figure 4.8. Edge-on view of the inner 11 kpc of models B, D, and
F (from left to right), in K-band at time 3.8 Gyr.
Figure 4.9. Radial surface brightness profile in K-band for models
B (left) and F (right). The violent evolution in model B leads to a
more massive bulge than the mass transport to the center induced
by the bar in model F.
4.5.1. Clump Merging
As we have seen, in the cold models (A to C) the disk frag-
ments in an early evolutionary state and quickly develops
several clumps of stars and gas. The clumps then spiral to
the center, where they merge, causing a massive bulge to
form. Because this process leads to very high gas densities,
the SFR in the clumps and, especially, in the subsequently
forming bulge is very high. This results in a rapid oxygen
enrichment of the bulge stars, as can be seen from Fig. 4.10,
where [O/Fe] is plotted against [Fe/H] (top panel for model
B).
In this plot, [O/Fe] at low metallicities corresponds to
the IMF averaged abundance ratio of supernovae of type
II (SNeII) (Samland, 1998), which enrich the ISM on a
timescale of order 10 Myr. The supernovae of type Ia
(SNeIa), assumed in our model to arise from white dwarf
binary systems on a timescale of around 1 Gyr, influence the
chemical evolution of the ISM only at later times. The large
amount of iron produced by the SNeIa lowers [O/Fe]. The
metallicity at which this happens depends on how far the
enrichment has progressed before this time, and so the lo-
cation of the transition in Fig. 4.10 gives information about
the star formation time-scale. In the case of the fragment-
ing model B, the short starburst produces a clearly defined
path through the [O/Fe]-[Fe/H] diagrams, with a bend lying
around [Fe/H] ' −0.4. Thus SNeII have enriched the ISM
already to this high metallicity before the feedback from
SNeIa plays an important role.
After the starburst, 70% of the infalling baryonic matter in
model B has been converted to stars. The fast SF history
Figure 4.10. [O/Fe] against [Fe/H] for bulge stars in the three
models B, D, F. The different transitions from SNeII to SNeIa
dominated abundances are clearly visible.
is thus reflected in a large overabundance of α-elements.
This is shown for the element Mg in Fig. 4.11. The distri-
bution of [Mg/Fe] for all bulge stars at time 4 Gyr shown in
Fig. 4.11 has a strong peak at [Mg/Fe] = 0.4. There is also a
smaller peak at [Mg/Fe] ' −0.2; this value corresponds to
the maximum [Mg/Fe] reached in a closed box simulation,
and is generated by an extended low level star formation at
late times when the iron enrichment from SNeIa dominates.
The distribution in Fig. 4.11 for model B looks not
unlike that for the Galactic bulge stars measured by
McWilliam & Rich (1994) and shown as the dotted his-
togram in Fig. 4.11. Note, however, that the observed dis-
tribution will depend on the entire SF history following the
simulated early phase. Thus, at the moment it is too early to
say whether the old Galactic bulge could have formed out
of an early fragmenting disk, but it is clearly a possibility
that is worth further investigation.
The evolution of the velocity dispersion of the bulge stars
is shown in Fig. 4.12, where both the (cylindrical) radial
velocity dispersion σR and the vertical component σz are
given. The figure shows two main effects: The first, visible
in in both components, is a more or less linear rise of the
velocity dispersion due to the growing mass concentration
in the center of the disk.
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Figure 4.11. [Mg/Fe] distribution for bulge stars (r < 2 kpc)
formed until the end of the simulation (at time 4 Gyr), in mod-
els B (black line) and F (grey line). The dotted histogram shows
[Mg/Fe] for 11 stars measured by McWilliam & Rich (1994).
Figure 4.12. Stellar velocity dispersion of the bulge stars
(r < 2 kpc) for models B (black), D (dark grey), and F (light
grey). The effect of the instability on the velocity dispersion is
clearly visible in the radial component σR.
The second effect originates in the instability and affects
only the radial component. In model B, the violent evolu-
tion of the galactic disk with the final coalescence to a nu-
clear bulge leads to a strong rise in the radial velocity dis-
persion: when the instability sets in, σR rises sharply from
around 30 kms to 150
km
s . The corresponding rise in models
D and F occurs later; see Section 4.6. The z-component of
the velocity dispersion increases less through the instability.
At early times, the vertical dispersion in this model exceeds
σR. We believe this is a combination of the infall model
used and a massive disk building up in the galactic plane.
At the end of the simulation, the radial velocity dispersion
is around 200 kms whereas the z-component lies around
90 kms .
4.6. Bar Evolution
Fig. 4.13 shows the evolution of model F during the bar
instability, through its face-on K-band surface brightness
map. Model F is representative for the models with lower
cloud energy dissipation, E to G. The bar forms between
2.6 Gyr and 2.8 Gyr, i.e., within a time interval of the or-
der of the dynamical time, as is also observed in N-body
simulations (Combes & Sanders, 1981). The bar instabil-
ity causes a sudden increase in the radial component of the
velocity dispersion (Fig. 4.12), whereas the z-component
stays rather unaffected.
Right after its formation the bar becomes very pronounced,
and then weakens again. To do a quantitative investiga-
tion, we made a Fourier decomposition of the mass dis-
tribution to derive the length of the bar. Fig. 4.14, bottom
panel, shows that the bar becomes shorter with time. The
bar length evolves from around 4.5 kpc to around 3.2 kpc
within 1 Gyr. The shortening of the bar is accompanied by
an increasing pattern speed (Fig. 4.14, top panel). The bar
developed in the model is a fast bar with its end near the co-
rotation radius. The rising pattern speed can be explained by
the growing mass concentration in the center, since all rel-
evant frequencies at a given radius r depend on
√
Mcentral.
This evolution is similar in all three models that form a bar.
Because at the time when the bar forms (Fig. 4.6), the gas
content of models E to G is still high, up to 60%, the forma-
tion of the bar leads to a significant inflow of gas to the cen-
ter. There the gas can form new stars (compare Sect. 4.4.2).
The mass accumulation in the center then weakens the
bar, as previously observed in numerical simulations (e.g
Friedli & Benz, 1993; Norman et al., 1996). There is also
observational evidence for the weakening of bars through
central concentrations: Das et al. (2003) recently found an
anti-correlation between central mass concentration and de-
projected bar ellipticity in a sample of 13 barred nearby
galaxies.
As we have already mentioned in the introduction, observa-
tions indicate an absence of bars at intermediate and high
redshifts (Abraham et al., 1999). In the models presented
here, the formation of an extended stellar disk with sur-
face density high enough that it can become bar-unstable,
takes a comparably long time. In addition, in these systems
with large gas fraction, the bar formed is rapidly weakened
due to strong gas transport to the center. Both effects could
occur in high redshift disks, as the early disks might have
larger cloud random motions because of the stronger infall,
and would have higher gas contents. The two effects thus
might explain the absence of bars at higher redshifts.
The metallicity distribution of the stars in the central
bar/bulge (Fig. 4.10) reflects the slower enrichment pro-
cess in the hotter models. The bend in [O/Fe] is shifted to
lower [Fe/H], because of the smaller SFR in these models.
The bump visible in this plot for models D and F at [Fe/H]
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Figure 4.13. K-band restframe surface brightness map as mass tracer for the inner 12 kpc of model F.
Figure 4.14. Evolution of the pattern speed (top) and bar length
(bottom) for models E (black), F (dark grey) and G (light grey).
around -0.4 is mainly due to the increase of the central SFR
caused by the instability. The SNeII formed in the central
regions dominate the feedback again and enhance the abun-
dance of α-elements. This effect together with the averag-
ing over the central 2 kpc is also the source of the scatter in
the plots for models D and F.
We note that, because we use an IMF-averaged yield for
SNeII, we do not find a broad range of [O/Fe] values at
low metallicities, as would be expected at early times when
bulge stars are enriched by individual SNeII with different
progenitor masses (Argast et al., 2000). The scatter seen for
models D and F in Fig. 4.10 comes from the form of the
SFR.
Contrary to the cold model B, the [Mg/Fe] abundance ratio
distribution of the stars in model F (Fig. 4.11) has only a
single peak around [Mg/Fe] ' −0.2.The different maxi-
mum metallicities reflect the fact that the SF histories in the
models are different (compare Fig. 4.6).
4.7. Conclusion
We have investigated a sequence of models for star-
forming, gas-rich disks. The most important result from
these models is that galaxy evolution proceeds very dif-
ferently depending on whether it is the gas disk or the
stellar disk which first becomes unstable, as measured by
the respective Q-parameters. In our two-phase, star-forming
interstellar medium description this depends on how effi-
ciently the cold cloud medium can dissipate the kinetic en-
ergy it gains from dynamical and feedback heating. An ad-
ditional important variable is the infall history (Noguchi,
1999), which influences the gas density and hence the lo-
cal self-regulation equilibrium (Samland & Gerhard, 2003,
SG03) and the disk stability.
When the cold gas cools efficiently and drives the insta-
bility, the galactic disk fragments and forms a number of
massive clumps. The stellar disk fragments with the gas be-
cause of the strong gravity of the clumps, which begin to
form stars at a high rate because of their large density. The
clumps then spiral to the center of the galaxy in a few dy-
namical times and merge there to form a central bulge com-
ponent in a strong starburst. This scenario is similar to that
discussed by Noguchi (1999). We show that, in this mode
of disk evolution, the bulge forms rapidly and early; the un-
stable region of the disk is completely disrupted, and the
disk must be rebuilt by subsequent infall. Because of the
starburst origin, many of the bulge stars formed in this way
have large [α/Fe] abundance ratios.
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On the other hand, if the kinetic energy of the cold clouds
is dissipated at a lower rate, stars form from the gas in a
more quiescent mode, while keeping the kinetic tempera-
ture high enough and the gas density low enough to prevent
the gas from becoming dynamically unstable. In this case,
an instability only sets in at later times, when the surface
density of the stellar disk has grown sufficiently high. The
system then forms a stellar bar, which channels gas into the
center, evolves, and forms a bulge whose stars are the result
of a more extended star formation history, i.e., have lower
[α/Fe]. This scenario resembles the evolution described
by Combes & Sanders (1981), Pfenniger & Norman (1990)
and Raha et al. (1991). The comparably long formation
time for bars and bulges in this mode and the weakening
of the bar through inward gas flow in the still gas-rich
disks might explain the absence of bars at high redshift
(Abraham et al., 1999).
An example of a nearby galaxy in which the fragmentation
process may be taking place, is the gas-rich, blue starburst
galaxy NGC 7673 (Homeier & Gallagher, 1999). At higher
redshifts, a number of morphologically unusual galaxies
may be in similar evolutionary states, such as the so-
called chain galaxies (Cowie et al., 1995) and other knotty
galaxies seen in the HDF (van den Bergh et al., 1996); see
Immeli et al. (2003a) for further discussion. On the other
hand, the abundance ratios in the centers of nearby bulges
show only a moderate α overabundance ([α/Fe]' 0.2;
Proctor & Sansom (2002)), arguing that these stars were
formed from gas enriched by more extended star formation
histories. The few [Mg/Fe] abundance ratio measurements
available for the Galactic bulge (McWilliam & Rich, 1994),
on the other hand, point towards more enhanced [α/Fe].
Consistent with this, Puzia et al. (2002) find a similar en-
hancement in three Galactic bulge fields as in bulge globu-
lar clusters from integrated light measurements.
Clearly, mixed star formation histories would also be pos-
sible, in which a part of the bulge formed in an early star-
burst, preceding a slower build-up of bulge stars from sec-
ular evolution of the disk. In the multi-phase galaxy evo-
lution model of SG03, which follows the formation of a
large disk galaxy in a growing ΛCDM dark matter halo, the
final bulge is indeed a superposition of these two compo-
nents with, in that model, the larger part of the mass in the
secular component. Our models suggest that the time-scale
for secular disk evolution is comparable to or longer than
that for Fe enrichment from SNeIa, while the central star-
burst occurs before SNeIa become important. Thus further
spatially resolved measurements of [α/Fe] in bulges, and
measurements of [α/Fe] vs Fe and radius for Galactic bulge
stars will be key for disentangling bulge formation history.
It is well-known that the properties and evolution of a galac-
tic disk depend on global parameters like mass, angular mo-
mentum, and infall rate. We have shown here that the evo-
lution may also depend strongly on the physics of the bary-
onic component, in particular, the uncertain energy dissipa-
tion rate of the cold cloud medium from which most stars
are formed. This also implies that one cannot simply de-
rive the accretion rate onto a galaxy by determining its star
formation history. Although all the models in our sequence
have an identical gas infall, we observe very different SF
histories from one model to the other. In all models, how-
ever, the instability causes gas transport to the center, and a
subsequent increase of the central SFR leading to the build-
up of a central bulge component.
We thank the referee, M. Noguchi, for his prompt report,
the Schweizerischer Nationalfonds for financial support of
this work under grant 20-64856.01, and the Centro Svizzero
di Calcolo Scientifico (CSCS) for the opportunity of using
their computing facilities.
5Sub-Galactic Clumps at High Redshift: A Fragmentation Origin?
Abstract
We investigate the stability and star formation modes of a galactic disk forming by infall into a dark matter halo. We
use a 3D chemodynamical simulation describing the dynamics of stars and a two-phase interstellar medium, as well as
feedback processes from the stars. We find that, for high efficiency of energy dissipation in the cold cloud medium, the
initially gaseous disk fragments and develops several clumps of gas and stars. We follow the evolution of the individual
clumps and calculate masses, metallicities and velocities for them. A few dynamical times after fragmentation of the disk,
the clumps merge and build up a massive bulge. Calculating HST- and UBVRIJHKLM-colors of the model, including
absorption by interstellar dust, we determine the morphologies and colors of this model in HST images. Several peculiar
morphological structures seen in the HDF can be well explained by a fragmented galactic disk model, including chain
galaxies and objects consisting of several nearby knots.
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5.1. Introduction
In the redshift range 0.5 < z < 3, galax-
ies evidence a large diversity of morphological types
(e.g. Abraham & van den Bergh, 2001; Steidel et al., 1996;
van den Bergh et al., 1996, vdB96). Although some of
the unusual morphological structures can be explained
by the morphological K-correction, NICMOS observations
(Dickinson, 2000) show that many galaxies indeed have
a rest frame optical morphology that cannot be attached
to the traditional Hubble scheme. Examples are the so-
called chain galaxies that show elongated knotty structures
(Cowie et al., 1995, CHS95). Here we investigate a model
of a gaseous disk, which becomes unstable and develops
several clumps of gas and stars. Comparing with obser-
vations in the HDF, we show that several of the unusual
morphological types in the HDF are consistent with a frag-
mented disk model seen from different viewing angles.
5.2. The Model
We use a two-phase model for the interstellar medium, con-
sisting of a hot, low-density phase and a cold cloud medium
from which stars are formed. We describe this system with a
three-dimensional chemodynamical evolution code, which
combines a hydrodynamical grid code for the two phases of
the interstellar medium (ISM) with a particle mesh code for
the stars. The interactions between the different ISM phases
are described in Samland & Gerhard (2003, SG03). For the
star formation rate (SFR) we use a Schmidt Law (Schmidt,
1959), ρ˙sf = csf · ραcm with α = 1.5 and csf consistent with
the star formation (SF) rule derived by Kennicutt (1998).
The energy released from supernovae mostly goes into
heating the hot phase, but also heats the cold phase. Most
of the kinetic energy of the cloud fluid is in the motions
of single clouds relative to the bulk flow. This kinetic en-
ergy can be dissipated by inelastic collisions (Larson, 1969)
and augmented by supernova feedback (McKee & Ostriker,
1977). Its energy dissipation rate, here described by the pa-
rameter ηc, is not well-determined, and may well vary be-
tween galaxies. One expects that it depends on the geomet-
rical structure of the clouds, on whether a major part of the
dense medium is arranged in filaments, and on their self-
gravitating structure and magnetic fields (Kim et al., 2001;
Balsara et al., 2001). The influence of η c on the dynamical
evolution of gas-rich disks is investigated in more detail in
Immeli et al. (2003a); here we compare one of their frag-
menting disk models (ηc = 0.5) with observations of high-
redshift galaxies.
The setup of our model describes an early and rapid forma-
tion of a massive galactic disk in a static dark halo. Accord-
ing to Sommer-Larsen et al. (2002) the delayed infall of the
baryonic matter into the relaxed halo can solve the angular
Figure 5.1. SFR of the model.
momentum problem arising in ΛCDM structure formation
simulations. The primordial gas enters the simulation vol-
ume at |z| = 7 kpc vertically and uniformly distributed over
a radius of 17 kpc, with a rotation velocity equal to the cir-
cular velocity at the infall point, and infall velocity 20 kms .
The infall rate is 120 Myr−1 during one Gyr, resulting
in a total baryonic mass of 1.2 · 1011 M. The simulation
volume has a diameter of 37.2 kpc and a vertical height of
14 kpc with a spatial resolution of 300 pc in the horizontal
and 120 pc in the vertical direction. We have also done the
simulation at lower resolution, with similar results, indicat-
ing that the outcome is not sensitive to the resolution used
(Immeli et al., 2003a).
The chemodynamical model provides ages and metallicities
of the stars formed, as well as ISM densities and metallic-
ities. This enables us to calculate colors of the model at
different redshifts, including absorption, using the method
of Westera et al. (2002) except that we adopt here a three
times lower absorption coefficient.
5.3. Results and Comparison to Observations
5.3.1. Global Evolution
The infall of the baryons leads to the build-up of a star-
forming gaseous disk. Fig. 5.1 shows the SFR in the model.
The energy input from the supernovae type II dominates
that from the infall during most of the evolution and pre-
vents formation of the disk on the free fall timescale.
At around 700 Myr the gas disk becomes unstable on
large scales and begins to fragment. The lower-mass stel-
lar system follows the gravitational potential perturbations
induced by the gas. A face-on view of the model evolu-
tion from 500-1500 Myr is shown in Fig. 5.2 in terms of
observed HST F606W surface brightness. The model was
shifted to the redshift range indicated in the frames. The
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high symmetry in the first two images reflects the symmet-
ric infall of the gas. The pressure from the SF in the disk and
the pressure from the infalling material causes the develop-
ment of the ring-like structure at the border of the stellar
disk, visible in the second image. This ring structure repre-
sents less than 10% of the total mass of the cloudy medium
in the disk at this time. Yet the enhanced SF in this structure,
due to feedback-induced large density fluctuations, causes
a very prominent UV emission shifted to F606W at the red-
shift considered.
To quantify the fragmentation we use the asymmetry pa-
rameter A (Abraham et al., 1996) in rest frame U-band.
The evolution of A is very similar to that of the SFR,
which illustrates that the SF is driven by fragmentation.
The maximum SFR reached in this simulation is around
220 Myr−1, corresponding to a starburst (StB) galaxy.
Indeed, Lowenthal et al. (1997) report similarities in stellar
emission and interstellar absorption lines between z ∼ 3
galaxies and local StB galaxies. The color selection criteria
for Lyman Break Galaxies (LBG) also strongly favor StB
galaxies (Steidel et al., 1996). Age determinations of stel-
lar populations and enhanced abundances of α-elements in
LBGs (Carollo & Lilly, 2001) indicate that the very high
SFRs in these high-redshift objects persist only for a few
hundred Myrs.
The clumps that form in the disk during the fragmentation
phase spiral to the center, building a massive bulge. The
time scale for this process is around 300 Myr. The high
mass of the bulge is explained by the efficient angular mo-
mentum transfer during the fragmentation phase. Without
newly infalling material there will be no major changes in
the global structures of the galaxy after 2.5 Gyr. Formation
of a bar is prevented due to the high-mass bulge. Numeri-
cal investigations of Noguchi (1999) showed a qualitatively
similar evolution of a gaseous disk, with the main differ-
ence being that in his model the high SF threshold allow
SF only after fragmentation of the disk. We discuss the sta-
bility properties of multi-phase star-gas disks, and the im-
plications for bar and bulge formation, in more detail in a
companion paper (Immeli et al., 2003a).
5.3.2. Comparison with Observations
In Fig. 3 the model morphology at different times during
the fragmentation phase is compared to the morphologies of
some objects in the HDF. Clearly, several HDF morpholo-
gies can be well explained by the fragmented disk model.
Enhanced spiral arms as seen in the model at about
1.35 Gyr, induced by the merging of the last two clumps, are
also observed in the HDF (first row). In the second row the
model at 1.3 Gyr is compared to a clumpy structure. Seen
edge-on (third row) the model resembles a chain galaxy.
Figure 5.2. Fragmentation phase in observed F606W surface
brightness, starting at 0.5 Gyr at top left in 200 Myr intervals. Red-
shifts normalized to the z = 1.5 panel are indicated in each map.
The frames are 40 kpc a side. HST resolution and a detection limit
of 28.21 mag (Williams et al., 1996) were used. Angular diame-
ters were calculated using a ΛCDM cosmology with ΩM = 0.3,
ΩΛ = 0.7, h = 0.7.
CHS95 reported observations of chain galaxies (chains),
a new population of high redshift galaxies observed with
HST in the Hawaii Survey Fields, with high major-to-minor
axis ratios and very blue colors. vdB96 also found chain
galaxies in the HDF. CHS95 suggested that chains lie in
the redshift range 0.5 − 3 and have a mass comparable to
that of a present-day galaxy. They speculate that these ob-
jects may be linear arrangements in space where SF, once
turned on, triggers SF along the line of maximum density. In
some models the chains form in colliding supershells blown
out of massive StB galaxies (Taniguchi & Shioya, 2001).
Dalcanton & Shectman (1996) argued that LSB galaxies
are local counterparts to chains at high or intermediate red-
shift. Finally, O’Neil et al. (2000) suggested from a com-
parison with less inclined objects that the chains do not be-
long to a new galaxy class but are knotty disk like struc-
tures seen edge on. Given the small number of chains com-
pared to approximately 1000 known high redshift galaxies
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Figure 5.3. Comparison of observed HST F606W surface brightness of the model (left panels) with observations from vdB96 (right
panels). The model was shifted to the indicated photometric redshifts of the observations (Fernandez-Soto et al., 1999).
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Figure 5.4. Colors of the model seen edge-on at 1.15 Gyr, shifted
to the indicated redshifts (squares). Observational data for chains
from CHS95 (stars).
(Giavalisco, 2002), it is likely that these objects are in a
short evolutionary phase. Our model indicates that the in-
terpretation of O’Neil et al. (2000) is correct. It shows chain
structures when viewed edge-on and during a period of very
high SFR. Because this period is short compared to a Hub-
ble time, these objects will be relatively rare, and because of
the high SFR, they are very blue. The model therefore nat-
urally explains also the observation of CHS95 that a large
fraction of chains is very blue. A comparison of the model
colors with those of CHS95 is shown in Fig. 5.4. Best agree-
ment is obtained if our model is shifted to redshifts between
0.8 and 1.8.
Do gas-rich disk systems at low redshift also tend to form
fragments with enhanced SF? An example of a nearby
galaxy in which the fragmentation process may be tak-
ing place, is the gas-rich, blue starburst galaxy NGC 7673
(Homeier & Gallagher, 1999). This object has a remarkably
clumpy morphological appearance, seen in both the R-band
and Hα, even though the Hα velocity field is that of a reg-
ular, rotating disk.
5.4. Merger or Fragmentation?
Kinematical data will be important to clarify the nature of
chain galaxies. While in our fragmented disk model the
massive clumps should still show the underlying disk rota-
tion, in a merger scenario no similar alignment of the clump
velocities is expected. Fig. 5.5 shows the predicted influ-
ence of the clumps on the disk rotation curve; deviations
from the smooth rotation profile are up to 100 kms . Thus
while the basic rotation pattern remains visible during the
fragmentation phase, it is severely disturbed by the inner-
most brightest knots.
Additionally, the metallicities of the clumps in a merger
event are expected to vary significantly, depending on the
mass and evolution history of the merging clumps. Con-
trarywise, one expects similar metallicities for the clumps
in a fragmented disk. We investigate the metallicity of five
clumps selected in the fragmented disk model as indicated
in Fig. 5.6. We get abundance differences of up to 0.25
dex (Table 5.1), depending on the masses of the clumps
(∼ few 109 M for those in Fig. 5.6). No differences in
oxygen-to-iron ratios can be measured, due to dominance
and young age of the StB.
Many authors report observations of multiple knots
(Driver et al., 1995; Steidel et al., 1996, vdB96). The frag-
mentation scenario naturally explains objects consisting of
Figure 5.5. Mass-weighted rotation curve of the model after
1.15 Gyr, in the disk plane where the clumps dominate (solid line),
and 0.5 kpc above the plane (dashed line).
Figure 5.6. Smoothed stellar mass surface density of the model at
1.2 Gyr with numbering of the clumps.
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Clump Mass [109M] [O/H] [Fe/H] [O/Fe]
1 7.96 -0.32 -0.72 0.40
2 4.10 -0.38 -0.77 0.39
3 2.02 -0.44 -0.84 0.40
4 2.39 -0.42 -0.82 0.40
5 0.64 -0.59 -0.98 0.39
Table 5.1. Masses and metallicities of the stars in the clumps at
1.2 Gyr (see Fig. 5.6). Metallicity differences are up to 0.25 dex.
[O/Fe] is constant because SNe Ia with a typical time delay of
around 1 Gyr have not yet contributed significantly to the chemical
abundances.
several clumps, whereas in a merging scenario it is much
less likely to see more than three nearby clumps merging at
the same time. Also, the synchronized colors often observed
in these clumpy objects (Abraham & van den Bergh, 2001)
are naturally explained with the fragmented disk scenario.
In the present model, the mean age of the stars seen edge-on
in the clumps is constant within 70 Myr. At least some of
the observed multi-clump systems may therefore represent
fragmented disks.
5.5. Conclusions
A short formation timescale of a galactic disk due to a high
dissipation rate for the cold gas phase leads to fragmen-
tation and to the formation of a clumpy disk with an en-
hanced SFR in the clumps. After the fragmentation phase
the clumps fall to the center building a massive bulge. Sub-
sequent bar formation is prevented by the massive bulge.
Chain and multi-clump morphological structures, as well as
synchronized colors observed in high redshift objects, can
be well explained by a fragmented disk in a gas rich, single
galaxy. Our model suggests that these galaxies are in their
formation process and are observed during their relatively
short fragmentation phase, with a high SFR, comparable to
the model SFR of up to 220 M yr−1. Note that the high
SFR is generated only by disk instability and there is no
need for triggering through interaction or merger with other
galaxies.
The effects of the single clumps on the mass-weighted rota-
tion curve in our model can be as high as 100 kms . Nonethe-
less the underlying rotation signature should be observable.
Metallicity differences in the clumps of the fragmented disk
are no larger than 0.25 dex, while their mean stellar ages are
highly synchronized. Observations to test these predictions
are highly desirable.
We thank the Schweizerischen Nationalfonds for financial
support of this work and the Centro Svizzero di Calcolo
Scientifico (CSCS) for giving us the opportunity to use their
computing facilities.
6Supernova Induced Gas Flows
Abstract
The phenomenon of winds is important in many astrophysical situations. In the context of galaxy evolution, galactic winds
transport mass and metals and hence connect different regions of the galaxy. I discuss how the wind properties in a thin
and an extended ISM disk model depend on the SFR and the physics of the ISM, using the model sequence described in
Chap. 4.
74 Chapter 6: Supernova Induced Gas Flows
6.1. Introduction
Galaxies may loose mass by various processes. Ram pres-
sure can strip the gas from galaxies moving through a clus-
ter, jets emerging from AGNs can reach far out into the
intergalactic medium, and in ULIRGs, which may be the
result of major mergers, there is evidence for winds. How-
ever the probably most important mass loss mechanism of
galaxies is the supernovae driven galactic superwind, which
may occur in all type of star forming galaxies.
The energy input from supernova explosions leads to
large scale gas flows within a galaxy. Several authors
suggest that the high velocity clouds may be manifesta-
tions of a galactic fountain (e.g. Shapiro & Field, 1976;
Wakker & van Woerden, 1997; Breitschwerdt, 2003). In
this scenario, hot gas is ejected into the halo by multiple SN
explosions. High above the disk, the ejected gas becomes
thermally unstable, forms clouds and can fall back on the
disk. The gas flows have strong impact on the metal and
mass distribution within a galaxy. The redistribution of met-
als within the galaxy can be very important. As an exam-
ple consider the metal enrichment of a galactic halo. If the
winds emerging from the central star forming regions can
transport significant amounts of metals into the halo and the
disk, they can pre-enrich these components (Samland et al.,
1997).
In galaxies with low mass or very high SFR the gas can be
accelerated to escape velocity. Galactic superwinds, which
throw mass and energy out of a galaxy, are of great inter-
est for several reasons. For example, they transport large
amount of gas and energy into the intergalactic medium.
Since the gas presumably is enriched with heavy elements
(Vader, 1986), these outflows are important for the IGM
metallicities (e.g. Songaila & Cowie, 1996; Molendi et al.,
1999).
In the following I show how large-scale gas flows and
galactic winds depend on the spatial distribution and the
rate of the SNe and on the physical processes in the galac-
tic ISM.
6.2. The Model
To investigate the supernova-driven winds in morphologi-
cally different disk galaxies, I use the model sequence de-
scribed in Immeli et al. (2003b, Paper I, see Chap. 4).
From the time evolution of the models B and D, I use for the
present investigation a snapshot of model B after 1.5 Gyr
(hereafter B1) and model D after 2 Gyr (D1). The snapshots
were chosen at a time, when the two models show approxi-
mately the same star formation rate of around 50 Myr−1,
and hence comparable energy input from SNII. Note how-
ever that these models have different star formation histo-
ries and hence also metallicities (Paper I). Model B shows
a fragmented disk and a high SFR during its evolution. The
effects of the clumps exhibiting high SFR on the wind struc-
ture will be discussed using a snapshot of model B at 1 Gyr
(B0), when the SFR of the model is around 200 Myr−1.
Figure 6.1. Cut through the cold gas distribution of model B1
(top) and model D1 (bottom). The blue dots represent stellar par-
ticles with ages younger than 30 Myr, to show the spatial distribu-
tion of SN-Explosions.
In Fig. 6.1 a cut through the density of the cold gas phase
along the xz-plane is shown for model B1 and D1. Since
the star formation rates of model B1 and D1 are approx-
imately equal, the absolute amount of SN energy input is
about the same in both models. Due to the differences in
the dissipation efficiency in the models the gas distribution
shows a diverse expansion along the z-axis (Paper I). Su-
perimposed are the stellar particles with ages younger than
30 Myr and hence showing the places of the recent SNII
explosions. One can clearly see that the SNII of the B1
model are more confined to the plane than those of model
D1. Hence the energy input in the B1 model happens within
or near the galactic disk whereas in the model D1 the SNII
are distributed up to 2 kpc from the plane with some outliers
even at 5 kpc.
I will discuss in the following sections, how the diverse en-
ergy input influences the wind pattern within a galaxy.
Chapter 6: Supernova Induced Gas Flows 75
Figure 6.2. ICM-density (left) and ICM-metallicity (right) cut through the xz-plane of the clumpy disk of model B0. Each clump can
drive its own wind because of the high SFR within the clumps.
6.3. Wind Structure
6.3.1. Peak Star Formation in a Clumpy Disk (B0)
During the evolution of model B, the gaseous disk frag-
ments leading to several clumps of gas and stars (Paper I).
At the fragmentation time, the model B (B0) shows a very
high star formation rate of around 200 Myr−1.
In the left panel of Fig. 6.2 a cut through the xz-plane of
the ICM density of model B0 is shown. The location of the
recent supernovae lying in this plane are indicated by red
dots. The energy input is clearly concentrated in the clumps.
Each clump drives its own wind. At least up to a height of
5 kpc above the plane the inhomogeneous structure of the
disk is visible also in the wind pattern.
The right panel of Fig. 6.2 shows a cut through the xz-plane
of the metallicity of the hot gas. The metallicity shows peak
values in the clumps, which suggests the independent evo-
lution of the clumps. Typical metallicity differences are dis-
cussed in (Immeli et al., 2003a, Letter I, see Chap. 5). The
wind from the central clump is collimated through the en-
ergy input of the two outer clumps. This is best visible in
the cut of the metallicity, since it represents a kind of time
integrated wind structure.
The star formation rate determines the intensity of the out-
flow. The time sequence of the wind pattern is given for
model B in Fig. 6.3, starting at 1 Gyr in steps of 250 Myr.
The out streaming hot gas in model B reaches peak ve-
locities of around 350 kms . This value reduces to around
200 kms in the late evolutionary phase, where the SFR is
lower. This is consistent with high redshift observations of
starburst driven winds, which are very common and show
outflow velocities around 350 kms (Dawson et al., 2002). I
will discuss mass loss in form of galactic superwinds for all
models in Sect. 6.4.
6.3.2. Gas Flows in the Thin Disk (B1)
In Fig. 6.4 a cut through the density along the xz-plane
of the hot and the cold gas phases of model B1 and D1
is shown. Superimposed are the gas velocities.
The peanut shape visible in the density of the cold gas (right
panels) emerges from the shape of the gravitational poten-
tial. The roughly constant velocity dispersion within the
disk causes a puffing up of the outer disk, since the grav-
itational potential in z-direction is deeper in the center than
in the outer parts of the disk. This is especially prominent
in model B1, where the instability of the gaseous disk led
to a massive bulge. The clouds in model B1 can fall right to
the center of the disk.
The left column in Fig. 6.4 shows the hot gas compo-
nent of the two models. The concentrated energy input of
model B1 leads to a collimation and high acceleration of
the outflow. Since the pressure above the plane is lower
than within the plane, the material is ejected perpendicular
to the plane, analogously to investigations concerning the
collimation of a galactic superwinds (Suchkov et al., 1994;
Strickland et al., 2000a).
The B1 model cannot drive the hot gas to a galactic height
of more than 4 kpc. This is because the gas is only heated
by supernovae near the galactic plane. If the outflowing gas
reaches the halo, heating rates are getting weaker and the
gas begins to cool and forms clouds.
It has long been suggested that the observed high ve-
locity clouds may be a manifestation of a galactic foun-
tain (e.g. Shapiro & Field, 1976; Wakker & van Woerden,
1997; Breitschwerdt, 2003). In this scenario hot gas is
thrown out of the plane through the energy input of succes-
sive supernovae explosions. The hot gas then forms clumps
under the influence of a Rayleigh-Taylor instability and the
clumps can fall back to the plane. In Fig. 6.5 the oxygen
abundance [O/H] as a cut through the xz-plane is shown for
B1 and D1. It is clearly visible that the hot outflowing gas
76 Chapter 6: Supernova Induced Gas Flows
Figure 6.4. Wind structures of model B1 (top row) and D1 (bottom row) in the hot (left) and cold (right) gas phase. The velocities are
indicated by arrows. The wind structure is only shown for the regions with high enough density to contribute a significant mass flux.
is metal rich and that the metals are blown out to distances
of several kpc above the plane.
Contrary to most galactic models, the present model uses
a two-phase interstellar medium. Inflow of the clouds and
outflow of the hot gas coexist in the models. Looking closer
to the metallicity distribution of the clouds of the B1 model
reveals an enrichment up to around 2 kpc above the plane.
Since the clouds are falling onto the plane, and since the
metal production through SNII is located in the plane, the
metallicity has to emerge from condensation of outflowing
hot gas. This may be a manifestation of a galactic fountain
in this model. This view is supported by the fact that the hot
gas does not leave the potential of the galaxy (see Sect. 6.4).
6.3.3. Gas Flows in the Extended Disk Model D1
Looking at the cloud velocities (Fig. 6.4, right column)
one clearly recognizes that the low dissipation efficiency of
model D1 leads to an earlier slow down of the clouds, which
are falling to the plane. While in the cold model the clouds
can fall readily to the plane, they fall in only to around 2 kpc
in the D1 model, any the further infall takes place slower
and the velocity field is distorted. The peanut shape of the
cloudy medium is less prominent, because the central po-
tential is not as deep as in model B1.
The expanded energy input in model D1 causes that the out-
flowing gas is heated until around 4 kpc above the plane and
only then cooling dominates. This causes that the material
can flow further away from the disk than in model B1. How-
ever, in the extended disk model the gas is not accelerated
to such high velocities. The distributed energy input leads
to a less steep pressure gradient in the hot gas and hence
a less efficient acceleration. Additionally SNII explosions
above the plane are slowing down the outflow arisen near
the plane. Typical values reached are between 100 kms and
150 kms , again depending on the star formation rate.
Model D shows a less extended metallicity distribution.
One reason is that the metallicity of model D1 is lower than
that of B1, since the models show a different star formation
history (Chap. 4). Furthermore, the outstream velocities are
slower which leads to a less efficient metal transport into
the halo. In the hot gas of model D1 the red dots in outside
the disk indicate, how supernovae explosions can locally
enrich the hot gas.
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Figure 6.5. Oxygen abundance in the xz-plane of model B1 (top) and model D1 (bottom) in the hot (left) and cold (right) gas phase.
High metallicities are indicated through yellow color, whereas low metallicities have blue colors.
6.4. Galactic Superwinds
Material can be ejected out of a galaxy in a so-called galac-
tic superwind (Chevalier & Clegg, 1985; Suchkov et al.,
1994, 1996; Mac Low & Ferrara, 1999; Strickland et al.,
2000a; Silich & Tenorio-Tagle, 2001).
Since the present model sequence does not follow the gas
up to the virial radius of the dark halo, where one can con-
clusively determine the lost gas mass fraction, I apply a lo-
cal criterion to estimate the amount of ICM mass which
could leave the galaxy. I determine the total energy of a
mass element to decide whether its bound to the galaxy or
not.
Φρicm + icm +
1
2
ρu2icm > 0 (6.1)
According to this condition none of the cold gas clouds can
escape the gravitational potential. This is different for the
hot gas, where 8% for model B1 and 5% for model D1
have in principle enough energy to leave the galactic po-
tential. For the high star formation rate in model B0 this
fraction increases to 21%. However, this is an upper limit,
since interaction processes, mostly cooling, will lower the
pressure of the gas. For comparison, in M82 about 8% of
the mass associated with the wind has high enough ener-
gies to escape the potential (Silich, 2003). But again, it is
not clear, which fraction of the material can leave M82 or
will fall back at later times.
The difference in the distribution of the matter which could
in principle leave the galaxy (Fig. 6.6) is due to the fact
that in the D1 model the mass elements are located far-
ther away from the disk than in the B1 model, and near
the star forming regions the hot gas in principle always has
enough energy to leave the galaxy. The distribution of the
material having enough energy to leave the galactic poten-
tial given in Fig. 6.6 is representative for arbitrary times of
the model sequence. At all times the gas at 10 kpc height
has not enough energy to leave the galaxy. This suggests
that material has only enough energy as long as it is heated
through supernova explosions. Once the material has left
the region of energy input it rather quickly cools. The gas
is accelerated only near the star forming regions. Modify-
ing the escape criterion 6.1 in such a way that only the po-
tential and the kinetic energy is considered leads to a re-
duction of the fraction of ICM that can leave the galaxy to
0.8% in model B1 and 0.1% in model D1. This material will
be mixed with other material on its way out of the galaxy.
Therefore, no outflow occurs in these systems.
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This is consistent with the findings of other investigations
(e.g. Mac Low & Ferrara, 1999) and with constraints from
observations. It is important to note that mass loss from
massive galaxies at high redshift is not excluded by the
present model. In the early stages of galaxy evolution, when
the gravitational potential of the halo is shallower, also
massive galaxies may lose metals to the ISM. However,
if the directly observed outflows in Lyman-break galax-
ies at z ' 3 (Pettini et al., 2000) can leave the gravita-
tional potential of the massive galaxies, the energy input
would severely disturb the IGM leading to large variations
of baryons relative to the dark matter, which are not ob-
served (Madau et al., 2001). This implies that if the enrich-
ment of the IGM originates from outflows of massive galax-
ies, this has to happen at higher redshifts.
Figure 6.3. Time evolution of the wind pattern for model B, start-
ing at 1 Gyr (top) in steps of 250 Myr.
Figure 6.6. Distribution of the hot intercloud gas having high
enough energy to leave the galactic potential.
The outflow of massive galaxies can be investigated by
more realistic models concerning the simulation of the
galaxy out to its virial radius to conclusively determine
whether the material is lost. Another important point is the
infall of baryonic matter and the build up of the dark halo
(e.g. Samland & Gerhard, 2003).
6.5. Discussion of Wind Properties
Winds are very important for the evolution of galaxies since
they connect different regions in the galaxy through en-
ergy and mass transport. I have started to investigate the
wind emerging in the sequence of disk evolution models
described in Paper I (Chap. 4), where I have taken model B
as an example for a thin disk and model D as an example of
an extended disk.
The high star formation rate in model B during the frag-
mented phase of the disk (B0) leads to a wind reaching up
to 9 kpc above the plane. Each clump drives its own wind
and the structure of the clumpy disk is visible in the wind
structure up to 5 kpc. Even the high SFR of model B0 does
not lead to a galactic superwind, mainly because the gravi-
tational potential of the dark halo in the present model is too
deep. This does not exclude early mass loss from massive
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Figure 6.7. Qualitative X-ray emission of model B1. All fluxes are normalized. Clearly a different X-ray pattern is visible, depending
on the origin of the X-ray emission. This enables investigations on X-ray properties of outflows.
galaxies in general. In models with growing dark halos, out-
flow can occur at early times (see Samland, 2003), when the
SFR is high and the dark halo potential still shallow. Such
an outflow at early times, when the ISM shows the typi-
cal α-enhancement of SNII ejecta compared to solar abun-
dance, is consistent with observations of Songaila & Cowie
(1996), who find evidence for enhancements of α-elements
in Lyman forest clouds at high z.
The thin disk of model B1 drives a fast wind, with peak
wind velocities around 350 kms . The wind reaches height
above the disk plane of around 4 kpc. With the declining
star formation rate this value reduces to 2 kpc at the end
of the simulation. The metallicity of the cloudy medium
at 2 kpc is a manifestation of a galactic fountain in these
models. The hot outflowing, metal enriched gas condenses
and forms new clouds falling back into the disk.
In the extended disk model, the winds are accelerated to
peak velocities of 150 kms . The distributed energy input
leads to a less efficient acceleration and instead of a foun-
tain, a pressure supported bubble of hot gas is forming.
If galactic (super-)winds are powered by supernovae ex-
plosions one would expect the material associated with
the wind to be metal enriched by supernova ejecta (Vader,
1986). However, the metallicity of the wind depends also
on the metallicity and the amount of the ambient medium,
which is carried along by the wind through the process of
mass loading (Suchkov et al., 1996). Breitschwerdt (2003)
argues that metallicity in winds is high, but generally lit-
tle is known about the metallicity content in the outflowing
wind of starburst galaxies.
The results of the simulation clearly indicate that the winds
are metal enriched. As a direct consequence of the ejec-
tion of SNII material one expects the material being α-
enhanced. The metallicities of model B0, [Fe/H]=-0.70
and [O/Fe]=0.35, reflect the α-enhanced outflow from the
galaxy during the maximum SFR. Due to the influence of
SNIa explosions, the metallicity of the outflow in model
B1, [Fe/H]=-0.02 and [O/Fe]=0.15 does no longer show this
prominent α-enhancement. Obviously, the abundance pat-
tern at late times is influenced by SNIa and at around 3 Gyr
the winds are enriched with a lot of iron.
The more quiescent star formation mode of model D1 leads
to lower metallicity in the outflow and to moderate α-
enhancement, [Fe/H]=-0.2 and [O/Fe]=0.2.
Note that the coupling between the hot and cold gas phase
in the model through evaporation and condensation is very
important. To obtain a significant wind in the hot gas phase,
it is necessary that dynamical coupling of the gas phases is
not strong. By this, infall in the cloudy gas phase and a wind
in the hot gas phase are possible at the same time. The dif-
ferences of the one and two phase interstellar media will be
discussed in Samland, Immeli & Gerhard (in preparation).
6.6. X-ray Fluxes of Winds
In the framework of the present model detailed superwind
investigations are possible. Using a simulation setup cor-
responding to starburst galaxies like M82 or NGC 253,
the model will be able to produce X-ray fluxes, UBVK-
and HST colors and absorption features which can be di-
rectly compared to observations. While the origin of the
hard X-ray component is attributed to the starburst or
AGN itself rather than the wind (Suchkov et al., 1994;
Strickland et al., 2000a; Weaver et al., 2002), the origin
of the soft X-ray emission is still under discussion. The
model will be able to compare three different origins,
proposed by Strickland et al. (2000a): Emission through
bremsstrahlung, emission in the transition regions between
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clouds and ICM (D’Ercole & Brighenti, 1999), in the con-
text of the present model proportional to the evaporation
rate, and interaction between the high velocity wind and the
clouds of the ISM. As an example, Fig. 6.7 shows the differ-
ent X-ray emissions calculated for model B1. As expected,
the X-ray maps differ significantly for these three X-ray
producing processes. A quantitative X-ray flux can be cal-
culated using the emissivities of Strickland et al. (2000b)
based on the emissivities from Raymond et al. (1976), and
X-ray absorption can be included applying the cross sec-
tions σc of Morrison & McCammon (1983). This leads to
prominent X-ray shadows in the disk plane, because there
the cold gas density and thus the absorption is very high.
Due to the velocity differences between the outflowing
ICM and clouds above the galactic center the drag forces
between the two gas phases may be important. Samland
(1994) investigated the influence of drag forces onto out-
flowing gas, finding velocity changes of only 70 kms in the
outflow of a comparable galaxy with small variations for
the outflow radius. Note that condensation and evaporation
between the ICM and clouds lead to a momentum exchange
similar to the effect of drag, which is significantly higher.
Therefore drag forces can be neglected in galactic outflows
(Samland, 1994). However, if the velocity differences in
galactic superwinds are very high, it would be interesting
to investigate the influence of drag forces in these systems,
especially the changes in the X-ray fluxes.
7Summary and Outlook
“Reality is far from what I said”
D. Lynden-Bell at a conference in La Palma
This chapter summarizes the results of the thesis and gives an outlook to future projects.
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7.1. Summary
Disk galaxies are very complex systems consisting of sev-
eral components like the bulge, the disk and the halo. Addi-
tionally, substructures like extended HI disks, thin and thick
stellar disks are observed. Contrary to elliptical galaxies,
disk galaxies contain a significant mass fraction of gas. It is
therefore an important question how gas physics influences
the evolution of a galaxy, especially in its early state.
To address this question, I have presented a three-
dimensional model for the chemodynamical evolution of
galaxies, consisting of a hot and a cold gas phase and stars,
embedded in a dark matter halo. The components interact
with each other through several processes like star forma-
tion, evaporation and condensation, radiation cooling and
dissipation, and mass and energy feedback from the stars.
In this model, the dynamical, star formation and chemical
evolution of the galaxy is followed. This enables compari-
son to a variety of observable properties, such as metallic-
ity distribution or kinematics of the stars. Using the method
of Westera et al. (2002) to calculate colors of the models
at different redshifts including absorption, the models can
also be directly compared to high redshift observations. The
template of the numerical model was the three dimensional
version of CoDEx (Samland et al., 1997). I have written
the program in the F90 standard, which allowed for vector-
ization and partly parallelization of the code. Performance
comparisons assure that the program runs very efficiently
on different architectures.
Samland & Gerhard (2003) note that the poorly known
cloud dissipation rate, the rate at which the cloudy medium
can lose energy, is very important for galaxy evolution. It
was pointed out in the description of the model that the
cloud dissipation rate is not well-determined and may well
vary between galaxies. To investigate its effect on disk evo-
lution, I set up a sequence of models, where only the cloud
dissipation efficiency was varied. I found that two evolu-
tionary paths for the disk evolution exist in the context of
the model, which are summarized below in more detail.
The evolutionary path of a galactic disk depends on whether
it is the gas disk or the stellar disk which first becomes un-
stable. The stability analysis was done using the Toomre Q
parameter of the cloudy and the stellar phase.
When the cold gas cools efficiently and drives the insta-
bility, the galactic disk fragments and forms a number of
massive clumps. The stellar disk fragments with the gas be-
cause of the strong gravity of the clumps, which begin to
form stars at a high rate because of their large density. The
clumps then spiral to the center of the galaxy in a few dy-
namical times and merge there to form a central bulge com-
ponent in a strong starburst. This scenario is similar to that
discussed by Noguchi (1999). In this mode of disk evolu-
tion, the bulge forms rapidly and early; the unstable region
of the disk is completely disrupted, and the disk must be
rebuilt by subsequent infall. Because of the starburst ori-
gin, many of the bulge stars formed in this way have large
[α/Fe] abundance ratios.
On the other hand, if the kinetic energy of the cold clouds
is dissipated at a lower rate, stars form from the gas in a
more quiescent mode, while keeping the kinetic tempera-
ture high enough and the gas density low enough to prevent
the gas from becoming dynamically unstable. In this case,
an instability only sets in at later times, when the surface
density of the stellar disk has grown sufficiently high. The
system then forms a stellar bar, which channels gas into the
center, evolves, and forms a bulge whose stars are the result
of a more extended star formation history, i.e., have lower
[α/Fe]. This scenario resembles the evolution described
by Combes & Sanders (1981), Pfenniger & Norman (1990)
and Raha et al. (1991). The comparably long formation
time for bars and bulges in this mode and the weaken-
ing of the bar through inward gas flow in the still gas-
rich disks might explain the absence of bars at high red-
shift (Abraham et al., 1999). This is also consistent with the
young age inferred for the Galactic bar (Cole & Weinberg,
2002).
An example of a nearby galaxy in which the fragmenta-
tion process may be taking place, is the gas-rich, blue star-
burst galaxy NGC 7673 (Homeier & Gallagher, 1999). At
high redshift, chain and multi-clump morphological struc-
tures, as well as synchronized colors in clumpy objects, can
be well explained by a fragmented disk model. The model
suggests that these galaxies are in their formation process
and are observed during their relatively short fragmentation
phase, with a high SFR, comparable to the model SFR of
up to 220 M yr−1. Note that the high SFR is generated
only by disk instability and there is no need for triggering
through interaction or merger with other galaxies.
In the context of the model it is possible to examine the
effect the clumps have on the observed rotation curve. In
the clumpy phase, the effects of the single clumps on the
mass-weighted rotation curve can be as high as 100 kms .
Nonetheless the underlying rotation signature should be ob-
servable. Additionally it is possible to investigate the metal-
licity difference between the single clumps. Although the
clumps emerge from the same disk, their chemical evo-
lution, depending mainly on their mass, can differ. How-
ever, the metallicity differences between the clumps are not
larger than 0.25 dex.
The abundance ratios in the centers of nearby bulges
show a moderate α overabundance ([α/Fe]' 0.2;
Proctor & Sansom (2002)), arguing that these stars were
formed from gas enriched by more extended star formation
histories. The few [Mg/Fe] abundance ratio measurements
available for the Galactic bulge (McWilliam & Rich, 1994),
on the other hand, point towards more enhanced [α/Fe].
Consistent with this, Puzia et al. (2002) find a similar α-
enhancement in three Galactic bulge fields as in bulge glob-
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ular clusters, from integrated light measurements. Clearly,
mixed star formation histories would also be possible, in
which a part of the bulge formed in an early starburst, pre-
ceding a slower build-up of bulge stars from secular evolu-
tion of the disk. In the multi-phase galaxy evolution model
of SG03, which follows the formation of a large disk galaxy
in a growing ΛCDM dark matter halo, the final bulge is
indeed a superposition of these two components with, in
that model, the larger part of the mass in the secular com-
ponent. The models suggest that the time-scale for secu-
lar disk evolution is comparable to or longer than that for
Fe enrichment from SNIa, while the central starburst oc-
curs before SNIa become important. Thus further spatially
resolved measurements of [α/Fe] in bulges, and measure-
ments of [α/Fe] vs Fe and radius for Galactic bulge stars
will be key for disentangling bulge formation history.
The numerical simulations show that the energy input from
supernovae leads to large scale gas flows within a galaxy,
depending on the spatial distribution of the star forming
regions. In the fragmented disk model each clump drives
its own wind within a range of 5 kpc. Whereas in the thin
disk model the collimated winds reach velocities of around
350 km/s, the outflow velocities in the expanded disk mod-
els are around 150 km/s. The widely distributed star form-
ing regions in the extended disk model cause less regular
flow patterns. In both models, the hot gas cannot leave the
potential of the galaxy. The distributed star formation in the
extended disk model leads to a pressure supported bubble
of hot gas, while the thin disk model exhibits a gas flow
comparable to a galactic fountain. The winds occurring in
the models show metallicities between 0.1 and 1 times so-
lar abundance, depending on the mass loading and the star
formation rate. Only at early times the winds show a signif-
icant α-enhancement.
It is well-known that the properties and evolution of a galac-
tic disk depend on global parameters like mass, angular mo-
mentum, and infall rate. I have shown that the evolution
may also depend strongly on the physics of the baryonic
component, in particular, the uncertain energy dissipation
rate of the cold cloud medium from which most stars are
formed. This also implies that one cannot simply derive the
accretion rate onto a galaxy by determining its star forma-
tion history. Although all the models in the sequence have
an identical gas infall, very different SF histories are ob-
served from one model to the other. In all models, however,
the instability causes gas transport to the center, and a sub-
sequent increase of the central SFR leading to the build-up
of a central bulge component.
7.2. Outlook
I like to divide the outlook into two parts. In the first part
I discuss possible improvements that can be made apply-
ing more detailed physical input and discuss shortly some
technical aspects, mostly focused on the development of the
Parallel Chemodynamical Evolution (PaCE) code. In a sec-
ond part I give some examples of future scientific projects.
7.2.1. Physical and Technical Improvements
The improvements could consist of the following points:
• Dark halo model
A growing halo according to the description of
Wechsler et al. (2002) and Bullock et al. (2001) as ap-
plied by Samland & Gerhard (2003) can be imple-
mented. The analytic halo could react on the gravita-
tional potential of the baryonic matter through adiabatic
contraction. A more sophisticated way is to implement
a live dark halo. This requires a setup of an initially sta-
ble dark halo through particles or its consistent setup
through input of cosmological simulations.
• Substructure of the infall
Although some models calculated with clumpy infall
with clump masses around 106 M did not reveal sig-
nificant changes to the disk evolution models, it will be
interesting to see, how galaxy evolution changes under
the influence of more massive infalling clumps. Also
the infall of a dwarf galaxy, which not only consists of
gas but also contains a significant fraction of stars is in-
teresting to look at.
• Interaction network
The interaction network described in the model may be
complemented by further processes. The introduction
of magnetic fields and thus an additional pressure could
be important when describing outflows and jets. How-
ever, the implementation of magneto-hydrodynamics
would be time consuming and will increase the amount
of memory significantly. Furthermore, UV background
radiation or cosmic ray heating could be introduced.
These heating mechanisms would influence mainly the
gas in the halo, where SN heating is negligible.
• Parallelization
The simulation is written in FORTRAN 90 and opti-
mized to a high degree, on scalar and on vector environ-
ments. After the successful parallelization of the hydro-
dynamical part of the chemodynamical code, the next
step is to implement a parallel version of the particle
mesh code and the interactions. The main problem will
be the interplay between the PM and the hydrodynam-
ical code. The parallel version of the chemodynamical
code will allow to calculate galaxy evolution models at
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higher resolution and to larger radii than it was possible
until now.
7.2.2. Future Scientific Projects
• Disk evolution
The disk evolution models presented in this work can
be further developed. Especially the role of a live dark
halo and its interaction with the baryons mainly through
angular momentum exchange, will be interesting to in-
vestigate. As was already mention in Chap. 4 the infall
rate will influence the disk stability. Thus, models with
varying infall rate could be calculated, to directly ad-
dress this question. Additionally the infall and the build
up of the dark halo should be implemented from the ini-
tial conditions of the cosmological simulations, as was
already mentioned above.
• Galactic superwinds
As was shown in Chap. 6, the structure of winds can
be readily dealt with in the context of the chemody-
namical model. Due to its importance for the enrich-
ment of the intergalactic medium, it would be interest-
ing to investigate a galactic wind from dwarf galaxies
at an early epoch. An application of the model can also
be the simulation of the observed superwinds in M82
and NGC 253. Several questions like the escape frac-
tion of the material, the origin of the X-ray emission,
the importance of mass loading and the mechanism of
wind collimation could be investigated in such a model.
The physics of the two-phase interstellar medium influ-
ences the winds (Samland, Immeli & Gerhard, in prepa-
ration), since the cooling/dissipation properties are dif-
ferent from a simple one phase interstellar medium used
e.g. in the models of Mac Low & Ferrara (1999).
• Dwarf galaxies
Using the mass accretion histories of the dark matter ha-
los (Wechsler et al., 2002) allows for a self-consistent
description. Such a model could also be used to ex-
plain properties of the dwarf galaxies, like the color-
magnitude relation of dwarfs (Barazza & Binggeli,
2002) or the distribution of star formation regions
in dwarf irregular galaxies (Parodi & Binggeli, 2003).
Since in dwarf galaxies the detailed physics is very im-
portant, due to the weaker gravitational forces they are
an excellent cite for understanding galaxy evolution.
• Inhomogeneous chemical evolution
As already mentioned in Sect. B.3., an ongoing project
is the investigation of the early halo enrichment using
a similar model like Argast et al. (2000). The ability
to resolve single supernova remnants allows for their
dynamical description. As Argast et al. (2000) already
mentioned the scatter in their model will get smaller, if
a dynamical description is included. This is of particular
interest, since recent observations reveal lower scatter in
element abundances (Arnone et al., 2003). Because the
scatter of the newer observations is very small, an effi-
cient mixing is needed. One explanation might be that
star formation in the early evolution of the halo takes
mainly place in OB associations, since there the most
efficient mixing of metals can be expected.
• Galactic centers
With the high spatial resolution provided by PaCE it
will become possible to simulate even the central bulge
regions of galaxies, trying to explain recent observa-
tions of galaxy centers (Carollo et al., 2002). In the con-
text of the disk evolution models, the influence of the
formation path on the nuclear profiles can be deter-
mined.
To summarize, one can say that the applications for chemo-
dynamical evolution models are very numerous. Especially
their ability to predict observable quantities directly compa-
rable to high redshift objects as well as to local observations
make them a powerful tool.
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A.1. Introduction
In this section I deduce the equations of motion for a gas consisting of particles with three spatial degrees of freedom.
First, the derivation is done for a collision free system, using the moment approach, and in a second step the equations for
a collision dominated system are derived, leading to the hydrodynamical equations for the ideal gas.
A.2. Vlasov and Boltzmann Equation
Because of the large number of particles in a gas the direct solution of the equations of motion for each particle is not
possible. The dynamical description of the gas can only be done in a statistical way. Starting point of such a procedure is
the definition of a time-dependent distribution function f , which is a function of the particle positions ~x and their momenta
~p, in such a way that f(~x, ~p, t)d3xd3p gives the number of particles in the phase space volume element d3xd3p = V6 at
the time t. It follows directly from the definition that f must be integrable and positive everywhere. The evolution of the
distribution function is described by the Boltzmann equation, which is derived here following Shu (1992).
Making the assumption that the mean free-flight timescale of a particle, given through the quotient of its mean free path
and mean velocity, is much longer than the timescale, on which local interactions happen, the Hamilton function of a
particle with mass m and phase space coordinates (~x, ~p) can be split into two terms:
H = Hsm + Hcol
Hsm contains the effects of the slowly changing forces like gravity. Their properties can be described with conventional
classical mechanics. In Hcol terms like the collisions between atoms are collected, which can be only described by sta-
tistical means. The change of particles in the volume V6 which comes from the smooth part of the Hamiltonian Hsm is
caused by the flux through the surface of the volume V6, which is given using the Hamilton equations
fx˙i = f
∂Hsm
∂pi
fp˙i = −f ∂Hsm
∂xi
Another way for changing the number of particles in a phase space volume V6 is through collisions with other particles.
These collisions can be described as source term S and sink term O, as long as the mean free-flight time is much longer
than the duration of the collisions. By using the divergence theorem to convert the surface integrals into volume integrals
over V6 one gets for the evolution of f∫
V6
∂f
∂t
+
∂
∂xµ
(f
∂Hsm
∂pµ
) +
∂
∂pµ
(−f ∂Hsm
∂xµ
)d3xd3p = S −O (A.1)
The term S − O depends on the detailed physical processed involved in the scattering of particles. If like in a ideal gas
the collisions only happen elastically, then the S −O can be written as
S −O =
∫
V6
(
∂f
∂t
)cd
3xd3p (A.2)
with the collisional term
(
∂f
∂t
)c =
∫
V6
|~v − ~v2|σ(Ω)[f(~p′2)f(~p′)− f(~p2)f(~p)]dΩd3p2 (A.3)
where |~v − ~v2| is the relative velocity of the collision partners, which is a collisional invariant. σ(Ω) is the cross-section
for elastic collisions, which is angle-dependent. The integration in equation A.3 spans all the solid angles and momenta
of the collisional partner 2. A derivation of ( ∂f∂t )c is published in the book of Shu (1992). Since the integration volumes
in equation A.1 can be chosen arbitrarily, the integrands in equation A.1 and A.2 have to be equal
∂f
∂t
+
∂f
∂pµ
∂Hsm
∂xµ
− ∂f
∂xµ
∂Hsm
∂pµ
= (
∂f
∂t
)c
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If it is assumed that the smooth changes are resulting from a gravitational potential Φ, Hsm can be replaced through
1
2ρv
2
µ + mΦ and one gets
∂f
∂t
+ vµ
∂f
∂xµ
− ∂Φ
∂xµ
∂f
∂vµ
= (
∂f
∂t
)c (A.4)
where
(
∂f
∂t
)c =
∫
V6
|~v − ~v2|σ(Ω)[f(~v′2)f(~v′)− f(~v2)f(~v)]dΩd3v2 (A.5)
Note that f is now the distribution function dependent on velocity rather than momentum, and m is the ~x,~v, t-independent
mass of a particle. Eq. A.4 is the well known Boltzmann equation. In the case of a collision free system, the collisional
term is zero and we get the collisionless Boltzmann equation, which is also called Vlasov equation, given through
∂f
∂t
+ vµ
∂f
∂xµ
− ∂Φ
∂xµ
∂f
∂vµ
= 0 (A.6)
A.3. Dynamical Equations of a Collision Free System
Since the Boltzmann equation is a 6th order differential equation for the function f , depending on 6N variables, its direct
solution is not practicable. But fortunately, to describe the evolution of a collision less system, one is not interested in the
detailed velocity distribution of the particles at a position x at time t, but more in the density ρ, momentum density ρu
and internal energy  at this position. In other words, one is interested in quantities obtained by integrating over velocity
space, the so-called moments. For a shorter notation, I use in the following the Einstein summation convention, which
states that one has to take the sum over x, y, z for all double Greek indices within a mathematical term.
∂vµ
∂xµ
=
∑
µ=x,y,z
∂vµ
∂xµ
There is no sum taken over the Latin indices like i and k. The mean < . > of a quantity is defined through
<χ>=
1
n
∫
V
χfd3v (A.7)
with n :=
∫
V
fd3v. Below I use the notation
u :=<v> w := v − u
for the mean velocity or bulk velocity u and the peculiar velocity w.
To solve the Vlasov equation (Eq. A.6), it is multiplied with a power function χ(~v) and integrated over the whole velocity
space. ∫ [
χ
∂f
∂t
+ χvµ
∂f
∂xµ
− χ ∂Φ
∂xµ
∂f
∂vµ
]
d3v = 0
The single terms in the above equation are transformed to∫
χ
∂f
∂t
d3v =
∂
∂t
∫
χfd3v =
∂
∂t
(n <χ>)∫
χvµ
∂f
∂xµ
d3v =
∂
∂xµ
(
∫
χvµfd
3v) =
∂
∂xµ
(n <vµχ>)∫
χ
∂Φ
∂xµ
∂f
∂vµ
d3v =
∂Φ
∂xµ
∫
χ
∂f
∂vµ
d3v =
∂Φ
∂xµ
(
∫
∂χf
∂vµ
d3v −
∫
∂χ
∂vµ
fd3v)
= − ∂Φ
∂xµ
∫
∂χ
∂vµ
fd3v = − ∂Φ
∂xµ
n <
∂χ
∂vµ
>
where it was used that f vanishes faster for ~v →∞ than any power of ~v. This results in
∂
∂t
(n <χ>) +
∂
∂xµ
(n <vµχ>) +
∂Φ
∂xµ
n <
∂χ
∂vµ
>= 0 (A.8)
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A.3.1. Mass Conservation
The integral of mf(~x,~v, t) over the velocity space is equal to the density ρ:
ρ = nm =
∫
V
mf(~x,~v, t)d3v
To get the evolution of ρ one inserts χ = m into Eq. A.8.
∂nm
∂t
+
∂
∂xµ
(nuµm) +
∂Φ
∂xµ
n <
∂m
∂vµ
>= 0
Since the mass m is not dependent on the velocity ~v, this leads to the continuity equation or zeroth moment equation
∂ρ
∂t
+
∂ρuµ
∂xµ
= 0 (A.9)
The continuity equation expresses the mass conservation. It also states that mass has to move continuously through the
surface into or out of a volume element, it does not just vanish at one place and then shows up again at an other place.
A.3.2. Momentum Conservation
The first moment is the momentum density
ρui = nm <vi>=
∫
V
mvif(~x,~v, t)d
3v
Inserting χ = mvi into equation A.8 and taking into account that ∂vi∂vµ = δiµ one gets
∂
∂t
(ρ <vi>) +
∂
∂xµ
(ρ <vµvi>) + ρ
∂Φ
∂xi
= 0 (A.10)
The mean of the product of the velocity-components i and k can be expressed through the product of the mean velocities
plus the mean of the relative velocities:
<vivk>=<(ui + wi)(uk + wk)>= uiuk + uk <wi> +ui <wk> + <wiwk>= uiuk+ <wiwk> (A.11)
where the linearity of <.> and <wk>= 0 was used, which follows directly from the definition of the peculiar velocity.
Next one defines
σ2ik :=<wiwk>=<vivk> −uiuk (A.12)
σ2ik is formally a component of a specific pressure tensor. The diagonal elements σ2ii describe the pressure acting along
the coordinate axes, whereas the non-diagonal elements reflect the deflection of the pressure ellipsoid from the coordinate
axes. From the definition of σ2ik one can directly recognize that it is a symmetrical tensor. Note that even if the system is
collision-free, a formal pressure can be defined, as a cause of the diffusion in the system.
To get the 1. moment equation one inserts equation A.12 into equation A.10
∂
∂t
(ρui) +
∂
∂xµ
(ρσ2iµ) +
∂
∂xµ
(ρuiuµ) + ρ
∂Φ
∂xi
= 0 i = x, y, z (A.13)
A.3.3. Energy Conservation
The differential equations for the second moments ρσik for a collision free system are obtained by inserting χ = m2 vivj
into equation A.8.
∂
∂t
(ρ <vivj>) +
∂
∂xµ
(ρ <vµ(ui + wi)(uj + wj)>) +
∂Φ
∂xµ
ρ <
∂vivj
∂vµ
>= 0 (A.14)
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where the definitions of the mean and relative velocities was used. Using Eq. A.11, the first term is transformed to
∂ρ <vivj>
∂t
=
∂ρuiuj
∂t
+
∂ρ <wiwj>
∂t
and the second one
∂
∂xµ
(ρ <vµ(ui + wi)(uj + wj)>)
=
∂
∂xµ
(ρ <(uµ + wµ)(ui + wi)(uj + wj)>)
=
∂
∂xµ
(ρ <uµ(uiuj + uiwj + ujwi + wiwj) + wµ(uiuj + uiwj + ujwi + wiwj)>)
=
∂
∂xµ
(ρ(uµuiuj + uµ <wiwj> +ui <wjwµ> +uj <wµwi> + <wµwiwj>))
=
∂ρuµuiuj
∂xµ
+
∂ρuµ <wiwj>
∂xµ
+
∂ρui <wjwµ>
∂xµ
+
∂ρuj <wµwi>
∂xµ
+
∂ρ <wµwiwj>
∂xµ
=
∂ρuµuiuj
∂xµ
+
∂ρuµσ
2
ij
∂xµ
+ ui
∂ρσ2jµ
∂xµ
+ ρσ2jµ
∂ui
∂xµ
+ uj
∂ρσ2iµ
∂xµ
+ ρσ2iµ
∂uj
∂xµ
+
∂ρ <wiwjwµ>
∂xµ
and finally the third one
∂Φ
∂xµ
ρ <
∂vivj
∂vµ
>=
∂Φ
∂xµ
ρ(<vj> δiµ+ <vi> δjµ) =
∂Φ
∂xi
ρ <vj> +
∂Φ
∂xj
ρ <vi>= ρ
∂Φ
∂xi
uj + ρ
∂Φ
∂xj
ui
Thus Eq. A.14 is equivalent to
∂ρσ2ij
∂t
+
∂ρuµσ
2
ij
∂xµ
+ ρσ2jµ
∂ui
∂xµ
+ ρσ2iµ
∂uj
∂xµ
+
∂ρ <wiwjwµ>
∂xµ
+
∂ρuiuj
∂t
+
∂ρuµuiuj
∂xµ
+ ui
∂ρσ2jµ
∂xµ
+ uj
∂ρσ2iµ
∂xµ
+ ρ
∂Φ
∂xi
uj + ρ
∂Φ
∂xj
ui = 0
(A.15)
Using the zeroth (Eq. A.9) and the first moment equation (Eq. A.13) one shows that
∂ρuiuj
∂t
+
∂ρuµuiuj
∂xµ
+ uj
∂ρσ2iµ
∂xµ
+ ui
∂ρσ2jµ
∂xµ
+ ρ
∂Φ
∂xi
uj + ρ
∂Φ
∂xj
ui
=
∂ρuiuj
∂t
+
∂ρuµuiuj
∂xµ
+ uj
∂ρσ2iµ
∂xµ
+ ui
∂ρσ2jµ
∂xµ
− uj ∂ρui
∂t
− uj
∂ρσ2iµ
∂xµ
− uj ∂ρuiuµ
∂xµ
− ui ∂ρuj
∂t
− ui
∂ρσ2jµ
∂xµ
− ui ∂ρujuµ
∂xµ
=ui
∂ρuj
∂t
+ ρuj
∂ui
∂t
+ ui
∂ρuµuj
∂xµ
+ ρuµuj
∂ui
∂xµ
− uj ∂ρui
∂t
− uj ∂ρuiuµ
∂xµ
− ui ∂ρuj
∂t
− ui ∂ρujuµ
∂xµ
=uj
∂ρui
∂t
− ujui ∂ρ
∂t
+ uj
∂ρuµui
∂xµ
− ujui ∂ρuµ
∂xµ
− uj ∂ρui
∂t
− uj ∂ρuiuµ
∂xµ
=− ujui ∂ρ
∂t
− ujui ∂ρuµ
∂xµ
= −ujui(∂ρ
∂t
+
∂ρuµ
∂xµ
) = 0
Equation A.15 therefore results in the 2. moment equation.
∂ρσ2ij
∂t
+
∂ρuµσ
2
ij
∂xµ
+ ρσ2iµ
∂uj
∂xµ
+ ρσ2jµ
∂ui
∂xµ
+
∂ρ <wiwjwµ>
∂xµ
= 0 i, j = x, y, z (A.16)
In the description through the moment equations the nth moment equation depends on the n + 1th moment. Hence, in
principle the system of equations is infinite. However, the series can be aborted, if one moment is zero or negligible
compared to the lower moments. The third moments, defined through
Qijk :=<wiwjwk>
conform to a heat flow tensor. In the zero heat flux approximation, the assumption is made that the spatial heat transport
is negligible, which closes the system of momentum equations. This closure relation limits the system of differential
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equations to a finite set. Application of the zero heat flux approximation is equivalent to the assumption that the cloud
velocities are distributed according to a Schwarzschild distribution.
The moment equations derived above contain anisotropic velocity dispersions. The importance of the anisotropy is dis-
cussed widely in the literature concerning the dynamics of stellar systems. Also the clouds are not collision dominated
in the sense of the hot gas, and therefore the collisions may not produce a isotropic pressure distribution, the ongoing
creation and disruption of clouds in a galaxy tends to make the pressure isotropic.
Hence, the velocity dispersion of the clouds in this model is assumed to be isotropic.
σij = 0 i 6= j
σii = σjj i, j ∈ [x, y, z]
Using these two approximations leads to the set of conservation equations used to describe the cloudy medium in this
model.
• Mass conservation
∂ρ
∂t
+
∂
∂xµ
(ρuµ) = 0 (A.17)
• Momentum conservation
∂ρui
∂t
+
∂ρσ2ii
∂xi
+
∂ρuiuµ
∂xµ
+ ρ
∂Φ
∂xi
= 0 i = x, y, z (A.18)
• Energy conservation
∂ρσ2µµ
∂t
+
∂ρuµσ
2
νν
∂xµ
+ 2ρσ2µν
∂uµ
∂xν
= 0 (A.19)
A.4. Dynamical Equations of a Collision Dominated System
In this section, I discuss the derivation of the hydrodynamical equations. In hydrodynamics one often uses the Lagrange
derivative, which is defined as
D
Dt
:=
∂
∂t
+ ~u · ~∇ (A.20)
It describes the change which an observer sees, who is moving with the fluid. Its also called substantial derivative.
To derive the equations for a collision dominated system, I use the results obtained above. Analogously, the Boltzmann
equation A.4 is multiplied with a function χ(~v) and integrated over the whole velocity space.∫ [
χ
∂f
∂t
+ χvµ
∂f
∂xµ
− χ ∂Φ
∂xµ
∂f
∂vµ
]
d3v =
∫
χ(
∂f
∂t
)cd
3v (A.21)
Consider now the right side of this equation (see Eq. A.5). With the exception of χ(~v), the integration variables ~v and ~v2
enter symmetrically, the following substitution can be made
χ(~v) → 1
2
[χ(~v) + χ(~v2)]
Integration over the coated velocities instead of the uncoated ones yields the same result with the exception of the sign
(Eq. A.5), because the relative velocity is a collisional constant. The change of the sign comes from the term [f(~v ′2)f(~v′)−
f(~v2)f(~v)]. Another substitution is possible
χ(~v) → 1
4
[χ(~v) + χ(~v2)− χ(~v′)− χ(~v′2)]
where the change of the sign was accounted for in the last two terms. One sees that if χ(~v) is a collisional invariant, the
right side of A.21 equals zero. There exists five such χ in the non-relativistic regime of short-range forces.
χ = m χ = mvi, i = x, y, z χ =
m
2
|~v|2 (A.22)
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A.4.1. Mass Conservation
One gets the hydrodynamical equation for the mass by just doing some algebra. Equation A.9 gets
∂ρ
∂t
+ uk
∂ρ
∂xµ
+ ρ
∂uk
∂xµ
= 0
which using the substantial derivate transforms to
Dρ
Dt
+ ρ~∇~u = 0 (A.23)
This is the hydrodynamical equation for mass conservation.
A.4.2. Momentum Conservation
With σ2ik it is possible to describe anisotropic pressures using the momentum equations. To derive the hydrodynamical
equations for an ideal gas, where the pressure is assumed to be isotropic, one separates the trace of σik
P :=
1
3
ρσ2µµ (A.24)
referred to as gas pressure P from the rest, called the “viscous stress tensor” pi ik
piik := ρ(
1
3
σ2µµδik − σ2ik)
Eq. A.13 can be written as
∂ρui
∂t
+
∂
∂xµ
(ρuiuµ + Pδiµ − piiµ) = −ρ ∂Φ
∂xi
i = x, y, z
which is equivalent to
∂ρ
∂t
ui + ρ
∂ui
∂t
+ ui
∂ρuµ
∂xµ
+ ρuµ
∂ui
∂xµ
+
∂
∂xµ
(Pδiµ − piiµ) = −ρ ∂Φ
∂xi
i = x, y, z
Using equation A.9, the 1. and 3. term in the equation above vanish and one gets
ρ
∂ui
∂t
+ ρuµ
∂ui
∂xµ
+
∂
∂xµ
(Pδiµ − piiµ) = −ρ ∂Φ
∂xi
i = x, y, z
Note that the flux of the ith component of the momentum density ρui in i-direction consists of the sum of a mean portion
ρuiuµ and a relative part, which is build from a isotropic component Pδiµ and an anisotropic (traceless) component−piiµ.
Using the Einstein summation convention one can write in vector notation
ρ
D~u
Dt
= −ρ~∇Φ− ~∇P + ~∇pi (A.25)
This is the hydrodynamical equation for momentum conservation.
A.4.3. Energy Conservation
The fifth collisional invariant is given through χ = 12m|~v2|. The equation for this χ can be obtained, by using the
equations for the 2. moment of the collision free system, by just adding the three 2. moment equations for diagonal
elements (Eq. A.16). This leads to
∂ρσ2µµ
∂t
+
∂ρuνσ
2
µµ
∂xν
+ 2ρσ2µν
∂uµ
∂xν
+
∂ρ <wνwµwµ>
∂xν
= 0 (A.26)
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To obtain the hydrodynamical equations one defines the specific internal energy , which corresponds to the kinetic energy
of the particles relative to bulk motion as
 :=
1
2
ρ <wµwµ>=
1
2
ρσ2 =
3
2
P
and the conductive heat flux Fi as
Fi :=
1
2
ρ <wiwµwµ>
Note that through the definition of P and  according to a ideal gas the equation of state of an ideal gas P = (γ−1) with
γ = 5/3 has been introduced. It is clear that through the definition of  corresponding to the internal degrees of freedom
the value of γ changes and therefore the hydrodynamical equations are valid with any γ.
Applying the definitions of the pressure and the viscous stress tensor leads to
∂uµ
∂xν
piµν − ∂uν
∂xν
P =
∂uµ
∂xν
ρ <
1
3
wνwνδµν − wµwν> −∂uν
∂xν
1
3
ρ <wνwν>=
1
3
∂uµ
∂xν
ρ <wνwν> δµν − ∂uµ
∂xν
ρ <wµwν> −∂uν
∂xν
1
3
ρ <wνwν>= −ρσ2µν
∂uµ
∂xν
and therefore equation A.26 is
∂
∂t
+
∂uµ
∂xµ
= −P ∂uµ
∂xµ
− ∂Fk
∂xk
+ piµν
∂uν
∂xµ
The last term is defined as the rate of the viscose dissipation
Ψ = piµν
∂uν
∂xµ
On the left side there is again the continuity equation used
∂
∂t
+
∂uµ
∂xµ
=ρ
∂/ρ
∂t
+

ρ
∂ρ
∂t
+ uµρ
∂/ρ
∂xµ
+ 
∂uµ
∂xµ
− uµ
ρ
∂ρ
∂xµ
)
=ρ
∂/ρ
∂t
+ uµρ
∂/ρ
∂xµ
− 
ρ
[
∂ρ
∂t
+
∂uµρ
∂xµ
] = ρ
∂/ρ
∂t
+ uµρ
∂/ρ
∂xµ
with ρ∂/ρ∂xµ =
∂
∂xµ
− ρ ∂ρ∂xµ and one gets the hydrodynamical equation for energy conservation
ρ
D
Dt
(

ρ
) = −P ~∇~u− ~∇~Fcond + Ψ (A.27)
This is the equation for energy conservation in the form of the first sentence of thermodynamics. −P ~∇~v is the volume
work, the two terms on the right describe the adding of heat through heat conduction and viscous conversion of ordered
energy in differential fluid motions to disordered energy in random particle motions.
The hydrodynamical equations are five linear independent equations with 13 variables: ρ, ui (3), P , piik (5 for a symmetric
traceless tensor) und Fi (3). Hence, to solve these equations, we need closure relations. If the macroscopic length scale of
the system is much larger the the mean free path for collisions of the atoms, the relations
Fi ' 0 and piik ' 0
can be obtained by using the Chapman-Enskog procedure (Shu, 1992) to zeroth order. This leads to the Eulerian equations
used to describe the dynamics of the ICM:
• continuity equation
Dρ
Dt
+ ρ~∇~u = 0 (A.28)
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• equations of motion
ρ
D~u
Dt
= −ρ~∇Φ− ~∇P (A.29)
• internal energy equation
ρ
D
Dt
(

ρ
) = −P ~∇~u (A.30)
Applying the next order approximation of the Chapman-Enskog procedure, Fi and piik are not zero and one gets the
Navier Stokes equations.
A.5. Formal Analogy and Description of the CM and the ICM
By applying the definitions for the pressure P and the internal energy density  to the conservation equations of the
clouds, one recognizes that they result in the hydrodynamical equations, as was shown in the above derivation. Therefore,
a system described by the moment equations including isotropic pressure and zero heat flux approximation is formally
equivalent to the hydrodynamical equations with the equation of state P = (γ − 1) with Fi = 0, piik = 0 and γ = 5/3.
The hot interstellar gas is described by the hydrodynamical equations. The particles of the gas are the single atoms,
ions and electrons. The cold cloudy medium is described in a different way. The particles of the cloud gas are the clouds
themselves. Because of the upper analogy, both gas phases can be described by the same equations, although they represent
different physical systems.
BAppendix: High Performance Computing
96 Appendix: High Performance Computing
B.1. Code Optimization
In this appendix I discuss some of the experience I have
gained when optimizing the code and porting it to vector
and parallel environments. Due to the many different opti-
mizations I have applied, it is not possible to give a com-
plete optimization overview and I concentrate on some im-
portant points. I want to emphasize that this appendix is not
meant for the expert programmer but should illustrate the
importance of careful optimization and should be seen as a
starting point for the novice programmer.
Simulating chemodynamical evolution of galaxies in three
dimensions requires a large computation time effort. A typ-
ical simulation runs up to three months on a modern PC.
Thus, it is very important to assure that the code is opti-
mized to a high degree. This makes profiling of the code an
indispensable task, which has to be done for every archi-
tecture individually. A code developed on a scalar machine
has to be adopted to run efficiently under vector environ-
ment (Sect. B.2.). The expense is even higher when porting
the code to parallel environments (Sect. B.3.).
In the following I mention some important points, I had
to take care of to ensure good code performance. Some of
these are well known and can be found in any book dealing
with high performance computing, but others are more spe-
cific to the code used here. I have written the simulation in
standard FORTRAN 90. The template was the three dimen-
sional advancement of CoDEx, the 2D chemical evolution
program (Samland et al., 1997), still written in FORTRAN
77. All examples use the F90 syntax. The compiler used is
the Portland Group F90 compiler.
• Nested loops
The numerical model is calculated on a three dimen-
sional grid. The gas quantities, the gravitational poten-
tial, etc. are therefore three dimensional arrays. Since
these arrays are aligned one-dimensionally in the mem-
ory of the computer one has to be careful in nesting
loops over different dimensions. Loop nesting has to be
done in such a way that the index of the innermost loop
is the index which runs over the first index of the array,
analog for the second one. This assures that the execut-
ing program can “walk” straight through the memory
without any time-consuming jumps.
DO iy=1,n
DO ix=1,n
A(ix,iy) = expression
END DO
END DO
To show the effect of neglecting correct loop nesting I
have compared correct versus false loop nesting. The
outcome is shown in Fig. B.1 and clearly demonstrates
the importance of this performance rule, because time
loss can be up to a factor of 10. Since most of the com-
puting time in the simulation is spent in nested loops,
the careful check of each loop is indispensable and has
to be done after each program modification or exten-
sion.
Figure B.1. Calculation time overhead of a falsely nested loop
compared to the same correctly nested loop dependent on three
dimensional grid size.
• Array indexing within loops
In certain situations it is appropriate to give the indices
to an array in form of a vector
DO ix=1,n
A(index(ix)) = expression
ENDDO
Since the compiler does not know the entries of index
at compilation time, it can not apply certain optimiza-
tion, which can heavily slow down the execution of the
loop. Hence, in some parts of the code I had to turn
down the elegance in programming to get a better per-
formance.
• Division through constants
Divisions are much more expensive than multiplica-
tions. In several parts of the code, divisions occur in
the three dimensional loops. For a 1003 grid every su-
perfluous division has to be avoided, since it is done
one million times per loop execution. If the division in
a loop is done through a constant const, I defined an
inverse constant iconst = 1.0/const and replaced
the division through a multiplication. An analogous pro-
cedure is applied if the dividend is a variable that does
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not change within the loop. Then the inverse of the vari-
able is calculated right before the loop and again the di-
vision are replaced by multiplication. Although this fact
is well known one has to check every loop on avoidable
divisions time and again. I applied a similar procedure
for multiplications of constants, which could be done
before a loop, as e.g. in the calculation of the gas tem-
perature from energy density and mass density.
• Compiler directives
Several compiler directives are important. As an exam-
ple, I will discuss the inline directive. Each subroutine
call needs a certain amount of floating point operations
(FLOP). In the case of very small subroutines the frac-
tion of the FLOPs used for the subroutine call in com-
parison to those used by the subroutine itself can get
substantial. Therefore calls of short subroutines within
large loops should be prevented. One possibility is to di-
rectly write the subroutine into the loop. Another, more
elegant way is to give the compiler the directive to inline
the subroutine at compilation time. I did the inlining
for a subroutine which calculated the cooling function,
and was invoked from the large loop calculating the in-
teractions, and hence was called for every grid cell at
least once. In connection with inlining the general rule
applies: DO loops in subroutines not subroutines in DO
loops.
Another example would be loop unrolling, because also
loop control statements need computation time and un-
der certain circumstances short loops can be written in
straight line code. However, I experienced that the com-
piler unroll directive does a better job than manual un-
rolling. Especially newer compilers apply optimizations
to loops which they cannot apply to unrolled loops.
Additionally I want to mention an important compiler
flag of the compiler I used on the scalar machines (Port-
land Group). The use of the prefetch flag led to a 30%
increase in performance of the program. This shows
how important the testing of compiler directives and
flags can be.
• Code security vs. performance
F90 offers some of the “modern” programming fea-
tures, like pointers, derived types, objects, etc. These
structures can be used to enhance the code security very
much. During development of the code I experienced
that not all compilers optimize these features accept-
ably. For example the ABSOFT F90 compiler needs
longer for the 3D vector addition, permitted in F90, than
for the same addition written in correctly nested loops.
Additionally, the pointers used in the scalar version of
the code did inhibit vectorization (see Sect. B.2.).
Due to the large memory effort, at some parts in the
code the same arrays are used for different quantities
(in the correct order, of course), which surely does not
enhance code readability but is necessary to reduce the
memory effort to get the simulation running on nor-
mal PCs. Generally, a fast executing code cannot be
achieved with highest readability or code security. To
get good performance, compromises to code security
have to be made. This of course enlarges the effort
needed to understand and edit the code. But the addi-
tional time needed to make changes in the code is easily
compensated through the faster execution.
• Potential solver
Fig. 3.5 and Fig. 3.12 already indicate that the applica-
tion of a potential solver needs a careful implementation
of the routines. As the test calculations I did for the FFT
clearly show, choosing a ”wrong” grid-size leads to per-
formance loss of up to a factor of ten. These facts have
to be remembered when using the FFT. The story is a
bit more complex for SOR. There, for every new grid
setup a best ω has to be found, mostly through testing.
This procedure is time consuming but since the conver-
gence depends strongly on the correct choice of ω, it is
inevitable.
• Algorithms
Much computation time can be saved by choosing an
efficient algorithm. As an example I want to mention
the determination of the location of a star on a loga-
rithmically spaced grid. While in principle one could
check one cell after the other whether the star is in this
cell, it is much faster to apply a bisection method, where
the grid range in which the star stays, is iteratively di-
vided in half until the cell is found. As an example the
search for a star using the direct check needs typically
n/2 comparisons, whereas the bisection method only
needs log2(n) comparisons. This is only one example,
where computation time can be saved by applying an
efficient algorithm.
B.1.1. Data Output
A point more specific to the present simulation is the way of
data output. Since the simulation typically allocates 1 Giga-
byte of RAM, it is not practicable to save all data at every
timestep. The output will therefore be restricted to certain
quantities at given time step intervals. While developing the
simulation I encountered three main points which are im-
portant concerning the output.
First, formatted output to ASCII files uses a lot of compu-
tation time and also disk space, since the ASCII output files
are significantly larger than binary output. Additionally, the
graphical visualization software, which I used to evaluate
the model needs up to a factor of 10 more time to import
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ASCII data instead of unformatted data. It is therefore ab-
solutely necessary to direct all large data output into unfor-
matted files. The additional effort in ensuring the portability
of the data from one platform to the other (e.g. little endian
format, big endian format) has to be accepted.
The second point deals with the large amount of data pro-
duced by the model. Not every timestep in the simulation
can be saved and evaluated later. In the present case, the
output is done after a time interval of 50 Myr. The disk
evolution simulations discussed in Chap. 4, Chap. 5, and
Chap. 6, are calculated for a time interval of 4 Gyr. There-
fore typically 80 output files of around 200 MB result of a
simulation run. Additionally to these ∼ 16 GB the stellar
positions are saved every 10 Myr to enable the production
movies of the evolution of the model. Hence a high resolu-
tion model (1293 grid cells) typically needs 25 GB of disk
space. When simulating the evolution over a Hubble time,
the amount of data approaches 100 GB. This short estima-
tion shows the importance of elaborated data management
in analyzing the models. The above estimations are made
for single precision output, which is accurate enough for
further analysis.
As a third point I want to mention the location, where the
output is done in the code. Any output interrupts the com-
piler optimization, which is especially grave for the per-
formance on vector machines (Sect. B.2.). Hence output
should take place at one point in the simulation, as can also
be seen in the flowchart of the model (Fig. 3.17).
Another aspect about data output has to be mentioned.
Due to the long calculation times of typically one to three
months, the simulation must be able to restart after a ma-
chine shutdown. This is achieved by writing a restart file af-
ter a certain amount of iterations, corresponding to typically
two hours of calculation time. In this file, all necessary data
for the simulation restart is saved in double precision. To
assure a trouble-free restart even if the simulation crashes
during the writing of the restart file, I decided to implement
an iterative restart file output, which writes the necessary
data iteratively to two different files. This is especially im-
portant in parallel programs, since a network crash during
the writing process would result in a damaged restart file.
B.1.2. Profiling
After I considered the points mentioned above I started with
the profiling of the code. Generally, profiling of a simula-
tion is a necessary step in code development. The infor-
mation generated by profilers enables the identification of
the functions, where the program spends the majority of the
execution time. This allows for tracking down time con-
suming parts of the code, which ev. have to be rewritten or
adopted. I found the profiling tools especially useful when
porting the simulation to a new architecture.
During the profiling of the code, I applied the following
iteration until the performance was satisfying
• Identification of the most time consuming routines us-
ing performance analysis tools available on the respec-
tive platform.
• Determination of the time consuming code sections
within these routines.
• Optimization or rewriting of these code segments.
Since profiling tools reveal informations about subroutine
or function calls, they can also be used to identify redundant
or wrong calls and hence to improve code security.
B.2. Vectorization
When the scalar code was completed and first calculations
were done, I had the opportunity to use the NEC SX-5 of
the Centro Svizzero de Calcolo Scientifico (CSCS). Like
many high performance computing systems the NEC SX-
5 has a vector architecture. Vector machines can perform
operations coeval on linear arrays of numbers, the so-called
vectors (see Fig. B.2). I do not want to go into any further
Figure B.2. Principle of vector architecture. The vector machine
can perform operations coeval on linear arrays of numbers.
details of the different vector architectures but just mention
some of the basic concepts, which have to be kept in mind
when using vector machines.
As can be seen from the illustration in Fig. B.2, it is im-
portant that the vectorbanks are filled as much as possible.
This is coterminous with the compiler being able to vec-
torize the code. Typically vectorization degrees of 90% are
needed to benefit from the vector machine. Since the two di-
mensional code CoDEx already performed well on a CRAY
Y-MP, which is also a vector machine, I decide to vectorize
my numerical model.
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I summarize the experience I gained when porting the code
to the NEC SX-5. For a more complete reference of vector-
ization the reader is referred to the literature.
• In a nested loop, only the innermost loop is vectoriz-
able. This was not a restriction for the present numerical
model, since the innermost loop mostly runs over the x-
dimension of the grid, which has a length of typically
129 grid cells. Problems may arise, when the innermost
loop is very short and hence the vectorbanks can not
be filled sufficiently. In such a case, the innermost loop
would have to be unrolled, or the loop structure should
be changed, if possible.
• Functions and subroutines should be inlined. As already
mentioned above the subroutine for the cooling function
was inlined in the loop, in which the interactions for all
grid cells are calculated. Only this inlining allows for
the vectorization of the large loop, which of course was
important for the performance of the total simulation.
• Using pointers within a DO loop prevents vectorization.
The compiler is not able to perform the dependency
analysis needed to vectorize the loop. Since the scalar
version of the code worked with pointers a minor ef-
fort had to be undertaken to rewrite the respective code
sections.
• Any input or output within a DO loop prevents vector-
ization. A single PRINT statement can slow down the
performance to unacceptable values. Hence I want to
emphasize the implementation of a careful output struc-
ture again.
• While the above mentioned performance loss through
dynamic array indexing on a scalar machine are under
certain circumstances justifiable, the performance loss
on a vector machine is unacceptable and this kind of ar-
ray indexing has to be prevented (if possible, of course).
• Also recursion prevents vectorization. Since at one
point in the model I could not circumvent recursion, I
had to accept the performance forfeit. Since the routine
is only called to place the new generated stars onto the
grid about every 100th iteration, this restriction is not
grave.
• Branches inhibit vectorization in principle, but simple
IF-THEN-ELSE statements, used e.g. in the advection
routine, were vectorized without further effort.
• Other causes for prevention of vectorization are e.g.
CHARACTER operations, jumps or branches into a DO
loop, backward branches within a DO loop. Those con-
structs are not used in the model and hence these points
did not influence the vectorization of the code.
A very important tool is the compiler listing, where the
compiler gives detailed information about where the vector-
ization was successfully applied. Going through the listing
reveals the passages of the code, which are not vectorized
and possibly have to be circumscribed.
The present simulation achieved a vectorization degree of
over 99% on the NEC SX-5 at CSCS, and therefore cor-
responding high performance values were reached. Direct
quantitative comparison to other applications ensured that
the numerical model is optimized to a high degree. The per-
formance gain from the first try of executing the scalar code
on the vector machine to the final vectorized version was a
factor of 40, again showing the importance of careful opti-
mization.
B.3. Parallelization
Vector machines are generally very expensive and conse-
quently computation time contingents are normally not easy
to get. A cheaper possibility of getting large calculation
power is the setup of parallel environments, e.g. PC clus-
ters. However, there is a drawback in the sense that adopting
the code to parallel environments is very time consuming.
To execute the simulation on a parallel machine, the com-
piler needs to have more information than a normal FOR-
TRAN program can provide. For example, it should be pos-
sible to restrict parallelization to certain code segments and
to assess the load and memory distribution onto the individ-
ual processors.
On the other hand, in a parallel environment numerical
models can be calculated with high resolution and new
projects can be faced (see Sect. 7.2.2). Whereas on a PC
simulations with memory allocations of about 800 MB are
possible, even an intermediate size PC cluster allows for
10-20 GB. This can be directly transferred to e.g. spatial
resolution of the model.
To keep the effort as low as possible I decided to use High
Performance FORTRAN (HPF) for the parallel version of
the code. HPF offers the possibility of data parallel pro-
gramming. The large part of the expensive and error-prone
work of distributing the memory onto different processors
is done by the compiler. Hence it is possible to achieve
good parallel performance at reasonable expense. Since the
code is written in F90 standard, the insertion of HPF com-
mands is readily made. This can be totally different for
FORTRAN 77 (F77) codes, where often large parts of the
codes have to be rewritten, because e.g. common blocks can
not be parallelized with HPF.
B.3.1. Parallelization with HPF
Although HPF provides a comparably low-cost way of
creating parallel programs, the conversion of large pro-
grams still is far from straight forward. It is beyond
the scope of this section to give a complete introduction
to HPF. The interested reader is referred to the books
of Gangsterer & ¨Uberhuber (2001) and Perrin & Darte
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(1996). Additionally free introductions to HPF can be found
at the Edinburgh Parallel Computing Center and one should
also take a look at the HPF 2.0 language specification.
At the time of writing, I ported the hydrodynamical part
of the numerical model to parallel architecture. First per-
formance tests have been completed and look promising
but clearly fine-tuning will be necessary to reach optimal
performance. I summarize some of the experience a gained
when adopting the hydrodynamics to the shared memory
parallel environment of a PC cluster. Throughout the devel-
opment of the parallel code, I used the HPF-compiler from
the Portland Group. The PC cluster runs under the Scyld
Beowulf Cluster Operating System.
• Auto-parallelization
Auto-parallelization does a very bad job on large simu-
lations like the present one. This option was completely
useless, which is understandable looking at the partly
complex code structure. The simulation could not even
execute the setup routines, because a huge amount of
unnecessary data transfer was done.
• Memory alignment
Simulations of chemodynamical evolution need large
amounts of memory. The full parallel code will use at
least 10 GB of RAM. Hence it is very important that the
memory is correctly distributed onto the single nodes
and no unnecessary data transfer is done, because in the
case of our PC cluster the network is the bottleneck.
This all translates in the correct use of DISTRIBUTE
and ALIGN directives of HPF. A wrong implementation
of these directives slows down the execution of the pro-
gram up to a factor of 100. This has the advantage that
improper memory alignment is identified rather easily
when executing the program. I further tried to minimize
communication between the nodes through the specifi-
cation of the SHADOW directive, used to define the over-
lap of the memory distribution. However, this did not
influence the performance.
• Data replication during loops
Loops in which every iteration can be calculated inde-
pendently are well suited for parallelization. Since the
compiler can often not decide on its own whether a loop
is independent or not, the INDEPENDENT directive has
to be given at the corresponding loops. Additionally,
dummy variables introduced in the loop (e.g. to enhance
code security or to save computation time) have to be
”declared” as NEW. During the parallelization of the hy-
drodynamical code I could recognize wrong application
of these directives very fast, because the performance
loss in my numerical model was over a factor of 100.
Only when all these directives are set correctly the par-
allel code performs acceptably on a distributed memory
system.
• Grid division
When first successful parallel tests of the hydrodynami-
cal module were accomplished, I made an investigation
on how the memory, or equivalently the grid, should
be distributed on the single nodes. Using for example
8 processors, the division into eight equal sized cubes
(Fig. B.3, left panel) on a first view seems to be the best
choice, because the interfaces are the smallest and the
communication expense the lowest. However, perfor-
mance tests showed that the division along the z-axis
(Fig. B.3, right panel) leads to a better result (Tab. B.1).
I guess this is because the x and y-direction of the ad-
vection step can be done without any communication
and therefore the computation time needed for this step
nearly scales inversely with the number of processors
used. On the other hand, the advection in z direction
needs around a factor of 2.5 more computation time,
due to the communication effort. At the time of writing I
have no quantitative tests of other environments like the
IBM SP 4 or other PC Clusters. I suspect that optimal
grid division may depend on the machine used. These
tests will soon be made, and hopefully give conclu-
sive results about the importance of the network speed
between the single nodes in respect to my numerical
model.
Figure B.3. Grid division for parallel computing. The best divi-
sion depends on the numerical model used and one always should
do some test calculations. In the case of the present numerical
model, the best distribution is along the z-axis.
• Choosing the nodes
The PC cluster of the astronomical institute has an in-
homogeneous composition, since it grows from year to
year. Some of the nodes are double processor machines.
Not both processors of a single node should be used,
since the network traffic to that node then doubles and
performance goes down significantly. However, finding
an appropriate compiler directive may solve this prob-
lem.
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Abstract Distribution Calculation Time
Processors (b = block) [msec]
(8) (*,*,b) 272’580 (1.00)
(8) (*,b,*) 291’120 (1.07)
(8) (b,*,*) 575’544 (2.11)
(1,1,8) (b,b,b) 374’322 (1.37)
(2,2,2) (b,b,b) 369’786 (1.36)
Table B.1. Execution times of the advection routine in different
abstract processor geometries. The dependence on the processor
geometry is clearly visible. The advection was calculated for a
2013 grid. In brackets the performance loss compared to the fastest
geometry is given.
At the moment, the execution of the hydrodynamical rou-
tines lead to a performance gain of a factor of 3 calculated
on 8 processors. This is comparably low but since the ad-
vection step is the routine where most communications has
to be made the total numerical model should yield a perfor-
mance gain of a factor 4 to 5. Clearly, fine tuning will be
necessary in the code and on the PC cluster itself. Mature
profiling tools are required for this task.
B.4. Analysis Library
Evaluating the numerical model presented in this chapter
needs an elaborated data management which was already
described in Sect. B.1.1. . The necessary data is written in
equal time intervals to binary output files. To do the evalua-
tion, I used the graphical visualization software PV-WAVE
from Visual Numerics. I developed several routines to do
the evaluation efficient and automatic as far as possible. The
organization of my analysis library is as follows
• Data import routines
These routines are able to import the data from the sim-
ulation output files. Due to the large amount of data, it
is important to have import routines which can import
only selected ranges from the binary data files of dif-
ferent models at different timesteps. This will be even
more important when dealing with the output files of the
parallel version of the program. These routines automat-
ically recognize the file sizes and therefore determine
parameters as grid resolution etc. on their own. This is
very important for the automatization of the evaluation
(see below).
• Calculation routines
As was already mentioned, due to the large amount of
data, only the really necessary data is stored. Any phys-
ical quantities which can be derived from others, will be
calculated at evaluation time. This concerns for exam-
ple quantities like surface densities, X-ray emissions,
colors, temperatures, etc. Relatively short routines are
directly written in the procedure language of WAVE,
whereas larger routines are written in F90 and called
from WAVE. This part of the library contains around 70
routines.
• Visualization routines
These routines are responsible for the visualization of
the results. Here, all routines which produce the plots
used to discuss the models or to directly compare it to
observations are included. The routines for movie cre-
ation also fall in this category. Due to the large diversity
of graphical delineations there are by far more than 100
routines needed for an efficient evaluation.
• Automatization of the evaluation
This point is very important when an overview over
different models at different times is needed. These
routines make completely automatic evaluations of the
most important quantities of the model and produce
graphical output (mostly jpeg-format). These files can
be conveniently browsed with the use of php-scripts,
accessible from each web browser, which has the au-
thorization needed.
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C.1. Abbreviations
Abbreviation Meaning
ALMA Atacama Large Milimeter Array
CCD Charge Coupled Device
CDM Cold dark matter
CFL-condition Courant-Friedrich-Lewi condition
CM Cloudy medium
CMB Cosmic microwave background
CIC Cloud in cell
CoDEx Chemo-dynamical evolution of galaxies
CSCS Centro Svizzero de Calcolo Scientifico
F77 FORTRAN 77
F90 FORTRAN 90
FFT Fast Fourier transformation
FT Fourier transformation
GAIA Global Astrometric Interferometer for Astrophysics
GISSEL Galaxy Isochrone Spectral Synthesis Evolution Library
ICM Intercloud medium
IGM Intergalactic medium
ISM Interstellar medium
JWST James Webb Space Telescope
HDF Hubble deep field
HMS High mass stars
HPF High performance FORTRAN
HST Hubble Space Telescope
IMF Initial mass function
IMS Intermediate mass stars
LMS Low mass stars
NFW-profile Navarro-Frenk-White profile
NGC New General Catalogue
NICMOS Near Infrared Camera Multi-Object Spectrometer
PaCE Parallel Chemodynamical Evolution Code
PM Particle mesh
PN Planetary nebula
SB/StB Star burst
SFR Star formation rate
SNIa Supernova of type Ia
SNII Supernova of type II
SOR Successive overrelaxation
SSP Single stellar population
ULIRG Ultra luminous infrared galaxy
VLT Very Large Telescope
WD White dwarf
WMAP Wilkinson Microwave Anisotropy Probe
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C.2. Symbols
Symbol Meaning
Cosmology
z redshift
TCMB temperature of the cosmic microwave background
Ωb omega baryon
Ωm omega matter
ΩΛ cosmological constant
H0 Hubble constant today
ρcrit critical density of the universe
Dark matter halo
ρdark dark matter density
rs scale radius of the dark matter halo
r0 smoothing length of the dark matter halo
rvir virial radius of the dark halo
zf formation redshift of the dark matter halo
Mh mass of the dark halo in the mass accretion history
Gas
ρ, ρcm, ρicm gas density of the respective gas component
, cm, icm inner energy density of the respective gas component
~u bulk or mean velocity
~v velocity of a single gas particle
~w velocity of a single gas particle relative to the mean motion
f(~x, ~p, t) one particle distribution function
σCM, σ cloud velocity dispersion
Ticm, T temperature of the ICM
T6 T/10
6
P, PICM gas pressure of the respective gas component
P˜ ICM pressure in units of K cm−3 (P˜ := (Picm/k)/104)
γ adiabatic index (γ = 5/3)
Clouds
λF Field length
MF Field mass
λk effective mean free path for electron energy exchange
Mλ corresponding mass to λk
Mlower lower mass cut of the cloud mass function
Λ(Z, T ) ICM cooling function
N(m) cloud mass function
β exponent of the cloud mass function
Mcloud mass of a single cloud
Rcloud radius of a single cloud
φc parameter for the influence of magnetic field on clouds structure
Stars
n(m) initial mass function of the stars
x slope of the IMF
Ml lower mass cut of the IMF (0.8 M)
Mu upper mass cut of the IMF (50 M)
Mm limiting mass between low and high mass stars (10 M)
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ρ˙sf star formation rate (SFR)
Σsf star formation surface density
Σgas gas surface density
Mi initial mass of a stellar particle
M(t, Z) mass-lifetime relation of the stars
Mret mass return
<MSNII> mean mass of SNII
mrem(m) remnant mass
eSNII energy input per mass of the SNII
eSNIa energy input per mass of the SNIa
ePN energy input per mass of the PN
Modell parameters
ccoll efficiency parameter for cloud collisions
cevap efficiency parameter for evaporation
ccond efficiency parameter for condensation
crad efficiency parameter for radiation cooling
csf efficiency parameter for star formation
Colors
ξ band index (e.g. UBVK)
Aξ Absorption in the band ξ
cξ Absorption parameter for band ξ
Diverse
G gravitational constant
mh proton mass
µ mean molecular weight
kb Boltzmann constant
κ coefficient of thermal conduction
Qeff effective Toomre parameter
Qgas Toomre parameter of the gas phase
Qstar Toomre parameter of the stellar phase
Cq constant of the artificial viscosity
Φ gravitational potential
Z metallicity
t time
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