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Abstract. A model for an intracellular genetic classifier is introduced and studied to investigate
how cellular decision making will function under the stochastic conditions. In particular, this
provides a basis to investigate whether a binary classification under the effects of intrinsic noise
is still possible. More precisely, a mathematical model of a genetic classifier is derived using a
standard approach using Hill functions and its dynamical properties are explored. Classification
mechanism is studied considering the effects of low copy number of mRNA and proteins in terms
of the degree of cooperativity, inputs and transcription rates. It is shown that the intrinsic noise
blurs the separation line between the classification classes, but the influence of stochasticity
is qualitatively different for the case of monostable or bistable dynamics. Finally, potential
applications are discussed.
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1. Introduction
Classification of external stimuli is fundamental for several biological processes in multicellular organisms
[1]. In particular, development of cellular systems can be regarded as a sequence of decisions involving a
response of these stimuli in which cells, by means of regulation of specific genes, choose among distinct
cell-states leading to a diverse set of biological behaviors. Examples of particular interest in which cell
decision-making is involved include differentiation [2], apoptosis [3], pattern formation [4] and survival
[5]. Thus, it should come as no surprise that understanding this process has attracted much attention to
explain cellular phenomena of different complexity.
This cellular decision-making includes intracellular processes such as regulation of genetic networks
within the cell, which involves chemical reactions among its biological constituents. These genetic net-
works, in turn, serve to transduct and process the information of extracellular signalling. As a result,
the determination of cellular fate is an integral process involving its internal genetic architecture and the
exploitation of information from external influence. One key aspect is that cell decisions are performed
under the influence of fluctuating conditions due to external and internal factors [6–8]. One one hand,
extrinsic noise is consequence of the difference between cells in multicellular organisms, which affects their
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gene expression. On the other hand, intrinsic noise comes from the low copy number of the biochemical
components in the cell, leading them to fluctuate in concentration. Both sources of noise are inherent in
all cellular processes. It is in this context that cells must take an appropriate response from the amount
of information obtained. In this sense, if noise is sufficiently considerable such that diminishes cellular
functionality, this will decrease the efficiency of the whole decision process.
It is also observed from previous research that noise may be a fundamental source to improve the
response of living organisms in which a decision process is involved [5,9]. Still, investigating the underlying
principles of stochastic decision in cell fates is of foremost importance in modern biology. In particular,
a current challenge is to understand the decision-making under well-defined conditions. Approaches from
synthetic biology have been used to gain insight into this issue by constructing proof-of-principle systems.
Recently, it was shown the constructive role of noise for this decision process in a synthetic genetic
classifier circuit [10, 11]. The model is motivated to function as a genetic perceptron with the ability of
discriminating external stimuli while providing one out of two possible states. In this sense, this system
is able to make intelligent decisions by performing binary classification from several external stimuli.
Applications of this system were discussed, where it is speculated that neurons may have an intracellular
network on a genetic level based on the principle of artificial intelligence [12].
More precisely, this genetic classifier scheme considers two external inputs which are attributed to the
expression of two genes in terms of the concentrations of their respective proteins. In turn, the inputs are
weighted by the strength of their transcriptional regulation coefficients following a classification according
to a well-defined rule. In this way, the output value will depend on the state of the whole classifier at
any time. In the work proposed in [10] the influence of noise in linear classification was studied when the
threshold of classification is spoiled. Their results show that additive noise following a normal distribution
and discriminated according to a linear classification leads to stochastic resonance in the accuracy of
classification. This resonance effect is reproduced in other study considering a dynamical setting where
noisy input signals represent additive noise [11]. In both investigations the models do not consider the
involved chemical reactions and the sources of noise derived from these ones. We believe this may play
an important role for the classification process and provide a more plausible picture for the synthetic
biological system. Thus, in the present work we extend the study of this genetic classifier to account for
the underlying gene expression mechanisms and their stochastic nature. In this sense, we will have an
insight into the robustness of this genetic perceptron under the effects of noise. This investigation may
have potential applications to understanding decision-making, particularly, in neural networks [12].
We define and address the problem of classification under the effects of intrinsic noise. Accordingly,
in this paper a stochastic model for the scheme of a genetic perceptron proposed in [11] is developed.
Since the model is now based on the Hill type transcriptional regulation, derived from the underlying
chemical reactions, the influence of intrinsic noise is studied using standard methods to perform stochastic
simulations. More precisely, by considering biochemical interactions through Hill functions, we show
that in contrast with the linear classification proposed in [10], the system is able to perform nonlinear
separation. In particular, linear classification is observed for the case of noncooperative binding and is
associated with monostable dynamics; whereas for the positive cooperativity it is shown that the system
exhibits bistability.
2. Model
The model considered here has been studied in order to understand binary classification under the
influence of intrinsic noise. The genetic scheme is shown in figure 1 following [10, 11] and based on the
Kaneko model [13]. The genetic network consists of 5 genes organized as follows: expression from genes
A and B sets the inputs in the system, while gene C,D and E the threshold unit. In particular, genes D
and E have a toggle switch scheme which maintains a state ON-OFF or OFF-ON, where expression of
gene D sets the output. Finally, gene C has a constant basal activity, which represses activity of gene D
and activates it for gene E. In this way, C regulates the threshold in the classification process.
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Figure 1. Design of binary classifier. The scheme consists of five genes. Gene expression
from A and B set the input for the threshold unit E-C-D. The threshold is composed of
a toggle switch E-D which is influenced, i.e., biased, by expression of gene C.
Gene expression for the system shown in figure 1 is formulated using the framework provided by the
Hill functions to describe inhibitory and activatory processes [14]. A set of coupled ordinary differential
equations expressed in (1) is obtained, which provides the time evolution of concentration of mRNA mi
and protein pi for each gene i = A,B,C,D,E.
On the one hand, the mRNA dynamics is governed by degradation and transcription for all five genes.
Importantly, since genes A, B and C are not regulated by any other genes, their dynamics are decoupled
from the set of equations. In contrast, the dynamics in mD considers the transcriptional activation by
inputs A and B and inhibition by gene E, while the dynamics in mE reflects the transcriptional activation
by gene C and inhibition by gene D. These considerations, derived from first principles, are observed
in the particular expression for genes D and E. On the other hand, protein dynamics is governed by
degradation and translation with equal rate assumed identical for the five genes.
The model expressed in (1) is dimensionless in such a way time is measured in units of mRNA lifetime
by assuming it equal for all genes; protein concentrations are in units of their Michaelis constant also
considered equal for all the genes. The degree of interaction between transcription activators and inhibitors
and binding sites in each gene is considered through cooperativity coefficient n > 0. In addition, αi is the
dimensionless transcription rate in the absence of repressor and ai is the basal activity, where i = A,B,C.
Basal activity is assumed different of zero in order to avoid a decay in a long-run for inputs and gene C,
which regulates the threshold permanently. For the protein dynamics we have that coefficient β is the ratio
between mRNA with respect to protein lifetimes and mRNA concentration is scaled to its translation
efficiency (proteins produced per mRNA, assumed equal for all the genes). It is important to point out
that it is still not clear what the effective biochemical constants are for such a model.
dmA
dt
= aA −mA dpA
dt
= β(mA − pA)
dmB
dt
= aB −mB dpB
dt
= β(mB − pB)
dmC
dt
= aC −mC dpC
dt
= β(mC − pC) (1)
dmD
dt
=
(αAp
n
A + αBp
n
B)
(1 + pAn)(1 + pnB)(1 + p
n
C)(1 + p
n
E)
−mD dpD
dt
= β(mD − pD)
dmE
dt
=
αCp
n
C
(1 + pnA)(1 + p
n
B)(1 + p
n
C)(1 + p
n
D)
−mE dpE
dt
= β(mE − pE)
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The classifier decision will be defined as follows: if pE > pD we say the output is OFF, while if pE < pD
then the output is ON. Following the setting of [10,11], where inputs are constant in time, initial conditions
in the threshold unit are equal and their transcription strength αi from gene i = A,B,C also contribute
equally, the relation between values of pD and pE is determined by the sign of the linear expression
pA + pB − pC . This comes from the fact that the basal expression of gene C is constant so that the gene
expression E is greater than D. Nevertheless, if the inputs A and B are presented such that repress gene
E in spite of the influence from C, the system will switch its state and the gene D will be greater than
E.
Thus, under these conditions, a reference is defined according to the expression:
pA + pB < pC =⇒ pD < pE
pA + pB > pC =⇒ pD > pE (2)
pA + pB = pC =⇒ pE = pD
As the inputs from A and B are presented, their signals are superimposed and compared against a
threshold, from where we get two possible outcomes (ON or OFF). In this sense (2) is used as reference: if
this relation is satisfied then the answer is denoted as correct. Thus, this system can function as a binary
classifier. In the next section we will observe that under the same conditions on the inputs and threshold,
if the system (2.1) is in equilibrium, then the same rule of classification can be resolved when there is
not cooperativity binding and transcription strengths are equal. Importantly, observe from (2.2) that in
equilibrium the inputs pA and pB coincide with the basal activity aA and aB of their respective genes,
while the threshold given by pC will reach aC .
3. Dynamical analysis
3.1. Equilibrium state
Assuming the set of equations (1) in equilibrium we can obtain a 2-dimensional algebraic system of
equations to solve for pE and pD in order to obtain their protein concentration in steady state. This
follows from the fact that A,B and C are uncoupled from the system, so that the equilibrium points
would depend on the contributions from gene E and D. In turn, the problem can be analyzed in this
reduced system.
αCaC
n
(1 + aAn)(1 + aBn)(1 + aCn)(1 + pDn)
= pE (1)
αAaA
n + αBaB
n
(1 + aAn)(1 + aBn)(1 + aCn)(1 + pEn)
= pD
Observe that according to (1), the protein inputs from genes A and B in steady state are aA and aB ,
respectively while for gene C is aC . Observe that the equilibrium protein concentrations for genes D and
E can be obtained for each n by substitution of the first equation for pE into the the second one. Once
the system reaches the equilibrium, protein levels of D and E are compared in order to define an output.
In this paper we use (3.1) to construct the associated nullclines in the 2-dimensional system described
by pD and pE . The equilibrium points were obtained numerically and their stability was assessed by
determining the direction of the vector field in all regions, specifying a control parameter of interest.
Observe that since genes A,B and C are uncoupled from the system, the analysis of (2.1) can be reduced
in complexity by just considering equilibrium of genes D and E. In turn, the dynamical properties on
this model will be studied in the space (pD, pE).
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3.2. Rule of classification
From the set of algebraic equations (1) it is possible to derive a general rule for binary classification for
the present model. Considering the first equation of the system (1) we obtain,
1
(1 + aAn)(1 + aBn)
=
pE(1 + aC
n)(1 + pD
n)
αCanC
(2)
by substituting (2) in the second equation of (1) and after some arrangements is possible to arrive to the
expression:
α¯AaA
n + α¯BaB
n =
pD(1 + pE
n)
pE(1 + pDn)
aC
n (3)
where α¯i =
αi
αC
for i = A,B.
Parameters aA and aB represent protein inputs from genes A and B, respectively. In addition, each
one is weighted by a coefficient α¯i and the threshold is defined by aC
n. From equation (1) we have that
by specifying an input with fixed weights, we can solve for pE and pD in order to get their equilibrium
protein concentrations pE
∗ and pD∗ and thus the output of classification.
Observe that the dynamical behaviour of the system will show bistability due the toggle switch E−D
[15]. This means that the joint action of A and B switches the state to ON or OFF for n > 1. This
switch is due to an unbalanced promoter strength. When such a balance is attained we have bistability
and the condition pE
∗ = pD∗ is satisfied. These states lie in a line that separates both the ON and OFF
outputs setting the threshold for the system at different values of cooperativity. Therefore, from (3.3) it
follows that,
α¯AaA
n + α¯BaB
n = aC
n (4)
Once the system is unbalanced the system will have a unique steady state for proteins D and E. Due
to the permanent basal activity of gene C if this threshold is not surpassed by action of the inputs, then
the output will remain as OFF . The latter observations lead to a more general rule of classification for
the proposed model.
α¯AaA
n + α¯BaB
n < aC
n ⇔ pD∗ < pE∗ (OFF state) (5)
α¯AaA
n + α¯BaB
n > aC
n ⇔ pD∗ > pE∗ (ON state)
In particular, for the linear case using n = 1 in (3.3) that pD
∗(1+pE∗)
pE∗(1+pE)
> 1 which implies that pD
∗ > pE∗,
while if pE
∗ > pD∗ we have
pD
∗(1+pE∗)
pE∗(1+pD∗)
< 1. Thus, with our model we can resolve the rule of classification
(2.2) including constants related with the biochemical interactions, which is a novel result.
Parameter aC
n defines such threshold, in which we take aC = 1, by simplicity. If we additionally
assume that the transcription coefficients αi are all equal for i = A,B,C, then we arrive to the equation
aA
n+aB
n = 1, which as observed for the linear case, it defines a line of separation of between the ON and
OFF states. In figure 2 we show the curves for this function for different levels of cooperativity. According
to (5), the interior of each curve given by aA
n+aB
n < 1 defines the OFF state and aA
n+aB
n > 1 the ON
state. Thus, we observe that the cooperativity binding plays an important role for the binary classification
for this model, and the combination of pairs of inputs (aA, aB) may lie in different states (either ON or
OFF) as we vary this parameter. This is in contrast with the results provided by [10]. More precisely,
observe that by varying constants α¯A, α¯B and aC it is possible to obtain different shapes defined by the
curve of separation from equation (4). Note that this could enable a construction of distributed genetic
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classifiers as suggested in [16]. An important goal in synthetic biology is the design and construction of
genetic networks with a desired ability. In the present work we introduce a model for a synthetic genetic
classifier in (1) using a standard approach. We show that classification can be manipulated given some
control parameters related with transcriptional mechanisms.
aA
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
a
B
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
n=2
n=0.5
n=4
n=1
Figure 2. The separation curve for each n divides states ON and OFF when the inputs
A and B are in steady state. The exterior of each one will determine the ON state and
the interior the OFF state. The curves depend on the weights with which inputs inhibit
gene D and activate gene E, and on the threshold of gene C. Parameters α¯A = α¯B = 1
and aC = 1 describe the weight of the inputs and threshold, respectively.
3.3. Influence of the inputs and weights in the equilibrium state
Accuracy of classification for a given input is obtained by comparing the correct answer with the obtained
output. According to [10,11] it is discussed that such accuracy is decreased by the influence of bistability
due to the toggle switch E-D, so that switching among steady states is observed. This means that
bistability is expected for n > 1, while in the linear case (noncooperative binding) we have monostable
dynamics.
The specific case n = 2 for equation (3) is analyzed. Here the transcription rates ai and basal activity
αi for i = A,B are considered as control parameters. The effect of aC and αC in the classification can
be observed from (5): parameter aC defines the threshold of classification and αC scales the weights αi
of inputs from gene i = A,B. For simplicity, we shall assume them fixed aC = αC = 1. In the following
we investigate the influence of such parameters in the equilibrium states of protein D and E (pD
∗, pE∗),
solutions of (3.1).
Firstly, as we vary the input value, e.g., aB , for fixed αi = 20, for all i (in turn α¯i= 1), there are three
different states pD
∗, two stable pD∗ = 0.24, 4.21 and one unstable pD∗ = 1.44, which remain constant
for all αB . The same result holds for aA due to the symmetry in the system. By substitution of each
equilibrium concentration pD
∗ in the first equation of (3.1) it is observed that protein concentration in
E will hold the same dynamical behaviour.
By using (1) it is possible to obtain the nullclines showing the set of equilibrium states (pE
∗, pD∗) to
describe the dynamics of the entire system. In particular, in order to have an insight into the behaviour
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of the separation curve we choose a fixed input from this one (1/
√
2, 1/
√
2). Nullclines dmDdt =
dmE
dt = 0
intersect at three points: one unstable and two stable steady states. Then for this set of parameters
bistability is observed in figure 3 (a), due to the cooperativity and balanced rate of synthesis. The
balance may be lost as we vary the transcription rate for gene A and B leading to obtain a single steady
state. This can be seen from figure 3 (b).
The bifurcation plot using αA = αB = α as a control parameter with aA = aB = 1/
√
2 and αC = 20
is showed in figure 4. A bistability can be observed as we vary the value of transcription rates α. For the
parameters considered we reach the bistability region within the interval delimited by α∗ = 15.46 and
31.50. Thus, errors of classification are expected due to switching between stable states. Furthermore, due
to the toggle switch E-D, according to [15] higher order cooperativity it is possible to obtain bistability
for lower α while broadening the bistable region.
Figure 3. (a) A bistable nonlinear classifier. Nullclines defining the solutions dmDdt =
dmE
dt = 0 for αA = αB = 20; (b) A nonlinear classifier at the bifurcation point αA =
αB = 15.46. Other parameters are fixed inputs (1/
√
2, 1/
√
2), n = 2, β = 5 and αC = 20
and aC = 1.
4. Effect of intrinsic noise in the classification
4.1. Methods
Our findings so far show that the considered model for the binary classifier is able to discriminate two
external stimuli in terms of a rule given in (5). This is true in the deterministic case, which has been
already discussed. On the other hand, it is of interest to assess the ability of classification under the effects
of intrinsic fluctuations due to low copy number of biochemical species. For this matter, the setting of pA
and pB , and threshold pC was considered in steady state (static classification) and initial concentrations
for gene D and E are assumed equal by simplicity. Additionally, we set coefficients αi = 1 for i = A,B,C.
Recall that in steady state pi coincides with ai for i = A,B.
In this paper, we introduce intrinsic noise using the Gillespie’s algorithm and Chemical Langevin
Equation (CLE) [17, 18] by employing the Hill functions obtained in model (2.1). First, the Gillespie
algorithm can be performed assuming the set of reactions of table 1. This table indicates that from gene
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α
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p
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10
α
∗
= 31.50α
∗
= 15.46
Figure 4. Bifurcation plot for binary classification with n = 2. The control parameter is
given by α = αA = αB . Other parameters are fixed inputs (1/
√
2, 1/
√
2), β = 5, αC = 20
and aC = 1.
i = A,B,C,D,E the process of transcription leads to production of mRNA mi followed by translation to
protein pi. Degradation leads to a product φ which is not taken into account. The indicated propensities
were obtained from the corresponding model (2.1) in the standard way.
Therefore, CLE can be computed from the propensities of Table 1.
dmA
dt
= (a1 − a6) +
1√
Ω
[
√
a1ξ1(t)−√a6ξ6(t)]
dpA
dt
= (a11 − a16) +
1√
Ω
[
√
a11ξ11(t)−√a16ξ16(t)]
dmB
dt
= (a2 − a7) +
1√
Ω
[
√
a2ξ2(t)−√a7ξ7(t)]
dpB
dt
= (a12 − a17) +
1√
Ω
[
√
a12ξ12(t)−√a17ξ17(t)]
dmC
dt
= (a3 − a8) +
1√
Ω
[
√
a3ξ3(t)−√a8ξ8(t)]
dpC
dt
= (a13 − a18) +
1√
Ω
[
√
a13ξ13(t)−√a18ξ18(t)]
dmD
dt
= (a4 − a9) +
1√
Ω
[
√
a4ξ4(t)−√a9ξ9(t)]
dpD
dt
= (a14 − a19) +
1√
Ω
[
√
a14ξ14(t)−√a19ξ19(t)]
dmE
dt
= (a5 − a10) +
1√
Ω
[
√
a5ξ5(t)−√a10ξ10(t)]
dpE
dt
= (a15 − a20) +
1√
Ω
[
√
a15ξ15(t)−√a20ξ20(t)]
where ξi=1,...,20(t) are uncorrelated Gaussian white noises < ξi(t)ξj(t
′) >= δijδ(t− t′) where coefficients
ξi=1,...,20(t) provide the intrinsic noise scaled by 1/
√
Ω, and Ω denotes the size of the system.
For the small size system (denoted by Ω) Gillespie’s algorithm can be used as a standard method
whereas for a large system size CLE is computationally more efficient and provides a good approximation.
Classification of the inputs is studied for the case of Hill coefficient n = 1 and n = 2 obtained from a set of
103 data points per each input protein in the duple (aA, aB). Each protein input is uniformly distributed
in [0, 1] and in turn time series for pE and pD are obtained. Thus, linear classification (n = 1) is studied
under the influence of intrinsic noise by using CLE for size system Ω = 103 and Gillespie’s algorithm for
Ω = 500. In addition, stochastic integration was obtained by Euler-Maruyama method.
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Reaction Propensity
[A]→ mA a1 = aA
[B]→ mB a2 = aB
[C]→ mC a3 = aC
[D]→ mD a4 = (αAp
n
A+αBp
n
B)
(1+pA
n)(1+pn
B
)(1+pn
C
)(1+pn
E
)
[E]→ mE a5 = αCp
n
C
(1+pn
A
)(1+pn
B
)(1+pn
C
)(1+pn
D
)
mA → φ a6 = mA
mB → φ a7 = mB
mC → φ a8 = mC
mD → φ a9 = mD
mE → φ a10 = mE
[mA]→ pA a11 = βmA
[mB ]→ pB a12 = βmB
[mC ]→ pC a13 = βmC
[mD]→ pD a14 = βmD
[mE ]→ pE a15 = βmE
pA → φ a16 = βpA
pB → φ a17 = βpB
pC → φ a18 = βpC
pD → φ a19 = βpD
pE → φ a20 = βpE
Table 1. Stochastic version of the the synthetic genetic classifier model
4.2. Results and discussion
Stochastic simulations for n = 1 are shown in figure 5 (fig. 5 (a) corresponds to Ω = 103 and fig. 5 (b)
to Ω = 500). It is observed that the binary classifier is able to perform linear separation on the inputs
for different levels of noise. Here, the ON state lies in the blue area while the OFF state in the red area.
Moreover, this separation is comparable with results in the deterministic case (figure 2). Nevertheless, in
figure 5 it is observed that the influence of intrinsic noise blurs the vicinity of the line of classification for
both plots, which increases for a larger level of noise. This trend in the line of classification is similar to
the results found for the genetic perceptron modeled in [10].
This study can be extended by including different levels of cooperativity. By simplicity, we investigate
positive cooperativity with n = 2, which was already discussed in section 3 for the deterministic case.
The classification plot is shown in figure 6, which is obtained by binary discrimination of 103 data points
using CLE simulation with Ω = 103. As observed, the system can perform nonlinear classification. Using
the aforementioned set of parameters and (4) the line of classification for the deterministic case is given
by aA
2 + aB
2 = 1. The obtained results show that this trend is preserved and as in the case of n = 1
the vicinity in the line of classification is blurred. As a consequence, the effect of intrinsic noise leads to
reducing the accuracy of classification as previously noticed for n = 1 and Ω = 500. Nevertheless, the
nature of noise is fundamentally different for both cases. In fact, the influence of intrinsic noise for this
genetic network may be analyzed for two main cases: n ≤ 1 (monostable dynamics) and n > 1 (bistable
dynamics).
In the former case, n ≤ 1, according to the toggle switch E-D, there is a unique stable state. That is,
the system is monostable and in this way there is not switching between equilibria. For instance, by taking
n = 1, αi = 20 for i = A,B,C and Ω = 50 inputs lie in the line of classification (inputs aA = aB = 0.5
are chosen for simulations). Errors of classification may be expected for points in the vicinity of the line of
classification (figure 7 (a)-(c)). Results in the deterministic case show that both protein concentration pD
and pE are equal in the line of classification. Then, the difference at an arbitrary time is null. However,
by adding intrinsic noise it is clear that the time series for concentration of pD and pE will not be equal.
Instead, discrepancies due to fluctuations are observed, and those are increased as Ω is reduced. In turn,
the difference between both times series will be a random variable for each time t. Thus, for inputs lying
out of the line of separation, signals pD and pE may overlap at random times because of fluctuations
for given levels of noise. As a consequence the vicinity of the line of classification is expected to have
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Figure 5. Linear classification performed by binary classifier (n = 1) under the effects
of intrinsic noise: (a) Ω = 103 simulated by Chemical Langevin equation; (b) Ω = 500,
by Gillespie’s algorithm.
Figure 6. Classification performed by binary classifier (n = 2) under the effects of
intrinsic noise Ω = 103 simulated by Chemical Langevin equation.
this blurred trend. Namely, the accuracy for CLE simulations is expected to depend on the factor 1/
√
Ω,
which gives the level of noise in terms of the system size.
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Moving towards the case of positive cooperativity, it is possible to have bistability as we vary the
transcriptional strength αi from genes i = A,B. In figure 6 we choose αi = 20 for i = A,B,C and
cooperativity coefficient n = 2. According to (3.4) we expect that the curve of separation is represented
by the equation aA
2 + aB
2 = 1, dividing the states ON and OFF. In fact, this curve is comparable with
our predictions as the system is able to perform nonlinear classification as described in (3.5). However,
we observe a blurred trend in the boundary that separates both states. This is the case where pE
∗ = pD∗.
In principle this is attributed to bistability, which introduces error in the process of classification since
there is a continuous switching between steady states as observed in 7 (b). In this case we take input
concentrations lying in the curve of separation, in particular we use aA = aB = 1/
√
2 and transcriptional
strengths balanced.
In figure 7 (c) and (d) we show nullclines for n = 1 and 2 to describe the monostable and bistable
dynamics of the system. When there is non-cooperativity binding is expected to have a single steady
state, while for the case n = 2 we have that bistability is achieved so that there are three different steady
states (two stable states and one unstable state). As a consequence, as we introduce noise it is observed
a switching between the high and low stable equilibrium states which blurs the curve of separation and
introduces error in the classification process. The underlying mechanism of the stochastic switch relies
in the fact that fluctuations become considerable enough such that a specific microstate around the
stable equilibrium of the system crosses the separatrix to another microstate around the second stable
equilibrium [19].
Figure 7. Protein time series of binary classifier using Gillespie’s algorithm (a) n = 1
with inputs aA = aB = 1/2; (b) n = 2 with inputs aA = aB = 1/
√
2; (c) A monostable
classifier. Nullclines defining the solutions dmDdt =
dmE
dt = 0 for αA = αB = 20 and n = 1
with same inputs as (a); (d) A nonlinear classifier at the bifurcation point αA = αB =
15.46 and n = 2 with same inputs as (b). For the nullclines other parameters are β = 5,
αC = 20 and aC = 1.
Bistability introduces another way to provide error in the binary classifier. In particular, as we introduce
inputs pA and pB , if their combined action lie in the vicinity of the line of separation of ON-OFF states
(figure 2), it may be possible to get outputs that evolve alternating between correct and incorrect answers
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as we introduce intrinsic noise. The rate of switching between such states increases in terms of the level
of noise. As a consequence, the blur trend around the line of separation increases as shown in figure 5
and 6. This means that the quality of classification is diminished.
Besides this apparent disadvantage, it would be of interest to discuss the usefulness that this switching
provides in the classification process. In biological systems phenotypic switching in cellular decision-
making can be advantageous. In [1] some examples of interest are provided including resource optimization
in multicellular organisms [20] during starvation and persistence under fluctuating environments [21].
Our system is suitable to mimic processes that involve cell fate decisions, since it counts with a classifier
depicted as a feedback loop which evaluate inputs that act as external sources. On this context, this
motivates the using of (4) and (5) to model decision-making associated with switching between two
distinct cell states under proper conditions. Thus, if the joint contribution of inputs (4) is close to a
defined threshold, when noise is present switching will occur as the interactions are sufficiently symmetric
with respect to the toggle switch E-D. This may provide an insight into the understanding and altering
of noise in a feasible way in order to control cell fate decisions, which is of current interest.
Concrete applications of this idea are encountered in bet-hedging decisions [22,23], in which stochastic
fluctuations for adequate levels of noise allows switching into a evolutionary stable environment. One
remarkable example is bacteria persistence such as the case of Bacillus subtilis [5]. As nutrients decrease,
B. subtilis starts a process of sporulation, which is delayed by searching other feasible options. In the case
cells cannot adapt to their environment such as poor nutrient conditions, there is promotion of random
mutations. On of these cell fate decision is the transition to competence [2], which means that cells obtain
resources from the extracellular DNA to use it either as food or evolvability [24]. Some clonal bacterial
population act as competent while others present sporulation, and in this case, an appropiate level of
noise leads to aid survival, however, reduction of noise is followed by a reduction of competent cells [2,25]
which mean a reduction in the chances of survival.
The optimality of decision making of our model under the influence of noise will depend on the
proper control of switching times and duration. A random switch to an incorrect state at the wrong time
could have negative consequences. For instance, during the increase of cell population during eukaryotic
development there are serious danger of error amplification. The assignation of cell fates during this
process must rely in control mechanisms that filter noise in order to have a coordinated and stable gene
expression [26]. In our network, these mechanisms are related with the model parameters for a fixed
level of noise as observed in section 3.3; and the level of noise is proportional with the rate of switching.
Nevertheless, this topic is out of scope this paper. Further research for the rate of random phenotypic
switching and duration would be useful in order to achieve optimal synthetic systems for cell fate decisions.
Our findings give the possibility to consider a more general case than the original model [10]. Namely,
it has the virtue of modifying the area in which one decision lies (ON/OFF states) in terms of the
transcription rates of the genes involved as formulated in (1). Binary classification using this approach is
very recent to our understanding and may result advantageous for the construction of synthetic networks.
Furthermore, cell decision making has already been discussed in a biological context. However, here
we propose a model capable to discriminate an output with a diversity of parameters to set a rule
of classification; and in which intrinsic noise plays a functional role for bistability at the level of gene
regulation. As a prospect, it would be of interest to analyze how the switching takes place in a particular
state in terms of the level of noise and given parameters.
5. Conclusions
In this paper we emphasized in the influence of intrinsic noise in a genetic perceptron, a synthetic genetic
network which is able to perform classification of external stimuli. We derived a dynamical model for
this system using Hill functions to describe the switch-like gene responses and the intracellular chemical
reactions. We analyzed the ability of this system to perform classification of stimuli in steady state. In
particular, we formulated a rule of classification which is obtained in terms of biological parameters of
the threshold gene and inputs. It is found that classification can be performed when the system is either
monostable or bistable. We studied qualitatively the effects of intrinsic noise for the classification accuracy.
We find that high levels of noise may lead to an important detriment of the classification accuracy. We
discuss potential applications regarding the classification under the effect of intrinsic noise and bistability.
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