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Abstract
This article presents a simple characterization for entangled vec-
tors in a finite dimensional Hilbert space H. The characterization is
in terms of the coefficients of an expansion of the vector relative to
an orthonormal basis for H. This simple necessary and sufficient con-
dition contains a restriction and we also present a more complicated
condition that is completely general. Although these characterizations
apply to bipartite systems, we show that generalizations to multipar-
tite systems are also valid.
LetH1 andH2 be finite-dimensional complex Hilbert spaces with dimH1 =
m, dimH2 = n and let H = H1 ⊗H2. A vector ψ ∈ H is factorized if there
are vectors α ∈ H1, β ∈ H2 with ψ = α ⊗ β [2, 4]. If ψ is not factorized,
then ψ is entangled [1, 3, 5]. When ψ = α ⊗ β we call α and β the local
parts of ψ. Our first result shows that the local parts are unique to within
complex multiples. If the vectors are states (unit vectors) then the multiples
have absolute have absolute value one (phase factors).
Lemma 1. If α, β 6= 0, then α ⊗ β = α′ ⊗ β ′ if and only if there exists a
nonzero a ∈ C such that α′ = aα and β ′ = 1
a
β.
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Proof. Clearly, if α′ = aα and β ′ = 1
a
β, then α ⊗ β = α′ ⊗ β ′. Conversely,
suppose that α⊗ β = α′ ⊗ β ′. Then employing Dirac notation, we have
|α〉〈α| ⊗ |β〉〈β| = |α⊗ β〉〈α⊗ β| = |α′ ⊗ β ′〉〈α′ ⊗ β ′|
= |α′〉〈α′| ⊗ |β ′〉〈β ′|
Taking the partial trace over H2 [2, 4] gives
||β||2 (|α〉〈α|) = (|α〉〈α|) tr (|β〉〈β|) = (|α′〉〈α′|) tr (|β ′〉〈β ′|)
= ||β ′||
2
(|α′〉〈α′|)
Acting on α gives
||α||2 ||β||2 α = ||β ′||
2
〈α′, α〉α′
We conclude that α′ = aα with
a =
||α||2 ||β||2
||β ′||2 〈α′, α〉
In a similar way, there is a b ∈ C with β ′ = bβ. Hence,
α⊗ β = α′ ⊗ β ′ = abα ⊗ β
so that b = 1/a.
Let {φ1, . . . , φm}, {ψ1, . . . , ψn} be orthonormal bases for H1 and H2, re-
spectively, and let ψ =
∑
cijφi ⊗ ψj ∈ H1 ⊗H2. Can we tell, by examining
the coefficients cij , whether ψ is entangled or not?
Example 1. Let
ψ = 4φ1 ⊗ ψ1 − 3iφ1 ⊗ ψ2 + 5φ1 ⊗ ψ3 − 8φ2 ⊗ ψ1 + 6iφ2 ⊗ ψ2
− 10φ2 ⊗ ψ3 + 12φ3 ⊗ ψ1 − 9iφ3 ⊗ ψ2 + 15φ3 ⊗ ψ3
Can we use the coefficients to determine if ψ is factorized and if it is, do
they give the local parts? The next theorem shows that the answer is yes.
Theorem 2. Let ψ =
∑
cijφi ⊗ ψj and suppose that
∑
cij 6= 0. Then ψ is
factorized if and only if for all i = 1, . . . , m, j = 1, . . . , n we have
cij
∑
i,j
cij =
∑
j
cij
∑
i
cij (1)
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Proof. We have that ψ is factorized if and only if ψ = α⊗β for some α ∈ H1,
β ∈ H2. Let α =
∑
aiφi and β =
∑
bjψj . It follows that∑
i,j
cijφi ⊗ ψj =
(∑
aiφi
)
⊗
(∑
bjψj
)
=
∑
i,j
aibjφi ⊗ ψj
Hence, ψ is factorized if and only if there exist sequences of complex numbers
{ai}, {bj}, i = 1, . . . , m, j = 1, . . . , n such that cij = aibj . If (1) holds,
letting c =
∑
i,j cij, ai =
1
c
∑
j cij, bj =
∑
i cij we have that cij = aibj so ψ
is factorized. Conversely, suppose that ψ is factorized and hence there exist
sequences {ai}, {bj} with cij = aibj . Then
∑
j cij
∑
i cij = aibj
∑
i,j aibj =
cij
∑
i,j cij. Hence,∑
j
cij
∑
i
cij = aibj
∑
i,j
aibj = cij
∑
i,j
cij
so (1) holds.
Notice that when φ is factorized as φ = α⊗ β, then Theorem 2 gives the
local parts α =
∑
aiφi, β =
∑
bjψj where ai =
1
c
∑
j cij, bj =
∑
i cij . Of
course, α and β have the flexibility given by Lemma 1. This can be used to
normalize α and β when ψ is a vector state. Although Theorem 2 requires
that
∑
cij 6= 0, we do have the following result.
Corollary 3. For ψ =
∑
cijφi⊗ψj, if
∑
cij = 0 and
∑
j cij
∑
i cij 6= 0, then
ψ is entangled.
The only case not included in Theorem 2 and Corollary 3 is when∑
cij =
∑
j
cij
∑
i
cij = 0 (2)
We now show that when this happens, then no conclusion can be drawn.
Example 2. Let ψ = φ1 ⊗ ψ1 − φ2 ⊗ ψ1 − φ1 ⊗ ψ2 + φ2 ⊗ ψ2. Then (2)
holds and ψ is factorized because
ψ = (φ1 − φ2)⊗ (ψ1 − ψ2)
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On the other hand, let
ψ′ = φ1 ⊗ ψ1 − φ1 ⊗ ψ2 + φ2 ⊗ ψ3 − φ2 ⊗ ψ4
Again, (2) holds, but ψ′ is entangled. To show this, replace ψ2 by −ψ2 to
get
ψ′ = φ1 ⊗ ψ1 + φ1 ⊗ (−ψ2) + φ2 ⊗ ψ3 − φ2 ⊗ ψ4
Now
∑
cij = 2 6= 0, c23 = 1,
∑
j c2j = 0,
∑
i ci3 = 1 so (1) does not hold. It
follows from Theorem 2 that ψ′ is entangled. Another way to see this is to
write
ψ′ = φ1 ⊗ (ψ1 − ψ2) + φ2 ⊗ (ψ3 − ψ4)
We then have that
∑
cij = 2 6= 0, c11 = 1,
∑
j c1j =
∑
i ci1 = 1 so (1) does
not hold.
We now return to Example 1. We have that c11 = 4, c12 = −3i, c13 = 5,
c21 = −8, c22 = 6i, c23 = −10, c31 = 12, c32 = −9i, c33 = 15. We then obtain,∑
i,j cij = 6(3 − i),
∑
j c1j = 3(3 − i),
∑
j c2j = 6(i − 3),
∑
j c3j = 9(3 − i),∑
i ci1 = 8,
∑
i ci2 = −6i,
∑
i ci3 = 10. It is now easy to check that (1) holds
for every i, j. Hence, by Theorem 2, ψ is factorized. Using our previous
formulas, we have that, a1 = 1/2, a2 = −1, a3 = 3/2, b1 = 8, b2 = −6i,
b3 = 10. Hence, ψ = α⊗ β where
α = 1
2
φ1 − φ2 +
3
2
φ3, β = 8ψ1 − 6iψ2 + 10ψ3
or slightly simpler, by Lemma 1, we can let
α = φ1 − 2φ2 + 3φ3, β = 4ψ1 − 3iψ2 + 5ψ3
Recall that any ψ ∈ H , with ψ 6= 0, has a Schmidt decomposition
ψ =
r∑
i=1
λiφi ⊗ ψi (3)
where λi > 0 and {φi}, {ψj} are orthonormal vectors in H1 and H2, re-
spectively [2, 4]. It is well-known that ψ is factorized if and only if r = 1
[2, 4]. If r = 1, then clearly ψ is factorized. The converse is not so obvious.
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We can employ Theorem 2 to prove this converse. The decomposition (3)
gives an expansion with cij = λiδij . Then
∑
i,j cij =
∑
λi 6= 0,
∑
j cij = λi,∑
i cij = λj . Then (1) becomes
cij
r∑
i=1
λi = λiλj (4)
for all i, j. If r = 1, then (4) becomes λ21 = λ
2
1 so ψ is factorized. If r ≥ 2,
letting i = 1, j = 2 we have for (4) that
c12
r∑
i=1
λi = λ1λ2
But this is impossible because c12 = 0. Applying Theorem 2 shows that ψ
is entangled. The reader may wonder why we don’t just use the Schmidt
decomposition to test whether a general vector ψ is factorized. One reason
is that the Schmidt decomposition can be difficult to construct. Another
reason is that our results generalize to multipartite systems where Schmidt
decompositions are not available. This will be shown subsequently.
Although Theorem 2 requires that
∑
cij 6= 0, this condition rarely holds
and when it does, we can frequently alter one of the bases slightly so the
condition does not hold. In fact, we already used this technique in Example 2.
We now present a general result that is always valid. It is not as simple as
Theorem 2 because now we have two conditions to verify. We denote the
argument of complex number c by arg(c) so that c = |c| ei arg(c). We assume
that 0 ≤ arg(c) < 2pi.
Theorem 4. If ψ =
∑
cijφi ⊗ ψj, then ψ is factorized if and only if for all
i, j we have
|cij|
∑
i,j
|cij| =
∑
j
|cij|
∑
i
|cij| (5)
and there exists a number c ∈ R such that for all i, j we have∑
j
arg(cij) +
∑
i
arg(cij) = max(m,n) arg(cij) + c (mod 2pi) (6)
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Proof. We can assume without loss of generality that m = n = d where
m = dimH1, n = dimH2. Indeed, if m < n say, then we can enlarge H1
to a Hilbert space with dimension n. We can then consider ψ of the form
ψ =
∑d
i,j=1 cijφi⊗ψj where cij = 0 if i > m. In this case, max(m,n) = d. As
in the proof of Theorem 2, ψ is factorized if and only if there exist sequences
{ai}, {bj}, i, j = 1, . . . , d such that cij = aibj . If cij = aibj , then∑
j
|cij | = |ai|
∑
j
|bj | ,
∑
i
|cij| = |bj |
∑
i
|ai|
Hence, ∑
j
|cij|
∑
i
|cij| = |ai| |bj |
∑
i
|ai|
∑
j
|bj | = |cij|
∑
i,j
|cij|
so (5) holds. We also have that
arg(cij) = arg(aibj) = arg(ai) + arg(bj) (mod 2pi)
Hence, letting c =
∑
arg(ai) +
∑
arg(bj) we have∑
j
arg(cij) +
∑
i
arg(cij) = d [arg(ai) + arg(bi)] + c
= d arg(cij) + c (mod 2pi)
Hence, (6) holds. Conversely, suppose that (5) and (6) hold. Letting a =∑
i,j |cij | > 0, |ai| =
1
a
∑
j |cij |, |bj | =
∑
i |cij | we obtain |cij| = |ai| |bj |.
Moreover, letting
αi =
1
d
∑
j
arg(cij)−
c
d
, βj =
1
d
∑
i
arg(cij)
we have that
αi + βj =
1
d
[∑
j
arg(cij) +
∑
i
arg(cij)
]
−
c
d
= arg(cij) +
c
d
−
c
d
= arg(cij) (mod 2pi)
6
Defining ai = |ai| e
iαi and bj = |bj | e
iβj we obtain
cij = |cij| e
i arg(cij) = |ai| |bj | e
i(αi+βj)
= |ai| e
iαi |bj | e
iβj = aibj
Hence, ψ is factorized.
Until now we have only considered bipartite systems. We now briefly
discuss a multipartite system H = H1 ⊗ H2 ⊗ · · · ⊗ Hr. A vecter ψ ∈ H is
factorized if it has the form ψ = α1 ⊗ α2 ⊗ · · · ⊗ αr, αi ∈ Hi, i = 1, . . . , r.
Otherwise, ψ is entangled. Let φiji, i = 1, . . . , r, ji = 1, . . . , di be orthonormal
bases for Hi. We then have that
ψ =
∑
cj1j2...jrφ
1
j1
⊗ φ2j2 ⊗ · · · ⊗ φ
r
jr
(7)
We now generalize Theorem 2 to the multipartite case and leave the similar
generalization of Theorem 4 to the reader.
Theorem 5. If ψ has the form (7) and
∑
cj1j2...jr 6= 0, then ψ is factorized
if and only if for all j1, . . . , jr we have
cj1...,jr
(∑
cj1j2...jr
)r−1
=
( ∑
j2,...,jr
cj1j2...jr
)
· · ·

 ∑
j1,...,jr−1
cj1j2...jr

 (8)
Proof. As in the proof of Theorem 2, ψ is factorized if and only if there exist
sequences of complex numbers
{
a1j1
}
, · · · ,
{
arjr
}
such that
cj1j2...jr = a
1
j1
a2j2 · · ·a
r
jr
(9)
If (9) holds, then the right hand side of (8) becomes
(
a1j1
∑
j2,...,jr
a2j2 · · · a
r
jr
)
· · ·

arjr ∑
j1,...,jr−1
a1j1 · · ·a
r−1
jr


(a1j1 · · · a
r
jr
)
(∑
a1j1
∑
a2j2 · · ·
∑
arjr
)r−1
= cj1...jr
(∑
cj1...jr
)r−1
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so (8) holds. Conversely, suppose (8) holds. Letting
a1j1 =
∑
j2,...,jr
cj1...jr/
(∑
cj1...jr
)r−1
...
arjr =
∑
j1,...,jr−1
cj1...jr
we have that (9) holds.
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