The Fisher-Bingham distribution is obtained when a multivariate normal random vector is conditioned to have unit length. Its normalising constant can be expressed as an elementary function multiplied by the density, evaluated at 1, of a linear combination of independent noncentral x2 1 random variables. Hence we may approximate the normalising constant by applying a saddlepoint approximation to this density. Three such approximations, implementation of each of which is straightforward, are investigated: the first-order saddlepoint density approximation, the second-order saddlepoint density approximation and a variant of the second-order approximation which has proved slightly more accurate than the other two. The numerical and theoretical results we present show that this approach provides highly accurate approximations in a broad spectrum of cases.
I
The Fisher-Bingham distribution is obtained when a multivariate normal random vector is conditioned to lie on the unit sphere Sp−15Rp. The Fisher-Bingham density with respect to the uniform measure on Sp−1 may be written f (x|A, c)=C(A, c)−1 exp(−xTAx+cTx),
where xµSp−1, cµRp, A=ATµRp×p and C(A, c) is a normalising constant which, in the general case, does not have a useful closed-form expression. The question of how to compute C arises if we wish to estimate A and c by maximum likelihood. The purpose of this paper is to show that C can be computed to a high degree of accuracy using a saddlepoint density approximation. The key formulae in this paper are given in (15) and (16) below. As a result of the constraint xTx=1, the normalising constant C(A, c) satisfies
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where I p is the p×p identity matrix. Moreover, if the goal is to calculate C, there is no loss of generality in taking A to be diagonal. To see this, suppose that A has spectral decomposition A=QLQT, where L is diagonal and Q is orthogonal so that QQT= QTQ=I p . Then, by considering the orthogonal transformation w=QTx, and using the definition of C implied by (1), we find that C(A, c)=C(L, QTc), where L=diag(l 1 , . . . , l p ). It will be more convenient for us to work with the equivalent function c(l, QTc)=C(A, c),
where l=(l 1 , . . . , l p )T is the vector of eigenvalues of A. Without loss of generality we shall put Q=I p . Writing 1 p for the p-vector of ones, we find that (2) becomes c(l+h1 p , c)=e−hc(l, c).
Several subfamilies of the Fisher-Bingham distribution are important in directional statistics and in shape analysis. The p-dimensional von Mises-Fisher distribution is obtained from (1) by setting A equal to a scalar multiple of I p . This distribution has proved particularly important in the analysis of signed directions in p=2 and p=3 dimensions; see for example Mardia (1972, pp. 57-69, 228-33) , Fisher et al. (1987, pp. 117-36) and Mardia & Jupp (2000, pp. 169-73) .
The Bingham distribution is obtained from (1) by putting c=0 p , the p-vector of zeros. The Bingham distribution was originally considered as a model for unsigned directions in p=3 dimensions; see Bingham (1974) , Mardia & Jupp (2000, pp. 181-2) and C. Bingham's 1964 Ph.D. Thesis at Yale University. Kent (1987) derived some useful and accurate numerical approximations to the Bingham normalising constant in the case p=3 using certain asymptotic expansions. In principle similar approximations for the Bingham normalising constant in higher dimensions could be developed, but in practice it would require a lot of work to develop reliable approximations for the full range of cases which can arise. When p=2, the Bingham distribution is a double-angle von Mises distribution; see Mardia (1972, p. 69) . Moving now to higher dimensions, Prentice (1986) showed that the Fisher matrix distribution in the 3×3 case is equivalent to the Bingham distribution in p=4 dimensions, using the relationship between rotations of R3 and quaternions; see also Wood (1993) . More recently, the complex Bingham distribution, introduced by Kent (1994) , has proved to be very useful as a model for landmark-based shapes in two dimensions. The complex Bingham distribution, which can be expressed as a real Bingham distribution in p=2q dimensions, where q is a positive integer, is discussed further in § 3·3. In current work by the authors and colleagues, a subfamily of the Bingham distribution in which eigenvalues occur in triples provides a suitable parametric model for an alternative definition of shape for objects in three dimensions.
The general Fisher-Bingham distribution was first considered by Mardia (1975) . This distribution and its subfamilies have proved useful in the analysis of directional data in p=3 dimensions; see, in particular, Kent (1982) . Wood (1988) discussed aspects of this distribution and also obtained a one-dimensional integral representation for the Fisher-Bingham normalising constant when p=3, but this integral representation cannot be extended usefully to higher dimensions. The Fisher-Bingham normalising constant with p=2 arises in a certain size-and-shape model considered by Dryden & Mardia (1998, pp. 181-2 
Write c = (c 1 , . . . , c p )T, where, for i = 1, . . . , p, c i = 2l i m i , and put h = (l, c), where l=(l 1 , . . . , l p )T as before. Consider the change of variables x=r1/2a, where r=xTx and a=(a 1 , . . . , a p )T=x/r1/2µSp−1; this is essentially a change to polar coordinates. Elementary calculations show that
where dx is the volume element in Rp, dr is the volume element in R, and dSp−1 is the volume element in Sp−1. Also, let f h (r) denote the density of r= W p i=1 x2 i , which by (5) is a linear combination of independent noncentral x2 1 variables. Proposition 1 below is proved as follows: change variables as indicated above, integrate (5) over aµSp−1, making use of (6), and finally put r=1. P 1. In the notation given above,
where c(l, c)=
is the general Fisher-Bingham normalising constant. T herefore,
A convenient and accurate method for estimating f h (1) in (8) is to use a saddlepoint density approximation.
2·2. Saddlepoint approximations for c(l, m)
For background on saddlepoint density approximations, see Daniels (1954 ), Reid (1988 and Barndorff-Nielsen & Cox (1989) .
The cumulant generating function of the distribution of a linear combination of independent noncentral x2 1 variables with density f h in (7) is given by
see Johnson & Kotz (1970, p. 152) . The first derivative is given by
and higher derivatives are given by
The first-order saddlepoint density approximation of f h (1) is given by
where t @ is the unique solution in (−2, l 1 ) to the saddlepoint equation
, it can be shown that t @ has finite lower and upper bounds
respectively, and t @ can be found accurately using numerical methods. The second-order saddlepoint density approximation of f h (1) is given by
where t @ is as before,
where
, and the higher derivatives of K h are given by (10). A variant of the second-order approximation is given by
We are now in a position to state the key formulae in this paper. By substituting the saddlepoint density approximations (11), (12) and (14) for f h (1) on the right-hand side of (8), we can approximate c(l, c) by, respectively,
Note that, if l . l+a1 p , then, from (4), c(l+a1 p , c)=e−ac(l, c). It follows from (9) that t @ . t @ +a and therefore, for k=1, 2, 3, c @ k (l, c) satisfies (4). A useful practical consequence of this equivariance property is that, when using the approximation c @ k (l, c), we can dispense with the restriction that the l i be positive, even though, in the saddlepoint density approximation (11), the l i do need to be positive.
2·3. Approximate maximum likelihood
, . . . , u n denote a random sample of unit vectors from the distribution with density (1).
This loglikelihood can be approximated by
where A=QLQT is the spectral decomposition of A and l is the vector of eigenvalues Bingham and Fisher-Bingham distributions of A; see (3). Our numerical results suggest using the approximation given by k=3. Derivatives of l A k in the general Fisher-Bingham case are straightforwardly calculated but are rather cumbersome, though in special cases such as the Bingham distribution some simplifications do occur. Thus in the general case it may be desirable, when obtaining approximate maximum likelihood estimates of A and c by maximising (17), to use an optimisation routine which uses function values but not derivatives.
2·4. L imiting behaviour of the saddlepoint approximations
We now present theoretical results which show that the relative error of each approximation stays bounded under various asymptotic regimes, and in some cases actually goes to zero. Propositions 2-5 are proved in the Appendix. The approximations c @ k (l, c) to c(l, c), for k=1, 2, 3, are defined in (15) and (16).
Our first result shows that, for any sequence of Fisher-Bingham distributions which converges to the uniform distribution on Sp−1, the relative error of each saddlepoint approximation stays bounded and converges to the given limit.
. . , be any sequences such that the corresponding Fisher-Bingham distribution converges to the uniform distribution on Sp−1; a necessary and suYcient condition for this to happen is that, as n 2, both max 1∏i∏p
and C C (x)=√(2p)xx−1/2e−x is Stirling's approximation to C(x).
The next result shows that, as the concentration of the von Mises-Fisher distribution increases to infinity, all three approximations become exact.
P 3. Assume that l=(0, . . . , 0)T=0 p . T hen, for any fixed unit vector m and for k=1, 2, 3,
We now consider the case in which the Bingham distribution becomes highly concentrated. The limiting behaviour of each approximation closely resembles that given in Proposition 2, though it is not clear why this should be so. Suppose l is such that 470
Then a straightforward asymptotic argument shows that
, where h k (.) is defined as in Proposition 2, and again C C (x) is Stirling's approximation to C(x).
Our final result shows that, in the Bingham case, when p 2 with an asymptotic negligibility condition on the l i , all three saddlepoint approximations are asymptotically exact. Statistical analysis on high-dimensional spheres has recently been considered by Dryden (2005) .
. . is a sequence of numbers such that, as p 2,
Note that the limiting ratios in Propositions 2-5 do not depend on l or c, a desirable property which helps to explain the high accuracy of these approximations.
C     
3·1. T he von Mises-Fisher case The von Mises-Fisher distribution is obtained when the l i are all equal, in which case the distribution does not depend on the common value because of the constraint xTx=1 in (1). By setting A to be the p×p matrix of zeros, k=(cTc)1/2 and m=c/k in (1), we obtain the p-dimensional von Mises-Fisher distribution on Sp−1 with mean direction m and concentration parameter k. It turns out that the corresponding saddlepoint equation is solved by t @ =−{p+( p2+4k2)1/2}/4, and further calculations show that
where D=( p2+4k2)1/2. The approximations c @ 2 and c @ 3 in this case can be obtained using (16), where T is given in (13).
3·2. Some simple cases of the Bingham distribution
We now consider the special case of the Bingham distribution in which each l i takes one of two values. If for some 1∏q<p we have
then it turns out that 
After some lengthy further calculations which we omit, it is found that
where R is defined in (23) and B ± ={R+p±2(l p −l 1 )}−1. The approximations c @ 2 and c @ 3 can be obtained using (16), where T is given in (13).
Interesting distributions which satisfy (21) are the real Watson distribution (Mardia & Jupp, 2000, p. 181), with q=1 and q=p−1 corresponding to the polar and girdle cases, respectively, and the complex Watson distribution (Dryden & Mardia, 1998, p. 118) , with q=2 and q=p−2 corresponding to the complex polar and complex girdle cases, respectively.
Other interesting cases of (21) arise when p is even and q=p/2. A referee has pointed out two situations in which there are two distinct ways of implementing the saddlepoint approximation, which arise as a consequence of the following relationships: (i) the Bingham distribution on S1 corresponds to the von Mises distribution on S1, after angle doubling; and (ii) the complex Bingham distribution on CS1 reduces to the Fisher distribution on S2. It turns out that there is an infinite sequence of such relationships, each of which leads to an identity satisfied by c(l, m). In the general case, suppose that p=2q, where qÁ1 is an integer, consider l of the form l=(l 1 1T q , l 2 1T q )T, k=(l 2 −l 1 )/2, and let mµSq denote an arbitrary unit vector. Then
As we have not found identity (25) in the literature, a proof is given in the Appendix. The connection between c(l, 0 p ) and c(0 q+1 , kn) for the above choices of l and k arises because both normalising constants can be expressed in terms of the modified Bessel function I (q−1)/2 (k). Note that, when l 1 =l 2 , the identity (25) reduces to the Legendre duplication formula for the gamma function. The cases mentioned by the referee correspond to q=1 and q=2.
In both cases, the left-hand side can be approximated using (24), and the right-hand side can be approximated using (20) . Direct comparison of the resulting approximations shows that they are different. Moreover, comparison of Propositions 3 and 4 indicates that approximation of the normalising constant using the right-hand side of (25) is to be preferred at least when k is large, though bearing in mind the numerical results presented later we would expect both approximations to be highly accurate in practice. We are not aware of any other cases in which more than one way of implementing the saddlepoint approximations to c(l, c) is available.
3·3. T he complex Bingham distribution
The complex Bingham distribution has density with respect to the uniform measure on the complex unit sphere CSp−15Cp given by
where the asterisk is used to denote conjugate transpose and A is a complex Hermitian matrix which therefore has real eigenvalues. As noted by Kent (1994, p. 287) , the complex Bingham distribution on CSp−1 is a special case of the real Bingham distribution on S2p−1. Moreover, if A has eigenvalues j 1 Kent's (1994, Appendix A) formula for the normalising constant, noting the different convention regarding the sign of the eigenvalues of A, we obtain
where a−1 j = a iNj (j i −j j ). However, it is quite difficult to implement this formula in a computer program because of the numerical instabilities which arise when the l j coalesce. Each singularity is removable in theory, by l'Ho @ pital's rule, but in practice the problem is that so many cases arise. It turns out that the saddlepoint approximations considered here are numerically very stable as eigenvalues coalesce and, in the case of the complex Bingham normalising constant, may be thought of as an approximate, but very accurate, way of implementing l'Ho @ pital's rule.
In the special case of the polar complex Watson distribution, which is obtained by putting j 1 =−2k, where k>0, and j 2 = . . . =j p =0, the exact formula (26) reduces to
see Dryden & Mardia (1998, p. 119 ).
3·4. Numerical results
In our numerical examples we have focused on cases in which convenient methods for calculating c are available, in particular the von Mises-Fisher distribution, the complex Watson distribution and the complex Bingham distribution. All calculations were performed in the statistical package R, and the programs are available from A. Kume on request.
Numerical results not presented here show that the first-order approximation is accurate, but that the two second-order approximations do even better. Overall, the approximation c @ 3 has proved to be slightly more accurate than c @ 2 , but there is little to choose between them.
In Table 1 , numerical results based on c @ 3 are presented for the von Mises-Fisher distribution on the circle, p=2, and sphere, p=3. An approximate maximum likelihood estimate for the von Mises-Fisher concentration parameter k was obtained by maximising the approximate loglikelihood, as described in § 2·3. In Table 1 , L is the exact loglikelihood evaluated at the exact maximum likelihood estimate of k, while L C is the exact loglikelihood evaluated at the approximate maximum likelihood estimate of k based on c @ 3 in (16). The results in Table 1 show that c @ 3 provides highly accurate approximations in all cases considered. Similar accuracy was obtained for other values of k not presented here. The final column in Table 1 indicates that rather large sample sizes would be required to detect a significant difference at the 95% level between the exact and approximate maximum likelihood estimates in each case considered. It is interesting to note that Wilks' statistic 2(L −L C ) is generally much smaller than |log(c/c @ 3 )|; this is related to the fact that 2(L −L C ) is essentially a quadratic function of the small differences between the exact and approximate parameter estimates. 
c A =ce−1−k2/4, where c is the true value of the normalising constant given in (A4); the approximation c @ 3 , which is a modification of (20), is obtained by using
is given in (14); L is the maximum of the loglikelihood; k @ 3 is the approximate maximum likelihood estimate of k based on c @ 3 ; L C is the exact loglikelihood evaluated at the approximate maximum likelihood estimate, k @ 3 ; and n is the sample size required for the difference between the true k and k @ 3 to be significant at the 5% level when the large sample likelihood ratio test is used.
We now briefly describe studies of the accuracy of c @ 3
in the complex Watson case and the complex Bingham case, without giving full details. In the complex Watson case, we considered each combination of k=0·1, 1, 5, 10, 50 and p=5, 10, 15, 20; and in the complex Bingham case we considered l of the form l=s (1, 1, . . . , p, p)T, and investigated all combinations of s=1, 5, 10 and p=3, 5, 10, 20, 30. Effectively exact values of c were obtained using (27) in the complex Watson case and (26) in the complex Bingham case, and the matrix S 2 in (17) was obtained by differentiating these exact formulae. The saddlepoint approximations in these two cases were again very accurate, where accuracy was measured in terms of the sample size n required to detect a significant difference between the exact and approximate maximum likelihood estimates at the 95% level; this definition of n is the same as in the final column in Table 1 . In the complex Watson and complex Bingham cases indicated above, n was between 103 and 104 in two cases, of size 104 or larger in all other cases, and in many cases much larger than 104. There was no tendency for the accuracy to deteriorate as dimension increased.
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T echnical details Proof of Proposition 2. By the continuity of c and c @ k as functions of l(n) and m(n), we just need to consider the case h A =(s1 p , 0 p ), where, without loss of generality, we may limit attention to the case s>0. We have
and the result follows. The corresponding results for c @ 2 (sl, 0 p ) and c @ 3 (sl, 0 p ) follow directly from the fact that T in (13) converges to −(6q)−1. % Proof of Proposition 5. Since both c and the approximations c @ k , for k=1, 2, 3, satisfy (4), we may assume without loss of generality that min 1∏i∏p (5), then y i has the gamma density {C(1 2 )}−1l1/2 i y−1/2 i e−l i y i . Moreover, since by (5) the y i are independent, the joint density of y=(y 1 , . . . , y p )T is given by
where l(p)=(l 1 , . . . , l p )T. If we transform from y 1 , . . . , y p to r= Wp i=1 y i and b=(b 1 , . . . , b p )T, where b i =y i /r, then we want to find f l(p) (1), the density of r at r=1, as p 2. Since the relevant Jacobian is r(p/2)−1, it follows that Consequently, after further calculation, we obtain
where l : =p−1 Wp i=1 l i , and, under the assumptions of Proposition 5, this converges to zero because
Therefore, because convergence in L2 implies convergence in probability, Wp i=1 l i b i converges in probability to lim p 2 p−1 Wp i=1 l i =1+l 0 as p 2, as we have assumed without loss of generality that min 1∏i∏p l i =1. Finally, if we use for example Williams (1991, p. 130) , it is seen that the expectation of exp(− Wp i=1 l i b i ) converges to e−(1+l 0 ). Under the assumptions of Proposition 5, it can be shown that, as p 2, T 0 and
i B e−(1+l 0 ){1+o(1)}.
We omit the details. Therefore the ratio f @ l(p),k (1)/ f l(p) (1) converges to 1 since, as p 2, C C ( p/2)/C( p/2) 1. % Proof of (25). Write x=(yT, zT)T, where xµRp, yµRq, zµRq and p=2q. Now express y and z in polar coordinates as follows: y=r 1 g and z=r 2 f, where r 1 =(yTy)1/2, r 2 =(zTz)1/2, g=y/r 1 µSq−1 and f=z/r 2 µSq−1. Then dx=rq−1 1 rq−1 2 dr 1 dr 2 dSq−1(g)dSq−1(f). Next, writing r 1 =r cos y and r 2 =r sin y, where r>0 and yµ[0, p/2], and noting that dr 1 dr 2 =rdr dy, we obtain the following by putting r=1: dSp−1(a)=(cos y)q−1(sin y)q−1dy dSq−1(g)dSq−1(f),
where aµSp−1 is the directional component of x. Therefore, when l=(l 1 1T q , l 2 
