Abstract. Using a vanishing theorem for microlocally real analytic distributions and a theorem on flatness of a distribution vanishing on infinitely many hyperplanes we give a new proof of an injectivity theorem of Bélisle, Massé, and Ransford for the ray transform on R n . By means of an example we show that this result is sharp. An extension is given where real analyticity is replaced by quasianalyticity.
Introduction. For a unit vector v ∈ R
n and f ∈ L 1 (R n ) the ray transform P v is defined by
where Rv is the subspace of R n generated by the vector v, and R n /Rv is the corresponding n − 1-dimensional factor space. More gererally, if µ ∈ M (R n ), the space of (signed) measures on R n with finite total mass, and v ∈ R n \ 0 we define P v µ as the pushforward with respect to the canonical projection π v : R n → R n /Rv by P v µ, ϕ = π v * µ, ϕ = µ, π * v ϕ , ϕ ∈ C b (R n /Rv);
here C b denotes the space of bounded, continuous test functions and π * v is the pullback ϕ → ϕ • π v from C b (R n /Rv) to C b (R n ). Let E be an (infinite) set of (non-parallel) vectors in R n . We shall assume that P v µ is given for all v ∈ E, and the question is for which E the measure µ is determined by those data.
If µ is exponentially decreasing in the sense that e δ|x| µ ∈ M (R n ) for some δ > 0, then an arbitrary infinite set E suffices to determine µ, because then the Fourier transform µ is real analytic, and such a function must be determined by its values on infinitely many hyperplanes (see Lemma 1) . Bélisle, Massé, and Ransford gave a stronger theorem under the assumption that µ is exponentially decaying only in certain (cotangent) directions [1] . Looking at this result from a different perspective we were led to a theorem on flatness of distributions vanishing on infinitely many hyperplanes [4, Theorem 1] , Theorem 2 below. Using that result together with a vanishing theorem for microlocally real analytic distributions [2] we give here an alternative proof of the main result of [1] . Furthermore we give an example (Theorem 4) showing that the geometric condition (2.3) relating the limiting direction v 0 with the decay condition cannot be omitted.
The vanishing theorem described in Section 4 (Proposition 1) remains valid if the analytic wave front set in (4.8) is replaced by WF M (u), the wave front set with respect to a quasianalytic Denjoy-Carleman class C M of C ∞ functions, [3, Theorem 1] . Similarly, Hörmander proved a unique continuation theorem for distributions satisfying a one-sided quasianalytic wave front condition [7, Theorem 6 .1], which generalizes the unique continuation theorem for boundary values of analytic functions used in the second part of the proof of Theorem 1 below. Using these facts we prove an extension of Theorem 1 where C µ is replaced by C M,µ , which means that the decay condition in the definition of C µ is weakened to imply only an inclusion for WF M ( µ) analogous to (4.5) .
Bélisle, Massé, and Ransford phrase their results in the language of probability theory -to determine a probability measure from a set of one-dimensional projections -and they cite only researchers in probability theory. However, as is well known for readers of this journal, after the invention of tomography for medical diagnostics the problem of inverting various kinds of ray transforms has been studied extensively. See for instance the books by Natterer [9] , Natterer and Wübbeling [10] , and Palamodov [11] and references given there.
In Section 2 we present the main result of [1] (Theorem 1), and in Section 3 we briefly describe our flatness theorem [4] . In Section 4 we recall our vanishing theorem for microlocally real analytic distributions [2] . In Section 5 we use those tools to prove Theorem 1. In Section 6 we present an extension with C µ replaced by C M,µ . In Section 7 we give an example of a function f ∈ L 1 (R 2 ) ∩ C ∞ , not identically zero, with C f equal to a halfspace and P v f = 0 for an infinite sequence of vectors v = v k .
2. The ray transform. Since all our statements are invariant under affine coordinate transformations in R n , we shall avoid identifying R n with its dual, because such an identification depends on a choice of inner product in R n . The dual of R n , the space of linear forms on R n , will be denoted R n , and its elements will be denoted by greek letters. For the pairing between R n and R n we shall use the standard notation x · ξ. We shall consistently use the view point of distribution theory and identify M (R n ) with the space of continuous linear forms on the space C 0 (R n ) of continuous functions tending to zero at infinity. The action of µ on the test function ϕ will be denoted µ, ϕ or sometimes ϕ(x)dµ, and the total mass of µ will be written |dµ|. We often use the fact that each continuous linear form on C 0 (R n ) can be uniquely extended to a linear from µ on C b (R n ) that is continuous in the sense that µ, ϕ k → µ, ϕ if ϕ k is a bounded sequence tending to ϕ uniformly on compact sets. If h(x) is a continuous, non-negative function, then h(x)µ is a measure on R n , and the total mass of this measure (possibly = +∞) will be denoted h(x)|dµ|.
Following [1] we set for µ ∈ M (R n ) (2.1)
R n e η·x |dµ| < ∞}.
It is clear that C µ is a convex subset of R n and that (0, . . . , 0) ∈ C µ . For v ∈ R n \ 0 we shall denote by v ⊥ the subspace of R n consisting of all linear forms that vanish on v.
The main result of [1] can be formulated as follows.
for an infinite sequence of (pair-wise non-parallel) v k ∈ R n \ 0 with limit point v 0 ∈ R n \ 0 such that
If the condition (2.3) holds, there exist two points η 1 and η 2 in C µ on different sides of the hyperplane v ⊥ 0 , and since C µ is convex, the line segment connecting η 1 with η 2 will be contained in C µ , and the relative interior of this segment will meet v ⊥ 0 . This is essentially the condition of Theorem 2.1 in [1] .
The following easy lemma is well known [9, Theorem 1.1], [1, Proposition 1.1]. The Fourier transform of a measure µ ∈ M (R n ) is defined by µ, ϕ = µ, e −ξ , where e ξ (x) = e ix·ξ .
3.
A theorem on flatness of distributions. If the measure µ satisfies (2.2), then Lemma 1 shows that its Fourier transform µ must vanish on the infinitely many hyperplanes v ⊥ k ⊂ R n . A smooth function is said to be flat at a point if its derivatives of all orders vanish at that point. In the proof of Theorem 1 we shall show that µ must be flat (in a sense to be defined) in a dense open subset of the limiting hyperplane v ⊥ 0 . For this step we shall use Theorem 2 below. We now briefly describe this result. Consider first the case when u is a C ∞ function. Let L be an infinite family of distinct hyperplanes L in R n with limit point (in the natural topology on the n-dimensional manifold of hyperplanes) L 0 , and let U be an open set in R n intersecting L 0 . Let u be an infinitely differentiable function vanishing on L ∩ U for all L ∈ L. Then it is easy to see that u must be flat on L 0 ∩ U (see [4] ). Theorem 2 asserts that a similar statement is true for distributions u, provided that
a condition which is needed for the restriction of u to L 0 to be well defined [6, Corollary 8.2.7] . Here N * (L 0 ) denotes the conormal manifold to L 0 , i.e., the set of (x, ξ) where x ∈ L 0 and ξ is conormal to L 0 at x, and WF (u) is the wave front set of u. By definition (x 0 , ξ 0 ) / ∈ WF (u) if there exists a function ψ ∈ C ∞ 0 such that ψ(x 0 ) = 0 and a conic neighborhood Γ of ξ 0 such that ψu(ξ) is rapidly decaying in Γ in the sense that
Assume L 0 is the hyperplane x n = 0. If (3.1) holds and
, then the action of the restriction ψu| L0 on the test function ϕ can be defined by
Note that the integral must be absolutely convergent because of (3.2).
The space of (Schwartz) distributions on the open set U is denoted D (U ).
. ., be an infinite sequence of distinct hyperplanes in R n , and let L 0 = lim k→∞ L k (in the topology of the manifold of hyperplanes). Let U be a bounded open subset of R n . Assume u ∈ D (U ) satisfies (3.1) and
the restriction u| L k ∩U vanishes for all sufficiently large k.
The proof of Theorem 2 is given in [4] . If U is bounded, the wave front condition (3.1) is satisfied for all hyperplanes L sufficiently close to L 0 , since the wave front set WF (u) is closed. Since WF (∂ α u) ⊂ WF (u) for any partial derivative and any distribution u, the same is true for all partial derivatives ∂ α u. The exceptional set F can be described as the set
Note that the set
is a (possibly empty) affine subspace of L 0 of codimension ≥ 1 for every m (we may assume that L k = L 0 for all k), and the sequence F m is increasing, so it is clear that the set (3.4) is an affine subspace of codimension ≥ 1. F can be described as the set of all points that are contained in all except finitely many of the sets L 0 ∩ L k .
The fact that the exceptional set F may occur can be seen from the following example. Let u be the distribution on R 2 defined by u(x 1 , x 2 ) = x 2 δ 0 (x 1 ). Then WF (u) is equal to the conormal of the line
. ., is well defined and vanishes, but the restriction of
4.
A vanishing theorem for microlocally real analytic distributions. The analytic wave front set, WF A (u), of a distribution u was introduced by Hörmander in [5] in connection with his new proof of Holmgren's uniqueness theorem for linear partial differential equations with real analytic coefficients. By definition (x 0 , ξ 0 ) / ∈ WF A (u) if there exists a bounded neighborhood V of x 0 , a sequence ψ k of cut-off functions supported in V and equal to 1 in a smaller neighborhood of x 0 , a conic neighborhood Γ of ξ 0 , and a constant C independent of k such that the Fourier transform of ψ k u satisfies
It is well known that we can choose ψ k such that sup |∂ α ψ k | ≤ (Ck) |α| for |α| ≤ k and hence
with a new C. An equivalent definition was given by Broz and Iagolnitzer [8] : uniformly for all x ∈ V and ξ ∈ Γ. It is clear that this condition makes sense for distributions u. Hyperfunctions, introduced by Sato around 1970 independently of Hörmander's work [5] , can be defined as formal sums of boundary values of analytic functions in truncated cones {x+iy; x ∈ U, y ∈ Γ, |y| < ε}, where U is an open subset of R n and Γ is an open cone in R n , and the so-called singular spectrum of a hyperfunction, ss(u), was defined in terms of the cones occurring in the definition. It was soon clear that WF A (u) ⊂ ss(u) for distributions u, and the opposite inclusion was proved a couple of years later. (See [6, ch. 8] and references given there.)
For a subset E ⊂ R n we define the set
If E ⊂ R n we can identify E • with a subset of R n , since R n is identified with the dual of R n . If E is a cone, then E
• is called the dual cone to E, and if E is a closed convex cone then E
•• = E. The following statement is an easy consequence of the definition of the analytic wave front set. We shall denote the elements of T * ( R n ) by (ξ, w), where ξ ∈ R n , w ∈ R n , and R n as usual is identified with the dual of R n .
Since this lemma (and its extension Lemma 3 below) is of basic importance in this article, we shall explain it in a couple of ways.
If the definition (4.3) is used, the statement can be understood as follows. The definition (4.3) means essentially that the Fourier transform of the localized distribution tends to zero exponentially in the cone Γ. Applying this condition to µ and using Fourier's inversion formula we see that (apart from the localization) the condition means that the measure µ itself decays exponentially in the cone −Γ. But η ∈ C µ means by definition that µ is exponentially decaying (in a sense that is easy to make precise, see (4.6)) in every cone {x ∈ R n ; x · η > δ|x|} for η ∈ C µ and δ > 0, and the complement of the union of all those cones is equal to
If C µ has interior points we can give a short proof of (4.5) using a theorem on boundary values of holomorphic functions as follows. If w / ∈ C
• µ there exists η 0 in the interior of C µ such that w · η 0 < 0. Choose an open cone Σ containing η 0 and a number ε > 0 such that Σ ε = {η ∈ Σ; |η| < ε} ⊂ C µ . By the definition of C µ it is clear that the Fourier-Laplace transform
is holomorphic in R n × Σ ε and has boundary value µ(ξ) as |η| → 0. By Theorem 8.1.6 in [6] this implies that
∈ WF A ( µ) for all ξ, which completes the proof of (4.5). We finally prove Lemma 2 using Hörmander's definition of the analytic wave front set.
Proof of Lemma 2. For η ∈ R n \ 0 and δ > 0 set
We shall show that G δ ∩ WF A ( µ) = ∅ for every η ∈ C µ and δ > 0. This will prove the lemma, since the complement of the union of all such G δ is equal to C
• µ . The fact that η ∈ C µ implies that µ is exponentially decaying in −G δ in the sense that
, supported in a fixed bounded open set V ⊂ R n , equal to 1 in a neighborhood of ξ, satisfying the estimates (4.2), and set F k = ψ k µ. We have to prove that F k satisfies the estimates
x ∈ G 2δ and |x + y| < ρ|x| =⇒ −y ∈ G δ .
We can now estimate | F k (x)| for x ∈ G 2δ as follows, if ρ < 1/2:
In the second inequality we have used (4.2) and (4.6). This proves (4.7) for x ∈ G 2δ , and since δ > 0 is arbitrary the proof is complete.
To prove that the function µ in Theorem 1 must vanish in some open set we shall use the following vanishing theorem for flat distributions that satisfy an analytic wave front condition [2, Theorem p. 1232]. We remind the reader that N * (S) denotes the set of (x, ξ) ∈ T * (R n ) where x ∈ S and ξ is conormal to the tangent plane to S at x. Proposition 1. Let u be a distribution in some open subset U of R n and let S be a real analytic submanifold (of arbitrary codimension) of U . Assume that
and that u is flat on S in the sense that the restriction to S of all derivatives of u vanish on S. Then u = 0 in some neighborhood of S.
Proof of Theorem 1.
In this section we will use Theorem 2 and Proposition 1 to prove Theorem 1. However, before we do this we want to point out that it is easy to prove the assertion of Theorem 1 using elementary complex analysis, if we replace the hypothesis (2.3) with the stronger condition that the (topological) interior of C µ intersects v ⊥ 0 . Indeed, let η 0 ∈ v ⊥ 0 be an interior point of C µ . Choose an open truncated cone Σ δ = {η; η ∈ Σ, |η| < δ} containing η 0 and contained in C µ . Then it is clear that µ(ξ + iη) is analytic in R n + iΣ δ . The argument in the proof of Lemma 1 shows that µ(ξ
infinitely many of those hyperplanes intersect an arbitrary complex neighborhood of iη 0 ∈ C n . This shows that µ(ζ) must vanish in some neighborhood of iη 0 and hence in all of R n + iΣ δ , and so µ = 0 on R n , which completes the proof.
Proof of Theorem 1. We first prove that µ must vanish in a neighborhood of v ⊥ 0 \F , where F is an affine subset of dimension at most n − 2. We will do this by applying Proposition 1 to u = µ and S = (v ⊥ 0 ∩ U R ) \ F , where U R is the ball {ξ ∈ R n ; |ξ| < R}, for some arbitrarily large R. It follows from Lemma 2 and (2.3) that
for every ξ ∈ R n by Lemma 2. By Lemma 1 we know that µ = 0 on all the hyperplanes v We shall finish the proof by proving that µ = 0 in all of R n . By (2.3) there exists η ∈ C µ such that v 0 · η = 0. By the first part of the proof we know that the continuous function R σ → h ξ (σ) = µ(ξ + ση) vanishes in some neighborhood of σ = 0 for every ξ ∈ v ⊥ 0 \ F . The fact that η ∈ C µ implies that h ξ (σ) can be continued analytically to a strip 0 < Im σ < δ. Thus, by unique continuation of boundary values of analytic functions it follows that h ξ (σ) = µ(ξ + ση) = 0 for all σ ∈ R and all ξ ∈ v ⊥ 0 \ F . Since v 0 · η = 0, the set of ξ + ση here covers all of R n except the at most n − 1-dimensional affine subspace F + Rη, and since µ is continuous we can conclude that µ = 0 in all of R n . The proof is complete.
6. Extension involving quasianalyticity. If M = {M k } is a logarithmically convex sequence of numbers satisfying M k ≥ k!, the Denjoy-Carleman class C M (R n ) is defined as the set of C ∞ functions ϕ whose derivatives satisfy
for all multi-index α and all compact sets K. We shall also assume that the sequence
which implies that the class C M (R n ) is closed under differentiation and that it is invariant under real analytic coordinate transformations. The class C M is called quasianalytic if a function in C M that vanishes together with all its derivatives at one point must be identically zero. The Denjoy-Carleman theorem states that C M is quasianalytic if and only if
The wave front set with respect to C M was introduced by Hörmander in [5] and can be defined as follows, [6, ch. 8.4] . The wave front set with respect to C M , WF M (u), for a distribution u is equal to the complement of the set of (x 0 , ξ 0 ) ∈ R n × ( R n \ 0) for which there exists a sequence ψ k of smooth cut-off functions, supported in a bounded neighborhood V of x 0 and equal to 1 in another neighborhood V 0 of x 0 , and an open cone Γ ξ 0 such that
If (6.2) holds and WF M (u) is viewed as a subset of the cotangent bundle T * (R n )\0, then WF M (u) is invariant under real analytic diffeomorphisms [6, Theorem 8.5.1] .
Define the function q M (t) by
and q M (t) = 1 for t < 0. For a measure µ ∈ M (R n ) we define the set
To see that definition (6.5) is natural it is sufficient to observe that µ ∈ C M ( R n ), if the origin is an interior point of C M,µ and that C M,µ reduces to C µ when M k = k!. Now we can state our extension of Theorem 1. For the proof we shall first of all need the analogue for WF M of Lemma 2. The second statement in Lemma 3 will play the same role in the proof of Theorem 3 as the fact that h ξ (σ) can be extended analytically to a one-sided neighborhood of the real axis did in the proof of Theorem 1.
Moreover, for any ξ ∈ R n and η ∈ C M,µ \ 0 let h ξ (σ) = µ(ξ + ση), σ ∈ R, be the restriction of µ to the line through ξ with direction η. Then (σ, −1) / ∈ WF M (h ξ ) for every ξ ∈ R n and every σ ∈ R.
Proof. The proof of the first statement is quite parallel to the proof of Lemma 2 with the only difference that the exponential function e x·η has to be replaced by q M (x·η) at several places. Let G δ have the same meaning as in the proof of Lemma 2. Arguing as in the proof of (4.6) and using the fact that q M (t) is increasing we first prove that
Choose ψ k as in the proof of Lemma 2 and set F k = ψ k µ. Splitting the expression for F k (x) as in the proof of Lemma 2 we obtain for x ∈ G 2δ and ρ ≤ min(δ/|η|, 1/2)
which completes the proof of the first statement.
To prove the second statement we consider first the case when ξ = (0, . . . , 0). The function h 0 (σ) = µ(ση) is the Fourier transform of the projection µ * of µ on the one-dimensional space R n /η ⊥ . The fact that R n q M (x · η)|dµ(x)| < ∞ implies that R q M (s)|dµ * (s)| < ∞, and the one-dimensional special case of the first part of the lemma now shows that (σ, −1) / ∈ WF M (h 0 ) for every σ ∈ R. To prove the assertion for arbitrary ξ we just note that multiplication of µ by e ix·ξ corresponds to translation of µ and does not change C M,µ .
The analogue of Proposition 1 for WF M reads as follows.
Proposition 2. [3, Theorem 1]
Let u be a distribution in some open subset U of R n and let S be a real analytic submanifold (of arbitrary codimension) of U . Let C M be a quasianalytic class M k satisfying (6.2), and assume that
and that the restriction to S of all derivatives of u vanish along S. Then u = 0 in some neighborhood of S.
The next theorem is the substitute for unique continuation of boundary values of analytic functions.
Proposition 3.
[7, Theorem 6.1] Let C M be a quasianalytic class, where the sequence M k satisfies (6.2). Let u be a distribution in the open subset V ⊂ R and let x 0 ∈ V . Assume that u = 0 in (x 0 , x 0 + ε) for some ε > 0 and that
Note that only one of the two conormals (x 0 , ±1) is assumed to be absent in WF A (u) above x 0 . Proposition 3 is the analogue for WF M of Corollary 8.4.16 in [6] , which together with its higher-dimensional consequence Theorem 8.5.6 was a key step in Hörmander's proof of Holmgren's uniqueness theorem in [5] .
Proof of Theorem 3. The first part of the proof is parallel to the proof of Theorem 1 above. The assumption (6.6) together with Lemma 3 implies that
As before µ must be flat along v ⊥ 0 \ F , where F is an affine subspace of dimension at most n − 2. Then it follows from Proposition 2 that µ = 0 in some neighborhood of v ⊥ 0 \ F . To prove that µ = 0 in all of R n we choose η ∈ C M,µ such that η · v 0 = 0. Fix an arbitrary ξ ∈ v ⊥ 0 \ F and consider the restriction h ξ (σ) = µ(ξ + ση) of µ to the line σ → ξ + ση. By the first part of the proof we know that h ξ (σ) = 0 in some neighborhood of σ = 0. By the second part of Lemma 3 we have (σ, −1) / ∈ WF M (h ξ ) for every σ ∈ R. Proposition 3 now shows that h ξ is identically zero. Since this is true for every ξ ∈ v most n − 1-dimensional affine subspace F + Rη, and since µ is continuous it follows that µ = 0. The proof is complete.
7. An example. We need an example to show that the assumption (2.3) in Theorem 1 cannot be omitted. The measure that we shall construct will have smooth density; the space L 1 (R n ) will be identified with a subset of M (R n ) in the standard way, the function f being identified with the measure f (x)dx. This identification is clearly not affine invariant, but that is inessential in our context.
Theorem 4.
There exists a function f in the Schwartz class S(R 2 ), not identically zero, such that C f = {η ∈ R 2 ; η 1 ≤ 0}, (7.1)
Note that the function f does not satisfy the assumptions of Theorem 1, because the limit point lim v k = v 0 is equal to (1, 0), so v ⊥ 0 is the line {(0, η 2 ); η 2 ∈ R}, which is the boundary of the halfspace C f .
If the dimension n is equal to 1 and the "hypersurface" S is a point x 0 , then the wave front condition (4.8) means that f is real analytic in a neighborhood of x 0 , so Proposition 1 reduces to the familiar fact that a real analytic function on an interval must vanish identically if its derivatives of all orders vanish at a point. On the other hand, well known examples show that the boundary value of an analytic function can be flat at a point without vanishing identically; see (7.4) below. Using the function (7.4) it is easy to construct a function f 0 on R 2 with C f0 equal to the half-space (7.1) and with P v f 0 vanishing of infinite order at v = v 0 ; se (7.5) below. The idea of the proof of Theorem 4 is to replace the zero of infinite order by an infinite sequence of zeros, in other words, to modify f 0 to obtain a function f such that P v f = 0 for an infinite sequence v = v k with limit point v 0 .
Set 
Note that h ∈ C ∞ and that h vanishes at the origin together with its derivatives of all orders. In fact h ∈ S(R), so h ∈ S(R). More generally, e ρt h(t) is in S(R) ⊂ L 1 (R) for every ρ ≤ 0, because the Fourier transform of e ρt h(t) is
Then C f0 ⊃ {η ∈ R 2 ; η 1 ≤ 0} because of the properties of h that have just been proved. In fact there must be equality here, because if there were strict inclusion, then, since C f0 is convex, the origin would be an interior point of C f0 , so f 0 would be real analytic, which we know cannot be the case, since f 0 is flat at the origin without being identically zero. Moreover, since 0 = h(0) = f 0 (0, ξ 2 ) for all ξ 2 , we have
The function h has a zero of infinite order at τ = 0, so the function f 0 (ξ) vanishes of infinite order along the line v ⊥ 0 = {ξ; ξ 1 = 0}. Our next goal will be to construct a modification f of f 0 for which the vanishing of infinite order along one line v (1 + z/2 k ).
Lemma 4. G(z)
is an entire function of order zero, and more precisely, G(z) and its derivatives satisfy
for some constant C.
Proof. It is well known that G(z) is an entire function of order zero, which would actually suffice for our purpose. However, we will give the short proof of the explicit estimate (7.7). Clearly log |G(z)| ≤ ∞ k=0 log(1 + |z|/2 k ).
Using the estimate log(1 + |z|/2 k ) ≤ |z|/2 k we obtain 2 k ≥|z| log(1 + |z|/2 k ) ≤ |z|
For 2 k < |z| we use the trivial estimate log(1 + |z|/2 k ) ≤ log(1 + |z|), and since there are at most 1 + 2 log + |z| < 1 + 2 log + |z| such terms we obtain log |G(z)| ≤ (1 + 2 log + |z|) log(1 + |z|) + 2 ≤ C + 2 log 2 + |z| for some C. This proves (7.7) for j = 0 with a new C. The general case now follows from Cauchy's formula in a well known way.
Define the function f on R 2 by f (ξ 1 , ξ 2 ) = f 0 (ξ)G(ξ 2 /ξ 1 ) = 2πe −1/b(iξ1) G(ξ 2 /ξ 1 )e −|ξ| 2 /2 , ξ 1 = 0, f (0, ξ 2 ) = 0, ξ 2 ∈ R.
(7.8)
Lemma 5. The function G(ζ 2 /ζ 1 ) is holomorphic in {(ζ 1 , ζ 2 ) ∈ C 2 ; ζ 1 = 0} and an arbitrary derivative of G satisfies the estimate End of proof of Theorem 4. We shall prove that the function f defined by (7.8) has the properties listed in Theorem 4.
We first prove that f ∈ S(R 2 ) and hence f ∈ S(R 2 ). We have seen that h(ξ 1 ) is in C ∞ , is exponentially decaying at infinity, and that all derivatives of h(ξ 1 ) decay as exp(−|ξ 1 | −1/2 ) as |ξ 1 | → 0. Using Lemma 5 it is then easy to see that any derivative of f (ξ 1 , ξ 2 ) tends to zero at the origin and decays exponentially at infinity, hence f ∈ S(R 2 ), and so f ∈ S(R 2 ). To prove (7.2) we need only observe that f (ξ) = G(ξ 2 /ξ 1 ) = 0 when ξ 2 /ξ 1 = −2 −k and apply Lemma 1. It remains to prove (7.1). The Fourier transform of e η·x f (x) is ξ → f (ξ + iη). It follows immediately from the estimate (7.9) that this function and all its derivatives are square integrable if η 1 < 0 (we only need derivatives of order ≤ 2). This implies that e η·x f (x) is in L 1 (R 2 ). The proof is complete.
