Abstract. We study the asymptotic stability of shock profiles and rarefaction waves under periodic perturbations for 1-D convex scalar viscous conservation laws. For the shock profile, the solution converges to the background shock profile with a constant shift in L 8 pRq norm as t Ñ`8, with an exponential decay rate. And the shift is essentially due to the viscosity and the periodic perturbation, which may not be zero in general. However, the shift will disappear as viscosity vanishes. The idea is to construct an approximate solution which tends to two periodic solutions as x Ñ˘8 respectively, and then use the anti-derivative variable method and the maximum principle. Moreover, for the rarefaction wave, the solution converges to the background rarefaction wave in L 8 pRq norm as t Ñ`8.
Introduction
The 1-D convex scalar viscous conservation law reads:
B t u`B x f puq " B 2 x u, @x P R, t ą 0, (1.1)
here the flux f puq is smooth and strictly convex. A shock profile φpx´stq is a classical traveling wave solution to the equation (1.1), satisfying the ODE:
where u l ą u r are two given constants and s is the shock speed defined by the Rankine-Hugoniot condition:
s " f pu l q´f pu r q u l´ur .
The existence of the shock profile φ can follow from the center-manifold theorem in Kopell-Howard [14] . And it was also shown that φ tends to the end states u l and u r exponentially fast as x Ñ´8 and`8 respectively. A rarefaction wave u R px, tq centered at the origin is ď f 1 pu r q; u r , if
where u l ă u r are two given constants. Recall that u R is an entropy weak solution to the inviscid conservation law B t u`B x f puq " 0.
In this paper we are concerned with the asymptotic stability of shock profiles and rarefaction waves under arbitrary periodic perturbation w 0 pxq P L 8 pRq, which makes the initial data φpxq`w 0 pxq or u R px, 0q`w 0 pxq keep oscillating as |x| Ñ 8. In order to assume without loss of generality in the case of shock profile that w 0 pxq has zero average:
we will consider the following more general initial data.
‚ For the shock profile φ, we consider the initial data (1.5) upx, 0q " u 0 pxq " φpxq`w 0 pxq`v 0 pxq, @x P R, where w 0 P L 8 is periodic, v 0 pxq P L 1 pRq X L 8 pRq decays exponentially as |x| Ñ 8, say, there exist constants A 0 , β 0 ą 0, such that (1.6) |v 0 pxq| ď A 0 e´β 0 |x| , a.e. x P R.
Then one can assume without loss of generality in (1.5) that the perturbation w 0 satisfies (1.4) and v 0 has zero mass:
(1.7)
ż`8
In fact, for w " v 0 pxqdx, one can letφpxq be the shock profile solving (1.1) connecting the states u l`w as x Ñ´8 and u r`w as x Ñ`8. Then one has that u 0 "φ`pw 0´w q`v 0`p φ`w´φq, where φ`w´φ decays exponentially as |x| Ñ 8. Then one can choose a shift x 0 to make the integral ż`8 8´φ pxq`w´φpx`x 0 q¯dx`ż`8 8 v 0 pxqdx " 0.
Thus, it holds that u 0 pxq "φpx`x 0 q`w 0 pxq`ṽ 0 pxq, wherew 0 pxq " w 0 pxq´w satisfies (1.4), andṽ 0 pxq " φpxq`w´φpx`x 0 q`v 0 pxq decays exponentially as |x| Ñ 8 and satisfies (1.7).
‚ For the rarefaction wave u R , we also consider the kind of initial data (1.8) upx, 0q " u 0 pxq " u R px, 0q`w 0 pxq`v 0 pxq, @x P R.
Similarly, by adding a constant on u l and u r , one can assume without loss of generality that w 0 satisfies (1.4). And there is no need here to assume that v 0 satisfies (1.7), since rarefaction waves with different centers are asymptotic equivalent in L 8 pdxq.
The asymptotic stability of the shock profiles and rarefaction waves in viscous conservation laws have been widely studied so far. Far-reaching results have been obtained not only for the 1-D scalar case, see Hopf [10] , Il'in-Oleǐnik [12] , Nishihara [22] , Harabetian [7] , Freistühler-Serre [2] and Howard [11] for details, but also for the Multi-D scalar case, such as Goodman [5] , Xin [26] , Hoff-Zumbrun [8, 9] and Kenig-Merle [13] . Besides, there are also many results for the 1-D system case, such as Matsumura-Nishihara [21] , Goodman [4] , Liu [18, 19] , Xin [25] , Liu-Xin [20] and Szepessy-Xin [24] .
However, in the literatures above, the perturbations are all in L 1 , and Il'in-Oleǐnik [12] even constructed a counter example to show that the initial perturbation around the shock profile being not summable may result in instability. The perturbations which keep oscillating as |x| Ñ 8 have never been studied before. For periodic perturbations, the authors in [27] used the generalized characteristic method to achieve the asymptotic stability of shock waves and rarefaction waves in the inviscid case. And in this paper, we can also prove the corresponding asymptotic stability for the viscous case.
For the shock profile under periodic perturbations, the solution is proved to converge to the background shock profile with a constant shift φpx´st`X 8 q as t Ñ`8, where X 8 is the limit of Xptq´st (see the definition in (2.14)). Although Xptq depends on the background shock profile φ, its limit X 8 only depends on u l , u r , f, w 0 pxq, and may not be zero in general (see Theorem 2.6). And if we consider the vanishing viscosity limit ν Ñ 0`in the equation B t u`B x f puq " νB 2 x u, the corresponding constant shift X ν 8 converges to zero, which is compatible with the result in [27] , namely, for the inviscid conservation laws, the shock wave under a periodic perturbation satisfying (1.4) converges to itself with no shift as t Ñ`8. For the rarefaction wave under a periodic perturbation, it is proved that the solution tends to the background one in L 8 norm as t Ñ`8 in both inviscid and viscous cases. In this paper, we use the method of maximum principle and construct auxiliary functions, which follows the idea of [12] . The main difficulty is that the solution subtracted by the shock profile is not integrable anymore, leading to the non-existence of its anti-derivative variable, which plays a crucial role in the study of the long time behavior of the shock profile under L 1 perturbations. In fact, if one considers the equation of u´φ, there is a zero-order term with its coefficient f 2 pφqφ 1 ă 0, which breaks the maximum principle and voids the energy method.
The novelty of our proof is that we find an approximate solution ψ Xptq px, tq, where Xptq is a shift function (see (2.14)), such that the difference u´ψ X is integrable and has zero mass at any t ě 0. Therefore, it is possible to study the equation of the anti-derivative of the difference u´ψ X . Although ψ X is not a solution to (1.1), its source term (see (2.10)) decays exponentially both in space and in time, which makes it possible to construct an auxiliary function and use the maximum principle to achieve our main result.
Main results
It is well-known from [23, 16] that the equation (1.1) generates a semi-group tS t : L 8 pRq Ñ L 8 pRq; t ě 0u to give that, for any initial data u 0 P L 8 pRq, the function upx, tq :" S t u 0 is the unique bounded solution to (1.1), which is smooth for t ą 0, and satisfies the initial condition in the weak sense: for any continuous functions ϕpx, tq compactly supported in Rˆr0,`8q, there holds
Here the semi-group S t satisfies the following classical Co-properties:
pRq is non-increasing with respect to t.
Moreover, there exists a constant
For the periodic perturbation w 0 P L 8 , we denote two periodic solutions to (1.1):
(2.3) u l :" S t pu l`w0 q, u r :" S t pu r`w0 q, then by the comparison property, it holds that if u l ą u r ,
Now we give the main theorems of this paper as follows:
Theorem 2.1. When u l ą u r , for the initial data (1.5), if the periodic perturbation w 0 pxq P L 8 pRq with period p ą 0 satisfies (1.4) and the perturbation v 0 pxq P L 1 pRq X L 8 pRq satisfies (1.6) and (1.7), then there exist constants C ą 0, µ ą 0 such that the unique bounded solution u to (1.1), (1.5) satisfies
with the constant shift X 8 defined by
which is finite and may not be zero in general. More precisely,
. for the viscous Burgers' equation, i.e. f puq " u 2 {2, it holds that X 8 " 0; (2). for any periodic perturbation w 0 satisfying (1.4), if 0 ă }w 0 } L 8 pRq ă pu l´ur q{2, then there exists a smooth and strictly convex flux f, such that X 8 ‰ 0.
Here the constants C and µ depend on p, f, u l , u r , A 0 , β 0 , }w 0 } L 8 .
Remark 2.2. By (2.6), the constant shift X 8 only depends on f, u l , u r , w 0 . Meanwhile, when considering the vanishing viscosity limit ν Ñ 0`in the equation B t u νB x f pu ν q " νB 2 x u ν , although Theorem 2.1 shows that the corresponding constant shift X ν 8 may not be 0 in general, it can be proved that X ν 8 converges to 0 as ν Ñ 0`, which is compatible with the result obtained in [27] . See the detailed explanations in Section 7.
Theorem 2.3. When u l ă u r , for the initial data (1.8), if the periodic perturbation w 0 pxq P L 8 pRq with period p ą 0 satisfies (1.4), and the perturbation v 0 pxq P L 1 pRq X L 8 pRq satisfies (1.6), then the unique bounded solution u to (1.1), (1.8) satisfies
Before giving the proof, we firstly introduce some notations.
Notations: For the shock profile φ, we define the function:
Then it is easy to check that g P C 8 pRq is decreasing with 0 ă g ă 1, and gpxq Ñ 1 as x Ñ´8, gpxq Ñ 0 as x Ñ`8.
For any C 1 curve ξptq : r0,`8q Ñ R, denote the shifted function:
with the derivatives: g pkq ξ pxq :" g pkq px´ξptqq, k ě 1.
Motivated by the formula of the shifted viscous shock profile:
in this paper we construct the approximate solution as (2.8) ψ ξ px, tq :" u l px, tq g ξ pxq`u r px, tqp1´g ξ pxqq.
Note that for ψ ξ , the shift function ξptq only appears in g. Then ψ ξ satisfies the equation:
where the source term h ξ can be calculated directly by the equations of u l and u r , which is given by (2.10) h ξ " B x f pψ ξ q´B x f pu l q g ξ´Bx f pu r qp1´g ξ q´2B x pu l´ur qg
By easy calculations on (2.10), one can have that (2.11) h ξ " B x " pf pψ ξ q´f pu lg ξ`p f pψ ξ q´f pu rp1´g ξ q´2pu l´ur q g
, and
The formulas (2.11) and (2.12) will be used later.
The terms appearing in the square brackets of (2.11) vanish as |x| Ñ 8. Then regarding the equation
we can formally choose a curve Xptq to make ş R h X px, tqdx " 0. By integrating (2.11) in x, the curve Xptq is determined by the ODE: (2.14)
where the initial data Xp0q " 0 is chosen to make ş R pu´ψ Xp0q qpx, 0qdx " 0. Then by Cauchy-Lipschitz theorem, (2.14) has a unique C 1 solution Xptq : r0,`8q Ñ R, see Lemma 4.5 for details. Then formally, by integrating (2.13) with respect to x, one can have that the perturbation u´ψ X always has zero mass at any time t ě 0, which can make its anti-derivative variable decays exponentially as |x| Ñ`8. Besides, the choice of Xptq can make the source term h X px, tq and its anti-derivative variable ş x 8 h X py, tqdy decay exponentially fast both in space and in time (see Proposition 4.6 for details), which plays an important role in our proof of Theorem 2.1.
Under the notations above, there hold the following results.
Proposition 2.4. Under the assumptions of Theorem 2.1, there exist constants C ą 0 and α ą 0 such that the unique C 1 solution Xptq to (2.14) satisfies
Here α only depends on p, and C depends on p, f, u l , u r , }w 0 } L 8 .
Remark 2.5. Although (2.14) implies that Xptq depends on the viscous shock φ (since for any number δ P R, φpx`δq is a viscous shock connecting u l as x Ñ´8 and u r as x Ñ`8, and thus the curve Xptq may depend on δ), the limit of Xptq´st, which is X 8 given in (2.6), does not depend on φ, and it only depends on p, u l , u r , f and the periodic perturbation w 0 .
Theorem 2.6. Under the assumptions of Theorem 2.1, there exist constants C ą 0 and µ ą 0 such that the unique bounded solution u of (1.1), (1.5) satisfies
Moreover, if f puq " u 2 {2 and the L 1 perturbation v 0 pxq " 0 in (1.5), then at each time t k " kp{pu l´ur q, k " 0, 1, 2,¨¨¨, it holds that
Here the constants C and µ depend on p, f,
Remark 2.7. By (2.16) and (2.18), one has that for the Burgers' equation, if v 0 pxq " 0, then upx, t k q " ψ Xpt k q px, t k q, @k ě 0. So the result (2.17) is compatible with (2.18), and it implies that the approximate solution ψ X is a good choice to approach the real solution.
This paper proceeds as follows: In Section 3, we state some properties on gpxq and the stability of periodic solutions with exponential decay rates in time. In Section 4, Theorem 2.6 is proved by 4 steps, and we place each step in one subsection. Moreover, the existence and uniqueness of Xptq can be found in Lemma 4.5. In Section 5 we prove Proposition 2.4. In Section 6, Theorem 2.1 can be verified from Proposition 2.4, Theorem 2.6, and a strictly convex flux f is constructed to make X 8 ‰ 0. In Section 7, we give the vanishing viscosity limit for the shift function, which is related to the results obtained in [27] . At last, the proof of Theorem 2.3 is presented in Section 8.
Preliminaries
In this section, we give the preliminaries on the decay rates of g, g 1 as |x| Ñ 8, and the exponential decay rates of periodic solutions to the viscous conservation laws as t Ñ 8.
By integrating the equation (1.2), the shock profile φ satisfies that
which implies that
pφ´u r q´f pφq´f pu r q φ´u r´s¯. thus one has that the function gpxq defined in (2.7) satisfies the equation:
Proposition 3.1. The function g satisfies (i) There exist positive constants β 1 , β 2 depending on f, u l , u r such that
(ii) With the inequality (3.2), there exist a constant C ą 0 depending on f, u l , u r such that
The proof can be found in [6] . And we give a simplified proof for the scalar viscous conservation law, which is placed in the Appendix A. u 0 pxqdx, there exist a constant α ą 0, such that for any integers k, l ě 0, the periodic solution upx, tq to (1.1) satisfies that
The proof of Proposition 3.2 can be obtained by standard energy estimates and the Poincaré inequality on r0, ps. We place it in the Appendix B. By Proposition 3.2, one has the following corollary Corollary 3.3. The periodic solutions u l and u r defined in (2.3) satisfy that for any integers k, l ě 0,
here the constant C ą 0 depends on k, l, p, f, u l , u r , }w 0 } L 8 . Moreover, by (3.5), there exists a large time T 0 ě 1, such that (3.6) 1 2 pu l´ur q ď u l px, tq´u r px, tq ď 3 2 pu l´ur q, @t ě T 0 , x P R,
In the following part of this paper, for convenience, one can choose a small constant 0 ă β ď mintβ 0 , β 1 u, such that (3.7)
|v 0 pxq| ď A 0 e´β |x| , a.e. x P R.
and without special description, we will use C as the generic positive constant only depending on p, f, u l , u r , A 0 , β 0 and }w 0 } L 8 pRq .
Proof of Theorem 2.6
The proof of Theorem 2.6 consists of 4 steps. Firstly, at any t ą 0, the behaviors of the solution upx, tq as |x| Ñ 8 is studied (Corollary 4.2). We further extend the estimates in Corollary 4.2 to time-independent ones (Proposition 4.4). In the third step, motivated by [12] , the equation of the anti-derivative variable of u´ψ X is studied and the comparison principle is applied to prove (2.17). Finally, we will prove (2.18) by using the Hopf formula introduced in [10] .
4.1.
Behaviors of upx, tq as |x| Ñ 8.
to be the heat kernel.
Lemma 4.1. If u 0 ,ũ 0 P L 8 pRq and there exist constants A ą 0, δ P R, such that |u 0 pxq´ũ 0 pxq| ď Ae δx , a.e. x P R, then there exists a constant t 0 ą 0 such that
, and r¨s represents the ceiling function (mapping x to the smallest integer greater than or equal to x).
Proof. As quoted by [2] , the solution S t u 0 can be obtained by constructing the following approximating sequence
where "˚" represents the convolution operation with respect to the space variable. Suppose that tũ pnq u 8 n"1 is the approximating sequence induced byũ 0 , which is constructed in the same way with u pnq . Therefore, one has that
. . . ,
By induction, one has that for t ą 0 small,
Therefore, letting n Ñ`8, there exist a small enough t 0 " t 0 p|δ|, C 0 q with
such that |S t u 0´Stũ0 | ď 2Ae δx for any x P R, t P p0, t 0 s. At time t " kt 0 , k " 1, 2, 3, . . ., one can take S kt 0 u 0 , S kt 0ũ 0 instead of u 0 ,ũ 0 as the initial data and then repeat the same estimates as above in the interval rkt 0 , pk`1qt 0 s. It concludes that for any x P R, t ą 0, |S t u 0´Stũ0 | ď 2
Corollary 4.2. There exists a function Aptq ą 0 which is bounded in any compact subset of r0,`8q, such that
where
Proof. By substituting u 0 " φ`w 0`v0 ,ũ 0 " u l`w0 with δ " β orũ 0 " u r`w0 with δ "´β in Lemma 4.1, one has that |upx, tq´u l px, tq| ď Aptqe βx and |upx, tq´u r px, tq| ď Aptqe´β
Then by the definition of ψ ξ in (2.8), one has upx, tq´ψ ξ px, tq " pu´u l qpx, tqgpx´ξq`pu´u r qpx, tqp1´gpx´ξqq, then by Proposition 3.1 and that u l and u r are bounded, it holds that |upx, tq´ψ ξ px, tq| ď Aptq
Time-independent estimates.
By Corollary 4.2, for any x P R, t ě 0, one can define the functions:
and for any C 8 curve ξptq : r0,`8q Ñ R, one can define:
Lemma 4.3. The functions U l , U r ,Ǔ ξ andÛ ξ defined above satisfy the following equations:
where the derivatives appearing in these equations are all continuous in Rˆr1,`8q.
Proof. Here we only prove (4.5) and (4.7), since the proof of the other two is similar.
(1). To prove (4.5), for any T ą 1, one considers the following linear heat equation:
By Corollary 4.2, it holds that (4.10)
|f pu l q´f puq| ď CpT qe βx , @x P R, 1 ă t ď T,
Note that e β|x| ď CpT qe
4T
|x| 2 , @x P R, and the initial data U l px, 1q and the source term f pu l q´f puq are smooth in R, and in Rˆr1, T s respectively. Therefore, by the standard parabolic theory (see [3, Chapter 1, Theorem 12]), the function
solves (4.9) and all the derivatives of V appearing in the equation exist and are all continuous in Rˆr1, T s. By (4.10) and (4.11), it is easy to verify that V px, tq vanishes as x Ñ´8. And by (4.11) and the equations of u and u l , it holds that
" pu´u l qpx, tq, @x P R, 1 ď t ď T, which implies that V px, tq " U l px, tq, @x P R, 1 ď t ď T. And since T ą 1 is arbitrary chosen, (4.5) holds.
(2). To prove (4.7), by (2.11), since g 1 and g 2 are integrable, it holds that
Then by Proposition 3.2, ş x 8 h ξ dy is smooth. And for any T ą 1, by Proposition 3.1 and Corollary 4.2, and note that ψ ξ´ul "´pu l´ur qp1´g ξ q, it holds thaťˇˇż
And since there exists
Hence, by Proposition 3.1, it holds that (4.12)ˇˇż
And by Corollary 4.2, one can easily verify that (4.13) |Ǔ ξp1q px, 1q| ď Ce βx , @x P R.
Then consider the problem: (4.14)
By Corollary 4.2 and (4.12),Ȟ satisfies that
Thus, since the initial dataǓ ξp1q px, 1q is smooth in R, satisfying (4.13), and the source termȞ is smooth in Rˆp1, T s, satisfying (4.15), then similar to the proof in (1), one can verify that the function
solves (4.14) and all the derivatives ofV appearing in the equation exist and are all continuous in Rˆr1, T s. By (4.15) and (4.16), it is easy to verify thatV px, tq vanishes as x Ñ´8. And by (4.16) and the equation of ψ ξ , one has that
Hence,
" pu´ψ ξ qpx, tq, @x P R, 1 ă t ď T, which implies thatṼ "Ũ ξ .
For ε 0 ą 0 small enough, one can have that (4.17) f 1 pu l´2 ε 0 q´s ą 0 and f 1 pu r`2 ε 0 q´s ă 0, then for this ε 0 , by Proposition 3.2, there exists T 1 ą T 0 large enough, such that (4.18) u l px, tq ą u l´ε0 and u r px, tq ă u r`ε0 , @x P R, t ą T 1 ,
And for the later use, we denote apv, wq :"
bpv, wq :"
Proof. For convenience, we only give the proof of (4.21), since the proof of (4.22) is similar. And the proof will be stated in four steps.
Step 1. In the first step, we will prove that there exist T 2 ą T 1 and N ε ą 0, such that
where U l is defined in (4.1). By (4.17), one can denote the constant:
For a constant M ą 1 which will be determined later, define the function: x rf pũq´f pu l qs. Since f is strictly convex, then by (4.18), one can obtain
So for the given constants M, t ě T 1 , (2). if x satisfies M eβ px´stq ă 1, one has 0 ăũ´u l ď 1, then it holds that
then one has
where c 0 :" min f 2 ą 0. As a result of (1) and (2), there exists a constant
DenoteŨ px, tq :" ş x 8 pu´ũqpy, tqdy, then similar to the proof of Lemma 4.3, one can prove that
here apu, vq is defined by (4.19). By Corollary 4.2, there exists N ą 0, which depends on ε, 
which completes the proof of Claim 1.
Combing (4.27) and Claim 1, and using the maximum principle ([12, Lemma 1]), one can obtain thatŨ px, tq ď ε, @ x P R, t ě T 2 , which implies that
if t ě T 2 and x´st ă´N ε with N ε ą 0 large enough.
Step 2. In this step, it is aimed to construct a C 8 curve ξptq : rT 2 ,`8q Ñ R, such that the approximate solution ψ ξ defined by (2.8) satisfy that
For two given constants M ą 0 and d ą 0, where M will be determined in this step, and d will be determined in the next step, define a C 8 curves ξptq : rT 2 ,`8q Ñ R, which solves the following ODE:
Then by (4.31), there exists a constant D ą d, which depends on α, T 2 , d, M, such that (4.32) ξptq P rst´D, st`Ds, @ t ě T 2 .
Then we calculate the source term h ξ . By (2.12) and (3.6), it holds that for t ě T 2 ,
where b is defined in (4.20) . Then by Corollary 3.3 and (3.2), one has that for t ě T 2 ,
Note that
Therefore, by choosing M large enough, which depends on f, u l , u r , p, }w 0 } L 8 pRq , (4.30) is fulfilled with the ξ constructed in (4.31).
Step 3. In this step, we will prove that there exists N ε ą 0, such that
For the constants N and B defined in (4.28) and (4.29), one can choose the constant d " ξpT 2 q ą 0 (which is in (4.31)) large enough, such that 
r1´gpy´st`Dqsdy ě´2ε, if t ě T 2 and x´st ă´N ε with N ε ą 0 large enough.
Step 4. In the last step, we will finish the proof of (4.21).
By
Step 1 and Step 3, for any t ą T 2 and x 1 ă x 2 ă st´N ε , one has that (4.37)ˇˇż
pu´u l qpy, tqdyˇˇď 2ε.
And by (2.2) and (3.5), there exists a positive number
Then (4.21) holds if the following Claim is true.
Claim 3: For any t ą T 2 , x ă st´N ε´3
In fact, if there exist t 0 ą T 2 and x 0 ă st 0´Nε´3
Then for any x P px 0 , x 0`3
q, it holds that pu´u l qpx, t 0 q´pu´u l qpx 0 , t 0 q " B x pu´u l qp¨, t 0 qpx´x 0 q.
Then by (4.38), one has pu´u l qpx, t 0 q ă´3
Then by taking the integral on px 0 , x 0`3
In this part, we follow the idea of Il'in and Oleǐnik [12] to prove (2.17). The idea is to consider the equation of the anti-derivative of u´ψ X , to construct an auxiliary function (Θpxq constructed below) and to use the maximal principle.
Firstly, we prove the existence and uniqueness of Xptq solving the ODE (2.14).
Lemma 4.5. The problem (2.14) has a unique C 1 solution Xptq : r0,`8q Ñ R, which is smooth in tt ě 1u, and satisfies
Proof. Denote F pξ, tq to be the right hand side of equation (2.14) with X replaced by ξ. So the denominator of F pξ, tq has a negative upper bound uniformly for all ξ P R, t ě 0. Since for any k ě 1, g pkq is integrable and u l , u r are bounded, then the numerator of F is also bounded, and it's similar to obtain the uniform bound of B ξ F. Thus F is Lipschitz with respect to ξ, so the Cauchy-Lipschitz theorem verifies that the solution Xptq P C 1 exists and is unique. And by (3.5), one can obtain the smoothness of F pξ, tq on tt ě 1u. Thus the curve Xptq is also smooth on tt ě 1u.
By ( Then by (2.11), one has that for any x P R, t ą 0, Hpx, tq "´pf pψ X q´f pu lg X´p f pψ X q´f pu rp1´g X q 2pu l´ur q g And by Corollary 4.2, one can define the anti-derivative variable of u´ψ X :
pu´ψ X qpy, tqdy, @t ě 0, x P R.
Proposition 4.6. The functions Hpx, tq and apu, ψ X q are smooth in Rˆr1,`8q, and U px, tq solves the equation
x U`apu, ψ X qB x U " H, @x P R, t ě 1, where apu, vq is defined by (4.19), and the derivatives of U appearing in (4.44) are all continuous in Rˆr1,`8q. Moreover, Hpx, tq satisfies (4.45) |Hpx, tq| ď C 1 e´α t e´β |x´Xptq| , @x P R, t ě 0, and U px, tq satisfies (4.46) |U px, tq| ď A 1 ptqe´β |x´Xptq| , @x P R, t ě 0, here C 1 ą 0 is a constant, and A 1 ptq ą 0 is bounded in any compact subset of r0,`8q, both of which depend on p, f,
Proof. The smoothness of Hpx, tq and apu, ψ X q can be derived easily from (3.5) and the smoothness of u, u l , u r and ψ X . And by Lemma 4.3, U "Ǔ X solves (4.44) and all the derivatives of U appearing in (4.44) are all continuous in Rˆr1,`8q. Then we will prove (4.45). Note that there exists x 0 P R, such that if x ă x 0 , g 2 pxq ă 0, and if x ą x 0 , g 2 pxq ą 0. Then for x ă Xptq`x 0 , by (4.42) and Proposition 3.1, one has Hpx, tq "´pf pψ X q´f pu l qq´´f pu l q´f pu r q`Ope´α t q¯p1´g X q2 pu l´ur`O pe´α tg "´pf pψ X q´f pu l qq`pf pφ X q´f pu l qq
here a is defined in (4.19), and it is easy to verify that
which implies that if x ă Xptq`x 0 , then Hpx, tq " Ope´α t e βpx´Xpt. And for
, and g X pxq`|g 1 X pxq| " Ope´β px´Xpt. And by the ODE (2.14) satisfied by Xptq, it is easy to verify that for any t ą 0, x P R, Hpx, tq "´pf pψ X q´f pu lg X´p f pψ X q´f pu rp1´g X q 2pu l´ur q g 1 X`ż`8 x pf pu l q´f pu r qqpy, tq g Indeed, for any N ą 0, one can choose a cut-off function ϕ N pxq P C 8 0 pRq satisfying ϕ N pxq " 1, if |x| ă N, and ϕ N pxq " 0, if |x| ą N`1. Then by multiplying ϕ N pxq on each side of (2.13) and doing the integration by parts, one can have that for any t ą 0, Hence, for any x P R, t ą 0,
pu´ψ X qpy, tqdy "´ż`8
x pu´ψ X qpy, tqdy.
By Lemma 4.5, one has |Xptq| ď C`|s|t, then by Corollary 4.2, one has that |upx, tq´ψ X px, tq| ď Aptqe β|Xptq| e´β |x´Xptq| ď A 1 ptqe´β |x´Xptq| , so combined with (4.49), one can obtain (4.46).
Denote the positive constant ε 1 :" mint
Lemma 4.7. There exist positive constants N 0 and T 3 ą T 2 , such that
Proof. Here we only give the proof of (4.50), since (4.51) is similar to prove.
By (4.19), apu, ψ X q " ş 1 0 f 1 pψ X`ρ pu´ψ X qqdρ, and then one has that
By Lemma 4.5, one has |Xptq´st| ď C, and thus, combining Proposition 3.1, Proposition 3.2 with Proposition 4.4, for any ε ą 0, there exist T ε ą T 2 and N ε ą 0 such that |ψ X`ρ pu´ψ X q´u l | ă ε, @t ą T ε , x´Xptq ă´N ε . Therefore, since f is smooth, it holds that | f 1 pψ X`ρ pu´ψ X qq´f 1 pu l q | ď Cε, @t ą T ε , x´Xptq ă´N ε . Then it follows from Lemma 4.5 that
if ε is small enough, and N 0 ą N ε , T 3 ą T ε are large enough.
Denote the linear operator L as (4.52) L :" B t´B 2
x`a pu, ψ X qB x . Therefore, by Proposition 4.6, it holds that LU " H on tt ě 1u. Given the constant N 0 given in Lemma 4.7, we can define a convex C 2 function θ on R and the auxiliary function Θ as [12] :
where γ, δ ą 0 are two constants to be determined.
Lemma 4.8. There exist positive constants γ, δ and µ, such that the auxiliary function Θ defined above satisfies that
LpΘpx´Xptě 2µ Θpx´Xptqq, @x P R, t ą T 3 .
Proof. In the following we denote ζ :" x´Xptq for simplicity. By (4.52), it holds that
Since apu, ψ X q´X 1 is bounded, one can choose γ ą 0 large enough firstly, such that
For |ζ| ă N 0 , |sinhpγζq| ă e γN 0 , then one can choose δ " δpγ, N 0 q ą 0 small enough, such that
Hence, since |tanhpγζq| ď 1 and coshpγζq ě 1, one has that for |ζ| ă N 0 , t ą T 3 ,
Θpζq. (3) For the case ζ ă´N 0 , one can also obtain (4.54) by the similar proof in (2).
Combining (1), (2) and (3), the proof of this lemma is completed by choosing γ sufficiently large, δ sufficiently small and µ " mint δγ 2 8
,
u.
Proof of (2.17). Set
where µ is the constant in Lemma 4.8, which can be actually chosen small enough, so that 0 ă µ ď mint1, αu. And M 2 ą 0 is a constant to be determined. Then by (4.45) and Lemma 4.8, it holds that
By (4.46), one has
Zpx, T 3 q ě M 2 e´µ T 3 e´δ θpx´XpT 3 qq´C pT 3 qe´β |x´XpT 3 q| .
(1) If |x´Xptq| ď N 0`1 , then
Therefore, by letting M 2 ą maxt C 0 µ e δθpN 0`1 q , CpT 3 qe µT 3 e δθpN 0`1 q u, it holds that LZ ą 0 and Zpx, T 3 q ą 0. (2) If |x´Xptq| ą N 0`1 , then θ is linear and
Therefore, by θpxq ď coshpxq for |x| ą N 0`1 , it holds that θpx´Xptqq ă k 2 |x´Xptq|`coshpγpN 0`1 qq. Then by choosing δ small enough with δk 2 ď β, and M 2 large enough with
one can obtain that LZ ą 0 and Zpx, T 3 q ą 0. By combining (1) and (2), if δ is small and M 2 is large, then LZ ą 0 and Zpx, T 3 q ą 0 for any x P R, t ě T 3 .
Therefore, the maximum principle implies that Zpx, tq ě 0 for any
Hence, by the definition (4.43) of U, one has that for any x 1 ă x 2 , t ě T 3 , (4.55)ˇˇˇˇż
py, tq´ψ X py, tq¯dyˇˇˇˇ" |U px 2 , tq´U px 1 , tq| ď 2M 2 e´µ t .
By (2.2), (3.3) and (3.5), there exists a constant M 3 ą 0, such that for any x P R, t ě T 3 ,
With (4.55) and (4.56), we claim that Claim: |upx, tq´ψ X px, tq| ď 3 ? M 2 M 3 e´µ 2 t , @x P R, t ě T 3 . Indeed, if there exists px 0 , t 0 q with x 0 P R, t 0 ě T 3 such that
Then for any x P px 0 , x 1 q, where
which contradicts with (4.55). If we assume upx 0 , t 0 q´ψ X px 0 , t 0 q ą 3 ? M 2 M 3 e´µ 2 t 0 for some point px 0 , t 0 q, the contradiction arguments are similar by considering the
Therefore, the claim above is proved, and by combining the fact that u and ψ X are both bounded, one can finish the proof of (2.17).
Proof of (2.18).
To finish the proof of Theorem 2.6, it remains to prove (2.18). When f puq " u 2 {2, (1.1) is the Burgers' equation. In [10] , Hopf introduced the well-known Hopf transformation to compute the explicit formula of the solution to (1.1) with the initial data u 0 , which is given by:
Since u 0 is bounded, then by integration by part on the numerator of (4.57), it holds that (4.58) upx, tq "
The viscous shock φ with the end states u l , u r of the Burgers' equation has the explicit formula
thus the corresponding g defined in (2.7) is given by (4.59) gpxq " 1´tanhpλxq 2 " e´λ x e λx`e´λx , where (4.60)
φpxq " u l gpxq`u r p1´gpxqq.
And one also has (4.61)
and similarly, (4.62)
If the initial data u 0 pxq " φpxq`w 0 pxq with ş p 0 w 0 pxqdx " 0, by taking (4.60) into (4.58), it holds that (4.63) upx, tq " P l px, tq`P r px, tq Q l px, tq`Q r px, tq , where the two terms in the numerator are , and u 0 " u l g`u r p1´gq`w 0 " u l`w0´p u l´ur qp1´gq, one has that
And by (4.61), it's similar to prove that
Hence, one has that
Moreover, by using the Hopf formula (4.58) on u l px, tq and u r px, tq, one can have that (4.64) u l px, tq " P l px, tq Q l px, tq , u r px, tq " P r px, tq Q r px, tq .
And if
, then it holds that
Since the average ş p 0 w 0 pxqdx " 0 and 4λt k " kp, thus it holds that Q r px, t k q " e 2λpx´st k q Q l px, t k q, @x P R.
And it's similar to prove that
Hence, by (4.63), one has that (4.65)
where g is defined in (4.59). Meanwhile, by (4.64), there holds that
then combined with (4.65), one can prove (2.18).
Proof of Proposition 2.4
By Lemma 4.5, it remains to prove (2.15) and (2.16) to finish the proof of Proposition 2.4.
Proof of (2.15).
For y P r0, ps, N P N˚, define the domain
and denote Γ N to be its boundary. We fix y and t firstly, and denote the four parts of Γ N to be Γ 
B N r py, tq :"
The equation (2.14) of X 1 ptq implies that the left hand side of (5.1) converges to 0 as N Ñ 8. Then it remains to evaluate the right hand side as N Ñ 8.
Denote w l px, tq :" u l px, tq´u l , and w r px, tq :" u r px, tq´u r , then since w 0 is of average zero on each period, one has that
w l px`X, tqgpxq`w r px`X, tq´1´gpxq¯ıdx :" J N py, tq.
Since both of w l and w r have zero average, it holds that
pw r´wl qpx`X, tq r1´gpxqs dx`ż N p`y y pw l´wr qpx`X, tq gpxq dx, then by (3.3) and (3.5), one has that for t ą 0, y P r0, ps,
where the bound in Ope´α t q depends on f, u l , u r , p, }w 0 } L 8 .
(ii) The integrals on Γ N l , Γ N r . Since u l and u r are periodic, it holds that
rf pu l q´B x u l spXpτ q`y, τ q gp´N p`yq rf pu r q´B x u r spXpτ q`y, τ q r1´gp´N p`yqs ) dτ
Then by (3.3) , as N Ñ 8,
thus one has that
With the calculations in (i) and (ii), one can integrate the equation (5.1) with respect to y over r0, ps, and then let N Ñ 8, which yields that
And note that
thus, it holds that
Jpy, tqdy + , thus, by (3.5) and (5.2), one can obtain that Xptq´st " Ope´α t q, which proves (2.15).
Xptq for Burgers' equation.
For the Burgers' equation (1.1) with f puq " u 2 {2, one can use the Galilean transform to verify that (5.4) w l px, tq " w r`x´p u l´ur qt, t˘, @x P R, t ě 0, where w l " u l´ul , w r " u r´ur . Therefore, for any t ą 0, it holds that (5.5)
here the second equality holds since the averages of w l and w r are zero. Then if pu l´ur qt k " kp for any k ě 0, by (5.4), one has w l px, t k q " w r px, t k q. So the term J in (5.2) satisfies that (5.6) Jpy, t k q " 0.
Then by applying (5.5) and (5.6) in (5.3), one has Xpt k q " st k . The proof of Proposition 2.4 is finished.
6. proof of Theorem 2.1
Proof. Since there holds that |φpx´Xptqq´ψpx´Xptqq| ď |u l px, tq´u l |`|u r px, tq´u r |, thus by Corollary 3.3 and Theorem 2.6, one can obtain that |upx, tq´φpx´Xq| ď |upx, tq´ψpx´Xq|`|φpx´Xq´ψpx´Xq|
Then by (2.15), one can easily prove (2.5). Hence, it remains to prove the properties (1) and (2) of X 8 stated in Theorem 2.1.
(1) If f puq " u 2 {2, then by applying (5.5) into (5.3), and by (5.2), one can obtain that X 8 " 0 easily. (2) Given any periodic perturbation w 0 with zero average and 0 ă }w 0 } L 8 pRq ă pu l´ur q{2, it holds that u r`} w 0 } L 8 pRq ă u l´} w 0 } L 8 pRq , then one can construct a smooth and strictly convex function f such that f puq " Since for any x P R, t ą 0, it holds that u l px, tq ě inf
Then by the fact that w l " u l´ul , w r " u r´ur have zero average, one has that (6.1)
and similarly, ż 8 0 ż p 0 rf pu r q´f pu r qs dxdτ " 1 2n
Since w 0 is not zero function, the solution u l px, tq with the initial data u l`w0 pxq cannot be a constant in Rˆr0,`8q, which means the integral of (6.1) is positive. And more importantly, this integral is independent of n, since no matter what n is, the range of u l px, tq is always in the interval where f puq is u 2 {2, which means that u l px, tq is actually the solution to the viscous Burgers' equation.
On the other side, for the solution u r px, tq, by (B.2), it holds that
here C is independent of f, which only depends on p, }w 0 } L 8 . Hence, by (6.2), it holds that The proof of Theorem 2.1 is finished.
Vanishing viscosity limit for the shift function
If we add the viscosity coefficient 0 ă ν ď 1 in the equation (1.1):
then it is well known that for any initial data u 0 P L 8 , the viscous solution u ν converges almost everywhere to the inviscid entropy solution u 0 P Lippr0,`8q; L 1 loc pRqq, which solves (7.1) with ν " 0 :
Then for any 0 ď ν ď 1, one can denote u ν l and u ν r to be the periodic solutions to (7.1) with the corresponding periodic initial data: u ν l px, 0q " u l`w0 pxq, u ν r px, 0q " u r`w0 pxq. Claim: There exists a constant C ą 0 independent of ν, which only depends on
In fact, (7.3) can be verified from the entropy condition proved by Oleinik [23] , which gives that there exists a constant E ą 0 independent of ν, such that for 0 ă ν ď 1, the solution u ν of (7.1) with L 8 initial data satisfies 
Thus, by integrating the equality above in x, one can choose the curve X ν to make ş R h ν X ν dx " 0, which is determined by (7.5) For the viscous case ν ą 0, Theorem 2.1 shows that as t Ñ`8, the viscous shock profile under a periodic perturbation is itself with a constant shift X ν 8 , which is the limit of X ν ptq´st as t Ñ`8. However, as the viscosity vanishes, we will show that X ν 8 converges to zero, which is compatible with the result obtained in [27] , namely, in the inviscid case ν " 0, for any strictly convex flux f, if the initial periodic perturbation is bounded and has zero average, then the solution tends to the background shock wave with no shift. The vanishing viscosity limit about X ν is given in the following theorem: Theorem 7.1. For any smooth and strictly convex flux f, if the periodic perturbation w 0 P L 8 satisfies (1.4), the corresponding shift curve X ν ptq defined in (7.5) satisfies that
where op1q tends to zero as ν Ñ 0`, with the bound in op1q independent of t, and the bound in Op 1 1`t q is independent of ν. Moreover, if additionally w 0 is assumed to have bounded total variation on each period, then the term op1q " Opν 1{5 q, where the bound in Opν 1{5 q is still independent of t. q independent of ν. And by (7.9) and (7.10), one can use the dominated convergence theorem to obtain that, as ν Ñ 0`, . If the initial data w 0 has bounded total variation on each period: TV r0,ps w 0 ă`8, then it can be derived from Kruzhkov's theory (see [17] , [15] ) that, the viscous solutions u then by combining (7.9), (7.10) and (7.14), one can obtain thaťˇˇż`8 So by (7.12) and (7.13), one can have that if TV r0,ps w 0 ă`8, then
where the bound depends on f, u l , u r and TV r0,ps w 0 .
Then it only remains to show X 0 8 " 0 to finish the proof of Theorem 7.1. For any constant u, let upx, tq denote the periodic entropy solution to the inviscid conservation law (7.2) with ν " 0, satisfying the initial data upx, 0q " u`w 0 pxq.
For the periodic perturbation w 0 , since it satisfies (1.4), the anti-derivative variable ş x 0 w 0 pyqdy is continuous and periodic with the period p. Then one can choose a constant x 0 P r0, pq such that [1] , the periodic solution u takes the constant value u along the straight line x " x 0`f 1 puqt. Then given any y P px 0 , x 0`p q and t ą 0, denote the domain: (7.16) Ω py,tq :" tpx, τ q : x 0`f 1 puqτ ă x ă y`f 1 puqτ, 0 ă τ ă tu.
Then by integrating the equation B t u`B x f puq " 0 in Ω py,tq , one can obtain by the divergence theorem that pupx, tq´uq dx.
Since for any y P R, t ě 0, ş y`p y pu´uqpx, tq dx " 0, then by integrating (7.17) with respect to y in the interval px 0 , x 0`p q, one can have that 0 "´ż w 0 pxq dxdy`Op 1 1`t q. (7.18) Similar to the proof of (7.9), one has that ż p 0 " f pupx, τ qq´f puq ı dx " O´1 p1`τ q 2¯. Then by letting t Ñ`8 in (7.18) and using the dominated convergence theorem, one can finish the proof.
Proof of Theorem 2.3
The proof of Theorem 2.3 follows directly from the one in [12] . To make this paper complete, we still place it here. The proof consists of two steps. The first step is to prove a time-independent estimate of the solution u, when converging to the two periodic solutions u l or u r as x Ñ˘8, just like Proposition 4.4.
Step 2 is to construct an auxiliary function and use the maximal principle to finish the proof. And it is similar to prove that for any px, tq P Ω ε , Zpx, tq ě min !´M 4 pT ε`t0 q κ ,´εpt`t 0 q κ ,´M Then we prove the Claim 1 by the induction method. We will prove that for each k ě 1, there exists a constant C ą 0 depending on k, p, f, }u 0 } L 8 , such that In fact, when k " 1, (B.3) holds by (B.1). And we assume that (B.3) holds for k " 1, 2,¨¨¨, m with m ě 1, then we will prove that (B.3) also holds for k " m`1.
By taking the derivative B 
