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Abstract
In this paper we give a survey on various multiscale methods for the numerical solution of second
order hyperbolic equations in highly heterogenous media. We concentrate on the wave equation
and distinguish between two classes of applications. First we discuss numerical methods for the
wave equation in heterogeneous media without scale separation. Such a setting is for instance
encountered in the geosciences, where natural structures often exhibit a continuum of different
scales, that all need to be resolved numerically to get meaningful approximations. Approaches
tailored for these settings typically involve the construction of generalized finite element spaces,
where the basis functions incorporate information about the data variations. In the second part
of the paper, we discuss numerical methods for the case of structured media with scale separation.
This setting is for instance encountered in engineering sciences, where materials are often artificially
designed. If this is the case, the structure and the scale separation can be explicitly exploited to
compute appropriate homogenized/upscaled wave models that only exhibit a single coarse scale
and that can be hence solved at significantly reduced computational costs.
Keywords finite element, multiscale method, numerical homogenization, second order hyperbolic
problems, wave equation, long-time wave propagation
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1 Introduction
In this article we discuss recent developments of numerical methods for the multiscale wave equation
∂ttuε −∇ · (aε∇uε) = F in Ω×]0, T [, (1)
uε = 0 on ∂Ω×]0, T [,
uε(x, 0) = g1(x), ∂tuε(x, 0) = g2(x) in Ω,
where Ω is bounded domain. We make the following minimal regularity assumptions (H0)
• Ω ⊂ Rd is a bounded Lipschitz domain with a piecewise polygonal boundary (d = 1, 2, 3);
• the data satisfy F ∈ L2(0, T ;L2(Ω)), g1 ∈ H10 (Ω) and g2 ∈ L2(Ω);
• the matrix-valued function aε is in M(α, β,Ω) where
M(α, β,Ω) := (2)
{a ∈ [L∞(Ω)]d×dsym | α|ξ|2 ≤ a(x)ξ · ξ ≤ β|ξ|2 for all ξ ∈ Rd and almost all x ∈ Ω}.
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2Under (H0) there exist a unique uε ∈ C0(0, T ;H1(Ω))), ∂tuε ∈ C0(0, T ;L2(Ω))) and ∂ttuε ∈ L2(0, T ;H−1(Ω)
such that for all v ∈ H10 (Ω) and a.e. t > 0 [40, Chapter 3]
〈∂ttuε(·, t), v〉+ (aε∇uε(·, t),∇v)L2(Ω) = (F (·, t), v)L2(Ω). (3)
The wave speed aε is assumed to be a multiscale coefficient. By that we mean that aε varies on
a scale of order O(ε), where 0 < ε  1. In general, we do not assign a particular value to ε,
but we only assume that it is very small parameter. However, whenever we encounter a sufficiently
regular coefficient, we assume that ‖aε‖W 1,∞(Ω) = O(ε−1) to illustrate our arguments. For a classical
numerical approximation of the problem (3) we pick a P1 finite element space Vh with mesh size
h (for simplicity we consider a quasi-uniform family of triangulation of the domain Ω in simplicial
elements, cf. [15]) and regard the problem: find uh : [0, T ] → Vh such that for all vh ∈ Vh and a.e.
t > 0
〈∂ttuh(·, t), vh〉+ (aε∇uh(·, t),∇vh)L2(Ω) = (F (·, t), vh)L2(Ω) (4)
and with appropriate discrete initial values. Let us from now on use the shorthand notation Lp(Hs) :=
Lp(0, T ;Hs(Ω)). Following the arguments by Baker [12] leads to the standard approximation result:
‖uε − uh‖L∞(L2) ≤ C(‖uε −Πh(uε)‖L∞(L2) + ‖∂tuε − ∂tΠh(uε)‖L1(L2)), (5)
where Πh : H
1
0 (Ω) → Vh is the Ritz-projection on Vh, i.e., the (aε∇·,∇·)-orthogonal projection.
The projection error can be further estimated by exploiting its quasi best-approximation property in
H1(Ω), an Aubin-Nitsche duality argument for the elliptic projection and the H1-stability of Πh to
obtain
‖uε − uh‖L∞(L2) ≤ C h ‖aε‖W 1,∞(Ω)
(‖uε‖L∞(H1) + ‖∂tuε‖L1(H1)) ≤ C hε , (6)
where C = C(T ) is independent of ε. Here we assumed ‖aε‖W 1,∞(Ω) = O(ε−1) and ‖∂tuε‖L1(H1) =
O(1). At first sight, this seems not to be an optimal L2 error estimate. Indeed for the Aubin-Nitsche
duality argument one usually already uses an optimal first order convergence rate in h (in the H1
norm) for the solution of the elliptic problem. In our situation this would lead to an estimate of the
type h‖∂tuε‖L1(H2). The problem is however to bound ‖∂tuε‖L1(H2) independently of ε. For general
inital condition classical a priori error bounds [25] would lead to a bound of the type Cε−2 [6]. This is
why we avoid the H2 norm in the above estimate. This issue makes also the use of higher order spatial
approximations useless when using classical FE or FD methods for the approximation of (1). Notice
that the standard a priori bound for ‖∂tuε‖L1(H1) also scales as C/ε but this term can be controlled
using G-convergence and perturbation arguments [6] so that the assumption ‖∂tuε‖L1(H1) = O(1) can
be in fact avoided. Hence, convergence usually requires h < ε and a high computational complexity
if ε is small. In this contribution we consider two distinct situations that require different numerical
strategies. For the first situation, we assume no scale separation in the highly heterogeneous tensor
aε. In this case, we review numerical methods based on suitably chosen multiscale spaces. For the
second situation, we assume scale separation in the tensor aε (e.g., periodic, locally periodic, random
stationary). Here we can use classical finite element spaces for the numerical approximation but the
numerical methods rely on homogenized (effective) models that must be computed “on the fly”. A
peculiar feature of highly oscillatory hyperbolic problems such as (1) is that different homogenized
models must be derived according to the time span of the desired approximation. We will consider
time intervals that scale as [0, T ε−2]. 1 Notice that in this case the estimate (6) for standard finite
elements reads [7]
‖uε − uh‖L∞(0,T ε−2;L2) ≤ C
h
ε3
, (7)
1In the periodic homogenization setting this is the first interval of interest on which the homogenized model is not
valid, e.g., for interval of the type [0, T ε−1] the homogenized solution still gives adequate approximation in the L∞(L2)
norm.
3where again we assume a bound for ‖∂tuε‖L1(H1) independent of ε. Notice that for periodic problems,
well-prepared initial data can be used to obtain such a bound [6].
We define the computational complexity as the size of the linear system N required to be solved
at each time-step ∆t of the time integrator for the wave equation. For classical FEM, in views of
(6), we have a computational complexity of N = ε−d per time step ∆t (short time interval) and a
computational complexity of N = ε−3d per time step ∆t in view of (7) (long-time interval [0, T ε−2]).
If using an explicit method such as the popular leap-frog method for the time integration, the stability
constraint ∆t ' h reads ∆t ' ε for short-time integration and ∆t ' ε3 for long-time integration. This
are indeed very severe time-step constraints due the oscillatory behavior of (1). Of course implicit
methods could be used, but then the additional cost due to the linear system to solve (that again
scales badly with ε) constitutes a non-trivial additional cost per time-step.
We close this introduction by recalling a fundamental homogenization result (valid in both sit-
uations described above) that will be used in both classes of numerical methods described in what
follows.
The basic question of classical homogenization is the following: if (aε)ε>0 represents a sequence
of tensors and (uε)ε>0 the corresponding sequence of solutions to (3), does uε converge in some sense
to a limit function u0 ? Is there a (homogenized) equation for this limit function ? The hope is that
due to the average limit process for ε→ 0, the homogenized equation is cheap to solve. The abstract
tool of G-convergence gives a general answer to that question.
Definition 1.1 (G-convergence). A sequence (aε)ε>0 ⊂ M(α, β,Ω) (i.e. with uniform spectral
bounds in ε) is said to be G-convergent to a0 ∈ M(α, β,Ω) if for all F ∈ H−1(Ω) the sequence
of solutions vε ∈ H10 (Ω) to ∫
Ω
aε∇vε · ∇v = F (v) for all v ∈ H10 (Ω)
satisfies vε ⇀ v0 weakly in H10 (Ω), where v
0 ∈ H10 (Ω) solves∫
Ω
a0∇v0 · ∇v = F (v) for all v ∈ H10 (Ω).
One of the main properties of G−convergence is the following compactness result [49, 50]: let
(aε)ε>0 be a sequence of matrices in M(α, β,Ω), then there exists a subsequence (aε′)ε′>0 and a
matrix a0 ∈ M(α, β,Ω) such that (aε′)ε′>0 G−converges to a0. For the wave equation, we have the
following result obtained in [14, Theorem 3.2]:
Theorem 1.2 (Homogenization of the wave equation). Let assumptions (H0) be fulfilled and let the
sequence of symmetric matrices (aε)ε>0 ⊂M(α, β,Ω) be G-convergent to some a0 ∈M(α, β,Ω). Let
uε ∈ L∞(0, T ;H10 (Ω)) denote the solution to the wave equation (3). Then it holds
uε ⇀ u0 weak- ∗ in L∞(0, T,H10 (Ω)),
∂tuε ⇀ ∂tu0 weak- ∗ in L∞(0, T, L2(Ω))
and where u0 ∈ L2(0, T ;H10 (Ω)) with ∂ttu0 ∈ L2(0, T ;H−1(Ω) is the unique weak solution to the
homogenized problem
〈∂ttu0(·, t), v〉+
(
a0∇u0(·, t),∇v
)
L2(Ω)
= (F (·, t), v)L2(Ω) for all v ∈ H10 (Ω) and t > 0,
(u0(·, 0), v)L2(Ω) = (g1, v)L2(Ω) for all v ∈ H10 (Ω), (8)
(∂tu0(·, 0), v)L2(Ω) = (g2, v)L2(Ω) for all v ∈ H10 (Ω).
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sequence of matrices with aε ∈M(α, β,Ω), we can extract a subsequence such that the corresponding
solution of the wave problem converges to a homogenized solution. Except for special situations, e.g.,
locally periodic coefficients aε, i.e. tensor aε(x) = a(x, xε ) that are ε-periodic on a fine scale or for
random stationary tensors, it is not possible to construct a0 explicitly.
2 Numerical methods for the wave equation in heterogeneous media
without scale separation
In this section we consider the setting that is encountered if the wave speed aε reflects the properties
of a heterogeneous medium without scale separation. Such a setting is typically encountered in earth
sciences such as geophysics or seismology. Here, the waves propagate through a medium that often
lacks any kind of structure. Instead the medium consists of a variety of heterogeneously distributed
materials, as for instance different rock and soil types, possibly interrupted by natural reservoirs
of groundwater, petroleum or gas (cf. the data of the Society of Petroleum Engineering, openly
accessible on http://www.spe.org/web/csp). In such natural structures it is typically impossible to
distinguish different scales of resolution and we speak about a lack of scale separation. Opposite to
this, problems arising from engineering applications are often artificially designed and hence exhibit
a perfect scale separation. We will discuss this case in the next section.
From now on, aε denotes an unstructured and highly heterogenous coefficient that lacks scale
separation. In our discussion we shall also focus on the minimal possible regularity assumptions. This
is an important aspect since the propagation field aε is discontinuous in many realistic applications.
Subsequently, we let ε denote a parameter that characterizes the size of the smallest length scale
on which variations of aε can be observed, e.g. we could define ε := ‖aε‖−1
W 1,∞(Ω) provided that a
ε
is sufficiently regular. For the size of the computational domain we assume here that diam(Ω) =
O(1). This assumption will be relaxed in some situations for longtime wave propagation as described
in Section 3.2. Let XN ⊂ H10 (Ω) denote a discrete space and let uN : [0, T ] → XN denote the
corresponding semi-discrete approximation given as the solution to
〈∂ttuN (·, t), v〉+ (aε∇uN (·, t),∇v)L2(Ω) = (F (·, t), v)L2(Ω), for all v ∈ XN and a.e. t > 0, (9)
and with suitably chosen discrete initial values. The question that we want to discuss is the following.
Is there for any N ∈ N a space XN = XN (aε) that only depends on aε; but not on t, the source term
F or the initial values g1 and g2; such that two properties are fulfilled:
(C1) dim(XN ) = N and
(C2) ‖uε − uN‖L∞(H1) ≤ CH; where H = O(N−d) is a generalized mesh size and where C = C(T )
is independent of the variations of aε, i.e. independent of ε.
The above properties would guarantee a convergence of the numerical scheme without a resolution
constraint imposed by the speed of the data variations ε−1. Comparing this with the setting of the
classical P1 FE space Vh with corresponding solution uh given by (4) we can identify the relation
dim(Vh) = N with N = O(h−d), but the final error estimate reads ‖uε − uh‖L∞(L2) ≤ C hε and does
hence not fulfill the desired property.
Keeping these findings in mind, we next want to discuss the following problem: is there a discrete
space XN that fulfills the properties (C1) and (C2)? In fact, the question can be answered mainly
positively and we can identify four different approaches to this problem in the literature. We present
them in the following in chronological order. For the sake of simplicity, the we shall also assume
that the initial values are zero; i.e. g1 = g2 = 0; and that the source term is time-independent;
i.e. F (x, t) = F (x). The case of general data is shortly discussed in Section 2.5. Also note that we
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discretization of (9) as this does typically not impose new problems. We just mention that equation
(9) can be discretized in time in various ways (e.g. using the framework of Newmark schemes) and
that a fully discrete analysis of Approach 1 [43] and Approach 4 [6] can be found in the corresponding
papers.
Another approach based on operator upscaling was proposed by Minkoff et al. [52, 37, 51].
However, we will not discuss this approach since the wave equation is considered in a different form
(namely of the structure ∂ttuε − aε4uε = F ), which does not involve the typical multiscale issues.
In the following, we only assume minimal regularity for aε, i.e. aε ∈ [L∞(Ω)]d×dsym .
2.1 Approach 1 - Harmonic coordinate transformations
Let us assume that Ω ⊂ R2 is a bounded and convex domain of the class C2. The first approach
devoted to the multiscale wave equation without scale separation was proposed by Owhadi and Zhang
[43] (as a generalization of the elliptic case considered in [42]). The authors suggest to overcome
the issue of the missing space regularity by applying a smoothing coordinate transformation Gε =
(Gε1, G
ε
2) : Ω → Ω, whose components Gεk with k ∈ {1, 2} are defined as the weak solutions to the
elliptic boundary value problem
∇ · (aε∇Gεk) = 0 in Ω;
Gεk(x) = xi on ∂Ω. (10)
The transformation Gε as defined above can be shown to be an automorphism over Ω (cf. [9]) and
hence maps Ω indeed into itself.
The basic idea of the approach is to try to approximate the exact solution of (1) by v0 ◦ Gε,
where v0 denotes a smooth function that is ε-independent and that only exhibits slow variations. In
contrast, the multiscale character and the low regularity part of uε are embedded in the components of
the harmonic transformation Gk ∈ H1(Ω). Provided that this ansatz is valid, the original multiscale
problem can reinterpreted as to find the slow function v0(·, t) ∈ H10 (Ω) ∩ H2(Ω) such that v0(·, t) ◦
Gε ∈ H10 (Ω) solves (3). Since v0 is a smooth single-scale function, it can be easily approximated in
conventional (coarse) finite element spaces VH . With that, we can define the coordinate transformed
(and still low-dimensional) solution space as
V εH := {vH ◦Gε| vH ∈ VH} (11)
and we seek uεH ∈ (0, T ;V εH) with uεH(·, 0) = ∂tuεH(·, 0) = 0 and
〈∂ttuεH(·, t), v〉+ (aε∇uεH(·, t),∇v)L2(Ω) = (F, v)L2(Ω), for all v ∈ V εH and t > 0. (12)
This approach can be rigorously justified under the following geometric assumption.
Definition 2.1 (Cordes type condition). Let σε(x) := (∇Gε(x))>aε(x)∇Gε(x), where the columns of
the matrix ∇Gε are defined by ∇Gε := (∇Gε1,∇Gε2). Furthermore, the Cordes parameter is defined
as
µσε := ess sup
x∈Ω
(
λmax(σ
ε(x))
λmin(σε(x))
)
,
where λmax(σ
ε(x)) and λmin(σ
ε(x)) denote the upper and lower spectral bounds of σε(x). We say
that Gε fulfills the Cordes type condition, if µσε <∞ and
(
Trace[σ]−1
) ∈ L∞(Ω).
With this, Owhadi and Zhang [43] proved the following theorem, that guarantees (C1) and (C2)
for V εH .
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g2 = ∂tF = 0. Then we have that the coordinate-transformed solution is a regular coarse-scale
function, that is v0 := uε◦(Gε)−1 ∈ L∞(0, T ;H2(Ω)) and ‖v0‖L∞(H2) ≤ C‖F‖L2(Ω), i.e. the L∞(H2)-
norm of v0 can be bounded independently of ε. Furthermore, if VH denotes a conventional P1 finite
element space as in the introduction, then the numerical approximation uεH to (12) (obtained in the
low-dimensional multiscale space V εH) fulfills the a priori error estimate
‖uεH − uε‖L∞(H1) + ‖∂tuεH − ∂tuε‖L∞(L2) ≤ CH‖F‖L2(Ω),
where C only depends on Ω and the fulfillment of the Cordes type condition.
Remark 2.3. The error estimate in Theorem 2.2 holds with minimal regularity assumptions for aε,
i.e. aε ∈ [L∞(Ω)]d×dsym . Even though the result is only proved for d = 2 and under the assumption that
a Cordes type condition is fulfilled, both assumptions do not seem to be necessary in practice (cf.
[43] for a discussion and numerical experiments) and the method still performs well if the condition
is not fulfilled. This is an important observation, since the validity of the Cordes-type condition can
be hard to verify in practice.
From the numerical perspective we can identify four steps involved in this approach.
1. For k = 1, . . . , d, solve for a numerical approximation to the components Gεk ∈ H1(Ω) of the
harmonic coordinate given by (10). Since the Gεk are multiscale functions, this step involves to
solve d global multiscale-scale problems on a fine mesh with mesh size “h < ε”.
2. When a sufficiently accurate approximation Gε,h to Gε is computed, we can define the basis
set Φεi := Φi ◦ Gε,h, where Φi denotes a nodal basis function of the coarse space VH . With
that it is necessary to compute the entries of the stiffness matrix S and the mass matrix M
with Sij = (a
ε∇Φεj ,∇Φεi )L2(Ω) and Mij = (Φεj ,Φεi )L2(Ω). Note that the basis functions Φεi are
typically non-local, i.e. they have support in the whole domain Ω.
3. By using the precomputed coarse quantities it is now possible to march in time with a favorite
time-discretization, where every step only involves operations with low-dimensional matrices
and vectors.
4. For new source terms F , the results of step 1 and 2 can be reused and it is possible to directly
start with step 3.
As we can see, Step 1 and 2 can be very costly since it involves global fine scale computations (step
1) and global fine scale quadrature rules (step 2). This can be considered as a one time overhead that
pays off for a sufficiently high number of time steps or source terms. It should also be noted that the
mass and stiffness matrices computed in step 2 are dense and typically not sparse. Solving a linear
system that involves these matrices hence has a cubic computational complexity. This needs to be
considered when deciding for a coarse mesh. Alternativ to using conventional P1 finite elements for
constructing the multiscale space V εH given by (11), one could also chose VH as the space of weighted
extended B-splines (WEB, [33]). The numerical experiments in [43] indicate that using B-splines can
improve the performance of the method considerably. Finally, let us mention that Step 1 introduces a
numerical approximation Gε,hk to G
ε
k. So far, it has not yet been investigated analytically how such an
approximation influences the validity of Theorem 2.2, which assumes that Gεk is available analytically.
2.2 Approach 2 - MsFEM using limited global information
A second approach that can be found in the literature is the Multiscale Finite Element Method using
Limited Global Information proposed by Jiang et al. [36, 35]. This approach can be considered as
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the slightly shifted point of view. Jiang et al. start from the assumption that there exist m known
global fields Gε1, . . . , G
ε
m that are available to the user. These fields might either be precomputed (e.g.
coordinate transformations as in Section 2.1) or they were inferred from measured data (for instance
in the context of porous media flow). It is further assumed that there exists a smooth (unknown)
function v0 that is independent of the data variations, but that allows to express the exact solution
uε in terms of the global fields, i.e.
uε(x, t) ≈ v0(Gε1(x), . . . , Gεm(x), t).
Provided that this a priori knowledge is available, two approaches are proposed in [36] that we describe
now. Let us consider a conventional coarse P1 finite element space denoted by VH .
Version 1. We define the multiscale space V εH by the functions that can be expressed as products of
a global field and a finite element function, i.e. we set Gε0 := 1 and let
V εH := {Gεk vH | 0 ≤ k ≤ m; vH ∈ VH}.
If {Φi| 1 ≤ i ≤ n} denotes the nodal basis of VH , then {Gεk Φi| 1 ≤ i ≤ n; 0 ≤ k ≤ m } denotes a basis
of V εH (with dimension n(m+ 1)). We see that the functions G
ε
k Φi inherit their support from Φi, so
that we obtain as set of locally supported basis functions of V εH . As before, a numerical approximation
is obtained according to (9). Some analytical considerations for Version 1 are presented in [35].
Version 2. The second version is restricted to the specific case that d = 2 and that m = 1, i.e. there
is only one global field Gε = Gε1 available and we consequently assume uε(x, t) ≈ v0(Gε1(x), t) for some
smooth v0 and for continuous G
ε
1. In this case, Jiang et al. propose a different approach that is very
similar to the classical Multiscale Finite Element Method (MsFEM, proposed by Hou and Wu [34]).
More precisely, for every node zi of the coarse space VH , we define a corresponding (multiscale) nodal
basis function Φεi element-wise as follows. Let ωi := ∪{K ∈ TH | zi ∈ K} denote the nodal patch that
belongs to zi. Then for every element K ∈ TH of the triangulation with K ⊂ ωi, Φεi is the solution to
the elliptic problem
−∇ · (aε∇Φεi ) = 0 in K,
Φεi = g
ε
i,K on ∂K.
Here, gεi,K is an oscillatory boundary condition induced from the global field G
ε, that we define in
equation (13) below. The classical MsFEM basis function are defined in the same way, but with the
difference that the boundary condition is not oscillatory, but simply the affine condition inherited
from the nodal basis, i.e. Φεi = Φi on ∂K (cf. [21]). It is known that oscillatory boundary conditions
typically improve the performance of the method, since the arising approximations do not suffer from
so-called resonance errors (see also [31]). In the case of a single global field, meaningful oscillatory
boundary values gεi,K can be constructed in the following way. Let K ⊂ ωi be a coarse element
(triangle) and let EK,0, EK,1 and EK,2 denote the three corresponding edges (with ∂K = EK,0 ∪
EK,1∪EK,2): Furthermore, we let zK,0, zK,1 and zK,2 denote the three corresponding corners (nodes),
where we assume (without loss of generality) that the numeration is such that zK,0 = zi, ∂EK,0 =
{zK,0, zK,1}, ∂EK,1 = {zK,1, zK,2} and ∂EK,2 = {zK,2, zK,0}. With that, we define gεi,K on ∂K by
gεi,K(x) :=

Gε(x)−Gε(zK,1)
Gε(zi)−Gε(zK,1) if x ∈ EK,0,
0 if x ∈ EK,1,
Gε(x)−Gε(zK,2)
Gε(zi)−Gε(zK,2) if x ∈ EK,2.
(13)
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‖uε − v0 ◦Gε‖L∞(H1) + ‖∂t (uε − v0 ◦Gε) ‖L∞(L2) + ‖∂tt (uε − v0 ◦Gε) ‖L2(L2) ≤ δ,
and provided that all involved functions are sufficiently regular, it possible to derive δ- and H-explicit
and ε-independent a priori error estimates for Version 2 of the method (see [36, Theorem 3.1]).
Observe that both versions do not follow the strategy suggested in [43]. Comparing the MsFEM using
limited global information with the approach based on a harmonic coordinate transformation, we can
state two crucial differences.
1. Owhadi and Zhang define V εH as the coordinate transformation of VH (hence the basis func-
tions are concatenations vH ◦ Gε), whereas Jiang et al. define V εH in a multiplicative way,
which guarantees locally supported basis functions. This makes the assembling of stiffness and
mass matrices significantly cheaper (in terms of quadrature costs) and leads to sparse matrix
structures. Consequently, the method can be considered as cheaper, once the global fields are
available. However, finding the global fields in the first place is required for both methods.
2. The harmonic coordinate transformation is supported by a rigorous numerical analysis and
hence guarantees convergence of the method. On the other hand, the analysis for both versions
of Approach 2 (see [35] for Version 1 and [36] for Version 2) rely on regularity and approx-
imability assumptions that cannot be derived in general from the transformation Gε given by
(10). For that reason it is not clear if there exist global fields Gε1, · · · , Gεm that meet the for-
mal requirements that are necessary for the framework of Approach 2. Nevertheless, numerical
experiments in [36, 35] show a good performance of Approach 2 if Gε is selected as a steady
state solution with −∇ · (aε∇Gε) = F and a homogenous Dirichlet boundary condition. Since
this choice involves the source term, the resulting space can however not be reused for different
right-hand side of (1).
2.3 Approach 3 - Flux-transfer transformations
The basic drawback of Approach 1 and 2 is that a considerable one-time overhead is involved, when
the harmonic coordinate transformations/the global fields are computed by a global fine scale com-
putation. An alternative that overcomes this issue was again proposed by Owhadi and Zhang in [44],
who use a localizable transfer property as an alternative to non-local harmonic coordinate transfor-
mations discussed in Section 2.1. The transfer property says that if two fluxes a1∇v1 and a2∇v2
have the same divergence in L2, then their potential parts (i.e. the ∇H10 (Ω)-parts in their Helmholtz-
decomposition) can be approximated in discrete spaces with identical accuracy, if the discrete spaces
X1 and X2 are linked through the relation ∇ · (a1∇X1) = ∇ · (a2∇X2).
In order to make this statement precise, let Ω ⊂ Rd be in the following a domain with a C2-boundary
and let Ppot : [L
2(Ω)]d → ∇H10 (Ω) := {∇v| v ∈ H10 (Ω)} denote the L2-projection onto the potential
part of the Helmholtz decomposition, i.e. Ppot(u) ∈ ∇H10 (Ω) fulfills
(Ppot(u),w)L2(Ω) = (u,w)L2(Ω) for all w ∈ ∇H10 (Ω).
With this, for any a ∈M(α, β,Ω) we define the a-flux-norm of a function w ∈ H10 (Ω) by
‖w‖-flux := ‖Ppot(a∇w)‖L2(Ω).
The flux-norm can easily seen to be equivalent to the energy-norm (with α‖∇w‖L2(Ω) ≤ ‖w‖a−flux ≤
β‖∇w‖L2(Ω)) and it can be shown that it has the following remarkable transfer property (cf. [44]).
9Lemma 2.4. Let VH ⊂ H10 (Ω) be a finite dimensional subspace and let
VH,aε := {∇ · (aε∇vH)| vH ∈ VH}.
Furthermore, for F ∈ L2(Ω) we let zε ∈ H10 (Ω) and z ∈ H10 (Ω) denote the weak solutions to the
following problems∫
Ω
aε∇zε · ∇v =
∫
Ω
F v and
∫
Ω
∇z · ∇v =
∫
Ω
F v for all v ∈ H10 (Ω).
Then it holds the following transfer property in the flux norm
inf
vH∈VH
‖z − vH‖1-flux = inf
vH,aε∈VH,aε
‖zε − vH,aε‖aε-flux, (14)
where ‖ · ‖1-flux denotes the flux-norm for a = 1, i.e. ∇ · (a∇·) = 4.
To emphasize the role of the transfer property, let us denote for the rest of this subsection by
VH the space of weighted extended B-splines (WEB) [33] on a uniform grid with grid width H
(consequently the basis functions have a support on a domain with diameter O(H)). We stress that
the basis functions are smooth (hence 4Φi ∈ L2(Ω)) and locally supported and that we intrinsically
assume that VH is a coarse space (i.e. the variations of a
ε are not resolved). Then from the transfer
property (14) and the norm equivalence we infer the ε-independent estimate
inf
vH,aε∈VH,aε
‖zε − vH,aε‖H1(Ω) ≤ C inf
vH∈VH
‖z − vH‖H1(Ω) ≤ CH‖F‖L2(Ω),
where C is a constant only depending on Ω, α and β. The main advantage of Approach 3, compared
to the harmonic coordinates transformation, is that the construction of VH,aε can be localized in a
natural way: if Φi denotes a basis function of VH , then the transferred basis function Φ
ε
i in VH,aε is
given as the solution to ∇ · (aε∇Φεi ) = 4Φi with Φεi = 0 on ∂Ω. Since the “source term” 4Φi is
only locally supported, we expect Φεi to decay to zero outside of the support of Φ
ε
i . This justifies that
computing Φεi can be localized to smaller subdomains. We shall detail this in the following.
Let zi ∈ Ω denote the node associated with the basis function Φi ∈ VH and for a sufficiently large
constant C > 0 let Ui := {x ∈ Rd| |zi − x| ≤ CH1/2| log(H)|} denote an environment of zi with a
diameter of order O(H1/2| log(H)|). Then we define the localized transferred basis function Ψεi as the
solution to the elliptic problem
1
H
Ψεi −∇ · (aε∇Ψεi ) = 4Φi in Ui ∩ Ω,
Ψεi = 0 on ∂ (Ui ∩ Ω) .
(15)
At first glance, this problem formulation might be surprising since it involves the artificial zero-
order term 1HΨ
ε
i . In fact, this term was added to speedup the decay of the corresponding Green’s
function. The decay of the Green’s function associated with the operator ∇ · (aε∇·) is well-known to
be only algebraic, whereas adding the zero-order term 1HΨ
ε
i regularizes the operator and leads to an
exponential decay of the corresponding Green’s function (see also [29]). This exponential decay allows
to restrict the computation of the transferred basis functions to computational domains Ui with a
size of diam(Ui) = O(H1/2| log(H)|). The distortion of the transfer property caused by adding the
zero-order term is basically balanced with the localization error (caused by restricting the problem
to Ui) if the constant C in the definition of Ui is chosen appropriately (cf. the numerical experiments
in [44]). Note that practically (15) needs to be discretized on an additional fine mesh with mesh size
“h < ε”. With that, we can define the multiscale space by
V εH := span{Ψεi | 1 ≤ i ≤ N}, (16)
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where N = dim(VH) = O(H−d). As desired, the space is low dimensional and it has locally supported
basis functions with a support of diameter O(H1/2| log(H)|). In particular the fact that only local
problems (15) have to be solved is a great advantage compared to Approach 1 and 2 which both
require to first compute global fields Gε by fine scale computations on the whole domain Ω. The
problems (15) are independent and each problem individually is cheap to solve, which allows for an
efficient parallel implementation of the method. Finally, the space also fulfills the properties (C1)
and (C2) as shown by the following theorem [44, Theorem 5.1].
Theorem 2.5. Recall that g1 = g2 = ∂tF = 0, the smoothness of Ω and that VH denotes the
space of weighted extended B-splines on a uniform grid. If V εH is defined according to (16) and if
uεH ∈ (0, T ;V εH) with uεH(·, 0) = ∂tuεH(·, 0) = 0 solves
〈∂ttuεH(·, t), v〉+ (aε∇uεH(·, t),∇v)L2(Ω) = (F, v)L2(Ω), for all v ∈ V εH and t > 0,
then it holds for some ε-independent constant C > 0 that
‖uεH − uε‖L2(H1) + ‖∂tuεH − ∂tuε‖L∞(L2) ≤ CH‖F‖L2(Ω).
As a last remark we note that Theorem 2.5 does not rely on the usage of B-splines for VH and that
the result is also valid for alternative choices as long as the basis function of VH are locally supported
and sufficiently smooth (see [44] for details).
2.4 Approach 4 - Localized Orthogonal decomposition
The last approach that we shall discuss was proposed in [6] in the framework of the Localized Or-
thogonal Decomposition (LOD, cf. [41, 32]). Let VH denote a (coarse) P1 finite element space
as in the introduction and let PH : H
1
0 (Ω) → VH denote the corresponding L2-projection, i.e.
(PH(v),ΦH)L2(Ω) = (v,ΦH)L2(Ω) for all ΦH ∈ VH . The multiscale method in [6] is derived based
on the following observation (see also [45]):
Let F ∈ L2(Ω) and let zε ∈ H10 (Ω) denote the solution to the elliptic multiscale problem∫
Ω
aε∇zε · ∇v =
∫
Ω
Fv for all v ∈ H10 (Ω).
Then the L2-projection of zε (i.e. the L
2-best approximation of zε in VH) can be characterized as the
unique solution to the Petrov-Galerkin problem∫
Ω
aε∇PH(zε) · ∇(Id +Q)(vH) =
∫
Ω
F (Id +Q)(vH) for all vH ∈ VH (17)
and where −Q : VH → kerPH := W denotes the (aε∇·,∇·)L2(Ω)-orthogonal projection into the kernel
of the L2-projection. Indeed, defining
V εH := {vH +Q(vH)| vH ∈ VH},
we observe that H10 (Ω) = VH ⊕W with VH ⊥ W with respect to the (·, ·)L2(Ω) scalar product while
H10 (Ω) = V
ε
H ⊕W with VH ⊥W with respect to the (aε∇·,∇·)L2(Ω) scalar product.
As problem (17) is a finite dimensional problem (involving only the degrees of freedom from the
coarse space VH), it can be solved cheaply, provided that an approximation to the operator Q is
available. In particular, we have the regularity- and ε-independent error estimate
‖zε − PH(zε)‖L2(Ω) ≤ CH‖zε‖H1(Ω) ≤ CH‖F‖L2(Ω).
Motivated by the above considerations, a low-dimensional discrete multiscale space is constructed
as follows. Let Vh denote a conventional P1 finite element space with fine mesh size “h < ε” (so that
all variations of aε are resolved) and such that VH ⊂ Vh. We denote the kernel of L2-projection PH
by Wh := {wh ∈ Vh|PH(wh) = 0}.
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1. In order to approximate the Ritz-projection Qh : Vh →Wh given by
(aε∇Qh(v),∇wh)L2(Ω) = −(aε∇v,∇wh)L2(Ω)
for all wh ∈ Wh in an efficient way, we make an affine decomposition of the right hand side
into (aε∇v,∇wh)L2(Ω) =
∑
K∈TH (a
ε∇v,∇wh)L2(K) and solve for each of the localized sources
(aε∇v,∇wh)L2(K) individually. Since the corresponding solutions can be shown to exhibit an
exponential decay outside of K, we can replace the computational domain Ω by a small envi-
ronment Uk(K) of K. Here, Uk(K) is defined iteratively by
U0(K) := K,
Uk(K) := ∪{T ∈ TH | T ∩ Uk−1(K) 6= ∅} k = 1, 2, . . . ,
(18)
i.e. the patch Uk(K) consists of the coarse element K and k-layers of coarse elements around it.
With that, we define Wh(Uk(K)) := {vh ∈ Wh| vh = 0 in Ω \ Uk(K)} and solve for QKh (vH) ∈
Wh(Uk(K)) with∫
Uk(K)
aε∇QKh (vH) · ∇wh = −
∫
K
aε∇vH · ∇wh for all w ∈Wh(Uk(K)) (19)
and we set the global approximation Qh,k of Qh to
Qh,k(vH) :=
∑
K∈TH
QKh (vH).
The stationary local problems (19) are fully independent from each other and can be hence
solved in parallel. Furthermore, for small k, they are of small size and hence only involve a
low computational complexity. Note that problem (19) only has to be solved for coarse basis
functions that have a support in K. Details on how they can be solved practically are provided
in [6] and [24].
2. With the precomputed operator Qh,k we define the multiscale space by
V msH := {vH +Qh,k(vH)| vH ∈ VH}. (20)
The space is low-dimensional and if k is large enough so that Qh,k = Qh, we obtain the
(aε∇·,∇·)L2(Ω)-orthogonal decomposition Vh = V msH ⊕Wh. As k is typically only a small number,
we speak about a Localized Orthogonal Decomposition (LOD).
3. March in time with a favorite time-discretization, where every step only involves operations in
V msH with dimV
ms
H =dimVH .
4. For new source terms F , the results can be reused.
The Localized Orthogonal Decomposition approach can be shown to fulfill the following error esti-
mates [6].
Theorem 2.6. Let the localization parameter k ∈ N be chosen such that k ' | log(H)| and let
V msH denote the corresponding LOD multiscale space. Then, if u
ms
H ∈ (0, T ;V msH ) with umsH (·, 0) =
∂tu
ms
H (·, 0) = 0 solves
〈∂ttumsH (·, t), v〉+ (aε∇umsH (·, t),∇v)L2(Ω) = (F, v)L2(Ω), for all v ∈ V msH and t > 0,
there exists a constant C that only depends on the time T , on Ω and on the mesh regularity, such that
the following error estimates hold true
‖uε − umsH ‖L∞(L2) ≤ CH2‖F‖L2(Ω) + e(1)h
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and
‖∂tuε − ∂tumsH ‖L∞(L2) + ‖uε − umsH ‖L∞(H1) ≤ CH + e(2)h ,
where e(1)h := ‖uε−Πh(uε)‖L∞(L2) +‖∂tuε−Πh(∂tuε)‖L1(L2) and e(2)disc(h) := ‖∂tuε−Πh(∂tuε)‖L∞(L2) +
‖∂ttuε − Πh(∂ttuε)‖L1(L2) + ‖uε − Πh(uε)‖L∞(H1) denote the fine scale discretization errors, with Πh
being the Ritz-projection on Vh.
From Theorem 2.6 we see that the LOD allows for optimal error estimates in L∞(L2), L1(L2)
and L∞(H1) without additional regularity assumptions. Furthermore, we see that the precomputa-
tions necessary to construct V msH involves small elliptic problems in computational domains of size
O(H| log(H)|). Since the problems can be solved in parallel, the method can be implemented ef-
ficiently. As for Approach 3, the fact that the computations for Approach 4 can be localized is a
considerable advantage compared to Approaches 1 and 2. In terms of the size of the local domains,
we see that Approach 4 involves subdomains that are by the factor
√
H smaller than the ones nec-
essary for Approach 3. On the down side, the local problems (19) in Approach 4 are saddle point
problems which involves the computation and inversion of the Schur complement matrix associated
with the constraint “PH(w) = 0” (cf. [24] for details). Approach 3 on the contrary only involves
unconstrained local problems. As a final difference, the discrete spaces required for Approach 3 need
to be of higher order and smooth (e.g. weighted extended B-splines), whereas Approach 4 can be
implemented using conventional P1 Lagrange finite element spaces.
Recently it has been shown that Approach 4 also intrinsically relaxes the CFL condition on adaptive
meshes [47], which is very significant for corresponding time-discretizations. Generalizations of the
approach to the Helmholtz equation in the context of high frequency wave propagation are given in
[16, 28, 46].
2.5 The case of general initial values: G-convergence and perturbation arguments
In this section we shall discuss the case of general initial values, i.e. g1, g2, ∂tF 6= 0. First, we easily
observe that all the Approaches 1-4 can be straightforwardly modified to fit this case. Typically the
discrete initial values are picked as the L2- or Ritz-projections onto the multiscale space. Why is it
therefore necessary to discuss this case independently? To understand the issue, note that if g1 = g2 =
∂tF = 0, then all higher order time derivatives of uε in t = 0 will vanish as well, i.e. we have (as far as
it exists) ∂jt uε(·, 0) = 0 for all j ≥ 0. However, if we consider the general case, we figure out that for
j ≥ 2 the time-derivatives in t = 0 are linked through ∂jt uε(·, 0) = ∂j−2t F (·, 0) +∇ · (aε∇∂j−2t uε(·, 0)).
From that expression we can see that the “higher order initial values” can be rapidly oscillating with
a high amplitude of order O(ε1−j) for j ≥ 2. Unfortunately, these terms will just pop up on the right
hand side of the a priori error estimates for Approach 1-4, i.e. in the Theorems 2.2, 2.5 and 2.6 (see
also [6, 35, 36, 43, 44]) and the convergences rates can again depend on H/ε, what we just wanted to
avoid.
In fact, there is currently no positive result on the question if (C1) and (C2) can be still fulfilled
simultaneously for general initial values. However, a positive answer has been recently given when we
replace the L∞(H1) in (C2) by the L∞(L2) norm.
As for elliptic multiscale problems, it is easy to verify that the Lp-norm of any space derivative of
uε that is higher than 1, will explode with decreasing ε, i.e. we can say that for any s > 1 we have in
general that ‖uε‖L1(Hs) ε→0−→ ∞. It is tempting to assume that the L1(Hs)-norms (for s > 1) are the
only norms that should be avoided. However, unfortunately this is not the case and the statement
can be “often” generalized to ‖uε‖Wm,2(Hs) →∞ for ε→ 0, whenever m+s > 1 (cf. [18]). The vague
quantification “often” is detailed by the following theorem (cf. [6]), which directly links the problem
to the choice of initial values.
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Theorem 2.7 (Time-regularity and regularity estimates). Let uε denote the solution to the wave
equation (3) and assume that F ∈ Wm,2(0, T ;L2(Ω)) for some m ∈ N. Recursively we define the
generalized initial values wεj ' ∂jt uε(·, 0) by
wε0 := g1, w
ε
1 := g2, w
ε
j := ∂
j−2
t F (·, 0) +∇ · (aε∇wεj−2) for j = 2, 3, · · · ,m+ 1. (21)
If wεj ∈ H10 (Ω) for 0 ≤ j ≤ m and wεm+1 ∈ L2(Ω), we have
∂mt uε ∈ L∞(0, T ;H10 (Ω)); ∂m+1t uε ∈ L∞(0, T ;L2(Ω)) and ∂m+2t uε ∈ L2(0, T ;H−1(Ω))
and it holds the (optimal) regularity estimate
‖∂mt uε‖L∞(0,T ;H1(Ω)) + ‖∂m+1t uε‖L∞(0,T ;L2(Ω))
≤ C (‖F‖Wm,2(0,T ;L2(Ω)) + ‖wεm‖H1(Ω) + ‖wεm+1‖L2(Ω)) , (22)
where C > 0 is a constant that only depends on T and Ω.
From the theorem we see that we can only hope for ε-independent bounds for e.g. ‖∂tuε‖L∞(H1)
and ‖∂ttuε‖L∞(L2), if the initial values g1 and g2 are picked such that they cancel out the variations
of aε. As considered in the previous sections, a trivial case is the case with g1 = g2 = 0 and
F ∈ L2(Ω) being constant in time, for which we conclude ∂mt uε ∈ L∞(0, T ;H10 (Ω)) for all m ∈ N and
‖∂mt uε‖L∞(0,T ;H1(Ω)) ≤ C ‖F‖L2(Ω). This guarantees that ε-oscillations cannot enter through time
derivatives.
In general, we observe that the right hand side of the regularity estimate (22) can be only bounded
independently of ε (i.e. independent of the speed of the variations of aε) if g1, g2 and ∂tF are trivial
or if g1 = g
ε
1, g2 = g
ε
2 and F (·, 0) = F ε(·, 0) are ε-dependent and such that they interact adequately
with the variations of aε. This assumption can be hard to verify in practice. Also observe that if not
g1 = g2 = ∂tF (·, 0) = 0, the assumptions of Theorem 2.7 for m ≥ 1 can typically only be fulfilled
if aε admits a higher order regularity such as aε ∈ W 1,∞(Ω). This can be problematic in realistic
applications, where the propagation field aε is often discontinuous. The missing smoothness of aε can
hence be a further issue in addition to the multiscale character.
An argument to overcome the problems that arise form general initial values is presented in [6].
Here it is proposed to slightly perturb the initial value g1 in such a way, that the effect is almost
“invisible” in L2; i.e. ‖g1−gε1‖L2 ≤ δ  1; but such that the variations of the perturbed initial value gε1
interact adequately with the variations of aε; i.e. ‖∇ · (aε∇gε1)‖L2(Ω) = O(1). By stability arguments,
the solution uˆε to the perturbed initial value is close to the original solution uε, in the sense that
‖uˆε−uε‖L∞(L2) ≤ ‖g1−gε1‖L2 ≤ δ. Since the second order initial value ∂ttuε(·, 0) = F (·, 0)+∇·(aε∇gε1)
is harmless (it does no longer blow up with decreasing ε), the arguments for the trivial case apply
again.
The construction of gε1 is obtained via G-convergence (see Definition 1.1). For instance, for the
LOD-approach (Section 2.4) the following result has been proved in [6].
Theorem 2.8. With the assumptions and the notations of Theorem 2.6, we assume that aε is G-
convergent with G-limit a0 and we let gε1 ∈ H10 (Ω) denote the solution to∫
Ω
aε∇gε1 · ∇v =
∫
Ω
a0∇g1 · ∇v for all v ∈ H10 (Ω), (23)
i.e. gε1 is constructed such that its homogenized limit coincides with g1. If g2 ∈ H10 (Ω), ∂tF ∈
L2(0, T, L2(Ω)) and ∇ · (a0∇g1) + F (·, 0) ∈ L2(Ω) then it holds
lim
h→0
‖uε − umsH ‖L∞(L2) ≤ CH
(‖F‖W 1,2(L2) + ‖g1‖H1 + ‖g2‖H1 + ‖∇ · (a0∇g1)‖L2)+ ‖gε1 − g1‖L2 ,
where C = C(T ).
14
Since ‖gε1 − g1‖L2 → 0 for ε → 0 by the definition of G-convergence, we can assume that ‖gε1 −
g1‖L2 ≤ CH and hence the total observable convergence rate will by linear in H, i.e. limh→0 ‖uε −
umsH ‖L∞(L2) . H. Note that gε1 in (23) is never computed, but is just a tool useful for the analysis.
We close this section by mentioning that the above arguments do no longer apply for L∞(H1)-errors.
3 Numerical methods for the wave equation in heterogeneous media
with scale separation
When the oscillatory tensor aε in the wave equation (1) exhibit scale separation, numerical homoge-
nization methods with much lower computational cost than the methods described in Section 2 can
be constructed. A typical situation of scale separation for the oscillatory coefficient aε is for example
a locally periodic structure, i.e., when aε is of the form aε(x) = a(x, x/ε) = a(x, y), where a(x, y) is
Y -periodic in y. Here Y is a unit cell, e.g., Y = (0, 1)d. Another situation is the case of a tensor
aε modeled by a random field aε = a(x/ε, ω), where the analog of the periodicity in this case is the
stationarity of the field. In this review we will focus on locally periodic tensor and refer to [27] for a
recent account on the theory and numerics for wave in random media.
The theoretical framework for the development of numerical methods in locally periodic media
is that of G-convergence. Indeed in locally periodic media, it is known that for each x ∈ Ω the
whole sequence of symmetric oscillatory tensors (aε)ε>0 G-converges to a unique effective tensor
a0(x). Hence the whole family of solutions uε of the wave equation (1) converges to the solution of
an effective wave equation (8). It can be shown that a0 is again in M(α, β,Ω) and
a0ij(x) =
1
|Y |
∫
Y
eTi a(x, y)(∇χj(x, y) + ej)dy, (24)
where χj(x, y), j = 1, . . . d are the solutions in H1per(Y ) of so-called cell problems∫
Y
a(x, y)(∇χj(x, y) + ej) · ∇w(y)dy = 0 for all w ∈ H1per(Y ), (25)
where ej are the vectors of the canonical basis of Rd. Observe that the solution of problem (25)
is unique up to a constant that needs to be fixed. Except for the case when aε is periodic, the
full computation of the map x→ a0(x) is not possible as it relies on infinitely many PDE solutions.
Hence a numerical homogenization scheme must rely on a finite set of well chosen homogenized tensors
a0(xj)
M
j=1.
3.1 Effective model and numerical homogenization method for short-time wave
propagation
A number of numerical methods based on homogenization theory and the asymptotic expansions [13]
have been recently proposed. We mention the method given in [20] that applies to problems with
uniformly periodic oscillatory tensors that are assumed to be symmetric with respect to the center of
the periodic cell. Furthermore the macroscopic computational domain is assumed to be the union of
an integer number of periodic cells. Numerical homogenization methods for the wave equation have
also appeared in the geoscience community. In [38] a numerical homogenization method based on
asymptotic expansion [13] is derived for elastic waves. Unlike the FE-HMM algorithm presented below
that couples macro and micro scales in a global numerical scheme, the procedure in [38] is sequential
and consists in first finding an effective tensor (analytical expression are used for 1d periodic problems,
or spectral element method are used for 2d problems) and then solving the effective wave equation.
It should be noted that a filtering technique to compute effective parameters for highly oscillatory
non-periodic wave equations is discussed. While no rigorous theoretical foundation of such procedure
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seems to be available, this technique is shown to give good results for some problems. Such filtering
techniques could also be used in a pre-processing step for the numerical homogenization algorithm
described below. Recently, a finite difference method (FDM) [22] and a finite element method [3]
for wave problems in highly oscillatory media have been proposed in the framework of heterogenous
multiscale methods (HMM). These HMM methods are general algorithms to approximate numerically
the homogenized solution in case of scale separation in the oscillatory tensor aε that we will describe
in more detail. We discuss here finite element or finite difference algorithms but note that HMM
methods have also be coupled with spectral element methods [2]. Such a coupling could readily be
implemented for the methods described below.
3.1.1 Approach 1 - Finite-element numerical homogenization method
In this section we describe the finite element heterogeneous multiscale method (FE-HMM) proposed in
[3] that can be seen as a general numerical homogenization method. We pick a standard macroscopic
finite element space VH made of piecewise polynomial on each macro element K of a partition of the
computational domain Ω = ∪K∈THK. We next define a sampling domain Kδ (of size δ comparable
to ε) within each macro element K. A micro finite element space with a triangulation that resolves
the fine scale ε is defined in each sampling domain. We consider then the following problem: find
uH : [0, T ]→ VH such that
(∂ttuH(·, t), vH) +BH(uH(·, t), vH) = (F (·, t), vH) for all vH ∈ VH , (26)
with appropriate projection of the true initial conditions, where
BH(uH , vH) :=
∑
K∈TH
|K|
|Kδ|
∫
Kδ
aε(x)∇uhK · ∇vhKdx, (27)
and uhK (respectively v
h
K) are solutions of the following micro problems: for K ∈ TH find (uhK −uH) ∈
Vh(Kδ) such that ∫
Kδ
aε(x)∇uhK · ∇zhdx = 0 for all zh ∈ Vh(Kδ). (28)
Remark 3.1. The above method is a particular case of a more general algorithm proposed in [3].
Indeed, VH can be replace by V
`
H in which vH |K is a either a polynomial of total degree ` if K is a
simplex or a polynomial of degree at most ` in each variable if K is a parallelogram. We then need
j = 1, . . . , J integration points and sampling domains Kδj = xKj + δI, where I = (−1/2, 1/2)d and
δj the size of the sampling domain is such that ε ≤ δj  H. The bilinear form (27) becomes
BH(uH , vH) =
∑
K∈TH
J∑
j=1
ωKj
|Kδj |
∫
Kδj
aε(x)∇uhKj · ∇vhKjdx, (29)
where uhKj are solutions of (28) in Kδj such that (u
h
Kj
−uH,lin) ∈ V qh (Kδj ), where uH,lin is a piecewise
linear approximation of uH in K around xKj and V
q
h (Kδj ) is a q-th order finite element space.
A fully discrete analysis of the method (26) has been obtained in [3]. Let the assumptions (H0)
be fulfilled and consider a sequence (aε)ε>0 ⊂M(α, β,Ω) that G-converges to a0 ∈M(α, β,Ω). Then
for the approximation of the solution u0 of the corresponding wave equation (8) by the FE-HMM
solution (26) with the general modified bilinear form (29) it holds
Theorem 3.2. Under suitable regularity of the solutions uhKj to the micro-cell problems and of the
homogenized tensor a0 the error eH = u0 − uH satisfies
‖∂teH‖L∞(0,T ;L2(Ω)) + ‖eH‖L∞(0,T ;H1(Ω)) ≤ C
(
H l +
(h
ε
)2q
+ errmod
)
, (30)
‖eH‖L∞(0,T ;L2(Ω)) ≤ C
(
H l+1 +
(h
ε
)2q
+ errmod
)
, (31)
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where C is independent of H,h, ε but depends on T .
The term errmod stands for the modeling error and quantifies how well the micro averaging
procedure captures the homogenized tensor at a given quadrature point xKj . This error depends
on the size of the sampling domain Kδj , the boundary condition used to solve (28), the nature of
the scale separation in aε (e.g., local periodicity, random stationary, etc.). For example, for locally
periodic coefficients, if the measure of Kδj is an integer number of cubes of size ε and V
q
h (Kδj ) is a
subspace of a Sobolev space of periodic functions, we have errmod = 0. If V
q
h (Kδj ) is a subspace of
H10 (Kδj ) and δ > ε arbitrary, then errmod = C(δ + ε/δ) [3]. Further results and recent improvement
of this bounds also for random stationary problems are reported in [30].
We conclude this subsection by discussing the computational complexity per time-step ∆t for the FE-
HMM. For simplicity of the discussion, let ` = q = 1. Assuming that Nmacro = 1/H, H is the diameter
of the macroscopic FE, the size of the system of ODEs that need to be solved at each time step ∆t
is N = H−d for piecewise linear macro FEs. We denote this computational complexity per time
step as cost(∆t,H−d). Notice that the stability constraint if using an explicit time-integrator reads
∆t ' H  ε. Hence the macroscopic time-step can be chosen independently of ε in sharp contrast
with the resolved FEM for the original highly oscillatory wave equation (1). Next we discuss the
oﬄine cost for the FE-HMM: this is the cost involved in solving the micro problems in each sampling
domain Kδj . We note that this computation has only to be performed once at the beginning of the
macroscopic time integration, unless the highly oscillatory tensor aε is time dependent. Assume that
we use Nmicro elements in each space dimension for the discretization of the sampling domains Kδj ,
then h = δ/Nmicro and h/ε = δ/(εNmicro) = O(1/Nmicro) as δ ' ε. Hence the microscopic degrees
of freedom read Mmicro = (Nmicro)
d and the total oﬄine cost is given by the solution of O(H−d)
linear systems of size (Nmicro)
d. As micro and macro error must be balanced, in view of the estimates
(30), (31) we can choose Nmicro =
√
Nmacro to guarantee a macroscopic linear convergence rate in
the energy norm and Nmicro = Nmacro for a macroscopic quadratic convergence rate in the L
2(L∞)
norm.
3.1.2 Approach 2 - Finite-difference numerical homogenization method
In this section we describe a finite difference heterogeneous multiscale method (FD-HMM) proposed in
[22] that can be seen as a general finite difference numerical homogenization method. The FD-HMM
follows the methodology first given in [1] and is also related to the HMM for first oder hyperbolic
problems given in [17]. Consider the homogenized equation (8) in strong form (where we set F ≡ 0
for simplicity)
∂ttu0 = ∇ ·
(
a0∇u0
)
in Ω×]0, T [, (32)
u0 = 0 on ∂Ω×]0, T [,
u0(x, 0) = g1(x), ∂tu0(x, 0) = g2(x) in Ω.
Consider a spatial grid xi1,...,id , i1 . . . , id = 1, . . . , Nmacro with mesh size H for Ω. The first step is
the macroscopic discretization of the flux formulation for the effective equation. For simplicity of
exposition we set d = 2 and (i1, i2) = (i, j). We seek the evolution of a function U(t) = {Ui,j(t)} such
that
d2
dt2
Ui,j(t) =
1
H
(JH
i+ 1
2
,j
(t)− JH
i− 1
2
,j
(t)) +
1
H
(JH
i,j+ 1
2
(t)− JH
i,j− 1
2
(t)), (33)
where JH
i± 1
2
,j± 1
2
(t) ' a0(xi± 1
2
,j± 1
2
)∇u0(xi± 1
2
,j± 1
2
, t). The approximation of ∇u0(·, t) at the points
xi± 1
2
,j± 1
2
is denoted by PH
i± 1
2
,j± 1
2
(t). For example
PH
i,j+ 1
2
=
(
(Ui+1,j+1−Ui+1,j)−(Ui−1,j+1−Ui−1,j)
4H
Ui,j+1−Ui,j
H
)
, (34)
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and similarly for the other gradients PH
i± 1
2
,j± 1
2
.
The evaluation of JH
i± 1
2
,j± 1
2
(t) is obtained by solving a micro problem that relies, as for the FE-
HMM, on the original multiscale data. For each domain Kmic = Kδ(xi± 1
2
,j± 1
2
) := xi± 1
2
,j± 1
2
+ δI we
solve for the oscillatory wave equation (1)
∂ssumic(x, s) = ∇ · (aε(x)∇umic(x, s)) in Kδ(xi± 1
2
,j± 1
2
)× [0, τ ], (35)
umic(x, 0) = P
H
i± 1
2
,j± 1
2
(t) · x, ∂sumic(x, 0) = 0, on Kδ(xi± 1
2
,j± 1
2
)× {s = 0},
umic(x, s)− umic(x, 0) is Kδ(xi± 1
2
,j± 1
2
) -periodic.
The computation of the macroscopic flux JH
i± 12 ,j± 12
is then obtained by computing the space time
average of aε∇umic over the domains Kδ(xi± 1
2
,j± 1
2
)× [0, τ ]. The computation of this macroscopic flux
can be further improved by computing suitable weighted averages of the microscopic flux. This can
reduce the error coming from the artificial boundary conditions (the so called resonance or modeling
error) and the error arising from the time averaging of the oscillatory functions (we refer to [22] for
details).
Remark 3.3. Of course in practice (35) needs to be discretized numerically. In [22], the same
numerical method as for the macro problem (33) is used. Precisely, we consider a spatial grid
xk,l , k, l = 1, . . . , Nmicro with meshsize h for each domain Kδ and seek the evolution of a micro
function u = {uk,l} such that
d2
ds2
uk,l(s) =
1
h
(Jh
k+ 1
2
,l
(s)− Jh
k− 1
2
,l
(s)) +
1
h
(Jh
k,l+ 1
2
(s)− Jh
k,l− 1
2
(s)), (36)
together with the initial and boundary condition of (35). Here Jh
k± 1
2
,l± 1
2
= aε(xk± 1
2
,l± 1
2
)pk± 1
2
,l± 1
2
,
where pk± 1
2
,l± 1
2
is the micro gradient that can be computed with a similar formula as in (34) with
uk,l instead of Ui,j and h instead of H. The weighted average of the discrete micro gradients is then
used to compute the macro fluxes JH
i± 1
2
,j± 1
2
. We note that h < ε is required to compute these micro
problems.
In [22], the method presented above has been analyzed for periodic problems in one dimension
assuming H/ε ∈ N and the following error estimate has been derived
sup
0≤tn≤T
|Uni − u0(xi, tn)| ≤ C(H2 + errmic + errmod) for all xi ∈ Ω, (37)
where C depends on T . The analysis presented in [22] assumes an exact micro flux aε∇umic. A gener-
alized analysis was recently provided in [11]. Taking into account the discretization error introduced
by (36) would allow further to quantify errmic. Notice that the modeling error can be quantified for
periodic problems and depends on the choice of the weighted average used to compute the micro flux
averages.
Similarly as for the FE-HMM, assuming a macroscopic mesh size H the size of the system of ODEs
that need to be solved at each time step ∆t is N = H−d. However at first sight, the evaluation of
the fluxes need to be performed at each macro time step, representing an additional cost of τ/(δt)
steps of a micro time integrator solving an ODE of size Mmicro = (Nmicro)
d corresponding to (35)
(Nmicro is independent of ε and corresponds to the number of grid points in each spatial dimension
of the mesh used for the sampling domain Kδ). But as the computation of the macroscopic flux J
H
depends linearly on the macroscopic gradient PH through (35), we observe that JH can be expanded
in a linear combination of precomputed macroscopic fluxes JH solution of (35) with initial conditions
umic(x, 0) = ei · x, where ei, i = 1, . . . , d is the canonical basi of Rd. This is of course only valid if
the oscillatory tensor aε is time-indepent, in which case the solutions of the micro problems in the
FD-HMM can be considered as an oﬄine cost.
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3.2 Effective model and numerical homogenization method for long-time wave
propagation
It has been observed for some time [48, 26] that while classical homogenization describes well wave
propagation in heterogeneous medium for short time, i.e.,
‖uε − u0‖L∞(0,T ;L2(Ω)) ≤ Cε, (38)
dispersive effects accumulate for longer time in the oscillatory wave uε that are not captured by
the homogenized wave u0. Precisely, the estimate (38) is no longer valid for time interval [0, T ε
−2].
For periodic problems, using formal Bloch waves techniques, a higher order effective model has been
derived in [48] capable of capturing the dispersive effects of the true wave over longer time intervals.
Based on this effective model, a generalization of the FD-HMM method (3.1.2) has been derived in
[23]. However, as the effective model derived in [48, 26] is ill-posed, the related numerical method
needs to be regularization. The whole numerical scheme is not trivial to analyze, and while in [10]
the flux error of the generalized FD-HMM scheme has been analyzed for one-dimensional periodic
problems, a full analysis of the numerical scheme is yet to be done. Recently another dispersive limit
has been derived in [39], again for periodic problems, in the form of a Boussinesq type equation and
the first rigorous error analysis for time intervals [0, T ε−2] for the error between uε and the solution
of the Boussinesq equation has been derived. Multi-dimensional problems have been analyzed in [19]
using Bloch waves techniques. The approach in [39] has been generalized in [7], where a whole family
of effective equations has been derived and rigorous error estimates of the corresponding solutions
towards the highly oscillatory wave uε have been established. Generalization for multi-dimensional
problems have appeared in [8]. A generalization of the FE-HMM, called FE-HMM-L valid over long-
time has been proposed in [4, 5]. In [7] a rigorous analysis of the FE-HMM-L has been given. In
the following we briefly describe various effective models valid over long-time intervals and discuss
corresponding numerical schemes.
3.2.1 A family of effective equations for the wave equation over long-time
Consider (1) with aε = a(x/ε) = a(y) is Y -periodic (Y is a unit cube, e.g., (0, 1)d). In this situation
the homogenized model is given according to (8) by
∂ttu0 + a
0
ij∂
2
iju0 = F, (39)
that we write here in a slightly different form using Einstein summation rule. The constant homog-
enized tensor a0 is given by (24) and the initial conditions for (39) are those given in (8). For time
intervals of length [0, T ε−1] it is still possible to show that [7]
‖uε − u0‖L∞(0,T ε−1;L2(Ω)) ≤ Cε, (40)
where C depends on T but not on ε. Hence the numerical methods described in Sections 3.1.1,3.1.2
are still a good approximation of uε in the L∞(L2). For example for the FE-HMM we obtain
‖uε − uH‖L∞(0,T ε−1;L2(Ω)) ≤ C
(
H l+1 +
(h
ε
)2q)
, (41)
where for periodic problem, the modeling error error in (31) vanishes if one uses periodic FE spaces
for the micro solver with an integer number of oscillatory periods in each direction of the sampling
domains. The model (39) however does not longer capture effective behavior of the true oscillatory
wave uε for time intervals [0, T ε
−2] [48, 26]. In turn, an estimate such as (40) is no longer valid.
Building on [39, 19] and following [8] we consider for a domain Ω that is a union of cells of volume
εd|Y | the following effective equation
∂ttu˜− a0ij∂2ij u˜+ ε2
(
a2ijkl∂
4
ijklu˜− b0ij∂2ij∂ttu˜
)
= F, (42)
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such that x 7→ u˜(t, x) is Ω-periodic with initial conditions given in (8). Notice that this is an effective
model for the equation (1) with periodic boundary conditions on Ω. We also note that most of the
results below are valid on arbitrary large domain Ω with appropriate changes [7, 19]. Indeed two
related model for wave propagation over long-time can be considered: in the first model the wave
propagates on long-time interval through a large spatial domain without hitting its boundary, in the
second model, the spatial domain is O(1) and the wave enters and leaves many times the domain
thanks to the periodic boundary conditions. One crucial difference in the analysis is that in the
former case, one needs to control the Poincare´ inequality arising from the large diameter of Ω. This
can be done by choosing an appropriate weak norm in space. We refer to [7, 19] for details. In the
above approximation, the coefficients a0ij are the homogenized coefficients that appear in (39). The
coefficients b0ij are the entries of a matrix b
0 ∈ Ten2(Rd), while the coefficients a2ijkl are the entries of
a tensor of order four a2 ∈ Ten4(Rd), where Tenn(Rd) is the space of tensors of order n in Rd. We
also denote by Symn(Rd) the subspace of Tenn(Rd) of symmetric tensors. If we assume that
b0 ∈ Sym2(Rd), b0η · η ≥ 0 ∀η ∈ Rd; a2ijkl = a2lkji, a2(ηηT ) : (ηηT ) ≥ 0 ∀η ∈ Rd, (43)
then (recall that a0 is elliptic and bounded) the problem (42) is well posed (see [8]). The approximation
property of a solution to (42) is summarized in the following theorem proved in [8]. Recall that χi is
a solution to Problem (25). To analyze the solution to (42) over long-time intervals, further families
of cell-problems need to be considered. First define a so-called adaptation operator of the form
Bεu˜(t, x) = u˜(t, x)+ εχi(y)∂iu˜(t, x) + ε2θij(y)∂2ij u˜(t, x) + . . . , (44)
where we note that an expansion of up to order four in ε is needed, that we skip here for simplic-
ity. Plugging this approximation into (42) and separating the different powers of ε allows to define
appropriate equations for χi, θij . First we see that χi, for i = 1, . . . , d, is a solution to Problem (25)
(order ε−1), second at order ε0 we obtain that θij , for i, j = 1, . . . d, are solutions of∫
Y
a(x, y)∇θj(y) · ∇w(y)dy = Gij(w) ∀w ∈ H1per(Y ), (45)
where Gij(w) = S
2
ij
{ − (a(x, ·)eiχj ,∇w)L2(Y ) + (a(x, ·)(∇χj + ej) − a0(x)ej , eiw)L2(Y )} and Snij(·)
denotes the symmetrization operator of a given tensor. Continuing this procedure up to order ε2
leads to the following conditions on the tensors b0 and a2 that guarantee an accurate approximation
of the solution of (1) by the solution of (42) over long-time. We summarize results obtained in [7, 8] .
Theorem 3.4. Under appropriate regularity assumptions on the data aε, g1, g2 and if b
0 and a2 satisfy
the relation
S4ijkl
{
a2ijkl − a0ijb0kl
}
= S4ijkl
{〈
ajkχlχi
〉
Y
− 〈a∇θji · ∇θkl〉Y − a0jk〈χlχi〉Y }, (46)
where χl is any solution of (25) and θkl is any corresponding solution of (45). Then, the following
error estimate holds
‖uε − u˜‖L∞(0,T ε−2;L2(Ω)) ≤ Cε (47)
where C = C(T ) is independent of ε.
For one-dimensional problems, among the class of effective equations, there is a very simple
representative that reads [39, 7]
∂ttu˜− a0∂xxu˜− ε2b0∂ttxxu˜ = F, (48)
where b0 = 1|Y |
∫
Y χ
2dy and χ is the solution of the cell problem (25).
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3.2.2 Numerical homogenization methods for the wave equations over long-time
We start by describing the generalization of the FE-HMM introduced in [4, 5]. Recall that the
FE-HMM is given by (26). Next we replace the L2 scalar product (∂ttu
H , vH) with (∂ttu
H , vH)Q
where
(uH , vH)Q := (uH , wH) +
∑
K∈TH
|K|
|Kδ|
∫
Kδ
(uhK − vH)(vhK − vH)dx,
where uhK (respectively v
h
K) are the micro functions already used in (27). The FE-HMM-L method is
then defined by: find uH : [0, T ε
−2]→ VH such that
(∂ttuH , vH)Q +BH(uH , vH) = (F, vH) ∀vH ∈ VH . (49)
We observe that the cost of this method is similar to the original FE-HMM as the modification of
the L2 scalar product relies on micro functions that need anyway to be computed to assmble BH(·, ·).
As for the FE-HMM we can replace BH(·, ·) by the more general bilinear form (29) and likewise
(uH , vH)Q can be replaced by
(uH , vH)Q = (uH , wH) +
∑
K∈TH
J∑
j=1
ωKj
|Kδj |
∫
Kδj
(uhKj − uH,lin))(vhKj − vH,lin))dx.
For one-dimensional problems, an error analysis over long-time of the FE-HMM-L has been given in
[7]. Under suitable regularity assumptions it has been shown that
‖uε − uH‖L∞(0,ε−2T ;L2(Ω)) ≤ C
(
+
(
h/ε2
)2
+H`+1/ε2 +H`/ε
)
(50)
where C is independent of ε. In fact it can be seen that for one-dimensional problems, the FE-HMM-L
approximates the effective equation (48). We emphasize that in sharp contrast with the full fine-scale
approximation with error estimate (7), we can take higher order FEs for the FE-HMM-L and do not
require that H < ε, while higher order FEs in (7) would result in additional negative power of ε as
discussed in the introduction. Furthermore even in the regime H < ε the computational cost of the
FE-HMM-L is much smaller than the cost of applying a classical FEM applied to (1) as described
below. For multi-dimensional problems, however, the fourth order term in the effective equation
(42) does not vanish and the FE-HMM-L cannot approximate the full effective equation. In [8], an
efficient numerical algorithm to approximate the effective coefficients in (42) based on the solution
of d +
(
d+1
2
)
cell problems is given. The resolution of the effective equation relies on a fast Fourier
transform algorithm.
A generalization of the FD-HMM proposed in [22] has also been derived in order to capture long-
time dispersive effects [23, 10]. This method has only been investigated for one-dimensional problems
and we briefly describe the method for this case. Similarly to (33) we assume F = 0 and consider a
FD macroscopic flux formulation for the evaluation of U = {Ui} that reads
d2
dt2
Ui =
1
24H
(JHi−3/2 − 27JHi−1/2 + 27JHi+1/2 − JHi+3/2). (51)
For a given smooth function, the finite difference approximation based on the above scheme ensure
the fourth order approximation of its derivative. The evaluation of JHi±3/2, J
H
i±1/2 relies on micro
problems similar to (35) but with higher order initial value, i.e., umic(x, 0) = q(x), where q(x) is a
cubic polynomial obtained by interpolating the current macroscopic solution at four points around
the micro sampling domains. Some care is required to define the actual q(x) used for computation as
it is based on a subtle post-processing of the actual cubic interpolation polynomial [23, 10]. Finally,
the actual computation of JHi±3/2, J
H
i±1/2 is again based on a weighted average of a
ε∇umic over the
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domains Kδ(xi± 1
2
)×[0, τ ]. A more accurate procedure as for short-time approximation is also required
for this averaging procedure. At a given point x, the computed flux JHx flux is shown to approximate
the flux
Fˆ = a0∂xuˆ+ ε
2b0∂xxxuˆ
that is the flux of the ill-posed effective equation derived in [48] that reads for F = 0 (compare with
(48))
∂ttuˆ− a0∂xxuˆ− ε2b0∂xxxxuˆ = 0. (52)
Finally, we discuss the computational complexity of the FE-HMM-L for one-dimensional problems, as
this is the only method for which an a priori error analysis is available that in turn gives an estimate
on the size of the spatial mesh size needed for long-time integration. In view of the estimate (41) for
` = 1 the size of the linear system to be solved per time-step ∆t is N = ε−1. The CFL constraint reads
here ∆t ' ε. This is significantly less expensive than the cost per time step over long-time intervals
by a classical FE solver, for which N = ε−3 and the CFL constrain reads ∆t ' ε3. Furthermore, for
the FE-HMM-L higher order macro solvers can be used and hence H can be chosen larger than ε
(see the error estimate (50)). Here again, as for the FE-HMM, the solution of the micro problems is
a one shot oﬄine cost that is negligible in view of the macroscopic cost for each time step ∆t over a
long-time time interval [0, T ε−2]. In contrast, higher order FEM for a direct fine scale solver applied
to (1) does not improve the time cost as already discussed in Section 1.
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