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We discuss quantum annealing of the two-dimensional transverse-field Ising model on a D-Wave
device, encoded on L × L lattices with L ≤ 32. Analyzing the residual energy and deviation from
maximal magnetization in the final classical state, we find an optimal L dependent annealing rate v
for which the two quantities are minimized. The results are well described by a phenomenological
model with two powers of v and L-dependent prefactors to describe the competing effects of reduced
quantum fluctuations (for which we see evidence of the Kibble-Zurek mechanism) and increasing
noise impact when v is lowered. The same scaling form also describes results of numerical solutions
of a transverse-field Ising model with the spins coupled to noise sources. We explain why the optimal
annealing time is much longer than the coherence time of the individual qubits.
The prospect of simulating theoretical quantum many-
body Hamiltonians with controllable engineered systems
is now an important motivation for atomic and quan-
tum device physics [1–3]. Systems explored for creat-
ing such “synthetic quantum matter” include ultracold
gases [4–9], photonic devices [10–14], polaritons [15], and
trapped ions [16–22]. Another emerging simulation plat-
form is large arrays of superconducting qubits [23–29],
which were originally envisioned in the context of quan-
tum annealing (QA) as efficient solvers of classical op-
timization problems mapped to Ising like Hamiltonians
[30–43]. To reach the classical ground state (the prob-
lem solution) in a QA process, strong quantum fluctua-
tions are initially induced by applying a transverse field,
which is quasi-adiabatically reduced to zero. QA devices
operating according to this principle have entered indus-
trial production and applications beyond the academic
setting [23], motivated by the hope of more efficient so-
lutions of NP-hard problems [33, 44] and, more recently,
quantum enhanced machine learning [45, 46]. It is still
unclear what systems (classes of optimization problems)
are amenable to significant speedup, and to what extent
QA can be realized in actual devices [41, 47–55].
While the question of quantum speedups is essential,
the potential of using QA devices as generic quantum
many-body emulators motivates a broader range of inves-
tigations into the devices and how they can be exploited
for probing various quantum phenomena. As an example,
recently a QA device produced by D-Wave Systems was
used in an impressive study of a quantum phase transi-
tion of a quantum spin glass [29]. An important question
in applications of QA devices, for optimization or quan-
tum simulation, is whether the desired adiabatic evolu-
tion is sufficiently realized in the presence of noise (the
environment) and finite annealing time. This question
motivates studies of the dependence of measured proper-
ties on the annealing time [27, 57–59], which also impacts
the effects of noise. For this purpose, it may be particu-
larly fruitful to implement simple, uniform model Hamil-
tonians to avoid distractions of not fully understood ran-
dom couplings [60]. Such a study was already carried
out with the one-dimensional transverse-field Ising model
(TFIM) coded on a D-Wave device [59], but the results
did not exhibit any obvious scaling behavior.
In this Letter, we report success of a scaling approach
for a two-dimensional (2D) Ising model, with data gen-
erated on the D-Wave DW_2000Q_2_1 solver (DWQ) [23].
We observe how the improved adiabaticity with lowered
FIG. 1. Illustration of the DWQ Chimera graph and the
embedding of our target open square Ising lattice (upper left
corner shown). The red links show how the physical qubits
are coupled with JHC to create the logical qubits of the target
model. The solid and dashed lines correspond to the active
and inactive couplings, respectively. The embedding requires
two types of Chimera patterns that tile the plane like a chess
board. See SM for details [56].
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2annealing rate competes with diabatic noise mechanisms
causing opposite effects, leading to the existence of an
optimal annealing rate. We introduce a unified scaling
ansatz which can account phenomenologically for both
mechanisms in the DWQ and also describes numerical re-
sults for QA of a model Hamiltonian with external noise.
Model Embedding.—The DWQ device emulates the
TFIM with an array of superconducting loops which
form qubits corresponding to spin-1/2 operators σi (Pauli
matrices). The “Chimera” interaction graph is made
out of cells of eight qubits, each connected to six other
qubits (five on the graph boundary) and a longitudi-
nal field hi, thus realizing an Ising Hamiltonian of the
form Hclass =
∑
〈ij〉 Jijσ
z
i σ
z
j +
∑
i hiσ
z
i . Here Jij and hi
are dimensionless couplings with values in [−1, 1]. All
qubits are coupled to a transverse field, which along with
the overall interaction strength is varied through a time-
dependent parameter s(t) ∈ [0, 1] for a total Hamiltonian
HTFIM = A(s)
∑
i
σxi +B(s)Hclass. (1)
A(s) and B(s) are smooth non-linear functions of s [24,
27, 29] such that B(0) = 0 initially and A(1) = 0 at the
end of the QA process. Within these bounds there is
some flexibility in s(t). The total annealing time can be
varied from microseconds to milliseconds.
For geometries that do not fit on the Chimera graph,
logical qubits can be created by coupling two or more
physical qubits together with a “high-cost” coupling [61],
−JHC = 1, to keep their values mostly the same. The
logical qubits can then be coupled in more complicated
geometries [29, 53, 59]. Here we realize L × L open-
boundary lattices (tiles) by using logical qubits con-
structed from two physical qubits; see Fig. 1 and Supple-
mental Material (SM) [56]. Our target model has equal
nearest-neighbor ferromagnetic couplings Jij = −JIsing
and hi = 0. The DWQ has 2048 qubits, and the maxi-
mum lattice size for our target model is hence 32 × 32.
Smaller tiles are implemented by appropriately zeroing
some couplings, and for L ≤ 16 we can study several
tiles in parallel. The device typically has some nonfunc-
tioning qubits, and we treat all logical qubits affected by
defects as vacancies, completely isolating them by zero-
ing coupling. The number of vacancies is typically at
most a few percent, and tiles with an excessive number
of vacancies are not included in the analysis.
In the following, we use the maximum high-cost cou-
pling in units of frequency, J0 = B(1)JHC/~ ≈ 2 GHz
[61], to set the time units in all our plots. Our aim is
to study the final-state excitation energy and magnetiza-
tion as functions of the annealing time T . To this end,
we chose the simplest possible protocol—a linear ramp
with s(t) = t/T = vtJ0, where we have defined the di-
mensionless velocity v = 1/(TJ0).
Phase transition and bath effects.—The 2D TFIM with
Ising coupling J and field hx undergoes a phase transition
between ferromagnetic and paramagnetic ground states
at hx/J ≈ 3.04. Thus, in the DWQ embedded model we
expect a phase transition for some value of s that also
depends on A(s) and B(s) in Eq. (1). The system will
traverse the quantum critical point on its way to the fi-
nal ordered ferromagnetic classical state, and this point,
where the excitation gap has a size-dependent minimum,
is the bottleneck for the system to remain in the instan-
taneous ground state during the entire QA process.
Both classical (stochastic dynamics) and quantum
(Hamiltonian dynamics) systems exhibit dynamic scal-
ing in the velocity by which a parameter changes when
passing through a critical point sufficiently slowly. In the
neighborhood of the phase transition the exponents are
predicted by the Kibble-Zurek mechanism (KZM) [62–64]
and its generalization as an out-of-equilibrium finite-size
scaling (FSS) ansatz [60, 65–71]. As an example, the
residual Ising energy, defined as ∆E = Hclass−EI, where
EI is the Ising energy in the instantaneous ground state,
scales as ∆E ∼ ξ−dKZ ∼ Ldvνd/(1+νz), where ξKZ is the
freeze-out length [62–64] and the form depending on L
and v is obtained from the KZM FSS hypothesis (in d
dimensions with correlation-length exponent ν and dy-
namic exponent z) when ξKZ → L as v → 0. However, in
the long-time limit it has been argued that the Landau-
Zener mechanism (LZM) applies, where adiabatic evolu-
tion is only controlled by the minimum gap ∆L ∼ L−z,
giving ∆E ∼ Ldv1/2z [36, 39, 40, 42, 43, 62]. Other types
of dynamics, e.g., quantum coarsening, may also play a
role in the long-time limit [72, 73].
The KZM and LZM assume an isolated system, but in
a device there is always some coupling to a bath or other
sources of noise. Works on QA in open quantum systems
have discussed decoherence due to defects produced by
the environment at a rate determined by the tempera-
ture and the couplings to the system [74–76]. If the bath
induced defect density remains low throughout the QA
process, there may still be a regime where the scaling
depends on the critical point as in the KZM or LZM.
However, in some cases the bath can lead to new power
laws [77] or destruction of the critical point [78, 79]. De-
coherence can also some times assist the QA process in
approaching the classical ground state [57, 80–82]. Given
the desire to better understand and characterize the QA
process, we will present a systematic FSS analysis of an-
nealing data obtained with the DWQ device.
Results.—We investigate the excess energy ∆E and the
deviation of the magnetization from its maximal (abso-
lute) value N (the number of qubits), ∆M = N−|
∑
i σ
z
i |.
We saw no significant difference between observables cal-
culated from the logical qubits versus the physical qubits,
reflecting the rarity of violations of the JHC constraint.
Here we present results for the physical qubits on the
Chimera graph. In the DWQ device a projective mea-
surement is performed at the end of each annealing run,
returning a product state in the σz basis. We repeat the
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FIG. 2. Mean values of the excess energy (a) and the magneti-
zation deficit (b) for different lattice sizes after DWQ anneal-
ing runs with JHC set to the maximum possible value [61] and
JIsing = 0.5JHC. Each point was calculated using averages of
at least 2 × 104 independent measurements. The curves are
fits to Eq. (2). The case L = 12 was not studied.
annealing protocol at least 2 × 104 times (over multiple
days) and average over the final configurations.
In Fig. 2 we show results from the DWQ with JIsing =
0.5 (see SM [56] for the motivations for this choice) and
lattice sizes up to L = 20. We have carried out runs
up to L = 32 (see SM [56]), but we excluded the larger
systems here because of large statistical fluctuations and
no distinct minimums in the accessible velocity window.
For the smallest systems, in Fig. 2 we see that the ex-
cess energy and magnetization deficit are already close
to their smallest attainable values at the highest v, and
upon reducing v both quantities increase. Clearer min-
imums (optimal velocities) form as the system size in-
creases, and the minimums shift to lower velocities. We
find power laws emerging on both sides of the minimums.
The existence of an optimal annealing rate is consistent
with general expectations for QA in a system coupled
to a heat bath or noise [74–76, 83–85], provided that the
temperature or noise strength is not too high [86]. To our
knowledge, the size dependence has not been discussed
extensively.
A candidate for a phenomenological model to fit the
data is simply a sum of two power laws:
f(v) = aLv
α + bLv
−β , (2)
and aL, bL, α, and β positive parameters (different for
f = ∆E and f = ∆M ). The first term accounts for
the defect production from non-adiabatic QA (which de-
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FIG. 3. Scaling collapse of the data from Fig. 2. The curves
represent fits to Eq. (3) for L = 10-20, giving the exponents
α and β for the two quantities shown in the respective panels.
creases as v decreases), while the second term is the con-
tribution of defects from the bath (which should increase
as v decreases [76]). As shown in Fig. 2, the form in-
deed fits all the data. For the larger systems aL scales
as L2 for both the energy and the magnetization (see
SM [56]), which is consistent with both the KZM and
LZM (extensive defect production). The prefactor bL of
the bath term is almost independent of L (as seen in the
low-v data in Fig. 2 and further analysis in SM [56]),
where one might instead have expected an extensive con-
tribution. This behavior may be an indication of highly
non-uniform noise (see discussion in SM [56]) and calls
for further investigations of the couplings of the DWQ
qubits to the environment.
Even without detailed understanding of the noise, our
proposed form (2) provides a way to quantify the compe-
tition between adiabatic and diabatic mechanisms. The
optimal values fmin(L) for both the energy and the mag-
netization (fmin = ∆E,min or fmin = ∆M,min) and the
corresponding velocities vmin(L) can be used to define
rescaled velocities and observables,
u ≡ v
vmin
, g(u) ≡ f(uvmin)
fmin
=
βuα + αu−β
α+ β
, (3)
where the last form follows from Eq. (2); note the absence
of the factors aL and bL. In Fig. 3 we show the rescaled
data along with fits to Eq. (3). The resulting exponents
α and β are displayed in Fig. 3. The QA exponents αE
and αM agree remarkably well with the Ising KZM forms;
∆E ∼ v2ν/(1+ν) ∼ v0.77 and ∆M ∼ v(2ν+β)/(1+ν) ∼ v0.97
[60, 65–71] (d = 2, z = 1, ν ≈ 0.630, β ≈ 0.326). The
4LZM energy is ∆E ∼ v1/2 (and we do not know the LZM
form of ∆M ). The fact that we see KZM scaling indicates
that the accessible annealing times, before the cross-over
to the noise regime, are still not in the long-time limit
where other mechanisms [72, 73] may take over.
Modeling the Bath.—To understand the diabatic ef-
fects responsible for the second term in Eq. (2), we use
a simple model of decoherence; the TFIM with a noisy
transverse field (similar to Refs. [74, 75, 87]). Such calcu-
lations for 2D models are limited to very small systems,
and we here use a 1D model in order to reliably test the
proposed generic scaling forms in Eqs. (2) and (3).
The Hamiltonian consists of coherent and noisy parts;
H(t) = H0(t) + Vnoise(t), where
H0(t) = −
(
t
T
)2 L−1∑
i=1
σzi σ
z
i+1 −
(
1− t
T
)2 L∑
i=1
σxi . (4)
Here T is the annealing time and the time dependence
is similar to that in the DWQ. The noise couples to the
transverse field of each qubit with strength λ,
Vnoise(t) = λ
∑
i
ηi(t)σ
x
i , (5)
where ηi(t) are classical fields representing the interac-
tion with the environment [75]. Experiments run on
the DWQ have found that the Ising interactions Jij ex-
hibit noise with an approximate 1/ωp spectrum with
0.75 . p . 1 [25, 61]. The physics is not significantly
different when the noise is instead added to the trans-
verse field [75], as we do here. The noise can be sum-
marized with the following temporal and spatial corre-
lations: 〈ηi(t)ηj(t′)〉 = δijC(t − t′), with C(t − t′) the
autocorrelation function for the noise. We normalize the
noise such that the standard deviation is set to unity and
approximate ηi(t) as a sum over 10
3 cosines with frequen-
cies sampled (see details in SM [56]) from a power-law
spectrum S(ω) with a cutoff scale ω0;
S(ω) =
(ω/ω0)
−pe−ω/ω0
ω0Γ(1− p) . (6)
We set ω0 = 1 (given in the natural units of H0), the
exponent to p = 0.75, and noise coupling λ = 0.01.
The simulation starts with the system in the ground
state at t = 0, and the evolution with the Schro¨dinger
equation is performed by a Jordan-Wigner transforma-
tion to fermions and solving the Bogoliubov-de Gennes
equations [42, 74]. To calculate the expectation value
of the energy from the density matrix, we perform many
runs with different noise realizations and average over the
expectation values calculated with the pure state at the
end of the run. We did not compute ∆M , which would
be more time consuming.
Figure 4 shows results for various chain lengths. The
excess energy first decreases when v is lowered but in-
creases as v → 0, similar to the DWQ (Fig. 2). The inset
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FIG. 4. Mean residual energy of the 1D TFIM at the end
of QA simulations with noise described by Eq. (5) and pa-
rameters given in the text. The inset shows the data rescaled
according to Eq. (3). A fit gives the exponents shown in the
plot; the L = 512 form is shown as the dashed curve.
shows data collapse with the same kind of rescaling as
with the DWQ data in Fig. 3. The prefactors aL and
bL are both ∝ L (see SM [56]), i.e., the noise effects are
extensive in this case. The KZM and LZM exponents are
identical for this system, α = 1/2, and aL ∝ L, and these
power laws agree with the observations. At high v, where
the system cannot evolve significantly, the rescaled data
approach a constant, corresponding to the properties of
the initial state. Interestingly, in the DWQ data (Fig. 3)
we also observe similar deviations from the power law at
the highest velocities, but there the values are still quite
far from (about an order of magnitude) those of the ideal
fully x polarized initial state.
Discussion.—We have shown that QA in the DWQ
and a prototypical model system both produce results
captured by a simple scaling form, Eq. (2), with two
power laws describing the competition between quasi-
adiabatic annealing and diabatic effects of a bath. The
size-dependent prefactors indicate whether defect pro-
duction by the two sources is extensive or not, and the
powers of the velocity contain information on the exci-
tation mechanisms at play. Our model system exhibits
extensive defect production, as expected, and the veloc-
ity scaling in the annealing regime is consistent with the
KZM and LZM (which have the same exponents in the
case of the 1D TFIM). In the DWQ, the velocity scal-
ing is better described by the KZM than the LZM. The
bath effects are subextensive, which may indicate highly
non-uniform effects of the bath [56].
An important point to note is that the optimal anneal-
ing time, in the DWQ and in the model, is much longer
than the coherence time of an individual qubit. As we
discuss further in SM [56], correlations among the qubits
lessen the impact of noise and lead to a longer collective
time scale of domain ordering. The optimal annealing
5time should not be seen as a purely quantum mechanical
coherence time, but reflects a fascinating interplay be-
tween quantum dynamics and stochastic processes that
deserves further study.
Our scaling ansatz should be useful as a generic tool
for quantifying QA in the presence of noise sources and
baths. In future experiments with QA devices, it would
be interesting to regulate the coupling to the environment
in some way, e.g., by changing the temperature of the
system or by introducing additional sources of noise. It
will also be useful to implement other uniform and non-
uniform Hamiltonians.
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In Sec. 1 we provide further details on how the 2D Ising lattice is embedded within the Chimera graph of the DWQ
and also discuss the choice of coupling strengths. In Sec. 2 we present the data for larger tile sizes than those discussed
in the main paper and analyze the size dependence of the prefactors of the velocity powers in the QA-bath scaling
ansatz, Eq. (2). In Sec. 3 we provide QA results for the 1D TFIM with a noise source coupled to a single spin,
complementing the results for the model with noise sources at all spins in the main text. In Sec. 4 we discuss the
coherence time of the noisy spins in the model and contrast that with the optimal annealing time in the QA process
in the presence of a bath. Details of the generation of the noise signal in the TFIM calculations are provided in Sec. 5.
1. Embedding of the Ising square lattice on the D-wave Quantum Processing Unit
We devised an embedding scheme for a square lattice with nearest-neighbor Ising couplings and open boundary
conditions To do this, we identify pairs of physical qubits in each 8-qubit Chimera cell of the D-wave Quantum
Processing Unit (QPU) with a single logical qubit on the square lattice. Using the intra-cell couplings, we strongly
couple each of the pairs of physical qubits (labeled 1-8 in the two upper cells in Fig. S1) with the maximum allowed
(ferromagnetic) strength −JHC = 1, and B(1)JHC/~ = 2 GHz in frequency units, to force these qubits to have the
same value. In the discussion we normalize the unit of time such that B(1)JHC/~ = 1. The remaining intra-cell
couplings are used to couple the logical qubits together with their nearest neighbors via the Ising interaction −JIsing
with 0 < JIsing < 1. Thus, we can tile the entire Chimera graph of the DWQ by selective activation of the inter-cell
couplings, setting the unused couplings to zero. For this embedding to work, we have to implement two different
arrangements of the couplings in the Chimera cells, A and B type. We set them in an alternating pattern across the
lattice; see Fig. S1 (an extended version of Fig. 1 of the main paper). The resulting square lattice has 32× 32 sites,
but, by zeroing appropriate inter-tile couplings, we can simulate also smaller tiles of size L × L, and for L ≤ 16 we
can obtain more than one independent tile (assuming the unused couplings really are zero).
FIG. S1. Schematic representing the Chimera geometry and the embedding of our target square lattice with open boundaries
(upper left corner shown); an extended version of Fig. 1 in the main paper.
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FIG. S2. Results from the DWQ device for all system sizes considered. Panel (a) shows the mean excess energy defined as
the expectation value of the classical Hamiltonian over one tile at the end of the annealing minus the energy in the perfectly
ordered ground state. Panel (b) shows the sampled average absolute value of the magnetization relative to the extreme values
±|N | of a tile. We have removed contributions from the reported broken qubits (nonfunctional qubits or links in the Chimera
geometry) for both quantities. Each point was calculated using averages of at least 2× 104 independent annealing runs.
In theory we would like to have JIsing  JHC; however, for the data we present, we have chosen JIsing = 0.5. The
first reason for this choice is imperfections in the couplings in the QPU. The typical deviation from the desired coded
value is on the order of 0.01, which sets a lower bound on how small the couplings can be without becoming too
randomized. Note that the value of JIsing also sets the effective scale of the minimum and maximum annealing times,
i.e., in the case of an ideal isolated quantum system the longest allowed QA process would be more adiabatic for
larger JIsing. This is another reason for not setting JIsing too small. We did the majority of the runs with JIsing = 0.5,
after experimentation to obtain the clearest minimums in the observables investigated.
The DWQ QPU performs the annealing run by quasi-adiabatically turning the transverse field to zero and, simulta-
neously, the Ising couplings to maximum strength. At the end of the annealing run the machine performs a projective
measurement in the σz basis. We can therefore measure the Ising energy and the z magnetization. The measurement
returns a product state over the entire QPU lattice, but for system sizes L ≤ 16 the logical system comprises multiple
tiles in a single configuration. Our working assumption is that each of these tiles is independent of one another,
and so when we average the configurations we treat each tile as an independent measurement of the system of the
programmed size L× L. We performed on the order of 2× 104 runs per system size, but for the smaller systems the
effective number of samples is multiplied by the number of tiles. The error bars in Fig. S2 represent one standard
deviation of the mean values. They are computed by data binning in the way done in Monte Carlo simulations, so
that near-normal distributions are obtained.
As mentioned already, there are systematic errors in the couplings. The couplings on the boundaries between the
tiles are normally distributed with a standard deviation 0.01. These couplings are very small compared to the Ising
couplings, and we judge that they do not significantly influence (correlate) the different tiles. This assumption is also
supported by the fact that data for single-tile system sizes, L > 16, collapse onto the data sets for multiple-tile sizes
L ≤ 16 in our analysis.
Another issue we face is that some of the couplings and qubits on the QPU might not be operational. We take the
inactive qubits (which are reported by the device) into account by treating them as non-magnetic impurities in the
Ising lattice, i.e., for all logical spins containing a broken physical qubit or bond, we set all the couplings to that logical
qubit to zero and do not include such vacancy spins when computing the energy and magnetization. In the device
we used, these defects were spread out, and so each tile had a very low density of defects (at most a few percent, and
the rare cases with more defects were discarded when computing averages).
2. Additional finite-size scaling results
Figure S2 shows all of our energy and magnetization results, including the data shown in Fig. 2 in the main paper
and also additional L = 26 and L = 32 results not shown there. As mentioned, for those largest system sizes the
fluctuations are larger, and, for unknown reasons, the error bars for L = 32 are clearly underestimated. The large
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FIG. S3. The size-dependent factors a(L) [panel (a)] and b(L) [panel (b)] vs L from fits of the DWQ data with Eq. (S1), shown
on log-log scales. The blue and orange symbols represent, respectively, the values from the energy and the magnetization. The
solid lines in (a) represent best-fit power laws aE(L) ∼ LγE and aM (L) ∼ LγM for system sizes 14 through 32. For the energy,
the exponent is γE = 2.3± 0.6 while for the magnetization γM = 2.1± 0.4. In (b), we did not perform any fits but both data
sets are observed to be almost size independent, i.e., bE(L) ∼ LµE and bM (L) ∼ LµM with exponents µE , µM ≈ 0.
fluctuations for some velocity values in this case, beyond what is expected given the size of the error bars, may indicate
some anomalous time dependence of the couplings or local fields, but under such a scenario it is not clear why similar
effects are not present in the smaller tiles. It is possible that the L = 18−26 tiles do not cover the putative anomalous
region, and for the smaller sizes, where there are multiple tiles present, none or only one of the tiles may be affected.
In any case, also the L = 32 results do show the same trends as the other data sets.
As discussed in the main text, we fit the data with a model that phenomenologically describes the effects of defects
generated by the annealing process as a sum of two power-laws, Eq. (2), with one term representing the excitations
due to the QA at finite velocity while the other term captures the effects of defects produced by the couplings to the
bath (which may have multiple components). We repeat the form here for convenience;
f = a(L)vα + b(L)v−β , (S1)
with f = ∆E or f = ∆M and different parameters for the two cases. The size independent exponents α and β
for both the energy and magnetization were extracted in the main paper in the way illustrated in Fig. 3. Here we
discuss the scaling of the size dependent prefactors af (L) and bf (L), f = E,M , testing power laws; af (L) ∼ Lγf and
bf (L) ∼ Lµf . For both the energy and the magnetization, the values of a(L) obtained from fitting the data in Fig. S2
to the form in Eq. (S1) have large variations versus the system size and large error bars. However for tile sizes L > 10
we find that the coefficients af (L) for both quantities indeed scale as approximately L
2, i.e., extensively, as shown
Fig. S3(a). Here we have used also the data for L = 26 and L = 32, and for reasons discussed above the error bar for
L = 32 is likely underestimated.
In (b) we show the results for the coefficients b(L) arising from the bath contributions. The simplest expectation
here is that also these contributions should be extensive, scaling as L2 as was found for a(L) above. However, instead
we find essentially size independent behaviors for both quantities. Here we have not included the L = 26 and L = 32
data, because the uncertainties of the bath terms are too large when no clear minimums can be discerned for these
system sizes (see Fig. S2).
3. Subextensive noise effect in the low-velocity regime
In the main text and the further analysis above in Sec. 2, we inferred that the defect production in the low-v
annealing regime of the DWQ showed a very weak dependence on the system size. In contrast, the defect production
in the 1D TFIM with each spin coupled to a noise source, Eq. (5), showed a much stronger size dependence, as
reflected in the results for the excess energy in Fig. 4. In Fig. S4(a) we scale the same TFIM data as in Fig. 4 in a
slightly different way, just dividing ∆E by L to demonstrate the expected extensive behavior in the whole velocity
regime (for sufficiently large system sizes). The extensive defect production by the model bath is clearly due to the
fact that each spin is coupled to an independent noise source. Conversely, the apparently subextensive defect density
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FIG. S4. (a) The TFIM data from Fig. 4 in the main paper with the energy rescaled by 1/L, to demonstrate the extensive
property over the entire velocity range for large system sizes. (b) Results for the TFIM with local (single-source) bath coupling,
Eq. (S2), with the inset showing the same scaling analysis as in Fig. 4 in the main text. The procedure gave the exponents αE
and βE displayed inside the graph. The dotted curve shows the fit to Eq. (S1) for the largest system size (L = 512). The data
sets for the different system sizes in (a) and (b) are color coded in the same way according to the legends in (a).
in the low-v regime in the DWQ (as reflected by the size independence in the low-v regime in Fig. 2) points to some
kind of highly non-uniform effect of the environment, with the noise level (or the impact of the noise) being much
higher on a small number of qubits.
While there may be several sources of noise in the DWQ and a detailed understanding of a potential non-uniformity
is lacking, there are some natural candidates: 1) Qubits at corners (and to a lesser extent elsewhere on edges) of the
logical Ising lattice could be more susceptible to noise, 2) Likewise, corners and edges of the physical Chimera graph
may be more susceptible, and 3) qubits close to defective links or qubits may be more noisy. The corners could clearly
give a non-extensive, size-independent effect. Since the defects are sparse and not distributed uniformly, they may
also effectively give rise subextensive contributions.
We would like to test whether having a non-extensive number of decoherent qubits is sufficient to reproduce the
results we observe on the DWQ. We can accomplish this in an extreme way in the 1D TFIM by coupling the system
to a noise source at only one part of the chain, here the qubit at one of the edges;
Vnoise(t) = λη1(t)σx1 . (S2)
We perform the same analysis as in Fig. 4 in the main text for this new model and present the results in Fig. S4(b).
Visually the results in the range over which we see minimums in ∆E are qualitatively similar to the results from the
DWQ device (Fig. 2), however the power-law exponent β describing the velocity dependence when the data are scaled
according to Eqs. (2) and (3) [shown in the inset of Fig. S4(b)] is still the same as in the model with noise sources
at all qubits (Fig. 4). The competition between the subextensive (size independent) defect production by the noise
and the extensive non-adiabatic QA defect production leads to the optimal annealing time shifting to lower velocities
with increasing system size, in a very similar manner as in the DWQ data in Fig. 2.
An interesting side note is that there is no clear theoretical argument as to why the defect production from the
bath in the DWQ behaves as ≈ √v (exponent β ≈ 0.5 in Fig. 3). Though we do not know the details of the sources of
decoherence in the DWQ device, we can get a hint of what might be happening by converting velocity into time, e.g.
1/
√
v ∼ √t. This power-law behavior is reminiscent of diffusion. One might speculate that this scaling would imply
that the energy absorbed by the corners (or defects) is moving into the bulk diffusively as opposed to ballistically,
which would have a natural scale t or 1/v. This is plausible, as we know that the clean 1D TFIM has ballistic heat
transport at low temperatures [88] and this would be a natural explanation for the exponent β ≈ 1 in our model
(likely β = 1 exactly). The heat transport properties of the 2D TFIM are largely unknown.
4. Coherence time of a single model qubit
In the main text we discussed how the optimal annealing rate is related to the interplay between the QA process
with the uniform transverse field and the effects of the couplings to the noisy environment. The optimal annealing
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FIG. S5. Purity, Tr{ρ2}, of a single qubit evolved after being prepared in the σz = 1 state initially. The spin is coupled to
noise and a magnetic field according to Eq. (S3); results for three different values of the field are shown. The arrows represent
the span of time used here to define the spin-relaxation time of the qubit with no external magnetic field. Here the time is
given in natural dimensionless units in the same way as discussed in the main text. Each curve was produced by evolving the
model over 103 independent realizations of noise.
rate vmin, defined by the minimums in ∆E or ∆M , was apparent in the data sets for both the DWQ device and the
TFIM. One might naively think that the corresponding time scale v−1min is of the same order of magnitude as the
coherence time of an individual qubit; however this is not necessarily the case as v−1min is a collective time scale. Here
we analyze the decoherence process and extract the coherence time of our model spins. We discuss why the collective
time scale in a many-body system can be much longer than the single-spin coherence time.
In our model, the noise describes an environment which is creating decoherence via spin flips. For this kind of bath
we can define a coherence time, Tr, for a single qubit as the time it takes for the purity of the density matrix to drop
from 1 to 3/4 (the minimum value being 1/2) after being prepared in an eigenstate of σz. Recall that the model of
the bath is calculated from an ensemble of pure states generated with a stochastic Schro¨dinger equation. For a given
noise realization the bath is included through an operator which has a stochastic coupling (given by a continuous but
highly fluctuating function). For a single qubit this operator would be Vnoise(t) = λη(t)σx, where η(t) is defined in
the same way as the main text (and how the noise is generated in practice is further discussed below in Sec. 5). We
will also consider the effect of adding a magnetic field,
H(t) = hzσz + λη(t)σx, (S3)
for reasons to be explained below.
Expectation values of observables are calculated as averages over the ensemble of pure states. In an alternate
formulation, we can calculate the density matrix of the qubit and take the average of the density matrices in each
noise realization [75]:
ρ(t) =
1
Nr
∑
r
|ψr(t)〉〈ψr(t)|, (S4)
where |ψr(t)〉 for given realization r is the state evolved with the noisy Hamiltonian and Nr is the number of realiza-
tions. Results for the purity, i.e., Tr{ρ2}, versus time are displayed in Fig. S5. The blue curve shows results for the
initial state evolved with just the bath, i.e. hz = 0 in Eq. (S3) (and the noise parameters are the same as used in all
other cases). In this case the coherence time Tr ≈ 55, which translates to a velocity v ≈ 0.02. This value is much
larger than any of the optimal annealing rates in both the single-spin bath coupling discussed in the previous section
and the model where all qubits are coupled to individual noise sources discussed in the main text. In the case of the
subextensive defect production by the bath (observed in the DWQ as well as in the model in Sec. 3), the effective
collective decoherence time scale even diverges.
An intuitive way to understand why there is a difference in time scales is to turn on the magnetic field in the
Hamiltonian, Eq. (S3), and again observe the purity versus time. Some results are shown as the green and orange
curve in Fig. S5. As the local magnetic field increases, the relaxation time Tr increases as well. This is not very
surprising, however it does suggest that the collective, apparent coherence time of the system of coupled qubits can
6be longer than that of a single qubit due to local, effective magnetic fields acting on each qubit due to the couplings
to neighboring qubits in which order has formed on some length scale.
Our model of decoherence used here is incomplete, in the sence that it only accounts for noise-induced spin flips
causing spin relaxation (the relaxation time normally called T1). It does not involve dephasing (quantified by T2). The
time scale reflected in the optimal annealing rate should also not be taken as a purely quantum mechanical coherence
time, but is more reflective of the inability of the statistical noise to destroy the classical correlated state emerging
at the latter stages of the open-system QA process. This intricate phenomenon, originating from a combination of
quantum dynamics and stochastic dynamics, deserves further study.
5. Generating the noise signals
In the noise terms of the 1D TFIM Hamiltonian in Eqs. (5) and (S2), as well as the single-spin model defined in
Eq. (S3), we model the signal η(t) at a given site (we here suppress the site index) as a sum of harmonic oscillators
at random frequencies and initial conditions:
η(t) =
1√
Nm
Nm∑
i=1
(
xi cos(ωit) + pi sin(ωit)
)
. (S5)
We choose xi and pi to be normally distributed with a mean of 0 and a standard deviation of 1. As xi and pi are
normally distributed, this implies that for any ωi and for all times t, η(t) is also normally distributed. The factor of
1/
√
Nm normalizes η so that it has a standard deviation of 1. The non-equal time correlation function averaged over
realizations of xi and pi, keeping ωi fixed, is given by:
〈η(t)η(t′)〉 = 1
Nm
∑
i
cos
(
ωi(t− t′)
)
. (S6)
Suppose that we choose ωi randomly from a distribution P (ω). Then, if we take the limit Nm → ∞, we can
approximate that sum with the integral over the distribution:
〈η(t)η(t′)〉 ≈
∫
dωP (ω) cos
(
ω(t− t′)) = Re(ϕP (t− t′)), (S7)
where ϕP (t) is the characteristic function of the probability distribution P (ω). In this way, we can reverse engineer
the unequal time correlation function to obtain the probability distribution for ω. The one issue with this approach
is that it is computationally expensive to evaluate this function in the limit Nm →∞, but this is a problem with all
methods of sampling a correlated noise signal. However, in the simulations we performed, we did not see any significant
quantitative difference in the scaling analysis when simulating the noise with 1000 modes versus 100 modes.
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