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RECONFIGURABLE CONTROL IN ELECTRIC 
UTILITY POWER PLANTS 
 
Khoa Dang Do, PhD 
The University of Texas at Austin, 2012 
 
Supervisor: Glenn Y. Masada 
In high-level automation industrial processes where maintenance or repair can not 
be carried out immediately, it is important to design autonomous controllers capable of 
maintaining the performance, reliability and safety of plants operating under sensor, 
actuator faults and failures, equipment fouling, feedstock variation. Advanced control 
strategies such as Active Fault Tolerant Control (AFTC) have been used to accommodate 
system failures automatically. This research presents an AFTC methodology using model 
predictive control (MPC) combined with a bank of Kalman Filters. This hybrid fault 
tolerant control system are testing in a linearized 14-order boiler-turbine unit to deal with 
sensor faults and actuator faults. When sensor fault occurs, the virtual sensor techniques, 
which uses both a bank of Kalman Filter and a reconfigured Kalman Filter is applied to 
estimate the plant state and corrupted sensor value. The reconfigured MPC controller, 
which has naturally ability in dealing with output and actuator constraints, is equipped 
with some advanced capabilities such as online parameter tuning mechanism, the stability 
improvement techniques, the feasibility improvement techniques and reference 





actuator faults, the MPC controller is restructured to deal with the faults better. The 
proposed fault tolerant control successfully recovers the system performance in the 
sensor fault cases and some of the actuator cases. In other fault cases, where the system 
performance recovery is impossible due to faults, the fault tolerant control degrades the 
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Autonomous controllers with adaptive control strategies are needed to 
maintain the performance, reliability and safety of thermal power plants operating 
under plant faults and varying plant and environmental conditions. Load following 
(peaking) plants can undergo wide swings in power demand during the day, as 
evidenced by a  drop in 1400 MW of wind power in 10 minutes on February 27, 2008 
in the Texas ERCOT grid [1], which increases the possibility of system failures. 
Power plants depend on alarm systems to help human operators deal with fault 
detection, but wise and timely operator responses depend upon the operator’s 
experience-base or upon automated programmed runback control strategies initiated 
when key plant parameters deviate significantly from normal operating conditions. 
These runback control strategies are really open-loop approaches that automatically 
reduce the load conditions of the plant rather than tripping (shutting down) the plant. 
However, power plant operators are often overwhelmed by alarms during system 
faults. In 1999, the Engineering Equipment and Material Association (EEMUA) 
published standard guidelines for alarm management—operators should not receive 
more than one alarm every 10 minutes or not more than 144 a day. The report gives 
data that show utility power plant operators are faced with some of the highest alarm 
levels, averaging eight alarms in a 10 minute-interval and up to 2000 alarms per day 
with peaks of up to 350 alarms in 10 minutes [2]. These large alarm numbers make it 
impossible for operators to deal with faults effectively. What is required is a fault-
tolerant control system with a high level of automation to detect and accommodate 
system faults and to reconfigure the controllers as necessary to maintain the integrity 





controllers are only designed to deal with small system perturbations under normal 
operating conditions and have difficulty accommodating abnormal behavior resulting 
from faults [3].  
Advanced control strategies, such as the Active Fault Tolerant Control System 
(AFTCS), have been proposed to accommodate system failures automatically to 
ensure that the stability and performance of the original system are maintained as 
much as possible [4]. Generally, these systems consist of three main parts: a 
reconfigurable controller (RC), a Fault Detection and Diagnosis (FDD) scheme and a 
control law reconfiguration mechanism, see Fig. 1.1. The FDD scheme must be highly 
sensitive to faults and robust to model uncertainties and external disturbances, and 
must continuously and precisely update the post-fault system information. The RC 
controller must be able to use that information to automatically 
reconfigure/restructure itself to recover to the pre-fault system performance or to 
determine that a reduction in operating condition is necessary [4].  
 
Fig. 1.1: General Structure of FTCS [4] 
However, a simple combination of the three parts will not guarantee a suitable 
AFTCS [5]. The design of a good AFTCS must take into account factors such as the 
speed and the accuracy of the FDD scheme, strategies used for physical redundancies, 
control algorithms applied in the reconfigurable controller design, and the manner of 





techniques have been developed over the last three decades, few studies address the 
role of FDD to AFTCS and which FDD methods are more appropriate to utilize in 
AFTCS systems. The integration between the FDD and the RC is critical—incorrect 
or much delayed information from the FDD may result in the loss of system 
performance and instability of the overall system. An inappropriate RC mechanism 
even based on correct FDD information would lead to same detrimental results [4]. 
Currently, one approach to design an AFTCS is using physical redundancy. Multiple 
sensors and cross checking techniques help to detect and locate faulty signals. 
Multiple controllers in which each one is designed to accommodate types of faults are 
used for reconfiguration control [6]. However, this approach might be inappropriate 
for complex systems like power plants because of the high cost of equipment 
associated with each controller. Moreover, the proposed reconfiguration control 
algorithms are simple and cannot deal with multiple fault occurrences in the system. 
Another approach to create an AFTCS uses analytical redundancy for the FDD and a 
control algorithm to design a reconfigurable controller. Based on mathematical 
models, faults can be detected and diagnosed through the residuals between sensor 
measurements and estimated signals. The post-fault information is used to redesign a 
controller for fault tolerance and accommodation [7], [8], [9]. This approach has been 
well-developed for linear models, but not for highly nonlinear systems such as power 
plants. Conventional approaches to solving nonlinear FTCS such as Feedback 
Linearization, and Sliding Mode Control are usually implemented for small-scaled 
models but hardly applicable to power plant systems because of its extremely high 
order and large scaled configurations. Moreover, the problem of dealing with 
constraints in system inputs and states should be considered for power plants. 
Therefore, a new AFTCS is needed which can handle high order nonlinear systems as 





 1.2 Research Objective 
The objective of this research is to design a new reconfigurable controller 
(RC) which is part of the AFTCS. The controller must automatically reconfigure or 
restructure by means of parameter and/or structural changes to adapt to varying 
operation modes or system faults. The fault information is assumed to be provided by 
the FDD part of the AFTCS. The reconfigured controller would be designed in such a 
way that the pre-fault system performance is recovered as much as possible under 
sensor faults, control input constraints and state limits, particularly constraints on 
actuator capacities and rate limits. The research will propose a promising RC 
technique for linearized large-scaled power plants and modify the technique to apply 
for the nonlinear system. The methodology for designing a reconfigurable controller 
is described as follows. First, a nonlinear power plant model is built based on first-
principles. Second, a linearized model of the power plant is generated from the 
nonlinear model using perturbation complex-step derivative method. Third, the Linear 
Model Predictive Control (LMPC) algorithm is applied to the linearized power plant 
model to design a nominal controller. The nominal controller uses state feedback 
estimated by the Kalman Filter. Some techniques to improve system stability and 
feasibility are also proposed. The LMPC algorithm based on the time-varying piece-
wise linearized model combined with an Extended Kalman Filter are applied to the 
nonlinear plant to test the nominal controller. Finally, the fault-tolerant controller is 
designed by using the some techniques such as virtual sensors and reconfiguring the 
nominal controller in both tuning parameters and controller structure. Some sensor 
and actuator fault scenarios are used to test the controller’s fault tolerant capabilities. 
1.3 Organization of the Dissertation 
The dissertation consists six chapters. Chapter 1 presents the motivation and 
research objectives. Chapter 2 shows details of the Skegton Unit power plant model 





model is developed from basic physical laws, such as conservation of energy, mass, 
and momentum. Chapter 3 provides background in fault and failure types, and how to 
model faults in the power plant model. The detailed review of some common 
reconfigurable control algorithms is discussed. The potential candidate method using 
model predictive control is presented for large-scale linear/ nonlinear models like for 
power plants. Chapter 4 presents the procedure used to design the system nominal 
controller using model predictive control, the offline and online tuning procedure for 
MPC controller, and the state estimation using a nominal Kalman Filter and a bank of 
Kalman Filters in sensor fault events. Chapter 5 represents some approaches to 
guarantee the controller stability and feasibility.  The fault tolerant control system is 
designed based on the virtual sensor techniques and the reconfigured MPC controller. 
The virtual sensor techniques uses both a bank of Kalman Filters and a reconfigured 
Kalman Filter to accommodate plant sensor faults. The reconfigured MPC controller 
integrates some fault tolerant techniques as the auto-tuned mechanism, the reference 
management, the input constraint handling capabilities and the restructured properties.  
Some sensor and actuator fault scenarios in the power plant are analyzed using the 
designed reconfigurable controller to illustrate its ability to tolerate and accommodate 
the faults and to address stability issues. Chapter 6 summarizes the contributions of 






CHAPTER 2: THE BOILER - TURBINE MODEL 
 
This chapter provides the governing equations of the Skegton unit power plant 
model that are used to test the reconfiguration control. The nonlinear, 14th-order 
boiler–turbine process model is developed from a first-principles perspective. A 
linearized model is developed from the nonlinear model based upon perturbation 
techniques and is shown to provide excellent matching responses with the nonlinear 
model for small changes in process inputs. 
2.1 Introduction 
This research uses the Skegton unit, an 11MW, gas-fired power plant [10], to 
design and test the reconfigurable controller. The unit’s boiler and turbine model 
governing equations are shown detail in [11]. Those governing equations were 
modified due to unrealistic (non-physical) assumptions and due to incomplete 
operational data—e.g. data was available for only 100% load operation. The modified 
model better reflected the first principles approach. In the sections below, the original 
and modified versions of the model equations are given. 
The plant‘s steady state operation at 100% load is as follows: 
Boiler- Steam Turbine: 100% Load 
 Superheated steam pressure = 40 bar 
 Superheated steam temperature = 717 K 
 Superheated steam flow =12.85 kg/s 
 Reheated steam pressure =12.33 bar 
 Reheated steam temperature =728 K 
 Furnace fuel flow = 15.97 kg/s 
 Total output power = 11.48 MW  






 Downcomer and Risers 
 Drum 
 Superheater plus attemperator 
 Reheater 
 Furnace 
The turbine structures consist of three sections (see Fig. 2.1) 
 High pressure turbine 
 Intermediate pressure turbine 
 Low pressure turbine 
 
Fig. 2.1: Boiler-Turbine Section [12] 
2.1.1 WATER STEAM SYSTEM 
Water is the working fluid in a power plant. The feedpump compresses the 
water, which is supplied to the drum. From the drum, water flows down the 
downcomer pipes then enters the riser tubes that make up the walls of the furnace 
(also called waterwall tubes). The riser tubes receive radiation heat transferred from 
the furnace fireball (combustion of fuel) to generate a  two-phase, water-steam 
mixture. Consequently, the mixture rises back to the drum by natural circulation. In 





the superheater to the high pressure turbine. The turbine governor valves regulate the 
steam flow to the high pressure turbine. The main steam temperature is controlled by 
spraying subcooled water (attemperator) into the superheater inlet. Part of the steam at 
the high-pressure turbine outlet is again superheated in the reheater. The steam then 
flows through the intermediate and low-pressure turbines. 
2.1.2 AIR-FUEL-FLUE GAS SYSTEM 
Fuel and air are mixed and combusted in the furnace and release the energy 
stored in the fuel. Part of the combustion heat is transferred to the riser tubes and 
secondarily to the superheater by radiation heat transfer. The remaining thermal 
energy associated with the hot flue gas leaving the furnace is transferred, in order, to 
the superheater, reheater and economizer by convection, and the flue gas finally flows 
out the stack.  
2.2 Boiler Process Model 
2.2.1 ECONOMIZER 
The economizer is a heat exchanger which receives thermal heat from the hot 
flue gases by convection to preheat the feedpump water. The economizer model was 
developed in [10] with the following assumptions: 
 The economizer variables are lumped; there is no spatial dependency—only 
time dependency. 
 The thermodynamic properties of non-saturated water are approximated by 
saturation conditions. 
In the original model [10], the water density eo, the metal tube temperature 
Tet and the water specific enthalpy heo were used as state variables. By using the water 
density as a state, the authors assume the economizer water is compressible and its 





assumptions are not correct as the outlet conditions of the economizer are at sub-
cooled conditions. The modified model has the following assumptions: 
 No mass water storage so the inlet and outlet water mass flow rates are equal. 
 Economizer outlet pressure is at the drum pressure 
Consequently, the only two state variables are the metal tube temperature Tet 
and the outlet water specific enthalpy heo. Using the assumption that the economizer 
outlet pressure is at the drum pressure, this pressure and the state variable specific 
enthalpy are sufficient to determine all the other thermodynamic conditions, such as 
the water density and temperature using Steam Table curve fits. Due to unavailable 
data in [10] on the condenser and feedwater heater performance, these components 
are not included in the models. Thus the inlet economizer water mass flow wei is used 
as a plant manipulated variable. Other thermodynamic conditions at the inlet of the 
economizer, such as temperature and specific enthalpy hei, are assumed constants even 
when the plant load varies. The economizer model’s inputs, outputs, states and 
parameters are defined in Table 2.1. The economizer dynamics are described by the 
following equations. 
 Algebraic equations: 
1( , )eo eo wT f h p         (2.1) 
2 ( , )eo eo wf h p          (2.2) 
0.8( )e e ei et eoQ k w T T          (2.3) 






         (2.4) 
( )eo e ei ei eo
e eo
dh Q w h h
dt V 
 
        (2.5) 
All the economizer parameter values are listed in Appendix A and the 











Symbol Name Units 
hei Inlet economizer water specific enthalpy J/kg 
wei Inlet economizer water mass flow kg/s 
pw Drum water pressure Pa 







Teo Outlet economizer water temperature 
oK 
eo Outlet economizer water density kg/m
3 





Tet Temperature of economizer metal tubes 
oK 






s ke Heat transfer coefficient J/(kg.oK) 
Ve Economizer volume m
3 
Me Mass of economizer tubes kg 
Ce Heat capacitance of economizer tubes J/(kg.
oK) 
 
2.2.2 DOWNCOMERS AND RISERS 
Water flows from the drum into the downcomers and comes back to the drum 
by natural circulation through the riser tubes. The model of downcomers and risers 
were developed in [10] with the following assumptions: 
 The downcomers and risers variables are lumped. 
 All heat transfer to the riser tubes is by radiation. 
 All heat transfer from the riser tubes to the fluid is by convection. 
 No heat loss along the length of the downcomers. 





 The water downcomer mass flow wd is equal to the water-steam mixture riser 
mass flow wr after some time delay. 
In the original model [10], the water-steam mixture riser density r, the water-
steam mixture riser mass flow wr, the riser specific enthalpy hr , and the riser metal 
tube temperature Trt were used as state variables. In the last assumption, the use of wr 
as a state modeled by a first order lag is artificial (non-physical) and assumes that 
there is mass storage in the downcomer—the water in the downcomer is close to 
being saturated water, not two-phase. Moreover, using the two state variables, r and 
hr, may violate the pressure at the riser outlet which is at the drum pressure. 
Consequently, the modified model uses only hr and Trt as the state variables. Modified 
model assumptions are: 
 The downcomer and riser flow rates are equal—no mass storage 
 The riser outlet pressure is at the drum pressure. 
 All economizer water enters the downcomers—note that the downcomer flow 
rate is much greater than the economizer flow rate 
The downcomer and riser model inputs, outputs, states and parameters are 












Symbol Name Units 
wd Water mass flow from the drum to the downcomers kg/s 
we Water mass flow from the economizer kg/s 
Qir Heat flow from the furnace to the risers J/s 
hw Drum saturated water specific enthalpy J/kg 
w Drum saturated water density kg/m
3 
hv Drum outlet saturated steam specific enthalpy J/kg 
Tv Drum outlet saturated steam temperature 
oK 
v Drum outlet saturated steam density kg/m
3 







wr Water-steam mixture mass flow from the risers kg/s 
x Drum steam quality nondimensional 
r Water-steam mixture density kg/m
3 





hr Water-steam mixture specific enthalpy J/kg 








s kr Experimental heat transfer coefficient J/(s.
oK3) 
Vr Risers volume m
3 
Mr Mass of risers metal tubes kg 
Crt Metal specific heat of risers tubes J/(kg.
oK) 
 The downcomer and riser dynamics are described by the following equations 
 Algebraic equations: 
























         (2.8)
 
3( )r r rt vQ k T T         (2.9) 
 State equations: 
( )d w e eo r d e rr
r r
w h w h h w w Qdh
dt V
   









       (2.11)  
All the downcomer and riser parameter values are listed in the Appendix A. 
2.2.3 DRUM 
The drum is the storage and separation device that supplies water to the 
downcomers and steam to the superheater. Steam separators in the drum separate 
water from the water-steam mixture generated in the risers. The model of the drum 
was developed in [10] with the following assumptions: 
 Economizer water flows directly to the drum. 
 Water and steam mass balances are separately considered. 
 Water and steam specific energy balances are separately considered. 
 The drum water evaporation mass flow is considered. 
 Drum water at the downcomer inlet is not saturated 
 Downcomer water flow depends on a constant volumetric flow rate 
maintained by the circulation pumps and drum water density. 
In the original model [10], the drum liquid mass mdl, drum liquid energy 
hw*mdl, drum steam mass v*Vv (Vv is the volume of steam in the drum)  are state 
variables. To analyze the drum dynamics, the mass and energy conservation equations 
are applied to the water and steam separately. This separation between water and 
steam densities/volumes/specific enthalpies is not realistic as the two-phase 





and either one of the thermodynamic properties should allow one to automatically 
know the other properties. One reason for separating the water and steam conditions is 
to allow flashing of the water in the drum if pressure decreases rapidly. However, this 
drum water flashing process and the subsequent unsaturated water condition at the 
downcomer inlet make the drum model more complex than required. In this research, 
all the above assumptions are not used except the last one. Instead, the following are 
assumed: 
 Economizer water flows directly to the downcomers (previous section). 
 Mass and energy balances are considered for the water-steam mixture since 
they are thermodynamically coupled. 
 No steam flashing occurs in the drum  
 Steam and water are assumed to be in saturation equilibrium. 
The functional diagram of the drum model is shown in Fig 2.2. Only the drum 
steam density v and drum water volume Vw are used as state variables. Using v and 
quality from the riser section, all other drum water and steam thermal dynamic 
properties are approximated by using Steam Table data. 
Fig. 2.2: Functional Diagram of the Drum Model 





 Algebraic equations: 
3( )v vp f           (2.12) 
4 ( )v vT f           (2.13) 
5( )w vf           (2.14) 
6 ( )w vh f           (2.15) 
7 ( )v vh f           (2.16) 
 2/w drL V r         (2.17) 
v dr wV V V           (2.18) 
d dow ww v           (2.19) 
 State equations: 






         (2.20) 
 
    w w w v v v r w v w r e w v v
d V h V h
w h x h h w w h w h
dt
 
        (2.21) 
All the drum parameter values are listed in the Appendix A. The polynomial 
functions 3( )vf  , 4( )vf  , 5( )vf  , 6( )vf   and 7( )vf  are listed in the Appendix B. 












Symbol Name Units 
we Water mass flow from the economizers kg/s 
x Drum steam quality nondimensional 
wr Water-steam mixture mass flow from risers kg/s 







pv Drum saturated steam pressure Pa 
hv Drum saturated steam specific enthalpy J/kg 
Tv Drum saturated steam temperature 
oK 
Vv Drum saturated steam volume m
3 
hw Drum water specific enthalpy J/kg 
w Drum water density kg/m
3 
wd Water mass flow from the drum to the downcomer kg/s 




s v Drum saturated steam density kg/m
3 









Vdr Drum volume (cylinder shape) m
3 
rdr Drum radius m 
vdow Volumetric water flow to the downcomer m
3/s 
 
2.2.4 SUPERHEATER AND ATTEMPERATOR 
The superheater heat exchanger converts saturated steam or wet steam from 
the drum into dry superheated steam before entering the turbine. The model of the 
superheater was developed in [10] with the following assumptions: 
 The superheater tube metal receives heat by radiation and convection. 
 Superheated steam mass flow is a manipulated variable 





 Metal tube mass is lumped with the steam mass. 
 The attemperator water flow is extracted from the outlet of the economizer. 
 Superheated steam is considered as ideal gas 
 Attemperator water evaporated in the superheater has a specific enthalpy 
different from the superheated steam specific enthalpy 
In the original model [10], the superheater steam density s and specific 
energy hs, and the superheater metal tube temperature Tst are used as state variables. 
The calculation of superheated steam pressure and temperature based on ideal gas 
laws is not as accurate as using the Steam Tables. Moreover, the attemperator water 
sprayed at the superheater inlet should have the same specific enthalpy as the 
superheated steam at the outlet. Also, the use of superheated steam mass flow as the 
manipulated variable is not natural—use of a steam valve position is more 
appropriate. Consequently, the modified model uses: 
 Steam Table data instead of using ideal gas law for the superheated steam 
thermodynamic properties. 
 Attemperator water sprayed at the superheater inlet has the same specific 
enthalpy as the superheated steam at the outlet 
 One equivalent control valve to regulate the main steam flow to the high 
pressure turbine. 
In the modified model, the superheater steam density s, the specific enthalpy 
hs and the superheater metal tube temperature Tst are used as state variables. The 
superheater model inputs, outputs, states and parameters are listed in Table 2.4. The 
superheater dynamics are described by the following equations: 
 Algebraic equations: 
8( , )s s sp f h          (2.22) 





  /v v v s sw p p f         (2.24) 
s cv cv s sw K x p          (2.25) 
 0.8s s v st sQ k w T T          (2.26) 
 State equations: 
s v a s
s
d w w w
dt V
  






         (2.28) 
   s v s v a s as
s s
Q w h h w h hdh
dt V 
   
       (2.29) 
All the superheater parameter values are listed in the Appendix A. The 























Symbol Name Units 
wa Attemperator water mass flow kg/s 
xcv Main control valve position nondimensional 
pv Drum saturated steam pressure Pa 
v Saturated steam density kg/m
3 
Qgs Total heat transferred from the furnace J/s 
hv Saturated steam specific enthalpy J/kg 







ps Superheated steam pressure Pa 
Ts Superheated steam temperature 
oK 
wv Drum saturated steam mass flow kg/s 
ws Superheated steam mass flow kg/s 





s Superheated steam density kg/m
3 
Tst Superheater metal tube temperature 
oK 







fs Superheater friction coefficient m
-4 
Kcv Main steam control valve constant m
2 
ks Experimental heat transfer coefficient J/(kg.
oK) 
Vs Superheater volume m
3 
Ms Superheater metal tube mass kg 




The reheater heat exchanger superheats the cold exhaust steam from the high 





temperature is controlled by the burner tilt control. The model of the reheater was 
developed in [10] with the same assumptions as those of the superheater: 
 The reheater metal receives heat by convection from the flue gas. 
 The steam receives heat by convection from the tube metal 
 Metal tube mass is lumped with the steam mass. 
 Based on the leakage flows at the high-pressure turbine outlet, the high 
pressure turbine outlet steam flow is linearly proportional to the reheater inlet steam 
flow.  
 Reheated steam is considered as ideal gas 
 The reheater inlet steam mass flow will be equal to the reheater outlet steam 
mass flow after some time delay. 
In the original model [10], the outlet reheater steam density rho, the outlet 
reheater steam specific energy hrho, the reheater metal tube temperature Trht and the 
outlet reheater steam mass flow wrho are used as state variables. As in the superheater 
case, the calculation of reheated steam pressure and temperature based on ideal gas 
laws is changed. The first order lag relationship between inlet and outlet reheater 
steam mass flows is artificial (non-physical). Consequently, the modified model uses: 
 Steam Table data instead of using ideal gas law for the reheat steam 
thermodynamic properties. 
 A stop valve between the reheater and the intermediate-pressure turbine to 
regulate the reheat steam mass flow depending upon the reheat steam pressure and 
temperature. 
In the modified model, only the reheater steam density rho, the specific 
enthalpy hrho and the reheater metal tube temperature Trht are used as state variables. 
The reheater dynamics are described by the following equations 





10( , )rho rho rhop f h          (2.30) 
11( , )rho rho rhoT f h          (2.31) 
 0.8rh rh rhi rht rhoQ K w T T         (2.32) 
/rho sv rho rhow K p T         (2.33) 












         (2.35) 
 rh rhi rho rhirho
rh rh
Q w h hdh
dt V
 
        (2.36) 
The reheater model inputs, outputs, states and parameters are listed in Table 
2.5. All the reheater parameter values are listed in the Appendix A. The polynomial 













Symbol Name Units 
wrhi Inlet reheater steam mass flow kg/s 
hrhi Inlet reheater steam specific enthalpy J/kg 







prho Outlet reheater steam pressure Pa 
Trho Outlet reheater steam temperature 
oK 
Qrh Heat transferred to the reheater steam J/s 




s rho Outlet reheater steam density kg/m
3 
Trht Reheater metal tube temperature 
oK 








Krh Experimental heat transfer coefficient J/(kg.
oK) 
Vrh Reheater volume m
3 
Mrh Reheater metal tube mass kg 
Crh Reheater metal tube heat capacitance J/(kg.
oK) 
Ksv Stop valve constant nondimensional
 
 
2.3 Furnace Gas Side 
2.3.1 RADIATION HEAT TRANSFER 
In the original model [10], radiation heat from the furnace is transferred to 
both the risers and the superheater. The radiation was modeled in [10] with the 
following assumptions:  






 Radiation distribution  between the risers and superheater depends on the 
burner tilt angle 
 No reflected metal radiation from the risers and the superheater 
 Radiation emitted from the combustion flame depends on exhaust gas density 
The assumption of no reflected metal radiation is not realistic and results in 
exhaust gas temperatures less than the superheater and riser metal tube temperatures. 
In the modified model, only the first two assumptions are kept and reflected metal 
radiations from the risers and the superheater are considered. 
The radiation heat transfers to the risers and the superheater are modeled as 
 4 4ir ir F g rtQ k V T T          (2.37) 
   4 41is is F g stQ k V T T           (2.38) 
All the above variables and parameters are defined in Table 2.6. 
2.3.2 CONVECTION HEAT TRANSFER 
There are no differences in convection heat transfer for the original and 
modified models [10]. The reheater, superheater and economizer are assumed to 
receive heat from the flue gas by convection. The convection heat transfers to the 
superheater, reheater, and economizer are modeled as 
 0.6ss ss EG g stQ k w T T        (2.39) 
 0.6rs rs EG grh rhtQ k w T T         (2.40) 
 0.6es es EG ge etQ k w T T         (2.41) 
All the above variables and parameters are defined in Table 2.6. 
2.3.3 FURNACE MODEL 
The furnace is a cavity to combust air and fuel to generate a fireball that heats 





considered as ideal gas. The exhaust gas density EG and specific energy UEG are used 
as state variables. There are some minor changes between the original model [10] and 
the modified model. In the original model [10], no reflected radiation heat from the 
metal is considered. Additionally, both the air and fuel mass flows to the furnace are 
manipulated variables. In this research, the radiation heat from the flame accounts for 
the reflected radiation from the riser and superheater metal tubes. The air mass flow is 
dependent on the fuel mass flow by the air/fuel ratio. The furnace model inputs, 
outputs, states and parameters are listed in Table 2.6. The furnace parameter values 

























Symbol Name Units 
wF Fuel mass flow to the furnace kg/s 
yex Percentage of excess air nondimensional 
hG Exhaust gas specific enthalpy from the gas turbines J/kg 
wG Exhaust gas mass flow from the gas turbines kg/s 
 Burner tilt angle radian 
Tst Superheater metal tube temperature 
oK 
Trht Reheater metal tube temperature 
oK 
Tet Economizer metal tube temperature 
oK 
Trt Riser metal tube temperature 
oK 







hEG Exhaust gas specific enthalpy from the boiler J/kg 
Tg Gas temperature flowing through the superheater 
oK 
pG Furnace air pressure Pa 
wEG Exhaust gas mass flow from the boiler kg/s 
wA Inlet air mass flow to the furnace kg/s 
Qgs Total heat transferred to the superheater J/s 
Tgrh Gas temperature flowing through the reheater 
oK 






EG Exhaust gas density from the boiler kg/m
3 

















kF Chimney flow coefficient m.s 
kir Attenuation coefficient for riser heat radiation m
-1 
kis Attenuation coefficient for superheater heat radiation m
-1 
kss Experimental heat transfer coefficient to the superheater J/(kg.
oK) 
Cgs Combustion gas specific heat capacity J.s/(kg.
oK) 
krs Experimental heat transfer coefficient to the reheater J/(kg.
oK) 
VF Combustion chamber volume m
3 
cF Fuel calorific value J/kg 
Rs Stoichometric air/fuel ratio nondimensional 
   Content of fresh air in exhaust gas from the gas turbines nondimensional 
kes Experimental heat transfer coefficient to the economizer J/(kg.
oK) 
 Stefan Boltzmann  constant J.s
-1.m-2. oK-4 
The furnace dynamics are described by the following equations 
 Algebraic equations: 
/EG EG EGh U          (2.42) 
  /g EG ref pg refT h h c T          (2.43) 
G EG gp R T          (2.44) 
EG F Gw k p          (2.45) 
 1A F s ex Gw w R y w          (2.46) 
gs is ssQ Q Q          (2.47) 
 /grh g ss gs EGT T Q C w         (2.48) 
 /ge grh rs gs EGT T Q C w         (2.49) 





EG F A G EG
F
d w w w w
dt V
   
        (2.50) 
 1F F A A G G ir is EG s ex EGEG
F
c w h w h w Q Q w R y hdU
dt V
     
    (2.51) 
2.4 Steam Turbine Process Model 
In both the original and modified models, there are three turbines: high 
pressure, intermediate pressure and low pressure turbines. The main difference 
between the two models is that the original model assumes dynamic changes in flow 
mass and energy storage (uses a time delay to mimic mass storage). In the modified 
model, the turbines are modeled algebraically based on steady state conditions—no 
mass storage. Moreover, in the original model [10], there is little information about 
the valve system since superheater steam flow is a manipulated variable. In the 
modified model, there is one control valve with equivalent position xcv. A stop valve 
is located between the reheater and the intermediate pressure turbine and is wide open 
in normal operating modes. 
2.4.1 HIGH PRESSURE TURBINE 
In the original model [10], the high-pressure turbine (HP) was modeled with 
the following assumptions: 
 Dynamic changes occur in mass and energy storage (modeled with first order 
lags) 
 The outlet steam flow will be equal to the inlet steam flow after some delay 
time 
 The steam out of the steam chest can be considered as ideal gas 
 The steam in the nozzles follows uniform polytrophic expansion rules 
Generally, the use of the first order lag models for the turbines are non-





accurately determined by Steam Table data. Accordingly, in the modified model, due 
to the fast dynamics in turbine processes, the following assumptions are applied 
 No dynamic changes in mass and energy storage 
 The outlet steam flow will be equal to the inlet steam flow 
 Instead of using ideal gas, HP steam thermodynamic properties are 
approximated by Steam Table data 
 The pressure from outlet of the HP turbine is proportional to the main steam 
flow 
 The HP turbine efficiency is proportional to the main steam flow 
The HP turbine model inputs, and outputs are listed in Table 2.7. 






Symbol Name Units 
whpi Inlet HP turbine steam mass flow kg/s 
hhpi Inlet HP turbine  steam specific enthalpy J/kg 
Thpi Inlet HP turbine steam temperature 
oK 







whpo Outlet HP turbine steam mass flow kg/s 
hhpo Outlet HP turbine  steam specific enthalpy J/kg 
Thpo Outlet HP turbine steam temperature 
oK 
phpo Outlet HP turbine steam pressure Pa 
Php HP turbine mechanical power W 
hpo Outlet HP turbine steam density kg/m
3 
Ehp HP turbine efficiency nondimensional 
Ss Superheated specific entropy J/(kg.
oK) 






The HP turbine steady state equations are described as follows. All the 
polynomial functions are listed in Appendix B. 
 Algebraic equations: 
whpo hpiw          
(2.52) 
11(w )hpo hpip f        
(2.53) 
12 (w )hp hpiE f         (2.54) 
13 ( , )s hpi hpiS f p T        
(2.55) 
14 ( , )hpois hpo sh f p S        
(2.56) 
( )hpo hpi hp hpi hpoish h E h h         
(2.57) 
15 ( , )hpo hpo hpoT f p h        
(2.58) 
16 ( , )hpo hpo hpof p h         
(2.59) 
w ( )hp hpi hpi hpoP h h         
(2.60) 
2.4.2 INTERMEDIATE PRESSURE TURBINE 
In the original model [10], the intermediate pressure turbine (IP) was modeled 
with the following assumptions. 
 No dynamic changes in mass and energy storage 
 The outlet steam flow will be equal to the inlet steam flow 
 The steam out of the steam chest can be considered as ideal gas 
 The steam in the nozzles follows uniform polytrophic expansion rules 
Similarly to the HP turbine case, in the modified model, the additional 
assumptions are: 
 The pressure from outlet of the IP turbine is proportional to the turbine inlet 
flow 
 Instead of using ideal gas, IP steam thermodynamic properties are 
approximated by Steam Table data 





The IP turbine model inputs, and outputs are listed in Table 2.8. 






Symbol Name Units 
wipi Inlet IP turbine steam mass flow kg/s 
hipi Inlet IP turbine  steam specific enthalpy J/kg 
Thpi Inlet IP turbine steam temperature 
oK 







wipo Outlet IP turbine steam mass flow kg/s 
hipo Outlet IP turbine  steam specific enthalpy J/kg 
Tipo Outlet IP turbine steam temperature 
oK 
pipo Outlet IP turbine steam pressure Pa 
Pip IP turbine mechanical power W 
ipo Outlet IP turbine steam density kg/m
3 
Eip HP turbine efficiency nondimensional 
Srh Superheated specific entropy J/(kg.
oK) 
hipois IP isentropic enthalpy J/kg 
The IP turbine steady state equations are described below. All the polynomial 
functions are listed in Appendix B. 
 Algebraic equations: 
17 (w )ipo ipip f        
(2.61)
 
18 (w )ip ipiE f        
(2.62)
 
19 ( , )rh ipi ipiS f p T        
(2.63)
 
20 (p , )ipois ipo rhh f S        
(2.64)
 
( )ipo ipi ip ipi ipoish h E h h         
(2.65) 
21(p , )ipo ipo ipoT f h        
(2.66)
 







w ( )ip ipi ipi ipoP h h         
(2.68) 
 
2.4.3 LOW PRESSURE TURBINE 
In the original model [10], the low pressure turbine (LP) was modeled the 
same as the high pressure turbine with the following assumptions: 
 Dynamic changes occur in mass and energy storage (modeled with first order 
lags) 
 The outlet steam flow will be equal to the inlet steam flow after some delay 
time 
 The steam out of the steam chest can be considered as ideal gas 
 The steam in the nozzles follows uniform polytrophic expansion rules 
Similarly to the HP turbine case, the use of the first order lag model for fast 
dynamic systems as turbines is non-physical. Also, the LP turbine steam 
thermodynamic properties can be more accurately estimated by Steam Table data. 
Consequently, in this research, the following assumptions are applied 
 No dynamic changes in mass and energy storage 
 The outlet steam flow will be equal to the inlet steam flow 
 Instead of using ideal gas, IP steam thermodynamic properties are 
approximated by Steam Table data 
 The pressure from outlet of the LP turbine is proportional to turbine inlet flow 
 The LP turbine efficiency is proportional to the turbine inlet flow 
The LP turbine steady state equations are described below. All the polynomial 
functions are listed in Appendix B. 
 Algebraic equations: 
23 (w )lpo lpip f        
(2.69) 





25 ( , )ip lpi lpiS f p T        
(2.71) 
26 (p , )lpois lpo iph f S        
(2.72) 
( )lpo lpi lp lpi lpoish h E h h         
(2.73) 
27 (p , )lpo lpo lpoT f h        
(2.74) 
28 (p , )lpo lpo lpof h         
(2.75) 
w ( )lp lpi lpi lpoP h h         
(2.76)
  
total hp ip lpP P P P          
(2.77)  
The LP turbine model inputs, and outputs are listed in Table 2.9. 






Symbol Name Units 
wlpi Inlet LP turbine steam mass flow kg/s 
hlpi Inlet LP turbine  steam specific enthalpy J/kg 
Tlpi Inlet LP turbine steam temperature 
oK 







wlpo Outlet LP turbine steam mass flow kg/s 
hlpo Outlet LP turbine  steam specific enthalpy J/kg 
Tlpo Outlet LP turbine steam temperature 
oK 
pipo Outlet LP turbine steam pressure Pa 
Plp LP turbine mechanical power W 
lpo Outlet LP turbine steam density kg/m
3 
Elp LP turbine efficiency nnondimensional 
Sip Superheated specific entropy J/(kg.
oK) 






2.5 Summary of the Process Model 
2.5.1 NONLINEAR MODEL 
This research uses the Skegton power plant, which consists of the following 
nine components of the boiler-turbine sections: furnace, economizer, drum, 
downcomers and risers, superheater plus attemperator, reheater, high pressure turbine, 
intermediate pressure turbine and low pressure turbine. The original plant 
mathematical model was derived based on first-principles but it used several non-
physical process descriptions and unnecessary assumptions. Thus modifications were 
necessary and the resulting modified nonlinear open loop model is represented by 14 



















Table 2.10 Skegton Model State Variables 
States Name Units 
EG Exhaust gas density through the boiler kg/m
3 
UEG Volumetric energy of exhaust gas through the boiler J/m
3 
hr Water-Steam mixture specific enthalpy J/kg 
Trt Temperature of riser metal tubes 
oK 
v Drum steam density kg/m
3 
Vdrw Drum water volume m
3 
s Density of superheated steam kg/m
3 
Tst Temperature of superheater metal tubes 
oK 
hs Superheated steam specific enthalpy J/kg 
rho Steam density in the reheater kg/m
3 
Trht Temperature of reheater metal tubes 
oK 
hrho Reheater steam specific enthalpy J/kg 
Tet Temperature of economizer metal tubes 
oK 
heo Specific enthalpy of economizer outlet water J/kg 
 
The turbine-boiler model has five controlled variables (CVs) and five 












Table 2.11 Controlled and Manipulated Variables 
 
















wF Fuel mass flow to the furnace kg/s 
 Burner tilt angle coefficient radian 
wa Attemporation water mass flow kg/s 
xcv Main steam valve position nondimensional 















ps Superheated steam pressure Pa 
Trho Reheated steam temperature 
oK 
Ts Superheated steam temperature 
oK 
Ptotal Total power output from three steam turbines W 
L Drum water level m 
 
The boiler- turbine model can be represented in state-space form by the 
following nonlinear equations: 
 
( ) ( ( ), ( ))t t tx f x u        (2.78) 
( ( ), ( )) 0t t g x u        (2.79) 
( ) ( ( ), ( ))t t ty h x u        (2.80) 
 
Where f(…) is the process state equations, g(…) is the algebraic process 
equations, h(…) is the process output equations, x is the process states, u is the 
manipulated variables, and y is the controlled variables. Table 2.12 shows the 







Table 2.12 Nonlinear Process Equations 
Function Corresponding Equations  
f 2.4, 2.5, 2.10, 2.11, 2.20, 2.21, 2.27 - 2.29, 2.34 - 2.36, 
2.50,  2.51  
g 2.1-2.3, 2.6-2.9, 2.12-2.16, 2.18, 2.19, 2.24-2.26, 2.30, 2.32, 
2.33, 2.37-2.49, 2.52-2.76 
h 2.17, 2.22, 2.23, 2.31, 2.77 
 
If unmeasured disturbances are taken into account, the nonlinear dynamics 
process of the Skegton power plant can be represented in the form 
( ) ( ( ), ( ), ( ))
( ( ), ( ), ( )) 0
( ) ( ( ), ( ), ( ))
t t t t
t t t




x f x u d
g x u d
y h x u d

      (2.81) 
 
where d(t) is the unmeasured disturbance vector. Possible disturbances include 
furnace fouling, heat exchanger fouling, and deterioration in turbine sections. Such 
disturbances might affect the plant model parameters through the radiation heat 
transfer coefficients, convection heat transfer coefficients and turbine efficiencies.  
2.5.2 NONLINEAR MODEL STEADY STATE VALIDATION 
In this section, the Skegton plant’s global steady state operation will be shown. 
The dynamic response tests are carried out by simulating the nonlinear model for 
power output ramped from 11.48MW (100% load) to 5.48MW (48% load) at 
1MW/min ramp rate. The setpoints for the controlled variables at the two power loads 








Table 2.13 Setpoints for Controlled Variables at Different Loads 




ps Superheated steam pressure (kPa) 4000 4000 
Trho Reheated steam temperature (
oK) 728 728 
Ts Superheated steam temperature (
oK) 717 717 
Ptotal Total power output from three steam turbines (MW) 11.48 5.48 
L Drum water level (m) 4.345 4.1825 
The ramp starts at minute five (300 seconds) and ends at minute 11 (660 
seconds). The manipulated variables are continuously calculated along the desired 
setpoint load trajectory by solving the nonlinear steady state equations below and fed 
to the open-loop model at each instant.  
( ( ), ( )) 0
( ( ), ( ), ( )) 0








g x u d
h x u d y
      (2.82) 
where ysp is the desired setpoint vector of controlled variables. The Matlab function 
fsolve() is used as nonlinear equation solvers. The dynamic responses of the 
input/output variables are shown in Figs 2.3-2.13. 
 
Fig. 2.3: Superheated Steam Pressure 


























Fig. 2.4: Reheated Steam Temperature 
 
Fig. 2.5: Superheated Steam Temperature 
 
Fig. 2.6: Steam Turbine Power 
 
Fig. 2.7: Drum Water Level 



























































































Fig. 2.8: Main Steam Flow
 
 
Fig. 2.9: Fuel Mass Flow 
 
 
Fig. 2.10: Burner Tilt Angle 
 
Fig. 2.11: Attemperator Water Flow 

















































































































Fig. 2.12: Main Steam Valve Position 
 
Fig. 2.13: Economizer Water Mass Flow 
The steady state values of the important plant variables at the two power loads 
































































Table 2.14 Steady State Values of Plant Variables at Different Loads  




pv Drum steam pressure (Pa) 4.564E6
 
4.053E6 
ps Main steam pressure (Pa) 3.996E6 3.990E6 
phph HP turbine steam pressure (Pa) 1.489E6 0.575E6 
prho Reheater steam pressure (Pa) 1.373E6 0.567E6 








Ts Main steam temperature (
oK) 717.040 716.90 
Thpo HP turbine steam temperature (
oK) 586.230 488.290 
Trho Reheater steam temperature (
oK) 728.400 728.070 
wF Fuel mass flow rate (kg/s) 15.972 11.840 
ws Main steam mass flow rate 12.838 5.313 
L Drum water level (m) 4.3401 4.2164 
Manipulated Variables 
wF Fuel mass flow rate (kg/s) 15.972 12.123 
wa Attemperator steam mass flow rate (kg/s) 0.007 1.318 
 Burner tilt angle (radian) 0.900 0.286 
wei Inlet economizer mass flow rate (kg/s) 12.851 5.325 
xcv Main steam valve position (nondimensional) 0.924 0.382 
Based on the above simulation results, the modified Skegton boiler-turbine steady 
state operation looks very good. The model performs reasonably well over a wide 







2.5.3 LINEARIZED MODEL 
From the nonlinear process dynamics represented by Eq.s (2.78), (2.79) and 
(2.80), the linear state space model is derived at several nominal load levels and 
represented by: 
( ) ( , ) ( )( ( ) ) ( )( ( ) ) ( )
( ) ( , ) ( )( ( ) ) ( )( ( ) ) ( )
p p
p p
t t t t t t
t t t t t t
     
     
o o o o
o o o o
x f x u A x x B u u w
y h x u C x x D u u v

  (2.83) 
where 
,





































































Ap(t) is the plant dynamics matrix, Bp(t) is the plant input matrix, Cp(t) is the 
output matrix, and Dp(t) is the feed through matrix, w(t) and v(t) are vectors of zero 
mean white Gaussian noises sequence with covariances of Qw and Rv respectively , 
and (xo,uo) are the equilibrium points at each of the various load levels determined 
from the nonlinear equations (2.78) and (2.80) as 
( , ) 0o of x u         (2.85) 
( , ) 0o og x u         (2.86) 
The continuous linearized model is then described as 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
p p
p p
t t t t t t
t t t t t t
  
  
x A x B u w
y C x D u v
  
  
      (2.87) 
where 
( ) ( ) ,  ( ) ( ) ( , ),  and ( ) ( )ot t t t t t     o o ox x x y y h x u u u u    
For illustration, a linearized model around the equilibrium points (xo, uo) at 





points are calculated by using the nonlinear equation solver fsolve() in Matlab. The 
equilibrium points at 100% load level are shown in Table 2.15. 
 
Table 2.15 Skegton Model Equilibrium Points at 100 % load level 
States Name Values 
EG Exhaust gas density through the boiler (kg/m
3
) 0.495 
UEG Volumetric energy of exhaust gas through the boiler (J/m
3) 4.410E5 
hr Water-Steam mixture specific enthalpy (J/kg) 1.165E6 
Trt Temperature of riser metal tubes (
oK) 569.830 
v Drum steam density (kg/m
3) 23.022 
Vdrw Drum water volume (m
3) 5.073 
s Density of superheated steam (kg/m
3) 12.701 
Tst Temperature of superheater metal tubes (
oK) 736.840 
hs Superheated steam specific enthalpy (J/kg) 3.315E6 
rho Steam density in the reheater (kg/m
3) 4.190 
Trht Temperature of reheater metal tubes (
oK) 745.070 
hrho Reheater steam specific enthalpy (J/kg) 3.378E6 
Tet Temperature of economizer metal tubes (
oK) 413.670 
heo Specific enthalpy of economizer outlet water (J/kg) 5.658E5 
Inputs Name Values 
wF Fuel mass flow rate (kg/s) 15.972 
wa Attemperator steam mass flow rate (kg/s) 0.007 
 Burner tilt angle (radian) 0.900 
xcv Main steam valve position (nondimensional) 0.924 
wei Inlet economizer mass flow rate (kg/s) 12.851 





0.44 2 1.21 7 0 0 0 0 0
6.74 5 1.28 38.97 0 0 0 37.18
0 0 720.55 146.26 0 0 0
28.46 3.19 5 0.21 0.53 0 0 0
0 0 0 0.22 7.46 16 0.14 0
0 0 0 0.68 2 2.11 17 0.01 0
0 0 0 0.28 0 0.53 0
45.32 5.16 5 0 0.20 0 0.45 9.41 2





















0 0 0 0 0 0.09 0
51.84 6.11 5 0 0 0 0.065 3.59 2
0 0 0 0 0 1.085 3 0
0.9606 5.38 7 0 0 0 0 65.12 5





















    
 
 




0 0 0 0 0 0 0
37.18 0 0 0 0 0 0
0 0 0 0 0 0 0.0043
0 0 0 0 0 0 0
0 12.63 7 0 0 0 0 0
0 61.18 9 0 0 0 0 0
0 42.01 7 0 0 0 0 0
....
9.41 2 31.96 6 0 0 0 0 0
31.31 2 145.71 2 0 0 0 0 6.44 5
0 3.857 7 0.2646 0 3.251 7 0 0













   
    
  
0 0.1875 9.095 3 4.859 3 2.5576 0 0
65.12 5 0 0 0.0025 0 0.0113 2.306 5
















































    
 





















The plant input matrix Bp is presented as follows 
0.0028 0 0 0 0
151.36 2 353.99 1 0 0 0
0 0 201.42 0 201.42
0 2.9363 0 0 0
0 0 0.0021 0 0.0021
0 0 0.0013 0 0.0013
0 0 0.1182 1.6434 0
0 7.7667 0 0 0
0 0 2.5546 4 0 0
0 0 0 1.2121 0
0 0 0 0.8932 0
0 0 0 4.7599 4 0
0 0 0 0 0.0245
































































0 0 0 0 0 0 3.1367 5 0 2.7547 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1.8718 0 4.714 4 0 0
  0 0 0 0 0 0 2.292 0 4.366 4 0 0 0 0 0
0 0 0 0 0 0 2.398 5 0 4.6502 2.1905 6 0 8.6785 0 0










   
      
    
   
   
   






The plant feedthrough matrix Dp is shown as follows 
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 2.9377 5 0











       
(2.91)
 
The plant matrices Ap(t), Bp(t), Cp(t), and Dp(t) at other load levels are also 
calculated by the complex step perturbation method and given in the Appendix I. 
2.5.4 LINEARIZED MODEL RESPONSES 
In this section, the open-loop responses of both the linearized and nonlinear 
models were simulated by using the same manipulated variables, which were 
perturbed by 5% of their nominal values. The linearized model was derived about the 
desired setpoints at 100% load as shown in Table 2.13. Figures 2.14 -2.32 show 
output responses of the open-loop nonlinear and linearized models for the fuel mass 
flow rate decreased by 5%. Both nonlinear and linearized models start at 100% load 
for six minutes (360 seconds) and then the fuel mass flow rate is decreased by 5% at 







Table 2.16 The Skegton Plant Manipulated Variables’s Perturbation 
 
 
Fig. 2.14: Exhaust gas density 
 
Fig. 2.15: Exhaust gas specific enthalpy 














































wF Fuel mass flow rate (kg/s) 15.972 15.173 
 Burner tilt angle (radian) 0.900 same value 
wa Attemperator steam mass flow rate (kg/s) 0.007 same value 
xcv Main steam valve position (nondimensional) 0.924 same value 






Fig. 2.16: Liquid-vapor mixture specific enthalpy 
 
Fig. 2.17: Riser metal tube temperature 
 
Fig. 2.18: Drum steam density 
 
Fig. 2.19: Drum liquid volume 





















































































Fig. 2.20: Superheated steam density 
 
Fig. 2.21: Superheater metal tube temperature 
 
Fig. 2.22: Superheated steam specific enthalpy 
 
Fig. 2.23: Reheated steam density 

















































































Fig. 2.24: Reheater metal tube temperature 
 
Fig. 2.25: Reheated steam specific enthalpy 
 
Fig. 2.26: Economizer metal tube temperature 
 
Fig. 2.27: Economizer outlet water specific enthalpy 















































































Fig. 2.28: Superheated steam pressure 
 
Fig. 2.29: Reheated steam temperature 
 
Fig. 2.30: Superheated steam temperature 
 
Fig. 2.31: Steam turbine power 





























































































Fig. 2.32: Drum water level 
The linearized and nonlinear model validation was also performed for the 
other input perturbation and gave the same accuracy. It is obvious that the linearized 
model approximates the nonlinear model well for small perturbations. 
2.6 Conclusion 
In this chapter, a modified nonlinear model of the Skegton Unit in [10] was to 
be used as an academic tool to test reconfigurable control algorithms. The successive 
linearized model very closely matches the nonlinear model about operation points for 
small perturbations. In the next chapter, a literature review on fault tolerant control 
systems will be presented. A fault tolerant control methodology used in this research 
will also be proposed. 
  



























CHAPTER 3: ACTIVE FAULT TOLERANT CONTROL 
SYSTEMS 
 
Sections 3.1-3.3 provide extensive reviews of types and modeling of faults and 
failures and reviews of the most common active fault tolerant control algorithms used 
in process control. Section 3.4 proposes a hybrid method to design an automatic fault 
tolerant controller for power plant systems, which combines the MPC algorithm with 
a bank of Kalman Filters and the multiple model approaches. 
3.1 Faults and Failures 
 
3.1.1 FAULT AND FAILURE DESCRIPTION 
An IFAC technical committee [13] defines a fault is an unpermitted deviation 
of at least one characteristic property or parameter of the system from the 
acceptable/usual/standard condition. In other words, faults represent abnormal 
behaviors of the system, which can affect to the normal operation of the system 
entirely or in part. Also noted in [13], a failure is a permanent interruption of a 
system’s ability to perform a required function under specified operating conditions—
a failure is more harmful situation than a fault. A fault might only lead to inaccurate 
functioning of the system, while a failure can cause system shutdown. Faults can be 
classified based on several criteria, such as physical locations and the effect on the 
system performance. Physical location fault types are actuator faults, sensor faults and 
plant component faults. System performance affected fault types are additive and 
multiplicative faults, as shown in Fig. 3.1. Additive faults, fa, cause changes in the 
mean value of system output signals, while multiplicative faults, fm, changes the 






Fig. 3.1: System performance affected faults 
3.1.2 ACTUATOR FAULTS AND FAILURES 
During system operation, faults and failures can occur in actuators or servos, 
which result in under-actuated control or possibly uncontrolled responses. Examples 
of actuator faults and failures are lock failures, floating failures and loss of 
effectiveness faults. A lock failure appears when an actuator becomes stuck or 
immovable. If locked at its maximum or minimum positions, it is called hard-over or 
runaway failure, and is one of the most dangerous failure types, which can lead to 
actuator shutdown or burnout. A floating failure occurs when an actuator can move 
freely without providing any dynamic effects to the system. A loss effectiveness fault 
happens when an actuator follows the command inaccurately or has its limit ranges 
narrowed. Those above faults and failure are illustrated in the Fig. 3.2 [15].  
 
Fig. 3.2: Types of actuator faults and failures: (a) floating failures, (b) lock failures, 
(c) hard-over, and (d) loss effectiveness faults [16] 
To model the above actuator faults, consider a linear fault-free system in 
continuous form: 
( ) ( ) ( )
( ) ( ) ( )
t t t
t t t
x = Ax + Bu
y = Cx Du






or in discrete form:   
( 1) ( ) ( )





x = Ax + Bu
y = Cx Du
       (3.1b) 
where xRn is the state vector, u Rm is the control input vector, and yRq is 
the measured output vector. It is assumed that the two matrix pairs (A, B)  and (A, C) 
are controllable and  observable, respectively.  
If actuators reduce the effectiveness, the new input matrix Bf can be 
formulated as 
1 2( , ,..., ),  0 1
f
m i





     (3.2) 
where ik  is an effectiveness factor corresponding to the i
th actuator at time 
step k. This type of fault can be considered as multiplicative. Other types of actuator 
loss efficiency faults are actuator limit and control increment limit reduction; these 
reduce normal operation ranges of the actuator positions and rates. They can be 
modeled by adding new constraints on control inputs. 
 
If the ith actuator is stuck in a position (lock or hard-over types), the new input 
matrix Bf will be built by zeroing the i
th column of the matrix B and adding a constant 
disturbance ( )i if kb  where  and ( )
i i
f kb  are the i
th column of the matrix B and the 
stuck actuator position, respectively. This type of fault is classified as additive. To 
accommodate the fault, the matrix pair (A, Bf) must maintain system controllability. 
The faulty system is given by 
( 1) ( ) ( ) ( )i if f f fk k k k   x Ax B u b     (3.3) 
For the case that the ith actuator is floating, the new input matrix Bf can be 
constructed by zeroing the ith column of matrix B.  
3.1.3 SENSOR FAULTS AND FAILURES 
Sensor faults and failures generally don’t affect the system dynamics unless 





information from sensors can lead to bad controller commands and lead to imprecise 
or abnormal actuator actions. Typical sensor faults are sensor bias, lost accuracy or 
calibration errors and sensor drift. Sensor freezing is considered as a sensor failure. 
Sensor bias is a constant offset between the actual and measured signals. Sensor drift 
is a fault when measurement errors increase over time. Loss accuracy occurs when 
sensors never give the true values of the quantities being measured. Freezing sensors 
give a constant value instead of the true value. These sensor faults and failures are 
listed in the Fig. 3.3 [15]. 
 
Fig. 3.3: Types of sensor faults and failures: (a) sensor bias, (b) loss accuracy/ 
calibration error, (c) sensor drift, and (d) sensor freezing. [16] 
Similar to actuator faults, sensor faults are described by constructing a new 
output matrix Cf in the system model (3.1). For simplicity, the matrix D can be 
considered to be zero. If the sensors lose accuracy, the new output matrix Cf can be 
formulated as 
1 2( , ,..., ),  0 1
f
p i





     (3.4) 
where ik  is an effectiveness factor corresponding to the i
th sensor at time step 
k. 
If the ith sensor is frozen at a value, the new output matrix Cf will be built by 
zeroing the ith row of the matrix C and adding a constant disturbance ( )i if kc , where  
, and ( )i if kc are the i





respectively. Consequently, the malfunctioning sensor can be modeled as a constant 
disturbance. The sensor bias and drift can be described by keeping ( )ikρ as a constant 
and varying the disturbances to the sensor values, respectively. The sensor fault model 
is given as 
( ) ( ) ( )i if f fk k k y C x c       (3.5) 
 
3.1.4 STRUCTURAL FAULTS AND FAILURES 
Structural faults and failures are related to equipment age or broken equipment 
that will change the system dynamics, which cause operation mode changes. These 
fault can be described by building a new dynamic matrix Af which is estimated by a 
FDI unit. The structural fault model can be expressed as 
( 1) ( ) ( )f f fk k k  x A x Bu       (3.6) 
 
3.2 Fault Tolerant Control Systems (FTCS) 
3.2.1 DEFINITION OF FAULT TOLERANT CONTROL SYSTEMS 
While classical control applies to the system working in normal conditions, 
fault tolerant control deals with systems subject to faults. The objective is to prevent 
subsystem faults from becoming failures at the system level. FTCS improves system 
reliability, maintainability and survivability. The FTCS enhances system reliability if 
the system still can complete its normal tasks even after faults occurred. FTCS 
upgrades system maintainability if it can increase the time between maintenance 
actions and permit simpler repair procedures. For survivability characteristics, FTCS 
must prevent the system from blowout and safely shut it down when failures occur.  
3.2.2 CLASSIFICATION OF FAULT TOLERANT CONTROL SYSTEMS 
Fault tolerant control systems can be classified into passive or active, as 






Fig. 3.4: Classifications of FTCS [15] 
 
3.2.2.1 Passive Fault Tolerant Control Systems 
Passive fault tolerant controllers compensate for the effects of certain faults 
whose nature and location have been identified apriori. In other words, passive fault 
tolerant controllers take advantage of robust control techniques to design a controller 
that is insensitive to specific faults without using online fault information. The post-
fault system continues to operate with the same controller and system structure. The 
main objective is to recover the original system performance after system failures 
occur [17]. Robust control techniques applied to passive fault tolerant controllers 
include quantitative feedback theory (QFT) [18-21] frequency domain approach (H) 
[22, 23], and a combination approach between control and fault estimation called a 4-
parameter controller [24-26].  The passive approach requires neither FDD schemes 
nor controller reconfiguration. Without the use of diagnostic information and 
knowledge of fault occurrences, it can only deal with very limited types of faults 
whose effects to the system are characterized the same as those caused by the 
modeling uncertainty [17]. 
3.2.2.2 Active Fault Tolerant Control Systems 
An active fault tolerant controller automatically optimizes its parameters or 





apriori knowledge of expected fault types or a mechanism to detect, isolate and 
evaluate unanticipated faults (FDD). Active approaches are often categorized into two 
main types: projection-based methods and online automatic redesign controller 
methods. In projection-based methods, an appropriate pre-computed controller is 
chosen based on the type of malfunction in the system. The online methods 
automatically calculate new controller parameters or even redesign new controller 
structures. Both methods must rely on a real-time FDD schemes to update the post-
fault information of systems [17]. To date, some control laws used to create an online 
automatic redesign controller have been developed, such as Linear Quadratic 
Regulator (LQR), Eigen Structure Assignment (EA), Pseudo Inverse Method (PIM), 
Feedback Linearization (FL), Dynamics Inversion (DI), Model Following (MF), 
Sliding Mode Control (SMC), and Model Predictive Control (MPC). Other control 
laws design a pre-computed controller, such as Multiple Model (MM), Gain Schedule 
(GS), Quantitative Feedback Theory (QFT), and Linear Matrix Inequality (LMI) [4]. 
In this research, the proposed fault tolerant controller design method would belong to 
the online schemes. Correspondingly, the following section will only focus on the 
literature of the online schemes. 
3.2.3 FAULT TOLERANT CONTROL SYSTEMS FOR POWER PLANTS 
Over the last few decades, there have been a few studies on the fault tolerant 
control of power plants [6, 27-35]. A preliminary research on fault tolerant (FT) 
architecture of nuclear power plants was proposed in [27]. In this approach, a fault 
tolerant distributed system was used to monitor the plant. The system consists of a) a 
FT central computer whose functions are supervision, system reconfiguration, and 
communications with other computers b) FT distributed computers, c) FT network 
connecting the central and distributed computers, d) a number of microprocessor and 
multiplexers providing the interface between sensors and actuators and the distributed 





experimental breeder reactor by researchers at Pennsylvania State University [28]. 
The reconfiguration control scheme incorporated a learning automaton to adjust itself 
to changes in plant operation conditions. The learning automaton learned the current 
operating status of the plant, evaluated and updated the control performance of the 
individual controllers and made a decision to switch to the most appropriate control 
law from a set of available ones. Another approach for reconfiguration control in 
power plants was to use parallel control algorithms [6], [36]. Three different control 
algorithms, the traditional PID, the reconstructive inverse dynamics (RID) and the 
fuzzy logic control (FLC), were applied to the steam generator water level control and 
differential pressure control at the main turbine system. The decision-making block 
switched between the combination of control algorithms based on the signal and 
command validations. A reconfiguration hybrid system was also applied to power 
plant control in [29]. The feedwater system at the experimental breeder reactor (EBR 
II) was chosen to apply the hybrid reconfiguration control system. The hybrid system 
had two levels: low and high.  The low level controllers for the execution section were 
designed in a divide and conquer approach. The operation range of the process was 
partitioned into a number of sub-ranges and the controllers were designed for each 
sub-range to meet the specified performance criteria. There might be more than one 
controller for a given sub-range and a learning algorithm was used to select the 
optimal one. The high level controllers for supervisory and coordination sections were 
designed in the same way. A robust fault tolerant control was applied to solar power 
plants in [31, 32]. A nonlinear model predictive control scheme based on a neural 
model was designed to accommodate some types of faults in the plant. This system 
was categorized as the passive type.  
 
Among all the above literature, the common approach to the reconfiguration 





controller methods and smart/ self-training controllers [28], [29], [36]. There is almost 
no approach using the mathematical based models to redesign the controllers with 
parametric or structural changes based on FDI information. In this research, a model-
based methodology will be presented to automatically redesign controllers to 
accommodate pre-defined and unanticipated faults in the power plants. 
3.2.4 RECONFIGURATION GOALS 
Control reconfiguration is part of the fault tolerant control system, which is 
supposed to find new feedback control law after the fault occurs such that the post-
fault system recovers the nominal closed loop control goals. Generally, an acceptable 
degradation is desired because the recovery usually can not be perfect except with the 
presence of physical redundancy in the system. In most technological systems, 
physical redundancy is not available due to its cost. Reconfiguration control should 
exploit the presence of redundancy in the controlled system. Reconfiguration control 
is designed based on the fault-free and faulty systems. The faulty system model must 
be provided by the fault diagnosis and isolation unit (FDI), which is part of the fault 
tolerant control system. The goals of reconfiguration control depend on the objective 
of the nominal controller. Therefore, five goals will be defined as follows [37]: 
 Stabilization goal: stabilize the control loop, 
 Weak goal: restore the equilibrium output to its nominal value, 
 Strong goal: restore the output trajectory to the nominal output, 
 Direct goal: restore the state trajectory to the nominal state, 
 Fault-hiding goal: calculate the output trajectory for the nominal plant.  
The stabilization goal is the most basic goal of the control reconfiguration 
because an unstable control loop is useless. As mentioned in [37], a reconfiguration 
control system is said to be stable if and only if all state variables and input variables 






To satisfy the weak goal, the reconfigured control system must have the same 
steady state behavior as the nominal one. In other word, a reconfiguration control 
system satisfies the weak reconfiguration goal, if and only if the external output zf (t) 
of the faulty plant converges to the output z(t) of the nominal control system when 
time t reach the infinity.  
 
The strong goal goes further as it requires the identical dynamical behavior 
between the reconfigured control system and the nominal one. A reconfiguration 
control system satisfies the strong reconfiguration goal, if and only if the external 
output zf(t) of the faulty plant matches the trajectory defined by the output z(t) of the 
nominal control system.  
 
If the strong goal condition is applied to the state variables, it becomes the 
direct goal. This goal has the strongest condition out of all the goals. A 
reconfiguration control system is said to meet the direct reconfiguration goal, if and 
only if the state variables xf(t) of the faulty plant matches the trajectory defined by the 
state variables x(t) of the nominal control system.  
 
The fault hiding goal is considered when the faulty plant still uses the nominal 
controller but combined with a reconfiguration block which generates the output yc(t) 
to be the same as the nominal plant output y(t). All the goals in the reconfigured 






Fig. 3.5: Goals in the reconfigured control loop [37] 
3.3 Active Fault Tolerant Control Algorithms 
In this section several well known active FTC algorithms will be reviewed. 
For active FTC systems, the faulty systems are assumed to be detected and estimated 
by the FDI unit. The control algorithms will be considered in terms of fault and failure 
handling properties, the capability to achieve the reconfiguration goals as well as in 
the ability to deal with disturbances, uncertainties and nonlinearity. Some hybrid 
methods will also be discussed in this section. 
 
3.3.1 LINEAR QUADRATIC REGULATOR  
A well-studied online automatic redesign method is based on the Linear 
Quadratic Regulator (LQR) [7, 9, 38-45]. This method uses post-fault information 
systems to generate a new feedback gain matrix in an optimal sense. In this section, 
the LQR method will be considered with respect to the actuator, sensor and structural 
faults. Consider the fault-free nominal system in the form (3.1a) 
( ) ( ) ( )
( ) ( ) ( )
t t t
t t t
x = Ax + Bu
y = Cx Du

         
The LQR problem can be considered as an optimal control problem to move 
the system states from the initial point x(0)=xo towards x(∞)=0 where xoR
n and x(∞) 












( ) ( ) ( ) ( ) ( )
2
T T
oJ t t t t dt

 u,x u Ru x Qx      (3.7) 
Where Q and R are symmetric positive semi-definite and positive definite 
matrices, respectively. The system state vector x(t) is subject to the constraint (3.1). 
The optimal solution is identified from the Hamiltonian approach as follows 
  1( ) ( )t t u R BPx        (3.8) 
where P is the solution of the Riccatti Eq. 
  
1 0T T   Q A P PA PBR B P
    
(3.9) 
The optimal value of the criterion (3.2) in the fault free case is expressed by 
  ( ) To o oJ u,x x Px
      
(3.10)  
In the case of some faulty actuators, such as the loss of efficiency and actuator 
floating, the model of the faulty system can still be represented in a linear form as 
( ) ( ) ( )
( ) ( ) ( )




x = Ax + B u
y = Cx Du

       (3.11) 
Obviously, the most common reconfiguration goals of the problem are the 
stabilization goal and the weak goal. Assuming that the fault tolerant control problem 
has a solution, the two following cases must be considered 
 The cost is of no importance as long as the system objective is 
achieved. 
 The cost is limited to some extent so even if the optimal solution 
exists, the cost might be too high and the solution can’t be considered as the fault 
tolerant one.   
The necessary condition to guarantee the actuator failure system’s fault-
tolerant capability is that the pair (A, Bf) must be controllable. The accommodated 
control and trajectory are computed as the solution of 
1
( ) ( ) ( )
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f f f f
f f f
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where tf is the time when the fault occurs, and Pf is the solution of the Riccatti 
Eq. 
  1 0T Tf f f f f
   Q A P P A PB R B P
    
(3.13) 
The optimal value of the criterion (3.2) in the faulty case is expressed by 
  ( ) ( )
f
T T
o o o f fJ   u,x x Px x P P x
    
(3.14)  
According to [46], the cost function depends on the value of the state xf, which 
is computed by: 
( ) ft
f oe
-1 TA-BR B P
x x        (3.15) 
If the time tf is known, we can check online if the LQR based method can 
tolerate the actuator faults or not, and the fault tolerant control for the system can be 
recomputed by (3.12). If the actuator is locked or hard-over, the faulty model can be 
built by adding some constant disturbances to (3.11); a method to calculate the 
optimal control is proposed in [47]. Obviously, the LQR method cannot completely 
deal with the actuator limit reduction. The only way to partially cope with this 
actuator fault is to change the input weight matrix R to penalize the input control. 
Similarly, in the case of structural faults, the faulty model can be expressed in 
a linear form as 
( ) ( ) ( )
( ) ( ) ( )




x = A x + Bu
y = Cx Du

       (3.16) 
The necessary condition to guarantee the structure failure system’s fault-
tolerant capability is that the pair (Af, B) must be controllable. The accommodated 
control and trajectory are computed as the solution of 
1
( ) ( ) ( )
( )
( ) ( )









x A x Bu
x x
u R BP x

       (3.17)  
where Pf is the solution of the Riccatti Eq. 
  1 0T Tf f f f f
   Q A P P A PBR B P






To deal with sensor faults, the LQR method needs to combine with a good 
estimator, such as Kalman Filters. 
 
In FTC methods, it is important to automatically select the appropriate 
controller parameters when faults or failures occur. In the LQR method, the selection 
of weighting matrices Q and R is generally carried out by trial and error. Some 
guidelines to select Q and R can be found in [38], [48].  
 
In summary, the LQR-based reconfiguration method has the advantages in 
closed loop stability and a certain degree of robustness. However, the ambiguities in 
selecting weighting matrices, one of the most important steps in LQR-based controller 
design, may degrade system performance. Moreover, to guarantee the algorithm is 
applicable, full state feedback for controller implementations is generally required. 
Additionally, this method is only applicable to linear systems [49]. 
3.3.2 PSEUDO INVERSE METHOD 
One of the earliest methods for the controller redesign, which belongs to the 
model-matching approach is the Pseudo Inverse Method (PIM) [50-54]. This method 
uses the matrix pseudo-inverse to calculate the new feedback gain to minimize the 
Frobenius-norm between the original and new closed loop system transition matrices. 
Consider the fault-free nominal system in the form (3.1) as 
( ) ( ) ( )
( ) ( ) ( )
t t t
t t t
x = Ax + Bu
y = Cx Du

         
and a state feedback controller is in the form u(t)=-Kx(t). When the fault 
occurs, the faulty plant is represented by as 
( ) ( ) ( )
( ) ( ) ( )
f f f f f
f f f f f
t t t
t t t
x = A x + B u
y = C x D u






A new state feedback controller uf(t)=-Kfxf(t). To accommodate the plant 
faults, both of the faulty closed loop system and the fault-free closed loop system 
have similar dynamics. It meant that the following condition must be satisfied. 
f f f  A BK A B K        (3.20) 
Therefore, the new feedback gain is chosen to minimize the Frobenius-norm 
as  
( ) ( )f f f  A BK A B K        (3.21) 
Utilizing the matrix pseudo inverse method, the new feedback gain Kf is 
computed as [46] 
1( ) ( ) ( )T Tf f f f f f f
      K B A A BK B B B A A BK    (3.22) 
In summary, the PIM approach can deal well with structural faults and 
actuator efficiency loss faults but can hardly cope with actuator faults as control limit 
reduction and lock/hard-over faults. It might recover almost all the reconfiguration 
goals except the stabilization goal [37]. This problem was overcome in [51] by adding 
the stability condition of f f fA B K . However, it still requires full state feedback, 
which might be not feasible in practical, and relies on some stability bounds [55]. 
3.3.3 EIGEN-STRUCTURE ASSIGNMENT TECHNIQUES 
The dynamic behavior of a closed loop system is characterized by its 
eigenvalues and eigenvectors. The Eigen-Structure Assignment (EA) recovers the 
original system’s performance by designing a feedback gain such that the 
reconfigured system’s eigen structures would be as close as the original one as 
possible while minimizing the 2-norm of the difference between the corresponding 
eigenvectors [5, 8, 9, 49]. Mathematically, if the faulty system is expressed by (3.19), 
the eigenvalue condition can be displayed as 
( ) ( ),  1,..., ax( , )fi f f f i i M r m        A B K A BK    (3.23) 
while the eigenvector condition can be formulated in a least square sense as 









iv  are the closed loop eigenvalues and eigenvectors of 
the nominal and faulty systems, respectively. Wi is a positive definite weighting 
matrix. K and Kf are the feedback gains for the nominal and faulty systems, and (m, r) 
are the numbers of input and output variables, respectively. The eigenvectors fiv can 
be chosen by projecting the corresponding iv on to Li as 
f
i i iv L v          (3.25) 
where 1( )fi i f f
 L I A B  
Taking into account (3.24), the most appropriate choice of the closed loop 
eigenvector fiv can be derived as  
1( )f T T T Ti i i i i i i i i
v L L W WL L W v       (3.26) 
To calculate the feedback gain Kf, a linear transformation  is applied to 
(3.19) to get a new set of state variables as 1( ) ( )f ft t
z Ω x . 
Consequently, (3.19) becomes 
( ) ( ) ( )f f f f ft tz = A B K z       (3.27) 
where  1 1,  |
T
f f f f m
   A Ω A Ω B Ω B I 0 . The corresponding 
eigenvectors under the transformation are represented by 1( )f fi it
v Ω v . The 
relationship among eigenvectors, eigenvalues and system matrices is shown as 
( )f f fi f i f f i  I A v B K v       (3.28) 
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where  




















The first matrix Eq. partitioned from (3.29) can be rewritten as 
1( ) ,  ( , )
f f f
f i i i i Max r m  A K v λ s       (3.30) 
where 1 11 12
f f f   A A A . 







f f A K V S         (3.31) 
where 1 2 ( , ) 1 1 2 2 ax ( , ) ( , ), ,... ,  , ,...
f f f f f f
f Max r m M r m Max r m
       V v v v S λ s λ s λ s . 
The desired feedback gain for faulty systems can be calculated from (3.31) as 
  11ff f f  K S A V V        (3.32) 
If full state feedback is feasible, the method will recover the eigenvalues of the 
original closed loop system completely. It will assign the corresponding eigenvectors 
as close as possible in the least-square sense to the original ones. If only output 
feedback is available, the dominant modes and corresponding eigenvectors of the 
original system are recovered subsequently. 
In summary, like the PIM method, EA is capable of recovering structural 
faults and actuator efficiency loss faults but not the control limit reduction and 
lock/hard-over faults. The advantage of EA lies in the achievement of the stability 
goal and other dynamic performance goals. The two major drawbacks of the method 
are 1) the stability of only Max (m, r) eigenvalues of the closed loop system is 
guaranteed, and 2) there exists the assumption of full column rank of the input matrix 
Bf of the impaired model [49], [55], [56].  
3.3.4 FEEDBACK LINEARIZATION DESIGN 
All of the above fault tolerant control methods are applied to linear systems. 
Generally, linear controllers handle well in practice even in some nonlinear 
environments. However, faults and failures often cause severe nonlinearity so that the 
linearized model no longer describes the system dynamics well. The idea of feedback 
linearization can be used to compensate for these nonlinear dynamic effects of a class 
of nonlinear systems [57-59]. Consider a fault-free nonlinear system of size n with m 
inputs uk and m outputs yk ( 1,...,k m ) in the controllability canonical form as. 
( ) ( )
( )
x = f x + g x u
y = h x






The relative degree of each output yk is rk which means that for some i, the Lie 
derivatives of each output hk with respect to the vector f(x) and gi(x) will satisfy the 
condition as 1( ( )) 0k
i
r
g f kL L h
























y l x J x u v       (3.34) 
where the total relative degree r=r1+r2+…+rm. 
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l x         (3.36) 
The diffeomorphism transformation (x), which is not uniquely defined, can 
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where 1 ... i
T
i i i
r    ξ  and  is a internal dynamic vector of the size n-r. 
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       (3.38) 
( , , )η z ξ η v         (3.39) 
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Any linear control techniques can be used to calculate v and the control input 
u can be defined as 
1 1( ) ( ) ( )  u J x v J x l x       (3.41) 
When faults and failures happen, the FDI unit can identify the faulty system 
(3.27) as 
( ) ( )
( )
f f f f
f f
x = f x + g x u
y = h x

       (3.42) 
The fault tolerant control law can be recalculated by (3.41) as 
1( ) ( )ff f f
    u J x v l x       (3.43) 
Although this method is better than the linear approximation of the dynamics 
because of exact state transformation and feedback, the method requires perfect 
models with perfect derivatives and is hard to apply if the internal dynamics cause 
instability [60].  
In summary, the FL method can deal with nonlinear actuator and structural 
faults. It combines with other control algorithms to guarantee the stability goal. For 
the model mismatch problem, some artificial neural network techniques can be 
combined with FL to estimate exactly the model error.  
3.3.5 SLIDING MODE CONTROL 
Another potential nonlinear control method for reconfigurable systems is 
sliding mode control (SMC) [15, 61-72]. SMC is a nonlinear control method to drive 
the nonlinear plant’s state trajectory into a prescribed hyperplane in the state space 
and to force the system states stay on the surface for subsequent time. The feedback 
control law is not a continuous function of time but a discontinuous and switching 
function. Its major advantage is the capability to maintain robust performance in the 
presence of large uncertainties in plant dynamics. Of all robust control schemes in 
current literature, SMC seems to  have the best potential for handling sudden large 
changes in plant dynamics due to failures [63]. Consider a fault-free nonlinear system 





( ) ( )x = f x + B x u         (3.44) 
The uncertainties on f(x) and B(x)  can be expressed in the additive and 
multiplicative forms as [73]. 
f̂ ,  1,...,
ˆ , ,  i=1,...,n and j=1,...,n
i i i
n ij ij
f F i n
D
  
 B = (I + Δ)B
    (3.45) 
where f̂ ,  fi iand  are the i
th estimated and true unknown elements of the vector f(x), B̂  
is the estimated matrix of B. 
The sliding hyperplane is defined by a linear combination of states as  
( ) ( )t ts = Sx          (3.46) 
where mxnS R  is full rank and satisfies the properties as 
 : ( ) 0n t  S x R Sx        (3.47) 
The condition that makes the system states lies in the sliding surface is stated 
as 
( ) ( ) 0t t s = s          (3.48) 
The reachability condition to guarantee the sliding surface is reached in spite 
of the dynamic uncertainties (3.45) is given by 
T  s s η s          (3.49) 
where  is the design positive vector. 
The average value that the control signal must take to maintain a sliding 





u = SB Sf x         (3.50) 





u = SB Sf x         (3.51) 
In order to satisfy the reachability condition (3.49), a discontinuous term is 
added into the control law (3.51) as 
   
1
ˆˆ ( ) sgn( )






where k is a vector of parameters which is chosen to make the condition (3.49) 
satisfied. 
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    (3.53) 
It possibly assumes that  
ˆ
m sSB = (I + Δ )SB         (3.54) 
From the Eq.s (3.45) and (3.54), we have 
( )n m sS I Δ = (I + Δ )S        (3.55) 
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S f x f x Δf x I Δ k s

    (3.56) 
The vector of parameter k is selected to satisfy the sliding condition (3.49). 
For notation compactness, we shall write 
 ˆ ( )n     s S F D f I D k η       (3.57) 
or 
 ˆ ( )n   S F D f η S I D k       (3.58) 
When faults or failures occur in the system but are still covered by the 
dynamic uncertainties (3.45), the faulty input matrix can be displayed as 
f̂ ,  1,...,
ˆ , ,  i=1,...,n and j=1,...,n
i fi i
f n ij ij
f F i n
D
  
 B = (I + Δ)B





The SMC controller can compensate for the faults and failure naturally. If the 
faults and failures are out of range of the dynamic uncertainties, there needs a FDI 
unit to identify the new dynamic uncertainties as. 
f̂ ,  1,...,
ˆ , ,  i=1,...,n and j=1,...,n
i fi fi
f n f fij fij
f F i n
D
  
 B = (I + Δ )B
    (3.60) 
The new vector of parameters k will be recalculated by (3.58) with the new 
dynamic uncertainties fF and fD . 
In summary, besides dealing well with the structure and actuator faults and 
failures, the state observer based on SMC can be used to detect the sensor faults [15]. 
However, the SMC can only deal with partial actuator failures and fail to compensate 
the total actuator failure (floating and hard-over actuator faults) [15]. Additionally, 
SMC often results in chattering control inputs due to its discontinuous switching 
control. This behavior can lead to damage in the systems and excitation of 
unmodelled system dynamics which lead to the problem of the stability goal. 
Moreover, the fixed switching gain often gives too much energy for the goals of 
trajectory tracking [74]. 
3.3.6 MODEL PREDICTIVE CONTROL 
Last, but not least, one of the best potential methods for reconfiguration 
implementation is the model predictive control algorithm (MPC) [35, 48, 75-93]. 
Model Predictive Control has been widely used in process industries because of its 
excellent capability in handling complex constrained multivariable control systems, 
which help maintain high quality products with minimum energy while still satisfying 
safety requirements [76]. The general structure of MPC consists of an optimizer, a 
predictor and an internal model. The optimizer computes at each time instant a 
sequence of future manipulated variable moves by minimizing an objective function 
subject to constraints over the finite prediction horizon Np and control horizon Nu. 





plant measurements to provide the optimizer with predicted values of state and output 
variables over the finite prediction horizon. Among the optimized input sequence, 
only the first term is applied to the plant. At the next time step, the procedure starts 
over again over a shifted horizon, leading to the moving horizon control principle. 





( ) ( ) + ( ) ( )
Np Nu Nu
i i i
J k k i k k i k k i k
  
  
       Q R Sx u u   (3.61) 
with 
( ) ( ) ( )k i k k i k k i    x x x       (3.62) 
     
 ( ) ( ) ( 1 )k i k k i k k i k      u u u     (3.63) 
( ) ( ) ( )k i k k i k k i    u u u      (3.64) 
 
where ( ) nk i k x R , ( ) nk i x R , ( ) mk i k u R , and ( ) mk i u R  are the 
predicted states, the reference setpoints, the predicted inputs, and the target inputs, 
respectively, at time k. Q is a positive semi-definite matrix, and R and S are positive 








α α Qα . The control actions are computed 
by minimizing (3.61) subject to constraints 
 
( 1) ( ) ( ),  ( )
( ) ( ) ( ),       (k)
n
q
k k k k
k k k
   
  
x Ax Bu x R
y Cx Du y R
     (3.65) 
min max( ) ( ) ( ),  k k+N 1ul l l l    u u u     (3.66) 
min max( ) ( ) ( ),  k k+N 1ul l l l       u u u    (3.67) 
min max( ) ( ) ( ),  k k+N 1pl l l l    x x x     (3.68) 






MPC is considered as one of the best candidates for FTC system design 
because it takes the advantages of both passive and active FTC design methods. The 
robust control ideas can be easily incorporated into MPC by optimizing the control 
objective function for the worst situation of the disturbances/ uncertainties. In the 
active FTC aspect, with the support of the FDI unit, MPC can deal with actuator and 
structural faults naturally and easily. MPC can accommodate actuator faults and 
structural faults by modifying the plant input constraints and updating the MPC 
internal model, respectively [82, 89]. The actuator fault tolerant capacity of MPC is 
expressed in details as 
a) Actuator Limit Reduction: the actuator operation region is decreased to a 
new limit. Once this fault is detected, isolated and evaluated, the new constraint will 
replace (3.66) 
 
min max( ) ( ) ( ),  k k+N 1f f ul l l l    u u u     (3.70) 
 
The optimizer will update the constraint (3.66) with (3.70) to compute the new 
sequence of control moves to accommodate the faults. 
b) Actuator Lock in Place: ith-actuator is stuck in a position, and can be 
represented as  
 
( ) ( ),  k k+N 1i i uu l l l          (3.71) 
 
The input matrix B in (3.65) is modified by removing the corresponding 
column i and adding a constant disturbance ( )i if kb , where , ( )
i i
f kb  is the 
corresponding column of B matrix and the stuck actuator position, respectively. To 
accommodate the fault, the pair (A, Bf) in (3.72) must maintain system controllability. 





( 1) ( ) ( ) ( )i if fk k k k   x Ax B u b      (3.72) 
c) Control Increment Limit Change: the speed at which the actuator moves is 
changed. The new constraint set will be updated to (3.67) as 
min max( ) ( ) ( ),  k k+N 1f f ul l l l       u u u    (3.73) 
The optimizer will update the constraint (3.67) with (3.73) to compute the new 
sequence of control moves to accommodate the faults. 
d) Actuator Float: ith-actuator has a total loss of control authority. It can be 
expressed as 
( ) 0,  k k+N 1i uu l l          (3.74) 
The faulty input matrix Bf will be built by zeroing the corresponding column 
in B matrix. 
e) Actuator Loss of Efficiency: the actuator reduces its control effectiveness. 
The faulty control input can be represented as 
( ) ( ) 1 ( ) ,  k k+N 1i i if uu l u l l l           (3.75) 
where ( )i k is the effectiveness factor, 0 ( ) 1i k  . The faulty input matrix Bf in 
can be formulated as 
1 2,  ( , ,..., )mf k k kdiag    B BΓ Γ     (3.76) 
Under the influence of the effectiveness factors, the input constraints (3.66) 
will be modified as 
 
1 1






Γ u u Γ u
    (3.77) 
The MPC scheme can also accommodate structural faults, which change the 
plant dynamics, by updating the internal model by the state matrix Af from the FDI 
unit.  
In summary, the MPC method can completely deal with the actuator and 





constraints. The stability goal can be guaranteed by increasing the prediction horizon 
Np or adding some terminal constraints or terminal cost terms to the system [94-107]. 
Other reconfiguration goals, such as week, strong and direct ones, could be reached 
by changing the objective function of the controller. The computational effort, which 
is usually considered as a disadvantage of MPC control law, is not so severe in the 
power industry environments because of slow dynamic processes [48]. Moreover, its 
promising capability to deal with nonlinear large-scaled systems is increasingly 
attractive to the fault tolerant control applications. 
3.4 Proposed Fault Tolerant Control Approach 
In the previous sections, some of the advanced control algorithms were 
considered in terms of fault tolerant control applications. Their fault tolerant 
characteristics are summarized and compared in Table 3.1. Filled-in circles denote 
that the method has the property while empty circles imply that the corresponding 
approach could be modified to satisfy the property [108]. The column explanation is 
given as 
 Faults and Failures: types of faults and failures that the control algorithm can 
handle 
 Robust: the control algorithm has the robustness property 
 Adaptive: the control algorithm can adapt itself to the changes of model 
parameters 
 Fault Model: 
 FDI: an FDI algorithm is incorporated into the method 
 Assumed: the method assumes an algorithm which provides the fault 
model  
 Constraints: the algorithm can deal with actuator constraints 
 Stability: the algorithm can guarantee the stability goal 





Table 3.1. Comparison of Fault Tolerant Control Methods 
Method Faults & Failures Robust Adaptive Fault Model Constraints Stability Model Type 
Actuator Structure Sensor FDI Assumed Linear Nonlinear 
LQR            
PIM            
EA            
FL            
SMC            
MPC            
As seen from Table 3.1, MPC has many advantages over other methods, such 
as dealing with actuator and structural faults naturally, and handling actuator and 
output constraints well, which makes the method a promising candidate for fault 
tolerant control systems. It is also applicable deployment to both linear and nonlinear 
systems. Moreover, the method can be modified to include state estimators as the 
model predictive based observer or the Kalman Filter for sensor faults. This method 
can also be used to develop a data driven control method as the subspace predictive 
control. This algorithm uses the subspace identification theory to online update the 
predictor and the predictive control cost function. This incorporation will equip the 
MPC the ability to deal with unanticipated faults [108]. 
In practice, the trend of hybrid methods is emerging as a fault tolerant control 
solution. For example, the LQR, PIM, EA, and  MPC methods usually combines with 
the multiple model switching and tuning approach, which has advantages in 
accommodating the system faults over a wide range of operation points [7, 56, 76, 89, 
109, 110]. The FL method often integrates with the artificial neural network method 
to estimate the model mismatch for better control design [59]. The LQR, EA, PIM, 
and SMC methods incorporate the model following approach to maintaining the 





In this research, a hybrid method is used to design an automatic fault tolerant 
controller for power plant systems which combines the: 1) a bank of Kalman Filters 
and a reconfigured Kalman Filter,  2) a MPC algorithm with fault tolerant techniques 
3) multiple model switching approach. 
The fault-tolerant MPC control scheme is shown in Fig. 3.6 in which all the 
dash line flows are applied when faults occur. When faults occur in the plant, the FDI 
is must detect, isolate and provide fault information to update the MPC internal 
model. The future predictor and the Kalman Filter use the updated plant model to 
estimate and predict the future states and outputs. A bank of Kalman Filters is applied 
to deal with both system nominal operations and sensor fault cases. When the FDI 
detects and isolates a specific sensor fault, the reconfiguration mechanism will update 
the fault and request a switch to an appropriate Kalman Filter corresponding to that 
fault. If there is no suitable predesigned Kalman Filter, the Kalman Filter for the 
nominal case will be redesigned to accommodate the fault. In the cases of actuator 
faults, the reconfiguration mechanism collects fault information from the FDI and 
updates the constraint set, and the internal model. If the system becomes unstable, 
some techniques to improve the controller stability is applied.  The nominal trajectory 
recovery is taken care by the cost function optimization. The faulty system 
performance is enhanced by making changes in the controller parameters or 






Fig. 3.6: Fault-tolerant model predictive control scheme 
3.5 Conclusion 
In this chapter, several forms of fault models were analyzed in terms of 
actuator, structural and sensor faults. The general ideas of fault tolerant control system 
were introduced and a detailed review on several common active fault tolerant control 
algorithms was discussed. Based on a comparison among those reconfigurable 
techniques, a hybrid method, which includes the MPC controller, and the Kalman 
Filter, is proposed for the active fault tolerant control framework. In the next chapter, 
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In this chapter, a nominal controller using model predictive control (MPC) 
methods will be designed for the 14st order boiler-turbine system, which was 
presented in Chapter 2. MPC is selected because of its excellent capability in handling 
complex constrained multivariable controlled systems. Section 4.2 derives in detail 
MPC formulation for unconstrained and constrained cases, provides the offline tuning 
procedures and applies the control to the Skegton model. The sensitivity of MPC 
tuning parameters is analyzed. The online tuning methodology is proposed as a 
candidate for the fault tolerant controller design. Section 4.3 presents the use of 
Kalman Filters to estimate the plant states, which are utilized to calculate the MPC 
optimal control moves. The Extended Kalman Filter will be applied when the 
piecewise linearized model is used. Section 4.4 presents the idea of using a bank of 
Kalman Filters to estimate sensor faults in the fault tolerant control system. A plant 
simulation using the MPC controller combined with the Kalman Filter is also shown. 
 
4.2 Nominal Controller Design using Model Predictive Control 
In the literature on MPC [113-115], the effect of the plant feedthrough matrix 
Dp is often disregarded in the MPC formulation of future controlled variables. Also, 
the cost function formulation generally considers only the output and control 
increment errors. In this section, the MPC formulation is derived to incorporate the 
effect of the feedthrough matrix Dp and the control input error term in the cost 





in matrix and vector formats, which are applicable for the optimization using the 
quadratic programming algorithm.  
4.2.1 DISCRETE-TIME LINEAR MPC FORMULATION 
The structure of MPC typically consists of an optimizer, a predictor and an 
internal model. The internal model, which represents the plant dynamics, is used to 
build the predictor. The optimizer uses the future state and output variables, which are 
generated by the predictor to find the optimal sequence of control inputs. Among the 
optimized input sequence, only the first term is applied to the plant. At the next time 
step, the procedure starts over again over a shifted horizon, leading to the moving 
horizon control principle. 
The internal model is typically represented in one of three forms: 1) 
impulse/step response models, 2) transfer function based models and 3) state-space 
models. In this section, the nonlinear state space model of the plant in (2.73-2.75) has 
the state-space form of: 
( ) ( ( ), ( ))





x = f x u
y = h x u

       (4.1) 
where , ,  and n m qp p p  x R u R y R  are the plant state variables, manipulated 
variables and output variables, respectively. f and h are the vectors of nonlinear state 
and output Eq.s, respectively. 
Using the Taylor series to linearize (4.1) about an operation point (xpo, upo), 
the time varying linear model of the plant is of the form as 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
p p p p p
p p p p p
t t t t t
t t t t t
x = A x + B u
y = C x + D u
  
        (4.2) 
where 
, , , ,
, , ,  
po po po po po po po po
p p p p
p p p p
and
   
   
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x u x u x u x u
f f h h
A B C D
x u x u
 
, and ( ) ( ) ,  ( ) ( )  and ( ) ( ) ( , )p p po p p po p p po pot t t t t t   x = x x u u u y = y h x u
  
. The plant 
matrices Ap, Bp, Cp and Dp at 100% load level were shown in Eq.s  (2.88)-(2.91). 
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x = A x + B u
y = C x + D u
  
       (4.3) 
Generally, the model predictive control law is interested in producing the 
control increment ( )ku

rather than the input values themselves. To include the 















        (4.4) 
Then the state space model (4.3) can be rewritten in the form as 
( 1) ( )
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   (4.5) 
or   
( 1) ( ) ( )





x = Ax + B u
y = Cx D u
      (4.6) 
where 
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 . n, , m and 
q are the number of state, manipulated variables and controlled variables, 
respectively. mxnO is the zero matrix of size mxn and mI  is the identity matrix of size 
m. The augmented system matrices are 
,  ,  , and p p p p p p
mxn m m
   
         
   
A B B
A B C C D D D
O I I
 
For the Skegton plant model, the model sizes are n=14, m=5, and q=5. The 
augmented state vector has the form as 
 st ei U  h  T   V   T  h   T  h  T  h  w   w  x  w
T
EG EG r rt v drw s s rho rht rho et eo F a cv    x  (4.7) 
Once the internal model is specified, the next step in the design of a predictive 
control system is to build the predictor, which generates the values of state and output 
variables over a finite prediction horizon. Denote the future control variables as the 
vector  ( ) ( ), ( 1),..., ( 1)
T
ck k k k N       U u u u , and the future state variables as 
the vector ( ) ( 1 ), ( 2 ),..., ( )
T





variables as the vector ( ) ( 1 ), ( 2 ),..., ( )
T
pk k k k k k N k    Y = y y y . The state 
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          (4.8) 
or 
( ) ( ) ( )k k kX = Λx + Ω U        (4.9) 
where ( ),   ( )k i k and k i k x y are the state and output variables at time step k+i 
given the current value of ( )kx , k is the current sampling instant, Np is the prediction 
horizon, and Nc is the control horizon. Obviously, Nc is chosen to be less than or 
equal to Np. 
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          (4.10) 
or 
( ) ( ) ( )k k kY = Θx +Φ U       (4.11) 
From the Eq.s (4.9) and (4.11), it is noticed that the future state and output 
variables can be computed by the current state variables and the future input variables. 
In the next step of the predictive control system design, an optimizer is built to 
compute at each time instant a sequence of future manipulated variable moves by 
minimizing an objective function subject to constraints over the finite prediction 





and a reference control signal ( ),  1,.., 1u ck i i N  r , the objective of the predictive 
control system is to force the predicted output as close as the setpoint signal. This 
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α α Qα . This cost function includes the input penalized 
term, which is rarely mentioned in the literature. In the next step, the detailed 
formulation is presented to transform the cost function in Eq. 4.12 into a standard 
quadratic form. 
We can rewrite the Eq. (4.12) as 
2 2 2
( ) ( ) ( ) + ( ) ( ) ( )s uJ k k k k k k    Q R SY R U U R        (4.13) 
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T
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u u u u ck k k k N   R r r r , and  ( ) ( ), ( 1),.., ( 1)
T
ck k k k N   U u u u  
are the future reference trajectory, control reference, and control input, respectively. 
The weight matrices ,  ,  and Q R Shave the form as 
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It is noticed that the future control input ( )kU can be expressed as 
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Based on the Eq.s (4.11), (4.13) and (4.15), the cost function can be 
represented as 
2 2 2
( ) ( ) ( ) + ( ) ( ) ( )J k k k k k k      
Q R S
Φ U α U Ψ U β    (4.16) 
where ( ) ( ) ( ),  and ( ) ( ) ( 1)s uk k k k k k    α R Θx β R Πu  
The cost function (4.16) can be rewritten in the quadratic form as 
1
( ) ( ) ( ) ( )
2
T TJ k k k k c     U H U U g      (4.17) 
where  2 T T  H Φ QΦ R Ψ SΨ ,  2 ( ) ( )T Tk k  g Φ Qα Ψ Sβ  , and 
2 2
( ) ( )c k k 
Q S
α β  , c is a constant which depends on the current state and the 
previous control input. The optimal control sequence *( )kU   to minimize the cost 
function J(k) in the case of no constraints is calculated as follows 
   
1*( ) ( ) ( )T T T Tk k k

    U Φ QΦ R Ψ SΨ Φ Qα Ψ Sβ   (4.18) 
In the predictive control algorithm, only the first element of the optimal 
control vector *( )kU  is applied to the plant model (4.6) as 
 * *( ) ... ( )m m mk k  u I O O U     (4.19) 
At the next time step, the procedure starts over again over a shifted horizon, 
leading to the moving horizon control principle. The unconstrained MPC algorithm is 






Fig. 4.1: Unconstrained MPC Algorithm 
 
4.2.2 UNCONSTRAINED LINEAR MPC CONTROLLER DESIGN 
In this section, the unconstrained linear MPC controller will be applied to 
control the nonlinear Skegton unit. For the linear MPC design, the nonlinear plant 
model is linearized around the 100% load level and discretized at a sampling time ts=2 
secs. The augmented model is shown as 
5 14 5 5
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The output matrix Cp (Column 1- Column 7) 
 
 
The input matrix Bp   
 
 
The output matrix Cp (Column 8- Column 14) 
 
 







The control objective is to decrease the power load from 100% load level 
(11.48MW) to 91% load level (10.48 MW) in a ramp trajectory in 20 seconds. The 
constraints for the plant manipulated and controlled variables for this case are shown 
in Table 4.1. The manipulated variables’ constraints are hard constraints and will have 
saturation checked. The controlled variables’ constraints are soft constraints, which 
are calculated based on the output nominal values at 100% load level. The controlled 
variables’ constraints are defined in an acceptable plant operation range shown below. 
Table 4.1 Controlled and Manipulated Variable Ranges 









wF Fuel mass flow to the furnace (kg/s) [8, 16] 
 Burner tilt angle coefficient (radian) [0, 1] 
wa Attemperation water mass flow (kg/s) [0, 2] 
xcv Main steam valve position [0.2, 1] 














ps Superheated steam pressure (kPa) [0.9  1.1]ps_nom 
Trho Reheated steam temperature (K) [0.95  1.05]Trho_nom 
Ts Superheated steam temperature (K) [0.95  1.05]Ts_nom 
Ptotal Total power output from three steam turbines 
(MW) 
[0.85  1]Ptotal_nom 
L Drum water level (m) [0.9  1.1]L_nom 
 
The nominal values of controlled outputs, state and input variables at two load 








Table 4.2 Setpoints for Controlled Variables at Different Loads 




ps Superheated steam pressure (kPa) 4000 4000 
Trho Reheated steam temperature (
oK) 728 728 
Ts Superheated steam temperature (
oK) 717 717 
Ptotal Total power output from three steam turbines (MW) 11.48 10.48 
L Drum water level (m) 4.345 4.345 
 
Table 4.3 Skegton Model Nominal State and Inputs at Different Loads 




EG Exhaust gas density through the boiler (kg/m
3
) 0.495 0.473 
UEG Volumetric energy of exhaust gas through the boiler (J/m
3) 4.410E5 4.182E5 
hr Water-Steam mixture specific enthalpy (J/kg) 1.165E6 1.150E6 
Trt Temperature of riser metal tubes (
oK) 569.830 564.710 
v Drum steam density (kg/m
3) 23.022 22.125 
Vdrw Drum water volume (m
3) 5.073 4.889 
s Density of superheated steam (kg/m
3) 12.701 12.714 
Tst Temperature of superheater metal tubes (
oK) 736.840 745.770 
hs Superheated steam specific enthalpy (J/kg) 3.315E6 5.315E6 
rho Steam density in the reheater (kg/m
3) 4.190 3.750 
Trht Temperature of reheater metal tubes (
oK) 745.070 746.090 
hrho Reheater steam specific enthalpy (J/kg) 3.378E6 3.379E6 
Tet Temperature of economizer metal tubes (
oK) 413.670 415.980 





Table 4.3 Skegton Model Nominal State and Inputs at Different Loads, cont 
Inputs Name Values Values 
wF Fuel mass flow rate (kg/s) 15.972 14.960 
wa Attemperator steam mass flow rate (kg/s) 0.007 1.032 
 Burner tilt angle (radian) 0.900 0.756 
xcv Main steam valve position (nondimensional) 0.924 0.827 
wei Inlet economizer mass flow rate (kg/s) 12.852 11.507 
 
The prediction horizon and control horizon are selected as Np=40, Nc=10, the 
weight matrices Q, R and S are initially selected as identity matrices. The simulation 
time is 60 seconds. All the feedback states are assumed available (no estimator is 
applied yet). The simulation results of controlled variables are shown in Figs. 4.2- 4.6. 
 
 
Fig. 4.2: Superheater pressure for unconstrained MPC 
 
 
Fig. 4.3 Reheater temperature for unconstrained MPC 








































Fig. 4.4 Superheater temperature for unconstrained MPC 
 
Fig. 4.5: Total turbine power load for unconstrained MPC 
 
Fig. 4.6: Drum water level for unconstrained MPC 
 
 The simulation results of manipulated variables are shown from Figs. 4.7-4.11 
 
Fig. 4.7: Fuel flow rate for unconstrained MPC 






















































































Fig. 4.8: Burner tilt angle for unconstrained MPC 
 
Fig. 4.9: Attemperater flow rate for unconstrained MPC 
 
Fig. 4.10: Main control valve position for unconstrained MPC 
 
 
Fig. 4.11: Economizer water flow rate for unconstrained MPC 


















































































 Based on the simulation, the control objective is reached. The power load level 
is following the ramp trajectory well with a small steady state error. If it is well tuned, 
the unconstrained linear MPC controller will work fine. However, it does not have a 
mechanism to control the output limit violation. In the following case, with all the 
same setting, except the prediction and control horizons are reduced as Np=30, Nc=6, 
the superheater pressure is not well controlled and violates the soft constraints. In the 
next section, the constrained linear MPC control algorithm will be discussed to 
overcome that problem. 
 
Fig. 4.12: Superheater pressure for unconstrained MPC in a bad tuning case 
4.2.3 DISCRETE-TIME LINEAR MPC WITH CONSTRAINTS 
In the previous section, the predictive control law without constraints was 
presented. In reality, constraints always exist in the plant. The plant manipulated 
variables can be subject to constraints due to the limitations of the plant actuators. The 
controlled variables are expected to lie within the working ranges due to efficiency or 
safety reasons. Even the plant state variables can be required to be in the expected 
working ranges. The actuator constraints are regarded as the hard constraints, which 
cannot be violated at any time. In contrast, the state and output variables’ constraints 
are considered as soft constraints, which may be violated for a period of time. In this 
section, the predictive control law for linear constraints in actuators, output and state 
variables is formulated as a quadratic programming problem with the quadratic cost 
function and the constraints as 





























T TJ  x Hx x g        (4.21) 
Mx γ         (4.22) 
where x is the decision variable. H and M are the compatible matrices, g and  are the 
compatible vectors in the quadratic programming problem. The quadprog function in 
the Matlab Optimization toolbox can be used to solve this problem. 
As known from Eq. (4.17), the cost function has the following form 
1
( ) ( ) ( ) ( )
2
T TJ k k k k c     U H U U g      (4.23) 
The future control ( )kU in Eq. (4.23) plays a role as the decision variable x 
in Eq. (4.21). To formulate the constraints (4.22), three major types of constraints 
considered are the input, output and state variables constraints. All constraints are 
presented in the linear inequality form. 
Constraints on the control input increments  
The constraints applied at the current time step in the control input increments 
are the hard constraints which can be shown in the following form: 
min max( )k  u u u        (4.24) 
where minu and maxu are the lower and upper limits of the control input increments
( )ku . If all future control increments within the control horizon Nc are subject to the 
constraints (4.24), they can be expressed as 
min max( )k   U U U        (4.25) 
where min min min max max max, ... , ,  and , ... ,
T T
Nc Nc
             U u u U u u 
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       (4.26) 
where mxNcI is the identity matrix of size m x Nc. 





The constraints applied at the current time step to the control input are the hard 
constraints which can be shown in the following form: 
min max( )k u u u         (4.27) 
where minu and maxu are the lower and upper limits of the control input ( )ku . If all 
future control inputs within the control horizon Nc are subject to the constraints 
(4.27), they can be expressed as 
min max( )k U U U         (4.28) 
where min min min max max max, ... , ,  and , ... ,
T T
Nc Nc
       U u u U u u 
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      (4.29) 
Constraints on the control output variables 
The constraints applied to the output variables might be treated as soft 
constraints, which can be tolerated in some sense. A common method is to use slack 
variables to extend the output limit if necessary and penalize its norm in the cost 
function. The slack variable method will be presented later in this chapter. The output 
hard constraints at the current time step are shown in the form as 
min max( )k y y y         (4.30) 
where miny and maxy are the lower and upper limits of the control output ( )ky , 
respectively. If all future control outputs within the prediction horizon Np are subject 
to the constraints (4.30), they can be expressed as 
min max( )k Y Y Y         (4.31) 
where min min min max max max, ... , ,  and , ... ,
T T
Np Np
       Y y y Y y y 
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      (4.32) 





The constraints applied to the state variables can also be treated as soft 
constraints as in the output constraint case. The slack variable method, which is used 
to relax the soft constraints, will be presented later in this chapter. The state variable 
hard constraints at the current time step show are shown as 
min max( )k x x x         (4.33) 
where minx and maxx are the lower and upper limits of the control output ( )kx , 
respectively. If all future state variables within the prediction horizon Np are subject to 
the constraints (4.33), they can be expressed as 
min max( )k X X X         (4.34) 
where min min min max max max, ... , ,  and , ... ,
T T
Np Np
       X x x X x x 
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      (4.35) 
In summary, the predictive control problem with the constraints on the control 
input increment, the control input amplitudes, the output and state amplitudes is 
converted to the quadratic programming problems in Eqs. (4.21) and (4.22) as 
1
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     (4.37) 
The Matlab function quadprog is used to solve this quadratic program 
problem at each time step. Only the first element of the optimal control vector 





over again over a shifted horizon, leading to the moving horizon control principle. 
The constrained MPC algorithm is shown detail in the Fig. 4.13. 
 
Fig. 4.13: Constrained linear MPC control algorithm 
 
4.2.4 CONSTRAINED LINEAR MPC CONTROLLER DESIGN 
In this section, the constrained linear MPC controller will be applied to control 
the nonlinear Skegton unit. The linearized plant model used to design the constrained 
linear MPC controller is also the same one used in the unconstrained case at 100% 
load level and discretized at the same sampling time ts=2 seconds. The prediction and 
control horizon are selected the same as in the bad tuning case in Section 4.2.3 as 
Np=30 and Nc=6. All other settings for the weight matrices are the same as used in the 
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variables were already listed in Table 4.1. The simulation time is 60 seconds. The 
simulation results of the controlled variables are shown in Figs. 4.14-4.18. 
 
Fig. 4.14: Superheater pressure for constrained MPC 
 
 
Fig. 4.15: Reheater temperature for constrained MPC 
 
 
Fig. 4.16: Superheater temperature for constrained MPC 
 




































































Fig. 4.17: Total turbine power load for constrained MPC 
 
 
Fig. 4.18: Drum water level for constrained MPC 
The simulation results of manipulated variables are shown in Figs. 4.19-4.23. 
 
Fig. 4.19: Fuel flow rate for constrained MPC 
 
 































































Fig. 4.20: Burner tilt angle for constrained MPC 
 
Fig. 4.21: Attemperater flow rate for constrained MPC 
 
Fig. 4.22: Main valve control position for constrained MPC 
 
Fig. 4.23: Economizer flow rate for constrained MPC 











































































Based on the simulation results, the control objective is reached. With the 
same parameter settings as in the bad tuning of the unconstrained case, the 
constrained MPC controller drives the power load level to follow the ramp trajectory 
with even a smaller steady state error than in the unconstrained case. All the 
controlled variables and manipulated variables are within the limit ranges. The 
attemperater does not need to spray at all to maintain the superheater temperature, 
which is better than that of the unconstrained case. 
 
4.2.5 OFFLINE MPC TUNING 
The system performance specifications such as overshoot, steady state errors, 
and speed of the response can be significantly improved by properly changing the 
tuning parameters of the MPC controller. The MPC controller parameters that can 
affect system performance are the sampling time ts, the prediction horizon Np, the 
control horizon Nc, the output weight matrix Q, the input weight matrix S and the 
input rate weight matrix R. The system performance specifications can be defined in 
the form of vectors of upper and lower bounds, which are provided based on the 
operator’s understanding on the process dynamics. In this section, some tuning 
guidelines in the literature [116, 117] will be summarized and applied to the nominal 
MPC controller. The unconstrained MPC case presented in Section 4.2.2 will be used 
as the benchmark with the parameter setting as: ts=2 s, Np=40, Nc=10, and the weight 
matrices Q, R, S are the identity matrices. 
 
The sampling time ts 
The selection of sampling time ts depends a lot on the system hardware 
limitations or the computation limitations of the simulator, which restricts the use of ts 
as a tuning parameter. In general, the sampling time should be chosen small enough to 





controllers, the sampling time ts cannot be selected independent of the output 
prediction horizon Np and the control horizon Nc as the multiplication Np*ts and Nc*ts 
represents the prediction and control future window. Some guidelines to select the 
sampling time ts, which depend on the system open loop time constants  or the 
system dead time d, were mentioned in [116, 118, 119]. In this part, the sensitivity of 
sampling time ts to the output responses will be analyzed and compared with the 
benchmark case in some cases as follows. 
Case 1: Increase ts 
 The sampling time is increased to ts= 4s. The output responses are shown in 
Figs. 4.24- 4.28. The responses in red correspond to the benchmark case and the ones 
in black are for the analyzed case. 
 
Fig. 4.24: Superheater pressure for unconstrained MPC with ts1=2s (red) and ts2=4s 
(black) 
 
Fig. 4.25: Reheater temperature for unconstrained MPC ts1=2s (red) and ts2=4s (black) 
 





















































Fig. 4.27: Total turbine power load for unconstrained MPC with ts1=2s (red) and 
ts2=4s (black) 
 
Fig. 4.28: Drum water level for unconstrained MPC with ts1=2s (red) and ts2=4s 
(black) 
The simulation results show that increasing the sampling time a bit will 
sometimes provide more overshoot while the settling time and steady state errors 
don’t degrade much. However if the sampling time is increased more to ts=6 s. The 
output responses are shown in Figs. 4.29-4.33. 































































Fig. 4.29: Superheater pressure for unconstrained MPC with ts1=2s (red) and ts2=6s 
(black) 
 
Fig. 4.30: Reheater temperature for unconstrained MPC with ts1=2s (red) and ts2=6s 
(black) 
 







































































Fig. 4.32: Total turbine power load for unconstrained MPC with ts1=2s (red) and 
ts2=6s (black) 
 
Fig. 4.33: Drum water level for unconstrained MPC with ts1=2s (red) and ts2=6s 
(black) 
 The simulation results show that when the sampling time is increased too 
much, the system responds slower with larger settling time and large steady state 
errors, or even becomes unstable and violates the constraints. Notice that by 
increasing the sampling time, the prediction and control horizon steps to maintain the 
same prediction and control time window will decrease. Smaller values of Np and Nc 
may make the system unstable, or exhibit slower response, larger overshoot and larger 
steady state errors. In other word, decreasing the sampling time will help to make the 
system more stable, and exhibit faster response, less overshoot as shown in the 
following case. 
Case 2: Decrease ts 
 The sampling time is decreased to ts= 1s. The simulation of the power load 
response is shown in Fig. 4.34. 
 











































Fig. 4.34: Total turbine power load for unconstrained MPC with ts1=2s (red) and 
ts2=1s (black) 
However, if the sampling time is decreased too much it will make the 
prediction and control steps Np and Nc larger. This situation will lead to inaccuracy 
of the optimal control computation as shown in the response of superheater 
temperature with ts=0.5s in Fig. 4.35 
 
Fig. 4.35: Superheater temperature for unconstrained MPC with ts1=2s (red) and 
ts2=0.5s (black) 
In conclusion, the sampling time is not a good parameter to tune the MPC 
controller because it affects both the prediction and control horizon steps at the same 
time, which leads to some unexpected results. To select the sampling time, it’s better 
that it be based on the computation time and the model accuracy. For example, the 
following simulations show the effects of the sampling time. The boiler-turbine model 
is linearized about the nominal 100% load operating point. At 70 seconds, the high 
pressure turbine valve position is decreased by 0.2 from 0.9 in a step-wise manner. 
Figs. 4.36-4.40 show the open loop responses of the controlled process variables from 
their setpoints for three different sampling times.  
















































Fig. 4.36 Superheater pressure response to turbine valve perturbation for different 
sampling times 
 
Fig. 4.37 Reheat temperature response to turbine valve perturbation for different 
sampling times 
 




























































Fig. 4.39 Turbine power response to turbine valve perturbation for different sampling 
times 
 Figure 4.40 Drum level response to turbine valve perturbation for different sampling 
times 
Each controlled variable output responses were similar when using sampling 
times between [0.1s, 2s], and deviated more significantly when increasing the 
sampling time. Thus, the sampling time is selected at 2 s.  
The output prediction horizon Np 
An increase in the output prediction horizon Np improves the closed loop 
stability of the controlled system at the cost of computational load. Although a large 
Np does not significantly improve the system performance, it does make a slightly 
faster response and less overshoot in some cases, (when Nc is large enough). Besides, 
increasing Np can be used as a method to prevent constraint violation [120]. However, 
if Np is too large, the optimization problem might be ill-posed because of inaccurate 
solutions. In the literature [117], there are some common sense guidelines for tuning 
Np. 












































 The output prediction horizon must be greater than the sum of the control 
horizon and the system dead time as Np  Nc +d/ts 
 The output prediction horizon should be selected to include the steady state 
effect of all past computed outputs as Np= Nc+s/ts+d/ts. s is the system open loop 
settling time. 
In some cases, to guarantee system stability,  Np is initially chosen as large as 
the system’s slowest open loop settling time (in discrete steps). For the nominal MPC 
controller, Np is selected such that the prediction horizon time (ts*Np) will be equal or 
greater than the expected closed loop settling time and other parameters will be tuned 
to achieve that objective. For the benchmark case with the sampling time ts=2s, Np is 
chosen as 40. Consequently, the closed loop settling time of the system is expected to 
be less than 80 seconds. The sensitivity of prediction horizon Np will be analyzed 
below. 
Case 1: Increase Np 
The prediction horizon is increased from Np= 40 to Np=60. The output 
responses are shown in Figs. 4.41- 4.44. The responses in red are correspond to the 
benchmark case and the ones in black are for the analyzed case. 
 
Fig. 4.41: Superheater pressure for unconstrained MPC with Np1=40 (red) and Np2=60 
(black) 
































Fig. 4.43: Superheater temperature for unconstrained MPC with Np1=40 (red) and 
Np2=60 (black) 
 
Fig. 4.44: Total turbine power load for unconstrained MPC with Np1=40 (red) and 
Np2=60 (black) 
 



































































Fig. 4.45: Drum water level for unconstrained MPC with Np1=40 (red) and Np2=60 
(black) 
 
The simulation results show that it is easily noticed that the analyzed system 
acts a little faster and sometimes with less overshoot than the benchmark case. To see 
the influence of Np better, consider the case with a smaller value of Np. 
Case 2: Decrease Np 
The prediction horizon is decreased from Np= 40 to Np=30. The output 
responses are shown in Figs. 4.46-4.50. 
 
Fig. 4.46: Superheater pressure for unconstrained MPC with Np1=40 (red) and Np2=30 
(black) 
 

















































Fig. 4.47: Reheater temperature for unconstrained MPC with Np1=40 (red) and 
Np2=30 (black) 
 
Fig. 4.48: Superheater temperature for unconstrained MPC with Np1=40 and (red) 
Np2=30 (black) 
 







































































Fig. 4.50: Drum water level for unconstrained MPC with Np1=40 (red) and Np2=30 
(black) 
From the simulation results the analyzed system acts slower than the 
benchmark one. If the prediction horizon Np is decreased more, the system might 
become unstable as shown in the following case with Np=25. 
 
Fig. 4.51: Superheater pressure for unconstrained MPC with Np1=40 (red) and Np2=25 
(black) 
Moreover, a smaller prediction horizon might cause actuator saturation as 
shown in Figs. 4.52- 4.53 
 
Fig. 4.52: Burner tilt angle for unconstrained MPC with Np1=40 (red) and Np2=25 
(black) 






































































Fig. 4.53: Economizer flow rate for unconstrained MPC with Np1=40 (red) and 
Np2=25 (black) 
 
In conclusion, the prediction horizon should be used as a tuning parameter to 
stabilize the system but not for mainly improving the system performance. The 
prediction horizon should be selected as large as possible while maintaining 
computational accuracy. 
The control horizon Nc 
The control horizon affects the behavior of the control action. A small control 
horizon saves computational time and leads to a less aggressive control action at the 
cost of system robustness. Whereas, increasing Nc will make the control action more 
aggressive with more controller robustness at the cost of computation. Additionally, 
increasing Nc can help to improve the MPC optimization feasibility. In the literature, 
there are some guidelines to tune Nc. 
 Nc should be selected much less than the output prediction horizon Np as Nc 
<< Np (ie. Nc=Np/4 [121]) 
 Nc should be greater than the number of unstable modes in the plant [94] 
 Nc should be greater than the system’s expected transient behavior. 
In this work, Nc is initially chosen as Nc= Np/4 based on the above guideline 
for the benchmark controller and now the effects of changing Nc to the system 
performance is analyzed below. 
Case 1: Decrease Nc 
























The control horizon is decreased from Nc= 10 to Nc=8. The output responses 
are shown in Figs. 4.54- 4.58. The responses in red are correspond to the benchmark 
case and the ones in black are for the analyzed case. 
 
Fig. 4.54: Superheater pressure for unconstrained MPC with Nc1=10 (red) and Nc2=8 
(black) 
 
Fig. 4.55: Reheater temperature for unconstrained MPC with Nc1=10 (red) and Nc2=8 
(black) 
 
Fig. 4.56: Superheater temperature for unconstrained MPC with Nc1=10 (red) and 
Nc2=8 (black) 





































































Fig. 4.57: Total turbine power load for unconstrained MPC with Nc1=10 (red) and 
Nc2=8 (black) 
 
Fig. 4.58: Drum water level for unconstrained MPC with Nc1=10 (red) and Nc2=8 
(black) 
The simulation results show that smaller values of Nc produce slower output 
system responses due to less aggressive actuators. However, decreasing Nc does make 
the control action less aggressive and avoid the saturation problem as shown in Figs. 
4.59-4.62. 
 
Fig. 4.59: Fuel flow rate for unconstrained MPC with Nc1=10 (red) and Nc2=8 (black) 






































































Fig. 4.60: Burner tilt angle for unconstrained MPC with Nc1=10 (red) and Nc2=8 
(black) 
 
Fig. 4.61: Attemperater flow rate for unconstrained MPC with Nc1=10 (red) and Nc2=8 
(black) 
 
Fig. 4.62: Main steam valve position for unconstrained MPC with Nc1=10 (red) and 
Nc2=8 (black) 
Case 2: Increase Nc 
The control horizon is increased from Nc= 10 to Nc=15. The output responses 
are shown in Figs. 4.63- 4.67. 









































































Fig. 4.63: Superheater pressure for unconstrained MPC with Nc1=10 (red) and Nc2=15 
(black) 
 
Fig. 4.64: Reheater temperature for unconstrained MPC with Nc1=10 (red) and Nc2=15 
(black) 
 













































































Fig. 4.67: Drum water level for unconstrained MPC with Nc1=10 (red) and Nc2=15 
(black) 
The simulation results show that in most cases increasing Nc increases the 
system steady state error. The reason is that the control inputs calculated by the 
unconstrained MPC controller are saturated. Consequently, the system is not well 
controlled. The control input responses are shown in Figs. 4.68-4.69 and notice the 
saturation for the Nc=15 cases. 
 
 
















































Fig. 4.68: Burner tilt angle for unconstrained MPC with Nc1=10 (red) and Nc2=15 
(black) 
 
Fig. 4.69: Economizer flow rate for unconstrained MPC with Nc1=10 (red) and 
Nc2=15 (black) 
To better illustrate the case of increasing Nc, the constrained MPC is applied 
with the same parameter setting as the unconstrained case. The output and input 
responses are shown in Figs. 4.70-4.74. 
 
Fig. 4.70: Superheater pressure for Nc1=10 (red) and Nc2=15 (black) using constrained 
MPC 








































































Fig. 4.71: Reheater temperature for Nc1=10 (red) and Nc2=15 (black) using 
constrained MPC 
 
Fig. 4.72: Superheater temperature for Nc1=10 (red) and Nc2=15 (black) using 
constrained MPC 
 







































































Fig. 4.74: Drum water level for Nc1=10 (red) and Nc2=15 (black) using constrained 
MPC 
 The simulation results show that the analyzed system responses are a little 
faster as expected, and the system performance improves significantly as compared to 
the unconstrained MPC case. The input saturation problem is relaxed significantly as 
shown in Figs. 4.75-4.76. 
 
Fig. 4.75: Burner tilt angle for Nc1=10 (red) and Nc2=15 (black) using constrained 
MPC 
 
Fig. 4.76: Economizer flow rate for Nc1=10 (red) and Nc2=15 (black) using 
constrained MPC 
 In conclusion, the change in control horizon affects the system performance in 
terms of settling time, overshoot and steady state error because it affects the control 





































































input behavior. It is better to start with Nc greater than the expected transient time of 
the closed loop system and fine tuning Nc for better system performance. The effects 
of Nc is more clearly illustrated if the constrained MPC controller is applied.  
The output weight matrix Q 
The output weight matrix Q usually is a positive definite diagonal matrix, 
which serves a dual purpose in MPC controllers. First, it provides scaling for the 
prediction output errors to comparable units. Second, it is possible to achieve tighter 
control of a particular controlled variable by increasing the corresponding element in 
Q. Therefore, the output weight matrix Q is often set by the operator for a certain 
process requirement. In the literature, a rule-of-thumb known as “Bryson’s rule” was 
used as a guideline for the initial design. This tuning approach uses the limits of the 
outputs as parameters to choose the output weight matrix Q so that their contributions 
in the cost function are comparable. In other words, the diagonal elements of matrix Q 
are selected such that its product with the output admissible range is approximately 
the same order of magnitude for all the outputs.  In this work, the output weight 
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Q    (4.38) 
 
where ( ),  ( ),  ( ),  P ( ),  and L(k)s rh s totalp k T k T k k      are the variations at each time 
step of the controlled variables around the setpoint trajectory. Thus, Q is a time-





they can be increased for the more important controlled variables by trial and error 
based on evaluating the system performance such as the output steady state errors. 
Bryson’s rule is applied to tune the output weight matrix at each time step and the 
system responses are compared to those of the benchmark case, which uses the 
unconstrained MPC controller. The output responses for two cases are shown in Figs. 
4.77-4.81. The responses in red correspond to the benchmark case and the ones in 
black are for the analyzed case. Weight matrices R2 and S2 are kept identity matrices.  
 
Fig. 4.77: Superheater pressure for unconstrained MPC with Q1=I (red) and Q2 by 
Bryson’s rule (black) 
 
Fig. 4.78: Reheater temperature for unconstrained MPC with Q1=I (red) and Q2 
(black) by Bryson’s rule 
 
 
















































Fig. 4.79: Superheater temperature for unconstrained MPC with Q1=I (red) and Q2 
(black) by Bryson’s rule 
 
Fig. 4.80: Total turbine power load for unconstrained MPC with Q1=I (red) and Q2 
(black) by Bryson’s rule 
 
Fig. 4.81: Drum water level for unconstrained MPC with Q1=I (red) and Q2 (black) 
by Bryson’s rule 
 The simulation results show that the output weight matrix using Bryson’s rule 
provides good output responses compared to those of the benchmark case. Almost all 
the controlled variables reach steady state faster, have less overshoot and are more 
stable. Moreover, the input responses using Bryson’s rule, shown in Figs. 4.82-4.86, 
are less aggressive and avoid saturation problems better. 




































































Fig. 4.82: Fuel flow rate for unconstrained MPC with Q1=I (red) and Q2 (black) by 
Bryson’s rule 
 
Fig. 4.83: Burner tilt angle for unconstrained MPC with Q1=I (red) and Q2 (black) by 
Bryson’s rule 
 
Fig. 4.84: Attemperater flow rate for unconstrained MPC with Q1=I (red) and Q2 
(black) by Bryson’s rule 
 
 


































































Fig. 4.85: Main steam valve position for unconstrained MPC with Q1=I (red) and Q2 
(black) by Bryson’s rule 
 
Fig. 4.86: Economizer flow rate for unconstrained MPC with Q1=I (red) and Q2 
(black) by Bryson’s rule 
 However, if using the constrained MPC, the output response of power load is 
not well controlled as shown in Fig. 4.87.  
 
 
Fig. 4.87: Total turbine power load for Q1=I (red) and Q2 (black) by Bryson’s rule 
using constrained MPC 
In this case, the element in the output weight matrix corresponding to the turbine 
power load must be increased. The weight element q4 is increased from 1 to 10. With 






































































this change, the output response of power load is much improved as shown in Fig. 4. 
88. 
 
Fig. 4.88: Total turbine power load for Q1=I (red) and Q2 (black) by Bryson’s rule 
using constrained MPC and q4=10 
 In conclusion, the output weight matrix Q can be used as a tuning parameter to 
normalize the unit differences among the controlled variables by Bryson’s rule and to 
improve system transient responses and steady state errors of the controlled variables. 
It does not directly affect the input responses but indirectly affects them through the 
control of controlled variables. 
 
The input rate weight matrix R 
As with the output weight matrix Q, the input rate weight matrix R is often 
selected as a positive definite diagonal matrix. It affects the cost function’s weighted 
sum of the future control increments whose function is to restrict the aggressiveness 
of future control increments. Penalizing a control increment by increasing the 
corresponding element of the matrix R can make the controller more robust but at the 
cost of the controller being more sluggish. The selection of matrix R also depends on 
the prediction horizon Np. For large values of Np, the prediction output error terms 
will make a dominant contribution in the cost function. Also, the effect of the control 
increment term is reduced significantly. To overcome these effects, the weight 
elements in matrix R can be increased. In this work, the benchmark case with the 

























unconstrained MPC controller is compared to the one using Bryson’s rule. In this the 
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R      (4.39) 
where ,  ,  ,  ,  and wF a cv eiw w x      are the limit ranges of the manipulated 
variables shown in Table 4.1. The weights  1 2 3 4 5,  ,  ,  ,  r r r r r  are initially set to one, 
then they are used to adjust the control action to be more aggressive or less saturated. 
Trial and error is applied for better tuning based on the system transient responses and 
steady state errors. The output responses of the benchmark system and the analyzed 
system are shown in Figs. 4.89-4.93. The responses in red correspond to the 
benchmark case and the ones in black are for the analyzed case. 
 Fig. 4.89: Superheater pressure for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule 




























Fig. 4.90: Reheater temperature for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule 
 
Fig. 4.91: Superheater temperature for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule 
 
Fig. 4.92: Total power load level for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule 
 
 


































































Fig. 4.93: Drum water level for unconstrained MPC with R1=I (red) and R2 (black) by 
Bryson’s rule 
The simulation results show that the system tuned by Bryson’s rule provides a bit 
faster responses as compared to the benchmark case while still maintaining the input 
responses nearly the same as those of the benchmark case. The system input responses 
are shown in Figs. 4.94-4.98. 
 
Fig. 4.94: Fuel flow rate for R1=I (red) and R2 (black) by Bryson’s rule 
 
Fig. 4.95: Burner tilt angle for unconstrained MPC with R1=I (red) and R2 (black) by 
Bryson’s rule 

































































Fig. 4.96: Attemperater flow rate for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule 
 
Fig. 4.97: Main steam valve position for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule 
 
Fig. 4.98: Economizer flow rate for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule 
To understand deeper the effect of R, the weight matrix’s element corresponding to 
the superheater pressure r1 is increased from 1 to 200. As shown in Figs. 4.99-4.100, 
the superheater pressure response is a little slower but the fuel flow rate response is no 
longer saturated. 




































































Fig. 4.99: Superheater pressure for unconstrained MPC with R1=I (red) and R2 
(black) by Bryson’s rule and r1=100 
 
Fig. 4.100: Fuel flow rate for unconstrained MPC with R1=I (red) and R2 (black) by 
Bryson’s rule and and r1=100 
 In conclusion, the increment input weight matrix R can be used as a tuning 
parameter to improve the system transient performance of the outputs and the 
behavior of the input responses for more robust control with smaller input increments. 
The input weight matrix S 
In general, the cost function does not often include the penalized term of 
future control inputs, which makes matrix S equal to zero. The control inputs would 
be penalized if we want to add more constraints in the control inputs. Examples are 
when the system has more control inputs than controlled outputs or when the control 
inputs must be forced around some desired values. Similar to the weight matrix R, the 
weight matrix S is calculated based on the input admissible range as follows. 
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S      (4.40) 
where  are the limit ranges of the manipulated 
variables shown in Table 4.1. 
The input weight matrix S can be fine-tuned by changing the weights 
 1 2 3 4 5,  s ,  s ,  s ,  ss  to force the control input as close to the desired input as possible. 
The design process is the same as used the selection of the weight matrix R. Because 
the system output and input responses are very similar to the case of the weight matrix 
R, only the input response of the economizer flow rate corresponding to the Bryson’s 
rule and Bryson’s rule with fine tuning are presented in Figs. 4.101-4.102. 
 
Fig. 4.101: Economizer flow rate for unconstrained MPC with S1=I (red) and S2 
(black) by Bryson’s rule 
 
,  ,  ,  ,  and wF a cv eiw w x    

























Fig. 4.102: Economizer flow rate for unconstrained MPC with S1=I (red) and S2 
(black) by Bryson’s rule and s5=1000 
The analyzed case is fine-tuned by simulating with the weight element 
corresponding to the economizer flow rate s5 from 1 to 1000. The economizer flow 
rate behavior is much more stable and exhibits no saturation. 
 
In conclusion, based on all the above sensitivity analyses, the offline tuning of 
MPC controller are summarized as follows. 
 The sampling time ts should not be used as a tuning parameter for the MPC 
controller because it affects both the predition and control horizons 
simultaneously.  It can be selected based on the system required computation 
time and the accuracy of model simulation. 
 The prediction horizon Np also should not be used as a main tuning parameter 
for the MPC controller because it does not have much effect on the system 
performance but has a large computation cost if large values are used. Np can 
be selected greater than the expected settling time of the closed loop system 
and as large as possible to guarantee system stability while still maintaining 
computation accuracy. 
 The control horizon Nc can be used as a tuning parameter for the MPC 
controller because it affects the system transient responses. However, large 
values of Nc increase computation cost. Therefore, using Nc as a main tuning 
























parameter is not a good choice. Nc can be selected greater than the expected 
transient time of the closed loop system. 
 The output weight matrix Q can be used as one of the main tuning parameters 
for MPC controllers to improve the system output transient and steady state 
responses. Q can be selected initially using Bryson’s rule to normalize the unit 
differences among the controlled variables and the control desiger can put 
larger weights associated with the more important output variables. 
Furthermore, the Bryson’s rule approach can be used to design an auto-tuning 
MPC controller, but which might only give acceptable system performance 
and further tuning may be required. 
 The increment input weight matrix R can be used as one of the main tuning 
parameters for MPC controllers to improve the system transient responses and 
the control action behavior. R can be selected initially using Bryson’s rule to 
normalize the unit differences among the manipulated variables and then the 
weights can be changed to make the control action more aggressive or more 
robust. This idea can also be applied to design the auto-tuning MPC controller. 
 The input weight matrix S is not commonly used as a MPC tuning parameter. 
It is used to put more constraints on the system inputs such as to force the 
inputs around desired values or to avoid saturation. 
 
4.2.6 ONLINE MPC TUNING 
 In the previous section, the offline MPC tuning procedure was introduced and 
the effects of each MPC tuning parameter were analyzed. The offline tuning method 
can achieve good system performance (transient and steady state responses) in the 
nominal controller’s working range. However, if the system operating point is moved 
far away from the previous operating point, the nominal controller might not work 





was tuned to work well in a specific range, so when the operating point is changed, 
the set of controller parameters may no longer be appropriate. Second, the MPC 
controller was designed based on a linearized model at the operating point so there 
will be a model miss match between the MPC internal model and the plant model 
when the plant is at different operating points. To overcome this problem, the internal 
MPC model can be piece-wise linearized along the setpoint trajectory to reduce the 
model mismatch. Another approach is to automatically tune the nominal controller to 
adapt with the setpoint changes. The former solution is quite popular in practice with 
a bank of nominal controllers and a switching approach is applied when the operating 
point is changed. The latter solution requires more highly-advanced techniques and 
costly computation, and is often applied for highly automated systems. Fault tolerant 
control systems are among those types of automated systems. There are several 
approaches in the literature to design auto-tuned MPC controllers.  A robust control 
approach is proposed by designing the controller with tuning parameters varying in a 
prescribed range [122]. Another approach using fuzzy logic for parameter tuning is 
presented in [120]. This work proposes an intuitive auto-tuned method based on the 
Bryson’s rule tuning method. The auto-tuning algorithm is described as follows. 
 The sampling time ts, the prediction horizon Np and the control horizon Nc are 
determined offline based on the tuning guide presented in Section 4.2.5. 
 The output weight matrix Q is initially calculated by Bryson’s rule at each 
time step as presented in Section 4.2.5 with all the tuning weights 
 1 2 3 4 5,  ,  ,  ,  q q q q q  equal to one. 
 The desired steady state errors are predefined as SSE, which is a R5 vector of 
the output desired steady state values as  , ss , ss ,  ssP ,  ssLs rh s totalssp T T . At 
each time step, the current steady state errors 





current steady state errors are still greater than SSE, the output weight matrix 
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If the current steady state errors are less than SSE, the output weight matrix is 
calculated as follows. 
( )
0 0 0 0
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0 0 0 0
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Q   (4.42) 
 The increment input weight matrix R is calculated by Bryson’s rule as 
presented in Section 4.2.5. The weights  1 2 3 4 5,  ,  ,  ,  r r r r r are tuned based on 
the simulation time. At the beginning, those weights should be small to make 
the system responses faster. When the time increases, those weights should be 
larger to reduce the control variations and avoid saturation. If the current 
steady state errors are still greater than SSE, the increment input weight matrix 
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R      (4.43) 
where / ,  0 1s sr kt r   , k is the discrete step, ts is the sampling time, and 
s is the expected settling time. If the current steady state errors are less than 
SSE, the increment input weight matrix R is calculated by Eq. (4.43) with the 
time weight / ,  1s sr kt r  . To reduce the control variation more, the time 
weight r can be selected as  
2
/ ,  1s sr kt r   
 The input weight matrix S is kept constant to the identity matrix. 
For illustration, two unconstrained MPC controllers are applied to control the 
nonlinear Skegton plant. One controller is the benchmark one and the other uses the 
auto-tuned mechanism. The turbine power is decreased in a ramp trajectory from 
100% to 91% load level at a rate of 1MW per 20 seconds. The simulation time is 300 
seconds. The desired steady state errors SSE=0.001yref. The auto-tuned controller has 
the desired settling time s=100s, and the time weight / ,  1s sr kt r  .  The output 
responses of both systems are shown in Figs. 4.103-4.107. The responses in red 






Fig. 4.103: Superheater pressure for the benchmark and auto-tuned unconstrained 
MPC controllers 
 
Fig. 4.104: Reheater temperature for the benchmark and auto-tuned unconstrained 
MPC controllers 
 









































































Fig. 4.106: Total power load level for the benchmark and auto-tuned unconstrained 
MPC controllers 
 
Fig. 4.107: Drum water level for the benchmark and auto-tuned unconstrained MPC 
controllers 
The simulation results show that the benchmark case has faster transient responses. 
However, if the simulation time is long enough, the benchmark controller does not 
work well for almost all the controlled variables while the auto-tuned controller works 
well during the entire time. The reason might be that the benchmark controller 
reached saturation after a while. The system input responses of both controllers are 
shown in Figs. 4.108-4.112. 
 
Fig. 4.108: Fuel flow rate for the benchmark and auto-tuned unconstrained MPC 
controllers 





































































Fig. 4.109: Burner tilt angle for the benchmark and auto-tuned unconstrained MPC 
controllers 
 
Fig. 4.110: Attemperater flow rate for the benchmark and auto-tuned unconstrained 
MPC controllers 
 
Fig. 4.111: Main steam valve position for the benchmark and auto-tuned 
unconstrained MPC controllers 



































































Fig. 4.112: Economizer flow rate for the benchmark and auto-tuned unconstrained 
MPC controllers 
The actuator saturation problem with the benchmark controller can be relaxed a little 
by using the constrained MPC controller. The output responses of both controllers 
using the constrained MPC algorithms are shown in Figs. 4.113-4.117. The simulation 
time is increased to 500 seconds. 
 
Fig. 4.113: Superheater pressure for the benchmark and auto-tuned constrained MPC 
controllers 
 
Fig. 4.114: Reheater temperature for the benchmark and auto-tuned constrained MPC 
controllers 
 










































































Fig. 4.116: Total power load level for the benchmark and auto-tuned constrained 
MPC controllers 
 
Fig. 4.117: Drum water level for the benchmark and auto-tuned constrained MPC 
controllers 
The simulation results show that the benchmark constrained MPC does a 
better job than the unconstrained case but is still not as good as the auto-tuned case in 
the entire simulation time. Moreover, the auto-tuned MPC controller can deal with the 
control variations better if the time weight  
2
/ ,  1s sr kt r   is used.  Fig. 4.118 


































































shows the economizer flow rate with the unconstrained auto-tuned MPC controller 
using the new weight formula. 
 
Fig. 4.118: Economizer flow rate for the benchmark and auto-tuned unconstrained 
MPC controllers using the new time weight 
For further testing the auto-tuned MPC controller, the Skegton plant is ramped 
up from 48% load level (5.48 MW) to 56% load level (6.48 MW) at a rate of MW/20 
seconds. The constraints for the plant manipulated and controlled variables for this 
case are shown in Table 4.4. The manipulated variables’ constraints are hard 
constraints and will have saturation checks. The controlled variables’ constraints are 
soft constraints, which are calculated based on the output nominal values at 48% load 






































Table 4.4 Controlled and Manipulated Variable Ranges 










wF Fuel mass flow to the furnace (kg/s) [8, 16] 
 Burner tilt angle coefficient (radian) [0, 1] 
wa Attemperation water mass flow (kg/s) [0, 2] 
xcv Main steam valve position [0.2, 1] 














ps Superheated steam pressure (kPa) [0.95  1.05]ps_nom 
Trho Reheated steam temperature (K) [0.95  1.05]Trho_nom 
Ts Superheated steam temperature (K) [0.95  1.05]Ts_nom 
Ptotal Total power output from three steam turbines 
(MW) 
[1  1.25]Ptotal_nom 
L Drum water level (m) [0.9  1.1]L_nom 
 
The nominal values of the controlled outputs, state and input variables at two 
load levels are shown in Tables 4.5 and 4.6. 
Table 4.5 Setpoints for Controlled Variables at Different Loads 




ps Superheated steam pressure (kPa) 4000 4000 
Trho Reheated steam temperature (
oK) 728 728 
Ts Superheated steam temperature (
oK) 717 717 
Ptotal Total power output from three steam turbines (MW) 5.480 6.480 






Table 4.6 Skegton Model Nominal State and Inputs at Different Loads 




EG Exhaust gas density through the boiler (kg/m
3
) 0.399 0.413 
UEG Volumetric energy of exhaust gas through the boiler (J/m
3) 3.479E5 3.603E5 
hr Water-Steam mixture specific enthalpy (J/kg) 1.115E6 1.120E6 
Trt Temperature of riser metal tubes (
oK) 549.190 551.940 
v Drum steam density (kg/m
3) 20.397 20.578 
Vdrw Drum water volume (m
3) 4.889 4.889 
s Density of superheated steam (kg/m
3) 12.714 12.714 
Tst Temperature of superheater metal tubes (
oK) 758.790 757.770 
hs Superheated steam specific enthalpy (J/kg) 3.315E6 3.315E6 
rho Steam density in the reheater (kg/m
3) 1.710 2.096 
Trht Temperature of reheater metal tubes (
oK) 751.15 750.17 
hrho Reheater steam specific enthalpy (J/kg) 3.387E6 3.386E6 
Tet Temperature of economizer metal tubes (
oK) 439.360 431.980 
heo Specific enthalpy of economizer outlet water (J/kg) 6.675E5 6.378E5 
Inputs Name Values Values 
wF Fuel mass flow rate (kg/s) 11.840 12.380 
wa Attemperator steam mass flow rate (kg/s) 1.318 1.457 
 Burner tilt angle (radian) 0.286 0.362 
xcv Main steam valve position (nondimensional) 0.383 0.466 
wei Inlet economizer mass flow rate (kg/s) 5.325 6.482 
The output responses of both systems are shown in Figs. 4.119-4.123. The 
responses in red correspond to the benchmark case and the ones in black are for the 






Fig. 4.119: Superheater pressure for the benchmark and auto-tuned unconstrained 
MPC controllers (ramp up) 
 
Fig. 4.120: Reheater temperature for the benchmark and auto-tuned unconstrained 
MPC controllers (ramp up) 
 
Fig. 4.121: Superheater temperature for the benchmark and auto-tuned unconstrained 
MPC controllers (ramp up) 
 
 




































































Fig. 4.122: Turbine load power level for the benchmark and auto-tuned unconstrained 
MPC controllers (ramp up) 
 
   Fig. 4.123: Drum water level for the benchmark and auto-tuned unconstrained MPC 
controllers (ramp up) 
The simulation results show that the auto-tuned unconstrained MPC controller 
works very well as compared to the benchmark one. The input responses of both 
systems are shown in Figs. 4.124-4.128. 
 
   Fig. 4.124: Fuel flow rate for the benchmark and auto-tuned unconstrained MPC 
controllers (ramp up) 


































































   Fig. 4.125: Burner tilt angle for the benchmark and auto-tuned unconstrained MPC 
controllers (ramp up) 
 
 
   Fig. 4.126: Attemperater flow rate for the benchmark and auto-tuned unconstrained 
MPC controllers (ramp up) 
 
 
   Fig. 4.127: Main steam valve position for the benchmark and auto-tuned 
unconstrained MPC controllers (ramp up) 



































































   Fig. 4.128: Economizer flow rate for the benchmark and auto-tuned unconstrained 
MPC controllers (ramp up) 
The auto-tuned unconstrained MPC controller makes the control action smoother with 
less variations in most cases. In the next section, the Kalman filter observer is 
designed to estimate the system state estimation. 
 
 4.3 State Estimation using Extended Kalman Filters 
4.3.1 SKEGTON PLANT’S STATE ESTIMATION 
The design of linear MPC controllers uses state feedback information, which 
assumes that all the state variables are measurable. In practical applications, full-state 
measurement cases are rarely met due to technical issues or economic reasons. One 
approach to estimate unknown state variables based on process measurements is to 
use an observer. Linear observers have been extensively developed with various 
techniques, such as Luenberger observers, unknown input observers or sliding mode 
observers [30]. In a noisy environment, a Kalman Filter reduces the effects of noise 
on the measurement. In this work, the Kalman Filter (KF) is not only used as a state 
observer but also as a tool to detect and estimate sensor faults [92].  Assuming a 
linearized plant model in the discrete form is given as 
( ) ( 1) ( 1)p p p p pk k k x = A x + B u      (4.44) 
( 1) ( 1)zp p pk k z = C x       (4.45) 



























where ( )p kx  and ( )p kz are the current plant state and measured plant output vectors, 
respectively. Generally, an observer is constructed based on the mathematical model 
of the plant as 
ˆ ˆ ˆ( ) ( 1) ( 1) ( ( 1) ( 1))zp p p p p ob p p pk k k k k     x = A x + B u K z C x  (4.46) 
where ˆ ( )p kx  is the estimated state vector and obK  is the observer gain matrix. Define 
the error state as ˆ( ) ( ) ( )p p pk k k x x x . Subtracting Eq. (4.46) from Eq. (4.44) and 
taking care of Eq. (4.45), the state error estimate is given as 
 ( ) ( 1)zp p ob p pk k x = A K C x       (4.47) 
The estimated state vector ˆ ( )p kx  will converge to the real state vector ( )p kx  
if there exists a gain matrix obK that makes the error system matrix  zp ob pA K C  
stable. To guarantee that all system states are estimated, the linear system (4.45-4.45) 
must satisfy the observability condition such that the row rank of the following matrix 
is equal to n. 
2 1...
Tz z z z n
p p p p p p p
   Ob C C A C A C A     (4.48) 
In this section, the 14st-order Skegton boiler-turbine unit will be analyzed for 
observability. The schematic of the boiler turbine unit with process measurement 
locations is shown in Fig. 4.129. 
 






The 10 process variables measured at 5 locations are presented in Table 4.7. 
Table 4.7 Measured process variable list 
 
Location Symbol Name 
1 pG Furnace air pressure (Pa) 
Tg Furnace gas temperature (
oK) 
2 pv Drum steam pressure (Pa) 
Tv Drum steam temperature (
oK) 
L Drum water level (m) 
3 ps Main steam pressure (Pa) 
Ts Main steam temperature (
oK) 
4 prho Reheater steam pressure (Pa) 
Trho Reheater steam temperature (
oK) 
5 Teo Economizer temperature (
oK) 
 The linearized model around the equilibrium points (xo,uo) at 100% load level 
was shown in Eqs. (2.88-2.91). The observation matrix 
z
pC is shown as follows 
0 0 0 0 0 0 3.316 5
0 0 0 0 0 0 0
0 0 0 0 0 0 2.292
0 0 0 0 0 0.855 0
8.850 3 0.234 0 0 0 0 0
....
1.519 3 0.002 0 0 0 0 0
0 0 0 0 1.893 5 0 0
0 0 0 0 2.701 0 0
0 0 0 0 0 0 0



























0 2.755 0 0 0 0 0
0 0 1.872 0 4.714 4 0 0
0 4.367 4 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
....  
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0.843 0 0
0 0 3.262 5 0 0 0 0





































The row rank of the observation matrix Ob in Eq. (4.48) is 14 and the full state 
observation condition is satisfied.  In the next section a Kalman Filter is designed 
based on the linearized model at 100% load level to estimate the plant states. 
4.3.2 DISCRETE KALMAN FILTERS 
To estimate state variables in a noisy environment, a Kalman Filter will be 
used to reduce the noise effect in the measurement. The discrete plant model (4.44-
4.45) under stochastic conditions is represented as 
 ( ) ( 1) ( 1) ( 1)p p p p pk k k k   x = A x + B u w    (4.50) 
( ) ( ) ( )zp p pk k kz = C x v       (4.51) 
where ( )kw  and ( )kv   are Gaussian white noise processes with the covariance 
matrices ( )k  and ( )k , respectively. In other words, we have 
( ) (0, ),  and ( ) (0, )p N p Nw v         (4.52) 
For the Kalman Filter, the current estimated states only depend on the 
previous time step estimated states and the current measurement. Define the notation 
ˆ ( | )p m nx as the estimate of px at time m given the observations up to, and including at 
time n. At each time step, the Kalman Filter undergoes two stages: time update and 
measurement update stages [123]. 
In the time update stage, apriori state estimates and covariance matrices are 





ˆ ˆ( | 1) ( 1| 1) ( 1)p p p p pk k k k k   x = A x + B u    (4.53) 
( | 1) ( 1| 1) ( 1)Tp pk k k k k   P = A P A +     (4.54) 
In the measurement update, a posteriori state estimates and covariance 
matrices are corrected as 
ˆ ˆ ˆ( | ) ( | 1) ( )( ( ) ( | 1))zp p p p pk k k k k k k k  x = x + L z C x   (4.55) 
( | ) ( ( ) ) ( | 1)zpk k k k k P = I L C P      (4.56) 
where P  and L are the estimate covariance matrix and the optimal Kalman gain, 
which are defined as follows 
ˆ( | 1) cov( ( ) ( | 1))p pk k k k k  P = x x     (4.57) 
ˆ( | ) cov( ( ) ( | ))p pk k k k kP = x x      (4.58) 
1
( ) ( | 1) ( | 1) ( )z T z z Tp p pk k k k k k

    L = P C C P C R    (4.59) 
As shown above, the idea behind the KF design is to compute a posteriori state 
estimate ˆ ( | )p k kx  as a linear combination of a priori state estimate ˆ ( | 1)p k k x and a 
weighted residual vector ˆ( ) ( | 1)zp p pk k k z C x  by the optimal gain L. The optimal 
Kalman gain ( )kL is selected to minimize the estimate covariance matrix ( | )k kP  as 
in (4.58). 
In this work, a Kalman Filter is built based on the linearized Skegton model at 
100% load level. The model dynamic matrices are listed in Eqs. (2.88-2.91) and the 
observation matrix is shown in Eq. 4.49. The white noise signals are added to the 
dynamic model using the Matlab function rand(). The noise covariance matrices 
( )k  and ( )k are generated based on the assumed state and measurement variables’ 
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0 0 ... 0 0 0 ... 0
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   
    
   
   
      
     (4.60) 
where  1 2 14  ....n n nq q q and  1 2 10  ....n n nr r r are the vectors of standard deviation of the 





around 1% of the state and measurement variables’ nominal values, which is shown in 
Tablbes 4.8 and 4.9.  
Table 4.8 Assumed standard deviations of the state variables 
States Nominal Values at 





) 0.495 4.950E-3 
UEG (J/m
3) 4.410E5 4.410E3 
hr (J/kg) 1.165E6 1.165E4 
Trt (
oK) 569.830 5.698 
v (kg/m
3) 23.022 0.230 
Vdrw (m
3) 5.073 0.0051 
s (kg/m
3) 12.701 0.127 
Tst (
oK) 736.840 7.368 
hs (J/kg) 3.315E6 3.315E4 
rho (kg/m
3) 4.190 0.042 
Trht (
oK) 745.070 7.541 
hrho (J/kg) 3.378E6 3.378E4 
Tet (
oK) 413.670 0.413 















Nominal Values at 
100% load (znom) 
Assumed rn 
rn=0.01znorm 
ps (Pa) 4.0E6 4.0E4 
Trho (
oK) 728 7.280 
Ts (
oK) 717 7.170 
L (m) 4.182 0.042 
pG (Pa) 1.117E5 1.117E3 
Tg (
oK) 783.910 7.839 
pv (Pa) 4.568E6 4.568E4 
Tv (
oK) 529.733 5.297 
prho (Pa) 1.373E6 1.373E4 
Teo (
oK) 407.262 4.072 
The optimal Kalman gain L value is listed as follows 
Gain matrix L of size 14x10 
 
This case uses the unconstrained auto-tuned MPC controller with ts=2 
seconds, Np=40, Nc=10. The power load is decreasing from 100% to 91% load levels 
in 20 seconds. The nonlinear plant is used for simulation with a simulation time of 







Fig. 4.130 Exhausted gas density (black) and estimated exhausted gas density (blue) 
in the Furnace 
 
 
Fig. 4.131 Exhausted gas specific enthalpy (black) and estimated exhausted gas 
specific enthalpy (blue) in the Furnace 
 
 
Fig. 4.132 liquid-vapour mixture specific enthalpy (black) and estimated liquid-
vapour mixture specific enthalpy (blue) 
 















































































Fig. 4.134 Drum steam density (black) and estimated drum steam density (blue) 
 
 
Fig. 4.135 Drum water volume (black) and estimated drum water volume (blue) 
 



































































Fig. 4.137 Superheated metal tube temperature (black) and estimated superheated 
metal tube temperature (blue) 
 
 
Fig. 4.138 Superheated steam specific enthalpy (black) and estimated superheated 
steam specific enthalpy (blue) 
 





























































Fig. 4.139 Reheater steam density (black) and estimated reheater steam density (blue) 
 
Fig. 4.140 Reheater metal tube temperature (black) and estimated reheater metal tube 
temperature (blue) 
 
Fig. 4.141 Reheater steam specific enthalpy (black) and estimated reheater steam 
specific enthalpy (blue) 
 
Fig. 4.142 Economizer metal tube temperature (black) and estimated economizer 
metal tube temperature (blue) 
















































































Fig. 4.143 Economizer specific enthalpy (black) and estimated economizer specific 
enthalpy (blue) 
The simulation results show that the estimated plant state responses are quite close to 
the real plant states. For further analysis, a sum of relative errors (SRE) between the 









x         (4.61) 
where N is the simulation time in discrete steps, x and x̂are the real and estimated 
states. The SRE values for the above case (N=120) are listed in Table 4.10. 
  


























Table 4.10 Sum of relative errors between the states and estimated states 






















hrho (J/kg) 0.434 
Tet (
oK) 0.322 
heo (J/kg) 1.060 
In the next section, the Extended Kalman Filter will be presented for the nonlinear 
plant by applying piece-wise linearized techniques along a nominal trajectory. 
 
 
4.3.3 EXTENDED KALMAN FILTERS 
The Kalman Filter can be applied to estimate the states of a nonlinear process 
based on nonlinear measurement information by linearizing about the current mean 
and covariance, and is referred to as an Extended Kalman Filter (EKF). The discrete 
nonlinear process of the plant can be presented as 
 ( ) ( 1), ( 1) ( 1)p p pk k k k   x = f x u w     (4.62) 





where  ( )p kx  and ( )p kz are the state variables and measureable outputs at time k, 
( , )p pf x u and ( )z ph x are the nonlinear process and output measurement, ( )kw and 
( )kv are the process and measurement noises as in (4.52). The big difference between 
the KF and EKF is that the EKF uses the nonlinear process and output measurements 
to update and correct the state estimates and the matrices of partial derivatives to 
calculate the estimated covariance matrices [123]. 
In the time update stage, apriori state estimates and covariance matrices are 
predicted without the white noises as: 
 ˆ ˆ( | 1) ( 1| 1), ( 1)p p pk k k k k   x = f x u     (4.64) 
( | 1) ( 1) ( 1 | 1) ( 1) ( 1)Tp pk k k k k k k     P = A P A +  
 (4.65) 
where the state transition matrix is defined as 














       (4.66) 
In the measurement update, a posteriori state estimates and covariance 
matrices are corrected as 
  ˆ ˆ ˆ( | ) ( | 1) ( ) ( ) ( | 1)p p p z pk k k k k k h k k  x = x + L z x   (4.67) 
( | ) ( ( ) ( )) ( | 1)zpk k k k k k P = I L C P      (4.68) 
where the observation matrix is defined as 
 















        (4.69) 
1
( ) ( | 1) ( | 1) ( )z T z z Tp p pk k k k k k

    L = P C C P C R    (4.70) 
The estimated covariance matrix P  and the near optimal Kalman gain L are 
defined as in (4.68-4.70). Although the EKF is not an optimal estimator as its KF 
counterpart because of nonlinearity issues, it is still considered as one of most 
effective tools for nonlinear state estimation. 
This case uses the same settings as the Kalman Filter in Section 4.3.2 except that the 
observation model is linearized along the nominal trajectory (the power level 





eigenvalues of the Kalman Filter are the eigenvalues of the matrix  zp pA LC . For a 
simulation time 200 sec and the sampling time ts=2 sec, the Kalman Filter eigenvalues 
are calculated in 100 steps. The 10 steps are shown here 
and below are the last 5 steps, where all the eigenvalues converge to their respective 
constant values. 
 
The conversion from z-plane to the s-plane is carried out, with the Kalman Filter 






The Kalman Filter time constants are bounded by 0.12 and 11.8 seconds. The 
states and estimated states of the Skegton plant are shown in Figs. 4.144-4.157. 
 
Fig. 4.144 Exhausted gas density (black) and estimated exhausted gas density(blue) in 
the furnace 
 
Fig. 4.145 Exhausted gas specific enthalpy (black) and estimated exhausted gas 
specific enthalpy (blue) in the furnace 

















































Fig. 4.146 liquid-vapour mixture specific enthalpy (black) and estimated liquid-
vapour mixture specific enthalpy (blue) 
 
Fig. 4.147 Riser metal tube temperature (black) and estimated riser metal tube 
temperature (blue) 
 
Fig. 4.148 Drum steam density (black) and estimated drum steam density (blue) 
 
Fig. 4.149 Drum water volume (black) and estimated drum water volume (blue) 



















































































Fig. 4.150 Superheated steam density (black) and estimated superheated steam density 
(blue) 
 
Fig. 4.151 Superheated metal tube temperature (black) and estimated superheated 
metal tube temperature (blue) 
 
Fig. 4.152 Superheated steam specific enthalpy (black) and estimated superheated 
steam specific enthalpy (blue) 
 


































































Fig. 4.153 Reheater steam density (black) and estimated reheater steam density (blue) 
 
Fig. 4.154 Reheater metal tube temperature (black) and estimated reheater metal tube 
temperature (blue) 
 
Fig. 4.155 Reheater steam specific enthalpy (black) and estimated reheater steam 
specific enthalpy (blue) 
 
Fig. 4.156 Economizer metal tube temperature (black) and estimated economizer 
metal tube temperature (blue) 























































































Fig. 4.157 Economizer specific enthalpy (black) and estimated economizer specific 
enthalpy (blue) 
The SRE values for the above case (N=120) are listed in Table 4.11. 
  
























Table 4.11 Sum of relative errors between the states and estimated states 






















hrho (J/kg) 0.393 
Tet (
oK) 0.309 
heo (J/kg) 1.155 
 From the simulation results and the SRE values, the EKF works quite well.  
4.3.4 KALMAN FILTER TUNING 
In practical implementation, tuning the Kalman Filter is often difficult due to 
the fact that the covariance matrices ( )k and ( )k are unknown. Fortunately, the 
measurement noise covariance matrix ( )k can be measured prior to the operation of 
the filter based on taking some off-line sample measurement to determine the variance 
of the measurement noise. However, the process noise covariance matrix ( )k is 
more difficult to determine because of the plant’s immeasurable process. A trial and 
error approach to tune the process noise covariance is time-consuming and frustrating, 
especially in this multivariable process. Among the four approaches of Bayesian, 





technique is the most promising one, which uses the autocovariance least square 
method to estimate the measurement and process noise covariance [124, 125]. As 
presented in Section 4.3.2 the covariance matrices are assumed to be known 
beforehand. 
4.4 Nominal MPC Controllers combined with Bank of Kalman 
Filters 
4.4.1 BANK OF KALMAN FILTERS 
A bank of Kalman Filters has many applications in Fault Detection and 
Isolation (FDI) to detect, isolate and estimate the faults in system sensors and 
actuators. The idea is to use multiple Kalman Filters, each of which is designed for a 
set of sensors and actuators. When faults occur, all the Kalman Filters except the one 
using bad information from bad sensors or actuators are producing good estimations. 
By this approach, the set of bad sensors and actuators is detected and further analyzed 
to isolate and estimate [126]. In this work, the idea of a bank of Kalman Filters is used 
to estimate the sensor faults with the assumptions that the fault is already detected and 
isolated. Fig. 4.158 shows the control system diagram of using MPC controllers with 






Fig. 4.158 MPC controller with a bank of Kalman Filters 
In Fig. 4.158, each Kalman Filter is built based on a set of sensors ipz  by 
removing sensor i from the full set of the plant sensors. In the Skegton model with 10 
process measurement parameters as listed in Table 4.6, it is possible to build a bank of 
10 Kalman Filters. However, after checking the observability condition (4.48), only 9 
sets are satisfied to have the observability matrix with full row rank. The list of 9 
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Table 4.12 List of the Kalman filters 
No Sensors KF1 KF2 KF3 KF4 KF5 KF6 KF7 KF8 KF9 
1 ps ON ON ON ON ON ON ON ON OFF 
2 Trho ON ON ON ON ON ON ON OFF ON 
3 Ts ON ON ON ON ON ON OFF ON ON 
4 L ON ON ON ON ON ON ON ON ON 
5 pG ON ON ON ON ON OFF ON ON ON 
6 Tg ON ON ON ON OFF ON ON ON ON 
7 pv ON ON ON OFF ON ON ON ON ON 
8 Tv ON ON OFF ON ON ON ON ON ON 
9 prho ON OFF ON ON ON ON ON ON ON 
10 Teo OFF ON ON ON ON ON ON ON ON 
It is easly noticed that the drum water level is important to the full observation 
of the plant model. It is better if the plant can be equipped with a redundant drum 
water level sensor. The bank of Kalman filters will be used to design the fault tolerant 
controller system, which will be presented in the next chapter. 
 
4.4.2 PLANT SIMULATION USING NOMINAL MPC CONTROLLER AND KALMAN 
FILTERS 
In the previous section, a plant simulation was carried out with the MPC 
controller that assumed full state feedback. In this section, the Kalman Filter, which is 
designed in Section 4.3.2, is used to estimate the feedback states for the controller. 
Moreover, under the effects of white noise disturbances in the process and 
measurement, the benchmark MPC controller cannot control the plant well. The 
nominal constrained MPC must be re-tuned to adapt with to disturbances. The offline 
constrained MPC controller is simulated with a sampling time ts=2s, Np=60, Nc= 10 
and the weight matrices Q=diag(10, 3, 3, 30, 10), R, and S are identity matrices. The 
auto-tuned constrained MPC is also used to compared with the offline constrained 
MPC. The simulation time is 200 seconds. The plant is ramped down from 100% to 









Fig. 4.159: Superheater pressure for the offline constrained MPC (red) and auto-tuned 
constrained MPC (black) with the Kalman Filter 
 
 
Fig. 4.160: Reheater temperature for the offline constrained MPC (red) and auto-
tuned constrained MPC (black) with the Kalman Filter 
 
 
Fig. 4.161: Superheater temperature for the offline constrained MPC (red) and auto-
tuned constrained MPC (black) with the Kalman Filter 








































































Fig. 4.162: Total turbine power load for the offline constrained MPC (red) and auto-
tuned constrained MPC (black) with the Kalman Filter 
 
 
Fig. 4.163: Drum water level for the offline constrained MPC (red) and auto-tuned 
constrained MPC (black) with the Kalman Filter 
 
 
Fig. 4.164: Fuel flow rate for for the offline constrained MPC (red) and auto-tuned 
constrained MPC (black) with the Kalman Filter 





































































Fig. 4.165: Burner tilt angle for the offline constrained MPC (red) and auto-tuned 
constrained MPC (black) with the Kalman Filter 
 
Fig. 4.166: Attemperater flow rate for the offline constrained MPC (red) and auto-




Fig. 4.167: Main steam valve position for the offline constrained MPC (red) and auto-
tuned constrained MPC (black) with the Kalman Filter 



































































Fig. 4.168: Economizer flow rate for the offline constrained MPC (red) and auto-
tuned constrained MPC (black) with the Kalman Filter 
The simulation results show that both offline constrained MPC and auto-tuned 
constrained MPC can control the plant well under the noise disturbances. The two 
controllers will be used in the next chapter for sensor and actuator fault cases. 
4.5 Conclusion 
 In the chapter, two types of MPC controllers are presented: unconstrained and 
constrained. The unconstrained MPC can only deal with actuator constraints by 
applying saturation checks but cannot deal with the output constraints. Because of 
actuator saturation, the unconstrained MPC sometimes provides bad control if not 
carefully tuned. In contrast, the constrained MPC can deal well with input and outpust 
constraints and help to relax  actuator saturation. The sensitivity analysis of MPC 
tuning parameters leads to an idea of auto-tuned MPC controllers, which is proved to 
work well even in the case that the unconstrained MPC controller gives actuator 
saturation. The controller automatically-tuned-mechanism also helps to make the 
proposed fault tolerant control system more robust and flexible. The need for state 
feedback for the MPC controllers requires a state estimator. The Kalman Filter is 
selected with advantages in dealing with noises. An idea of using a bank of Kalman 
Filters is proposed to estimate the sensor faults for the proposed fault tolerant control 
system.  In the next chapter, some advanced techniques are presented to equip the 
MPC controller with fault tolerant control properties, and the virtual sensors and 

















































CHAPTER 5:  THERMAL POWER PLANT FAULT 
TOLERANT CONTROL SYSTEM 
 
5.1 Introduction 
In the previous chapter, a nominal MPC controller with a Kalman Filter was 
introduced. The auto-tuning mechanism and the idea of using a bank of Kalman 
Filters were presented to improve the control system’s fault tolerant capabilities. In 
this chapter, some advanced techniques are presented to enhance the fault tolerant 
properties, such as system stability, optimization feasibilty and some structure 
reconfiguration techniques, of the MPC controller.  Section 5.2 reviews several 
techniques to enhance the stability of the MPC controller, such as the terminal penalty 
cost and terminal constraints. The terminal penalty cost is applied to the proposed 
fault tolerant controller. Section 5.3 presents two techniques to increase the 
optimization feasibility of the MPC controller, such as using slack variables and input 
reference management. These two techniques will be applied to build the proposed 
fault tolerant controller. Section 5.4 discusses the virtual sensor techniques applied to 
the bank of Kalman Filters to reconfigure the controller structure. Some sensor fault 
scenarios will be used to verify the technique. Section 5.5 shows the fault tolerant 
capability of the MPC controller and the techniques for reconfiguring the controller 
structure to cope with some actuator fault scenerios. 
5.2 Discrete-time Linear MPC with Stability Analysis 
Unlike other control methods, such as PID and LQR/LQG, the predictive 
control design does not give a built-in stability guarantee. The nominal MPC 
controller stability developed in Chapter 4 can be guaranteed by tuning the controller 
parameters offline until the satisfied plant performance is obtained. However, when 





may affect the stability of the nominal controller. A reliable fault tolerant controller 
must be able to stabilize the plant (if it is still stabilizable). This section reviews some 
available methods that enhance the stability of the discrete linear MPC controller. 
Two different cases are considered: unconstrained and constrained MPC controllers. 
5.2.1 STABILITY FOR UNCONSTRAINED MPC CONTROLLERS 
Initially, the stability of the discrete process model with no constraints is considered 
as presented in Section 4.4.2. The predictive control law calculated in that section can 
be expressed in state feedback form as 
    
1
( ) ... ( ) ( )T T T Tm m mk k k

    u I O O Φ QΦ R Ψ SΨ Φ Qα Ψ Sβ (5.1) 
Rewrite Eq. (5.1) in a compact form as 
 ( ) ( ) ( ) ( )x y sk k k k    u K x K R K β    (5.2) 
where the gain matrices  xK , yK and K are computed as 
  
1
... T T Tx m m m

  K I O O Φ QΦ R Ψ SΨ Φ QΘ   (5.3) 
  
1
... T T Ty m m m

  K I O O Φ QΦ R Ψ SΨ Φ Q   (5.4) 
  
1
... T T Tm m m

  K I O O Φ QΦ R Ψ SΨ Ψ S
  
(5.5) 
Substitute Eq. (5.2) into Eq. (4.6): 
   ( 1) ( ) ( ) ( )x y sk k k k  x = A BK x + B K R K β    (5.6) 
For the process model (4.6) with no constraints, the necessary and sufficient condition 
to guarantee closed loop system stability is to keep the eigenvalues of xA BK
strictly inside the unit circle. This condition can be satisfied by tuning the MPC 
controller parameters such that the gain matrix xK forces the eigenvalues of xA BK
within the unit circle. Moreover, stability can be achieved by extending the prediction 
and control horizon to infinity [114]. Futhermore, only the prediction horizon needs to 
be infinity to guarantee closed loop stability in the Lyapunov sense [95]. However, 
the infinite prediction horizon case might not be practical when incorporating system 





modified methods of this approach will be discussed to overcome the issue of infinite 
horizon with constraints. 
For unconstrained MPC controllers, all the MPC tuning parameters, such as 
sampling time ts, prediction horizon Np, control horizon Nc, and the weight matrices 
Q, R, and S can affect the eigenvalues of the closed loop dynamics xA BK . It is 
very time consuming to find the appropriate set of those parameters online to stabilize 
the system. Even with the offline task, it is not easy to find the set of parameters 
because of the large numbers of tuning parameters. A trial and error method can be 
used by fixing tuning parameters ts, Nc, Q, R and S and varying Np until the stability 
condition is satisfied. 
5.2.2 STABILITY FOR CONSTRAINED MPC CONTROLLERS 
The issue of stability with constraints is a challenging problem. It is important 
to know that a model predictive controller, which is stable under unconstrained 
circumstances, does not automatically guarantee stablility under the constrained 
situation. Define the state variable and input variable constraint sets as Xc and Uc, 
respectively. To date, the literature has mostly focused on three ingredients to modify 
the MPC design to guarantee closed loop stability: a terminal cost Ffn(.), a terminal 
constraint set Xfn , and a local stabilizing controller Kfn(.) [101]. Based on these three 
stability ingredients, three approaches for MPC stability are developed: the terminal 
constraint set, the terminal cost and a hybrid of the two approaches. All the three 
methods are reviewed below and the terminal cost method is applied to build the fault 
tolerant controller. 
a) The terminal constraint set:  This approach was initially proposed with 
terminal equality constraints (TEC) as ( )pk N x x , where cx X  is the desired 
steady state value of the state vector ( )kx  in the system (4.6). The conditions of the 
three ingredients are described as
 
  ,  (.) 0,  and (.) ,  fn fn fn cF   X x K u u U , where 





constraints were proven to guarantee system stability but reduce the feasibility of the 
optimization [127, 128]. A less stringent stability approach was proposed with 
terminal inequality constraints (TIC). In this approach, the terminal set Xfn was 
defined as a neighborhood around the steady state x . Naturally, the terminal set must 
belong to the state variable constraint set fn cX X . Once the terminal state ( )pk Nx
enters the area, the system can be steered to the steady state x with a local controller 
Kfn(.). This approach is described as a dual-mode controller. The terminal set Xfn is 
often selected as the invariant set of the closed loop system. A set is called an 
invariant set if a state enters that set remains in that set [114]. In other words, Xfn is an 
invariant set if 
( ) ( ) ,  0fn fnk k i i     x X x X      (5.7) 
The local controller Kfn(.) should be selected to stabilize the plant closed loop 
dynamics as  
 ( 1) ( )fnk k  x A BK x        (5.8) 
One possible selection of the local controller Kfn(.) is the predictive feedback 
law for the unconstrained infinite horizon case. The terminal set Xfn can be defined as 
an ellipsoidal one as 
 : 1 , 0Tfn   X x x Ex E       (5.9) 
The condition to make the ellipsoidal set Xfn invariant is described as 
    0
T
fn fn   A BK E A BK E       (5.10) 
Some computation methods to calculate the weight matrix E can be found in 
[114]. 
Another common form of the terminal set Xfn is to define it as a polyhedral. 
 :fn fn fn X x M x γ       (5.11) 
The condition to make the polyhedral set Xfn invariant is described as 
 
2





where  ie is the i
th standard basis vector. A practical method to calculate the 
polyhedral set is presented in [114].  
b) The terminal cost (TC):  This approach is based on the idea similar to the 
unconstrained case by using an infinite prediction horizon, which implies closed loop 
stability. The infinite prediction horizon constrained control problem can be described 
as a finite receding problem with a terminal cost under some conditions (linear 
systems, and linear state feedback local stabilizing controllers Kfn(.) ). The conditions 
of the three stability ingredients are described as fn cΧ Χ , 
(.) ( ( ) ) ( ( ) ),Tfn p fn pF k N k N    x x P x x   and (.)fnK  can be selected either as a 
linear state feedback controller or (.) ,  f cK  u u U . 
c) The terminal cost and constraint set (TCCS): This hybrid approach has 
many advantages. The terminal cost term is chosen as the infinite horizon value 
function, which guarantees the stability for linear constrained and stable systems if the 
prediction horizon Np is chosen sufficiently large. However, for nonlinear or unstable 
systems, the selection of the terminal cost Ffn(.), which has the properties of the 
infinite horizon value function, is only applicable around a neighborhood of the 
steady state point. This restriction motivates the need to select the terminal constraint 
set fn cX X , which is a subset of this neighborhood. Another advantage of selecting 
Ffn(.) as above is to make the plant closed loop trajectory match with the prediction by 
applying optimal control sequences. A summary of all the above approaches for MPC 





Table 5.1. Summary of MPC Stability Approaches 
 
5.2.3 MPC CONTROLLER STABILITY USING TERMINAL COST 
In the previous section, a review of some advanced methods to improve the 
system stability with a constrained MPC controller was introduced. In this section, the 
formulation derivation and simulation implementation of the TC method are 
presented. Although the TCCS method guarantees system stability, it is 
computationally intensive. Identifying the admissible set around the system 
equilibrium is not an easy task in terms of computation. Therefore, the TCCS method 
is not quite suitable for online computation. The TC method is selected because it is  
easy to implement for online computation and has the potential of stability in the 
Lyapunov sense. In this section, an applicable formulation of this method is derived 
based on the MPC formulation in Chapter 4. It is noticed that this method requires 
both the predition horizon  Np and control horizon Nc to be equal. 
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 (5.13) 
Rewrite Eq. (5.13) as 
2 2 2




LCUS NCSS NCUS FP 
TEC     low 
TIC     medium 
TC     high 
TCCS     medium 
______________________________________________________ 
LCSS: linear constrained stable system, LCUS: linear constrained 
unstable system, NCSS: nonlinear constrained stable system, 
NCUS: nonlinear constrained unstable system, FP: feasibility 





where ( ) ( 1| ),  ( 2 | ), ( 3 | ),..,.., ( 1| ),  ( | )
T
p pk k k k k k k k N k k N k        Z y y y y x  
( ) ( 1),  ( 2),..., ( 1),  
T
s s s pk k k k N      T r r r x , 
( ) ( ),  ( 1),..., ( 1)
T
u u u u pk k k k N     R r r r , and 
( ) ( ), ( 1),.., ( 1)
T
pk k k k N     U u u u  are the future augmented prediction output, 
future augmented reference trajectory, future control reference, and future control 
input, respectively. The weight matrices ,  ,  and Q R S  have the form as 
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           (5.15) 
The future augmented prediction output Z(k) is developed by taking into 
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          (5.16) 
, or in the compact form as 
( ) ( ) ( )k k kZ = Θx +Φ U       (5.17) 
Now represent the cost function (5.14) in standard quadratic programming 
form as,  
1
( ) ( ) ( ) ( )
2
T TJ k k k k c     U H U U g      (5.18) 
where  2 T T  H Φ QΦ R Ψ SΨ ,  2 ( ) ( )T Tk k  g Φ Qα Ψ Sβ ,
2 2
( ) ( )c k k 
Q S
α β , and ( ) ( ) ( ),  ( ) ( ) ( 1)uk k k k k k    α T Θx β R Πu . The key 





loop stability. A well-known method is to derive the terminal cost term from the cost 
function with infinite horizons [113]. If only the prediction output horizon is set to 
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
 
            R SQy r u u r  (5.19) 
Accordingly, the terminal weight matrix Pfn can be calculated from the matrix 
Lyapunov equation as 
       
T T
fn fn fn fn fn fn     A BK P A BK P C DK Q C DK    (5.20) 
If both the prediction output horizon and the control horizon are set to infinity 
and the control weight matrix S is zero, the cost function should take the form [96, 
129] 
   2 2
0
( ) ( 1 ) ( 1) ( )s
i
J k k i k k i k i


         RQy r u    (5.21) 
Consequently, the terminal weight matrix Pfn can be calculated from the 
matrix Lyapunov equation as 
       
T T T
fn fn fn fn fn fn kf fn      A BK P A BK P C DK Q C DK K RK   (5.22) 
This approach guarantees stability with a large enough Np . However, it is 
generally necessary to add terminal constraints if dealing with nonlinear or unstable 
systems. 
In this work, the fault tolerant MPC controller will use the TC approach to 
improve system stability. The objective function Eq. (5.19) is used. The local 
stabilizing controller is defined as ( ) ( ),  fn pk i k i k i N   u K x . The gain Kfn is 
calculated such that the matrix ( )fnA K B is stable in the Hurwitz sense. A proposed 
selection of Kfn is the unconstrained LQR gain. The terminal weight matrix Pfn is 
calculated from the discrete algebraic Riccati Eq. (5.20). The unconstrained LQR gain 








   K R B PB B PA       (5.23) 
P is the unique positive definite solution of the discrete time algebraic Riccati Eq. 
as follows 
0T Tlqr fn   A PA P Q A BPK       (5.24) 
The matrices (A, B, C, D) are the dynamic matrices of the augmented model in 
Eq. (4.6). The values of the matrices (A, B, C, D) of the linearized system at 100% 
load are shown belown 
The dynamic matrix A of size 19x19  (column 1-column 10) 
 
 








The input matrix B of size 19x5 
 
The output matrix C of size 5x19 (column 1-column 10) 
 
 
The output matrix C of size 5x19 (column 11-column 19) 
 
 
The feedthrough matrix D of size 5x5 
 
Select the weight Qlqr in Eq. (5.24) as the identity matrix. The unconstrained LQR 











The optimal gain matrix Kfn of size 5x19 (column 11-column 19) 
 
 
Select the ouput weight matrix Q in Eq. (5.20) as the indentity matrix. The terminal 
cost weight Pfn has the value after normalization as 
 
















The dynamic matrix Pfn of size 19x19  (column 11-column 19) 
 
To illustrate the effect of the cost terminal method, the output, input and state 
responses of the nonlinear Skegton plant are simulated. The constrained MPC 
controller is used with the parameter setting as: ts= 2 seconds, Np=Nc= 20, the weight 
matrix Q, R and S are auto-tuned.  Process and measurement noises are added to the 
plant as presented in Section 4.3.2. The power load is ramped from 100% (11.48MW) 
to 91% load levels (10.48 MW) in 20 seconds. The simulation time is 1000 seconds. 
The output responses of the nonlinear Skegton plant are shown in Figs. 5.1-5.5. The 
output reponses with and without terminal costs are shown in black and in red, 
respectively. 
 
Fig. 5.1: Superheater pressure for the constrained MPC controllers with (black) and 
without (red) terminal cost  






























Fig. 5.2: Reheater temperature for the constrained MPC controllers with (black) and 
without (red) terminal cost  
 
Fig. 5.3: Superheater temperature for the constrained MPC controllers with (black) 
and without (red) terminal cost  
 
Fig. 5.4: Total turbine power load for the constrained MPC controllers with (black) 
and without (red) terminal cost  
 





































































Fig. 5.5: Drum water level for the the constrained MPC controllers with (red) and 
without (black) terminal cost  
The simulation results show that the terminal cost method helps to increase the steady 
state errors in most cases and stabilize the system. The input responses of the 
nonlinear Skegton plant are shown in Figs. 5.6-5.10. 
 
 
Fig. 5.6: Fuel flow rate for the constrained MPC controllers with (red) and without 
(black) terminal cost  
 
Fig. 5.7: Burner tilt angle for the constrained MPC controllers with (red) and without 
(black) terminal cost  





































































Fig. 5.8: Attemperater flow rate for the constrained MPC controllers with (red) and 
without (black) terminal cost  
 
 
Fig. 5.9: Main steam valve position for the constrained MPC controllers with (red) 
and without (black) terminal cost  
 
 
Fig. 5.10: Economizer flow rate for the constrained MPC controllers with (red) and 
without (black) terminal cost  
 The simulation results show that the terminal cost method helps to reduce the 
input variations and saturation in most cases. The state responses of the plant are 
shown in Figs. 5.11-5.24 for stability analysis. 




























































Fig. 5.11 Exhausted gas density for the constrained MPC controllers with (red) and 
without (black) terminal cost  
 
Fig. 5.12 Exhausted gas specific enthalpy for the constrained MPC controllers with 
(red) and without (black) terminal cost  
 
 
Fig. 5.13  Liquid-vapour mixture specific enthalpy for the constrained MPC 
controllers with (red) and without (black) terminal cost  
 































































Fig. 5.14 Riser metal tube temperature for the constrained MPC controllers with (red) 
and without (black) terminal cost  
 
 
Fig. 5.15 Drum steam density for the constrained MPC controllers with (red) and 
without (black) terminal cost  
 
 
Fig. 5.16 Drum water volume for the constrained MPC controllers with (red) and 
without (black) terminal cost  
 

































































Fig. 5.17 Superheated steam density for the constrained MPC controllers with (red) 
and without (black) terminal cost  
 
Fig. 5.18 Superheated metal tube temperature for the constrained MPC controllers 
with (red) and without (black) terminal cost  
 
Fig. 5.19 Superheated steam specific enthalpy for the constrained MPC controllers 
with (red) and without (black) terminal cost  
 
Fig. 5.20 Reheater steam density for the constrained MPC controllers with (red) and 
without (black) terminal cost  




















































































Fig. 5.21 Reheater metal tube temperature for the constrained MPC controllers with 
(red) and without (black) terminal cost  
 
Fig. 5.22 Reheater steam specific enthalpy for the constrained MPC controllers with 
(red) and without (black) terminal cost  
 
Fig. 5.23 Economizer metal tube temperature for the constrained MPC controllers 
with (red) and without (black) terminal cost  
 
Fig. 5.24 Economizer specific enthalpy for the constrained MPC controllers with (red) 
and without (black) terminal cost  














































































The simulation results show that both constrained MPC controllers work very well. 
However, the contrained MPC controller with the terminal cost reduces state response 
variations and improves the system stability. 
 
5.3 MPC Controller’s Feasibility Improvement Techniques 
When designing reconfigurable controllers to accommodate plant faults and 
failures by MPC techniques, optimization feasibility issues must be considered. The 
faulty model with new input, state and output constraints updated by the FDI unit may 
cause the MPC optimization problem to be unsolvable. Moreover, MPC stability 
cannot be reached without optimization feasibility [130]. For state and output 
constraints, the soft constraint techniques are applied to relax the infeasibility 
problem. For input constraints, the target recalculation or reference governor 
techniques are utilized. 
5.3.1 THE SOFT CONSTRAINT APPROACH 
This is one of the most commonly used techniques to deal with the 
infeasibility problem. All the state and output constraints, which are possibly violated, 
are converted into soft constraints by adding slack variables. The slack variables are 
used as measures of constraint violation, which will be penalized in the cost function. 
One approach penalizes the peak constraint violation over the prediction horizon Np 
[131]. Offsetting its advantage in computation, it has several disadvantages as the 
mismatch between open and closed loop behaviors, and counterintuitive tuning [132]. 
Another approach is to penalize the sum of constraint violation at each time step along 
the prediction horizon. This method increases the computation load but reduces the 
mismatch between open and closed loop behaviors when increasing Np. When using 
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 (5.25) 
The output and state variable constraints in are modified as 
min max( ) ( ) ( ) ( ) ( )k k k k k   x xx ε x x ε     (5.26) 
min max( ) ( ) ( ) ( ) ( )k k k k k   y yy ε y y ε     (45.27) 
( ) 0, ( ) 0x yk k ε ε        (5.28) 
where xε and yε  are the slack variables corresponding to the state and output 
variables, respectively. This approach can effectively deal with the infeasibility 
problem but it might still cause constraint violations even for the case that the hard 
constraints can be satisfied. To make soft constraints behave as hard constraints when 
they are feasible and to relax them when necessary, a linear penalty term is added to 
the cost function to make it an exact cost function. The soft constraints are now called 
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 (5.29) 
The tuning of the weight matrices Wx , Wy and the weight vectors wx, wy are 
intuitive. The weight matrices Wx , and Wy can be diagonal matrices with entries 
corresponding to the more important constraints chosen as large as possible. The 
weight vectors wx, wy can be set to zero if the use of exact soft constraints is not 
critical. The value of wx, and wy must be selected large enough to make the soft 
constraints exact [132]. The cost function (5.29) can be rewritten in compact form as 
1 1
( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2





Where ( ) ( ) ( )
T
y xk k k   ξ ξ ξ , 
( ) ( 1) ( 2) ... ( )
T
y y y y pk k k k N     ξ ε ε ε and 
( ) ( 1) ( 2) ... ( )
T
x x x x pk k k k N     ξ ε ε ε . The weight matrix W  and 
































To convert the cost function (5.30) into the standard quadratic programming 
form, a new variable is defined as  
T
  U U ξ . The cost function (5.30) can be 
rewritten as 
1
( ) ( ) ( ) ( )
2
T TJ k k k k c     U H U U g       (5.31) 
where the weight matrix H  and weight vector g are defined as 
,  
   







The input control increment constraints can be expressed as follows 
       






mxNp mxNp x qxNp mxNp x nxNp
y





                  
U
I O O U
ξ
I O O U
ξ
    (5.32) 
The input control constraints are modified as  
       
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  (5.33) 
The output variable constraints are rewritten as 
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     (5.35) 
Finally, the slack variable constraints can be applied as 
       








p p p p p
p p p p p
qxNpqxN x mxN qxN x nxN qxN x
y





    
        
     
UO I O O
ξ
O O I O
ξ
    (5.36) 
 The soft constraint formula is incorporated into the linear MPC controller to 
relax the output constraints when necessary. The function quadprog() in Matlab can 
be used to solve the quadratic problem (5.31-5.36).  
5.3.2 THE REFERENCE MANAGEMENT APPROACH 
The objective of the reference management is to calculate appropriate 
command inputs when necessary to avoid actuator saturation under plant fault 
situations. The reference management can be applied in two periods: the transient 
period of the reconfiguration control and the steady state period. When faults occur, 
especially at actuators, it is possible to give up some less critical objectives and focus 
only on some more important ones for system stability and safety. Moreover, under 
fault situations, it might be impossible to reach the desired setpoints. Consequently, 
system performance must be degraded by recalculating feasible command inputs. For 
the steady state period, the feasible setpoints  and s ur r   can be recalculated by solving 
the following quadratic programming problem as 
2 2
,
min ( , )
s u
s u s ref u refJ    Q Sr r
r r r y r u
 
     (5.37) 
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where yref and uref are the desired command inputs and control inputs,  and Q S  are the 
weight matrices, and  and c cX U are feasible sets of state and input variables, 
respectively. The steady state optimization problem (5.37-5.38) can be solved at each 
time step to find a feasible setpoint for the MPC controller. The optimization problem 
can be easily solved by function fmincon() in Matlab. The application of the reference 
point will be shown in Section 5.5. 
 
5.4 Fault Tolerant Control System Design with Virtual Sensors  
In previous sections, several techniques were introduced to improve the 
reconfiguration properties of the MPC controller. However, the design of MPC 
controllers requires full state feedback, which is often not possible. A common 
solution is to use an observer to estimate plant states based on measurable information 
provided by plant sensors. When a sensor is at fault, the plant might not be observable 
anymore by the currrent observer. The faulty sensor can be replaced by a redundant 
sensor or by a virtual sensor whose value is estimated by another observer. In this 
section, the fault tolerant control system uses the virtual sensor block to estimate the 
plant state and corrupted sensor values. Two methods are used to design the virtual 
sensor block: the filter switching method and the restructured Kalman Filter. In the 
filter switching method, a bank of Kalman Filters is used to estimate plant states and 
corrupted sensor values. When a sensor is at fault, all of the filters except the one not 
using that sensor will produce large estimation errors. The good filter will be used to 
estimate the plant states as well as the corrupted value of the bad sensor. In the 
reconfigured Kalman Filter, the nominal Kalman Filter is restructured to estimate 
states and corrupted sensor values.  
5.4.1 THE VIRTUAL SENSOR APPROACH 
 As discussed in Chapter 3, the fault-free nominal system is considered in the 
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x = Ax + Bu
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      (5.39)
 
 
When the fault occurs, the faulty plant is represented as 
( 1) ( ) ( )
( 1) ( ) ( )
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x = A x + B u
y = C x D u
      (5.40)  
If the output sensors are corrupted, yf cannot be used with the existing 
controller anymore. The fault tolerant control system needs a reconfiguration block to 
estimate the plant state and the corrupted values of yf. The reconfiguration block using 
virtual sensors is introduced in Fig. 5.25 [37].  
 
 
Fig. 5.25 Reconfiguration block using virtual sensor 
The virtual sensor block uses the plant model to estimate the faulty plant states fx by 
a Kalman Filter with gain L. The nominal controlled variables  yc will be estimated by 
the estimated states x̂and the nominal output matrix C. The faulty plant’s output 





The necessary condition to apply this approach is that the faulty plant must be still 
observable or at least detectable. This approach is called the fault hiding technique 
because the nominal controller will not recognize the existence of faults in the plant if 
the virtual sensor block is applied fast enough after the sensor fault occurs. The 
diagram of the fault tolerant control system using virtual block is shown in Fig. 5.26  
 
Fig. 5.26 Fault tolerant control system using virtual sensors 
In the next part, several sensor fault scenarios will be considered to test this technique. 
It is important to know that a sensor fault corresponds to the variation of the absolute 
sensor value py  not only the perturbation y around the nominal point yo in (5.39-
5.40). The sensor fault can be represented as 
f f
p p poy = Πy y         (5.41) 
where  py  is the ouput sensor vector of absolute values, 
f
py is the faulty output sensor 
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and fpoy  corresponds to the additive effect of sensor faults. The matrix  is called an 
efficiency matrix, which has the diagonal form as 
1 0 0 ... 0
0 ... ... ... 0
0 ... ... 0
... ... ... ... ...














Π        (5.42) 
where q is the number of output sensors, and i  is the efficiency coefficient of sensor 
i, 0 1i  . The additive fault vector 1 ... ...
f f f f
po po poi poq
   y y y y . Based on the 
values of i and 
f
poiy , several sensor faults are categorized in Table 5.2 
Table 5.2 Sensor faults 
 Additive part 0
f
poi y  Additive part 0
f
poi y  
Multiplicative part 1i   Fault free case Bias 
Multiplicative part  0;1i   Loss of effectiveness Loss of effectiveness 
Multiplicative part 0i   Out of order Sensor Freezing 
 
5.4.2 SENSOR FAULT SCENARIO TESTING WITH THE VIRTUAL SENSOR APPROACH 
In this section, several sensor fault scenerios are introduced to test the 
technique using the virtual sensor reconfiguration block. It is assumed that only one 
sensor fault occurs at a time. Among ten sensors used for the bank of Kalman Filters 
in Section 4.4.1, there are four output sensors: superheater pressure ps, reheater 
temperature Trho, superheater temperature Ts and the durm level L. The total output 
Ptotal, which is a sum of high, intermediate and low turbine powers, is not used in the 
Kalman Filters to estimate plant states. The drum water level sensor is also not 
considered for faulty cases because that sensor is essential for system observability as 





 In Table 5.2, the ‘out of order fault’ is considered as 0fpi y . This is one of 
the most dangerous faults because the large estimation errors will cause the controller 
to provide very agressive actions and even worse to saturate all actuators for all the 
fault time, which will lead to plant failure. 
The out of order fault with superheater pressure ps 
In this part, the superheater pressure sensor is assumed as out of order. The 
sensor fault occurs at 60th second. The plant will lost the correct sensor information in 
20 seconds and the reconfiguration block using the virtual sensors will be applied at 
80th second. The plant is ramped from 100% to 91% load levels in 20 seconds. Two 
linear MPC controllers are compared: one is offline well tuned and the other is online 
auto-tuned. The superheater pressure sensor is shown in Fig. 5.27 
 
Fig. 5.27 Superheater pressure sensor at fault 
 When the fault occurs, the specific Kalman Filter which is designed without 
the superheater pressure sensor is applied to the virtual sensor block. The output 
responses of the plant are shown in Figs. 5.28- 5.32 as follows 
 
Fig. 5.28: Superheater pressure for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with superheater pressure sensor faults 














































Fig. 5.29: Reheater temperature for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with superheater pressure sensor faults 
 
Fig. 5.30: Superheater temperature for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater pressure sensor faults 
 
 
Fig. 5.31: Turbine load power level for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater pressure sensor faults 
 
 

































































   Fig. 5.32: Drum water level for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with superheater pressure sensor faults 
 
The simulation results show that the auto-tuned constrained MPC controller 
works very well as compared to the offline well-tuned one. It is worth noting that the 
auto-tuned controller parameters are selected online automatically. The wrong sensor 
information makes all the outputs violate the constraints during a short period after 
the fault time. The output soft constraints are relaxed when necessary to guarantee the 
system feasibility. The virtual sensor reconfiguration block does a good job to recover 
the system performance after the fault occurs. The input responses of both systems are 
shown in Figs. 5.33-5.37. 
 
 
   Fig. 5.33: Fuel flow rate for the offline well-tuned (red) and auto-tuned (black) 
onstrained MPC controllers with superheater pressure sensor faults 













































   Fig. 5.34: Burner tilt angle for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with pressure sensor faults 
 
 
   Fig. 5.35: Attemperater flow rate for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater pressure sensor faults 
 
 
   Fig. 5.36: Main steam valve position for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater pressure sensor faults 





























































   Fig. 5.37: Economizer flow rate for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater pressure sensor faults 
The simulation results show that all the actuators were saturated during a short period 
after the fault time. There is nothing the fault tolerant control system can do during 
that period because the sysem is uncontrollable. To improve the sysem performance, 
it needs to decrease the fault time in the FDI unit. 
 
The bias fault with superheater temperature Ts 
A similar test is perfomed with a superheater temperature sensor bias fault. 
The fault also occurs at 60th second and the reconfiguration block will be turned on 
after 20 seconds. The bias is assumed to be -20 oK below the real value as shown in 
Fig. 5.38 
 
   Fig. 5.38: Superheater temperature sensor at bias fault 
The output responses of the plant are shown in Figs. 5.39- 5.43. 










































Fig. 5.39: Superheater pressure for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with superheater temperature sensor faults 
 
 
Fig. 5.40: Reheater temperature for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with superheater temperature sensor faults 
 
Fig. 5.41: Superheater temperature for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater temperature sensor faults 
 








































































Fig. 5.42: Turbine load power level for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater temperature  sensor faults 
 
 
   Fig. 5.43: Drum water level for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with superheater temperature sensor faults 
The simulation results show that the superheater temperature Ts is driven high above 
the setpoint during the fault time because of the sensor bias. The virtual sensor block 
replaces the faulty sensor after 20 seconds and the system performance is recovered. 
The auto-tuned MPC controller recovers the system performance better and faster as 
compared to the offline well-tuned case. 
So far the sensor fault issue is resolved by switching to a good Kalman Filter 
in the bank of Kalman Filters. As seen, the corrupted value of the bad sensor can be 
easily estimated after the filter switching and the controller does the rest to recover the 
system performance. Another approach to design the virtual sensor block is to use the 
nominal Kalman Filter with the full set of sensors and reconfigure its structure. The 
faulty plant in case of sensor bias can be considered as the plant with constant output 
disturbance d as follows 
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x = A x + B u
z = C x d
      (5.41) 
Reconfigure the model-based observer structure with a new augmented state 
as ˆˆ( ) ( )  ( )
T
fk k k   ξ x d . The new augmented observer model is represented as 
0ˆ ˆ( 1) ( ) ( )
0 0
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A B
ξ = ξ + u
I
z = C I ξ
     (5.42) 
Use the same method to design the Kalman Filter for this new observer model, 
the estimated disturbance ˆ ( )kd  will converge to the sensor bias if the observation 
matrix pair   zf fA C  is detectible. 
The superheater temperature sensor bias fault in the above case is analyzed 
once more with this method. The superheater temperature response is shown in Fig. 
5.44 
 
   Fig. 5.44: Superheater temperature for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with superheater temperature sensor faults 
(reconfigured KF) 
Based on the simulation results, the reconfigured Kalman Filter does a good 
job to estimate the sensor bias. The system performance is comparable to the results 
of the filter switching approach. 
Other sensor fault types, such as sensor loss of effectiveness and sensor 
freezing, can be easily dealt by the virtual sensors with the switch method as well as 
the reconfigured Kalman Filter. To conclude this section, a sensor freezing case is 

























considered with the reheater temperature Trh. The reheater temperature sensor only 
gives a single value at 758 oK as shown in Fig. 5.45 
 Fig. 5.45: Reheater temperature sensor at fault 
The nomial Kalman Filter is reconfigured as in Eq. (5.42) to estimate the state and the 
corrupted reheater temperature. Only the row of matrix Cf which corresponds to the 
reheater temperature output needs zeroing. The sensor freezing value goes into the 
disturbance d. The plant output responses are shown in Figs. 5.46- 5.50 
 
Fig. 5.46: Superheater pressure for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with reheater temperature sensor faults 
 
 
Fig. 5.47: Reheater temperature for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with reheater temperature sensor faults 





































































Fig. 5.48: Superheater temperature for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with reheater temperature sensor faults 
 
 
Fig. 5.49: Turbine load power level for the offline well-tuned (red) and auto-tuned 
(black) constrained MPC controllers with reheater temperature sensor faults 
 
 
   Fig. 5.50: Drum water level for the offline well-tuned (red) and auto-tuned (black) 
constrained MPC controllers with reheater temperature sensor faults 
In conclusion, this section introduced the virtual sensor technique to compensate 
several types of sensor faults. To design the virtual sensor block, two approaches were 
applied: one used the bank of Kalman Filters and the filter switching method, and the 
other restructured the nominal Kalman Filter to estimate the plant states and corrupted 

































































sensor values. Both approaches provided good results. Also, the well-tuned 
constrained MPC could not deal with all the faulty cases and sometimes does a worse 
job in the fault-free time period because of process and output measurement noises. It 
performed well above but not in other cases, while the auto-tuned constrained MPC 
gives acceptable performances in most faulty cases and deals very well with system 
noises. 
5.5 Fault Tolerant Control System Design with Reconfigured MPC 
Controllers 
 So far, the MPC controller was introduced with several fault tolerant control 
properties, such as the input and output constraint handling ability, the online auto-
tuned capability, the feasibility improvement with soft constraints and the reference 
management. The MPC controller provides the flexibility in changing controller 
parameters and modifying the cost function to adapt to fault situations. In this section, 
some actuator fault scenarios will be considered to test the fault tolerant properties of 
the MPC controller. For some types of faults, the MPC controller needs to be 
restructured for better control performance.  
5.5.1 ACTUATOR FAULT SCENARIO TESTING WITH THE MPC CONTROLLER 
As discussed in Section 5.4, it is important to know that an actuator fault 
corresponds to the variation of the absolute actuator value pu ,
 not just the 
perturbation u around the nominal point uo in (5.39-5.40). The actuator fault can be 
represented as 
f f
p p po u = u u         (5.43) 
where  pu  is the actuator vector of absolute values, 
f
pu is the faulty actuator vector of 
absoluate values, pu  represents the multiplicative effect of actuator faults and 
f
pou  
corresponds to the additive effect of actuator faults. The matrix  is called an 





1 0 0 ... 0
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       (5.44) 
where m is the number of actuators, and i  is the efficiency coefficient of actuator i, 
0 1i  . The additive fault vector 1 ... ...
f f f f
po po poi poq
   u u u u . Based on the 
values of i and 
f
poiu , several actuator faults are categorized in Table 5.3 
Table 5.3 Actuator faults 
 Additive part 0
f
poi u  Additive part 0
f
poi u  
Multiplicative part 1i   Fault free case Bias 
Multiplicative part  0;1i   Loss of effectiveness Loss of effectiveness 
Multiplicative part 0i   Out of order Actuator block 
Beside the above fault types, there are several actuator faults such as actuator 
operation range limit and actuator increment range limit, which can be classified as 
loss of effectiveness faults. When these faults occur, the plant cannot operate in a 
normal setpoint anymore due to actuator limitations. One advantage of the MPC 
controller is to deal with this fault naturally by updating the faulty actuators as new 
input constraints and the controller will drive the plant to the most feasible operating 
point.  
Fuel pump limit change faults 
To illustrate this property, the fuel pump of the Skegton plant is assumed faulty by 
reducing the fuel rate limit. The fuel flow rate limit change is shown in Table 5.4. The 
linear constrained MPC is compared with the unconstrained MPC with actuator 
saturation check. Both controllers use the same settings of sampling time ts=2 
seconds, prediction horizon Np=60, control horizon Nc=10, and the weight matrices 
Q=diag(10, 3, 3, 30, 10), R and S are indentity matrices. The fault occurs at 60 





after 20 seconds. The simulation time is 300 seconds. The output responses are shown 
in Figs. 5.51-5.55 
  
Table 5.4 Fuel pump valve limit change Faults 











 wF Fuel mass flow to the furnace (kg/s) [8, 16] [8,  11] 
 Burner tilt angle coefficient (radian) [0, 1] same 
wa Attemperation water mass flow (kg/s) [0, 2] same 
xcv Main steam valve position [0.2, 1] same 
wei Inlet water mass flow to the economizer 
(kg/s) 




Fig. 5.51: Superheater pressure for the unconstrained MPC (red) and constrained 
MPC (black) controllers with fuel flow rate limit faults 
 
 


























Fig. 5.52: Reheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers with fuel flow rate limit faults 
 
Fig. 5.53: Superheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers with fuel flow rate limit faults 
 
 
Fig. 5.54: Turbine load power level for the unconstrained MPC (red) and constrained 
MPC (black) controllers with fuel flow rate limit faults 
 





































































   Fig. 5.55: Drum water level for the unconstrained MPC (red) and constrained MPC 
(black) controllers with fuel flow rate limit faults 
The simulation results show that the constrained MPC controller deals with the 
actuator limit change better. Although some plant controlled variables cannot 
maintain the original setpoint due to the actuator limit, they are still maintained within 
acceptable output limit ranges. In contrast, the unconstrained MPC controller drives 
some plant outputs outside acceptable ranges, especially the power load level. The 
input responses of both controllers are shown in Figs. 5.56-5.60 
 
   Fig. 5.56: Fuel flow rate for the unconstrained MPC (red) and constrained MPC 
(black) controllers with fuel flow rate limit faults 
 
   Fig. 5.57: Burner tilt angle for the unconstrained MPC (red) and constrained MPC 
(black) controllers with fuel flow rate limit faults 





































































   Fig. 5.58: Attemperater flow rate for the unconstrained MPC (red) and constrained 
MPC (black) controllers with fuel flow rate limit faults 
 
 
   Fig. 5.59: Main steam valve position for the unconstrained MPC (red) and 
constrained MPC (black) controllers with fuel flow rate limit faults 
 
   Fig. 5.60: Economizer flow rate for the unconstrained MPC (red) and constrained 
MPC (black) controllers with fuel flow rate limit faults 
The simulation results show that the constrained MPC deals with the actuator limit 
faults better by maintaining the overall system performance and avoiding saturation in 
most actuators. In contrast, the unconstrained MPC can deal well with some outputs 
but do worse in others and some manipulated variables are saturated within a short 




































































time after the fault occurs. However, if the command inputs are kept at the nomimal 
reference values, the actuators will saturate for long time, which might lead to plant 
failure issues. The plant performance will be degraded by recalculating the setpoint to 
avoid actuator saturation. The reference management technique presented in Section 
5.3.2 is applied to resolve the unconstrained MPC controller’s saturation problem. All 
the setting for two unconstrained MPC controllers are kept the same as the above 
case. The output responses of the plant are shown in Figs. 5.61-5.65 
 
 
Fig. 5.61: Superheater pressure for the unconstrained MPC (red) and unconstrained 
MPC (black) controllers with reference management for fuel flow rate limit faults 
 
 
Fig. 5.62: Reheater temperature for the unconstrained MPC (red) and unconstrained 
MPC (black) controllers with reference management for fuel flow rate limit faults 














































Fig. 5.63: Superheater temperature for the unconstrained MPC (red) and 




Fig. 5.64: Turbine load power level for the unconstrained MPC (red) and 




   Fig. 5.65: Drum water level for the unconstrained MPC (red) and unconstrained 
MPC (black) controllers with reference management for fuel flow rate limit faults 
 
The simulation results show that the unconstrained MPC with reference management 
deals with the actuator limit faults better in the following sense. Although it cannot 





































































keep the reheater and superheater temperatures to track the original setpoint as the 
other case, it does stabilize the superheater pressure and enhances the power load 
level tracking performance. The input responses of the two controllers are shown in 
Figs. 5.66- 5.70 
 
   Fig. 5.66: Fuel flow rate for the unconstrained MPC (red) and unconstrained MPC 
(black) controllers with reference management for fuel flow rate limit faults 
 
   Fig. 5.67: Burner tilt angle for the unconstrained MPC (red) and unconstrained 
MPC (black) controllers with reference management for fuel flow rate limit faults 
 
 
   Fig. 5.68: Attemperater flow rate for the unconstrained MPC (red) and 
unconstrained MPC (black) controllers with reference management for fuel flow rate 
limit faults 
 



































































   Fig. 5.69: Main steam valve position for the unconstrained MPC (red) and 
unconstrained MPC (black) controllers with reference management for fuel flow rate 
limit faults 
 
   Fig. 5.70: Economizer flow rate for the unconstrained MPC (red) and unconstrained 
MPC (black) controllers with reference management for fuel flow rate limit faults 
The simulation results show that the unconstrained MPC controller with reference 
management helps to reduce the actuator saturation in the fuel flow rate, the main 
steam valve and the economizer flow rate while improving some plant performance, 
such as the superheater pressure and the power load level. When applying this 
technique to constrained MPC controllers, it does not make much improvement. The 
constrained MPC controller has its own advantages in dealing with actuator 
saturation. 
 
Economizer  feedpump out of order faults 
 In this part, an unexpected fault is considered as the out of order of the 
economizer feedpump. The feedpump is not considered out of order completely but 
with partly loss of control. It can move arbitrarily within a range defined as 














































0.8 0.2 (1)ei ei eiw w w rand         (5.45) 
The function rand() in Matlab is used to generate a random number. The 
unconstrained and constrained controllers are used to test their ability to deal with 
unexpected faults. Both controllers have the same settings in tuning parameters ts, Np, 




Fig. 5.71: Superheater pressure for the unconstrained MPC (red) and constrained 
MPC (black) controllers for economizer feedpump floating faults 
 
 
Fig. 5.72: Reheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers for economizer feedpump floating faults 















































Fig. 5.73: Superheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers for economizer feedpump floating faults 
 
 
Fig. 5.74: Turbine load power level for the unconstrained MPC (red) and constrained 
MPC (black) controllers for economizer feedpump floating faults 
 
 
   Fig. 5.75: Drum water level for the unconstrained MPC (red) and constrained MPC 
(black) controllers for economizer feedpump floating faults 
The simulation results show that it is noticed that the constrained MPC 
controllers can handle actuator floating faults better than the unconstrained one. This 
type of fault is one of the most dangerous one because the bad actuator is 





































































uncontrollable. The system performance could be fine if the system is still 
controllable with the rest of actuators. 
Fuel pump out of order faults 
Another out of order fault case is considered at the fuel pump to test the ability 
of the constrained MPC controller. The outputs responses of the plant are shown in 
Figs. 5.76- 5.80. 
 
Fig. 5.76: Superheater pressure for the unconstrained MPC (red) and constrained 
MPC (black) controllers for fuel pump floating faults 
 
 
Fig. 5.77: Reheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers for fuel pump floating faults 
 
 















































Fig. 5.78: Superheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers for fuel pump floating faults 
 
 
Fig. 5.79: Turbine load power level for the unconstrained MPC (red) and constrained 
MPC (black) controllers for fuel pump floating faults 
 
 
   Fig. 5.80: Drum water level for the unconstrained MPC (red) and constrained MPC 
(black) controllers for fuel pump floating faults 
 The simulation results confirm that the constrained MPC controller can deal 
with the actuator floating faults better than the unconstrained case. 
Fuel pump bias faults 





































































In this part, the fuel pump is assumed to have a bias fault. The pump provides 
fuel to the plant with the fuel flow rate value decreased by 5 kg/s from the controller 
command. As discussed in Chapter 3, this type of fault can be considered as a 
constant disturbance in the process states as follow 
( 1) ( ) ( ) ( )
( 1) ( )
i
f f f f f f
z
f f f




x = A x + B u b
z = C x
     (5.46)  
where ifb is the vector of column i in the fault-free input matrix B  and f B B  
corresponding to the actuator i, and ( )k is the actuator i bias value. To deal with this 
type of fault, the MPC controller can be restructured to an augmented form with a 
new state as ˆ ˆˆ( ) ( )  ( )
T
fk k k   ξ x . The new augmented model can be expressed as 
ˆ ˆ( 1) ( ) ( )
00 1
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   
BA b
ξ = ξ + u
z = C ξ
     (5.47) 
The bias value ˆ( )k can be estimated by the Kalman Filter and the MPC 
controller can be reformulated using the model as in Eq. (5.47) to deal with this type 
of fault.  Generally, this type of fault is not difficult to deal with; the controller only 
needs to change the command input corresponding to the bad actuator to compensate 
for the fault.  
 To illustrate the capability to deal with this type of fault, two constrained 
MPC controllers are applied to the plant: one uses offline well-tuned parameters and 
the other is auto-tuned. All other controller settings are the same as the fuel flow rate 







Fig. 5.81: Superheater pressure for the constrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for fuel flow rate bias faults 
 
 
Fig. 5.82: Reheater temperature for the constrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for fuel flow rate bias faults 
 
Fig. 5.83: Superheater temperature for the constrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for fuel flow rate bias faults 
 






































































Fig. 5.84: Turbine load power level for the constrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for fuel flow rate bias faults 
 
 
   Fig. 5.85: Drum water level for the constrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for fuel flow rate bias faults 
The simulation results show that, as expected, both controllers can deal well 
with this type of fault. The auto-tuned controller adapts to the fault better, it can still 
keep the superheater pressure around the setpoint while the other controller can only 
keep it within the limit range. The auto-tuned controller also gives smaller output 
variations. The input responses of the plant are shown in Figs. 5.86-5.90. 
 
   Fig. 5.86: Fuel flow rate for the constrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for fuel flow rate bias faults 






































































   Fig. 5.87: Burner tilt angle for the constrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for fuel flow rate bias faults 
 
 
   Fig. 5.88: Attemperater flow rate for the constrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for fuel flow rate bias faults 
 
 
   Fig. 5.89: Main steam valve position for the constrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for fuel flow rate bias faults 








































































   Fig. 5.90: Economizer flow rate for the constrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for fuel flow rate bias faults 
The simulation results show that the auto-tuned constrained MPC controller 
tends to be more saturated in some cases but in other cases, it is comparable to the 
offline well-tuned controller. 
The loss of efficiency faults can be dealt with by either changing the input 
matrix f B BΓ  and update the augmented model in Eq. 5.47. Like the actuator bias 
fault, this type of fault is not too difficult to deal with; the controller provides larger 
input commands to compensate for the loss in efficiency. 
 The actuator lock fault might be the second most dangerous fault behind the 
out of order fault. When a lock fault occurs, the bad actuator is uncontrollable and the 
plant puts a heavy burden on the rest of actuators to perform the control task.  To 
illustrate this, a main steam valve lock fault is considered. The valve is assumed to be 

































Table 5.5 Main steam valve lock faults 












 wF Fuel mass flow to the furnace (kg/s) [8, 16] same 
 Burner tilt angle coefficient (radian) [0, 1] same 
wa Attemperation water mass flow (kg/s) [0, 2] same 
xcv Main steam valve position [0.2, 1] 0.4 
wei Inlet water mass flow to the economizer 
(kg/s) 
[7, 14] same 
 
The unconstrained MPC and the autotuned constrained MPC controllers are 
compared. The output responses are shown in Figs. 5.91-5.95 
 
Fig. 5.91: Superheater pressure for the unconstrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for main steam valve block faults 
 
 
Fig. 5.92: Reheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for main steam valve block faults 



















































Fig. 5.93: Superheater temperature for the unconstrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for main steam valve block faults 
 
 
Fig. 5.94: Turbine load power level for the unconstrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for main steam valve block faults 
 
 
   Fig. 5.95: Drum water level for the unconstrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for main steam valve block faults 
The simulation results show that the unconstrained MPC controller tends to 
give a better performance in some sense by trading off very high superheater pressure 
while the constrained MPC controller tries to drive all the controlled variables within 
the limit ranges. This can be explained as follows for the actuator block fault; the 






































































constrained MPC controller puts more burden on the other actuators to achieve 
setpoint, which leads to almost all the actuator to be saturated. The unconstrained 
MPC controller is less aggressive so it can maintain some setpoints by trading off 
others. The input responses of the plant in Figs. 5.96- 5.100 show this behavior. 
 
 
   Fig. 5.96: Fuel flow rate for the unconstrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for main steam valve block faults 
 
   Fig. 5.97: Burner tilt angle for the unconstrained MPC (red) and constrained MPC 
(black) controllers with auto-tuned for main steam valve block faults 
 
 
   Fig. 5.98: Attemperater flow rate for the unconstrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for main steam valve block faults 











































































   Fig. 5.99: Main steam valve position for the unconstrained MPC (red) and 
constrained MPC (black) controllers with auto-tuned for main steam valve block 
faults 
 
   Fig. 5.100: Economizer flow rate for the unconstrained MPC (red) and constrained 
MPC (black) controllers with auto-tuned for main steam valve block faults 
 
5.6 Conclusion 
In this Chapter, the proposed fault tolerant control system (FTCS) is 
introduced. The FDI unit is assumed to provide the fault detection and fault isolation 
for the FTCS. The FTCS consists two part: the virtual sensor reconfiguration block 
and the reconfigured Kalman Filter combined with the MPC controllers. The virtual 
sensor reconfiguration block uses both a bank of Kalman Filter and a reconfigured 
Kalman Filter to estimate and compensate for sensor faults. Sensor faults, such as bias 
faults, sensor lock faults and sensor loss efficiency faults, can be successfully 
estimated by the reconfigured Kalman Filter. If the fault is detected and estimated, the 
system performance is recovered completely. The second part of this chapter focused 
on the reconfigured Kalman Filter combined with the MPC controller to deal with 











































actuator faults. Some actuator faults, such as actuator bias or actuator loss of 
efficiency, can be estimated by the reconfigured Kalman Filter and be easily 
compensated for by the controller. The system performance is partly recovered under 
these faults. However, the actuator out of order and block faults are dangerous and 
hard to manage. For these faults, several types of MPC controllers, such as the 
unconstrained MPC, unconstrained MPC with reference management, offline-well 
tuned constrained MPC, and auto-tuned constrained MPC, were considered. The auto-
tuned constrained MPC controller was shown to perform well in most of the fault 
cases. The final fault tolerant control system for the Skegton plant is shown in Fig. 
5.101 
 


















































The main objective of this research is to design a new fault tolerant control 
system, which helps to improve the performance of utility power plants in both 
normal operations and fault circumstances. Classical controllers with fixed parameters 
and structures are designed to work well under nomal operation conditions with small 
system disturbances but can hardly accommodate abnormal behavior resulting from 
faults. The trend in industry for control system design is to integrate fault tolerant 
properties into the controller. This research explores the sysem fault tolerant 
properties by using an analytical redundant approach with a hybrid method to 
combine the MPC algorithm with some fault tolerant properties and Kalman Filters 
for state and parameter estimation. 
In order to test the ability of the approach, a 14th-order nonlinear turbine-boiler 
model was developed by first principles in Chapter 2. Although the model was based 
on an original model described in [10], major changes were necessary to truly reflect 
the first principles approach. The nonlinear model was validated to work well in a 
large operatiing range. The perturbation complex-step derivative method was applied 
to obtain a high precision linearized model, which is applicable for system controller 
design.  
In Chapter 3, an extensive literature review was presented to compare current 
techniques for designing reconfigurable controllers. Advanced control algorithms, 
such as LQR/LQG, PIM, EA, FL, SMC and MPC, were reviewed with detailed 
exploration of their fault tolerant properties. Among those techniques, the MPC 
control algorithm was selected as the basis for the reconfiguration controller based on 





structural faults and to handle actuator and output constraints well. The MPC 
controller was combined with Kalman Filters to accommodate sensor faults.  
The basic MPC formulation can be easily found in literature but few works 
have a complete MPC formulation available for applying to computational 
programming. In Chapter 4, a detailed MPC formulation for unconstrained and 
constrained cases was derived in a form suitable for numerical computation. An 
extensive series of simulations were carried out to analyze the influence of each MPC 
tuning parameter, which is hardly found in the literature. Based on this analysis, an 
auto-tuned mechanism was proposed for the online tuning procedure, which proved to 
have a comparable performance with offline well-tuned MPC controllers. The auto-
tuned mechanism helps to improve the MPC controller’s fault tolerant properties.  
To explore the analytical redundant approach, the system observabiity was 
analyzed thoroughly in Chapter 4. It was concluded that nine of the ten plant sensors 
can be analytically estimated by designing a bank of Kalman Filters for the case of 
sensor faults and failures. Each filter in the bank of Kalman Filter was designed for a 
specific sensor and was used to detect and estimate that sensor fault.  
In order to improve the MPC controller’s fault tolerant properties, some 
techniques to guarantee the stability and feasibility were implemented in Chapter 5. 
Besides increasing the prediction horizon to large values, the use of terminal cost 
penalty proved to help decrease the system state variations. The soft constraint 
algorithm formulation was derived in detail for computational implementation. The 
algorithm was applied to relax the system output constraints to improve the feasibility 
of the MPC optimal control especially when faults occur. The reference management 
technique was also implemented to improve the MPC controller feasibility. It was 
shown to work well for the unconstrained MPC algorithm by degrading the system 





The bank of Kalman Filters, which was developed in Chapter 4, was applied 
to the virtual sensor reconfiguration techniques in Chapter 5. When a sensor fault 
occurs, a good Kalman Filter was switched on to estimate the plant state and the 
corrupted sensor value. This switching method was limited to deal with one sensor 
fault at a time but it has the advantage of fast response. The implementation of this 
approach to some sensor fault scenarios gave good results. Another way to design the 
virtual sensor is to reconfigure the nominal Kalman Filter to either update or estimate 
the sensor fault information. If the faulty output matrix in the Kalman Filter is given 
by an FDI unit, it can help to recover the system performance quickly. In some sensor 
fault cases, such as sensor bias, sensor loss of efficiency and sensor freezing, the 
reconfigured Kalman Filter was used to estimate the fault amplitude and then applied 
to compensate for the fault. This approach deals with multiple sensor faults as long as 
the system is still detectible under the faults. Some sensor fault scenarios were 
analyzed with this technique and gave comparable results with the switching method. 
The fault tolerant properties of MPC controllers were validated in Chapter 5 
by applying some actuator fault scenarios. The constrained MPC controller was 
shown to deal well with the actuator loss of efficiency faults, such as the actuator limit 
reduction fault. The reference management was implemented with the unconstrained 
MPC and was shown to improve the actuator saturation by trading off system 
performance. It also handled well the floating faults in the economizer feedpump 
water and fuel pump. In those fault cases, the auto-tuned constrained MPC controller 
outperformed other types of MPC controllers in most fault cases. For some types of 
faults, such as actuator bias or actuator lock faults, the MPC controller was 
reconfigured in structure to better deal with the fault.  
The combination of the MPC controller and the Kalman Filter improved the 
fault tolerant control properties of the Skegton plant. The sensor fault issues can be 





Filter. The system performance was recovered completely after the faults. The MPC 
controller recovered the sytem performance for actuator faults, such as actuator bias 
and loss of efficiency, and partly recovered some controlled variables or at least keep 
the system stable.  
6.2 Research Contribution 
6.2.1 LARGE SCALE ORDER POWER PLANT MODEL DEVELOPMENT 
In this research, a large scale nonlinear power plant model was developed for 
testing different control algorithms. The first principles model was represented in 
detailed with most the power plant boiler components such as the furnace, drum, riser 
and downcomer, superheater, rehetate, and economizer. The steady state model of 
high, intermediate and low pressure turbines were also represented. The plant model 
has a large range of operation, and is a useful tool for research purposes to test control 
algorithms. 
6.2.2 MPC FORMULATION SUMMARY AND DERIVATIONS 
This research summarized in detail a complete MPC formulation for both 
unconstrained and constrained MPC controllers. The MPC formulation also covered 
some special cases, such as using the feedthrough matrix in the MPC internal model 
or adding another cost term to the cost function. All the formulations were shown in a 
suitable form for computational programming. Other advanced techniques for 
enhancing the MPC controller, such as the use of soft constraint and the terminal cost 
approaches, were provided in detail. All the formulation summary and derivations can 
be used as a valuable reference for implementing the MPC control algorithm under 
actuator and fault conditions. 
6.2.3 VIRTUAL SENSOR APPROACH FOR SENSOR FAULT HANDLING 
The virtual sensor approach consists of using a bank of Kalman Filters and a 
reconfigured Kalman Filter for handling sensor faults. The research showed a 





scale power plant model subject to white noise disturbances and proved to work 
successfully. Using this technique, the fault tolerant properties of the Skegton plant 
were improved significantly to deal with sensor fault issues. 
6.2.4 RECONFIGURED MPC CONTROLLERS FOR ACTUATOR FAULT HANDLING 
The MPC controller was implemented in a large scale model to test a range of 
configurations from a nominal control performance to some advanced control 
techniques, such as using soft constraint and terminal cost approaches. A detail study 
was carried out to show the sensitivity of the MPC controller performance to tuning 
parameters, which helps the designer to better understand each tuning parameter 
effects. A complete guide for MPC offline tuning was summarized and an auto-tuned 
parameter was proposed. This auto-tuned mechanism provided comparable 
performance with the offline well-tuned controller. Moreover, it can be used online 
for fault tolerant control purposes. Several actuator fault scenarios were run to exploit 
the fault tolereant capabilities of the auto-tuned constrained MPC. For some specific 
fault types, such as actuator bias or lock, the MPC controller was restructured to deal 
with those faults very efficiently.  
6.3 Future Work Recommendations 
6.3.1 FAULT DETECTION AND ISOLATION UNIT 
The current fault tolerant control system (FTCS) relies on a fault detection and 
isolation (FDI) unit to provide fault information. Although the FTCS can partially 
detect the sensor faults using the bank of Kalman Filters as well as to estimate some 
types of sensor faults such as sensor bias or sensor loss of efficiency, it is still a 
model-based method, which depends on the model mismatch with the real plant. A 
real-time fault detection and isolation is needed to update the fault information for a 
complete fault tolerant control. One approach is to use the data-driven model of the 





plant dynamic changes based on plant measurements. The subspace predictive control 
can help to deal with unanticipated faults like structural faults in the plant.  
6.3.2 MULTIPLE SENSOR FAULT HANDLING 
Currently, the FTCS can only deal with one sensor fault at a time while in reality, 
multiple sensor faults can occur at the same time. A more complex reconfigured 
Kalman Filter could be developed to estimate and compensate for multiple sensor 
faults of different types.  
6.3.3 MPC RECONFIGURED CONTROLLER IMPROVEMENT  
The auto-tuned mechanism for the MPC controller can be improved in an 
optimized sense to select an optimal set of tuning parameters or to select the tuning 
parameters to guarantee system robustness to deal with large disturbances in the plant.  
The reference management techniques to find optimal degraded setpoints can also be 
applied to enhance the constrained MPC controller. The reconfigured MPC can 






















Appendix A:  Skegton Plant Model Parameters 
 







Symbol Name Value Unit 
ke Heat transfer coefficient 43700 J/(kg.
oK) 
Ve Economizer volume 3 m
3 
Me Mass of economizer tubes 7000 kg 














Symbol Name Value Unit 
kr Experimental heat transfer coefficient 442.2 J/(s.
oK3) 
Vr Risers volume 6.53 m
3 
Mr Mass of risers metal tubes 2.25×10
4 kg 












s Symbol Name 
Value Unit 
Vdr Drum volume (cylinder shape) 9.253 m
3 
rdr Drum radius 0.61 m 























Symbol Name Value Unit 
fs Superheater friction coefficient 79.389×10
3 
m-4 








Vs Superheater volume 8.462 m
3 
Ms Superheater metal tube mass 1.04×10
4 
kg 













Symbol Name Value Unit 
Krh Experimental heat transfer coefficient 2.95×10
4 J/(kg.oK) 
Vrh Reheater volume 10 m
3 
Mrh Reheater metal tube mass 7000 kg 
Crh Reheater metal tube heat capacitance 481 J/(kg.
oK) 






























Symbol Name Value Unit 
kF Chimney flow coefficient 0.001 m.s 
kir Attenuation coefficient for riser heat 
radiation 
0.2577 m-1 
kis Attenuation coefficient for superheater heat 
radiation 
1.0342 m-1 
kss Experimental heat transfer coefficient to the 
superheater 
3532 J/(kg.oK) 
Cgs Combustion gas specific heat capacity 1045 J.s/(kg.
oK) 
krs Experimental heat transfer coefficient to the 
reheater 
1.3926×104 J/(kg.oK) 
VF Combustion chamber volume 2000 m
3 
cF Fuel calorific value 2.91×10
7 J/kg 
Rs Stoichometric air/fuel ratio 3.5 nondimensional 
   Content of fresh air in exhaust gas from the 
gas turbines 
0.1 nondimensional 
kes Experimental heat transfer coefficient to the 
economizer 
247.549 J/(kg.oK) 
 Stefan Boltzmann  constant 5.6687×10
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