sources in Alaska and Canada was a major driving force for studies of freezing-thawing cycles in the 1970s and
and Silbey, 1992), in our case pure ice and liquid water. In soil science it is customary to modify the original Clapeyron equation, as used by Edlefsen and Andersen (1943) , by including the osmotic pressure or assuming a difference in pressures between ice and water. Specifi-T he importance of freezing and thawing processes cally, the ice pressure is sometimes assumed to equal in soils has long been recognized. Much attention the zero gauge pressure, with the reference pressure beinitially focused on the problems of frost heave because ing atmospheric. While this assumption has often been of its importance in the construction and maintenance debated, no consensus has yet been reached. As Spaans of roads, railroads, and oil industry pipelines. Recent and Baker (1996) wrote: "the broad assumption of zero applications deal with both environmental and engigauge pressure in the ice phase has been questioned neering issues. For example, the often dramatically reunder certain conditions (Miller, 1973 (Miller, , 1980 , but thus duced infiltration capacity of frozen soils (e.g., Seyfried far there is scant evidence against it, except in obvious and Murdock, 1997) may increase soil erosion, and even cases (heaving)." In particular, if a soil is unsaturated flooding, due to increased snow melt surface runoff. In the potential of heaving is reduced such that the assumpsome engineering applications soil is artificially frozen tion of zero ice pressure is more likely to hold. to prevent the migration of pollutants (Andersland et Koopmans and Miller (1966) showed experimentally al., 1995), increase soil structural stability, or prevent that freezing curves are similar to soil water drainage leaching of water such as during tunnel construction (or soil water retention) curves through a scaling rela- (Jones, 1981) . While frost-related damage of roads reptionship between ice pressure (which in turn was seen as resented an important issue in Scandinavia and North a function of temperature alone by using the Clapeyron America in the 1920s, exploitation of oil and gas reequation) and air pressure (or capillary pressure). The theory in their article applied to saturated soils that are non-colloidal soils. Ice lenses represent situations where model (Jansson and Karlberg, 2001) , the latter being an the ice pressure is not equal to zero. Fuchs et al. (1978) extension of the SOIL code mentioned earlier. included a water retention function in their analysis of
The primary objective of this paper is to present a the freezing process, thus extending the theory to unsatnew, numerically stable, mass-and energy-conservative urated conditions. Using thermodynamic principles, method for dealing with phase changes of water in a fully Kay and Groenevelt (1974) and Groenevelt and Kay implicit numerical solution of the coupled equations (1974) developed several generalized Clapeyron equagoverning heat transport and variably saturated flow, tions, as well as the basic theory describing coupled water for conditions both above and below zero temperature. and heat transport in frozen soils. A generalized Cla-
The method is as an extension of the procedure propeyron equation was later derived from a more tradiposed by Celia et al. (1990) for variably saturated flow tional physical chemistry perspective by Loch (1978) .
to coupled water and energy transport. The numerical A potential problem with the equilibrium assumption model was evaluated by comparisons with short-term of this theory is that equilibrium may never be reached, laboratory column freezing experiment data. The nuor may take a very long time to establish (Spaans and merical stability of the model was further tested by Baker, 1996) . We note that the Clapeyron equation somemeans of a seasonal simulation of a hypothetical road times is referred to as the Clausius-Clapeyron equation, construction problem involving heat transport and waeven though the latter is a simplified version of the ter flow in response to measured surface temperatures. Clapeyron equation applicable only to equilibria beIn this simulation we investigate how the code predicts tween gases and liquids (e.g., Alberty and Silbey, 1992) .
the dynamics of naturally varying climatic conditions, The introduction of computers during the 1970s enincluding thawing behavior. Since the ultimate goal is abled the development of numerical codes specifically to create a two-dimensional model that may be used to designed to solve the heat and water flow equations, predict road moisture and temperature distributions, it whether coupled or not. Harlan (1973) presented a was felt important to ensure that the code performed model for coupled transport of heat and fluid in partially well for relatively extreme upper temperature boundary frozen soils, and to our knowledge was the first to give conditions. Even though the code was designed to dea numerical solution to the problem using finite differscribe processes for both positive and negative temperaences. He implemented a formulation that involved the tures, this paper is limited to frost related processes apparent heat capacity as proposed by Lukianov and since other parts of the code are described in detail Golovko (Fuchs et al., 1978) . Guymon and Luthin elsewhere (Š imů nek et al., 1998; Scanlon et al., 2003) . (1974) presented a finite element solution to the same problem. Neither Harlan (1973) nor Guymon and THEORY Luthin (1974) in their analyses considered the effects of solutes, which are known to have a significant effect Variably Saturated Flow on the amount of unfrozen water at subzero temperaVariably saturated water flow for above-and subzero temtures. Cary and Mayland (1972) and Fuchs et al. (1978) peratures is described using the modified Richards equation were among the first to introduce models incorporating as follows (e.g., Fayer, 2000; Noborio et al., 1996): osmotic effects on freezing processes in soils.
In the late 1970s, one-dimensional numerical soil-vege-
tation-atmosphere-transfer (SVAT) models emerged, such as the SOIL model of Jansson and Halldin (1980) 
and the model by Lykosov and Palagin (1980 cific applications, such as the ICM (Lytton et al., 1993) terms represent vapor flows due to pressure head (K vh 
and FrostB (Guymon et al., 1993) 
Soil Hydraulic Properties
heat with flowing water, transfer of sensible heat by diffusion While different functions for the unsaturated soil hydraulic of water vapor, transfer of latent heat by diffusion of water properties may be used, we will in this study invoke the expresvapor, and uptake of energy associated with root water uptake. sions of van Genuchten (1980) , Mualem (1976) , and van Gen-
The volumetric heat capacity of the soil, et al. (1991) with independent m and n parameters:
), in Eq.
[7] is defined as the sum of the volumetric heat capacities of the solid (C n ), liquid (C w ), vapor (C v ), and
ice (C i ), phases multiplied by their respective volumetric fractions :
where S e is effective saturation, r and s denote the residual Furthermore, in Eq.
[7], L 0 is the volumetric latent heat of and saturated water contents ( 
) (approximately 3.34 ϫ 10 5 J kg
Ϫ1
). 1 Ϫ 1/n, Eq. [3] reduces to the commonly used form:
The first two terms of Eq.
[7] are often combined as follows:
‫ץ‬T ‫ץ‬t
The hydraulic conductivity K LT for liquid phase fluxes due to a gradient in T is defined as (e.g., Fayer, 2000; Noborio et al., 1996) :
which, after incorporating the latent heat of fusion, leads to where G wT is the gain factor, ␥ is the surface tension of soil the following definition of the apparent volumetric heat capac-
, and ␥ 0 (25ЊC) ϭ 71.89 g s
Ϫ2
. The isothermal, K vh , and thermal, K vT , vapor hydraulic conductivities in Eq.
[1] are defined, among others, by Fayer (2000) and Scanlon et al.
(2003). Since vapor transport is not a primary objective of this paper, we will not further discuss these two conductivities.
Assuming that the ice gauge pressure is zero, and that the When the soil is frozen, the presence of ice (instead of osmotic pressure is zero, the relationship between capillary liquid water) in some pores may significantly increase the pressure and temperature is defined by the generalized Claresistance of the porous medium to water flow and lead to an peyron equation (e.g., Williams and Smith, 1989) : apparent blocking effect. To account for this blocking, the hydraulic conductivity is often reduced by means of an imped-
ance factor, ⍀ (Lundin, 1990) , which in our study is multiplied by Q, the ratio of the ice content to the total (minus the where P is the pressure (Pa, M L Ϫ1 T
) (ϭ w gh), and V w is residual) water content. The parameter Q accounts for the the specific volume of water (L 3 M Ϫ1 ) (approximately 0.001 m 3 fact that blocking becomes more effective as the ice content kg
Ϫ1
). Using the generalized Clapeyron equation, the apparent part of the total water content increases. The impedance factor volumetric specific heat, C a , can be redefined using the hydraureduces the hydraulic conductivity for the liquid phase of the lic (or soil moisture) capacity, C (T Ϫ1 ), which is the slope of partially frozen soil, K fLh , as follows the retention curve, defined as the derivative of the water
content with respect to the pressure head: which shows that even a small value of ⍀ can have a significant effect on the conductivity of the liquid phase as the ice por-
tion increases.
Equations [1] and [7] are tightly coupled due to their mutual
Heat Transport
dependence on water contents, pressure heads, and temperatures. Equation [7] is highly nonlinear because of the depenHeat transport during transient flow in a variably saturated dency of the apparent volumetric heat capacity, C a , on temperporous medium is described as (e.g., Nassar and Horton, ature, which is shown in Fig. 1 for three soil textural classes, 1989, 1992) : that is, sand, loam, and silty clay (Carsel and Parrish, 1988) . Notice that while the apparent heat capacity increases by
about two orders of magnitude for silty clay when the freezing point is reached, the increase for sand is almost five orders of magnitude (Fig. 1) . For sands the increase in the apparent
heat capacity due to freezing becomes negligible below about Ϫ0.05ЊC, which corresponds to a pressure head of Ϫ6.2 m. At [7] that temperature almost all soil water is frozen, except for the residual water content. For fine-textured soils the increase in where the first term on the left-hand side represents changes in the apparent heat capacity extends to much lower temperathermal dispersivity (L), and C i (i ϭ 1, . . ., 5) are constants that can be estimated experimentally or derived from material tures, which reflects the fact that for these soils a significant amount of water remains unfrozen at slightly subzero temperaproperties such as the volume fraction of solids. Campbell (1985) suggested that C 5 ϭ 4. Equation [13b] cannot be used tures. The apparent heat capacities, C a , shown in Fig. 1 were calculated for fully saturated soils. For unsaturated soils, C a for subzero temperatures since ice conducts heat much better than water; hence, only the liquid water content is included values are more or less constant above a small negative temperature that can be calculated using the generalized Clain the present equation. Three models for the thermal conductivity of a frozen soil were discussed in Kennedy and Sharratt peyron Eq. [11] from the pressure head corresponding to the actual water content. Thus, when the actual soil water content (1998) . In the first model the thermal conductivity increases corresponds to a pressure head of about Ϫ120 m, soil water linearly with ice content, in the second model it increases starts freezing only at Ϫ1ЊC, which circumvents the enormous nonlinearly with ice content, and in the third model it is conincrease in the apparent heat capacity and eliminates the corstant. Hence, consensus is yet to be reached. Given the nonlinresponding nonlinearity in Eq. [7] . ear nature of the thermal conductivity of the soil used in our According to Campbell (1985) , the apparent thermal constudy (Fig. 2) , we modified Eq.
[13b] by replacing , with ϩ ductivity for unfrozen conditions,
F i , where F is given by K Ϫ1 ), can be described by
where 0 () is the thermal conductivity of the porous medium
[15]
(solid plus water) in the absence of flow, ␤ t is the longitudinal A h h ϭ R h [16] Numerical Implementation
The coupled water, heat, and vapor transport prowhere A h and A T are triagonal matrices, R h and R T are cesses described above were incorporated in the numerithe known right-hand side vectors, and h and T are veccal HYDRUS-1D code (Š imů nek et al., 1998) . Equation tors of unknown pressure heads and temperatures at [1], subject to appropriate initial and boundary condithe new time level. tions, was solved numerically using finite differences for
The water flow and heat transport equations, as given both spatial and temporal discretization. The employed above, each have two unknowns: the water content solution scheme is an extension of the mass-conservaand the pressure head h in the modified Richards Eq. tive iterative numerical scheme used by Celia et al. (1990 Fig. 1 ), this term can lead to significant number. We next added and subtracted the water connumerical oscillations. Let us momentarily assume a tent jϩ1, k at the new time level and the previous iterasituation without flow, take a soil slightly above zero tion, and split this term into two parts (see also Eq. [18] temperature, and remove a certain amount of energy. below). Finally, the first difference in water contents at During the first numerical iteration at a particular time the new time level and the last two iterations was restep, the decrease in temperature of the soil is evaluated placed by the product of the hydraulic water capacity, using the apparent heat capacity (a relatively small num-C, and the difference in pressure heads at the same time ber) for a given above-zero temperature (Fig. 1) . This level and iterations to give:
can lead to a considerable decrease in temperature below zero and corresponding freezing of soil water, which iterations with the maximum apparent heat capacity. A similar procedure was used for the heat transport This described reset of the temperature was found to Eq.
[7] to eliminate the ice content i . The partial derivaproduce relatively smooth calculations without the untive on the left side of Eq. [7] was first replaced by a desired oscillations. finite difference approximation, which was expanded using the ice content i at the last time level and previous iteration. Splitting this term also into two parts leads Mizoguchi (1990) performed freezing experiments in which he first packed four identical cylinders with Kana-
APPLICATION TO A LABORATORY then to

FREEZING EXPERIMENT Laboratory Experiments
gawa sandy loam. Each cylinder was 20 cm long and had an internal diameter of 8 cm. The samples were
prepared for the freezing test by bringing them to the same initial state involving a uniform temperature of The finite difference term of the ice content (second 6.7ЊC and a close to uniform volumetric water content term) was next replaced by a finite difference term inof 0.33 throughout the cylinders. Three cylinders were volving temperatures multiplied by the derivative of the used for the freezing tests, while the fourth was used to ice content with respect to the temperature. Finally, we precisely measure the initial conditions. replaced the temperature in this derivative with the The sides and bottoms of three cylinders were therpressure head using the generalized Clapeyron equamally insulated, and their tops exposed to a circulating tion, and substituted the change in water content by a fluid with a temperature of Ϫ6ЊC. Thus, water and soil change in the ice content (negative), leading to:
in each cylinder was subjected to freezing from the top down. The three cylinders were taken from the freezing
⌬t apparatus after 12, 24, and 50 h, respectively. After being removed from the cylinders, the soil samples were
⌬t divided into 1-cm-thick slices and dried in an oven to obtain total water content (liquid water plus ice) distributions. The soil samples had a concentration of approx-
imately 1 mg NaCl g Ϫ1 soil, which is sufficiently low for osmotic effects to be negligible for the studied flow and transport processes (Mizoguchi, 1990) .
Soil Hydraulic and Thermal Properties
The soil water retention curve was measured by Ishida (1983) using a combination of the following methods: a hanging water column, a pressure membrane, and equilibration over a salt solution (e.g., Jury et al., 1991) . The saturated hydraulic conductivity, K s , was measured directly. Van Genuchten's (1980) analytical model with independent m and n parameters was subsequently fitted to the retention data using the RETC model (van Genuchten et al., 1991) . From the fitted soil water retention curve and the measured K s value, the unsaturated hydraulic conductivity function was estimated using Eq.
[3]. The final fit resulted in the following soil hydraulic parameters: r ϭ 0.05, s ϭ 0.535, K s ϭ 3.2 ϫ 10 Ϫ6 ms Ϫ1 , ␣ ϭ 1.11 m Ϫ1 , n ϭ 1.48, m ϭ 0.2, and l ϭ 0.5. Figure 3 shows a very good fit of the measured retention data, especially in the pressure head interval of interest in this study, bounded by the two vertical dotted lines.
Simulation of the laboratory freezing experiment also requires estimates of the thermal conductivity, both as a function of the water content for positive temperatures, and indirectly as a function of temperature for freezing conditions. Equations [13b] and [15] were fitted to measured thermal conductivity data (Mizoguchi, 1990) as separate functions of water content and temperature. Measured negative temperatures were for this purpose transformed into equivalent water contents using the Clapeyron Eq.
[11] and the measured retention curve. Values of the thermal conductivity close to 0ЊC were given extra weight in the optimization process since most of the phase changes occur close to this temperature. Repeated nonlinear least-squares optimization on Eq. [13b] with C 5 ϭ 4, combined with unconstrained nonlinear optimization of Eq. [15], produced the following parameter values:
, C 5 ϭ 4, F 1 ϭ 13.05, and F 2 ϭ 1.06. It was possible to obtain excellent independently to the data. We also optimized the two the highest and lowest temperatures used in the experiment, and equations simultaneously, using more weight for the thus specify the experimental interval of interest.
frozen curve in Eq.
[15], which still resulted in a good fit of the unfrozen thermal conductivity (Fig. 2) . tions, we used water content and temperatures meaHeat transport was simulated using a variable heat sured on the fourth experimental column. Finally, the flux upper boundary condition:
value of the impedance factor, ⍀, regarded as a calibration variable, was set equal to 7. The value of ⍀ cannot q h ϭ Ϫh c (T Top Ϫ T Coolant )
[21] be evaluated directly when measuring soil hydraulic where q h is the heat flux (W m Ϫ2 ), h c is the convective properties but needs to be calibrated to the data. heat transfer coefficient (W m Ϫ2 K
Ϫ1
), a constant representing the inverse of the surface resistance to heat ex-
Simulation Results
change, and T Top and T Coolant are the temperatures at the soil surface and of the circulating fluid, respectively.
As mentioned in the introduction, many of the proSince there was some uncertainty as to the nature of cesses typical in freezing soils were already well docuthe coolant used in the experiment, a trial and error mented some 80 yr ago. One of these is that water flows procedure was used to obtain a value of 28 W m Ϫ2 K
Ϫ1
toward freezing fronts where it changes phase from liqfor h c . A zero heat-flux boundary condition was used uid to solid. This process is clearly evident in Fig. 4 at the bottom of the soil column. We additionally apwhere the total water content in the upper half of the plied zero flux boundary condition at both ends of the cylinder increases as the column freezes. The analogy between soil drying and freezing implies that removing column for the water flow calculations. As initial condi- water from a soil by freezing has the same effect as upper boundary. This heat flux should strongly affect the position of the freezing front. The differences could drying. Since freezing is a much quicker process than drying, extremely high hydraulic gradients emerge and be caused also by having inaccurate estimates of the unsaturated hydraulic conductivity, which should mostly can lead to sometimes very rapid upward flow of water. This upward flow toward the freezing front reduces the affect the rate at which water redistributes within the soil during freezing. Unfortunately, no measured values water content below the front, with concomitant very significant reductions in the unsaturated hydraulic conof the unsaturated hydraulic conductivity were available to test this assumption. ductivity. The freezing front is clearly visible in Fig. 4 as the depth interval where the total water content de-
The applicability of Eq.
[21] in particular may need further study. This equation is relatively standard for creases rapidly. The simulation results in Fig. 4 represent averages over 1-cm depth intervals to facilitate comparicalculating heat fluxes across a surface separating a solid and a fluid, and involves a heat transfer coefficient sons with the measured total water contents.
The calculated results in Fig. 4 are fairly close to the multiplied with the temperature difference between the solid surface and the fluid. If, as in our case, the fluid measured values. Specifically, the rapid decrease in the total water content at or immediately below the freezing is pumped along the surface of the solid, the coefficient is called the convective heat transfer coefficient, h c , and front and the gradual recovery deeper in the columns are predicted well. We obtained an average absolute depends on the Nusselt number, which in turn depends on the appropriate Reynolds and Prandtl numbers (e.g., difference of about 0.01 to 0.02 between simulated and measured total water contents, although the error varied Monteith and Unsworth, 1990) . Therefore, h c is usually not a constant. A well-known example is that h c insubstantially with depth. Notice in particular that after 50 h, the calculated freezing front penetrated deeper creases when the velocity of the passing fluid increases such that a Ϫ20ЊC day is far less pleasant when it is also into the columns as compared with the experimental data. Reasons for these differences are unclear, but very windy (often referred to as wind chill). This reflects the fact that as the wind speed increases, heat is carried could be due to Eq. [21] providing an incomplete or inaccurate approximation of the heat flux across the away from a body at an accelerated rate, thus driving down body temperature. We obtained better agreement for h c ϭ 3 W m Ϫ1 K
. These additional simulations between the simulated and measured outputs when h c hence provide some support for the leakage hypothesis, was allowed to decrease nonlinearly as a function of the even if many assumptions were required to improve the surface temperature squared, from 40 W m Ϫ2 K Ϫ1 for match with the data. 0ЊC and above, to approximately 10 W m Ϫ2 K Ϫ1 for Ϫ4ЊC (Fig. 5) its numerical stability, and illustrate a road applica-A possible reason for the simulated freezing front tion, surface temperatures gathered during nearly 1 yr penetrating deeper into the column as compared with for a road in northern Sweden (the E4 highway 40 km the experiments may have been poor insulation of the north of Luleå ) were used as the upper temperature bottoms of the freezing cylinders. To test this hypotheboundary condition. Near-surface temperatures were sis, and to simulate the effects of poor insulation, we collected hourly using sensors placed about 1 cm below introduced the possibility of having a heat leak through the road surface. the bottom boundary. Since no details of the leakage, The main differences between this and the laboratory if present, were available, we used Eq. [21] for this purcolumn experiment is that the amplitude of the upper pose. The value of T Coolant was assumed to be 6.7ЊC, equal boundary temperatures was much higher and that the soil to the temperature of the surrounding air. Using a trialwas subject to thawing as well as freezing. Since the surand-error procedure we tested h c values in the range face of the road was snow-plowed during winter, the surfrom 0.2 to 6 W m Ϫ1 K
. These trials produced much face temperatures varied much more than would be the closer agreement between predicted and measured total water contents. One example is demonstrated in Fig. 5 case for a natural surface where temperature fluctua- tions are normally dampened by the insulating snow vere freezing conditions in that the freezing front moved pack. Also, the surface temperature during summer was relatively deep into the profile and then leveled off. The much higher than would have been the case for a bare frost depth in this figure is located somewhere between soil because of the ability of asphalt to absorb radiation. the 0 and Ϫ0.3ЊC isotherms. Frost depth is usually deWe were also interested in this problem from a purely fined as the depth where the temperature is zero, even conceptual-numerical point of view to investigate thawthough formally it should be related to the ice content. ing behavior. Figure 6 shows that later in the year thawing starts Since no soil hydraulic information was available for from the top, while leaving some parts of the subsurface the road and its subsurface at the time this manuscript frozen. Notice that the soil is not completely thawed was prepared, the simulation was performed rather arbieven in early July. The progress of freezing and thawing trarily using a homogenous 3-m thick loam profile. The is also clearly visible in Fig. 7 , which shows distributions following van Genuchten parameter values for loam as versus depth of the total water content and the temperapresented by Carsel and Parrish (1988) were used for ture during the year. The water content distributions this purpose: r ϭ 0.078, s ϭ 0.43, K s ϭ 2. 9 ϫ 10 Ϫ6 generally show very steep gradients, with concomitant ms Ϫ1 , ␣ ϭ 3.6 m Ϫ1 , n ϭ 1.56, l ϭ 0.5, and m ϭ 0.36. extremely nonlinear pressure head distributions at and Measured near-surface temperatures were used as the near the freezing fronts. The mass-and energy-conserDirichlet upper boundary condition, while the temperavative iterative Picard schemes implemented in our nuture at the lower end of the soil profile was kept constant merical code were found to perform very well for the at 3ЊC. A no-flow boundary condition was used for the extreme situations of this example. We note that while flow calculations for both the upper and lower boundthe results of this hypothetical application appear reaaries. We used the same thermal properties as those for sonable, they eventually should be compared against Kanagawa sandy loam in the first example. measured data. We also emphasize that a highway of the type simulated here in general has much lower water
Freezing-Thawing Simulations
contents in the upper part of its layered structure. Measured distributions hence may look somewhat different Simulated temperatures below the road surface (Fig. 6) followed distributions that are typical of relatively sefor real roads. very close to the measured values of the total water content. The long-term road simulation test produced seem-REFERENCES ingly reasonable results, with no evidence of numerical
