Abstract. We present an efficient numerical method for computing Fourier-Taylor expansions of (un)stable manifolds associated with hyperbolic periodic orbits. Three features of the method are that (1) we obtain accurate representation of the invariant manifold as well as the dynamics on the manifold, (2) it admits natural a posteriori error analysis, and (3) it does not require numerically integrating the vector field. Our approach is based on the parameterization method for invariant manifolds, and studies a certain partial differential equation which characterizes a chart map of the manifold. The method requires only that some mild nonresonance conditions hold. The novelty of the present work is that we exploit the Floquet normal form in order to efficiently compute the Fourier-Taylor expansion. A number of example computations are given including manifolds in phase space dimension as high as ten and manifolds which are two and three dimensional. We also discuss computations of cycle-to-cycle connecting orbits which exploit these manifolds.
Introduction.
Equilibria and periodic orbits of nonlinear systems are building blocks for understanding global dynamics. The basins of attraction, repulsion, and stable/unstable manifolds associated with these building blocks provide information about how phase space fits together. The equilibria and periodic orbits together with their stable/unstable manifolds form an invariant skeleton which governs transitions from one region of phase space to another, describes where mixing and stagnation occur, and in some cases establishes the existence and whereabouts of chaotic motions. Given a particular nonlinear system it is often difficult to represent periodic orbits and their invariant manifolds in closed form, hence substantial effort has gone into developing numerical methods for approximating these objects.
In this paper we present an efficient scheme for computing numerical approximations of local stable/unstable manifolds associated with hyperbolic periodic orbits of differential equations. The inputs to the method are a Fourier approximation for the periodic orbit in addition to a Fourier approximation of the Floquet normal form. The method developed here applies to hyperbolic periodic orbits under mild nonresonance assumptions. 
No numerical integration has been performed in order to extend the local manifolds. Note that the stable manifold is not the graph of a function over the stable linear bundle of Γ. This highlights an important feature of the parameterization method which is that it can follow folds in the manifolds. The figure also illustrates the stretching and folding of the phase space near Γ.
In order to illustrate some results which are obtained using our method we include Figures 1 and 2 in the present introductory section. The figures show the local stable and unstable invariant manifolds associated with a saddle periodic orbit on the global chaotic attractor of the Lorenz equations at the classical parameter values.
Our method is based on the parameterization method introduced in [1, 2, 3] , and the idea is to study an invariance equation describing the invariant manifold. One plugs a certain formal series into the invariance equation and solves the problem via a power matching scheme. As we will show, this procedure leads to a sequence of linear ODEs with periodic coefficients which are solved recursively.
From the theoretical point of view the existence of solutions for these equations is well understood provided certain resonance conditions are satisfied. Abstract convergence of the Fourier-Taylor series is discussed in [3, 4] . From a numerical point of view these equations can be solved to any desired finite order, resulting in an expansion which approximates the local manifold as well as we wish near the periodic orbit. In order to implement this scheme we must numerically solve the recursive system in an efficient way. We would also like to have indicators which describe how good our approximate solution is near the periodic orbit.
In the present work we exploit the fact that an invertible change of coordinates, which we define in terms of the Floquet normal form, reduces each of the differential equations in the recursive scheme to constant coefficient. The transformed equations are solved in Fourier space, resulting in algebraic recurrence relations. Inverting the coordinate transformation the computer assisted proof of the existence of the Lorenz attractor [30, 31, 32] . See also [33] for an application of mathematically rigorous computation for invariant manifolds in celestial mechanics based on normal forms. Normal forms are also useful for computing invariant tori, and are used in the numerical study of many problems coming from celestial mechanics [34, 35, 36, 37, 38] .
The parameterization method is a general functional analytic framework for studying invariant manifolds of nonlinear dynamical systems. The method was initially developed for studying stable/unstable manifolds associated with nonresonant fixed points of maps and equilibria of vector fields [1, 2, 3] . Chart maps computed using the parameterization have the additional property that they conjugate the dynamics on the invariant manifold to the dynamics of some well understood model system. Hence the method provides insight into the dynamics on the manifold as well as information about the embedding.
The parameterization method has been extended to study invariant circles and invariant tori for diffeomorphisms and differential equations, and is used to study stable/unstable manifolds of invariant circles [39, 40, 41, 42, 43] . More recently it has been extended to simultaneously compute invariant circles together with unknown conjugating dynamics [44, 45] . The parameterization method is also used in order to study some invariant manifolds associated with fixed points having some stable and some unstable directions [46] .
Numerical methods for computing invariant manifolds based on the parameterization method can be found in a number of works including [4, 13, 24, 25, 47, 48, 49] , along with the present work. A useful feature is that they admit natural a posteriori error indicators. This notion can be used to obtain mathematically rigorous error bounds on the numerical approximation of the invariant manifolds by computer assisted analysis [10, 11, 12] .
Another important application of the parameterization method is the development of KAM results which do not rely on the construction of action angle variables [50, 51] . There is also work which uses the parameterization method to devise KAM schemes for volume preserving diffeomorphisms [49, 52] . In addition the method has recently been used in order to develop KAM-type theorems for dissipative systems [53] which are conformally symplectic.
One motivation for studying stable and unstable manifolds, as mentioned above, is the fact that their intersections give rise to orbits which connect different regions of phase space. Numerical methods for computing connecting orbits between many geometric objects are found, for example, in the work of [16, 17, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63] . Connecting orbits between invariant manifolds are exploited in many applications. Much work on studying transfer dynamics in celestial mechanics exploits these tools [64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74] . The study of invariant manifolds for periodic orbits also plays a role in the study of biological and chemical oscillations [4, 13, 75, 76, 77, 78] . The study of connecting orbits can be made mathematically rigorous using computer assisted proofs, and we refer to [10, 11, 12, 79, 80] for more discussion of this theme. Remark 1.4 (growing/extending the local invariant manifold). Numerical methods based on the parameterization method, such as [4, 13, 47, 48] and the present work, are methods for computing accurate local representations of the stable/unstable manifolds of invariant objects via some high order expansions. In order to understand the global dynamics of a system it is natural to extend or "grow" the local manifold via some numerical integration or continuation scheme. This is a notoriously delicate problem as the flow induced by the vector field will stretch the boundary of the local manifold in highly nonlinear ways. For example, simply numerically integrating points on the boundary of the unstable manifold for time T > 0 often yields unsatisfactory results, as the tendency is for the integrated object to grow much faster in some directions than in others. The methods discussed in [26] provide sophisticated numerical techniques for extending a local representations of a stable/unstable manifold.
An interesting line of research would be to develop numerical schemes which begin with a high order local approximation such as provided by the parameterization method, and then to apply extension algorithms such as those discussed in [26] in order to grow a picture of the invariant manifold which is as large as possible (subject to some accuracy constraints). The papers [24, 25] develop some techniques along these lines and show that this is a fruitful line of inquiry. So far as we know, the fact that the parameterization method provides access to differential geometric information (such as curvature, arc length, surface area, and so on) about stable/unstable manifolds has not been employed in order to improve existing extension algorithms.
Parameterization method for invariant manifolds of periodic orbits.
In this section we review the Floquet theory and as much of the parameterization method as is used in the remainder of the present work. We also discuss the computation of the parameterization coefficients, the definition of the a posteriori indicator function, and the effect the properties of the Floquet normal form have on the parameterization.
Floquet normal form associated with a periodic orbit.
Given a periodic orbit, the first order approximation of the stable invariant manifold is given by the stable normal bundle of the periodic orbit. The normal bundle is obtained by solving the variational equation around the periodic orbit. To be more precise suppose γ(t) : [0, τ] → R d is a τ -periodic solution for the systemẋ = f (x) and τ is the minimal period. Denote by Γ def = {γ(t) : t ∈ [0, τ]} the associated periodic orbit. The variational equation is the system obtained by linearization of the vector field around γ(t), that is
The solution Φ(τ ) of the above system after one period is called the monodromy matrix of the periodic solution γ(t). The eigenvalues φ i of Φ(τ ) are the Floquet multipliers of Γ, and they are the eigenvalues of the differential of the Poincaré map at the fixed point. A Floquet exponent of Γ is any complex number μ i such that φ i = e μ i τ . The unique real number i such that |φ i | = e i τ is called a Lyapunov exponent of Γ. The periodic orbit Γ is hyperbolic if none of its Floquet multiplier is on the unit circle. The number of Floquet multipliers inside and outside the complex unit ball determines the dimension of the stable manifold W s (Γ) and the dimension of the unstable manifold W u (Γ). The eigenvectors associated with the Floquet multipliers determine the stable/unstable directions normal to the periodic orbit at the point γ(0) = γ(τ ). Denote by E 0 s , E 0 u the space spanned by the eigenvectors associated with the stable and unstable directions, respectively. In order to have a complete bundle around the orbit, one should repeat the above procedure for any of the reparameterization γ θ (t) def = γ(t+θ) yielding the monodromy matrices Φ θ (τ ) and the stable and unstable subspaces E θ s , E θ u in γ(θ). 
As mentioned above, the knowledge of the normal bundles is fundamental for the parameterization of the invariant manifolds but the computation of E s and E u is not trivial. In terms of the stable/unstable manifold the essential point is that the normal bundles are the first order jets, that is the invariant manifolds are tangent to these linear bundles.
A classical method for computing the linear bundles is described in [81] . It is known that it is enough to compute the tangent directions only once, for instance, for θ = 0, and use the Floquet normal form of the fundamental matrix solution of the variational system to compute the entire bundle. The real Floquet normal form decomposition of the solution Φ(t) of system (1), is a 2τ -periodic matrix function Q(t) and a real matrix R such that
The fundamental dynamical feature of the Floquet normal form is the following: if {φ i } i denote the eigenvalues and {w i } i the eigenvectors of Φ(τ ) then the eigenvectors w i (θ) associated with the eigenvalue φ i of the matrix Φ θ (τ ) are simply given by
With this notation, we identify w i (0) with w i . The Floquet normal form of Φ(t) provides a complete parameterization of the stable and unstable normal bundles for Γ. The function Q(t) being 2τ -periodic implies that the dynamics of the eigenvectors w i (θ) around the periodic orbit Γ is also 2τ -periodic. Since the tangent bundle is clearly τ -periodic it means that w i (0) = ±w i (τ ). If 2τ is the minimal period of Q, then w i (0) = −w i (τ ) and the bundle is said to have a twist. This occurs when the bundle is nonorientable. In Remark 2.3, we relate the orientability of the bundle with the eigenvalues of the matrix B arising in the complex Floquet normal form, which we now introduce. Remark 2.1 (complex Floquet normal form). The complex Floquet normal form decomposition of the solution Φ(t) of system (1), is a (possibly complex) τ -periodic matrix function P (t) and a (possibly complex) constant matrix B such that (4) Φ(t) = P (t)e Bt .
Let R be the real matrix from the real Floquet normal form (2) and B be a (possibly complex) matrix from the complex Floquet normal form (4). The following remark shows how the eigenvalues of both R and B determine the stability of a hyperbolic periodic orbit. A similar description holds for the dimension of the unstable manifold of Γ, denoted by dim(W u (Γ)). Three conclusions follow from the above discussion.
• The stability of Γ is determined by the eigenvalues of either R or B, whichever one cares to compute.
• The eigenvectors of R, B, Φ(τ ), and Φ(2τ ) are the same, and they determine the linear stable and unstable bundles via the relation (3).
• The eigenvalues of B are the Floquet exponents and they determine the Floquet multipliers. This is not the case for the eigenvalues of R. The orientability of the linear bundles is obtained by the Floquet multipliers: the sign of the real part of the Floquet multipliers tells us whether the orientation of the associated eigenvector is flipped by the Poincaré map or not. If the real part is positive then the associated eigenvector is not flipped while if the real part is negative then the eigenvector is flipped. If the orientation of the eigenvector is flipped then the linear bundle is a Möbius strip. The presence of complex conjugate multipliers implies that the dynamics in the linear bundle is rotational.
The last conclusion of Remark 2.2 states that the Floquet multipliers are determined by the eigenvalues of B (the Floquet exponents of Γ) and not by the eigenvalues of R. We therefore analyze the orientability of the bundles depending on the eigenvalues of B.
Remark 2.3 (orientation of the bundle based on the eigenvalues of B). Let μ be an eigenvalue of B together with an associated eigenvector w. We consider three cases.
• (μ ∈ R). The associated Floquet multiplier is real and given by φ = e μτ > 0. Therefore the associated eigenvector w(θ) = Q(θ)w is not flipped over the interval [0, τ] .
The associated Floquet multiplier is φ = e μτ = e ντ e iπ = −e ντ which is real negative and the orientation of the eigenvector w(θ) = Q(θ)w is flipped over [0, τ] . The linear bundle is a Möbius strip. The presence of the twist cannot be inferred from the eigenvalues of R, but rather from the eigenvalues of B. We show in Remark 2.17 how the parameterization handles nonorientability.
• (μ = α ± iβ ∈ C not of the form 2). In this case, the associated Floquet multiplier is complex and the dynamics in the linear bundle is rotational. We will not cover this case and, for more details, we refer to [81] .
Invariance equation.
In this section we study an equation which characterizes chart maps for the local invariant stable/unstable manifold, denoted by W s loc (Γ) and W u loc (Γ), respectively. The chart maps studied here have the additional property that they conjugate the dynamics on the manifold to a certain linear dynamical system. Throughout this section, we discuss only the stable manifold. The unstable manifold is obtained by reversing time.
Let f : R d → R d be a real analytic vector field and suppose γ is a τ -periodic solution ofẋ = f (x) and let Γ = {γ(t) : t ∈ [0, τ]} the corresponding periodic orbit. Denote by T 2τ = [0, 2τ ] /{0,2τ } the circle of length 2τ . Let ϕ : R d × R + → R d denote the flow generated by f . We assume without loss of generality that ϕ is globally well-defined. Suppose that Γ is hyperbolic and consider Φ(t) = Q(t)e Rt the real Floquet normal form of the fundamental matrix solution of the variational system (1) . Assume that the matrix R is diagonalizable. Let λ 1 , . . . , λ dm ∈ C denote the stable eigenvalues of the matrix R, that is Re(λ i ) < 0 for all i = 1, . . . , d m , and let w 1 , . . . , w dm be the associated linearly independent eigenvectors. By invertibility of Q(θ) for all θ, we have that the associated eigenvectors w i (θ) = Q(θ)w i are linearly independent for all θ. The stable normal bundle of Γ is then parameterized by
that is E s = image (P 1 ). One goal now is to find a nonlinear correction to P 1 which results in a parameterization of the local stable manifold. In fact we obtain something stronger. Suppose for the moment that the eigenvalues of R are real and distinct with λ dm < · · · < λ 1 < 0. (The case of complex conjugates eigenvalues is similar and discussed in Remark 2.16. The case of repeated eigenvalues is not discussed in the present work, however, the reader interested in degeneracies can refer to paper [1] .) We consider the vector field
We refer to the cylinder C 2τ,ν def = T 2τ × B ν as the parameter space for the local invariant manifold. Note that the σ = 0 set is an invariant circle for (5) . Also note that the vector field given by (5) is inflowing on the parameter cylinder, that is, for any (θ, σ) ∈ ∂ C 2τ,ν we have that the vector (1, Λσ) points inward toward the center of the cylinder. (This is the only place where we exploit that the eigenvalues are real distinct.)
We have that the flow on the cylinder is given explicitly by the formula
and this flow clearly maps C 2τ,ν into its own interior for any t > 0, with the circle σ = 0 a periodic orbit of period 2τ . We take the flow L as the "model dynamics" on the stable manifold and look for a chart map which conjugates the nonlinear dynamics on W s loc (Γ) to the linear dynamics on C 2τ,ν given by L. More precisely we have the following definition.
Definition 2.4 (conjugating chart map for the local stable manifold). We say that the function P :
is a conjugating chart map for a local stable manifold of the periodic orbit Γ if
1. P is a continuous, injective (one-to-one) mapping of the cylinder C 2τ,ν which is real analytic on the interior of the cylinder; 2. P(θ, 0) = γ(θ); 3. the conjugacy relation Remark 2.5. Technically we should call P a covering map for the manifold rather than a chart map, as the model space is a cylinder rather than a Euclidean space. However in the present work we apply the term "chart" liberally and trust that no confusion ensues.
The definition asks that P conjugates the flow generated by the vector field f to the linear flow generated by (6) . If P is a conjugating chart map then for any (θ, σ) ∈ C 2τ,ν ,
by continuity of P, the conjugacy relation (7), and the contractiveness of e Λt . Hence, the orbit of a point in the image of P accumulates to the periodic orbit Γ with matching asymptotic phase θ. P is one-to-one and its image is a d m dimensional manifold (immersed cylinder). Since image(P) is an immersed cylinder containing Γ in its interior and having that each of its points accumulates on Γ under the forward flow, image(P) is a local stable manifold for Γ.
The following provides sufficient conditions for the existence of a conjugating chart map. Theorem 2.6 (invariance equation for a conjugating chart map). Suppose that P :
P is differentiable on the circle σ = 0 with
and P(θ, σ) solves the PDE
on the interior of C 2τ,ν . Then P is a conjugating chart map for Γ in the sense of Definition 2.4.
It follows from (8) that image(P) is a local stable manifold for Γ.
Proof. To see that P is a conjugating chart map choose (θ 0 , σ 0 ) ∈ C 2τ,ν , recall (6), and define the curve
.
Note that x(t) ∈ image(P) for all t ≥ 0, as L is contracting on C 2τ,ν . Next we show that x(t) solves the initial value problem (12) x (t) = f (x(t)), 
Now define the new variablesσ
. Then for any t > 0 we have that (θ,σ) ∈ interior (C 2τ,ν ). Since (11) holds on the interior by hypothesis we now have that (12) . But (θ 0 , σ 0 ) was arbitrary in C 2τ,ν , so this shows that
and P satisfies (7) on C 2τ,ν . Then P satisfies condition 3 of Definition 2.4. We now establish parts 1 and 2 of Definition 2.4. Since f is real analytic and P solves the differential equation (11), we have that P is real analytic in the interior of C 2τ,ν . From (10) we have that
This matrix has full rank because the eigenvectors are linearly independent over T 2τ . Since P is real analytic it is certainly continuously differentiable, and the continuity of the derivative implies that the differential is full rank in a neighborhood of γ, that is, there is an r > 0 so that σ ≤ r implies that D σ P(θ, σ) is full rank. If follows from the implicit function theorem that P is injective for σ < r. Now consider (θ 1 , σ 1 ), (θ 2 , σ 2 ) ∈ C 2τ,ν and suppose that
Since e Λt → 0 as t → ∞ there existst > 0 such that
Since P satisfies the conjugacy equation (7) we have that
From (13) (as well as the uniqueness of trajectories under ϕ) it follows that
It follows from the conditions of (14) and the fact that P is injective on T 2τ × B r that
Since the linear flow map is invertible att we have that (θ 1 , σ 1 ) = (θ 2 , σ 2 ) and P is an injection of C 2τ,ν into R d . Then P is a conjugating chart map for the stable manifold of γ as desired. Definition 2.7. We call (11) from Theorem 2.6 the invariance equation. Remark 2.8. The converse of Theorem 2.6 holds. Indeed if P satisfies (9), (10), and, in addition, is a differentiable conjugating chart map in the sense of Definition 2.4, then P is a solution of the PDE (11) . To see this, one differentiates the conjugacy equation (7) with respect to time, and takes the limit as t → 0 in the resulting expression to recover (11) . Then (11) subject to the first order constraints (9) and (10) constitutes necessary and sufficient conditions for the existence of a conjugating chart map parameterizing a local stable manifold for Γ. The length of the eigenvectors is unspecified throughout this discussion, and it follows that the conjugating chart map P is unique up to the choice of this scaling.
The preceding discussion shows that in order to study the local invariant manifolds of Γ it is enough to study (11) , appropriately constrained. The following provides a necessary condition for the existence of solutions of equation (11), in terms of certain algebraic constraints between the stable eigenvalues.
Definition 2.9 (resonant eigenvalues). We say that the stable eigenvalues
Lemma 2.10 (divergence theorem).
If there is a resonance in the sense of Definition 2.9 at some order |α| = α 1 + · · · + α dm ≥ 2 then the invariance equation (11) has no solution.
The proof follows from the computations in section 2.4. In particular, see Remark 2.14 and also [3] .
So, Lemma 2.10 provides conditions under which we fail to have solutions of the invariance equation (11) . But observe that there can be no resonances of order α ∈ N dm when
That is, if α is large enough then (15) cannot hold as Re(λ 1 ), . . . , Re(λ dm ) have the same sign. Then in fact there are only a finite number of possible resonances, and this finite number is determined by the "spectral gap" (ratio of the largest and smallest real part taken over the set of stable eigenvalues). Remark 2.11 (resonant eigenvalues). Of course resonant eigenvalues do not prevent the existence of the stable manifolds, as can be seen by referring to the stable manifold theorem for a hyperbolic periodic orbit (see, for example, [81] ). Rather a resonance between the eigenvalues is the obstruction to the existence of an analytic conjugacy between the nonlinear flow on the local manifold and the linear dynamics in the eigenspace. When one encounters a resonance the parameterization method can still be made to work, but one must conjugate to a polynomial vector field. The polynomial is chosen to "kill" any resonance between the eigenvalues. This is a standard issue in normal form theory. The issue is similar with repeated eigenvalues.
For a thorough discussion of resonance and the parameterization method for fixed points and equilibria, see [1, 2, 3, 11, 10] . The first reference deals explicitly with the formalism needed in the resonant case, and proves that there always exists a conjugacy to a polynomial vector field. One could similarly work out the appropriate conjugacy for resonances associated with periodic orbits. But we do not treat this issue in the present work.
Homological equations.
In this section we develop a formal series solution for (11) . Explicitly we assume a series solution of the form
kθ σ α .
dm . We refer to expansion (16) as a Fourier-Taylor series. We substitute (16) into the invariance equation (11) and expand the vector field f (P(θ, σ)) as its Taylor series with respect to the variable σ evaluated at σ = 0, that is
where f (α) (P(θ, 0)) is the derivative ∂ |α| ∂σ α f (P(θ, σ)) evaluated at σ = 0. Then we collect the terms with the same power of σ and we solve the resulting equations. Since
we end up with the following sequence of differential equations. |α| = 0: The only multi-index with zero length is 0 = (0, . . . , 0). The term in σ 0 gives
whose solution is given by the periodic orbit itself, hence a 0 (θ) = γ(θ). |α| = 1: The multi-indices of length 1 are e i = (0, . . . , 1, . . . , 0) with 1 in the ith position. Since
|α| ≥ 2: Once a 0 (θ) and a e i (θ) are given, we obtain equations of the form
where R α involves only lower order terms. Equation (18) is referred to as the homological equation for the coefficient a α (θ) with |α| ≥ 2. In case the nonlinearities in f (x) are polynomials, the computation of the remaining terms R α can be done easily by means of the Cauchy products. Indeed the polynomials coincide with the Taylor polynomials. We now show that all solutions to (17) are given by (λ i , a e i (θ)) = (λ i , Q(θ)w i ), where (λ i , w i ) is any eigenpair of R appearing in (2) . Given a matrix A, denote by Σ(A) the set of all (λ, v) such that Av = λv.
Proposition 2.12. Let Φ(t) = Q(t)e Rt be the real Floquet normal form decomposition of the fundamental matrix solution of system (1) . Then all the solutions
Proof. For any λ, the function Φ λ (θ) = Φ(θ)e −λθ is the fundamental matrix solution oḟ
) is a solution of (17) . Moreover, since (λ i , w i ) is an eigenpair of R, it follows that
is a solution of (17).
On the contrary, suppose (λ i , a e i (θ)) is a solution of problem (17) . Thus
Since a e i (θ) is 2τ -periodic, a e i (0) = a e i (2τ ) = Φ(2τ )e −λ i 2τ a e i (0), that is (e 2λ i τ , a e i (0)) ∈ Σ(Φ(2τ )). From the real Floquet normal form decomposition (2), we have that Φ(2τ ) = Q(2τ )e 2τ R = e 2τ R . Moreover, the spectrum of R is in one-to-one correspondence with the spectrum of Φ(2τ ) since (λ, w) ∈ Σ(R) if and only if (e 2τ λ , w) ∈ Σ(Φ(2τ )). We conclude that a e i (0) = w i and (λ i , w i ) ∈ Σ(R). From this it follows that a e i (θ) = Q(θ)w i . The existence of 2τ -periodic solutions of (18) is discussed in the following result whose proof can be found in [3] . Theorem 2.13. If e 2ντ is not an eigenvalue of Φ(2τ ) then, for any 2τ -periodic function
is not an eigenvalue of Φ(2τ ), there exist 2τ -periodic functions a α (θ) solutions of (18) . That comes from the previous theorem and from the fact that the remaining term R α is 2τ -periodic.
Efficient solution of the homological equations:
Reducibility via the Floquet normal form. The situation encountered in section 2.3, namely, where one is trying to solve an invariance equation for a conjugating map and finds that the problem reduces to solving infinitely many linear equations, is not uncommon. It arises frequently in the study of normal forms (e.g., see [15, 30] ). As often happens in normal form theory we find that solving the resulting system of infinitely many linear differential equations is nontrivial, and seek further reduction.
For example, when studying conjugating maps and normal forms for invariant objects in Hamiltonian dynamical systems it is sometimes possible to exploit the preservation of geometric structure in order to obtain a change of coordinates which reduces the homological equations to constant coefficient (or perhaps to constant coefficient plus a quadratically small error). We refer to [51] for a more complete elaboration on this theme. The interested reader can also refer to [50] for a discussion of computing invariant tori in Hamiltonian systems without the use of action angle variables. [49, 52] use these ideas to compute invariant tori in volume preserving systems. See [46] for an example involving invariant manifolds for fixed points having some stable and some unstable directions in both symplectic and volume preserving systems. Another recent advance in this direction has been the extension of KAM theory to certain dissipative systems which preserve a conformally symplectic structure [53] .
The point of these examples is that the choice of an appropriate coordinate system greatly simplifies the study and computation of invariant objects in dynamical systems theory. In this section we observe that reducibility for the problem of parameterizing the stable/unstable manifold of a nonresonant hyperbolic periodic orbit is achieved using a coordinate change given by the Floquet normal form (2). We will see that the homological equations (18) are reduced to diagonal constant coefficient in Fourier space, and this leads to particularly simple equations for the Fourier-Taylor coefficients for the desired conjugating chart map. One may contrast this to the approach of [4, 13] where the homological equations (18) are solved for planar systems without using the Floquet normal form.
In order to formalize this, recall that Q from (2) is a solution of the differential equation
with R a real-valued matrix. We assume that R is diagonalizable, that is that there exists M such that
Here Λ s is the d m × d m diagonal matrix of eigenvalues with negative real parts and Λ u is the diagonal matrix of eigenvalues with positive real parts. As before w 1 , . . . , w dm are the linearly independent eigenvectors associated with the stable eigenvalues. Again the functions w j (θ) = Q(θ)w j parameterize the stable invariant normal bundle.
We will now see that the homological equation (18) Taking into account (19) , the homological equation (18) is transformed into the constant coefficient ODE
We now expand w α as
and
We make a final coordinate transformation and define v α,k by
Then (20) gives
But this is diagonalized and solving componentwise we obtain
Working backward from v α (θ) we obtain the desired solution a α (θ) by Remark 2.15 (efficient numerical computations). If the Fourier coefficients for both the periodic solution γ(θ) and Q(θ) are known, then the recurrence equations given in (21) combined with the coordinate transformation given by (22) provide a recipe for computing the conjugating chart map P(θ, σ) to any desired finite order. This is how we obtain the numerical approximations used in sections 3 and 4. To compute the Floquet normal form, we can use the theory developed in [9] . This assumes that the form of the functions R α (θ) are known explicitly. In section 2.5 we illustrate this computation for the Lorenz system. Remark 2.16 (the case of complex conjugates eigenvalues of R). Assume that λ 1,2 = a ± ib are eigenvalues of the matrix R coming from the Floquet normal form (2) . For the sake of simplicity of the presentation, assume that d m = 2. In this case we still conjugate to the flow given by (7), however we do not obtain real results when we flow by
Because of this the coefficients of the parameterization P will not be real either. Note however that the linear flow still takes complex conjugate arguments to complex conjugate results. This property is then inherited by the parameterization coefficients and is then exploited to obtain a real result. Making the usual complex conjugate variables σ 1 = t + is and σ 2 = t − is we observe, by considering the recurrence equations (21) , that the coefficients a α 1 ,α 2 for the parameterization have the property that a α 1 ,α 2 (θ) = a α 2 ,α 1 (θ). Then, as long as we have chosen complex conjugate eigenvectors, the complex conjugate change of variables is precisely what is needed in order to obtain a real-valued function, that is
for all θ, s, t. This is the same idea used in [47, 48, 12] in order to parameterize real invariant manifolds associated with fixed points when there are complex conjugate eigenvalues. See the works just cited for a more thorough discussion. The case d m > 2 is similar. Remark 2.17 (the parameterization and nonorientability of the manifold). Note that even if the stable/unstable manifold is nonorientable, the τ -periodic orbit Γ is a τ -periodic geometrical object. Then the 2τ -periodic parameterization P(θ, σ) should twice cover the same manifold. In general, we then have two possibilities:
The first possibility is when Q(t) is τ -periodic in which case the normal bundle is orientable. If the normal bundle is nonorientable, then we are in the second case. More precisely, the relation
Therefore, a n (θ + τ ) = a n (θ) for n even and a n (θ + τ ) = −a n (θ) for n odd, that is a n is τ -periodic for n even and a n is 2τ -periodic but odd in θ = τ for odd n, a relation that a 0 = γ and a 1 satisfy. In practice our computations result in a sequence of a n with exactly the above properties. Thus we can restrict ourselves to positive σ and θ ∈ [0, 2τ ] or σ ∈ [−δ, δ] and θ ∈ [0, τ] in order to parameterize the complete manifold.
Explicit solution of the homological equations in Lorenz.
The full computation of the homological equations, including the derivation of the precise form of the right-hand sides R α (θ) is best illustrated in the context of specific examples. To this end, recall that the Lorenz equations are given by the quadratic vector field
We expand the τ -periodic solution γ by considering it as a 2τ -periodic function, and consider the Fourier expansion of the 2τ -periodic matrix Q from (2) , that is
θ .
Choose (λ, w) ∈ Σ(R), λ = 0. In this section, we only consider orbits with one dimensional stable and unstable manifolds. Hence, for each manifold, we seek a function of the form
Denote a α = (a
α , a
α ) T ∈ R 3 and P = (P 1 , P 2 , P 3 ) T . Then we require that P(θ, 0) = γ(θ) and ∂ ∂θ P(θ, 0) = w(θ) and take the Fourier-Taylor coefficients (of Taylor order 0 and 1) to be a 0,k = γ k and a 1,k = Q k w for all k ∈ Z. This determines the parameterization to first order. In order to determine the higher order coefficients we plug the unknown expansion given by (24) into the invariance equation (11) and obtain
where
α 2 (θ) and p
It is convenient to separate in p (i,j) α the highest order terms in α, that is
The reasoning of the last definition stands on the fact that, when matching like powers of σ in the right-hand term of (25), the coefficient of σ α is given by ⎛ ⎜ ⎝ −sa
where the function R α (θ) involves only lower order terms. Therefore, matching the coefficients of σ α in (25) , it follows that the functions a α (θ) satisfy the differential equations
Here we have used the fact that a 0 (θ) = γ(θ) as well as the analytic expression for Df (x, y, z). Equation (26) is referred to as the homological equation for the coefficients of P. Now that R α (θ) is known, the parameterization coefficients are computed directly using (21) . Remark 2.18 (nonresonance and numerics for Lorenz).
• In the present situation the denominator in (21) is one of the following,
and none of these are ever zero, due to the assumption that Γ is hyperbolic (one stable and one unstable eigenvalue) as well as the condition that α ≥ 2. Then the solution given by (21) is formally well-defined to all orders. In fact this is always true of a two dimensional stable/unstable manifold of a periodic orbit associated with a single eigendirection: there can be no resonances in this case. This was already shown in [3] without the use of the Floquet theory and exploited for numerical purposes in [4, 13] .
• While (21) gives an explicit representation of the components of the kth Fourier coefficient of the αth solution function v α (θ) for all k and α, the coefficients A α,k are convolution coefficients depending on the coefficients of R α and Q −1 . Then in fact
and the coefficients of R α are themselves convolutions involving lower order terms of P. Since we are dealing with Fourier series all of the convolution sums are infinite series. However in practice we only compute finitely many Fourier coefficients for γ, Q and hence for R α . For example in the Lorenz computations discussed above we have for α = 2
is only known numerically up to K modes, hence R 2 (θ) is only computed approximately. Similar comments apply for all α ≥ 2, so that all A α,k are only known up to a finite number of terms and we only know the functions v α (θ) approximately. This makes the a posteriori analysis discussed in section 2.6 especially valuable when assessing the quality of the resulting approximation. However small defect does not imply good approximation, and ultimately one would like to have a method for validating the error associated with the approximation in a mathematically rigorous way. Again, this will be the topic of paper II.
• In light of the previous remarks we must ask, is the scheme described here at all reasonable? The answer will depend ultimately on the regularity of the vector field f . If f is analytic then γ, Q, and ultimately P are analytic functions and hence have Fourier-Taylor coefficients which decay exponentially. In this case it is reasonable to expect that some finite number of modes represent the function very well, and that in each convolution term the contributions of higher order modes is not very important. If in a particular example f is less regular, or if the Fourier-Taylor coefficients decay too slowly, then this may not be the case and the procedure proposed in the present work may fail.
• To this point we have said nothing about the scaling of the eigenvectors. It is worth mentioning that the freedom of choice in this scaling can be used in order to control the decay rate of the Taylor coefficients in the expansion. This provides a "knob" which can be used in order to control the numerical stability of expansion. The trade-off is that for a fixed choice of ν decreasing the scale of the eigenvector decreases the size of the image of the parameterization in phase space.
A posteriori error evaluation.
Given a Taylor truncation order N ∈ N and a Fourier truncation order K ∈ N, suppose that
kθ σ α is a candidate solution of (1) . Here the coefficients a α,k may be computed via the techniques of section 2.4, or by some other method altogether (such as in [4, 13] The issue is complicated by the fact that P N,K is a trigonometric polynomial, hence the candidate solution is entire. Yet we do not expect that P N,K (θ, σ) is a good approximate solution for all σ > 0. Rather we expect that there is a ν > 0 so that the approximation is good in the range 0 < σ ≤ ν.
We employ the following norm when discussing the Fourier-Taylor series. It is essentially a weighted "little ell one" norm for the space of all sequences of Fourier-Taylor coefficients. Let If this norm is bounded then P has a C 0 norm less than P W r,ν . Definition 2.19 (a posteriori error for (11)). Let P N,K be an approximate solution of the invariance equation (11) . Define the error function or defect associated with P N,K to be
and the a posteriori error associated with
we obtain the explicit formula for the a posteriori error indicator (r, ν) in Fourier-Taylor space given by
r ν α .
Also note that if f is a polynomial then, since P N,K is a trigonometric polynomial, the expression given by (28) reduces to a finite sum. (If f is a nonpolynomial analytic vector field then the expression is a finite sum plus a Taylor remainder.) Remark 2.20.
• The utility of (28) in applications is that it gives us a well-defined and easy to compute indicator which aids in choosing the numerical domain of approximation. We typically have in mind some fixed value of as a computational tolerance, and then determine reasonable values of N, K, ν, and r > 0 by numerical experimentation.
• Another advantage of using the Wiener-norm framework discussed here is that it sets the stage for the rigorous numerical computations to be taken up in the next paper in this series. We will see that while the choices of function spaces and norms made here are motivated by the desire for efficient numerics, these choices also provide exactly the right theoretical framework for computer assisted validation of the truncation error associated with the approximation of P by P N,K .
• The practical implication of the choice of ν > 0 is easy to see, as this determines the "size" of the image of P N,K in phase space. Taking larger values of ν corresponds to parameterizing larger local manifolds. We note that the value of r > 0 has a somewhat more subtle, but still quite practical, implication: it determines the width of the complex strip into which the parameterization can be extended analytically in the time variable. Since analytic bounds on the supremum norm of a function on a complex strip can be traded in for analytic bounds on the derivatives of the function on any smaller strip (via the classical Cauchy bounds), larger values of r correspond to having more control of derivatives with respect to θ. Another way to think of this is that r controls the decay rates of the Fourier coefficients, that is larger values of r correspond to better decay rates for the Fourier coefficients of the manifold. These issues will be essential in the applications to computer assisted proof of connecting orbits between periodic orbits which will be addressed in the second paper in the series.
• The most difficult part of computing (r, ν) is the computation of the Fourier-Taylor expansion of f • P. If f is polynomial then the composition may be computed via convolution/Cauchy products, and the fast Fourier transform. In cases where the vector field is composed of only elementary functions the computation can often be worked out efficiently using the tools of automatic differentiation. 
A case study: A posteriori error for Lorenz.
We are now ready to provide the details for the computations illustrated in Figures 1 and 2 . As mentioned in the captions, the figures illustrate local stable/unstable manifolds for a hyperbolic periodic orbit which lies inside the Lorenz attractor at the classical parameter values. Performance results for the stable manifold are given in Table 1 , while those for the unstable are given in Table 2 . Recall that Figures 1  and 2 show the same manifolds from different angles with the stable in red and the unstable in blue. Both manifolds are local, in the sense that no integration or continuation is applied in order to grow or extend the image of the parameterization. All computations were done on a MacBook Pro, Intel Core 2 Duo, 2.33 GHz.
Both tables list the Taylor order N , the domain parameter ν > 0 (which controls the extent of the local manifold in phase space), the size of the complex strip r > 0 used in the a posteriori error error evaluation, and the resulting a posteriori error indicator . The time taken to compute the parameterization coefficients (that is to solve the homological equations for up to order N ) as well as the time required in order to evaluate the a posteriori error are given. We note that the timings do not include the time required in order to compute the Fourier expansion of the orbit and its Floquet normal form.
For N large we can choose large parameter spaces (e.g., ν ∈ [6, 20] for the stable manifold). The manifolds shown in the figures correspond to those listed in the last lines of the tables, that is those computed to the highest order and having the largest parameter domains. These expansions were computed and verified in less than five seconds each.
For ν much larger than shown in the table the a posteriori errors break down rapidly. Increasing the order does not lead to much improvement. We also note that, even in the case of the highest order expansions shown in these tables, the time devoted to evaluation of the a posteriori error is virtually insignificant compared to the time needed to compute the coefficients. This confirms that once the parameterization is computed to a certain order it is not prohibitively expensive to compute optimal values for ν, r by "guess and check." 3.2. The Arneodo system. Consider the Arneodo system (with β = 2 and α = 3.372)
It admits a periodic orbit Γ with period roughly τ = 4.5328. The complex matrix B in the complex Floquet normal form (4) has the following eigenvalues: Remark 3.1. The local stable manifold illustrated in Figure 3(a) is the same manifold discussed in [27] . The difference between the pictures is in the methods used in order to approximate the invariant manifolds. Our Figure 3 is the image of a Fourier-Taylor polynomial which approximately solves equation (11) , while the images in [27] are obtained via an adaptive continuation algorithm applied to points on the unstable linear bundle of the orbit. Figure 4 illustrates a larger local stable manifold than the ones shown in either [27] or in Figure 3(a) . Again, Figure 4 was generated without numerical integration. We have simply increased the number of Fourier and Taylor modes used in the approximation.
This remark should not be read as a critique of the methods of [27] , which could of course generate much larger pictures of the unstable manifold by increasing the length of the continuation curves. Our aim is simply to illustrate, via a specific numerical example, that the local expansions computed using the parameterization method can reproduce some results already appearing in the literature. Again, this is not to suggest that the parameterization method is a replacement for numerical integration or continuation methods. Rather our intent is to underline the point made in Remark 1.4: that combining the parameterization method with manifold extension methods such as those discussed in [26] presents exciting possibilities for future research.
3.3. The Rössler system. We now compute a three dimensional stable manifold in the Rössler system:
For small λ the system has a single fully attracting periodic orbit. As λ increases the periodic orbit undergoes a period doubling cascade giving rise to a chaotic attractor. We set λ = 0.5 and compute the periodic orbit and Floquet normal form using K = 45 Fourier modes. The period of the orbit is roughly τ = 5.0832, the eigenvalues of B are real (and therefore coincide with the eigenvalues of R), and are given by λ 1 = −0.16577 and λ 2 = −0.01044. The orbit is stable and the corresponding Floquet multipliers are positive. Hence, the bundles are orientable. In this case computing the stable manifold of the orbit provides a trapping region for the orbit on which the dynamics are conjugate to linear. The stable manifold is illustrated in Figure 5 . 
The Kuramoto-Sivashinsky PDE.
We conclude with a higher dimensional example which arises as a finite dimensional projection of a PDE. Consider the Kuramoto-Sivashinsky equation
which is a popular model to analyze weak turbulence or spatiotemporal chaos [82, 83] . We expand solutions of (31) using Fourier series as
The functions ξ n (t) so that c n (t) = iξ n (t) solve the infinite system of real ODEs
where ξ −n (t) = −ξ n (t), for all t, n. We consider a finite dimensional Galerkin projection of (33) of dimension m = 10
For ρ = 0.127, we compute a periodic orbit Γ with period roughly τ = 2.2443. We computed first a matrix B in the complex Floquet normal form (4) of Φ(t). The Floquet exponents (given by the eigenvalues B) are all real negative. In this case, the eigenvalues μ i of B and λ i of R coincide and are given in Table 3 .
Hence, the periodic orbit Γ is stable. All associated Floquet multipliers are real and by Remark 2.3, the associated eigenvector w(θ) = Q(θ)w are not flipped over the interval [0, τ] , and each associated bundle is orientable. Figure 6(a) shows the projection over the first three variables (ξ 1 , ξ 2 , ξ 3 ) of the local stable manifold associated with the eigenvalue λ 9 = −0.5730, that is, the slow stable manifold of the periodic orbit. This illustrates the fact that the parameterization method allows computation of invariant submanifolds of the full stable manifold associated with slow eigendirections. (Here we use the term "slow stable manifold" in the sense discussed in [1, 3] . Briefly, we are considering the manifold defined by conjugating the phase space dynamics near the periodic orbit to the linear dynamics associated with the slowest stable eigenvalue, in this case the eigenvalue λ 9 = −0.5730.)
At ρ = 0.11878 there is a solution with period τ = 3.894911. The eigenvalues of B are real: one of them is positive, that is, λ u = 1.135682, while the rest are negative (i.e., stable). Hence there is one unstable direction. Figure 6(b) shows the local unstable manifold, again using the projection over the first three variables (ξ 1 , ξ 2 , ξ 3 ).
4.
Method of projected boundary conditions with stable/unstable manifold parameterization. Local parameterizations of stable and unstable manifolds are useful for computing connecting orbits. The idea is to reformulate the connecting orbit as the solution of a finite time boundary value problem for an orbit segment beginning on the local unstable manifold and terminating on the local stable manifold. This idea goes back to [54] where it is used to compute connecting orbits between equilibria of differential equations. The idea is extended in [55, 56] in order to numerically compute point-to-cycle and cycle-to-cycle connecting orbits.
It is also shown in [84] that high order expansions for the (un)stable invariant manifolds can be used in order to stabilize the numerical computation of the connecting orbits. Other studies which utilize high order expansions of (un)stable manifolds in order to study connecting orbits between fixed points and equilibria of discrete time dynamical systems and differential equations are found in [47, 48] . This idea can also be exploited in order to obtain computer assisted proof of the existence of connecting orbits [11, 10, 12] . In this section we discuss some numerical computations for homoclinic connections of periodic orbits exploiting the high order parameterization of the present work.
Consider the first order vector fieldẋ = f (x) on R d and let 
parameterize the local unstable and stable manifolds of Γ 0 and Γ 1 , respectively. That is we assume that P and Q are chart maps for the local invariant manifolds, so that
Furthermore we assume that Q solves (11) and that P solves (11) for the vector field −f . Then P and Q conjugate the dynamics on the stable/unstable manifolds to the linear flows. The orbit of the point
If Γ 0 = Γ 1 then the orbit of x 0 is homoclinic for Γ 0 . Heteroclinic points are equivalent to intersections of stable and unstable manifolds. Note that dim (W s (Γ 0 )) = k 0 + 1, dim (W u (Γ 1 )) = k 1 + 1, and that dim (W s (Γ 0 )) + dim (W u (Γ 1 )) = d + 1, and we are in the setting where we can look for transverse intersections.
A sufficient condition for the orbit of the point
Note that this expression has d-components, and d + 2 variables θ 0 , σ 0 , θ 1 , σ 1 , and L. In order to define map from R d into itself we impose the constraint (or phase condition) that σ 0 = R 0 < ν u and σ 1 = R 1 < ν s . In other words we restrict ourselves to the surfaces of sphere in the domains of the parameterization maps. In this setting, where we compute high order parameterizations of the stable/unstable manifolds, these constraints provide natural phase conditions. In order to formalize this notion let S 0,1 : S k 0,1 −1 → R k 0,1 be parameterizations of the k 0,1 -spheres of radii R 0 , R 1 . Then we define the function F :
and look for solutions of F (θ 0 , φ 0 , L, θ 1 , φ 1 ) = 0. Since the map is now from R d to itself we compute solutions using a numerical Newton scheme. Note that there are many variations on (35) . For example if we fix a "time of flight" L > 0 then we only have to constrain one of the variables σ 0,1 . Then we obtain a heteroclinic connection by looking for zeros of the function G :
We also note that both F and G as defined above assume that the flow ϕ is explicitly known. In practice, however, ϕ is only approximated by numerical integration.
For the purpose of doing computer assisted proofs it is useful to reformulate the boundary value problem in "integrated" form. This exploits the explicit dependance on the vector field f . For example (35) can be rewritten as the nonlinear operator F :
which is solved for the unknown function u(t) and numbers (θ 0 , φ 0 , θ 1 , φ 1 ). The operator is conveniently discretized by representing u(t) using splines [10, 12] or Chebyshev series [85] .
Numerical results for connecting orbits.
First we consider the Lorenz system with parameter values s = 10, β = 8/3, and ρ = 30. For these parameters the system is chaotic. The system is a good place to look for connecting orbits between periodic orbits as hyperbolic periodic orbits are dense on the attractor. Moreover each such periodic orbit has infinitely many homoclinic orbits. We choose the periodic orbit discussed in the introduction. Two homoclinic orbits for this periodic orbit are illustrated in Figure 7 . Here we parameterize the stable/unstable manifolds to Taylor order N = 25 and solve (35) using a Newton scheme.
If we compute these orbits by projecting onto the linear approximation of the stable/ unstable manifolds then the connecting orbits require about 35 time units in order to exhibit their full homoclinic behavior. In other words we see by numerical experimentation that 35 time units is approximately the amount of time required for a homoclinic orbit to start from a small neighborhood of the periodic orbit, make a homoclinic excursion, and return.
On the other hand when we set up the projected boundary method via the parameterized stable/unstable manifolds the numerical integrations required when we solve the boundary value problem for the connecting orbits shown in Figure 7 are only L ≈ 1.1 and L ≈ 3.5, respectively. For the remainder of the time the orbits are on the local stable and unstable manifolds, as shown in Figure 8 . Then computing these orbits using the linear approximation would require roughly 35 units of integration time, whereas the present computations were carried out with less than four. In Figure 9 , we show the time series for Lorenz homoclinics. Figure 10 illustrates a similar computation performed for a hyperbolic periodic orbit of (31). Here we have taken a parameter value of approximately ρ = 0.119, and the periodic orbit has period roughly 1.95. This orbit has one unstable direction. The unstable manifold is parameterized using the methods of section 3. The time of flight for the approximate connecting orbit shown in the figure is L = 14.5 time units. 
Conclusions.
In this paper we have presented a numerical scheme for computing high order Fourier-Taylor expansions of stable/unstable manifolds associated with hyperbolic periodic orbits of differential equations. The novelty of the method is a coordinate transformation which exploits the Floquet normal form of the periodic orbit and facilitates the rapid computation of the Fourier-Taylor coefficients to any desired finite order. The method is based on solving a certain invariance equation, hence the defect associated with the approximate solution provides a natural a posteriori error indicator and aids in the choice of input parameters for the algorithm. The method is guaranteed to work provided some nonresonance conditions are satisfied by the eigenvalues. The nonresonance conditions reduce to a finite number of relations and are hence satisfied generically. We have implemented the method for a number of examples and shown the utility of the method for computing connecting orbits.
We could like to conclude by discussing a number of open problems and questions which could lead to future work in the area.
• Choice Input Parameters: The main inputs to the method developed in the present paper are Fourier approximations of the periodic orbit and its Floquet normal form. In addition to these one must choose N , K, ν, r, as well as the scaling of the eigenvectors (first order coefficients of the expansion). In the present work we have decided these values based on "a little numerical experimentation" constrained by the desire to have a small defect term at the end of the computation. We admit that managing these choices is still something of an art. It would be much preferable to implement an optimization scheme which makes these choices automatically. This would be especially helpful when doing parameter continuation using this method.
• Small Defect Versus Small Truncation Errors: Throughout the present work we have employed the philosophy that "small defect indicates good approximation." However we would like to stress that the a posteriori defect is only an indicator, and we cannot automatically conclude anything rigorous about the magnitude of the truncation error in particular computations. This leads into the realm of validated numerics. By incorporating judicious use of interval arithmetics with pen and paper estimates it is possible in many problems to pass from small defect to mathematically rigorous bound on the truncation error associated with the approximate solution. This is the topic we will revisit in the next paper in the series following [11, 10, 3] . • Resonances: if there is a resonance between the eigenvalues then the methods of the present work can still be made to work, however, one must conjugate to a polynomial vector field instead of the linear field as done here. A nice project would be to work out the details. This would be essential in a continuation algorithm because as one varies parameters one will eventually encounter resonances. The interested reader could consult [1] for a more thorough discussion of the resonant case. A similar comment holds for repeated eigenvalues.
• Software: the interested reader can download the software used in this paper from the webpage given in [86] . Note that the software has been developed to compute in general quadratic vector fields on R d . In order to be more useful to a larger community it would be advantageous to have general purpose software, perhaps for vector fields composed of combinations of elementary functions. This may not be as far fetched as it sounds. Automatic differentiation provides tools for automating these kinds of computations.
• Numerical Methods for Computing Connecting Orbits: Consideration of [54, 84, 55, 56, 60, 12] makes it clear that when computing connecting orbits by projecting a boundary value problem onto approximate stable/unstable manifolds there is a spectrum of available choices. On one end of the spectrum one projects the boundary conditions onto the linear approximation and solves a boundary value problem over a (possibly large) time interval T . On the other end of the spectrum it is sometimes possible to compute high order approximations of the stable and unstable manifolds which intersect in phase space without any need of integration, reducing to a trivial boundary value problem with T = 0. Typical application problems can be formulated in many different ways between these two extremes. Given a particular vector field f and two equilibria p 0 and p 1 , what is the best projected boundary scheme for computing connecting orbits between these? What if one or both of p 0 , p 1 are periodic orbits? How does the answer depend on the eigenvalues of the equilibria/periodic orbit (i.e., slow directions, complex conjugate eigenvalues)? How does the answer depend on global properties of the vector field (global bounds on second derivatives, etc.)? How does the answer depend on your goals (accuracy of the final computation, speed of the computation, ease of programming, desire to validate the final result, etc.)? Of course the general purpose package AUTO is a powerful and widely used tool for solving these kinds of problems. Is this the last word? For example in our experience, projecting the boundary conditions onto high order approximations, and hence reducing the "time of flight" in the boundary value problem, increases the basin of attraction of the Newton method about the approximate solution. One concrete question is, could this lead to bigger step size in a continuation algorithm? Is the extra work worth it? When? More to the point, in a given problem what is the right balance between the order of approximation of the manifold, the time of flight in the boundary value problem, and the step size in the continuation algorithm? Finally we would like close with the observation that over the last decade or so a number of new tools for numerical computation of invariant manifolds have appeared in the literature, many of which are not treated in the seminal review of [26] . Another project which could be useful to the numerical analysis and dynamical systems communities would be to undertake a scientific comparison of these many methods, both new and old. An especially delicate question is, when methods are not mutually exclusive what combination of methods produces optimal results? This is a serious project which we admit is far beyond the scope of the present paper and probably beyond the scope of the present authors. Indeed we have tried to be cautious when it comes to comparisons, as the issue is important and delicate.
Topics which might be considered in a future comparative study are accuracy, speed, ease of implementation, algorithm complexity as a function of phase space dimension, algorithm complexity as a function of the nonlinearity of the vector field, and algorithm complexity as a function of the dimension of the manifold. This list however is far from exhaustive. But even deciding on fair metrics seems to us a difficult problem due to the global nature of the objects being computed. Probably one wants to maximize the geodesic length from the equilibrium/periodic orbit to the boundary of the computed approximation. But under what constraints? What is the optimal order to which the manifold should be locally approximated? Can this be decided in an efficient a priori manner or are adaptive schemes necessary? What conditions determine the optimal place to switch from a local expansion to an integration or continuation scheme or is beginning from a linear approximation of the manifold always best?
On the level of implementation one would like to compare software written in the same language (apples to apples). However the current state of affairs is that there are almost as many languages in use as there are methods and authors at work in the field. How fair is it to compare MATLAB scripts to FORTRAN or C++ libraries? On the other hand is it fair to expect that the authors of the proposed study would implement various methods in a common language? This seems even to have been an issue in [26] , as revisiting that paper we find few direct comparisons between the methods. The authors report computational statistics on all methods, but the question of which method is best and under which circumstances is not addressed directly. This state of affairs extends to much of the literature and it seems there is much interesting work to be done in this area.
