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3RIASSUNTO.La relazione tratta del modo con cui nella geografia moderna 
si none il problema delle relazioni trasporti-localizzazroni sul piano 
teorico-metodologico e nella ricerca empirica. Il carattere tenden­
zialmente sintetico degli studi geografici non consente di isolare 
tale problematica da quella dei campi specifici di studio della loca­
lizzazione industriale e terziaria. Essa viene quindi trattata all in­
terno di entrambi questi campi, prima attraverso un esame della strut­
tura logica delle teorie e dei modelli di riferimento, poi attraverso 
una rassegna delle tematiche particolari che sono state oggetto di 
ricerche empiriche di particolare interesse applicativo alle diverse 
scale territoriali e con particolare riferimento a quelle più vicine 
alle situazioni presenti o prevedibili in Italia. In ultimo si esamina­
no gli schemi teorici e concettuali (modelli di interazione spazia­
le, analisi dei grafi) con cui la letteratura geografica ha trattato 
le configurazioni localizzative complesse (multisettoriali ) nei loro 
rapporti con le configurazioni d'insieme dei flussi corrispondenti.
PAROLE CHIAVE: Localizzazione industriale, località centrali, localiz­
zazione degli uffici, interazione spaziale, grafi di 
reti di comunicazione.
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71. TRASPORTI E LOCALIZZAZIONE INDUSTRIALE. ASPETTI TEORICI
1.1. Il contesto epistemologico
Con i lavori di Isard (1956), l'approccio weberiano ha avuto un 
inquadramento paradigmatico in un contesto concettuale economico neo­
classico, che ha trovato il suo punto cj'arrivo, oggi non ancora supera 
to, nella sistematizzazione dello Smith (1971, 1981), ma che tuttavia 
già riduce i trasporti a "fattore produttivo" non più preminente. A 
partire dagli inizi degli anni '70 le concettualizzazioni neoclassiche 
dell'organizzazione del territorio, che pure avevano contribuito in 
modo decisivo al successo della "rivoluzione analitico-quantitatìva" 
in geografia hanno sofferto delle critiche rivolte da un lato al loro 
carattere normativo, dall'altro alle loro basi ideologiche.
Le reazioni neopositivistiche si sono concretizzate in due diffe­
renti approcci: (1) comportamentistico e (2) sistemico. Il primo conte 
sto paradigmatico tematizza i momenti decisionali interni alle organiz 
zazioni, in relazione alle informazioni disponibili e/o ricercabili 
sull'ambiente, in linea di principio formalizzabili con "mappe menta­
li" delle opportunità, ed alle forme di elaborazione di dette informa­
zioni, secondo la struttura organizzativa ed i livelli di aspirazione 
degli organi decisionali. In realtà il paradigma comportamentistico 
appare, a questo riguardo, poco articolato ed inoltre la problematica 
dei trasporti non compare in forma esplicita.
Il paradigma sistemico si pone obiettivi più ampi ed ambiziosi. 
In luogo di tematizzare i processi di elaborazione delle informazioni 
interni alle imprese, modella le interazioni informative che si realiz 
zano all'interno dei "sistemi industriali" organizzati territorialmen­
te e tra questi sistemi ed il loro ambiente, costituito o da altri 
sistemi produttivi, oppure dal più ampio contesto finanziario, econo­
mico e sociale. Trovano posto in questo approccio anche le interazioni 
materiali, con le connesse problematiche costituite dai legami vertica
8li, con acquisizioni "a monte" e collocazione sui mercati "a valle" 
da parte dei vari settori industriali; sono problematiche che implica­
no temi specifici relativi alle strutture di trasporto in grado di 
assicurare le necessarie connessioni e che possono costituire un argo­
mento di possibile approfondimento.
La critica ideologica è stata elaborata dai geografi struttural- 
marxisti. Il loro approccio si fonde con gli apporti di sociologi urba 
ni ed economisti soprattutto francesi (Castells, 1972, 1975, Lipietz,
1977, Loijkine, 1977) ed ha avuto in Italia significativi contributi 
applicativi da parte della sociologia economica (Bagnasco, 1977). So­
stanzialmente, la critica pone in evidenza la visione "di parte" che 
l'approccio neoclassico produce; cioè, tale approccio assume come dato 
di base l'immagine che ha l'imprenditore del contesto socio-territoria 
le: un dato esterno naturalizzato, specificato da leggi proprie, che 
sono leggi di organizzazione del territorio risultato del comportamen­
to aggregato" di tutti gli operatori economici.Ciò che viene in pertico 
lare criticata è la pretesa che comportamenti aggregati, ma set^uenzia 
li, realizzati nell'ottica della massimizzazione del profitto indivi­
duale, producano equilibri spaziali ottimi sotto l'aspetto non solo 
dell'equità, ma anche dell'efficienza del sistema nel suo complesso. 
Viene criticata inoltre la visione astratta dell'impresa che ne conse­
gue, cioè di un'entità economica svincolata dai processi di organizza­
zione sociale, di dominanza o di alleanza tra classi, di riproduzione 
delle forze sociali, di divisione territoriale ed internazionale del 
lavoro, di innovazioni selettive e di flessibilità della produzione 
(costo e/o rigidità del lavoro) in relazione ai processi di decentramento 
e/o di accentramento produttivo, e così via.
Nel paradigma struttural -marxista 1'obiettivo della ricerca si 
sposta di conseguènza verso la contestualizzazione dei sistemi produt­
tivi da un lato nel tessuto socio-economico ed anche culturale locale
9e dall'altro nella loro localizzazione nella più ampia divisione del 
lavoro dispiegata a scala mondiale - ciclo di vita dei prodotti; segre 
gazione sociale e spaziale in relazione al livello tecnologico delle 
produzioni ed alla separazione delle funzioni di strategia e control­
lo, ricerca, marketing e produzioni innovative o di massa; mobilità 
del capitale; sviluppo di produzioni interstiziali oppure tradizionali 
in forma di piccole imprese, ecc.-. I trasporti trovano significato 
in questa ottica, in quanto momento fondamentale del ciclo produttivo, 
per consentire la trasformazione del valore-lavoro cristallizzato nel 
prodotto in valore di scambio sul mercato. La tematica trasporti è 
comunque scarsamente sviluppata, non andando oltre a qualche spora 
dico accenno, ed un contributo innovativo è contenuto in Sheppard(sa£ 
gio in questo libro).
Alla luce del quadro delineato, percorreremo qui l'iter teorico 
che ha portato dalle formalizzazioni del Weber fino all'approccio 
sistemico, tralasciando le problematiche comportamentistiche ed accen­
trando l'attenzione sul modello dello Smith.
1.2. La teoria di Weber: alcuni sviluppi
La teoria di Weber (1909) è stata criticata per le sue assunzioni 
assai irrealistiche, ma ha anche avuto completamenti ed è comunque un 
modello di ragionamento deduttivo. Tra i completamenti vi sono La de­
terminazione dell'effetto della struttura tariffaria reale sulla loca­
lizzazione industriale (Moriarty 1980, Smith, 1981), la formalizzazio­
ne di modelli matematici e relativi algoritmi di soluzione per la de­
terminazione della localizzazione ottimale (Haggett, Cliff, Frey,1977, 
Smith, 1981) e l'analisi sostitutiva di Isard (Isard, 1956, Smith,1981, 
Lloyd e Dicken, 1979). Accenneremo al primo e soprattutto al terzo a- 
spetto, che rappresenta un momento di innovazione epistemologica.
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Le tariffe reali presentano incrementi marginali decrescenti al- 
1'aumentare della distanza, in modo strutturale a causa-della composi­
zione dei costi di trasporto in variabili di movimento e fissi di cari^  
co e scarico, che incidono tanto meno quanto maggiore è la distanza 
percorsa, ed in modo strategico, poiché, per catturare volumi maggiori 
di traffico, sono sovente applicate tariffe ridotte sui lunghi percor­
si, compensate da tariffe maggiorate sui brevi. Tutto ciò renderebbe 
conveniente la localizzazione ai terminali, in particolare ai mercati 
più importanti se sono assemblati materiali assai diversificati prove­
nienti da diverse localizzazioni. Parallelamente, è stato sottolineato 
anche il ruolo svolto storicamente dai punti di trasbordo obbligato 
nell'attirare la localizzazione industriale e nell'avviare fenomeni 
di concentrazione produttiva e urbana.
L'analisi sostitutiva dell'Isard rappresenta invece, pur nella 
tradizione teorica del Weber e benché il metodo di soluzione sia più 
complesso sia del triangolo localizzativo che del modello meccanico, 
un notevole elemento di novità, in quanto costituisce il primo chiaro 
inquadramento della teoria della localizzazione industriale nel conte­
sto micro-economico neoclassico. Così come è possibile per un'impresa 
sostituire capitale con lavoro o con materiali, al fine di allocare 
risorse scarse tra impieghi alternativi in modo ottimale, lo stesso 
vale per la scelta della localizzazione tra localizzazioni alternative 
possibili; in questo caso il problema della soitifuzione riguarda inputs 
di trasporto, trattati come inputs di distanza. Prendendo a riferimen­
to il triangolo locaiizzativo del Weber, sono pertanto ipotizzabili 
le tre seguenti situazioni:
1) per ogni distanza dal mercato, sostituzione tra le variabili "di­
stanza dal materiale A" e "distanza dal materiale B";
2) per ogni distanza da A, sostituzione tra le variabili "distanza 
dal mercato" e "distanza da B";
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3) per ogni distanza da B, sostituzione tra le variabili "distanza dal 
mercato" e "distanza da A".
Per ogni situazione sono determinabili localizzazioni ottimali parzia­
li, dove le "curve sostitutive" sono tangenti alle rette di isocosto 
di valore più basso tracciate a fronte di varie combinazioni di distan 
ze tra coppie di vertici del triangolo.
1.3 La massimizzazione della domanda
Tra le assunzioni della teoria di Weber, compresi i suoi raffina­
menti, vi sono alcune semplificazioni piuttosto forti che riguardano 
il comportamento dei consumatori nei confronti dei prezzi di vendita 
ed il comportamento concorrenziale delle imprese. Da un lato si assume 
che la quantità domandata sia fissa, e quindi che la domanda sia infi­
nitamente inelastica, e dall'altro che l'impresa non operi in un mer­
cato competitivo costituito da più imprese che, in regime di concorren 
za od oligopolio, cercano di massimizzare le vendite. In effetti le 
imprese, piuttosto che minimizzare i costi, cercano di massimizzare 
i profitti, che dipendono tanto dai costi di produzione, quanto dalle 
quartità vendute e prezzi applicati.
E' tuttavia estremamente complesso trattare congiuntamente i due 
aspetti. In primo luogo poiché, attraverso i fenomeni di scala (econo­
mie e diseconomie), i costi di produzione dipendono dalle quantità ven­
dute, ma a loro volta le quantità vendute dipendono dai prezzi e quin­
di dai costi di produzione, e tutto ciò produce problemi insolubili.
Tra le cause, non ultima, vi è anche l'ipotesi riguardante la modalità 
di incorporazione dei costi di trasporto nei prezzi di vendita. Se 
si privilegia l'aspetto "minimizzazione dei costi", si assume che sia­
no applicati prezzi "c.i.f.", cioè che l'impresa venda su tutto il 
mercato a prezzi uguali, accollandosi i costi di trasporto e riparten­
doli su tutte le forniture, per cui la domanda risulta non infuenzata
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dai costi di trasporto. Se si privilegia l'aspetto "massimizzazione 
dei ricavi", si assume che l'impresa venda a prezzi "f.o.b. fabbrica", 
cioè che sia l'acquirente ad accollarsi i costi di trasporto.
Nel primo caso, in condizioni di concorrenza, le vendite saranno 
alte o basse se i prezzi c.i.f. applicati sono rispettivamente bassi 
o alti relativamente ai prezzi applicati da fornitori alternativi. 
Uno stabilimento localizzato a distanza dal mercato e con elevati co­
sti di distribuzione, oppure dove i costi di produzione sono relativa­
mente alti, dovrà applicare un prezzo di consegna relativamente alto 
per coprire le spese, e ciò avrà effetti negativi sulle vendite.
Con prezzi f.o.b., invece, le vendite tendono a diminuire con 
la distanza dal luogo di produzione, fino ad un punto al quale il prez 
zo diviene cosi alto che la domanda si azzera. Lo Smith fa risalire 
in parte quésto corpo teorico a Palander ed Hoover, ma soprattutto 
a Losch (Smith, 1981). Concetti base sono quelli di area di 
mercato, che è l'area compresa entro la distanza alla quale la domanda 
si azzera, e prezzo effettivo (pe), o prezzo f.o.b., composto dal prez 
zo al luogo di produzione (pm) più il costo di trasporto t moltiplicato 
per la distanza percorsa ^  (kit). In formula:
p = p + k 
e m it ( 1 )
La quantità domandata (qi) è a sua volta funzione del prezzo effetti 
vo e le vendite totali Q per l'impresa sono date dalla somma delle quan­
tità domandate negli n punti di mercato discreti:
D = 2  f (pm + k it> 
i = 1
(2)
Alla distanza che in termini della "teoria delle località centra 
li" è definita la portata, la domanda si azzera, mentre alla distanza 0 
è massima, per cui si parla di cono di domanda, avente come raggio della 
base appunto k^ _.
I ricavi totali (TR) sono pertanto:
TR
li
= T->. /f(p + k  )/ (p + k ) ,1=1 - m it- m it (3)
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cioè la somma delle vendite ad ogni punto di mercato moltiplicate per 
il prezzo f.o.b. relativo.
A questo punto, la problematica si scinde in due filoni principa­
li: il primo teorico, rivolto a determinare le condizioni di equili­
brio nel ritaglio delle aree di mercato in condizioni di interdipenden 
za localizzativa delle imprese; il secondo, empirico, volto a determi­
nare per situazioni concrete, la domanda potenziale soddisfabile da 
ogni punto del territorio.
a) Interdipendenza localizzativa. Viene solitamente ipotizzato un mer­
cato lineare ed il discorso è presentato con l’ausilio di grafici che 
rappresentano in "spaccato" detto mercato. Si abbia ad esempio la si­
tuazione rappresentata in fig. 1. Essa visualizza strategie alternati­
ve per due imprese (A e B) in condizioni di duopolio. Le localizzazioni
i'igura 1 Strategie spaziali alternative per due imprese in condizioni 
di duopolio:
- localizzazioni A' e B': situazione di equilibrio con doman­
da infitti tamente inelastica;
- localizzazioni A e B: situazione di equilibrio con domanda 
elastica (fonte: Smith, 1981, p. 96)
A' e B' corrispondono alla situazione di equilibrio nell'ipotesi di no 
manda infinitamente inelastica (i gelatai sulla spiaggia dell'esempio
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classico di Hotelling): è in effetti la sola localizzazione che impedi 
sce ad entrambe le imprese di realizzare, spostandosi, un guadagno 
di vendite alle spese del concorrente. L'elasticità della domanda gio­
ca invece a favore della dispersione. In effetti il risparmio di costi 
di trasporto realizzabili localizzandosi ai quartili - retino a pun­
ti - è nettamente superiore all'aumento dei costi al centro - tratteg­
gio obliquo nell'ipotesi di domanda distribuita uniformemente nello 
spazio aumentano le vendite ai bordi del mercato più di quanto diminuì 
scono al centro.
Agisce a favore della dispersione anche il numero dei concorren- 
ti, sia nel caso di domanda inelastica che di domanda elastica. Nel 
primo caso è comunque conveniente una localizzazione ai quartili, che 
consente di sottrarre le domande più esterne alle imprese localizzate 
al centro. Nel secondo è conveniente la localizzazione dove maggiore 
è la domanda insoddisfatta. Si abbia ad esempio la situazione rappre­
sentata in fig. 2, Due imprese (A e B) sono localizzate ai quarti- 
li. Le loro aree di mercato si estendono rispettivamente da a ad a' 
e da b a b'. Come è intuibile già dalla parte superiore della figura, 
esistono volumi cospicui di domanda che restano insoddisfatti ed il 
volume delle vendite che un concorrente può realizzare varia nello 
spazio in relazione alla localizzazione. La parte inferiore della 
figura formalizza tale potenziale di vendite. Esso è massimo ai bordi 
ed al centro del mercato, mentre è minimo ai quartili, dove non esiste 
domanda insoddisfatta e la localizzazione lì potrebbe solo sottrarre 
metà delle vendite ad A o a B. La localizzazione ottimale per una 
impresa C è comunque in questo caso il centro della figura, poiché 
ai bordi il mercato è dimezzato, in quanto si interrompe. Con la loca­
lizzazione a C l'area di mercato di C si estende fino al punto in 
cui il suo prezzo f.o.b. eguaglia il prezzo f.o.b. di A e B, quindi 
a c e c'; pertanto le aree di mercato di A e B si restringono rispet­
tivamente da a' a c e da b'a c'.
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Figura 2 Strategia localizzativa ottimale per una terza impresa (C) 
in un mercato occupato già da due concorrenti (A e B) ed in 
condizioni di domanda elastica (fonte: SMITH, 1981, p. 201)
Seguendo lo stesso procedimento è possibile visualizzare situazio­
ni nelle quali i costi di produzione, o i prezzi f.o.b. ai quali la 
domanda si azzera, oppure i costi di trasporto, variano nello spazio, 
oppure anche una combinazione di parte o tutte le situazioni accenna­
te .
^  j2ilfnani^ a potenziale. Nei termini della teoria della massimizzazione 
della domanda per l’industria, una componente chiave è l'accessibilità
ai mercati per le imprese e, di conseguenza, si ipotizza che le impre-
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se debbano massimizzare l'interazione tra sè ed il mercato.Si vedrà 
in 5*1.come l'interazione sia solitamente rappresentata con modelli 
di tipo gravitazionale ed il contesto teorico che stiamo esaminando 
non fa eccezione.
Il modello in questione è il modello potenziale. Il potenziale 
esercitato da ogni punto j su un punto i è determinato dividendo la 
massa (P) al punto j per la distanza tra i e j; a sua volta il poten­
ziale complessivo esercitato da tutto il territorio su i è determinabi 
le come somma dei potenziali singoli esercitati dagli n j presenti 
sul territorio. In formula:
"i * è[pj _ 1 ]  (4)
j=i
Tale modello è parte di uno sviluppo del modello gravitazionale 
classico, in quanto possiamo determinare l'interazione totale tra i e 
tutte le altre j come somma delle singole gravitazioni:
<Dij
+ b .
che può essere riscritto come:
( 2  I- ■) (G p:)ij 1
J
(5 )
(6 )
Ora, se possiamo interpretare come la quantità del prodotto ven
duta nei mercati j (1, .... n) e D. +t5 come l'espressione dei costi di
ij
trasporto incorporati nei prezzi f.o.b., otteniamo una adeguata rappre 
sentazione della riduzione della domanda con la distanza, come previsto 
nello sviluppo teorico. Così, se Pj/D riflette adeguatamente la
relazione tra vendite e prezzo f.o.b., l'espressione misurerà le vendi 
te totali che potrebbero essere realizzate da ogni localizzazione i nel 
lo spazio. Diviene osi anche possibile derivare una superficie di do­
manda , calcolando M su tutti i punti del piano - ad esempio su una gri 
glia di 5 x 5 km (Zanetto, 1979) - ed interpolando i punti aven
ti lo stesso potenziale. Si ottiene iti definitiva una carta a curve di
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livello di potenziale, dove il massimo potenziale di vendita corrispon 
de alle aree a valori più alti.
Tale modello, tuttavia, soffre di limitazioni analoghe a quelle 
di cui soffre il modello gravitazionale classico. Per il termine di 
massa viene infatti normalmente utilizzata una variabile sostitutiva, 
di più facile misurazione, come il numero di abitanti, che dà il "po­
tenziale di popolazione", oppure il reddito o il prodotto lordo, che 
danno il "potenziale economico"; a loro volta le masse devono essere 
centrate in "punti di carico" per area, ad esempio per provincia, 
e ciò può essere fatto o attribuendo l'intera massa al capoluogo, 
oppure al centro della provincia, fatto che può provocare distorsioni 
locali (Zanetto, 1979 , Smith, 1981 Inoltre la distanza
è calcolata sotto forma di distanza fisica semplice, oppure nel miglio 
re dei casi in termini di distanza-costo, ponendo arbitrariamente 
uguale ad 1 l'esponente B, fatto che non sempre può essere giustifica­
to. Così il modello si trasformerebbe in uno strumento di stima della 
relativa attrattiva di localizzazioni alternative nelle circostanze 
specificate, "un indice astratto dell'intensità dei possibili contatti 
coi mercati" (Smith, 1981,p.276 - tratto da Harris, 1954,p.321), che, 
tra l'altro, tronca di netto il problema della struttura localizzativa 
delle opportunità sotto l'aspetto dell'offerta - o dell'interdipenden­
za localizzativa - ma non risolvendolo (vedasi 5.1*).
Moriarty (1980) ha suggerito una interessante variante del 
modello, utilizzando tavole economiche input-output per determinare 
i mercati di specifiche industrie. Secondo l'autore, i coefficienti 
input-output possono essere utilizzati come pesi cosicché la prossimi 
tà ai tipi di attività che usano come input output del settore indu­
striale considerato è pesata maggiormente della prossimità alle indu­
strie che non usano tali input.
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Dodgson (1974) ha a sua volta sperimentato un'applicazione più ani 
biziosa del potenziale. Alla luce di un'analisi di convenienza a rea­
lizzare un nuovo collegamento stradale attraverso i Pennini in Inghil­
terra, egli si è chiesto esplicitamente se "la crescita dell'occupa­
zione di un'area sia dipendente, in qualche modo, dalla distanza rela­
tiva di quell’area dai mercati e dai fornitori delle sue industrie 
nei confronti di altre aree, cioè se l'occupazione di quell'area cre­
sca almeno in qualche misura apprezzabile per il fatto che l'area 
ha vantaggi di costi di trasporto nei confronti delle altre"(p.77). 
Ciò alla luce della teoria della localizzazione industriale che, come 
si è visto, individua nei costi di trasporto una determinante signifi­
cativa della localizzazione e pertanto assegna ad una crescita dell'ac 
cessibilità di determinate aree la dotazione di migliori opportunità 
per la loro crescita economica. Per verificare l'ipotesi, Dodgson, 
mediante un'analisi multiregressiva, ha messo in relazione un indice 
del tasso di crescita dell'occupazione di 30 zone dell'Inghilterra 
settentrionale (ognuna con una città o un nodo dominante) con la loro 
relativa posizione nella rete di trasporto, nonché con altre variabili 
ritenute rilevanti nel determinare i tassi di crescita delle zone 
(stiuttura industriale, attrattiva, congestione).
L'autore ha dapprima formalizzato un modello potenziale dell'acces 
sibilità complessiva, cioè non solo ai mercati, ma anche ai fornitori, 
così strutturato:
Z
i ,t
dove :
Z = potenziale dell'area i al tempo t;
rij 77 costo del trasporto merci tra le aree i e j al tempo t; 
Kj = occupazione nell'industria nell’area j al tempo t; 
a = un esponente frizionale della distanza o di "impedenza".
(7 )
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Per la determinazione del potenziale la parte rimanente della 
Gran Bretagna è stata suddivisa in ulteriori 36 aree. Come termine 
di massa è stata scelta l'occupazione nell'industria delle 66 zone, 
piuttosto che il prodotto lordo, grazie alla disponibilità più immedia 
ta del dato. I costi di trasporto sono stati a loro volta determinati 
attraverso una funzione di conversione della distanza fisica della 
forma :
che penalizza i percorsi più brevi; ciò ha consentito di convertire 
una matrice delle distanze fisiche, da ognuna delle 30 zone a tutte 
le restanti 66, in una matrice di costo di trasporto merci. L'esponen­
te di impedenza a, infine, che varia da studio a studio, è stato 
computato con valori alternativi compresi tra 1 e 3, senza tuttavia 
produrre risultati dissimili - in effetti i confronti tra coppie di 
risultati conseguiti con vari esponenti a, estremi compresi, hanno 
dato tutti valori di r^ superiori a 0,99; in altre parole, la conver­
sione della distanza fisica in costo era sufficiente a produrre la 
corretta funzione di impedenza.
Dodgson ha operato successivamente un affinamento del suo modello 
potenziale. Essendo poco chiara la relazione esistente tra potenziale 
e costo di trasporto (ad esempio, un'area con potenziale relativamente 
più alto rispetto alle altre potrebbe avere costi di trasporto più 
alti poiché la lunghezza media dei viaggi da tale area potrebbe essere 
più alta della lunghezza media dei viaggi dalle altre aree), e poiché 
il suo studio era inteso specificamente a determinare l'effetto dei 
costi di trasporto sulle opportunità di sviluppo economico, egli ha 
determinato pei’ via probabi1istica una nuova misura, definita costo 
'i1 accesso :
"Il costo d'accesso di ogni area i è una misura dei costi medi probati 
li che devono essere sostenuti per trasportare una data quantità di 
merci verso o da quell'area. Tale costo medio sarà una funzione dei 
costi di trasporto merci ad ognuna delle altre aree, moltiplicata 
per la probabilità che il movimento origini o termini in ognuna di 
tali aree" (p.8l).
(8 )
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Posta quindi P. . la probabilità suddetta e C il costo di trasporto, ìL 
lJ i j
costo d'accesso C sarà:
(9)
La funzione probabilistica è stata derivata dal modello gravitazionale 
come segue :
p
1 j
ÌG (E.E .)(C.° ) 1 ] 
L i J ij i p V j H . e J »-1 ])-
-i_
= M e ' ' 1 ] ( p
a - 1 ) - 1
.(C. . ) [ • 
J iJ J (10)
Pertanto il costo d' accesso C. . della i,t zona i al tempo t sarà:
\
Ci,t = S R P . c “ )-1 )
j
= p  ([e . (C. a " V 1
j J 1J
(11)
dove il potenziale della zona i al tempo t compare ora al denominatore 
della formula.
La correlazione calcolata tra le due misure dell'accessibilità - 
potenziale e costo d'accesso - ha tuttavia rivelato valori di r^ supe­
riori a 0,99, per uguali valori di esponente a e con distanze-costo.
La stessa correlazione computata con le distanze fisiche ha invece
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dato come risultato r = 0,93 per a =1, 0,72 per a =2 e 0,55 pera =3, 
denunciando ancora una volta l'adeguatezza della conversione in costo 
della distanza fisica per la determinazione della funzione di impeden­
za.
Nonostante gli accorgimenti ed i perfezionamenti teorici, la ricer 
ca di Dodgson ha prodotto risultati solo debolmente significativi 
sull'impatto dell'accessibilità e dei costi di trasporto sulle opportu 
nità di sviluppo industriale di un'area. Ciò sia in termini di signifi 
canza statistica dei risultati, sia in termini di riduzione dei costi 
per le imprese e connesso.probabile impatto sulla crescita occupaziona­
le delle zone prese in considerazione, in seguito alla realizzazione 
di un nuovo collegamento stradale. Le cause di tale parziale fallimen­
to sono molteplici: (1) la sostanziale omogeneità delle aree studiate, 
per cui solo tre zone avevano una accessibilità inferiore del 20% del­
l'area più accessibile; (?) 1 '«assunzione iniziale che il modello gravi
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tazionale, da cui sono derivati sia il modello potenziale che la misu­
ra del costo d'accesso, abbia una validità generale nel rappresentare 
le configurazioni dei flussi mercantili interzonali; (3) l'assunzione 
che i costi di trasporto siano una determinante fondamentale nel gui­
dare la localizzazione.industriale.
I risultati della ricerca e le considerazioni riguardanti il punto 
(l) hanno spinto Dodgson a concludere che, nel contesto delle economie 
avanzate :
"tutto ciò sembra indicare che l'efficacia della politica dei traspor­
ti nello stimolare la crescita regionale possa essere alquanto limita­
ta ed incerta in relazione ad altre, più dirette, misure di politica 
regionale" (p.88).
I punti (2) e (3) implicano invece una riflessione diversa: da
un lato, sostiene l'approccio sistemico, le relazioni gravitazionali 
riguarderebbero unicamente settori produttivi molto specifici (v. 
oltre, p.39 ) ; dall'altro, benché i costi di trasporto abbiano un'inci­
denza non irrilevante sui costi di produzione e distribuzione dell'in­
dustria (9% in Inghilterra), i servizi di trasporto hanno attributi 
aggiuntivi oltre ai costi, come velocità, frequenza, capillarità, 
sicurezza dai danneggiamenti e dalle perdite, pronta disponibilità, 
che sono presi in considerazione globalmente nelle scelte localizzati- 
ve.
1.4. La sintesi neoclassica di D.M.Smith
Nel 1971 D.M.Smith pubblicava un volume sulla localizzazione indu­
striale, che rappresenta tutt'oggi la sintesi più aggiornata sull'argo 
mento; in effetti nel 1981 la secondo edizione, pur accogliendo numero 
si elementi ni novità emersi nel corso degli anni '70, come le criti­
che avanzate da più parti verso l'approccio classico, soprattutto
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il Weberiano, conferma anche il nocciolo del precedente libro, costi­
tuito da un modello dei costi variabili integrato da un modello di mas 
simizzazione della domanda.
A) Il modello dei costi variabili.
La teoria della minimizzazione dei costi, che Smith difende stre­
nuamente in ragione dell'insostituibilità di un sapere normativo con 
il sapere positivo, prodotto dal comportamentismo, dall'approccio si­
stemico e da quello strutturalmarxista, presenta, nella sua trasforma­
zione in "modello dei costi variabili", rielaborazioni di estremo inte 
resse (Smith, 1981, capp. 6 e 7). Da un lato l'autore è consapevole ctei 
limiti dell'economia neoclassica, per cui egli recepisce con chiarezza 
il modello come guida all'azione individuale quando rivolta all'effi —  
cienza delle decisioni localizzative; dall'altro l'approccio neoclassi 
co consente allo Smith di sviluppare un modello flessibile e non tanto 
astratto dalla realtà da impedirgli interessanti esemplificazioni basa 
te su ricerche empiriche.
Smith si rende conto che la teoria classica "soffre ancora di una 
indebita preoccupazione verso i costi di trasporto e verso la determi­
nazione della localizzazione di costo minimo" (Smith, 1981, p. 149).Co 
sì, per risolvere il secondo problema, egli introduce il concetto di 
margini spaziali di profittabilità. Ogni impresa, osserva 1'autore,cer 
ca di rendere massimi i profitti. Per ottenere ciò, deve localizzarsi 
nel punto dove i ricavi totali eccedono i costi totali per l'ammontare 
più elevato. Se allora tracciamo su un grafico una curva spaziale dei 
costi, o curva di spazio-costo, e la confrontiamo con una curva spazia 
le dei ricavi, che è funzione del prezzo di vendita e della quantità 
domandata, ricaviamo un'area all'interno della quale è possibile rea­
lizzare un profitto (Smith, 1981, Vagaggini, 1982a); i confini dell'a-
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rea in questione - Ma ed Mb — sono i margini spaziali di profittabili 
tà (fig. 3).
Figura 3 Determinazione dei margini spaziali di profittabilità Ma 
ed Mj-, e dei punti di costo minimo (A1) e massimo ricavo 
(B1) (fonte: Smith, 1981, p. 113)
Poiché non necessariamente i punti di costo minimo e massimo rica­
vo coincidono, il punto di profitto massimo è localizzato da qualche 
parte all'interno dell'area - nella figura in esempio il punto di 
costo minimo. Tuttavia l'impresa può adottare un comportamento sub­
ottimo, scegliendo una localizzazione qualsiasi all'interno dell'area, 
che comunque assicura un profitto. Il concetto di margini spaziali 
di profittabilità consente quindi di accogliere all'interno del model­
lo alcune critiche avanzate dai comportamentisti alla teoria neoclas­
sica, cioè che nessuna impresa ha mai una conoscenza perfetta delle 
opportunità presentate dallo spazio economico, nè per ragioni di tempo 
ed efficienza decisionali ha interesse ad averla, e che solitamente 
vengono ricercate soluzioni soddisfacenti, in un 'rimerò limitato 
di alternative localizzate in poche regioni ritenute adatte (Pred, 
1967, 1969, Lloyd e Dicken, 1979, Vagaggini, 1982 a).
Inoltre, sotto l'aspetto temporale « di numi 'o, la locaiizzazioiv di 
costi minimi è un concetto molto astratto e statico, poiché i mutamen­
ti tecnologici ed organizzativi dell'industria cd i cambiamenti nel
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contesto socio-economico possono far variare nel tempo tale localizza­
zione ottimale e pertanto il concetto di libertà localizzati va all'in­
terno dei margini consente di tener meglio conto della dinamica econo- 
mico-spaziale. Il problema è quindi quello di identificare i margini 
e, di conseguenza, le regioni adatte; comunque vale come prima appros­
simazione la generalizzazione seguente: tanto maggiore è l'inclinazio­
ne delle curve dei costi e dei ricavi, tanto più ristretti sono i 
margini spaziali di profittabilità e tanto più ubicata (meno dispersa) 
è l'industria. *i
Il modello dei costi variabili si occupa in questo contesto della 
determinazione dei margini di profittabilità nella situazione in cui 
i costi variano nello spazio e i ricavi sono costanti.
La seconda critica di Smith, l'eccessiva preoccupazione verso 
i costi di trasporto, conduce l'autore a trattare congiuntamente tutti
i fattori di costo, trasporti compresi, visti come variabili spazial­
mente continue. Il modello di Smith diviene di conseguenza, sotto 
alcuni aspetti, un'estensione del modello del Weber, nel quale però 
il poligono localizzativo accoglie tanti angoli - fonti di costo mini­
mo - quanti sono i fattori produttivi: vi sono così le fonti di costo 
minimo dei materiali e componenti A,B,...,N, del lavoro, dell'energia, 
del suolo, del capitale di credito, ecc.. In relazione alla quantità 
richiesta di ogni input e del tasso di crescita dei rispettivi costi 
con l'aumento della distanza dai punti di costo minimo, ogni angolo 
eserciterà una "forza" maggiore o minore che contribuirà a determinare 
la localizzazione di costo minimo.
Ma non è questa la strada che, per i motivi già esposti, l'autore 
percorre, ma quella grafica delle isolinee di costo singolo e totale 
(isodapane), che consentono, come si vedrà, 1'evidenziazione dei margi 
ni di profittabilità. Per realizzare ciò Smith ha bisogno di un'ul­
teriore elaborazione concettuale: quella della suddivisione dei costi
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in costi base, che costituiscono una componente fissa che deve essere 
pagata ovunque, e in costi localizzativi, la componente variabile 
costituita dai costi aggiuntivi che devono essere sostenuti per supe­
rare la distanza. Sono ad esempio costi localizzativi i costi ed i 
rischi di trasporto dei materiali, i maggiori salari - al di sopra 
del minimo - necessari per attrarre in una certa località la forza 
lavoro, i maggiori interessi per attrarre il capitale, i maggior 1 
costi di vendita da sostenere in località diverse da quella in cui 
i consumatori possono essere serviti al costo più basso.
Smith prosegue poi, per formalizzare il modello, enunciando le 
seguenti assunzioni (Smith, 1981, p. 152):
1) le imprese sono in affari per realizzare un profitto e scelgono 
la localizzazione per conseguire tale obiettivo. Esse sono general­
mente consapevoli delle variazioni spaziali dei costi e dei poten­
ziali di profitto, con conoscenza non necessariamente perfetta.
2) non vi sono restrizioni all'entrare sulla scena di nuove imprese 
e la loro scelta localizzativa non è influenzata dalla localizzazio 
ne di altre imprese se non in quanto essa è riflessa nei costi 
dei fattori produttivi.
3) le fonti dei fattori sono fisse e la loro olferta è illimitata.
1 fattori sono mobili e possono essere ottenuti ovunque agli stes­
si costi base più un certo costo localizzativo per unità di
distanza dalla fonte.
In aggiunta, si assume inizialmente che gli imprenditori siano egual­
mente capaci, che non vi siano incentivi governativi, che non si otten 
gano economie dall’agglomerazione, che il volume di produzione sia fisso
- tale cioè da non consentire la realizzazione di economie di scala
— ed ini ine che non s i (ino possibili sostituzioni tra i íattoi i . Lo 
Smith, dopo aver elaborato il modello iniziale, lascera poi cadere 
questa seconda serie di assunzioni per analizzare singolarmente le
26
conseguenze.
L'autore passa poi a sviluppare il modello generale come segue:
I (1, . ..,i,...,n) sono le fonti dei fattori 1, . ..,i,...,n, compresi
i costi di vendita ;
B (l,...,i,...,n) sono i costi di base per unità di fattore;
L (1,...,i,...,n) sono funzioni che esprimono i costi localizzativi per 
unità di fattore per unità di distanza;
Q (1,...,i....,n) sono le quantità dei fattori richieste per una data 
unità di produzione;
J (1,...,i,...,n) sono le possibili localizzazioni degli stabilimenti. 
In ogni localizzazione j i costi totali (TCj) sono:
TC
’ S Qi
J
(B. L d )
i ij (1 2 )
dove djj è la distanza tra la fonte del fattore i e la localizzazione j.
Posto TRj il ricavo totale ottenibile alla località j, il profitto 
massimo sarà ottenuto dove:
TRj - TCj = max .
A loro volta, i margini spaziali di profittabilità saranno definiti 
da un luogo di punti dove:
TRj = TCj :i4)
Smith illustra l'applicazione del modello con una serie di sem­
plici illustrazioni grafiche. Situazioni più complesse di quelle presen 
tate dall'autore possono essere immaginate e formalizzate ma, come 
egli sostiene, non hanno alcuna utilità nè esemplificativa nè teorica. 
Si riprodurranno qui il più semplice modello iniziale ed una sua va­
riante. Si prenda come riferimento l'equazione (12) . Si abbia una 
situazione nella quale un'impresa impieghi tre fattori - lavoro, mate-
riale e forza motrice aventi una compenente fissa ed una variabile,
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e due fattori - suolo e spese di vendita 
se siano quelli della tab. 1.
fissi. 1 valori di interes-
Fattore
Fonte
di
cotto
m in ino
C o tto  bate 
q u a n titi  richie­
sta per u n iti 
di p rodottone 
Q lo Lire 
(B)
Coalo locatila a 
rivo per L. 1000 
«1 co rto  braa 
unitario par 
dlat. unitaria
<t)
Inclinar Iona 
calve di coato 
(corto  km par 
uniti di proda- 
rione) 
UBI 1000)
Diatarua la km 
tra  laorinee di 
coaio a Intervalli 
di L. 1000  
iO to /
U S I 1000)
Materiale A 30000 53,33 1000 5
lavoro B 30000 33.33 1000 5
F. Motrice C 30000 33,33 1000 5
Suolo - 5000 - - -
Vendita - 5000 --------------J----
“
Tabella 1 (da: Smith, 1981,p.154)
Se si suppone che i punti A,B e C siano equidistanti tra loro e distan 
ziati di 30 km l'uno dall'altro, si possono rappresentare su un piano 
le isolinee di costo, che sono distanziate di £ 5.000, e derivare 
le isolinee di costo totale (fig. 4). In figura è derivata anche 
la curva spazio-costo (parte inferiore). Poiché nel modello dei costi 
variabili è ipotizzato che il prezzo sia costante, la curva spaziale 
dei ricavi sarà una retta orizzontale. L'intersezione della retta 
dei ricavi con la curva spazio-costo definirà i margini di profittabi­
lità lungo la sezione prescelta del piano.
E' interessante vedere a questo punto l'effetto provocato da 
differenti costi localizzativi dei vari fattori sulla situazione omo­
genea dell'esempio iniziale, mantenendo fermi i costi base. Si abbiano 
pertanto i dati della tab. 2.
C otto  baie
Fonte q u in t i l i  richie­
di «to per u n iti 
Fattore cotto  di p rodu i ione 
minimo Q in Lire
(B)
C otto  toc aiu ta- Inclinazione 
tlvo per L i 000 cure* di co tto  
di co tto  base (cotto  km per 
unitario per u n iti  di produ- 
dk t. unitaria alone)
(£) 000)
DUten ia  in km 
tra iaoiinte di 
co tto  a intervalli 
di L. S 000 
5 0001 
L(B/\ 000)
Materiale A 30 000 40.0
Lavoro B 30 000 33,3
F. motrice C 30000 15,0
Suolo 5 000
Vendita 5 000
l 200 
1000 
750
4.2
5,0
6.7
Tabella 2 (da: Smith, 1981,p.158)
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(V^orl in m iniai* di lira)
(a)
Figura 4 Derivazione delle isolinee di costo totale e della curva 
spazio-costo nell'ipotesi di uguali costi localizzativi per 
i tre fattori (fonte: Smith, 1981, p. 156)
Ancora una volta, si possono tracciare 1) le isolinee di costo 
dei singoli fattori, 2) le isolinee di costo totale e derivare 3) 
la curva spazio-costo ( figura 5). Confrontando questa figura con La 
precedente, è appuratale lo spostamento verso la località A dell'area 
di profittabilità e del punto di costo minimo. Ciò è provocato dalla 
maggiore inclinazione della curva dei costi del fattore A, che si 
tradurr- in una maggiore attrazione; ciò in quanto la forza localizzati 
va esercitata da ogni fattore è misurata da x , dove Qj è la quan 
tità richiesta del fattore i ed Lj il suo costo localizzativo per uni­
tà di distanza.
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Figura 5 Derivazione delle isolinee di costo totale nell'ipotesi di va­
riabilità dei costi localizzativi. Confronto della relativa cur 
va spazio-costo con la situazione rappresentata in fig. 4 
(linea sottile) (fonte: Smith, 1981, p. 159)
Ulteriori variazioni si ottengono ee vengono fatti variare i costi 
base dei fattori - maggiore attrazione dei fattori il cui costo base 
incide maggiormente nella composizione dei costi del prodotto finito 
-, se si considerano decrescenti con la distanza i costi localizzativi 
unitari (in quanto i costi -li carico e scarico incidono meno riparten­
dosi su un numero maggiore di chilometri ) - con conseguente ampi lamen­
to dell'area di profittabilità e ridotta forza localizzativa dui fat-
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tori implicati ~ oppure infine se si introduce una specifica rete 
viaria - restrizione delle aree di profittabilità lungo le vie di 
comunicazione e vantaggio relativo per i nodi Se venissero conside­
rati variabili i costi di vendita e quelli del suolo, e così via, 
si otterrebbero poligoni sempre più complessi.
Smith lascia poi cadere le assunzioni aggiuntive iniziali del 
modello, dimostrando come la curva spazio-costo venga spostata verso 
l'alto, o verso il basso, o distorta dalla differente capacità degli 
imprenditori, dall'intervento governativo con agevolazioni fiscali 
e contributi alle imprese in determinate aree e dai risparmi di costi 
derivanti dall'agglomerazione di imprese. Due sviluppi particolarmente 
interessanti sono quelli legati al riconoscimento della possibilità 
(1) della sostituzione di fattori e (2) della realizzazione di econo­
mie e diseconomie di scala.
Parlare di sostituzione di fattori significa riconoscere che, 
entro certi limiti, una data quantità di prodotto può essere ottenuta 
con differenti combinazioni dei fattori impiegati.
Si assuma come punto di partenza esemplificativo la tab - 1,
ma limitando per semplicità l'analisi all'impiego di due soli fattori:
(a) materiale e (b) lavoro. Supponiamo anche che la stessa quantità 
unitaria di produzione possa essere ottenuta spendendo C 60.000 di 
costo base ripartito in £ 30.000 di (a) ed altrettante di (b), o in 
£ 20.000 di (a) e £ 40.000 di (b), oppure ancora in £ 40.000 di (a) 
e 20.000 di (b), o infine in qualche combinazione intermedia, con 
tasso unitario di sostituzione, cioè che £ 1.000 di lavoro siano un 
perfetto sostituto di £ 1.000 di materiali (tale assunzione è piutto­
sto forte, ma, come si vedrà, è fatta per semplicità illustrativa). 
Supponiamo anche che il prodotto non possa essere ottenuto con solo 
materiale o solo lavoro, ma che almeno £ 20.000 sia di (a) che di
(b) siano indispensabili per realizzare il processo produttivo.
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Se si traccia su un grafico la spesa necessaria per ottenere una 
unità di prodotto, con rappresentata sulle ascisse la spesa in (a) 
e sulle ordinate la spesa in (b), si ottiene un isoquanto (fiff. 
6), che sarà una spezzata e non una "curva di sostituzione" a causa
delle assunzioni fatte.
Fdtore  A
Figura 6 Sostituzione tra due fattori (fonte: Smith, 1981, p. 174)
Siamo ora , e PK : i prezzi della consegna dei fattori (a) e (b) 
alla generica localizzazione j. Il prezzo P è dato dalla somma del co­
sto base (B) del fattore e dei costi per muoverlo (L) sulla distanza d 
dalla fonte allo stabilimento: in formula Pij = Bi + djj. Pertanto, 
alla località A, Pa è di £ 1.000, mentre Pfa è di C 1.000 + (33,3 X 30)
= f 2.000; alla località B i valori sono rispettivamente, per Pa C 1.000 
+ (40 X 30) = £ 2.200 e per Pfa £ 1.000. Il rapporto Paj/Pbj calcolato 
ad A ed a B, che è di 1/2 e 2,20/1 rispettivamente, dice che ad A, per 
avere una quantità unitaria di bene (a; è sufficiente rinunciare a mez 
za unità di (b), mentre a b è invece necessario rinunciare a 2,20 unità
di (b).
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Se si tracciano sul grafico precedente più isocosti che esprimono 
tutte le combinazioni di (a) e (b) che possono essere acquistate ri­
spettivamente alle località A e B con certe somme a disposizione, 
da esempio £ 40.000, £ 60.000 e £ 80.000, è possibile dire dove dovrà 
essere realizzata la produzione, a che costo e con quale combinazione 
di fattori. L'ottimo sarà al punto, come previsto dalla teoria della 
produzione, dove 1'isoquanto è tangente al più basso isocosto: nel­
l'esempio è la localizzazione A, dove con una spesa di £ 80.000 è 
possibile acquistare un valore di £ 40.000 del bene (a) e £ 20.000 
del bene (b). In B invece è indispensabile spendere almeno £ 88.000 
per ottenere 20.000 (a) e 40.000 (b).
Ma la soluzione trovata è solo parziale, poiché resta non analiz­
zata la convenienza a localizzarsi tra A e B, cioè non prende in consi 
derazione tutte le possibili combinazioni intermedie dei fattori. 
In pratica si vuole ricercare quale combinazione costa meno in ogni 
generica localizzazione j lungo la linea ideale che congiunge A e 
B. E' pertanto necessario impostare un semplice problema di programma­
zione lineare mediante la formulazione di una funzione oggettiva, 
che è quella che fissa l'obiettivo di minimizzare i costi:
(15)
soggetta ai seguenti vincoli
(16)
Q V 20.000a r
\ > 20.000 (17)
Q + = 60.000 •a  b
(18)
In qualche punto tra A e B vi sarà una localizzazione per la quale sarà
d e l  t u t t o  i n d i  f f e r e n t e  coni'-' c o m b i n a r e  i due  f a t t o r i ,  p o i c h é  i. c o s t i  lo
ratizzativi di (a) saranno uguali ai costi localizzativi di (b). Questo 
punto di indifferenza della combinazione può essere derivato dalle due
(19)
seguenti eauazioni :
1 d = L d 
a Aj b Bj
d + d = d » 
Aj Bj AB
(20)
che, risolvendo con i dati a disposizione, darà dft^  = 13,6 e dgj - 16,4.
Il costo totale al punto di indifferenza sarà sempre, qualunque sia la 
combinazione dei fattori, di £ 92.700. In pratica, comunque, due sole 
combinazioni di fattori, eccetto che al punto di indifferenza, possono 
soddisfare TCj = min, cioè 40.000 (a) + 20.000 (b) dove La dAJ ;> Lb dBj 
e 20.000 (a) + 40.000 (b) dove La dAj Lb dgj. In effetti, come dal 
punto di indifferenza ci si sposta ad esempio verso A, il costo localiz 
zativo di (a) decresce e quello di (b) cresce, e diviene immediatamen­
te più conveniente utilizzare la maggiore quantità possibile di (a).
Smith estende il concetto di punto di indifferenza all'intero 
piano, tracciando una linea di indifferenza di combinazione, che divi­
de due aree con le differenti combinazioni ottimali dei fattori viste. 
Essa è determinabile computando i punti di indifferenza per distanze 
d,D crescenti e sarà concava verso il fattore avente la più alta forza 
localizzativa.
Tutto ciò vale comunque solo sotto l'assunzione che il tasso di 
sostituzione dei fattori sia uniforme; nel caso contrario la curva 
dell'isoquanto sarebbe una vera curva, che avrebbe punti di tangenza 
diversi con famiglie diverse di isocosti, con la conseguenza che ogni 
localizzazione avrebbe la sua specifica ottima combinazione di fattori.
E' possibile estendere il modello più semplice (quello che assume
un tasso uniforme di sostituzione) anche a situazioni con 3,4.... n
fattori. Lo sviluppo vedrebbe in ogni punto dello spazio, eccetto 
che lungo Le linee di indifferenza, il fattore avente il minore costo 
locaiizzativo unitario predominare; le linee di indifferenza riparti­
rebbero lo spazio in 3,4,...,n aree sotto il predominio delle 3,4,..,n
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differenti combinazioni di fattori. Ammettendo però tassi di sostitu­
zione variabili ci sarebbe un differente ottimo di combinazione in 
ogni localizzazione. Il sistema di zone precedente si frantumerebbe 
in un numero indefinito di punti, ognuno con la sua combinazione. 
Conseguentemente l'analisi grafica utilizzando il metodo delle isoline 
diverrebbe impossibile da applicarsi.
Dal suo ragionamento Smith può comunque dedurre, nonostante 
le difficoltà operative o l'impossibilità di applicazione in situazio­
ni complesse, che la possibilità di sostituzione tra fattori amplia 
l'area di profittabilità, consente una diminuzione dei costi totali 
al punto di localizzazione ottimale e pertanto aumenta la libertà 
localizzativa delle imprese quando non è perseguito il fine della 
massimizzazione del profitto.
L'analisi sostitutiva offre a Smith gli strumenti per trattare 
gli effetti localizzativi di differenti volumi di produzione. Corren­
temente le economie di scala sono realizzabili non solo aumentando 
le quantità prodotte, ma anche variando ì coefficienti tecnologici 
di impiego dei fattori produttivi, in particolare capitale e lavoro. 
La differente composizione dei costi base varia il peso locaiizzativo 
dei fattori implicati e ciò può provocare interessanti variazioni 
delle localizzazioni di costo minimo e dei margini di profittabilità 
con l'aumento della scala delle operazioni.
Ancora una volta, per semplicità espositiva, l'autore prende in 
considerazione due soli fattori sostituibili con tasso uniforme. Ciò 
che egli fa variare, per differenti volumi di output, è la quantità 
minima dei due fattori comunque indispensabile per realizzare la pro­
duzione. Si supponga che l'impresa sia di grandi dimensioni, che in- 
tenda lanciare un nuovi- prodotto, con scelta tra volumi di produzione 
alternativi, per rispettivi totali minimi di costo base di lavoro 
(Min Qa ) e capitale (Min Q^) e combinazioni ottime riportati nella tab.
3.
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Valori in miliardi
Unità
prodotte
Min Qa Min Qb Qa+Qb
Combinazione
ottima
10.000 2,- 2,- 6,- 4 (a) + 2 (b)
¡6,3 (a) + 3,7 (b)
20.000 3,- 3,7 io,- 1 3 (a) + 7 (b)
30.000 3,5 5,5 13,5 3,5 (a) + 10 (b)
40.000 4,5 9,- 20,- 4,5 (a) + 15,5 (b)
50.000 6,- 14,- 30,- 6 (a) + 24 (b)
Tabella 3
I costi localizzativi unitari che contribuiscono a definire la 
combinazione ottima dei fattori sono ancora quelli dell'esempio prece­
dente, cioè £ 40 al km per (a) e 33,3 per (b), ma avendo l'avvertenza 
di leggere (a) come lavoro e (b) come capitale. I dati della tabella 
denunciano la realizzazione di economie di scala fino alla quantità 
di 30.000 unità prodotte - costi base unitari medi di 45.000, contro 
60.000 alla quantità di 10.000 unità - ed una successiva perdita di 
efficienza a valumi superiori. Il problema che si pone è pertanto 
quello di determinare l'ottimo localizzativo, mediante l'analisi sosti 
tutiva, per i differenti volumi di produzione.
La f-dg. 7 visualizza famiglie di isocosti ad A ed a B e gli iso­
quanti ai differenti volumi di output. Le variazioni che subiscono 
le spezzate degli isoquanti fanno variare le condizioni di tangenza 
con gli isocosti, producendo interessanti risultati. Alla quantità 
di 10.000 unità prodotte la localizzazione ottima è ad A; a 20.000 
l'impresa si trova in condizioni di indifferenza rispetto alle loca­
lizzazioni alternative, in quanto 1'isoquanto è tangente con 1'isooosto 
n,7 (miliardi' sia ad A che a B. ma a 30.000 unità prodotte - e oi- 
tpe — diviene predominante 1‘ottimo locaiizzativo a B. Liò avviene 
in quanto, come aumenta il volume della produzione, 1 impiego minimo
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unità X 1000 
valori in miliardi
Figura 7 Relazione tra scala e combinazione di fattori (fonte: Smith, 
1981,p. 183)
indispensabile di (b) cresce più di quello di (a), fatto che ridimen­
siona l'importanza del costo localizzativo - relativamente più alto 
- cii (a). La quantità di 20.000 unità rappresenta lo spartiacque, 
al di sotto del quale è conveniente la localizzazione ad A con il 
massimo impiego possibile del fattore (a), e al di sopra del quale 
è conveniente la localizzazione a B con il massimo impiego 
possibile di (lì). Un "sentiero di espansione" dell'impresa vedrebbe! 
un "salto localizzativo" da A a B alla quantità di 20.000 unità.
:\ri( O) o un i viti l a, se t t assi di sosti fazione tra i fattori fossero 
variabili, i ' ottimo localizzativo si sposterebbe gradua lineate lungo 
lo linea AB, e, nel caso di "triangolo" localizzativo, l'ottimo tracce- 
rebbe un "sentiero geografico di espansione" attraverso la carta, 
come il punto di costo minimo si muove verso la fonte del fattore 
con peso localizzativo crescente. Tuttavia, appare più realistica
37
la situazione di "salto localizzativo", in quanto le economie di scala 
sono correntemente realizzabili con "salti tecnologici" e non con 
sostituzioni continue di fattori, per cui le condizioni produttive 
risultano sovente statiche per volumi differenti di produzione. Cosi, 
nella realtà, non sarebbero realistiche nè la sostituzione uniforme 
nè quella variabile, in quanto gli isoquanti dovrebbero frantumarsi 
in un insieme di punti esprimenti le sole combinazioni dei fattori 
possibili; ma la sostituzione uniforme, nei risultati, approssima 
meglio tale condizione.
Ad esempio un'impresa multinazionale può trovarsi nella condizione 
esclusiva di scegliere tra relativamente bassi volumi di produzione,
realizzati in Estremo Oriente (ad esempio, Singapore) con un basso costo del
lavoro, alto impiego di manodopera e tecnologia di produzione tradi­
zionale, ed alti volumi, realizzati centralmente (ad esempio, in Eurcpa Oc 
cidentale oppure negli Stati Uniti) con alto costo del lavoro, basso 
impiego di manodopera e tecnologia di produzione innovativa (median­
te robot) ad alto impiego di capitale; tutte le localizzazioni inter­
medie sarebbero impossibili.
Ovviamente, per determinare l'ottimo degli ottimi localizzativi 
ed i margini spaziali di profittabilità, assumono un ruolo chiave 
i ricavi unitari realizzabili a differenti volumi di produzione. Assu­
mendo una domanda elastica, i prezzi di vendita saranno decrescenti 
in relazione alla quantità prodotte, rispetto alle quali, conseguente­
mente, i ricavi totali cresceranno meno che proporzionalmente. La 
localizzazione alla quale è massima la differenza TR - TC (ricavi 
totali meno costo totali) costituisce l'ottimo degli ottimi localiz­
zativi per l'impresa, che richiede pertanto che sia realizzato l'otti­
mo volume di produzione mediante l'ottima combinazione di fattori. 
In corrispondenza di tale ottimo produttivo, essendo massima la dif­
ferenza tra ricavi totali e costi totali, i margini spaziali di profit 
tabilità saranno i^elativamente ampi, per cui un'impresa che non ricer­
chi la massimizzazione del profitto avrà più libertà localizzativa 
che non le imprese operanti a scale diverse, quando i margini spaziali 
di profittabilità sono più ristretti.
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B) La massimizzazione della domanda
Il secondo passo teorico operato da Smith è costituito dalla deter 
minazione dell'area di profittabilità in presenza di variazioni nello 
spazio dei livelli di domanda (Smith, 1981, cap. 8). In pratica Smith 
si basa sul suo modello di costi variabili e, nell'ambito delle isoli­
nee di costo totale, analizza la domanda che è possibile soddisfare dal 
le differenti localizzazioni sul piano e determina i margini spaziali 
di profittabilità.
Per fare ciò egli necessita di alcune assunzioni relative alle con_ 
dizioni della domanda, in particolare che i consumatori potenziali sia 
no distribuiti uniformemente ed abbiano preferenze identiche, e che i 
beni siano venduti a prezzi f.o.b. con domanda elastica. Se torniamo 
al concetto di prezzo effettivo o prezzo f.o.b., abbiamo visto che es­
so è costituito dal prezzo al luogo di produzione - dato dal costo me­
dio di produzione comprensivo di profitti normali - più i costi di tra. 
sporto sul luogo di consumo. Si era pure ricavata una curva della do­
manda, decrescente all1 aumentare della distanza dal mercato, in quanto 
aumenta di conseguenza il prezzo effettivo. La quantità domandata com­
plessiva (D) per l'impresa era data dalla somma delle quantità domanda
te in tutte le località (l,2,...,i,...r) che fungono da mercato di sfooc
r
co della produzione, cioè D = E f(p +k ).
i=l m it
Dalla formula precedente Smith deduce che la portata diviene tanto 
più ristretta e la domanda più debole quanto più l'impresa si localiz­
za lontano dal punto di costi totali minimi, in quanto aumenta il pre_z
zo p e di conseguenza il prezzo effettivo p si posiziona immediata — 
m e
mente su livelli più alti. La domanda globale diminuisce e così pure i 
ricavi totali. Come conseguenza, se i profitti per quantità unitaria 
venduta restano costanti, quanto più diminuisce la domanda globale D, 
tanto più diminuiscono i profitti totali. Ciò significa che il punto
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di costo minimo, se i consumatori sono distribuiti uniformemente nello 
spazio, è anche quello di profitto totale massimo.
Assumendo che non si realizzino economie di scala e che pertanto,a 
identica localizzazione, sia possibile qualsiasi volume di produzione 
a costi unitari uguali, il margine spaziale di profittabilità sarà po­
sizionato a quel limite dove i costi di produzione divengono cosi ele­
vati da annullare di fatto la domanda. Ne deriverà, come equilibrio spa 
ziale derivante dalla scelta localizzativa di un numero indefinito di 
imprese in concorrenza tra loro, un addensamento delle attività produt 
tive nei dintorni del punto di profitto massimo, con le attività econo 
miche che si spartiranno piccole aree di mercato a domanda molto forte, 
ed una loro progressiva rarefazione verso i margini, con aree di nierca 
to più ampie ma a domanda sempre più rarefatta.
Questa analisi resta la sezione più astratta del modello di Smith, 
per le assunzioni fatte e poiché l'autore non approfondisce le conse­
guenze del loro abbandono, in modo analogo alla trattazione del model­
lo dei costi variabili, lasciando pertanto l'esposizione incompleta. 
Smith è comunque in grado di raggiungere la seguente importante concili 
sione: "maggiore è la variazione spaziale nei costi e/o nei ricavi,ma^ 
giore è la tendenza all'agglomerazione" (p. 211).
C) Esempi
Smith fa seguire la sua elaborazione teorica da una serie di esem­
pi nei quali dimostra l'utilità e l'applicabilità dei concetti elabora 
ti in ricerche empiriche. Tra questi, particolarmente interessante ap­
pare l'applicazione del modelle dei costi variabili alla localizzazio­
ne dell'industria elettronica negli Stati Uniti. Dopo aver determinato 
le superfici di costo del lavoro, del trasporto dei materiali,del suo­
lo, delle immobilizzazioni tecniche (fabbricati, impianti,macchinari), 
delle tasse ed imposte, egli ricava la superficie di costo totale per 
la produzione elettronica negli Stati Uniti.
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Un modello normativo deve servire non solo da guida all'azione,ma an 
che da strumento di controllo della razionalità dell'organizzazione del 
territorio. Così, Smith mette a confronto la configurazione localizzata 
va dell'industria elettronica strumentale con la superficie di costo to 
tale, evidenziando come la distribuzione del valore aggiunto della produ 
zione elettronica coincida in quanto a massicce concentrazioni con le ci 
ree a costi di produzione più elevati. Ciò a prima vista potrebbe signi­
ficare due cose: (1) che l'industria elettronica abbia operato scelte lo 
calizzative irrazionali oppure (2) che il modello non funzioni. Né l'una, 
né l'altra alternativa appaiono tuttavia valide. Ad un esame più appro­
fondito, il fallimento appare dovuto da un lato a carenze di "regole di 
corrispondenza", e dall'altro all'intervento di importanti variabili ncn 
incluse nel modello. Sotto il primo aspetto,l'industria elettronica ap­
pare attratta meno dal basso costo del lavoro, e più dalla disponibilità 
di forza lavoro della professionalità necessaria, soprattutto tecnica ed 
impiegatizia, che è riflessa nella relativa superficie del costo da un 
costo lavoro medio più elevato.
Il secondo aspetto appare più rlevante per la continuazione di questo 
capitolo. L'industria in questione è posta sul fronte più avanzato della 
ricerca scientifica e l'accessibilità all'informazione rilevante è fon­
damentale per il successo dell'attività produttiva. Le imprese di tale 
gruppo hanno molto da guadagnare da uno stretto contatto con Università 
ed altri istituti di ricerca, dove vi è personale che svolge ricerca di 
base, ed in generale dal far parte di complessi di imprese impegnate in 
un gruppo di attività connesse tra loro e anche in reciproca concorrenza. 
Fondamentale è pure la vicinanza ai committenti statali (soprattutto en­
ti militari), che coprono spesso percentuali elevate della domanda, indi 
rizzando la ricerca e lo sviluppo applicativo, sostenendoli anche ocncon 
tributi o impegno diretto della produzione.Ma se le industrie a più eleva 
to tasso di innovazione tecnologico, tanto nei prodotti quanto nei processi 
produttivi, sono quelle che svolgono un ruolo trainante nello sviluppo
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economico, l'approccio neoclassico fallisce proprio nell'affrontare 
i settori industriali più importanti del sistema produttivo capitalì­
stico, quelli cioè che, attraverso i condizionamenti spaziali nella 
circolazione delle informazioni - alle quali essi attingono, ma anche 
producono -, determinano le componenti strutturali di fondo dell orga­
nizzazione del territorio. Si rende necessario pertanto un approccio 
diverso per trattare la localizzazione industriale nelle economie avan 
zate, e l'analisi dei sistemi si è presentata come valido candidato.
1 .5 L'approccio sistemico
in sistema è costituito da un insieme di elementi identificati 
tramite uno o più attributi rilevanti, dai legami tra gli elementi 
e dai legami tra gli elementi e l'ambiente (Harvey, 1969, 
Vagaggini, 1982 a). Coerentemente un sistema industriale, 
secondo Hamilton e Linge (1979), è costituito da un insieme di unità 
operative (gli elementi), dalle relazioni funzionali tra queste unità 
e dalle interazioni tra le unità e l'ambiente.
Le unità operative sono suddivise correntemente in unità produtti- 
ve, nelle quali gli input sono convertiti attraverso mezzi fisici 
o chimici e l'impiego di lavoro in output di maggior valore, ed in 
unità organizzative, nelle quali sono sviluppate e determinate politi­
che, strategie, tecnologie e strumenti di amministrazione e controllo. 
Così Fredriksson e Lindmark (1979 ) individuano una struttura
bidimensionale delle imprese: in termini di flussi materiali ed ener­
getici (moneta), ed in flussi di informazioni; orizzontali i primi 
e verticali i secondo (fig. 8).
(a) Le imprese come trasformatrici 
di risorse
Figura 8 La struttura bidimensionale delle imprese
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(b) Le imprese come unità deci­
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Le relazioni, secondo Gorkin e Smirnyagin (1979), sono connes­
sioni attraverso le quali la presenza, assenza o cambiarfiento in parti­
colari unità implica la presenza, assenza o cambiamento in altre uni­
tà. Analogamente alle unità, le relazioni funzionali possono essere 
distinte in relazioni tecniche o materiali, ed in relazioni organizza­
tive o informative.
Sotto il primo aspetto, Fredriksson e Lindmark (1979) hanno distinto 
i flussi materiali in standard e speciali, a seconda del contenuto
di informazione ad essi associato,e ne hanno conseguentemente individuato
specifiche configurazioni spaziali. Nel caso di flussi di componenti 
standardizzati, libertà dalla distanza; nel caso di prodotti speciali, 
forte sensibilità alla distanza, per assicurare i necessari livelli 
di cooperazione tra acquirenti e fornitori attraverso sistemi di comu­
nicazione delle informazioni affidabili e rapidi (normalmente per 
contatti personali). Così, i subcontraenti che forniscono alle indu­
strie manifatturiere componenti soggetti a frequenti modifiche sarebbe 
ro scelti sulla base della prossimità ed accessibilità in mercati 
locali, mentre quelli che producono parti standardizzate sarebbero 
selezionati sulla base dell'affidabilità e competitività, sui mercati 
nazionali o internazionali.
Le relazioni organizzative sarebbero invece fortemente dipendenti 
dall'ambiente socio-economico in cui operano le imprese, con differen­
ze significative a seconda che le imprese operino in (1) economie 
capitalistiche o (2) socialiste. Gorkin e Smirnyagin (1979) hanno sottolinea 
to le differenze organizzative esistenti tra i due sistemi: nel caso 
(1) combinazione tra legami manageriali verticali di tipo gerarchico 
e legami orizzontali di tipo concorrenziale tra imprese o, secondaria­
mente, regolati dallo Stato; nel caso (2) combinazione di legami mana­
geriali verticali di tipo gerarchico e legami interindustri ali orizzon 
tali e verticali pianificati nazionalmente. La conseguenza è una mag-
43
giore regolarità della struttura organizzativa dell'industria manifat­
turiera socialista, nella quale "non vi può essere nessun caso nel qua 
le gli elementi più bassi del sistema -le unità produttive- contengono 
i livelli più alti della gerarchia organizzativa"(Fredriksson e Lind—  
mark, 1979, p. 28). Gli stessi autori hanno sostenuto anche che le si­
milarità tra le strutture territoriali produttive ed organizzative in 
differenti ambienti socio—economici sono dovuti principalmente alle si 
milarità delle strutture tecnologico-produttive, mentre le differenze 
sono determinate dalle diversità fondamentali delle strutture organiz­
zative. Ad esempio, peculiare della struttura organizzativa dell indu­
stria capitalistica è un insieme di inversioni specifiche nelle intera 
zioni spaziali tra unità:
"Comunemente, ad esempio, le unità produttive interagiscono non con 
il partner potenziale più vicino (cioè, un'altra impresa), ma con 
uno più distante, poiché appartiene allo stesso gruppo. Le caratteri­
stiche più fondamentali dello spazio economico (soprattutto la sua 
"frizione" o "permeabilità") differisce tra imprese di differente 
potenziale economico, poiché le piccole imprese incontrano maggiore 
frizione nel funzionamento spaziale che non i potenti gruppi monopoli­
stici" (Fredriksson e Lindmark, 1979, p. 31).
La problematica dei trasporti, nel contesto concettuale delineato, 
sfuma sullo sfondo di un panorama teorico indirizzato principalmente 
verso la tematizzazione dei flussi informativi. Essa ricompare tutta­
via in due contesti applicativi diversi: (l) come elemento indispensa­
bile per assicurare la rapidità e sicurezza delle connessioni informa­
tive realizzate con contatti personali e (2) come elemento strutturale 
connesso alle diverse interazioni materiali tra imprese e tra imprese 
e loro ambiente.
Sotto il primo aspetto, Pred (1975) ha sostenuto che, per 
realizzare effettive opportunità di crescita nelle regioni margina_ 
li o periferiche delle economie più avanzate, è necessaiio dotarle
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di strutture istituzionali e amministrative di livello superiore in 
grado di elaborare informazioni specializzate riguardanti i costi, 
prezzi, condizioni della domanda e dell'offerta, le tecnologie e 
quant'altro influenza le decisioni sottostanti allo sviluppo urbano 
e territoriale, in modo da emanciparle dai legami di dipendenza verso 
i grandi complessi metropolitani. Poiché tuttavia dette attività ri­
chiedono frequenti contatti faccia a faccia del personale, si rendereb 
bero indispensabili servizi di trasporto diretti che consentano di 
evitare le connessioni mediate dagli uffici e dalle metropoli centrali 
e che nel contempo riducano sostanzialmente i costi ed i tempi di 
viaggio per la realizzazione degli incontri. In effetti, uno dei van­
taggi della localizzazione nelle regioni metropolitane per le funzioni 
amministrative e soprattutto istituzionali è il risparmio di costi 
e di tempo conseguibile grazie all'agglomerazione, per cui un eventua­
le decentramento "combinato con un sistema di trasporti inalterato 
(...) conduce a più marcate differenze regionali nel potenziale dei 
contatti non di routine" (Pred, 1977,p.201), e gli effetti moltiplica­
tivi delle innovazioni produttive ed organizzative, seguendo i legami 
preferenziali stabiliti dalla struttura delle connessioni — o "matrice 
delle interazioni informative" -, andrebbero a vantaggio delle regioni 
metropolitane.
Il secondo aspetto di problematica dei trasporti applicata all'ana 
lisi sistemica non ha ancora avuto alcun contributo e pertanto si 
potrà qui fornire solo una indicazione di possibili ricerche. Un utile 
punto di partenza è costituito dal lavoro di Beyers (1981), che sta 
esplorando la geografia delle connessioni materiali di singoli stabili 
menti, di imprese multilocalizzative, di settori industriali o di 
insiemi di imprese regionali o multiregionali. Alla base del suo lavo­
ro, tuttora in approfondimento, vi è la formulazione ex-arite di tipi
di strutture di connessioni materiali misurate monetariamente, che
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potrebbero essere riscontrate in applicazioni empiriche. L'autore 
distingue in primo luogo (1) le connessioni a valle, che potrebbero 
essere realizzate con altri stabilimenti, imprese o settori industria­
li, oppure con i consumatori o ancora con enti pubblici, dalle (2) 
connessioni a monte, realizzabili o con altre imprese, oppure con 
i fattori primari della produzione, tra i quali preminenti i componen­
ti del valore aggiunto (capitale proprio e lavoro). Il passo successi­
vo è rappresentato dalla determinazione dell'entità delle singole 
connessioni e dal loro calcolo come percentuale delle connessioni 
di tipo (1) e (2) rispettivamente, fatte uguali ad 1. Ogni valore 
così ricavato è poi suddiviso secondo la tipologia di connessioni 
spaziali :
1) Locali, quando le connessioni sono confinate a stabilimenti o consu 
matori o forza lavoro distribuiti nell'area in cui è localizzato 
lo stabilimento (o gli stabilimenti se si lavora su settori indu­
striali) ;
2) Gravitazionali, quando l'intensità e la frequenza delle connessioni 
diminuiscono in funzione della distanza - tale forma sarebbe secon­
do l'autore assai improbabile per le imprese, se si escludono alcu­
ni prodotti primari, quali pesca, agricoli e forestali
3) Proporzionali alla massa di ogni regione, quando la dimensione 
delle connessioni è funzione della popolazione e dimensione economi^ 
ca delle regioni- valgono ad esempio per tipi di beni distribuiti 
su interi mercati nazionali e venduti a prezzi c.i.f. -;
4) Singole con altri stabilimenti: sono connessioni riscontrabili 
soprattutto per stabilimenti facenti parte di gruppi multilocalizza 
tivi integrati verticalmente, oppure per imprese soggette a forti 
tendenze agglomerati ve;
5) Gerarchiche ; sono connessioni caratteristiche delle forine distribu­
tive di molti prodotti intermedi e finali, realizzate spesso median 
te l'uso di intermediari, o delle forme di raccolta tramite agenti
46
dei prodotti primari ;
6) Cuore-periferia, quando la forza delle connessioni, apparentemente 
organizzate gerarchicamente, è connessa sistematicamente con la 
distanza dallo stabilimento;
7) Complesse— casuali, quando le connessioni non consentono di indivi­
duare alcun ordine sistematico - è una caratteristica delle produ­
zioni manifatturiere intermedie, che hanno forti legami interindu- 
striali sia a monte che a valle, e comunque delle connessioni in— 
terindustriali delle economie avanzate per prodotti standardizzati.
Ad ogni forma spaziale di connessione il Beyers fa corrispondere 
come rappresentazione cartografica figure caratteristiche di diagrammi 
di flussi di tipo stellare. L'autore propone anche di organizzare 
tutte le informazioni in forma di matrice, che risulterà strutturata 
come la figura 9, dove sono le connessioni interindustriali,C le 
vendite ai consumatori, I le vendite destinate ad investimenti, G le 
forniture agli enti pubblici, Rs i salari e stipendi, Rtx le imposte e 
tasse, Rp i profitti, Ra le altre connessioni a monte.
tipi di connessioni
a valle a monte
xij C I G Xij Rs Rrx Rp Ra
Dimensione % 
del legame
• • • • • •  • • • • • • • • • • • • • • •  • • •
PROPRIETÀ' SPAZIALI
- locali
- gravi tazional i
- proporzionali alla 
massa delle regioni
- singole con altri 
stabilimenti
- locaiì
- non locali
- gerarchiche
- cuore-periferia
- carpiesse casuali
- altre
Figura 9 Tipi di connessioni spaziali e loro organizzazione in matrice
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Il Beyers ha sperimentato anche una classificazione di tutti i 
settori industriali statunitensi, mediante cluster analysis, sulla 
base della tipologia delle configurazioni delle connessioni spaziali 
determinata per ogni singolo settore, ottenendo nove classi, di cui 
sei omogenee anche come tipi di attività, mentre tre più eterogenee 
e di difficile interpretazione. Vi sono alcune importanti questioni 
di metodo non risolte nell'analisi dell'autore, come la disponibilità 
di tecniche che consentano una decomposizione non intuitiva delle 
connessioni, secondo la tipologia spaziale proposta, oltre ad evidenti 
problemi connessi alla raccolta dei dati necessari, ma essa ha anche 
prospettive di applicazione piuttosto interessanti.
Un procedimento non molto dissimile è stato infatti adottato da 
Bagnasco e altri (Bagnasco, 1977) che hanno considerato le 
imprese della provincia dì Salerno in relazione ai prevalenti mercati 
di acquisto e di vendita dei prodotti, suddivisi in locale, meridiona­
le ed esterno. Associando questa discriminante con caratteri come 
la specializzazione produttiva (in termini di settori industriali), 
la dimensione media d'impresa (misurata dal rapporto fatturato/numero 
delle imprese di ogni classe) e la consistenza produttiva (misurata 
dal rapporto fra il fatturato delle imprese che assolvono ad ogni 
funzione e quello complessivo della zona), gli autori sono in grado 
di individuare una tipologia funzionale dell'industria locale nel 
contesto nazionale.
Studi come quelli di Bagnasco e Beyers possono avere funzioni 
multiple: da un lato evidenziazione del ruolo centrale, marginale 
o periferico svolto nel contesto economico di una nazione dall'indu­
stria di determinate regioni, con relativi livelli di dominanza, indi- 
pendenza o dipendenza della struttura produttiva locale, e dall'altro 
evidenziazione dei possibili etfetti moltiplicativi che lo sviluppo 
di determinati settori industriali possono o meno apportare localmen­
te .
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Sarebbe interessante poter associare ai tipi di interazione mate­
riale specifiche strutture di trasporto e, pertanto, strutture di 
trasporto differenti per settori industriali o regioni diverse. Ad 
esempio, le connessioni locali potrebbero richiedere la capillarità 
della rete e dei servizi; quelle gravitazionali la velocità, economici, 
tà e convergenza; quelle legate alla dimensione dei centri la frequen­
za e capacità; le relazioni singole l'esistenza di vie di comunicazio­
ne dirette. Non esistono studi al riguardo e l'indicazione fornita 
va pertanto accolta solo come suggerimento di ipotesi possibili di 
ricerca, quando la metodologia sistemica ed in particolare le costru­
zioni del Beyers saranno più consolidate.
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2. TRASPORTI E LOCALIZZAZIONE INDUSTRIALE- ANALISI EMPIRICHE 
2.1. Le problematiche
Le analisi regionali mostrano una decrescente importanza dei fat­
tori trasportazionali nella localizzazione industriale specialmente 
per i tipi di industrie oggi prevalenti nei paesi più sviluppati, a 
cui quindi si applica sempre meno lo schema weberiano classico. Ciò 
ha riscontro nella ormai ridotta incidenza del costo di trasporto sui 
costi totali di produzione che nella maggior parte delle industrie 
non supera il 5% (Manzagol, 1980). Secondo Hamilton e Linge (1979) il 
ruolo tenuto un tempo dai costi di trasferimento di merci sarebbe ora 
occupato piuttosto da problemi di circolazione dell'informazione e 
delle decisioni necessarie per il funzionamento di sistemi produttivi 
complessi, sempre più largamente decentrati (cfr. anche Bakis, 1982). An­
che nel caso classico delle agglomerazioni industriali,il rapporto 
di prossimità tra grandi industrie e subfornitori non dipende più tan­
to da risparmi sui costi di trasporto, quanto dall'esigenza di un in­
terscambio dà informazioni non del tutto formalizzabili (Fredriksson 
e Lindmark,1979, Borlenghi, 1979 , 1983)
Più in generale si mette in evidenza come le distanze trasporta­
zionali (chilometrica, tempo, costo) possono essere largamente sosti­
tuite da distanze "immateriali" psichiche, culturali, politiche ecc. 
(Olsson,1965, Hagerstrand e Kuklinski, 1971, Wiederscheim-Paul, 1972).
Tutto ciò porta una dilatazione delle zone di indifferenza loca- 
lizzativa relativamente al costo dei trasporti, per buona parte del­
l'industria manifatturiera, ma non significa minimamente che i traspor 
ti, come condizioni ambientali generali, non siano tuttora determinan­
ti per la localizzazione industriale. In particolare ciò si presenta:
(a) i ri termini di costi trasportazionali per le industrie estrattive 
e di testa di ciclo ;
(b) sotto forma di soglie minime di infrastrutturazione territoriale 
per le varie tipologie insediative, con minimi assoluti che circo­
scrivono vaste zone tuttora sprovviste delle condizioni necessarie
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per qualsiasi tipo di localizzazione industriale (per esempio, "a 
ree interne" dell'Italia peninsulare) (Cencini, Dematteis e Mene- 
gatti, 1983);
(c) come limitazioni imposte dalla qualità e dai livelli dei servizi 
di trasporto: capacità della rete, velocità, intermodalità, raggio 
dei collegamenti, sistemi di tariffe ecc. (Lloyd e Dicken, 1979). 
Tali condizioni per molti tipi di industrie restringono di fatto 
le scelte a poche località o aree geografiche meglio attrezzate e, 
reciprocamente, fanno sì che molte aree siano escluse dalle bornie 
più moderne di sviluppo industriale ;
(d) come condizioni di accesso della forza-lavoro distribuita su baci­
ni di pendolarità più o meno vasti, che per forma e intensità si 
mostrano molto sensibili alle condizioni dei trasporti (Lusso,
1970).
I trasporti come condizioni ambientali della localizzazione indu­
striale presentano tipologie differenziate in relazione alle diverse 
scale territoriali.
A scala internazionale assumono particolare importanza mezzi di 
trasporto come le condotte (oleodotti e metanodotti in particolare, 
su cui si ritornerà tra breve a proposito delle localizzazioni litora­
nee e del loro decentramento), le autostrade (Borlenghi, 1971, Catenel­
la ,1968), i trafori (Muscarà,1973, Ghelardoni,1974), gli aeroporti (Kee 
tìle, 1968,Ruggiero, 1977, Ruggiero e Skonieczny,1979) e i porti.
Su quest'ultimo tema della localizzazione litoranea, che 
d altronde è il più rilevante, il contributo delle analisi geografiche 
ha raggiunto caratteri di relativa completezza e sistematicità.
■ • - • furti e localizzazione industria1e
Le ricerche più recenti mettono anzitutto in evidenza alcune im­
portanti trasformazioni tuttora in corso.
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Tra gli anni '50 e '70 la localizzazione portuale nei paesi indù 
strializzati riguardava, oltre alla cantieristica, soprattutto le indi 
strie di base, metallurgica e chimica, quelle di prima fase alimentari, 
del legno ecc. e la produzione di energia termoelettrica. Lo schemi 
era quindi quello weberiano col vincolo della non localizzabilità tra 
i luoghi dei materiali e il porto, dipendente da condizioni di divisi^ 
ne internazionale del lavoro, che assegnava il settore primario alli 
economie "periferiche" e il settore secondario alle economie "centra­
li" (Vallega,1980a).
In questi anni si afferma nelle economie "centrali" il modello 
delle MIDA's (Maritime Industrial Development Areas, ZIP in Francia) 
che contribuisce al gigantismo portuale: per esempio, ad Anversa da 300 ha 
di terreni industriali negli anni '50 si passa a 7.000 negli anni '70.
A questa data in Europa esistevano 40+50.000 ha di aree industriali por 
tuali e altrettanto erano in programma (Vallega,1980a). Benché nelle 
MIDA's abbiano finora dominato le industrie di prima fase di ciclo, 
grandi consumatrici di spazio, si osserva un'evoluzione verso una cre­
scente multifunzionalita, che ora premia le lavorazioni intermedie e 
complementari e persino quelle finali, come il montaggio di automobili 
(Vigarié, 1980,1981). A ciò corrisponde la crescita dell' interscamb .c 
marittimo delle merci varie, che a sua volta dipende dalle trasforma­
zioni della divisione internazionale del lavoro e delle tecniche di t::a 
sporto marittimo e terrestre.
Negli stessi anni alle MIDA's delle aree centrali corrispondono 
nelle regioni periferiche dei paesi industrializzati le grandi localiz 
zazioni monofunzionali (siderurgia,petrolio) tipiche ad esempio de 
Mezzogiorno, che anch'esse entrano in crisi con le successive tra 
sformazioni nella divisione internazionale del lavoro e con possibil 
t.à di riconversione molto più ridotte.
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Le trasformazioni in corso, destinate ad affermarsi negli anni 
'80, sono nel complesso sfavorevoli a una grande espansione dell'uso 
del suolo industriale costiero nei paesi sviluppati (ferme restando 
le localizzazioni attuali) in quanto:
(a) le fasi di prima trasformazione tendono a svilupparsi nei paesi 
produttori di materie prime del Terzo Mondo (Vigarié ( 1980, 1982);
(b) lo sviluppo dei sistemi intermodali mare-terra senza rottura di 
carico (containers, pallets, roll, lift ecc.) tende a "saltare" i 
porti. Lo stesso effetto per le rinfuse hanno le condotte, comprese 
le solid pipelines ;
(c) la scarsità di spazio favorisce il decentramento industriale nelle 
zone dell'entroterra.
Sempre nei paesi sviluppati, si osserva una riconversione e riqua­
lificazione degli impianti industriali portuali, che tende a interessa 
re una vasta zona a cavallo della costa, tra la piattaforma continentale 
(offshore) e 1'entroterra prossimo. Vallega (1980b, 1982, 1983) con- 
cettualizza in termini sistemici questo nuovo tipo di organizzazione 
economica costiera, definendo la tipologia della "regione marittima 
litoranea".
Secondo Vigarié (1981, 1982) si profila oggi una nuova generazione 
di MIDA's orientate verso la lavorazione di semi-prodotti provenienti 
da Nuovi Paesi Industriali (NIC) in contesti tecnologici innovativi 
e quindi con forti interdipendenze con il terziario avanzato e l'econo 
mia urbana in genere (Takel 1981)'. Secondo Vallega (1982) sarà la 
domanda derivante dalle trasformazioni portuali stesse (offshore, 
nuove installazioni nei NIC) a stimolare lo sviluppo dell'engineering 
e di particolari specializzazioni produttive. Questi processi tenderan 
no ad interessare le regioni portuali già oggi più sviluppate, mentre 
le grandi localizzazioni monofunzionali delle regioni periferiche 
hanno poche prospettive di riconversione senza un parallelo sviluppo 
degli entroterra vicini. Ma questo è a sua volta condizionato dal^  
l'integrazione (in gran parte da realizzare) tra trasporti
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marittimi e terrestri e da una evoluzione multifunzionale degli im­
pianti portuali stessi.
2.3. L'industrializzazione periferica diffusa
A scala infranazionale e regionale i rapporti tra industria ì 
localizzazione sono oggi condizionati ( prima che da trasformazioni 
tecnologiche, dai mutamenti strutturali nel sistema delle imprese ; 
in particolare dal crescente distacco tra l'amniezza geografica dell i 
scelte localizzati ve delle grandi imprese e quella delle piccole 
medie imprese,che conservano orizzonti regionali o semplicemente loc - 
lì(ciò che non esclude forme di integrazione tra i due tipi dì impre;e).
Le grandi imprese conservano localizzazioni centrali, dove sviluppano attivi 1 
d'ufficio e terziarie avanzate. Queste localizzazioni, cerne quelle delle unità s - 
conciarie decentrate, per quanto riguarda le corrunicazicni e i trasporti seguano princ - 
palmente modelli derivati dalla teoria dell 'informazione (Pred, 1971, Hamilton, 197M, 
Borlengjni( 1963) di cui si parlerà nel successivo paragrafo dedicato alla localizzazio ■ 
terziaria.
Le piccole-medie imprese,oltre che in posizioni "centrali" (urbai e 
e suburbane) interstiziali, presentano un particolare orientamento 
verso zone e regioni periferiche, dove di regola utilizzano condizioi i 
complesse di minor costo dei "fattori" (Gachelin, 1977, Massey e
Meegan, 1978; Garofoli (ed.), 1978, Garofoli, 1982, Garofoli 
et al., 1983, Laborie, 1979, Keeble, 1980) . Questo tipo di loc - 
lizzazione si allontana anch'essa dal modello weberiano, mentre può es .e 
re analizzata a mezzo delle curve dei costi localizzativi di Smith. P r  
quanto riguarda 1 ' infrastruttura dei trasporti, essa sembra agire co.ne 
un semplice vincolo di soglia, al di sotto del quale (come per altre cori 
dizioni territoriali, per esempio, il popolamento) vengono meno le condi­
zioni minime della diffusione industriale (Dematteis,1983).Queste soglie 
minime sembrano essere garantite da un normale sviluppo della rete via- ìa 
essendo assolutamente preminente il peso del trasporto su gomma, con .e 
sue possibilità di integrazione intermodale.Oltre un certo livello li
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sviluppo industriale diffuso (raggiunto, per esempio, in certe parti 
del Veneto e dell'Emilia), la rete esistente tende a trasformarsi non 
solo in termini di un aumento della capacità, ma anche di crescente con 
nettività e di gerarchizzazione dei flussi, corrispondenti a una nuova 
gerarchia dei centri, come stadio avanzato dell'industrializzazione pe 
riferica (Dematteis, 1983).
Le reti dei flussi e quindi presumibilmente la domanda di traspor­
to variano in funzione delle tipologie delle aree di industrializzazio
ne periferica, che Garofcli (1981, 1983) distingue in
(a) aree di specializzazione produttiva, (b) sistemi produttivi locali, 
(c) aree-sistema. Il tipo (a) presenta una struttura orizzontale in 
cui molte piccole imprese impegnate nello stesso tipo di produzione 
e poco o nulla integrate tra loro generano essenzialmente domanda 
di trasporto orientata verso l'esterno dell’area. Negli altri due 
tipi invece cresce l'integrazione funzionale tra le imprese con svilup 
po di rapporti interni verticali di subfornitura e crescente divisione 
del lavoro,che genera consistenti flussi di trasporto interni all'area. 
Inoltre queste tipologie - specie la (c) - assicurano un processo 
di sviluppo "autocentrico"^ da cui deriva uno sviluppo locale più inten 
so e più stabile nel tempo, tale da giustificare rilevanti investimen­
ti in infrastrutture. Tra le diseconomie che possono minacciare lo 
sviluppo di questi sistemi produttivi locali si annovera infatti 
l'insufficienza delle comunicazioni e la difficoltà dei trasporti 
(Garofoli, 1983).
Il rapporto tra infrastruttura delle comunicazioni e sviluppo 
industriale periferico va anche tenuto presente per quanto riguarda la 
politica di sviluppo di aree come quelle marginali del Mezzogiorno. Il 
fatto che il processo di diffusione industriale non si sia avuto se ncn 
in poche aree del "nord del Mezzogiorno", benché in molte altre parti 
(per esempio, Sicilia) fossero presenti le condizioni di soglia minima 
nella rete delle comunicazioni, dimostra come quest'ultima non sia una 
condizione sufficiente e come quindi, specie in queste aree, sia poco 
giustificata una politica di grandi infrastrutture se non coordinata 
con una programmazione degli investimenti industriali, che è sovente 
mancata (Conti, 1982).
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3. LA LOCALIZZAZIONE TERZIARIA. ASPETTI TEORICI
3.1. Il modello delle località centrali
Il modello delle località centrali dopo la prima enunciazione da par­
te di Christaller (1933) e l'analoga elaborazione di Losch (1940) ha a- 
vuto, specialmente tra la fine degli anni '50 e l'inizio dei '70, svilujo 
pi teorico-metodologici e applicativi, testimoniati da cospicue rassegne 
bibliografiche (Berry e Pred, 1951, 1965, Andrews, 1970, Claval, 1973) . T<a 
li sviluppi hanno riguardato sia gli aspetti funzionali del modello,e in 
particolare la sua struttura gerarchica,sia quelli geometrici attinenti al^  
la sua struttura spaziale.Per quanto concerne il dominio della teoria es_i 
stono due tendenze principali: uno che lo identifica con la localizzazio­
ne e la distribuzione delle attività commerciali e di servizio in genere, 
e un'altra che lo estende alla geografia dell'insediamento umano e delle 
reti urbane in particolare. Questo secondo aspetto verrà ripreso nel 
paragrafo 5. Qui verranno esaminate le implicazioni relative alla localizzazio 
ne delle attività terziarie. Si darà per nota la struttura complessiva 
del modello e ci si limiterà a mettere in evidenza quanto può riguardare 
il rapporto trasporti-localizzazione.
Nella sua formulazione classica (Christaller, 1933, Carter, 1981) il 
modello prevede, a partire da condizioni di omogeneità e isotropia 
spaziale, la formazione di una rete gerarchicizzata di flussi di 
consumatori-fruitori rappresentabile con un grafo ad albero (o a fore­
sta), il quale tende a senplificarsi nel caso in cui il sistema invece 
di seguire il principio del mercato (coefficente di ramificazione k=3), 
si sviluppa secondo il principio del trasporto (k=4), che massimizza 
il numero di centri di ordine inferiore attraversati dalla linea che
:ongiunge due centri di ordine superiore .
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Poiché il modello prescinde dalla localizzazione delle attività pro­
duttive che non siano rivolte al mercato locale, esso non dice nulla cir 
ca i flussi di merci che riforniscono i punti di vendita al dettaglio.
Esso si può tuttavia applicare alla distribuzione all1 ingrosso. In questo 
caso la rete dei flussi di merci va sostituita a quella degli spostamenti 
dei consumatori, mentre il movimento avviene in senso inverso: dai centri 
di ordine superiore a quelli di ordine inferiore.
Gli sviluppi successivi della teoria hanno parzialmente invalidato 
questo schema sotto diversi aspetti :
A. attrazione nodale e arteriale. Definendo la capacità dell'offerta 
di una località centrale in termini di soglia (Berry e Garrison,1958), 
cioè come volume di vendite minimo per una gestione economicamente conve­
niente del servizio, l'equivalenza tra soglia e portata (= raggio del­
l'area di mercato e quindi volume della domanda potenziale)di venta una 
condizione necessaria solo nel caso particolare di una domanda distribui­
ta nell' "area complementare" della località centrale. Nei casi in cui 
una domanda con residenza non determinata sia presente come semplice 
flusso (generato da cause varie: lavoro, turismo, acquisti di rango diver 
so ecc.) lungo certi percorsi, tali percorsi (arterie) e le loro principa 
li intersezioni (nodi) diventano localizzazioni centrali in quanto capaci 
di soddisfare soglie corrispondenti a certi livelli di centralità ;
B. distribuzione non omogenea della domanda (densità variabili) e aniso­
tropia dei trasporti. Introducendo queste due condizioni più realistiche, 
specie per quanto riguarda le zone di transizione dalle aree urbane cen­
trali a quelle rurali, possono essere previste e misurate le reti di 
centri e di flussi diverse da quelle previste dal modello classico, la 
cui geometria subisce trasformazioni conseguenti (Isard, 1956, Berry,
1 9t 7 t bacey e I,ungi1962, Dacey , I 964) ;
c. comportamento della domanda. Si è ragionevolmente ipotizzato che 
il comportamento dei consumatori per motivi di percezione dell'ambiente, 
di cultura, di reddito ecc. si discosti dagli assiomi di razionalità 
elementare del modello classico (Golledge e Brown, 1967, Davies( 1969,
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Rushton, 1969, Golledge, 1970).In particolare la tendenza a minimizzare 
gli spostamenti (cioè la rigidità della domanda in funzione della distari 
za da percorrere calcolata in km, tempo o costo monetario) può essere 
considerata soltanto un caso limite o comunque particolare (e nelle aree 
urbanizzate neppure molto frequente) di comportamento legato all'acqui­
sto di beni di prima necessità da parte di classi di reddito poco elevato 
in condizioni di costi del trasporto relativamente alti (Berry,1971). Di 
conseguenza nelle regioni sviluppate e ad alta densità di popolamento,dal 
grafo dei flussi ad albero, si passa a grafi con più elevati indici di coin 
nettività;
D. comportamento dell'offerta. Si è rimproverata a Christaller e a 
Losch l'assunzione di condizioni di concorrenzialità perfetta, quando già da 
tempo gli economisti avevano elaborato una teoria dell'oligopolio, assai
più vicina alle reali condizioni della concorrenza nello spazio (Curry,
1969, Parr e Denike( 1970). Partendo da tali premesse più realistiche 
è possibile tra l'altro prevedere fenomeni di agglomerazione, risultanti 
anche dalla preferenza dei consumatori per le maggiori possibilità di 
scelta e per gli spostamenti a scopi multipli. Ciò modifica la rete dei
centri, portando alla scomparsa di livelli inferiori o intermedi a vari 
taggio di una concentrazione dei servizi nelle località centrali di o£ 
dine superiore (Rushton, 1971). Di conseguenza la rete dei flussi subi 
sce anch'essa effetti di polarizzazione, che a loro volta accentuano 
gli effetti di arterialità. Effetti analoghi sono previsti da Hoover 
(1970) come conseguenza di una riduzione dei costi di trasporto nelle 
economie avanzate;
E. riformulazioni probabilistiche e livelli gerarchici. Partendo da 
assunzioni relative alla periodicità e alla frequenza degli acquisti 
e degli spostamenti, Curry (1962, 1967) sviluppa un modello probabili­
stico che p<\ vede un., uistribuzione dimensionale delle località centrali 
continua e non pe: livelli gerarchici fissi. Ciò rafforza gli argomenti
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già da tempo sostenuti da Beckmann (1958), Beckmann e McPherson (1970).A ccn 
clusioni analoghe perviene Woldenberg (1968) considerando le possibili com 
binazioni spaziali di differenti sistemi gerarchici di offerta.Più recen 
temente Parr (1978) generalizza il modello di Christaller rendendolo compati 
le con un coefficiente di ramificazione (k) che varia a seconda dei li 
velli gerarchici.
In conclusione gli sviluppi recenti del modello, per quanto ri­
guarda le sue implicazioni con i trasporti, si discostano dalla primiti­
va formulazione meccanicistica e semplificatrice sotto due aspetti prin 
cipali: (a) l'indebolimento del fattore distanza (fisica ed anche eco­
nomica) tra residenza della domanda e luoghi centrali e quindi la strut­
tura non necessariamente gerarchica dei flussi, 1 'arterialità e la nodar- 
lità; (b) la formazione di una domanda di trasporto polarizzata,determi­
nata autonomamente dalla localizzazione dell'offerta di beni e servizi 
centrali (indipendentemente dalla distribuzione della loro domanda),co 
me conseguenza di tendenze agglomerative delle unità di servizio; (c) 
la tendenza alla specializzazione locale (complementarità tra località 
centrali) col crescere dello sviluppo economico e della densità della 
popolazione; conseguente passaggio da una rete dendritica a una rete 
interconnessa.
3.2 Modelli derivati dalla teoria dell'informazione
Le attività terziarie che si rivolgono alle imprese e le attivi­
tà d'ufficio interne alle imprese stesse possono essere in gran parte 
ricondotte a operazioni su flussi d'informazione (Daniels, 1975) e que 
sto può anche essere assunto come criterio generale della loro localiz 
zazione funzionale.
Le problematiche affrontate e i modelli proposti riguardano:
1) rapporti tra organizzazione funzionale della grande impresa,control^ 
lo, divisibilità interna, localizzazione concentrata o decentrata, 
sviluppo regionale (Pred,1973,Westaway,1974a,1974b, Thorngren 1970);
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2) divisibilità e indivisibilità esterne tra i gruppi di servizi condizio
nate dai sistemi di "contatti" reciproci (Tornqvist(1970 , 1973*
Goddard,1973 , 1975);
3) rapporti tra localizzazione del terziario superiore e avanzato, am­
biente urbano e innovazione (Thorngren,1970,Westaway,1974a, 1974b) . 
Questi modelli prevedono anch'essi strutture territoriali gerarchiciz
zate, che però, a differenza del modello delle località centrali, sono 
solo in parte determinate dalla distribuzione geografica della domanda 
e dai patterns dell'accessibilità. I livelli di centralità derivano qui 
invece prevalentemente dalla divisione del lavoro all'interno delle gran­
di imprese multilocalizzate oppure dalle interdipendenze funzionali che 
si stabiliscono tra imprese minori agglomerate.
Il modello di Thorngren (1970) mette in evidenza come il
livello superiore dell'elaborazione dell'informazione ("orientamento") 
corri spendente ai centri di decisione e di innovazione delle imprese prin­
cipali, sia strettamente associato a condizioni ambientali di elevata 
interazione sociale, produzione di valori (ideologia) e di conoscenze 
scientifiche di base, tipiche delle grandi metropoli. Passando ai livelli 
successivi (planning, mercato, routine) tali vincoli localizzativi si 
allentano progressivamente, fin ad arrivare a una tendenziale ubiquitarie 
tà delle unità del livello più basso. Queste ultime presentano inlatti 
deboli rapporti con l'ambiente locale, mentre dipendono da collegamenti 
con le unità di livello superiore( riducibili a flussi di inlormazioni
codificate.
In generale il grado del decentramento delle varie unità - quindi 
il grado di indipendenza dei sistemi esistenti di località centrali - 
dipende dalla misura in cui gli spostamenti fisici (di documenti e di 
persone) sono sostituiti! li con le telecomunicazioni, specie s< combinate 
con mezzi di gestione informatica (telematica). Prescindendo dall'inerzia 
delle localizzazioni storiche attuali, si delineano quindi due sistemi 
di localizzazione terziaria: quello delle attività rivolte ai consumi
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familiari e sociali e quello delle attività d'ufficio e in generale di 
servizi per le imprese. Tali sistemi tenderebbero a coincidere solo ai 
livelli superiori delle rispettive gerarchie e ciò avverrebbe in corri­
spondenza con i livelli più elevati della gerarchia urbana, che a loro 
volta ne sarebbero fortemente caratterizzati.
In base a questi modelli la localizzazione (e rilocalizzazione) del 
terziario d'impresa genera una domanda di telecomunicazioni elevata gerar 
chicizzata e relativamente diffusa sul territorio. Invece la domanda 
di trasporto tende a differenziarsi notevolmente passando ai livelli 
inferiori, in cui prevale quella legata all'accessibilità della forza- 
lavoro ai livelli superiori, dove, accanto a questo tipo di domanda, 
assume importanza particolare quella derivante dalla necessità di contat­
ti face-to-face a scala urbana e soprattutto interurbana (>e intemazionale). 
L'offerta di trasporto corrispondente a questi ultimi livelli di terziarizzazione 
dovrà assumere caratteristiche qualitative particolari, legate soprattut­
to alla velocità e al comfort degli spostamenti (metropolitane, treni 
a grandi velocità, aereo).
Nello stesso tempo è ipotizzabile una forte domanda di localizzazione 
terziaria superiore nelle aree dove tali infrastrutture già esistono, 
ciò che^specie nella situazione italiana attuale^pone problemi di soglia.
Per quanto riguarda la previsione dei pattern di decentramento subur­
bano degli uffici in funzione della domanda di trasporto pendolare Da­
niels (1975, p. 215 e segg.) propone il modello:
j sede di uffici,rappresenta gli spostaménti in partenza dalla locali
nente x va stimato localmente in relazione alle condizioni del trasporto, 
Ci è la competizione tra le j nell 'attrarre spostamenti dalle i, così
( 2 1 )
dove AT\ è il totale degli spostamenti pendolari attratti dalla località
calcolata :
61
C
i
n u 
i (— -— )
t X
j = l ij
(22)
Applicando il modello prima alla distribuzione attuale delle attivi, 
tà d'ufficio e poi a quella prevista in relazione alle varie capacità 
D , si ottiene per differenza il potenziale di pendolarità di ogni zona, 
che permette di stimare la domanda aggiuntiva di trasporto ai fini di 
ridistribuirne l'offerta, oppure di adeguare la futura localizzazione 
degli uffici alle esistenti capacità del trasporto.
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4. TRASPORTI E LOCALIZZAZIONE DEL TERZIARIO. ANALISI EMPIRICHE 
4.1 Attività terziarie rivolte a consumi finali e collettivi
A scala nazionale e regionale la rete distributiva al dettaglio e 
dei servizi para-commerciali non presenta attualmente in Italia tenden­
za alla ridistribuzione geografica né sviluppi specifici (distinti per 
esempio dallo sviluppo turistico) a cui possa essere associata una va­
riazione rilevante nella domanda di trasporto e nel disegno complessivo 
della rete.
Se si esclude un certo ìnfittimento delle maglie delle località ceri 
trali nelle regioni rurali (specialmente nel Mezzogiorno), avvenuto priri 
cipalmente tra gli anni '60 e i primi anni '70, gli studi sulle aree 
di gravitazione commerciale e sui sistemi di località centrali in Ita­
lia (Tagliacarne, 1968, Mainardi, 1968, Mori e Cori, 1969, Landini,1973) 
rivelano una sostanziale stabilità delle reti a questa scala.
Tendenze verso una ristrutturazione sono invece tuttora in corso 
nella rete della distribuzione all'ingrosso italiana secondo le linee 
già seguite dagli altri paesi europei industrializzati (Davies, 1977, 
Beaujeu-Garnier e Delobez, 1981). Mancano però nella letteratura geogra 
fica studi specifici al riguardo.
Alla scala urbana e comprensoriale si possono mettere in evidenza 
alcune interazioni tra localizzazione commerciale al dettaglio, flussi 
di traffico e struttura delle reti viarie. Una prima tendenza riguarda 
la localizzazione suburbana della grande distribuzione (centri commer­
ciali, ipermercati, cash and carry ecc.). La geografia di questo fenom£ 
no, che in Italia è ancora limitato, anche se destinato a svilupparsi,è 
stata studiata dettagliatamente da Coquery (1978) per la Francia.il ra£ 
porto di questo tipo di localizzazioni con i trasporti è molto stretto, 
in quanto è la posizione arteriale e nodale che nelle zone suburbane a£
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sicura livelli di soglia e di centralità potenziale analoghi a quelli 
delle posizioni centrali intraurbane tradizionali, mentre il prezzo un£ 
tario del suolo, dell'ordine di dieci volte inferiore, permette dimen­
sioni (superfici di vendita) che consentono livelli di produttività a- 
ziendale maggiori, quindi ricarichi minori, prezzi scontati, ampliamen­
to della portata e dell'attrazione. Nel caso di commerci richiedenti 
grandi superfici di esposizione (mobili, auto, camping ecc.) effetti a_t 
trattivi analoghi derivano dalla semplice riduzione dell’incidenza del­
la rendita urbana sui costi unitari.
L'insediamento suburbano del grande dettaglio despecializzato o mul. 
tispecializzato genera poi esternalità rilevanti che si traducono in iri 
crementi del valore dei terreni circostanti, destinabili ad edilizia re 
sidenziale o ad altri usi terziari. Questi effetti sono facilmente pre­
vedibili e la rendita capitalizzata corrispondente entra normalmente nel 
bilancio di queste operazioni, che risultano quindi di regola dall'in­
tervento misto di capitale commerciale e immobiliare (talvolta il primo 
in funzione del secondo).
Queste pratiche vanno tenute presenti in una politica delle infra­
strutture di trasporto sotto due aspetti:
(a) per il carico aggiuntivo di traffico locale che esse generano lungo 
canali tangenziali o radiali progettati per un traffico di attrave£ 
samento o di penetrazione;
(b) per la loro capacità di orientamento sui flussi di traffico che, at 
traverso il controllo della localizzazione commerciale, possono es­
sere utilizzati per ristrutturare e razionalizzare le reti (per e- 
sempio ridurre l'eccesso di polarizzazione urbana attivando fuochi 
o poli secondari suburbani).
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Un caso particolare è quello delle zone di diffusione urbana (o rur 
urbane) a partire da reti urbane multipolari, quale si presenta in Ita­
lia ad esempio nella zona pedemontana del Piemonte settentrionale, del 
Veneto, del Friuli e dell'Emilia-Romagna, in molte parti della costa a- 
driatica, nel Valdarno ecc.. In queste condizioni territoriali 1 grandi 
insediamenti commerciali suburbani possono dar luogo a località centra­
li di livello superiore a quello dei centri urbani circostanti, attivan 
do cioè nei confronti di un intero sistema urbano sub-regionale le fun­
zioni di ordine superiore che altrove sono proprie dei centri metropoli, 
tani e riducendo i flussi di consumatori verso questi ultimi. Ciò può a 
vere un effetto di riequilibrio territoriale (Polis, 1974), che giusti- 
fica interventi volti ad adattare la rete comprensoriale dei flussi al­
le mutate condizioni locali della domanda di trasporto.
Problemi analoghi si presentano nella localizzazione commerciale di 
grandi unità o di aggregati di piccole unità a scala intra-urbana. Qui 
la continuità delle superfici edificate, e dello stesso uso terziario 
del suolo, maschera sovente una forte differenziazione di livelli gerar; 
chici e funzionali anche all'interno di quelle che vengono comunemente 
considerate "zone commerciali" (Garner, 1966, Bonetti, 1967, 1975). Ba­
sandosi sui livelli di centralità dei servizi e sulle dimensioni dell'of 
ferta è possibile tracciare delle sezioni longitudinali della centrali­
tà intraurbana lungo determinate arterie (Deraatteis, 1966). Queste ana­
lisi trovano applicazione in problemi di generazione di traffico,di pe­
donalizzazione e di selezione—separazione dei diversi tipi di flussi.
Infine vanno segnalate le analisi rivolte ad applicare il modello del^  
le località centrali alla localizzazione dei servizi pubblici,definendo 
la "soglia" dei servizi in termini di costi per abitante servito e con­
temperando questo criterio di efficienza con criteri di equi-accessibi- 
lità (Smith, 1977, Bailly, 1982, Vagaggini, 1982a, Conti, 1983).
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Su analoghi principi si è basato lo studio sull'assetto dei servizi 
in Piemonte (Polis 1974, Dematteis e Gambino, 1975), dove sono state anche 
studiate le conseguenze sulla rete dei trasporti delle trasformazioni 
proposte nella localizzazione dei servizi a partire da certi obiettivi 
di equidistribuzione, nonché il contributo che una diversa localizzazione 
dei servizi poteva dare all'obiettivo di ridurre l'eccessiva polarizza­
zione dei flussi sulla capitale regionale.
Altri due studi empirici di questo tipo, condotti a scala urbana (Pian 
ta, 1980) e regionale (Conti et al, 1981. Conti, 1983) utilizzano l'anali­
si delle componenti principali per classificare le unità territoriali di 
base (zone statistiche urbane, ULS regionali), a partire da un elevato nu­
mero di variabili (rispettivamente 24 e 55). In entrambe le indagini le va 
riabili trasporti, accessibilità, centralità/perifericità entrano nell'in 
terpretazione delle componenti principali, rivelandosi quindi come variabili 
strumentali per una equidistribuzione territoriale dei servizi e degli ef­
fetti di benessere connessi.
4 -2 Terziario d'impresa e uffici
Dalle analisi empìriche emergono diverse tematiche:
(a) condizioni dei trasporti come fattori di localizzazione e di de­
centramento ;
lb) trasformazione dei flussi in seguito a nuove localizzazioni o 
alla terziarizzazione di vecchi centri industriali;
le) sostituibilità degli spostamenti materiali con le telecomunicazio 
ni;
id) decongestionamento delle aree urbane centrali (CBD) con interventi di 
ricentralizzazione periferica.
Tutti questi problemi si pongono, sovente con modalità diverse, sia 
a livello sub-regionale che a quel Lo interregionale.
Le condizioni locali dei trasporti e delle comunicazioni mostrano 
di avere un peso decisivo nelle scelte di ri localizzazione di unità 
che si spostano da aree centrali (Goddard e Morris, 1976, Daniels
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1982). Se il decentramento non supera il raggio comprensoriale, sono 
particolarmente importanti i collegamenti con l'area di provenienza, 
specie se vi permane la sede principale dell'impresa (Alexander,1979).
L'analisi della distribuzione geografica delle nuove unità terzia 
rie in zone suburbane rivela una forte correlazione con le posizioni 
arteriali e nodali, che Daniels (1982) interpreta in termini 
interattivi, specie là dove è prevalente il mezzo di trasporto priva­
to. Secondo Alexander (1979) sarebbe piuttosto la localizzazio­
ne terziaria a trasformare la struttura del trasporto, che non il 
contrario. Ciò sembra provato dal fatto che, mentre nelle localizza­
zioni centrali tradizionali (CBD) prevale l'accessibilità tramite 
trasporti collettivi, questi ultimi, la cui rete è più difficilmente 
rimodellabile, hanno sovente un ruolo secondario nelle nuove localiz­
zazioni suburbane, dove invece, in relazione ai nuovi insediamenti, 
si sviluppano poi le infrastrutture connesse con il trasporto privato (per 
esempio, i parcheggi) (Daniels, 1972, 1973, .1975, 1982, Andrioli, Renssen, Slob, 
1979). Ciò avviene anche nei casi di centri pianificati, intra-urbani, 
come la Part-Dieu a Lione (Bonnet, 1976), dove in origine era stato 
assegnato un ruolo preminente al trasporto pubblico. Tuttavia, come 
osserva ancora Daniels (1973) una scelta opportuna delle nuove loca­
lizzazioni suburbane può permettere un più efficiente utilizzo della 
rete dei trasporti pubblici esistenti. Se ciò non avviene è perchè le 
imprese in assenza di un'azione di programmazione pubblica efficace si 
adattano all’offerta di suoli ed edifici esistenti al momento, accon­
tentandosi di soluzioni sub-ottimali.
Quando il decentramento avviene a scala regionale o interregiona­
le (cioè fuori dei bacini di pendolarità della sede madre), occorre 
distinguere tra i flussi .li pendolari la del personale e quelli genera­
ti dai contatti con operatori esterni o con altre unità di una stessa 
impresa multilocalizzata. Secondo le analisi di Alexander (1979;, 
la possibilità di conservare contatti di questo tipo occupa 
il primo posto tra i fattori condizionanti le scelte localizzati ve. 
Ciò è anche provato dalla correlazione negativa tra il raggio del 
decentramento e la quantità dei contatti richiesti, messa in evidenza
68
da Goddard e Morris (1976). Questi autori osservano però che a una pri 
ma fase,in cui le unità cercano di mantenere la rete dei contatti 
originari (con un aumento quindi nella lunghezza degli sposta­
menti ), segue una fase di riduzione dei contatti esterni, molti dei 
quali non necessari o sostituibili con altre forme di comunicazione. 
Secondo Daniels (1982) ci sarebbe inoltre un certo adattamento 
all ambiente,per cui certi contatti con l'area d'origine verrebbero 
sostituiti con contatti a raggio locale.
A scala interregionale le carenze di connettività della rete e 
di collegamenti diretti con l'estero sono i fatti più fortemente li­
mitanti per la localizzazione di queste attività nei centri "provin­
ciali . Ciò è particolarmente sentito in situazioni fortemente radio­
centriche, come quella francese (Association Bureaux Provinces, 1976).
Per quanto riguarda i cambiamenti nei flussi pendolari per lavo­
ro, conseguenti alla rilocalizzazione periferica degli uffici, un'in­
dagine di Daniels (1973) sull'area londinese mostra come i tempi di 
pendolarità tendono a diminuire nelle nuove sedi suburbane, specie 
se esse sono situate in quartieri residenziali con prevalenza di clas 
si medie. Tale condizione può anche funzionare come fattore di attra­
zione per attività d'ufficio, orientandone il decentramento, come 
sembra ad esempio sia avvenuto a Torino (Dematteis, Di Meglio, Ema­
nuel 1978).
Le nuove localizzazioni o ri locaiizzazioni fuori delle regioni 
metropolitane, specie se in città piccole o medie, sono invece di 
regola associate a tempi di pendolarità relativamente elevati, in 
quanto in queste zone l'offerta di lavoro terziario è più dispersa 
e le occasioni d'impegno terziario più ridotte.
La p o s s i b i l i t à  d i  s o s t i t u i r e  s p o s t a m e n t i  f i s i c i  con  t e l e c o m u n i c u -
■loni  h a  d u e  p r i n c i p a l i  c o n s e g u e n z e  s u l  problema trattato: q u e l l a  
di ridurre il traffico generato da queste unità e quella di favorirne 
l a  dispersione, riducendo così anche la pendolarità per lavoro.
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Dal punto di vista tecnico la maggior parte degli attuali contat­
ti esterni face-to-face richiesti dalle unità d'ufiicio e di servizio 
per le imprese sono eliminabili con mezzi di comunicazione che non 
implicano spostamenti nè di persone nè di documenti (cioè, oltre alle 
normali telecomunicazioni, terminali di calcolatori, videophone, vi — 
deoconferencing, sistemi viewdata interattivi ecc. ( ).In base ad anali, 
si empiriche sui motivi degli spostamenti Goddard e Morris (1976) 
valutavano che il 70% degli spostamenti generati attualmente dalle 
unità d'ufficio a localizzazione periferica potesse essere così elimi 
nato.
Come osserva Alexander (1979), fattori d ’ordine psicologi­
co e culturale fanno sì che la predetta tendenza alla sostituzione 
sia tuttora (e rimanga ancora nel medio periodo) molto più lenta di 
quanto ci si potrebbe attendere dal punto di vista delle possibilità 
tecniche e della stessa efficienza economica. L'esigenza di contatti 
face—to—face rimane il principale fattore limitante il decentramento 
di queste attività, specie per localizzazioni poste fuori delle gran­
di aree urbane e metropolitane.
Secondo alcuni autori (Thorngren, 1970, Pred,1977) lo sviluppo
delle nuove tecnologie telematiche, basandosi su un'infrastruttura 
(in senso lato) e su condizioni generali presenti soprattutto nelle 
grandi concentrazioni terziarie e di uffici già esistenti, potrà ave­
re l'effetto di aumentare l'accentramento invece che la dispersione, 
almeno a scala sovra-regionale (cfr.: anche Pare, 1974, Bakis, 1975) . Per 
quanto riguarda i servizi e le attività terziarie di livello superiore 
questo sembra essere il caso dell'Italia (Borlenghi,19«3) , mentre sem- 
ora invece esserci una reale diffusione per i servizi di livello intet 
medio, specie quelli associati al recente sviluppo industriale perife­
rico. Mancano però ricerche conclusive su questo punto.
Per quanto riguarda il decongestionamenti, dei nuclei urbani, anz| 
si osserva che esso avviene già spontaneamente, ma solo pet li- 
attività terziarie di livello medio e superiore o per quelle associate
(*) Si vedano gli studi del Communication Studies Group, Joint Unit for Planning 
Research, University College, Londra e il rapporto di V.Z. James, J.N. Marshall e 
N.S. Waters: "Telecommiinications and office location” (mimeo) , Centre for Urfoan 
and Regional Developmerìt studies, University of Newcastle on Tyme.
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3 trasporti pesanti e a Torte consumo di spazio, mentre cresce 
ia domanda di spazio centrale per funzioni di ordine superiore. Su 
tale domanda la congestione e il costo degli spazi centrali ha un 
peso irrilevante (Daniels, 1982).
Le politiche di decongestionamento sono quindi generalmente effi­
caci per quanto riguarda l'orientamento e la razionalizzazione del 
decentramento dei livelli inferiori e medi, che sarebbero comunque 
espulsi o respinti dai costi crescenti della localizzazione più cen­
trale. La rilocalizzazione delle attività superiori, capaci di trarre 
comunque vantaggi dai livelli di centralità elevati, si presenta più 
problematica, anche nei casi di rilocalizzazioni a breve raggio. Fat­
tore decisivo sarebbe infatti la possibilità di poter fruire in posi­
zioni periferiche di livelli di centralità comparabili con quelli 
del CBD storico, ma tali condizioni di regola non sono presenti nelle 
zone periferiche o suburbane e vanno perciò prodotte attraverso opera 
zioni di ricentralizzazione, che comportano una difficile concomitan 
za nel tempo e nello spazio di grandi investimenti privati e pubblici 
in immobili e infrastrutture. Assieme a parziali successi (per esem 
pio, la Part Dieu a Lione, Croydon a Londra, EUR a Roma eccjsi annoverano 
anche insuccessi (p. es. la Defense a Parigi) e più sovente si consta 
ta l'incapacità delle Amministrazioni Pubbliche di progettare e ge­
stire operazioni di questa dimensione., benché la loro utilità socia­
le sia largamente dimostrata (Daniels, 1975) . In assenza di
interventi di questo tipo si ha l'espansione a macchia d'olio del 
CBD, attraverso operazioni puntuali di "rinnovo urbano" (demolizioni, 
ristrutturazioni pesanti), in condizioni di congestione crescente, 
come largamente documentato in tutti gli studi di geografia urbana 
descrittiva.
Uno sc h e m a  di analisi f i n a l i z z a t o  a operazioni di ricentrai izza- 
ione s u b u r b a n a  (Demat t e is  e E m a n u e l , 19 8 0 )  comprende: ( a )  la disag­
gregazione-ri aggregazione delle attività a partire dalle classifica­
zioni censuarie ISTAT ( e  altre eventuali fonti o rilevazioni dirette 
locali) a seconda delle loro caratteristiche funzionali corrisponden 
t i  a diverse condizioni o fattori localizzativi (comprese interazio-
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ni tra unità terziarie); (b) la definizione di tipologie localizza
tive funzionali derivate dall'analisi delle suddette corrispondenze,
(c) l'analisi degli effetti territoriali delle localizzazioni fun­
zionali suddette e delle soglie dimensionali minime; (d) la defini­
zione di tipologie localizzative progettuali derivate dall'incrocio 
di (b) e (c) e rispondenti al duplice requisito della funzionalità 
tecnico-economica e della capacità di produrre effetti di ricentra 
lizzazione periferica conformi agli obiettivi del piano. Nella ri 
cerca suddetta, orientata al PRG di Torino, la domanda e l'offerta 
di trasporto, considerata nelle sue varie forme, sia nelle condizio 
ni sia negli effetti localizzativi entra nella definizione di tutte 
le tipologie individuate. Per quanto riguarda il trasporto di perso 
ne (collettivo e privato), ha un peso massimo per le attività che 
comportano al tempo stesso forti flussi di pendolarità per lavoro e 
di utenza del servizio. Il trasporto di merci interviene nel definì 
re una tipologia articolata in due tipi di localizzazioni: (a) grari
di infrastrutture nodali" (scali ferroviari, centri intermodali, au 
totrasporti, mercati all'ingrosso ecc.) e (b) "nodi e assi" lungo 
le principali arterie suburbane per le unità che hanno al tempo 
stesso esigenze di spazio e dì trasporto stradale di merci (grossi- 
, corrieri ecc.)• Entrambe sono considerate strategiche sia per 
i]_ decongestionamento dell'area centrale urbana, sia per la forma 
zione di un sistema periferico multipolare interconnesso, su cui si 
basa il nuovo modello di organizzazione dello spazio a scala metro­
politano e comprensoriale, che soddisfa gli obiettivi del piano.
.’tí
■
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5. PATTERN LOCALIZZATIVI MULTISETTORIALI E TRASPORTI
5.1 L'interazione spaziale
Temi classici delle relazioni multisettoriali tra trasporti 
localizzazioni nell'ambito della geografia analitico-quantitativa 
sono l'interazione spaziale e i grafi. L'interazione spaziale, in 
particolare, come oggetto di teorizzazione è stata uno dei "cavalli 
di battaglia" della rivoluzione analitico-quantitativa ed è stata 
oggetto di revisioni significative. Meno avvincente è la storia del 
l'applicazione della teoria geometrica dei grafi all’analisi delle 
reti viarie, in quanto è approdata più rapidamente ad una sistema­
tizzazione pressoché definitiva. In questo paragrafo si esaminerà 
il primo argomento, lasciando il secondo al paragrafo che segue.
Lo studio dell'interazione spaziale ha seguito, per ì temi che 
qui ci interessano, due filoni principali. Il primo si è orientato 
verso la ricerca e teorizzazione delle basi del movimento delle mer 
ci. Il secondo è stato invece caratterizzato dalla formalizzazione 
matematica, attraverso modelli, delle relazioni spaziali, sia che 
si tratti di spostamento di persone, di trasporto di merci o di tra 
smissione di informazioni.
5.1.1 Le basi dell'interazione
In due articoli Ullman (1954, 1956) avanzò l'ipotesi che le basi 
dell'interazione nello studio geografico del movimento di merci fos 
sero tre: la complementarità, la struttura localizzativa delle op­
portunità e la trasferibilità. Questa tripartizione è stata ripresa 
e citata in pressoché tutti i manuali di geografia, denunciando co­
si una persistente attrattiva nell'ambiente geografico, ma non ha 
beneficiato di sostanziali approfondimenti se non nei recenti lavo-
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ri di Hay ( 1973).
Secondo Hay, il concetto di complementarità racchiude tre signi­
ficati differenti: latente, potenziale ed effettiva. Abbiamo compie 
mentarità latente guando tra due regioni esistono differenze nella 
ricchezza in risorse e nei sistemi politici e culturali; in queste 
condizioni vi è da attendersi che un vantaggio comparato possa deri 
vare nel breve periodo dalla specializzazione regionale e dallo <a-am 
bio. Vi è invece complementarità potenziale quando le capacità pro­
duttive in due regioni sono utilizzate in modo tale da produrre un 
surplus in una regione ed un deficit nell'altra. La complementarità 
 ^ infine effettiva quando in un sistema interregionale il surplus di 
una regione è realizzato specificamente per compensare il deficit di 
un altra. Hay ha tuttavia sottolineato i problemi di misurazione ccn 
nessi. Nel primo caso la complementarità potrebbe essere determina­
ta facendo ricorso ai costi relativi di produzione di più beni nel­
le due regioni; nel secondo alle importazioni ed esportazioni nette 
(eccesso di consumo sulla produzione e viceversa); nel terzo agli 
scambi commerciali realizzati tra le due regioni. Tuttavia le espor 
tazioni ed importazioni nette e gli scambi commerciali non sono va­
riabili indipendenti, in quanto dipendono già dal sistema interre­
gionale dei trasporti, e pertanto i surplus e deficit così determi­
nati non possono essere considerati a loro volta come cause dei tra 
sporti.
Non meno complesso è il concetto di trasferibilità. L'interpreta 
zione più corrente è quella secondo la quale il valore di una merce 
è una misura della trasferibilità. Haggett, Cliff e Frey (1977) so­
stengono ad esempio che il valore determina la capacità di una mer­
ce a sopportare alti costi di trasporto. Hay (1978) è tuttavia cri­
tico verso tale interpretazione sottolineando come anche questa ar-
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gomentazione sia circolare: una merce può sopportare alti costi di 
trasporto perché il suo prezzo è elevato oppure il suo prezzo è al­
to proprio perché deve sopportare tali costi? Hay (1978) è in effe_t 
ti in grado di dimostrare che la trasferibilità è indipendente dal 
valore della merce, ma è connessa invece alla posizione ed inclina­
zione delle curve della domanda e dell'offerta delle merci. Altre 
due interpretazioni del concetto di trasferibilità sono comunque pos 
sibili: la caratteristica della merce stessa (ad esempio, deperibi­
lità) e le caratteristiche della superficie terrestre (ambiente na­
turale e quadro edificato); entrambi questi aspetti producono diffe^ 
renze nella trasferibilità e concorrono nel determinare i costi di 
trasporto.
Il concetto di struttura localizzativa delle opportunità fa inf_i 
ne riferimento al numero di opportunità alternative e concorrenti 
che seperano due regioni. Ciò può essere interpretato in due modi: 
sotto l'aspetto dell'offerta il numero di domande alternative da 
soddisfare e sotto l'aspetto della domanda il numero di offerte al­
ternative a cui è possibile rivolgersi.
Sul piano formale, la rappresentazione matematica della teoria di 
Ullman-Hay si riduce ad una variante del modello gravitazionale,cori 
tenente i fattori di bilanciamento A^ e B_.; lo si vedrà nel seguito. 
Sotto l'aspetto della causalità, il ruolo chiave è svolto da una a- 
deguata spiegazione dell'inclinazione, forma e posizione delle cur­
ve della domanda e dell'offerta. Il contributo del geografo in que­
sto contesto interviene secondo Hay (1978), da un lato, nel riferi­
re le curve dell'offerta per merci specifiche alle risorse naturali, 
alla disponibilità e preparazione professionale della forza lavoro, 
alla struttura produttiva caratterizante la geografia dèlie singole 
regioni, e, dall'altro, nel ricondurre le curve della domanda agli
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aspetti culturali, al reddito, alla struttura in classi delle popo­
lazioni regionali. Hay (1978) propone pertanto, per spiegare i flus 
si di merci, lo schema logico rappresentato in fig. 1 0.
Figura 10
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5.1.2 II modello gravitazionale
Il secondo filone vanta una storia più lunga e travagliata. Se­
condo Olsson (1980), già nel diciannovesimo secolo Ravenstein aveva 
avanzato la tesi che l'interazione tra due località i e j fosse fun
77
zione positiva della dimensione P e P delle località e negativa
i 1
della distanza intercorrente. La precisa formalizzazione matematica 
è però altra questione e fu Stewart (1950) che notò interessanti pa 
rallelisrai con la legge di gravitazione dei corpi di Newton. Per a- 
nalogia egli derivò cosi la seguente espressione:
I = G [(P P ) d 1 j (23)
ij i ì ij
dove I è l'interazione tra le due località e G una costante da de
ij
terminare empiricamente. In forma teorica più generale, il modello 
poteva essere considerato come una variante della funzione lineare 
regressiva :
log [i (P P ) 1 ] = - 6 log d . (24)
L ij i j 0 1 i]
dove 3^ sta per log G e 3^  per esponente della distanza (uguale 
ad 1 nell'equazione (23)).
Se empiricamente fosse stato possibile rilevare per 3^  un param£
tro b costante il modello teorico sarebbe stato verificato ed a- 1
vrebbe potuto assurgere a "legge" dell'interazione spaziale.In reai 
té il parametro b^ di regressione si posizionò su valori prossimi a 
2 ed incostanti. Esso, in particolare, sembrava essere funzione in 
versa del tempo, della specializzazione dei fenomeni, dello status 
socio-economico dei soggetti in interazione e della dimensione del­
le località.
Il problema contro cui si imbattè a questo punto il modello gra­
vitazionale era duplice: il primo riguardava la coerenza interna,il 
secondo il ruolo della distanza al suo interno.
a) Il problema della coerenza. E' stato a lungo ignorato dai geogra 
fi, per quanto assai semplice (Senior, 1979). Se i termini di massa
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P. e P del modello sono sostituiti con il numero di movimenti ef- 
i 1
fettivamente originatisi in i (0 ) e terminanti in j (D ), il model
1 j ~
lo non assicura che £ 0 = I D = N = Z T , dove N è il numero to
t i j j ij ij ~
tale dei movimenti e T sono i movimenti aventi origine nella loca
ij ~
lità i e destinazione nella località j. Vi sarebbe poi un ulteriore 
e più grave problema, legato alla struttura moltiplicativa del mo­
dello: se per ipotesi si raddoppiassero gli 0 ed i D , intuitiva —
i j
mente ci attenderemmo che si raddoppi anche il numero N totale dei 
movimenti, mantenendo costanti G e b ; invece N si quadruplica. Co­
si, la struttura formale del modello è tale da renderlo inutilizza­
bile ai fini previsionali, in quanto esagera i cambiamenti nell'am­
montare dell'interazione.
I geografi hanno tuttavia ignorato il problema della coerenza in 
quanto hanno generalmente utilizzato, per i termini di massa, varia 
bili sostitutive degli effettivi 0 e D , ad essi solo proporzionai
i j “
mente connesse: ad esempio per determinare i flussi gravitazionali 
dei consumatori da centri di domanda a centri d'offerta, per i pri­
mi P^ può essere misurato ricorrendo al numero di abitanti, per i
secondi P agli addetti al commercio. Ovviamente P 4 0 , P 4 D e 
3 1 i j j
P 4 P  4 N. 
i 3
Le soluzioni solitamente adottate per superare il problema va­
riano a seconda del fenomeno rappresentato, ma seguono la stessa lo 
gica. Nel caso in cui i termini di massa 0 e D attraggono ma non
i j
fungono da vincolo, consentono cioè libertà di scelta relativamente 
alle origini e destinazioni, e debba essere rispettata la sola con­
dizione che E T = N, un opportuno modello esprimente l'interazio
ij ij -
ne tra 0, e D è il seguente:
T = K 0 D d 
ij i j ij (25)
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Ponendo infatti:
I T = N = K l O D d  (26)
ij ij ij i j ij
si ottiene un valore per K di:
K = N [ E 0 D d 1 (27)
lij i j ij
per cui il modello rappresentante l'interazione risulta essere:
Tij ~ N t°iDjdij
-il -fi - 1 ,(Z  OiDjd.j ) J.
i j
(28)
In modo analogo, se i viaggi che si originano in ogni zona i sono 
vincolanti - ad esempio sono noti i consumatori 0 che si muovono 
da ogni centro di domanda - ma sono libere le distribuzioni D_. , si 
sostituisce il fattore K con A e si ottiene:
ì
n  t - . 
—  ij °i = *  Ai°iDjdij
-B
- -fi ,-l
Ai = C E  Djdij  ^
j
Tij 55 °i CDjdij"fl Djdij’ f l ) _ 1 1 ■
(29)
(30)
(31)
Alternativamente, se sono vincolanti le destinazioni, si sostitui 
sce K con B e si ottiene:
j
- f i
i i
r -fi ,-l
B - [ E O j d u  ]
J i
Ti , ■ Dj [ °idu ' “ 1 E  0idu ” ‘ r ‘ 1 •
-11 - 1
(32)
(33)
(34)
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L'utilizzo geografico dei fattori A e B - definiti di bilancia
i j
mento - è più diffuso di quanto non appaia a prima vista. Ad esem—  
pio il modello probabilistico utilizzato nello studio sull'assetto 
dei servizi in Piemonte (Polis, 1974) determina l'interazione m
ij
tra ogni centro di domanda i ed ogni centro d'offerta j come pro­
dotto della domanda m^ di ogni centro di domanda per la probabilità 
Pij Che tale domanda si rivolga al centro d'offerta j. Ma la proba­
bilità p è determinata utilizzando una funzione della forma:
p. . = c . f (d. )'• [Z c f (d )] 1 
13 3 i) ‘i j ij J
(35)
che nel caso specifico risulta essere una variante più complessa,in
— fi — f i  — 1
quanto "gaussiana", della funzione D d [z D d 1
j ij j j ij
Un modello più completo, infine, recepisce vincoli sia relativa­
mente alle origini che alle destinazioni. In questo caso si ha:
I T  = 0  = Z A B 0 D d
j U  1 j i j i j ij (36)
Z T . . = D  = Z A B 0 D d 
i !j : i i j i j ij
A. = 1- [Z B D d 
1 j j j ij
B . = 1 • [ Z A 0 d 
3 i i i ij "
T = A B 0 D d
13 i j i j ij
(37)
(38)
(39)
(40)
L'equazione (40), benché
viceversa, ha la fortuna di
bilendo inizialmente valori
in quanto i prodotti A B
i j
ogni valore A dipenda da tutti i 6 e
1 j
poter essere risolta iterativamente,sta
arbitrari per tutti gli A oppure i B ,
i j
convergono verso valori unici, qualunque
81
arbitrario valore sia stato fissato in partenza (Senior, 1979).
a) Il ruolo della distanza. Questo problema è discusso in particola 
re da Olsson (1980). Il fatto che il parametro b^ varii da una si­
tuazione osservata all'altra, seguendo la casistica già illustrata, 
ma che nel contempo il coefficiente di correlazione tra l'interazio^ 
ne e la distanza rimanga comunque assai elevato, sta ad indicare 
che le variabili causali reali sono così autocorrelate spazialmente, 
che la distanza può essere assunta convenientemente come variabile 
sostitutiva. D'altra parte, osserva Olsson (1980), potrebbe capita­
re che includendo un numero più ampio di variabili indipendenti 1  
errore totale aumenti invece di diminuire, in quanto la riduzione 
dell'errore di specificazione sarebbe compensata da un aumento de­
gli errori di campionamento e misurazione.
Così, osserva Olsson, piuttosto che battere la strada del perfe­
zionamento semantico, è più conveniente seguire la strada sintatti­
ca per ridurre l'errore di specificazione. Come esempio Olsson mo­
stra come una trasformazione dei dati nella seguente forma quadrati 
ca:
sia stata in grado di far scomparire la variabilità dei parametri 
b legata alla dimensione dei centri P.
In realtà, continua Olsson, la problematica è più vasta ed un o£ 
portuno punto di partenza è rappresentato dalla funzione generale 
dell'interazione :
(41)
I. 
il
= G exp [ - 8 f (d. . ) ] 1 il
(42)
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che trasformata in forma lineare diviene:
log !.. = 3 -3 f (d. . ) . (43)
il 0 1 13
Il ruolo chiave è svolto dalla f nella f(d ), in quanto differenti
ij
trasformazioni delle osservazioni producono funzioni che lavorano
differentemente su differenti parti delle distribuzioni. Possiamo
così avere modelli monologaritmici, dove f(d ) = d m e modelli
m Ìj ijbi-logaritmicì, dove f(d ) = log d
lì ij
I modelli bi-logaritmici hanno lo svantaggio di esagerare la pre 
dizione dei contatti a breve distanza, tanto che a distanze tenden­
ti a 0 l'interazione tende all'infinito. E' il difetto principale 
del modello gravitazionale reciproco, portato finora come esempio.
I modelli mono-logaritmici, pur non soffrendo di tale svantaggio, 
ammettono però importanti variazioni al loro interno. In particola­
re interessano qui due rappresentanti principali: l'esponenziale ne 
gativo ed il gaussiano. L'esponenziale negativo che, come si vedrà 
nel seguito, ha acquistato grande fama, pone m=l, presenta un'inte­
razione massima alla distanza zero, un'interazione rapidamente cre­
scente a brevi distanze, per poi tendere asintoticamente a zero al­
l'infinito. Il gaussiano, che pone m=2, ha la proprietà di presenta 
re un plateau iniziale di interazione elevata a brevissime distanze, 
una successiva rapida diminuzione ed una tendenza asintotica a zero 
all'infinito, seguendo la caratteristica forma a campana (Olsson, 
1980, Polis, 1974).
Le trasformazioni sintattiche, che migliorano le capacità predit 
tive del modello gravitazionale, nascondono più di quanto rivelino. 
La variabile indipendente, la distanza, maschera il fatto fondamen­
tale che è in definitiva la distribuzione spaziale delle opportuni­
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tà a condizionare i movimenti ed a determinare la variabilità del 
parametro b . Cioè, l’interazione ha a che fare più con le configu­
razioni cartografiche che non con la distanza di per sé, fatto mes­
so ripetutamente in evidenza dai geografi. Sarebbe in effetti solo 
nell'eventualità assai improbabile che le variabili socio-economi­
che mascherate presentino zero autocorrelazione spaziale che la di­
stanza potrebbe essere interpretata come effetto frizionale su di 
esse.
L'interessante, a questo punto, è vedere se il modello gravita­
zionale contenente i fattori di bilanciamento A e B è in grado di
i j
accogliere la formalizzazione della struttura localizzativa delle 
opportunità. Questa tesi è sostenuta da Hay (1978). Egli, in effet­
ti, afferma che i flussi di merci (F ) tra i e j possono essere for 
malizzati adeguatamente come segue:
F = A S B D d a (44)
ij i i j j ij
dove è il surplus ad i e D . il deficit a j. In questo modello
d.. esprimerebbe la trasferibilità (distanza d , superficie terre- 
13 ij
stre, caratteristiche e valore della merce), S.D. la complementari­
tà potenziale ed i fattori A e B la struttura localizzativa delle
i 3
opportunità.
5.1.3 La massimizzazione dell'entropia
Per valutare il ruolo dei fattori di bilanciamento è necessario 
procedere dapprima all'esame del modello di interazione derivato per 
analogia dalia meccanica statistica. Tale derivazione, operata ori­
ginariamente da Wilson (1967), è oramai famosa ed è stata accolta 
dai geografi analitico-quantitativi come uno dei più importanti av-
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venimenti teorici nella geografia. Senior (1979), in un ottimo sun­
to pedagogico, ne ha ripercorso le tappe principali. Egli ha posto 
l'attenzione su un problema residuo che rende problematico sotto 
l'aspetto logico il ricorso all'analogia gravitazionale. E' il pro­
blema dell'aggregazione, quello cioè del collegamento coerente del 
comportamento dei singoli individui con il comportamento di un grup 
po composto da quegli individui. I modelli che massimizzano l'entrc) 
pia nel sistema di interazione forniscono invece una soluzione ac­
cettabile, benché non ideale.
Sono, in questo approccio, definiti tre possibili livelli di ag­
gregazione, o "stati", secondo i quali possiamo descrivere i movi­
menti su un territorio ripartito in zone:
1 ) al micro-livello, ogni soggetto di movimento, t. , e sue carat- 
-------------  ij
x
teristiche, quali i costi (monetari o tempo) di trasporto, e ;
ij
2) al meso-livello, il numero complessivo di soggetti di movimento, 
T , che partono da i e confluiscono in j, ponendo:
ij
T = E tX . (45)
ij x—1 ij
In modo analogo, i costi individuali sono sostituiti dal costo 
medio dell'aggregato:
m x x 
E t e 
x=l ij ij
il T
(46)
il
3) al macro-livello, le caratteristiche zonali e territoriali com­
plessive del sistema: i movimenti che originano in i, 0 ; quelli
i
che terminano in j, D ; il numero totale dei movimenti sul terri
j ~
torio, N; infine, il costo complessivo dì tutti i movimenti C.
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I metodi che massimizzano l'entropia permettono di stimare il me 
sostato più probabile T } che è:
ij
1) coerente con le macro-assunzioni fatte. Ad esempio, i vincoli già
citati :
Z T = 0 (47)
j ij i
Z T = D (48)
i 3
Z T . . = N (49)
ij ^
richiedono la coerenza tra T e 0 D ed N rispettivamente.Inol
ij ì : -
tre, è solitamente aggiunto il vincolo:
I T c = C; (50)
ij ij ij
2) massimamente non condizionate dall'informazione relativa ai mi—
X X
ero-livelli, cioè t ed e , normalmente non disponibile o in-
ij ij
completa.
Così il ricercatore ammette esplicitamente la sua ignoranza ed 
incertezza circa i micro-livelli e massimizzare l'entropia sign_i 
fica massimizzare tale incertezza.
II problema iniziale da risolvere è quello di identificare il nu 
mero delle differenti combinazioni di movimenti attraverso le quali 
N soggetti di movimento, aventi origine e destinazione rispettiva­
mente in M e K località, possono dar luogo ad ogni stato (o distri­
buzione) W (T ). La formula è:
ij
W(T ) = (N!) (7. T !) \  (51)
ij ij
Il passo successivo consiste nella massimizzazione della suddet­
ta funzione, soggetta ai vincoli (47), (48) e (50). Si procede co^ 
munque operando la trasformazione della funzione W nel suo logarit-
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mo naturale utilizzando l'approssimazione di Stirling, che pone:
log N! = N log N - N (52)
log T ! = T log T - T (53)
ij ij ij ij
Pertanto:
log W (T ) = N log N-N - E (T log T -T ) . 
ij ij ij "il ij
Essendo E T  = N e pertanto una costante, ininfluente nel proces-
ij ij
so di massimizzazione, massimizzare log W (T ) equivale a massimiz
ij
zare - E T  log T
ij ij *0
Si procede quindi associando ad ogni vincolo eguagliato a 0 una 
nuova variabile - rispettivamente X ., y , 3 - denominata moltiplica 
tore di Lagrange e formulando la seguente funzione di Lagrange, L:
L = E (T log T ) + E X (0 -E T ) + Ey (D -Et )+ 
... ij ij i 1 1 j ij j j j i il
+ 3 (C - E T c ), (55)
ij iì iì
di cui viene calcolata la derivata, rispetto a T (sono 0 le deri-
ij
vate rispetto a X,y e 3)- Si ottiene:
log T
ij
X . - y . - 3c. . 
i  3 i l
(56)
che in forma esponenziale, calcolando l'inverso del logaritmo, di­
viene :
T = exp f-(1+X )i exp (- y ) exp(-3c..). 
ij i " j *3
(57)
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Semplicemente ponendo:
A. = exp i - (1+ Ai)I-0
ì L J i (58)
- 1
B = exp (-y )•D (59)
3 3 3
si ottiene infine il modello gravitazionale, nella versione esponen 
ziale negativa:
T = A B 0 D exp (-gc ). 
ij i j i 3 ij
(60)
Dopo opportuna sostituzione nei vincoli (47) e (48)
exp [ - ( 1+ * i) j = 0 ■[ I exp ( - v - gc ) ]
3 ij
- 1
Y
3
exp (-y.) = D • {I exp f-l + Ài)-gc ]}
3 3 i ij '
(61)
(62)
A e B divengono:
i j
A. = [E B .D. exp (-gc )] 1 (63)
1 j 3 3 13
B. = [E A . O exp (-gc..)j \  (64)
3 i l i  1 3
Il parametro g, in questo contesto, è determinato in teoria dal­
l'equazione di vincolo (50). E' comunque connesso alla distanza per 
corsa in media: quanto più alto è g, tanto minore è la distanza per 
corsa. Per g a- , è minimizzata la percorrenza complessiva sul tes 
suto territoriale e di conseguenza C (costi o tempi) è minimizzato 
(Wilson, 1967, Williams e Wilson, 1980) . Così il vincolo (50) è con 
nesso sotto l'aspetto analitico dell'efficienza al carattere sub-ot 
timo dei comportamenti individuali, non ovviamente però all'utilità
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che i singoli soggetti di movimento ne ricavano.
Un primo risultato interessante rispetto al modello gravitaziona 
le classico è comunque ottenuto: i fattori di bilanciamento A^ e B_. 
non sono più il risultato pragmatico di un inserimento ad hoc nel 
modello per assicurargli coerenza, ma sono il risultato stesso del 
processo di massimizzazione dell'entropia, essendo legati ai molti­
plicatori di Lagrange. Tale risultato è ancora più evidente se si 
massimizza la funzione:
- l r T -j
W T ) = N! • (n T. . ! ) • ¡.n (O.D . ) ijj
z il il i 1
(65)
1dove (0 D ) ij costituisce il numero dei modi possibili in cui T. .
i j il
soggetti di movimento possono scegliere tra le opportunità presenti 
in i ed in j. Massimizzare tale funzione equivale a massimizzare la 
funzione logaritmica:
log W (T ) = - l T log T (O D )  
z ij il il 1 i (6 6 )
che, sotto gli stessi vincoli, si risolve in:
T = exp [-(1+À )]-exp (~Y ) • 0 D exp (~6c ) (67)
ij i j i j il
nella quale si pone:
A . = exp [— (1+A.)]
B = exp (-Y . ).
j 3
(68)
(69)
Tale versione ha il vantaggio di tenere conto della zonizzazione o-
perata sul territorio, praticamente mai uniforme e fondamentale nel
determinare la ripartizione delle opportunità di movimento tra le ca
rietini e le destinazioni, nonché di liberare gli A e B , almeno sul
i j
89
piano teorico, da una esplicita dipendenza dalla dimensione zonale.
Olsson si chiede comunque se sia così apertamente preferibile u- 
na analogia dalla meccanica-statistica ad una analogia gravitazionai 
le, trattandosi pur sempre entrambe di analogie dalle scienze fisi­
che. In realtà, se questo fosse il problema, i metodi che massimiz­
zano l'entropia possono essere resi indipendenti dall’analogia fisi^  
ca grazie alla formulazióne intermedia logaritmica.
In effetti nella teoria dell'informazione è stata derivata una mi 
sura dell'incertezza, o entropia, S, rappresentata dalla seguente 
distribuzione probabilistica:
S = - I p log p . (70)
ij U  ^
Definendo nel nostro caso le probabilità dell'interazione tra i e j 
nel modo seguente:
- 1
p = T N (71)
ij ij
si ottiene la seguente funzione dell'entropia della distribuzione 
delle probabilità di interazione:
S Z
ij
T
ij
- 1
N
- 1
log T N
ij
(72)
che è virtualmente identica alla (54). La massimizzazione di que­
sta funzione produce quella unica distribuzione che richiede il mas 
simo ammontare di informazione addizionale per scoprire dove ogni 
singolo movimento ha avuto origine ed è terminato.
Analogamente, se sono note le opportunità in i ed in j, e ponen­
do :
-2
P. . 
il
0 D N
i j
(73)
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soggetto a:
Q -1 (74)0 N1
Z p . ° = D . N
- 1 (75)
è possibile formulare la seguente funzione dell'entropia:
(76)
E p log p . 
ij ^  il
dove S può essere interpretata come la misura dell’informazione ag­
giunta alla probabilità a-priori p 0 dalle equazioni di vincolo(47),
--------  ij
(48) e (50). Tale formulazione, del tutto simile alla (66), è stret. 
tamente associata all'approccio Bayesiano - soggettivo - dell'infe­
renza statistica (Willekens, 1980).
5.1.4 Un modello continuo dell'interazione
In un saggio di eccezionale interesse geografico, Angel e Hyman 
(1976) formulano un modello continuo dell'interazione spaziale, in­
teressante per valutare il ruolo dei fattori di bilanciamento nel 
modello discreto. Dopo aver formalizzato (1) un "campo urbano di ve 
locità", cioè una superficie continua nella quale sono assegnate ve 
locità di percorrenza alle località, fatto che ha implicato una im­
portante discussione delle trasformazioni geometriche dello spazio 
geografico (Vagaggini, 1982a, 1982b), (2) una distribuzione delle o
rigini e destinazioni come funzioni di densità, (3) dei tempi di sp£ 
stamento tra ogni coppia di località in termini di geodetiche del
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campo urbano di velocità, gli autori derivano una misura della den­
sità dei movimenti tra le varie localizzazioni.
Dato un sistema di coordinate polari (r,0) dove r è la distanza 
dal centro città e 0 l'angolo tra il raggio vettore ed un asse fis­
sato, un elemento di area in tale sistema di coordinate è rd0dr.Vi£ 
ne definita come funzione di densità delle origini, 0 (r ), il nume­
ro di viaggi che originano in un'area unitaria intorno ad un punto,
r chilometri dal centro città, e come funzione di densità delle de 
1 “
stinazioni, Dir^), il numero di viaggi che terminano in un'area un_i
taria, r chilometri dal centro città. E' poi definita funzione di 
2
densità dei movimenti, T (r , 0 j , ©2) , il numero di viaggi che ori. 
ginano in un'area unitaria intorno ad un punto (r^,0 )^ e terminano 
in un'area unitaria intorno ad un altro punto (r 0 ) . 1 1  temP° ^  
movimento tra ogni coppia di località, calcolato sul campo di velo­
cità, è denotato con t(r ,0 ,r^,0^).
Il modello sviluppato da tali premesse è l'esatto parallelo del 
modello discreto di Wilson, nella versione probabilistica. In effet 
ti la densità di movimenti, T ( r ^ , 0 ^ , r ?, 0 ^ ) è ottenuta massimizzando 
1'entropia:
,•0,-0 it
S = -  f j  [  | P(r1,91,r2 ,02)log P(r1 ,r2 ,e2 )r1r2de1d©2dr1dr2 (77)
dove :
P (r ,0 ,r ,0 ) = T 1 1 2 2 ‘ V V v V
- 1 (78)
soggetta ai vincoli:
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J°j T(r1,91,r2,02)r2d92dr2 = Oir^) 
j j T(ri.9i.r'2.02)r1d01dr1 = D(r2)
o 0
f t t i  T(ri,0i,r2,©2)t(ri,0j,r2,92)rir2d9id02dridr2
O J -3
= N
(79)
(80)
(81)
La soluzione produce la funzione della forma:
T(01,r1,O2 ,r2) = A(r1)B(r2)0(r1)D(r2) exp [-flt(r1,01,r2,02)J . (82)
L'interessante del modello di Angel e Hyman è la loro discussio­
ne dei fattori di bilanciamento A(r^) e B (r^). Il loro reciproco 
può essere cosi opportunamente scritto:
[A(r1)]~1 = [ B(r2)D(r2)r2 
>
( iX
j exp [-Bt(r1,01,r2,02)]d02dr2 (83)
[B(r2)]_1 = J| Air^Otr^r.^
i
e is
exp [-flt(r1,01,r2,O2)]dO1dr1.
•£
(84)
L'integrale di destra può essere interpretato come prossimità di 
r ed ro: è elevata quando |ri~ro|è basso. L'integrale di sinistra,1
per 1 /A(r^), cresce in relazione al numero di opportunità di desti­
nazione in r^. Quindi 1/A(r^) sarà grande quando vi sono molte op­
portunità di destinazione in prossimità di r^. Analogamente 1/B(r^) 
sarà grande quando vi sono molte opportunità di origine in prossimi 
tà ad r^; 1/B(r^) è così una misura della concorrenza di tutti i sog 
getti di movimento per accedere ad r^.
1 /A(r^) ha pertanto l'interpretazione dell'accessibilità relati­
va alle opportunità di destinazione per una località, r^ chilometri 
dal centro città: è direttamente connessa al numero di opportunità
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di destinazione in stretta vicinanza ad r ed è inversamente con­
nessa al numero di tutti i soggetti di movimento esistenti in stret 
ta prossimità a queste destinazioni. ha l'interpretazione
dell'accessibilità relativa ai soggetti di movimento per una locali
tà r chilometri dal centro città: è direttamente connessa al nume 
' 2
ro di soggetti di movimento in stretta prossimità ad r^, ed è inver 
samente connessa al numero di opportunità di destinazione in stret­
ta prossimità a questi soggetti di movimento. Le accessibilità così 
determinate sono relative, poiché A(r^) e Bir^) sono determinati i- 
terativamente e convergono verso un prodotto unico A(r^) Bir^), am­
mettendo un multiplo costante K, per cui KA(r^) e (l/K)B(r2) produ­
cono la stessa distribuzione di movimenti.
L’interessante è vedere se la stessa interpretazione può appli 
carsi al modello discreto. Dovremmo attenderci che, riducendo la di^  
mensione delle zone nel modello discreto, i valori dei fattori di 
bilanciamento si avvicinino ai valori del modello continuo. Ciò,tu_t 
tavia, non si avvera, poiché i fattori di bilanciamento discreti in 
corporano implicitamente una misura dell'area zonale: così, riduceri 
do l'area, i fattori di bilanciamento si riducono in proporzione.In 
altre parole, nel modello discreto le misure dell'accessibilità re­
lativa dipendono dal sistema zonale adottato e, di conseguenza, an­
che quelle della struttura localizzativa delle opportunità. La dif­
ferenza deriva dal fatto che nel modello discreto i vincoli sono 
espressi in termini di totali zonali, mentre nel modello continuo so 
no utilizzate le densità. La sensibilità del modello discreto alla 
zonizzazione è stata sottolineata anche da Olsson (1980) nella sua 
critica ai metodi di massimizzazione dell'entropia.
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5.1.5 Confronto tra i modelli di interazione
Non ripercorreremo qui i vantaggi dei metodi che massimizzano la 
entropia, sottolineati e resi famosi da Wilson (1967), quali la pos 
sibilità di trattare congiuntamente più mezzi di trasporto, oppure 
soggetti di movimento aventi differenti caratteristiche (ad esempio 
suddivisi tra coloro che posseggono l'auto o coloro che non la pos­
seggono) . Ci occuperemo invece di una valutazione globale di tali 
metodi, in un confronto con la tradizionale analogia gravitazionale.
Come si è già avuto modo di osservare, la massimizzazione dell’en 
tropia è stata accolta, nell'ambiente geografico analitico-quantita 
tivo, come una grande rivoluzione teorica.
E' perlomeno una posizione curiosa, dal momento che essa non si 
prefigge la ricerca e formalizzazione della causalità, in questo ca 
so della spiegazione di micro-comportamenti individuali. D'altra par 
te l'aberrazione per l'analogia sembra essere più il residuo di un 
preconcetto neopositivista che non un reale problema epistemologico 
di inferenza. Le tesi realiste più recenti assegnano infatti all'in 
ferenza analogica un ruolo strutturante fondamentale della conoscen 
za, aperto e creativo, tanto che il sapere si configurerebbe come 
una "rete di modelli", piuttosto che come un insieme di teorie ipo- 
tetico-deduttive, chiuse ed ampliabili unicamente aggiungendo nuovi 
assiomi. In effetti, secondo le tesi neopositivistiche, l'analogia 
avrebbe una funzione unicamente euristica, cioè servirebbe a strut­
turare formalmente la nuova teoria, ma andrebbe abbandonata una voi 
ta che la teoria è formalizzata. Secondo i realisti, invece, l'ana­
logia conserverebbe una funzione vitale nel contesto della nuova teo 
ria, in quanto il contributo sarebbe non solo formale, ma anche so­
stanziale, nel senso che essa offre un'interpretazione del campo del
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sapere in corso di teorizzazione e dei termini teorici adottati,non 
ché costituisce un continuo campo di esplorazione per un possibile 
ampliamento della teoria (Hesse, 1980).
In definitiva, la massimizzazione dell'entropia, rispetto al mo­
dello gravitazionale classico, si presenta più flessibile ed ha una 
derivazione teorica più coerente, ma ha anche qualche svantaggio.E ' 
stato infatti ripetutamente osservato che la funzione esponenziale 
negativa non è in grado di tenere conto adeguatamente dei contatti 
a breve distanza e che una formalizzazione migliore è fornita dalla 
funzione gaussiana (Polis, 1974).
Ora, è difficile pensare all'introduzione di un qualche ulterio­
re vincolo che permetta la derivazione di una funzione gaussiana 
nel processo di massimizzazione. O, meglio, sarebbe facile farlo, 
ponendo:
E T  c 2 = C (85)
ij ^
ma sarebbe difficile giustificarlo.
Comunque, né il modello gravitazionale, né la massimizzazione ctel 
l'entropia scendono al di sotto delle proprietà superficiali dei 
comportamenti osservabili: essi sono ciechi alla struttura profonda 
dei fatti sociali (Olsson, 1980). La stessa obiezione vale anche 
per il tentativo di derivare il modello esponenziale negativo della 
teoria economica dell'utilità, dove si ipotizza che il soggetto di 
movimento sconti l'utilità (u ) che ricava dall'interazione (T )con
1 ì
la disutilità che sopporta realizzando un certo viaggio, con costi 
relativi, rappresentati mediante la funzione esponenziale exp(~8d). 
Come sottolinea infatti Sheppard (1979), persone simili in ambienti 
differenti evolvono valori e preferenze fondamentalmente differenti;
96
cioè, la sola differenza nelle opportunità d'accesso a determinate 
funzioni può portare a differenti strutture di preferenza - così,ad 
esempio, certe funzioni urbane possono non interessare affatto un a 
bitante in campagna a qualche distanza dalla città, che non vi acce 
derebbe neanche dopo essersi trasferito in città. Un approccio ten­
dente a modellare la massimizzazione dell'utilità non sarebbe in 
grado di accogliere tali differenze, poiché esse implicano il con­
fronto di funzioni dell'utilità fondamentalmente differenti fra lo­
ro, ed il modello esponenziale negativo nasconderebbe così ancora u 
na volta differenze strutturali di fondo delle variabili socio-ter­
ritoriali .
I modelli che scontano in qualche modo l'interazione con la di­
stanza o altra variabile ad essa assimilabile sono pertanto sempre 
sovradeterminati e soffrono di indeterminatezza teorica: non spiega 
no nulla del comportamento spaziale e di conseguenza non sono in 
grado di recepire i cambiamenti che subisce l'interazione in rela­
zione alle variazioni nella struttura localizzativa delle opportuni 
tà, indotte a loro volta dai "pattern" di interazione già realizza­
ti (Sheppard, 1979). Ciò non significa che tali modelli siano inuti 
li, ed in effetti funzionano, ma nessuno di essi di per se stesso co 
stituisce un grande risultato teorico.
Modelli realmente dinamici, in grado di recepire casualmente spie 
gazioni in termini di tempo, sostanza ed interazione spaziale, sono 
ancora nella sfera dell'edificando, per quanto Sheppard (1979) ne 
abbia delineato gli aspetti strutturali di fondo. In un saggio ispi 
rato alle moderne tesi epistemologiche di Sack (1973, 1980a, 1980b, 
Vagaggini, 1982a, 1982b), egli ha infatti sottolineato come ogni re 
lazione causale tra A e B richieda la seguente simbolizzazione:
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( k )  cìt) . . / p r  \B = V 4 A per ogni 1 voto;
j , t+k =ijt =i,t
dove B è la matrice dei valori B organizzati spazialmente su
j=l,2,...,n località, A è la matrice dei valori A organizzati spa—
zialmente su i=l/2,...rn località, V. è la matrice degli effet
ti di A su B , o delle probabilità che A. condizioni B.. Sia scel- 
i 3 (k) ab J
ta la versione probabilistica. Ogni V deve comprendere tre eie
z D t
menti fondamentali: spazio, tempo e relazioni strutturali tra A e B. 
Sotto il primo aspetto vi è la probabilità che, durante il tempo t, 
A ad i interagisca con B a j, rappresentabile con u : è l'aspetto 
contiguo della spiegazione. Sotto il terzo aspetto vi è la probabi­
lità che un impulso unitario di A, arrivando a j, provochi un cam­
biamento in B nella località j: è l'aspetto congruente della spiega
zione, denotato con g . Sotto il secondo aspetto invece vi è
ab ab
probabilità secondo cui l'effetto congiunto u • 3 sia realizza
3 (k)ab  ^ .a . Pertanto:
la
to dopo un lasso di tempo k, denotata con ii
(k) ab (k) ab
V = a
ijt ij
ab
ab ab
6 • uÌDt
(87)
La variabile u ^  costituisce la specificazione propriamente geo 
ijt
grafica di tale relazione e rappresenta il contributo peculiare che 
i geografi possono apportare alla costruzione delle teorie sociali. 
Essa dipende in ultima analisi dai comportamenti spaziali e dalle
propensità di A e B ad interagire contiguamente nello spazio. E' an
~ ab
che qualcosa in più dell'interazione diretta I , poiché accoglie
anche le interazioni indirette che si realizzano per il tramite de_l
l'intera struttura spaziale, ed è definita come influenza totale.E
così una funzione complessa dell'interazione, rappresentabile con.
ab ab
U = f(W ) 
=t =t
( 88 )
dove Wab è la matrice della propensione ad interagire per ogni cop- 
=t
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pia di località. Può ad esempio essere funzione di un insieme di 
moltiplicatori spaziali" analoghi ai moltiplicatori Keynesiani del 
le tavole economiche input-output. Infine la struttura localizzati- 
va che si realizza in seguito alle (86),(87) e (88) retroagisce sul 
le interazioni singole mediante la funzione:
~ab
- = f lAt* At-1< • • -At-h! B+- B*. i....R . . n i
(89)
ab _ r
ijt [= - 1» • ì t§ t _ x Br_i: d J
dove D è la matrice delle distanze tra ogni coppia di località.
5.2 Accessibilità e struttura viaria: i grafi 
5.2.1 I grafi: caratteri generali
Nei modelli di interazione spaziale il ruolo chiave era svolto dal 
la funzione della distanza, espressa in termini di accessibilità (co­
me distanza fisica, tempo e costo) tra i luoghi di domanda ed iluoghi 
d'offerta. Se si eccettua il modello continuo, nel quale 1'accessibili 
tà è determinata come funzione di un campo di velocità o di costo de­
crescente dal centro città e delle densità delle origini e delle de­
stinazioni, nei modelli discreti essa deve essere determinata concre 
tamente in relazione alle effettive vie di comunicazione esistentiJD'al 
tra parte il modello continuo è applicabile solo dove la densità del­
le reti viarie è cosi alta da poter essere approssimata con funzioni 
continue, quale è il caso delle aree urbane.
I geografi, per trattare formalmente, utilizzando strumenti mate­
matici appropriati, le reti viarie, hanno fatto ricorso ad una branca 
della geometria, interessata alle proprietà di connessione e forma 
delle figure, denominata "teoria dei grafi".La riduzione geometrico- 
topologica dell’accessibilità è operata sostituendo al concetto di 
localizzazione o nodo quello di vertice, ed a quello di strada,ferro­
via ecc., quello di lato o arco, e lavorando successivamente esclusi­
vamente sulla presenza/assenza di archi congiungenti i nodi.Tale sem
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plificazione, apparentemente assai forte, consente tuttavia utili a- 
nalisi strutturali e non preclude un successivo recupero della varia­
bilità della rete viaria.
Le prime applicazioni della teoria dei grafi alla geografia sono 
fatte risalire ai lavori di Garrison (1960), Huff (1060), Nystuen e Djì 
cey (1961) (cfr. : Tinkler, 1979) .Nel 1963 Kansky (1963) pubblicò una ra£ 
nografia che spaziava dagli indici strutturali alla simulazione del­
le reti viarie.Una sistematizzazione pressoché definitiva sia in ge£ 
grafia fisica che in geografia umana è stata operata da Haggett e 
Chorley (1969); da allora è solo più questione di raffinamenti,che non 
hanno toccato la sostanza dell'elaborazione concettuale.
Quest'ultima può essere scissa in due sottotipi principali;
1) l'analisi della connettività globale delle reti di trasporto e
2) la determinazione dell'accessibilità dei singoli vertici al loro 
interno e del loro contributo all'accessibilità complessiva dei grafi. 
Una seconda differenziazione riguarda la distinzione fra grafi plana 
ri e grafi non planari; i primi corrispondono a strutture di traspor­
to dove ad ogni intersezione di due archi è localizzato un vertice,mai 
tre i secondi sono reti dove due archi possono incrociarsi senza pro­
durre un vertice (linee aeree, rotte navali ecc.).Nello studio delle 
reti stradali e ferroviarie i geografi operano sovente la semplifioa 
zione di ridurre i grafi corrispondenti a planari,che pertanto esami­
neremo in questa sede.Una terza differenziazione riguarda infine la 
distinzione tra grafi ramificati e grafi a circuiti; in parte questa 
è una distinzione di sostanza,in quanto un grafo delle reti fluviali 
è sempre ramificato, mentre una rete di comunicazione è in linea di 
principio a circuiti; in parte è anche questione di definizione, in 
quanto la stessa rete viaria può essere trattata come ramificata se 
si prendono in considerazione esclusivamente le strade che si dipa£ 
tono, o convergono da tutte le località di una regione verso un ceri 
tro regionale, tralasciando le connessioni laterali.
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5.2.2 La connettività
Lo studio delle proprietà strutturali globali di connettività di 
grafi planari è operato mediante una serie di indici che mettono in 
risalto proprietà specifiche. Sono elementi fondamentali di tali ili 
dici le variabili: V, i vertici del grafo, E, gli archi, e G, il nu 
mero di sottografi esistenti, dove per sottografo si intende ogni 
rete viaria priva di connessioni con altre reti viarie esistenti nel
sistema territoriale analizzato.
Un primo indice mette a confronto il numero degli archi nella re 
te con il numero dei vertici ed è indicato col simbolo 3:
(90)
Esso ha la proprietà di essere compreso tra 0 ed 1 quando nella re­
te non vi sono circuiti, oppure la rete, pur presentando circuiti,è tut 
tavia spezzata in sottcgrafi indipendenti in numero superiore ai circuiti 
esistenti; è invece uguale o superiore ad 1 quando vi seno circuiti in 
grafi completamente connessi, raggiungendo un massimo teorico di 3,oppure 
vi sono circuiti in numero pari o superiore al numero dei sottografi.
Un secondo indice, indice a, tiene esplicitamente conto dei sot­
tografi e circuiti esistenti:
E - V + G
a =
2 V
(91)
dove il numeratore è il numero ciclomatico, o numero di circuiti e- 
sistenti nella rete, ed il denominatore è il numero di circuiti mas 
simo possibile. L'indice varia tra 0, o condizione di nessun circui 
to, ad 1, massimo numero di circuiti; è sovente espresso in termini 
percentuali, come percentuale di ridondanza del grafo.
Un terzo indice, o ìndice y, passa attraverso la formalizzazione 
di una matrice della connettività, dove in presenza di una connessio 
ne diretta tra due vertici è assegnato il valore 1 ed in assenza il 
valore 0. Supponiamo che sia sempre possibile il movimento in en­
trambi i sensi dell'arco di connessione - non vi sono "sensi unici-:
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si ottiene una matrice simmetrica, dove il massimo numero di archi 
necessario per connettere direttamente a due a due tutti i vertici
2
è 1/2 x(V -V). L'indice y è determinato come rapporto tra il numero 
di archi esistenti ed il numero minimo necessario per realizzare u- 
na matrice senza zeri (escludendo la diagonale principale, in quan­
to i nodi non sono connessi con se stessi):
E
y2 (v2 -  v)
(92)
Anche questo indice varia tra 0 ed 1, dove 0 rappresenta l'assenza 
totale di connessioni, e viene sovente espresso in termini percentua­
li, come percentuale di connettività del grafo.
5.2.3 L'accessibilità
Il secondo gruppo di analisi, più strettamente connesse all’acces­
sibilità, fa largo uso della matrice della connettività. Utilizzando 
le proprietà del calcolo matriciale, di poter procedere sia al prodot­
to che alla somma di matrici, la matrice della connettività è elevata 
alla seconda, terza, quarta potenza e così via, ottenendo 1 1interessan 
te risultato che il quadrato della matrice di partenza produce una 
nuova matrice che esprime il numero di percorsi alternativi che consen 
tono in due mosse di accedere da ogni vertice ad ogni altro vertice 
nel grafo, il cubo in tre mosse ecc., compreso, sulla diagonale princi^ 
pale, il ritorno al vertice di partenza. Se il grafo è composto da 
un solo sottografo, e quindi tutti i vertici al suo interno, diretta- 
mente o indirettamente seno connessi e se contiene almeno un circuito composto 
da un numero dispari di archi,11 elevazione a potenza ha soluzione,cioè 
sono soppressi tutti gli zeri ad una potenza n, che tuttavia può esse­
re superiore alla distanza topologica m che separa i due nodi più di­
stanti (Hay, 1973, Tinkler, 1979 , Leinbach, 1976).
Posta C la matrice di partenza, la somma:
T - C (93 )
produce una nuova matrice, che,a fronte di ogni vertice, esprime la sua
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accessibilità complessiva, diretta o indiretta, verso tutti i vertici 
del grafo, presi ad uno ad uno. La somma per riga dà l'accessibilità 
da ogni nodo verso tutti gli altri nodi del grafo, o accessibilità 
di partenza, mentre la somma per colonna dà l'accessibilità di ogni 
nodo come destinazione partendo da tutti gli altri nodi: esse coinci­
dono nel caso di percorsi e matrici simmetriche. Il nodo a cui è asso­
ciato il valore più alto è il più favorito, in quanto il più accessibi 
le, della rete. Talvolta la matrice della connettività viene pesata 
con uno scalare a fattore di ponderazione a, inferiore ad 1, che, at­
traverso il meccanismo dell'elevazione a potenza, consente di premiare 
i vertici più ricchi di connessioni dirette; la rispettiva matrice 
dell'accessibilità diviene:
T = a 1 Cl  + a2 C2 + a 3 C3 + . . .  + a n Cn = ? a 1 C1 (94)
- - = i=l =
Non vi è comunque accordo su quale valore tra 0 ed 1 deve assumere
10 scalare, così come non vi è accordo sulla potenza alla quale deve 
essere interrotto il procedimento, soprattutto quando non ha soluzio­
ne, oppure non è possibile evitare ridondanze se n è maggiore di m.
D'altra parte diverse potenze della matrice della connettività sembra­
no evidenziare diversi livelli di nodalità e regionalizzazione, cre­
scenti al crescere della potenza (Tinkler,1979).
Un procedimento alternativo per determinare l'accessibilità consi­
ste nel formalizzare una matrice delle distanze minime tra ogni nodo 
ed ogni altro nodo del grafo. Per distanza minima si intende il percor 
so più breve, in termini di archi da percorrere, che congiunge due 
vertici del grafo. La matrice, s e  il grafo è complesso, può essere 
costruita associando ad  o g n i  connessione la potenza alla quale per 
l a  p r i m a  v o l t a  l a  m a t r i c e  d e l l a  c o n n e t t i v i t à  a s s u m e  p e r  q u e l l a  c o n n e s ­
s i o n e  v a l o r e  d i v e r s o  da  0 .  La p i ù  a l t a  d i s t a n z a  mì n i ma  d e l  g r a f o  è
11 diametro. La somma per riga produce un ìndice di accessibilità delle parten
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ze e la somma per colonna un indice dell'accessibilità per destinazione, 
che, ancora una volta, coincidono nel caso di matrici simmetriche. Il ver­
tice a cui è associata la somma delle distanze più bassa è ora il più accessi_ 
bile della rete. Ponendo djj la distanza topologica tra due nodi, ed Ai l'ac 
sibilità del nodo i, dove:
Ai = i di, , 05)
3 J
è possibile determinare Un nuovo indice D (N), cosi calcolato:
D (N) = I Ai = E I dj, • (96)
i i 3 J
Esso esprime la dispersione dei nodi nel grafo ed è tanto più elevato 
quanto minore è l'accessibilità complessiva della rete.
Le matrici della connettività e della distanza minima possono 
essere rese più realistiche sostituendo i valori binari con valori 
di costo o di tempo relativi alla lunghezza, traffico e condizioni 
fisiche dei tragitti. E' possibile ad esempio scalare i valori 
di costo in modo tale che le connessioni dirette tra due nodi siano 
proporzionali alla connessione a costo più alto nel grafo; si ottengono 
di conseguenza dei valori decimali a cui è applicabile il calcolo 
matriciale (elevazione a potenza, somma) descritto.
L'utilità delle matrici dell'accessibilità e della distanza 
minima è legata in particolare alla possibilità di esaminare il 
contributo di particolari connessioni, aggiungendole o togliendole, 
all'accessibilità complessiva del sistema ed all'accessibilità 
specifica di singoli nodi, con evidenti risvolti pratici in sede 
di pianificazioni.
Sempr e  s u  q u e s t e  m a t r i c i  soie  ■ p o s s i b i 1i u l t e r i o r i e l u b o t a z i o n i .
Lo prima consiste nella d e l inizione di un indice aventa proprietà 
discriminanti superiori agli indici 6, a e y. E' stato infatti
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osservato che tali indici non sono in grado di discriminare tra grafi 
aventi configurazioni degli archi differenti, a parità del loro nume­
ro. E 1 stato pertanto proposto un nuovo indice S-I basato sulla matrjL 
ce delle distanze minime (James et al, , 1970, Haggett, Cliff e Frey, 
1977). Viene computata la distribuzione della frequenza f . con cui 
si presenta nel grafo in considerazione ogni distanza minima d^j, con 
d = 0,1,2,3,...,m archi. Di tale distribuzione vengono calcolati ipri 
mi tre momenti centrali, cioè:
’4  1 = d
1 m
N d=ofdd ’ ( 97 )
dove
m
N = I 
d=o
1 m
y'2 = N ¿ Q fd (d-d) • ( 98)
4- ;. - £3 N d=c
97), (! 98) e :
S = 4/4
3 2
I =
W
base dell 1 i
(99)
(100)
(101)
ori assun 
aven-
0-1 Vlene disegnato un piano definito dagli assi 
S verticale ed I orizzontale, sul quale sono rappresentati i vai
ti dai differenti grafi esaminati.. E' stato così appurato che grafi 
ti configurazioni differenti (stellari, lineari, a circuito) occupano 
diverse regioni del piano, anche con indici a ,fl e y uguali.
Hi t  e r i  u r i  e l a b o r a z i o n i  h a nno  l o  s c o p o  di  e v i d e n z i a r e  s t r u t t u r e  l a t e n t i
modalità e sistemi regionali, del sistema territoriale. E' ad esempio pos- 
sibile applicare 1 • alla matrice della
connettività, per portare alla luce il contributo che dimensione dei cen­
tri, campi locali, caratteristiche fisiche del territorio ecc.. danno al
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la connettività complessiva della rete. Sottraendo invece dalla matrice 
delle distanze minime, di volta in volta, ogni nodo e le sue connessioni 
dirette, è determinabile il grado di controllo che ogni nodo ha sulla 
rete, calcolando la differenza assoluta delle distanze medie per accedere 
da ogni nodo residuo a tutti gli altri nodi, prima e dopo le rimozioni.
La distanza media è data dall'indice di accessibilità Aj associato ad ogni 
nodo, diviso per il numero dei nodi che da esso possono essere raggiunti. 
Il nodo a cui è attribuibile la differenza assoluta più alta è quello che 
esercita il controllo maggiore sulla rete (Haggett e Chorley,1969, Lein- 
bach ,1976, Haggett, Cliff e Frey, 1977, Tinkler, 1979).
Tutti gli indici e le elaborazioni risentono comunque fortemente dalla 
chiusura spaziale del sistema viario, che è il momento più delicato, ini­
ziale, della sua riduzione a grafo.
v i
■
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