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Abstract
In this thesis, I developed a program, ExonScan, to simluate constitutive human pre-
mRNA splicing. ExonScan includes several models for splicing components, including
splice sites, exonic splicing enhancers, exonic splicing silencers, and intronic splicing
enhancers. I used ExonScan to test various aspects of human splicing, including
correlation of splicing signal strength with tissue expression levels, the effectiveness
of experimentally determined exonic splicing silencers, and splice site identification.
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Chapter 1
Introduction
1.1 W hat is splicing?
Pre-mRNA splicing is an important biological process that takes place in the eukary-
otic cell nucleus. The nucleus contains a set of stable DNA molecules (chromosomes)
which themselves are linear sequences of four chemical bases. A process known as
transcription makes a copy of a region of DNA in the form of the less stable RNA.
The freshly transcribed mRNA, known as preliminary mRNA (pre-mRNA) undergoes
further processing, including splicing, before leaving the nucleus and being used to
direct synthesis of a linear sequence of amino acids in a process known as translation.
In this way an organism's DNA determines its proteins, with mRNA serving as an
intermediate. [1]
Splicing involves the removal of certain subsequences from the pre-mRNA molecule.
The removed parts are known as introns, and each contiguous remaining region is
known as an exon. Each step in splicing removes a single intron and ligates the two
adjacent exons; in the end, only exons remain, and it is their concatenated sequence
that determines the sequence of the resulting translated protein.
Splicing is carried out by a complex of proteins and small nuclear RNAs (snRNAs)
collectively known as the spliceosome. The spliceosome binds to the pre-mRNA
sequence and is assembled in parts; after splicing is completed, the parts disassemble
and detach from the mRNA, becoming available for splicing elsewhere.
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Figure 1-1: The two catalytic steps of pre-RNA splicing. The area between the 5'
splice site (5'ss) and the 3' splice site (3'ss) is the intron, and the two rectangles are
exons. In Step 1, the RNA strand is broken at the 5'ss and the 5' end of the intron
is joined to the branch point (BP). In Step 2, the strand is broken at the 3' end and
the exons are ligated.
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Figure 1-1: The two catalytic steps of pre-RNA splicing. The area between the 5'
splice site (5'ss) and the 3' splice site (3'ss) is the intron, and the two rectangles are
exons. In Step 1, the RNA strand is broken at the 5'ss and the 5' end of the intron
is joined to the branch point (BP). In Step 2, the strand is broken at the 3' end and
the exons are ligated.
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1.2 Why simulate it?
The spliceosome is remarkably accurate; given a pre-mRNA strand, it will remove
the same regions almost every time. It is not known how the spliceosome achieves
such accuracy, but there is evidence that the exon-intron structure of a gene is de-
termined by its own sequence. In other words, the spliceosome can simply "read"
the pre-mRNA sequence and determine exactly where splicing should occur, without
dependence on some third party. [1]
We would like to be able to read an mRNA sequence and determine its exon-intron
structure as accurately as the spliceosome does. A computer program that attempts to
do so effectively simulates splicing, and I have developed such a program, ExonScan,
which forms the core of this thesis. It is related to an earlier program developed in
the Burge Lab, IntronScan, which predicts short introns typical of simpler organisms
[6].
Accurately simulating splicing has a number of potential applications in biology.
When running the simulator on regions of the human genome, prediction of splicing in
areas could indicate the presence of heretofore undiscovered genes. Also, the simulator
could predict the splicing structure in hypothetical mutations of existing genes; this
is much easier than actually creating mutant genes in vivo.
The pre-mRNA sequence is analogous to a bit string, with each chemical base in
the sequence corresponding to two bits (as there are four possible bases), and splicing
is analogous to partitioning this bit string into an arbitrary number of disjoint regions
separated by spacers.
Through careful experiment, biology has provided us with the sequences and exon-
intron structure of thousands of genes, many with multiple introns. Analyses of these
sequences and structures is a large, ongoing area of research. A splicing simulator
such as ExonScan takes several of these analyses and applies them in parallel to an
mRNA sequence to predict an exon-intron structure.
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1.3 What is known about it?
Clearly splicing is a complicated process, but we can think of splicing as having several
components, each of which is reflected in the mRNA sequence in parts of the overall
sequence.
1.3.1 Splice sites
Splice sites are the boundaries between exons and introns, and so comprise the precise
nucleotides where splicing occurs. Indeed, parts of the spliceosome locate and bind to
these sites as part of the splicing process. Part of a splicing simulator's job, therefore,
is to attempt to locate a gene's splice sites in an analogous fashion.
A nucleic acid sequence such as pre-mRNA has a directionality going from "up-
stream" to "downstream": we denote one end the upstream or 5' end, and the other
the downstream or 3' end. Splice sites are denoted relative to the intron (so the exon,
conversely, goes from its 3' splice site to its 5' splice site).
Not surprisingly, if we look at the sequences surrounding many splice sites, various
patterns emerge. For example, the first two bases following a 5' splice site are almost
always GT, and the two bases before a 3' splice site are almost always AG, with
weaker patterns in other nearby bases. We can therefore think of the sequences found
near the splice site as a sort of signal, and make quantitative statements about the
likelihood that a given pre-mRNA subsequence is in fact a splice site.
One particularly effective model for identifying splice sites is a maximum entropy
model (MEM) which uses non-neighboring pairwise dependencies, and ExonScan uses
this model to score splice sites. See chapter 2.
1.3.2 Exonic splicing enhancers
It is also known that there are short sequence motifs (approximately six bases) whose
presence is conducive to splicing an enclosing region as an exon. Various evidence
exists that these motifs enhance splicing. For example, the motifs appear more fre-
quently in exons than in introns, and inserting the motifs in previously unspliced
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regions causes them to be spliced. Also, there is evidence that certain proteins can
bind to several of these motifs and aid in spliceosome formation.
Such motifs are called exonic splicing enhancers, or ESEs.
1.3.3 Exonic splicing silencers
Conversely, there are motifs whose presence appears to inhibit splicing of the sur-
rounding region as an exon; these are known as exonic splicing silencers, or ESSs.
One clever experimental technique to identify ESSs was developed by Zefeng Wang
of the Burge Lab and the results were supported by analysis using ExonScan; see
chapters 2 and 3.
1.3.4 Intronic splicing enhancers
Finally, there are motifs suspected to enhance splicing of nearby regions, not con-
taining the motifs themselves, as exons. These motifs are known as intronic splicing
enhancers, or ISEs. In humans only one major ISE has been well characterized, the
G triple (GGG).
1.3.5 Other features
Several other relevant properties of splicing are known. About 90% of exons are
between 50 and 250 bases long, and most introns are longer than 60 bases. There are
other more subtle features, such as the restriction that exonic sequences have to form
useful proteins, but it is highly unlikely the spliceosome can make such determinations.
18
Chapter 2
ExonScan design and
implementation
ExonScan is a computer program written in C. It has been compiled and run on
Linux, but it conforms to the ANSI C Standard[5} and so should work on any major
operating system. It takes as input a series of text files and command-line parameters,
and prints text to standard output.
2.1 Overall idea
Our fundamental problem is, given a pre-mRNA sequence, predicting the spliceo-
some's partitioning of the sequence into exons and introns. We can alternatively
think of the process as the spliceosome's selection of certain regions as exons for use
in coding protein, with the remaining regions discarded as introns. We take this latter
approach in the suitably named ExonScan.
The problem of exon selection itself has two subproblems. The first is, given a
subsequence of a pre-mRNA sequence, measuring the likelihood that this subsequence
is in fact an exon relative to all other subsequences. In other words, we want a
function SCORE(sequence, beginIndex, endIndex) for the subsequence defined by
[beginmndex, endlndex]. If the simulator is accurate, subsequences corresponding to
actual exons should have high scores, and those that are not exons should have low
19
scores.
The second subproblem is, given the SCORE function, determining the ac-
tual partition. This is not trivial. For example, two overlapping subsequences
cannot both be exons; in addition, we also must take into account the additional
properties of splicing discussed in chapter 1. In other words, we want a function
PREDICT(sequence, scoreFunction) that would return the sequence's list of pre-
dicted exons.
We now turn to the specifics of how ExonScan works.
2.2 Input
ExonScan takes as input a series of mRNA sequences using the GenBank file format.
GenBank is the genetic database of the National Institutes of Health, and GenBank
files contain information about gene sequences and features. ExonScan is concerned
specifically with a gene's annotated exon and intron locations, if available, as well
as the genomic sequence, the region of DNA containing the gene. The pre-mRNA
transcript to be spliced is essentially equivalent to this genomic sequence. The file
format is in text and documented, so parsing it for the features we want is not
difficult. For each file specified, ExonScan will read said file and store an array of
integers representing the genomic sequence, as well as a list of pairs representing the
beginning and ending indices of each exon.
2.3 Scoring components
Being given a particular sequence, ExonScan proceeds to scan the sequence and apply
various scoring functions for features relevant to splicing. At the end of this step
ExonScan will generate a list of potential exons and their respective total scores.
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2.3.1 Splice sites
As discussed in chapter 1, an exon is flanked by a 3' splice site and a 5' splice site,
the former being upstream of the latter. ExonScan makes a pass on the pre-mRNA
sequence looking for both types of sites.
Since nearly all introns (>99%) begin with a GT (which is therefore part of the 5'
splice site), ExonScan looks for all occurrences of GT and, for each, calculates a score
that reflects its likelihood of being an actual splice site. The score is derived from a
maximum entropy model for the three bases preceding and the four bases following
the GT in real versus decoy splice sites using all pairwise dependencies in a training
set for these seven variable bases.
In the case of 3' splice sites, ExonScan looks for the sequence AG, which are
almost always the last two bases of an intron. It then scores the site using a more
complicated maximum entropy model for the eighteen bases preceding and the three
bases following the AG.
When this pass is complete ExonScan has a list of locations of potential 3' and
5' splice sites, along with their corresponding scores. Since most human exons are
between 50 and 250 bases long, ExonScan determines all pairs of 3' and 5' splice sites
such that the 5' site is between 50 and 250 bases downstream of the 3' site. Each
resulting pair is considered a potential exon and is scanned for ESEs, ESSs, and ISEs.
2.3.2 ESEs
ExonScan uses a set of ESE hexamers determined with the RESCUE-ESE method
developed in the Burge Lab [2]. The RESCUE method predicts motifs based on their
relative frequencies in different regions of the genome. For instance, we suspect that
ESEs appear more frequently in exons than introns, which would make sense given
their function. For a given hexamer h we can take a set of exons and introns and count
h's appearance in each set. Our set of exons has ni total hexamers and h appears
x, times. In our set of introns, there are n 2 total hexamers and x2 occurrences of
h. Then we can define a t-score comparing h's respective frequencies in exons versus
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introns:
X1
i = (2.1)
nj
X2
P2 = - (2.2)
n2
p = (2.3)
ni + n2
t = P1 + P2 (2.4)
A high t-score suggests possible ESE activity. The method described in [2] uses
two comparisons, one of exons versus introns, and the other of exons with weak splice
sites versus exons with strong splice sites. Hexamers with t-scores above 2.5 for both
comparisons are labeled as ESEs.
Each occurrence of an ESE is associated with a score, which is proportional to
the log-odds ratio of the ESE's frequency in exons versus its frequency in introns.
So if an ESE appears with frequency fE in exons and frequency f, in introns, its
corresponding score will be:
s = k log fE (2.5)fh
There is evidence that ESEs are more effective when located closer to splice sites
[4]. Accordingly, each ESE's score is multiplied by a factor that decreases linearly
moving away from the ends of the exon (toward the middle).
Finally, there is the issue of overlapping ESEs. Should the total score of two ESE
hexamers that overlap in five out of six bases be the same as if they did not overlap?
Intuition would suggest not, since presumably both overlapping hexamers could not
be simultaneously bound by splicing factor proteins, so in the cases of overlapping
ESEs the total score of both is the sum of each ESE's score minus the log-odds score
22
of the overlapping region (in this case, the common pentamer). This requires that
ExonScan have available to it the log-odds scores for all motifs of length five or less,
as well as for length six.
2.3.3 ESSs
ExonScan uses a set of ESS hexamers determined with the FAS method developed
by Zefeng Wang of the Burge Lab [9]. Each occurrence of an ESS in a potential
exon increases the exon's total ESS score by an amount proportional to the log-odds
ratio of the ESS's frequency in real exons versus pseudoexons (intronic regions that
resemble real exons). Since ESSs appear more frequently in pseudoexons than real
exons, this ratio is almost always less than one, so the presence of ESSs results in a
more negative score.
Overlapping ESSs are handled similarly to overlapping ESEs.
2.3.4 ISEs
As mentioned in chapter 1, only the GGG motif is reliably established as an intronic
splicing enhancer in mammalian splicing. Each occurrence of GGG in regions relative
to a potential exon increases its ISE score by a small constant. Running ExonScan on
training sets (see chapter 3), I determined that the optimal regions for scoring ISEs
are 100 to 40 bases upstream and 10 to 70 bases downstream of an exon.
2.4 Predicting exons
Each potential exon is then assigned a total score which is the sum of its splice site
scores, its total ESE score, its total ESS score, and its total ISE score. ExonScan
must now take this list of scored potential exons and predict a final list of exons.
Without a better understanding of the order in which exons are spliced, the pre-
diction algorithm uses a simple greedy search strategy using the total exon score. The
list of potential exons with scores exceeding a cutoff value is sorted in score decreasing
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order, and the highest scoring exon is predicted (i.e., added to the final prediction
list). Since almost all human introns are over 60 bases long, all potential exons within
60 bases of (or overlapping) this predicted exon are removed from the list, as they are
considered mutually exclusive with it. Prediction then proceeds to the next highest
scoring potential exon that hasn't been removed from the list, and further conflicts
are removed from the list.
This process can iterate until one of two conditions are met. Either the entire list
is traversed, with all potential exons being predicted or discarded as conflicts, or all
remaining potential exons are below a certain score cutoff, at which point no further
exons are predicted. This cutoff is given as a command-line parameter, the rationale
being that below some score the relevant signals are too weak for a spliceosome to
identify a region as an exon and splice it.
Chapter 3 discusses a more sophisticated approach in light of new data involving
splice sites.
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Chapter 3
Applications of ExonScan
3.1 Measuring performance
ExonScan can be run on a number of real human genes and its predictions can be
compared to their actual exon-intron structure.
3.1.1 Cutoff and accuracy
As mentioned in chapter 2, one of ExonScan's parameters is a score cutoff, below
which potential exons are not considered for prediction. Varying this cutoff affects
prediction significantly, assuming that exon scoring is somewhat accurate (and there-
fore that high-scoring potential exons are more likely to be correct than low-scoring
ones).
With a high cutoff, only high-scoring exons will be predicted. These exons are
likely to be correct; however, the simulation will tend to miss low- and medium-
scoring exons that are nonetheless real. Conversely, with a low cutoff, the simulation
will tend to find more exons, but will also predict a higher proportion of incorrect
low-scoring exons. In other words, with a high cutoff, sensitivity is low but specificity
is high, whereas with a low cutoff, sensitivity is high but specificity is low.
Given a training set of some number of human genes, each with two or more exons
(and therefore at least one intron), we can run ExonScan on the entire set using a
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range of cutoff scores, noting the overall sensitivity and specificity for the set at each
cutoff. The sensitivity is defined as the fraction of real exons that were predicted
correctly, and the specificity as the fraction of exons that ExonScan predicted that
were in fact real. We then define the optimal cutoff for the set as the cutoff at which
sensitivity and specificity are equal, and call this value the "accuracy" of ExonScan's
prediction.
We also define two types of sensitivity, specificity, and accuracy: "exact," where
both splice sites of an exon are predicted correctly, and "partial," where either one
or both splice sites are predicted correctly.
3.1.2 Training sets
During ExonScan's development, I used a training set of 1820 human genes with well-
defined, full-length coding sequences that were derived from cDNA:genomic align-
ments from the gene annotation script GENOA[3] in 2001. Moreover, I only consid-
ered the regions of these genes containing internal coding exons, these regions being
more confidently annotated than the beginning and ending regions of the transcript.
This set will be referred to hereafter as set A.
Later, I obtained a larger set of 3990 human genes, annotated using GENOA in
2004. The annotation is derived from cDNA and EST data and the set shows no
evidence of alternative splicing. This set will be referred to hereafter as set B.
3.1.3 Contributions of individual splicing components
ExonScan can refrain from scoring individual control elements, such as ESEs or ESSs,
allowing for a comparison of the relative contribution of each to exon recognition. See
table 3.1 and figure 3-1.
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partial accuracy.
Components Set A EAc Set A PAc Cutoff Set B EAc Set B PAc Cutoff
SS 0.368 0.484 173 0.300 0.378 181
SS, ESE 0.430 0.563 197 0.353 0.452 206
SS, ESS 0.464 0.568 161 0.383 0.461 169
SS, ISE 0.398 0.518 181 0.319 0.404 189
SS, ESE, ESS 0.513 0.633 185 0.436 0.528 193
SS, ESE, ISE 0.445 0.582 206 0.366 0.468 213
SS, ESS, ISE 0.477 0.588 170 0.394 0.478 177
SS, ESE, ESS, ISE 0.523 0.645 194 0.441 0.536 201
ExonScan performance
0.7
0.6
0.5
0.4
< 0.3
0.2
0.1
0 4
Features included
Figure 3-1: ExonScan performance for set A
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F Set A exact
I Set A partial
EAc denotes exact accuracy, and PAc denotesTable 3.1: ExonScan performance.
ExonScan performance
0.6
0.5-
0.4-
: Set 8 exact,
0.2
0.21
01-
Features included
Figure 3-2: ExonScan performance for set B
3.2 Web server
I set up an ExonScan web server at http://genes.mit.edu/exonscan/ [7]. A user
can enter a list of sequences and specify a set of control elements to include, and the
server will run ExonScan on those sequences using the ideal cutoff for set A using
those control elements.
3.3 ExonScan performance and GC content
We can partition the training sets based on various features of the genes to see how
these features correlate with ExonScan performance.
One such feature is GC content: the fraction of the genomic region that comprises
G and C, as opposed to A and T. As table 3.2 shows, ExonScan performs better on
GC-rich genes, which generally have shorter transcripts; see section 3.9.
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Table 3.2: ExonScan performance by GC content
Exact accuracy Partial accuracy
Set A, GC > 0.5 0.578 0.732
Set A, GC < 0.5 0.498 0.606
3.4 Splicing signals and tissue expression levels
Given a set of known genes, there will be a "global" cutoff at which sensitivity and
specificity are equal for the set as a whole. But a number of genes will have many
exons with scores below the cutoff, or will have all exon scores significantly higher
than the cutoff. So each gene has an ideal cutoff, and if ExonScan could identify it,
performance would increase significantly. For example, ExonScan's exact accuracy
for set A is 0.523, but when using the ideal cutoff for each individual gene set A's
average exact accuracy is 0.600.
One thing we studied is the correlation between exon score strength (measured as
a gene's average exon score) and mRNA expression data for 79 tissues described in
[8]. For 2163 genes in set B, we had 1086 "high-scoring" genes (with an average at or
above the median average) and 1077 "low-scoring" genes (with an average below the
median average). For each of the 79 tissues each gene was either "highly expressed"
or "not highly expressed."
We can then use a hypergeometric distribution to calculate p-values that given tis-
sues were biased toward expression in high-scoring or low-scoring genes. The formula
is:
M N - m
s r_8
(AT) (3.1)N
N is the total number of genes for which we have expression data (2163). M is
the number of high-scoring genes (1086). For a given tissue, r is the number of genes
in which the tissue is highly expressed, and s is the number of high-scoring genes in
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which the tissue is highly expressed.
A reasonable p-value cutoff would be the inverse of the number of tests:
I = 0.00316 (3.2)(79)(2)(2)
Only one tissue, the adrenal gland, had such a low p-value, no greater than the
number expected. Furthermore, the adrenal gland highly expresses 34 high-scoring
genes and 14 low-scoring genes, counts which are too few to be convincing. Therefore,
these results show no significant differences in exon strength among tissues, suggesting
that the core splicing machinery does not differ dramatically among tissues in the
variables studied.
3.5 ESS set comparison
An alternative method for predicting ESEs and ESSs has been proposed by Zhang
and Chasin [11]. This method compares motif frequency in internal noncoding exons
versus pseudoexons and 5' untranslated regions of genes without introns. It is easy
enough for ExonScan to score exons using an arbitrary set of enhancers or silencers,
so we can compare this method to existing ones.
ExonScan shows that the FAS method described in [9] is more precise, as even
though it identified only one-fifth as many ESSs as the method in [11] (176 vs. 897
hexamers, respectively), ExonScan's performance was roughly the same using either
set.
3.6 Further ESS tests
The results of the FAS screen for exonic silencers described in [9] can be used as
a positive control for statistical approaches intended to predict additional classes of
silencers. Since FAS is based on a reliable experimental protocol, an accurate analysis
that predicts ESSs should include a majority of the FAS set.
We can then use several RESCUE-like tests on a number of genomic regions and
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determine motifs that show a bias toward specific regions, and see how they compare
to the FAS set. We tried the following comparisons:
* Intronic regions between real splice sites and decoy splice sites and intronic
regions near real splice sites but not decoys. The regions themselves are in
the 50 bases directly adjacent to an exon (and therefore a splice site), but the
decoy splice sites are located between 50 and 200 bases from the exon. The
rationale for this is that we would expect ESSs located in these regions to
prevent recognition of splice sites that would include the ESSs in an exon.
" Exons with strong splice sites versus exons with weak splice sites
" Pseudoexons versus constitutive exons
" Skipped (alternatively spliced) exons versus constitutive exons
All of these tests had a significant propensity to predict sequences from the FAS-
ESS set. However, the tests predicted lists of ESSs that left out significant portions of
the FAS set, which serves as a positive control. This suggests that none of these tests
is able to comprehensively predict ESSs. These sets can still be used in ExonScan,
however.
3.7 Further ISE tests
When the RESCUE method is applied to intronic splicing enhancers (ISEs), one can
obtain a list of hexamers and corresponding scores (using t-scores and log-odds scores,
as for RESCUE-ESE), and this appears to be more comprehensive than simply scoring
the GGG motif. However, performance was at best roughly the same as when using
only GGG as an ISE motif for both test sets.
3.8 Splice site matching
Burge Lab member Grace Xiao determined an interesting property of real and decoy
splice site scores in human genes. Given a real 5' splice site, and looking at the next
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Table 3.3: ExonScan performance by transcript length. ATL denotes average tran-
script length, EAc denotes exact accuracy, and PAc denotes partial accuracy.
Partition number Set A ATL Set A EAc Set B ATL Set B EAc
1 1810 0.605 1820 0.613
2 4300 0.589 4270 0.550
3 7890 0.579 7880 0.529
4 13900 0.559 13700 0.510
5 24500 0.540 24400 0.488
6 64000 0.467 104000 0.394
three upstream 3' splice sites, the real 3' splice site has the highest maximum entropy
score of the three 76% of the time. Also, given a 3' splice site and looking at the next
two downstream 5' splice sites, the real 5' splice site has the higher score 80% of the
time.
This suggests possible modifications to the exon prediction algorithm. For exam-
ple, it is highly unlikely for an exon to have three or more internal decoy 5' splice sites,
so any such potential exons should be discarded. However, adding this constraint to
ExonScan did not improve performance significantly because such predictions were
already rare.
3.9 Splicing and transcript length
Transcript length correlates significantly with ExonScan performance; ExonScan is
able to predict exons more accurately on shorter genes. See tables 3.3 and 3.4.
Also, analyses performed for [9] showed that the ISE GGG helped prediction
for shorter genes more than for longer genes, whereas ESEs and ESSs helped more
for longer genes than for shorter genes. One reason for this may be that longer
transcripts provide more opportunities for ExonScan to incorrectly predict exons.
These results suggest that tuning ExonScan for different transcript lengths may lead
to improvements in accuracy.
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Table 3.4: The relative improvement in exact accuracy using additional information
compared to using splice sites (SS) only is plotted for three sets of human transcripts,
grouped by transcript length (kbp denoting thousands of base pairs). + indicates an
increase of 0%-2% in fraction of exons correct, ++ indicates a 2%-4% increase, etc.
Components <IOkbp 10-30kbp >30kbp
SS, ISE ++ ++ +
SS, ESE ++ ++ +++
SS, ESS ++++ +++++ +++++
SS, ESE, ESS +++++ +++++++ ++++++++
SS, ESE, ESS, ISE +±+++ +++++++ +++++++
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Chapter 4
Conclusion
ExonScan shows that human splicing can be simulated with some degree of accuracy
given current knowledge, but much is still not understood about splicing recognition.
ExonScan also confirms the importance of ESEs, ESSs, and ISEs in humans.
Taken together, these splicing control elements contribute to accuracy almost half as
much as the splice sites themselves. In particular, silencing motifs are essential to
properly identifying exons.
Finally, ExonScan serves as a relatively quick and convenient means of testing
properties of splicing. It performs better on genes with small transcript length and
high GC content, showing our relative understanding of splicing in different types of
genes. Correlating exon scores with tissue expression data provided evidence that
there is no bias in exon strength among different tissues. ExonScan performance can
compare the accuracy of different models for identifying ESEs, ESSs, and ISEs.
ExonScan will continue to be useful as biologists learn more about the splicing
process.
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