Abstract. We study in this work convolution groups generated by completely monotone sequences related to the ubiquitous time-delay memory effect in physics and engineering. In the first part, we give an accurate description of the convolution inverse of a completely monotone sequence and show that the deconvolution with a completely monotone kernel is stable. In the second part, we study a discrete fractional calculus defined by the convolution group generated by the completely monotone sequence c
g(t − s)v(s) ds
following linearity, time-translation invariance and causality [11, Chap. 1] , where g is the memory kernel and v is the source of memory. Causality means that the output cannot precede the input so that g(t) = 0 for t < 0. The Tichmarsh's theorem states that the Fourier transform G(ω) of g is analytic in the upper half plane, and that the real and imaginary parts of G satisfy the Kramers-Kronig relation [11, 16] . Based on the principle of the fading memory [12] , we consider g to be completely monotone, which by the Bernstein theorem can be expressed as the superposition of (may be infinitely many) decaying exponentials (see [14, 17] for more details). If the kernel g is given by the algebraically decaying completely monotone kernels g = function and γ ∈ (0, 1), we are then led to the fractional integrals and the corresponding fractional derivatives, which have already been used widely in engineering for modeling memory effects [4] . In practice, the data we collect are at discrete times and we have the one-sided discrete convolution a * c (see equation (2.2) ). The convolution kernel c is a completely monotone sequence (see Definition 2.1) if it is the value of g at the discrete times [17] . If c is completely monotone, it is shown in [10] that there exist c (r) , r ∈ R, such that c (r) * c (s) = c (r+s) and c (1) = c, i.e. there exists a convolution group generated by the completely monotone sequence. If 0 r 1, c (r) is completely monotone. Further, c (0) = δ d := (1, 0, 0, . . .), is the convolution identity. The most interesting sequence is c (−1) , the convolution inverse, which can be used for deconvolution. Since the data are discrete, it would also be interesting to define discrete fractional calculus using the one-sided discrete convolution.
In this short note, we first investigate the convolution inverse of a completely monotone sequence c in Section 2. We show that the 1 norm is bounded and the deconvolution is stable in any p space. Based on this, some preliminary ideas are explored for deconvolution. In Section 3, we define a discrete fractional calculus using a discrete convolution group generated by the completely monotone sequence c
(1) = (1, 1, 1, . . .) and show that it is consistent with the time-continuous Riemann-Liouville calculus (see (3.1)).
Deconvolution for a completely monotone kernel.
In this section, we investigate the property of convolution inverse of a completely monotone sequence and deconvolution with completely monotone sequences. Note that a function f : C + → C (where C + denotes the upper half plane, not including the real line) is Pick if it is analytic such that Im(z) > 0 ⇒ Im(f (z)) 0.
Consider the one-sided convolution equation
where the convolution kernel c is a completely monotone sequence and c 0 > 0. The discrete convolution is defined as , −c
Proof. The first claim follows from that F c (z) has no zeros in the unit disk [10] . By Lemma 2. 
It is easy to verify that G is a Pick function, analytic and nonnegative on (−∞, 1 
is the generating function of the shifted sequence (d 1 , . . .), which is completely monotone. Hence, H is also a Pick function, nonnegative and analytic on (−∞, 1). Taking the pointwise limit of H as → 0, we find the limit function
to be nonnegative on (−∞, 1). By the expression of H, it is also analytic since F c (z) is never zero on C \ [1, ∞). Finally, since Im(H (z)) 0 for Im(z) > 0, then Im(H(z)), as the limit, is nonnegative. It follows that the sequence corresponding to H is also completely monotone. If c is in
we fix z 0 ∈ (0, 1), and then for any z ∈ (z 0 , 1), we have 0 < H(z) 
The weak star closure
Hausdorff measures. Due to this fact, we can generate completely monotone sequences using
where λ i > 0 are generated randomly (for example uniformly from [0, 1]). In Fig. 1 (a) , we have a sequence which is of square shape; in Fig. 1 (b) , we plot the convolution between the sequence in (a) and the completely monotone sequence obtained using (2.7). Fig. 1 (c) shows the solution a * c = f by convolving the sequence in 
where a 0 is arbitrary. Clearly, the iteration converges if (c−d) * d
because d is completely monotone and d 0 = η 1 . As long as we can find a solution η to this optimization problem, the iterative method can be applied to solve the convolution equation (2.1).
3.
A discrete convolution group and discrete fractional calculus. In this section, we introduce a special discrete convolution group generated by a completely monotone sequence and define discrete fractional calculus. We show that the discrete fractional calculus is consistent with the Riemann-Liouville fractional calculus ( [4, 6, 8] ) with appropriate time scaling. The discrete convolution group proposed may be suitable for modeling memory effects in discrete time series.
The traditional Riemann-Liouville fractional calculus for a function in C 1 [0, T ), T > 0 with index |α| 1 is defined as
In [8] , a slightly different Riemann-Liouville calculus is proposed. The new definition introduces some singularities at t = 0 such that the resulted Riemann-Liouville calculus forms a group. However, for t > 0, the modified definition of a smooth function agrees with the traditional definition.
LEI LI AND JIAN-GUO LIU
To motivate the discrete fractional calculus, we take a grid t i = ik : i = 0, 1, 2, . . . where k is the step size. Evaluating f at the grid points yields a sequence a = {a i } ∞ i=0 , a i = f (ik). Using numerical approximations ( [9] ) for the fractional calculus, we find the following sequence for fractional integral J γ , 0 < γ 1:
The sequences {c γ } do not form a convolution semi-group.
However, each sequence generates a convolution group. Let {c
: α ∈ R} be the group generated by c γ , with c
γ : α ∈ R} can be used to define discrete fractional calculus.
We focus on the case γ = 1 and we have c : α ∈ R and the generating function is Given a function time-continuous function f (t), we pick a time step k > 0 and define the sequence a with a i = f (ik) (i = 0, 1, 2, . . .). We consider
We now show that for t > 0 (T α f ) n converges to J α f (t) as k = t/n → 0 + :
Theorem 3.2. Suppose f ∈ C 2 [0, ∞). Fix t > 0, and define k = t/n. Then, |(T α f ) n − (J α f )(t)| → 0 as n → ∞ for |α| 1.
We first introduce some useful lemmas and then prove this theorem. The following is from [3] : License or copyright restrictions may apply to redistribution; see http://www.ams.org/license/jour-dist-license.pdf
