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Abst rac t - -Th is  paper deals with the solution of initial-boundary value problems for nonlinear 
evolution equations. The solution technique is based on collocation-interpolation methods which are 
improved in order to reduce computational errors at fixed discretizations of the independent variables. 
The method consists in parallelizing the approximation of the space derivatives so that the same 
approximation is reached by a lower number of collocation points, and hence, by a lower computation 
time. The analysis includes a theoretical and computational estimate both of the approximation error 
and of the computational time. 
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1. INTRODUCTION 
We consider, in this paper, the initial-boundary value problem for continuous mathematical 
models described by nonlinear partial differential equations. As is known [1], a standard solu- 
tion technique to solve nonlinear initial-boundary value problems is the collocation-interpolation 
method, originally proposed as differential quadrature method [2,3]. The application of the 
method is developed through the following steps. 
(i) The space variables are discretized into a suitable number of collocation points. 
(ii) The dependent variable is interpolated and approximated by the values of the dependent 
variable in the collocation points. 
(iii) The space variables are approximated using the interpolation mentioned in Item (ii). 
(iv) The initial-boundary value problem is transformed into an initial value problem for the 
values of the dependent variable in the nodes. Boundary conditions are imposed in the 
nodal points on the boundary of the domain of the independent variables. 
(v) The solution of the initial-boundary value problem is then obtained solving the initial 
value problem mentioned in Item (iv) and interpolating the solution by the method used 
in Item (ii). 
This method discretizes the original continuous model (and problem) into a model with finite 
number of degrees of freedom, while the initial-boundary value problem is transformed into an 
initial-value problem for ordinary differential equations. The method can solve several nonlinear 
problems, although it cannot be claimed to be the most efficient one in the whole variety of 
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cases. Alternative techniques can be applied as documented in [1]. However, without discussing 
the validity of the method, with respect o alternative ones (that can be done only for well- 
defined problems), it can be recognized that such a method efficiently deals with nonlinearities. 
Classically, Lagrange-type interpolations are used. This type of interpolation may not be useful 
for fast oscillating solutions. On the other hand, Sinc functions [4-6] can be used instead of 
Lagrange polynomials. The solution of initial-boundary and boundary value problems governed 
by nonlinear partial differential equations by Sinc methods was first proposed in [7] and further 
developed in [8]. Due to their flexibility to deal with nonlinear problems, collocation methods are 
objects of intensive studies as documented in the review paper [9], where the interested reader 
can recover information on the technical aspects of the application of the method as well as on 
the pertinent literature in the field. 
On the other hand, the weak aspect of the method is the accuracy of the solution which, in 
principle, can be obtained by increasing the number n of collocation points. This is in contrast 
to the fact that increasing n generates a large system of stiff ordinary differential equations, that 
induce additional computational errors. 
This paper develops a substantial improvement ofthe method in order to overcome the above- 
mentioned difficulty. The idea is to split the overall interpolation i to several, at least wo, subin- 
terpolations and to decompose the application of the solution algorithm into several sequential 
steps corresponding to each subinterpolation. Computations related to each subinterpolation 
can be parallelized. This method allows us to reduce the stiffness of the original problem and, 
consequently, the related errors. 
The contents are developed in four sections. Section 1 is the Introduction. Section 2 describes 
the classical method in the case of the one-dimensional Dirichlet and Neumann problems. Sec- 
tion 3 provides the description of the improved method. The analysis of the estimates ofthe error 
bounds is also dealt with in this section. The last section deals with an application, including 
some numerical experiments, and a discussion on some conceivable generalizations of the method. 
2. SOLUTION METHOD IN ONE SPACE D IMENSION 
We summarize, in this section, the application of the classical collocation method to the solu- 
tion of initial-boundary value problems described by second- and higher-order semilinear partial 
differential equations in one space dimension. The solution method will be improved and develo- 
ped in the section that follows. In particular, we consider equations with dimensionless rescaled 
variables uch that 
u = u(t,x): [0,1] x [0,11--* [0, 11, (2.1) 
and the following class of second-order partial differential equations: 
Ou Ou 02u ( Ou ) 
--=Or ~(t,x,u)-~x +#(t , z ,u )~+f  t,x,U,~x ' (2.2) 
where ~, #, and f are assumed to be given functions of their arguments. 
It is assumed, in the analysis developed in what follows, that the solution exists unique and 
smooth in a suitable function space for (t, x) e [0,1] x [0, 1]. Of course this statement has to be 
properly verified for specific models and problems. 
Bearing all this in mind, consider the problem of computing the time-space volution of the 
dependent variable u = u(t, x) in the following case. 
PROBLEM 2.1. Consider the initial-boundary value problem for equation (2.2) with initial con- 
dition 
u(0, x) = ~(z), V x • [0, 1], (2.3) 
and two points Dirichlet boundary conditions 
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u( t ,O)  = a( t )  and  u(t, i) =/~(t), Vt 6 [0, i], (2.4) 
where ~, a, and/~ are given smooth functions of space and time, respectively. 
PROBLEM 2.2. Consider the initial boundary value problem for equation (2.2) with initial con- 
dition (2.3) and two points Neumann boundary conditions 
_~x(t,Ou O) = 7(t) and ~--~(t, 1) = 5(t), Vt E [0,1], (2.5) 
where ~, and 5 are given smooth functions of time. 
Before developing the solution technique, we anticipate some technical calculations. The start- 
ing point is the definition of the collocation 
i = 0 , . . . ,n+ 1 : I ,  = {x0 =O, . . . ,X i , . . . ,Xn+l  = 1}. (2.6) 
If the collocation is equally spaced, then xi = ih and h = 1/(n + 1), otherwise more efficient 
Chebytheff collocations can be used. 
In general, a function u = u(t, x) defined over [0, 1] × [0, 1] can be interpolated and approximated 
by means of Sinc-type functions as follows: 
n%l 
u(t, x) ~- un(t, x) = E Si(x; h)ui(t), (2.7) 
i=O 
or by Lagrange polynomials 
n+l 
u(t, x) ~- un(t, x) = E L~(x)ui(t), (2.8) 
i=O 
where u~(t) = u(t, xi), and where Sinc functions and Lagrange polynomials are, respectively, 
given by the following expressions: 
Si(x; h) sin z~ r = ~'z~ z~ = -~(x - ih), (2.9) 
and 
]1  x - x j  _ P(x)  (2.10) 
L~(x) = ~.  ~ ~ (x - xi) P'(xi) '  j¢~ 3 
with P(x)  = (x - xo) . (x  - Xnq-1) and P' (x)  = dP(x) 
*"  c lx  " 
The above-defined interpolations can be used to approximate the partial derivatives in the 
nodal points of the discretization. In particular, 
n+l 02U. n+l Ou 
a~u~ (t), ~xx(t; x~) ~- Ox 2 (t; x~) ~ E bj~uj(t), (2.11) 
j=o 5=0 
where 
dSj z d2SJ "z" aji --~-x ( i ) ,  bji "-~'~-x2 (i) or aji = (xi), bji d2Lj = = = dz 2 (xi). (2.12) 
Technical calculations provide, in the case of Sinc functions, the following result: 
1 
aji - -  h(i - j )  ( -1) i - J '  a i i=  0, 
(2.13) 
2 
bji = h2(i _ j)2 , - - ,  ' bii = -3  \h ]  ' 
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while in the case of Lagrange polynomials one has 
P'(x i )  1 
aji = (xi - xj)  P ' (x j ) '  a i i=  E Xi - Xk' 
1 (2.14) 
bji = (x~ - xj)  P"(x i )  - 2 P ' (x i )  
(x~ - xj)  u P ' (x j )  ' bii = E (xi - Xk)(Xi - xs)" 
k~i,s~i,k 
REMARK 2.1. Sinc-type interpolation requires equispaced collocations, while Chebytcheff collo- 
cations can be used for Lagrange polynomials. Some criteria to operate the choice between one 
of the two interpolations i  reported in paper [8]. 
The classical collocation interpolation method applied to the Dirichlet problem consists in 
using the interpolations (2.7) or (2.8) to recover an initial value problems for the variable u in 
the collocation points for a system satisfying the boundary conditions. The result is 
dui 
d---t = gi(t, u), (2.15) 
u~0 = ~o(xi),  
for i = 1,. . .  ,n, where 
gi=,7(t,~i,u,) hi(t)+ ~ j i~ ,  +.(t,~.,.) ~i(t)+ ~]bji~j 
j - - - -1  j=l 
(2.16) 
+ f t, xi, ui ,hi(t)  + ajiuj , 
j=l 
with coefficients a and b given by expressions (2.13) or (2.14) and 
hi(t) = ao~a(t) + a(n+l)i13(t), ki(t) = boia(t) + b(n+l)i13(t). (2.17) 
System (2.16) can be solved by known methods for ordinary differential equations, see [1, 
Chapter 2]. Once the time evolution of the variable u is recovered, interpolations (2.7) or (2.8) 
can be used to obtain the time and space evolution of the solution to the initial-boundary value 
problem. 
Neumann problem requires enforcing boundary conditions at i = 0 and i = n + 1 by differential 
equations. The obtained system can be written in integral form as follows: 
. . o  
udt) = ~o(x,) + ,7(s, zi,u,) hds) + aiju~(s) 
j=l (2.18) 
+#(s ,  x i ,u i)  k i (s)+ bjiuj(s) +f  s, x i ,u i ,h i ( s )+Ea j iu j ( s  ) ds, 
\ j-~l ] k j=1 
, o o  
1 [e(t) - ~ a~(.+l),,, 
Un+l(t)-~" a(n+l)(n+l) j=O 
where i = 1, . . . ,  n and s is an integration variable. 
Nonlinear Evolution Problems 75 
REMARK 2.2. Generalization of the above method to equations of the type 
Ou ( Ou O2u ) 
O---i = f t,z, u, Oz' Oz 2'''" 
is immediate. Nevertheless, we have chosen the class of semilinear equations indicated in equa- 
tion (2.2), having in mind the numerical experiments developed in the last section. Similarly, one 
can deal with systems of partial differential equations. This generalization, that is also immedi- 
ate, refers to the case where the dependent variable is a vector, say u. The solution technique 
leads to a system of equations for each component of u. 
3. THE PARALLEL IZED COLLOCATION METHOD 
One of the main withdraw of the application of the method described in the preceding section 
is related to the fact that accuracy cannot be obtained increasing indefinitively the number 
of collocation points. This certainly improves the evaluation of the space derivatives in the 
collocation points. On the other hand, when the number of equations increases, the stiffness of 
the system of ordinary differential equations generates further computational errors. 
In general, one should expect hat by increasing the number of nodes, the gap between the 
true solution and the one obtained by the application of the method will gradually decrease up 
to a certain value no. On the other hand, for n > no, such a gap generally increases. All this 
matter needs is to be put into a more rigorous framework, which will be done later in this paper. 
The method that is proposed towards a partial overcoming of the above-mentioned difficulty is 
here reported. 
Such a method is first described in a relatively simpler case, that corresponds to parallelizing 
the integration of the ordinary differential equations into two subsystems and in using a third- 
order Runge-Kutta method for the integration in time. Then some technical generalizations will 
be proposed in order to cast the method in a quite general framework. 
The sequential steps of application of the method are the following. 
STEP 1. As the first step, the collocation 
i=O, . . . ,m+l : I z={xo=O, . . . , x i , . . . , xm+l  =1} (3.1) 
is split into two subcollocations 
h = O, . . . ,p+ 1 : I1 = {Xo = O,. . . ,Xh, . . . ,Xp+l = 1} (3.2) 
and 
k = O, . . . ,q+ 1 : 12 = {x0 = 0 . . . .  ,xk, . . . ,Xq+l = 1}, (3.3) 
such that 
m = p + q, I1 U/2 = Ix. (3.4) 
STEP 2. Set the initial value problems corresponding to both collocations 
dUhdt \( Ou 02u. . "~ = gh t,z,,, ~--~x(t, zh),-g~z2(t, xh) ) ,  
(3.5) 
uh0 = ~(zh), 
and 
duk ( Ou 02u. . "~ 
dt = gk xt'Xk'-~x (t, xk), ~x2(t, xk)) , (3.6) 
uko = ~(zk) ,  
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where initial conditions are set at t -- to and boundary conditions are enforced for both systems 
for h = k = 0 and h = (p% i), k = (q -{- 1). This apply both to Dirichlet and Neumann problems. 
STEP 3. Integrate both systems (3.5) and (3.6) from to to tl = to + A, using for both of them a 
third-order Runge-Kutta lgorithm 
A 
Uhl = Uh0 + -ff (Kx0 + 4K2ho(K10) + K3o(K10, K2ho)), (3.7) 
A 
ukx = uk0 + -~ (Klo + 4K2ko(K10) + K30(Klo, K2k0)), (3.8) 
where K10 is computed using all points of the collocation. 
STEP 4. Once ux has been computed, the procedure is repeated starting from Step 2 for all 
successive integration steps. 
Some technical generalizations can now be proposed. 
REMARK 3.1. The procedure is essentially the same for systems of equations. Simply, each 
subcollocation generates a system of ordinary differential equations corresponding to each partial 
differential equation. 
REMARK 3.2. The method can be developed also using more than two subcollocations. Step I is 
modified, and consequently, in Step 2 one has a number of systems corresponding to the number 
of collocations. Then the stiffness of the systems of ordinary differential equations is further 
reduced. 
REMARK 3.3. The method can be developed also using more accurate integration algorithms, 
e.g., higher-order Runge-Kutta methods. Step 3 is technically modified in order to deal with 
different algorithms or predict corrector methods. 
In order to discuss the quantitative improvement introduced by the proposed parallelization 
method and to motivate the numerical applications developed in the section that follows, a few 
concepts concerning the approx imat ion  error  and the computat iona l  t ime must be precise. 
Let u = u(t,  x) be the solution to the initial-boundary value problem and u n = un(t ,  x) the 
solution delivered by a collocation method. In general, the local in time error is 
e" ( t ' )  = Ilu - un l lq ,  (3 .9)  
where, for instance, the norm may be in average 
/ol Ilu - u" l la = lu - unl dx, (3 .10)  
or uniform, 
Ilu- u"ll  = sup lu - unl .  (3.11) 
~e[o,l] 
The global error is 
6" = Illu - u"l l l  = sup  Ilu - u" l lq .  (3 .12)  
t6[0,11 
In general, one is interested in minimizing both e n and e n. However, the above estimates 
generally can be computed if an analytic solution is available, which is a rather special situation. 
A much simpler experiment consists in analyzing the norm of u n versus the increasing values 
of n. In general, the qualitative behaviour for Ilunllq(t*), where t* is a given control time is the 
following: for low values of n the norm oscillates; a stable, almost constant value is reached for a 
certain range of n, namely, n* < n < n**; finally, for n > n**, the norm blows up since the number 
of differential equations is too high for the integration algorithms that is being used. Solution 
of problems hould be developed for n E In*, n**]. This gives reliable information, although it is 
not possible, a direct estimate of the error e n and En when an analytic solution is not available. 
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An additional quantity, which is of interest in the analysis with which we are dealing, is the 
time step hn required by the integration of the system of n differential equations obtained by the 
application of the classical parallelization method to the solution of the given initial-boundary 
value problem. In principle, if n < n**, then, n T ::~ ¢~, hn ~. 
A comparison between the classical and the parallelized method implies a comparison be- 
tween h~ and the corresponding hp to obtain a solution with fixed error ¢ -- en. Conversely, if
hn = hp, one wants to compare Sn with ep, where cp is the error obtained by the parallelized 
method with the same cost. 
After these preliminaries we have acquired all elements to indicate how a comparison between 
the classical and the parallelized collocation method can be developed. In detail, we propose, 
among several ones, the following problems. 
PROBLEM 3.1. Consider an initial-boundary value problem of the type classified in Section 2, as 
Problems 2.1 or 2.2, such that the solution is known analytically. Let an error ¢ = Cn be fixed 
(to be related to n) and let hn, the time step required to obtain the approximated solution. The 
problem consists in computing the corresponding time step hp to obtain the solution with the 
above approximation by the parallelized method. 
One expects by the solution of the above problem, that hp > h~ with estimates to be defined 
in detail. Moreover, following the above arguments, one can deal with the following. 
PROBLEM 3.2. Consider an initial-boundary value problem of the type classified in Section 2, as 
Problems 2.1 or 2.2, such that the solution is known analytically. Let h~ be the time integration 
step corresponding to the application of the classical collocation method with n collocation points. 
Let hp = hn be the corresponding integration time required by the parallelized method, which 
may refer to m > n collocation points. The problem consists in computing the corresponding 
errors ~n and cv" 
In this case, one expects that ep < e", corresponding to the fact that m > n. 
REMARK 3.4. The analysis may involve comparisons between different interpolation methods, 
say Lagrange or Sinc interpolations. Also, in this case, the results may quantitatively change 
when different interpolations are used. 
REMARK 3.5. The above-stated problems can be developed if an analytic solution is known. This 
may be a particular situation, generally not usual, although often used to test computational 
methods [9]. In general, an analytic solution is not available. In this case, reliable information 
can be obtained assuming as exact solution the one obtained for n E [n*, n**]. 
4. APPL ICAT ION AND GENERAL IZAT IONS 
The analysis developed in the preceding sections refers to the one-dimensional Dirichlet and 
Neumann problems. It has been shown that the parallelized method can provide some effective 
improvements to the classical collocation method. Moreover, the analysis has also shown some 
criteria to obtain information about the use of Lagrange or Sinc interpolation. 
The improvement tobe obtained by the parallelization method is particularly useful when one 
deals with relatively heavier problems, ay problems in several space dimensions or problems with 
nonlinear boundary conditions. This section is devoted to providing some technical indications 
towards the above generalizations, which will be proposed after an application. 
The experiments developed in what follows provide a quantitative analysis to the above- 
described problems. We refer to the analysis of the Dirichlet problem for an equation of type 2.2, 
namely, the nonlinear convection diffusion equation 
Ou Ou (k )02u  ek (Ou'~ 2, (4.1) 
O'-~--C-~x "F ~ ~x2F (1-Feu)2\Ox] 
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where c = 0.1 is the convective coefficient, k = 0.01 and e = 0.1 are heat conductivity parameters. 
Equation (4.1) is linked to the following initial boundary conditions: 
u(0, x) = 0, u(t, 0) = 0, u(t, 1) = e t. (4.2) 
The results obtained by numerical experiments are summarized in Table 1, obtained in the 
framework of Problem 3.1 and Remark 3.5. 
Table 1. 
n 5 7 9 11 13 
hn ~-- 0.025 0.01 0.002 0.001 0.0005 
h n _~ 0.1 0.05 0.03 0.025 0.015 
The simple application shows that the parallelized method can provide some advantages in
dealing with nonlinear initial boundary value problems. Indeed, the integration step required 
to obtain the same accuracy by the parailelized method is relatively larger, which reduces the 
computation time. Calculations have been developed using a fourth-order Runge-Kutta method 
for the integration of the system of ordinary differential equations. 
This improvement may be particularly useful for problems in several space dimensions, where 
the number of ordinary differential equations consistently increase so that the possibility of re- 
ducing their number with the same accuracy may become ssential to obtain quantitative r sults. 
The behaviour shown in the table is confirmed by additional experiments. 
We conclude this paper by a concise description of two open problems, or generalizations, which 
are worthy of further analysis and may be regarded as research perspectives. On both of them, 
some preliminary results are already available. 
• The analysis of the method should be developed including suitable comparisons between 
the use of Sinc and Lagrange interpolations. In principle, it is not possible to state a priori 
the advantage of one interpolation with respect o the other. On the other hand, some 
preliminary calculations show a better accuracy of Sinc interpolation when the solution is 
oscillating in space. A systematic analysis of the problem is in progress. The analysis is 
also developed using algorithms for the time integration different from the ones proposed 
in this paper. 
• The parallelized method can be developed for problems in several space dimensions. For 
instance, if the dependent variable depends on time and two space variables 
u = u(t, x, y), u e [0, 1], x e [0, 1], y • [0, 1], 
one can use the interpolation 
n 1T~ 
u(t, x, y) ~- u nra (t, x, y) = E E ni(x) Lj (y) u,j (t), (4.3) 
i----1 j----1 
where uij(t) = u(t,x~,yj) to discretize the partial differential equation into a system of 
n x m ordinary differential equations. Boundary conditions need to be enforced corre- 
sponding to the points x~, yj, belonging to the boundary of the domain of definition of the 
space variables. In this case, both collocations of the x and y variables have to be split 
into two or more subcollocations. The application of the parallelized method follows in 
the same way as the one-dimensionai case. 
Of course, as already discussed in [8], one can use in (4.3) Sinc interpolation or even mixed-type 
interpolation. We mean Lagrange interpolation for the x variable and Sinc for the y variable, or 
vice versa. Of course, the analysis developed in the preceding item is of crucial importance for 
selecting the proper interpolation. 
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The above descriptions refer to two generalizations, among several. Actually, the analysis has 
been focused on problems that are objects of present research activity. Nevertheless, additional 
interesting problems can be developed, such as problems in polar or curvilinear coordinates [9], 
decomposition of domain methods, and application to solution of problems with source terms or 
moving boundary [10]. The general motivation to support his research line is that of the original 
idea by Bellman, Kashef and Casti [2] which can be further developed to improve the differential 
quadrature methods to make them competitive with respect o alternative solution methods for 
nonlinear evolution problems governed by partial differential equations. 
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