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A SPANNING SET AND POTENTIAL BASIS OF THE MIXED HECKE
ALGEBRA ON TWO FIXED STRANDS
DIMITRIOS KODOKOSTAS AND SOFIA LAMBROPOULOU
Abstract. The mixed braid groups B2,n, n ∈ N, with two fixed strands and n moving ones, are
known to be related to the knot theory of certain families of 3-manifolds. In this paper we define the
mixed Hecke algebra H2,n(q) as the quotient of the group algebra Z [q
±1]B2,n over the quadratic
relations of the classical Iwahori-Hecke algebra for the braiding generators. We furhter provide a
potential basis Λn for H2,n(q), which we prove is a spanning set for the Z[q
±1]-additive structure
of this algebra. The sets Λn, n ∈ Z appear to be good candidates for an inductive basis suitable
for the construction of Homflypt-type invariants for knots and links in the above 3-manifolds.
Introduction
Knots and links in certain families of 3-manifolds (knot complements in S3, c.c.o. 3-manifolds,
handlebodies) can be represented by mixed links and mixed braids in S3 [7, 4, 8, 2], and the
corresponding braid structures in these manifolds are encoded by the mixed braid groups Bm,n or
appropriate cosets of theirs [10]. A mixed link or a mixed braid comprises a fixed part (sublink
or subbraid, respectively), which represents the 3-manifold we are in, and a moving part (sublink
or subbraid), which represents the link or braid, respectively, in that 3-manifold. Furthermore,
knot and link isotopy in each one of these 3-manifolds corresponds to appropriate mixed braid
equivalences [7, 4, 8, 2]. The mixed braid groups have braiding generators and looping generators,
see Figure 1.
In this paper, we first recall briefly from [10] the definition of B2,n and its presentation and we
then define the quotient algebra H2,n(q) over the quadratic relations of the classical Iwahori–Hecke
algebra for the braiding generators. These algebraic structures are related to the knot theory of
the handlebody of genus two, the complement of the 2-unlink in S3 and the connected sums of two
lens spaces. These last spaces are of interest also in biological applications [1]. For the algebra
H2,n(q) we derive a subset Λn, for which we prove that it provides a spanning set for the additive
structure of the algebra and also a potential linear basis, a subject of sequel research.
We are interested in the sets Λn, n ∈ N, since they appear to be appropriate inductive bases
for the algebras H2,n(q), n ∈ N, in order to construct Homflypt-type invariants for oriented links in
the 3-manifolds whose braid structure is encoded by the groups B2,n. Such invariants have already
been constructed for the solid torus [9] and the lens spaces L(p, 1) [3] utilizing a similar inductive
basis for the algebra H1,n(q). The algebra H1,n(q) is a quotient of the Artin braid group of type B,
B1,n, and a subalgebra of H2,n(q). In [6] we also discuss interesting quotients of the algebra H2,n(q),
which generalize the Iwahori–Hecke algebra of type B and the cyclotomic Ariki–Koike algebras of
type B.
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1. B2,n and H2,n(q)
The elements of the mixed braid group B2,n on two fixed strands are the braids with n + 2
strands with the first two of them being identically straight. The group operation of B2,n is the
usual braid concatenation. In terms of generators and relations this group is generated by the
braids T , τ, σ1, . . . , σn shown in Figure 1, for which the following defining relations hold (cf. [10]):
σkσj = σjσk for |k − j| > 1
σkσk+1σk = σk+1σkσk+1 for 1 ≤ k ≤ n− 1
T σk = σk T for k ≥ 2
τ σk = σk τ for k ≥ 2
T σ1 T σ1 = σ1 T σ1 T
τ σ1 τ σ1 = σ1 τ σ1 τ
τ(σ1T σ1) = (σ1T σ1)τ
We call τ,T and their inverses the looping generators, and the σi’s and their inverses the braiding
generators. The braiding generators are the usual crossings between consecutive moving strands.
We also call the first two strands which are straight in any element of B2,n fixed strands and we
denote them I, II, while we call the rest of the strands moving strands and we conveniently indicate
them as 1, 2, . . . , n from left to right.
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Figure 1. The generators of B2,n.
To what follows, it will be important to define the looping elements or just loopings Ti, τi and
T −1i , τ
−1
i of B2,n (see Figure 2), which are mixed braids with all strands straight except for the i-th
moving strand that loops once around I or II respectively and encloses all intermediate strands.
Namely, T1 := T , τ1 := τ and for i > 1:
Ti := σi−1 . . . σ1T σ1 . . . σi−1 and τi := σi−1 . . . σ1τσ1 . . . σi−1.
We say that the loopings T ±1i , τ
±1
i as well as the braiding generators σ
±1
i have index i. Clearly,
the braiding generators along with the looping elements generate B2,n.
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Figure 2. The looping elements Ti, τi.
Definition 1. The mixed Hecke algebra on two fixed strands, denoted H2,n(q), is the unital, asso-
ciative algebra defined as the quotient of the group algebra Z [q±1]B2,n over the quadratic relations
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of the classical Iwahori–Hecke algebra for the braiding generators:
H2,n(q) :=
Z [q±1]B2,n
〈σi2 − (q − 1)σi − q · 1, i = 1, 2, . . . , n− 1〉
,
where q is a variable and 1 denotes the algebra’s unit.
In general we are going to use the same notation for the elements of B2,n when considered as
elements of H2,n(q), except for σi which we will be denoting as gi. The algebra H2,n(q) has an
equivalent presentation with generators τ,T , g1, . . . , gn−1 and relations:
gkgk+1gk = gk+1gkgk+1 for 1 ≤ k ≤ n− 1
gkgj = gjgk for |k − j| > 1
T gk = gk T for k ≥ 2
τ gk = gk τ for k ≥ 2
T g1 T g1 = g1 T g1 T
τ g1 τ g1 = g1 τ g1 τ
τ(g1T g1) = (g1T g1)τ
g2i = (q − 1) gi + q · 1 for i=1,2,. . . ,n-1
Borrowing the terminology from the braid group level, we call the elements τ,T of the algebra
looping generators and gi braiding generators of the algebra. Similarly, considering them as elements
of H2,n(q), we call Ti, τi and their inverses looping elements or just loopings. Also, we say that i is
the index of the elements T ±1i , τ
±1
i and g
±1
i . Since the image of σi in the algebra is gi, we have:
Ti = gi−1 . . . g1T g1 . . . gi−1 and τi = gi−1 . . . g1τg1 . . . gi−1.
2. The spanning set Λn of H2,n(q) as a Z[q
±1]-module
Our aim is to put any element w of H2,n(q) in a form suitable for constructing a Markov trace
in the sequence of the algebras H2,n(q), n ∈ N, and, eventually, for constructing Homflypt-type
invariants for the oriented links in the 3-manifolds whose structures are encoded by these algebras.
Previous work done with H1,n(q) (cf. [9] and references therein), indicates that we should express
each w via looping elements like the τ±i ’s and T
±
i ’s, as a polynomial of the looping elements with
each term being a monomial with ordered indices for the loopings, increasing from left to right,
and all these followed by some tail products of gi’s. Here we wish to write any w in H2,n(q) as
a Z[q±]-linear sum of elements of the set Λn whose elements are the products Π1Π2 · · ·ΠnG with
each Πi a finite product of elements of only the loopings {Ti, τi,T
−1
i , τ
−1
i } and G a finite product
of braiding generators. In other words, we wish to show that Λn is a spanning set for the additive
structure of H2,n(q) as a Z[q
±1]-module.
We already know that we can achieve the above goal for certain subsets of H2,n(q). For example
whenever w is a product of only the gi’s then it automatically gets the desired form. By the way,
each such w actually belongs to the Iwahori–Hecke algebra, Hn(q), of type A and as such it is
subjected to the canonical form given by V.F.R. Jones [5]. Also, whenever w is a product of only
τi’s and gi’s, (thus containing no Ti’s)or the analogous situation of only containing Ti’s and gi’s, it
actually belongs to H1,n(q) (which is the ‘generalized’ Hecke algebra of type B [9]), and therefore
it is subjected to the canonical form given in [9]. Such a w is written as a finite Z[q±1]-linear
combination of products of τi’s and gi’s with the τi’s appearing first, and moreover with the indices
of the τi’s in increasing order from left to right.
To achieve our goal for all elements in H2,n(q) it is of course enough to focus on images in the
algebra of braids w in B2,n. So, we first write w as a product in the generators Ti, τi, gj of B2,n.
Then, in the algebra level, we quite easily push all gi’s (i.e. the images of the σi’s) at the end of this
product as described by Lemma 1 below, using the quadratic relations of the algebra along with
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braid isotopies at the braid level. So it is now enough to prove that all words w in H2,n(q) which
are products of loopings can be written in the desired way. This is done in part A of Theorem
1 below. The proof is a bit technical since we need to pay extra attention to the indices of the
loopings involved, a necessary evil as the proof goes by a kind of induction in pairs of such indices.
More disturbing than these technicalities is the fact that certain recursion phenomena occur
whenever we try to achieve the left to right increasing order of the looping indices: in the process
of pushing loopings of bigger indices to the right of others with smaller indices (as described in
Lemma 2), some new gi’s might be created, and pushing them anew to the end might increase the
indices of the loopings from which it passes, leaving quite open the question of whether the indices
of the loopings can indeed be ordered.
Examples indicate that this kind of reordering the indices always ends the way we wish, except in
a certain initial arrangement of the indices, in which case our original w is expressed in terms of itself.
Fortunately, we can always solve the equation that arises. We deal with these recursion phenomena
in Lemma 3. Figure 3 exhibits schematically a typical example of this recursion phenomenon: the
equalities are among elements in the algebra H2,n(q); the first and last equality can be seen via
isotopies in the braid level, while the second one via an application of the quadratic relation in the
circled crossing. Thus we obtain w = q−1T1w
′+Awg1, from which w(1−Ag1) = q
−1T1w
′ where w′
is settled by Lemmata 1, 2. But 1−Ag1 = q
−1g21 , thus w = T1w
′g−21 is settled in the way described
by the Theorem.
w1
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Figure 3. A typical example of the recursion phenomenon discussded in Lemma 3.
Theorem 1. (Part A) Let w ∈ B2,n be a product of k in number loopings T
±1
i , τ
±1
i , i = 1, 2, . . . , n.
Call m,M the minimum and maximum index of the loopings in this product. Then as an element
of H2,n(q), w can be written as a finite Z[q
±1]-linear combination of the form (suppressing the
coefficient in Z[q±1] of each term)
w =
∑
w′G
so that:
i) each w′ is the image of a braid in B2,n which is written as a product of k in number loopings
T ±1i , τ
±1
i , i = 1, 2, . . . , n.
ii) the index of each looping in w′ lies in the interval [m,M ].
iii) the indices of the loopings in w′ increase from left to right.
iv) G is a finite product of g±1i ’s, i ∈ [m,M − 1] if m < M , or G = 1 if m =M .
4
(Part B) Any element in H2,n(q) can be written as a finite Z[q
±1]-linear combination of the form
(suppressing the coefficient in Z[q±1] of each term):∑
Π1Π2 · · ·ΠnG
where G is a finite product of the braiding generators g1, . . . , gn−1, and Πi is a finite product of only
the loopings Ti, τi,T
−1
i , τ
−1
i for all i. Thus Λn := {Π1Π2 · · ·ΠnG | G = finite product of braiding
generators, and Πi = finite product of only the loopings Ti, τi,T
−1
i , τ
−1
i ,∀i } is a spanning set of
the algebra H2,n(q).
Part B of the Theorem follows immediately from Part A, since any element in H2,n(q) can
be written as a finite Z[q±1]-linear combination of images of braids of B2,n, and as we already
mentioned above, each such image is written itself as a finite Z[q±1]-linear combination of products
of Ti, τi’s followed by gi’s because of Lemma 1 below. We give the proof of Part A at the end, after
proving the necessary lemmata that follow.
Lemma 1. Let A = q−1 − 1, B = q − 1, and let 1 be the identity element of H2,n(q). Then the
following hold in H2,n(q):
(1) g−1i = q
−1gi +A · 1
(2) giT
±1
j = T
±1
j gi giτ
±1
j = τ
±1
j gi whenever j 6= i, i+ 1
(3) giTi = q
−1Ti+1gi +ATi+1 giτi = q
−1τi+1gi +Aτi+1
(4) giT
−1
i = T
−1
i+1 −AT
−1
i+1 +AT
−1
i giτ
−1
i = τ
−1
i+1 −Aτ
−1
i+1 +Aτ
−1
i
(5) giTi+1 = qTigi +BTi+1 giτi+1 = qτigi +Bτi+1
(6) giT
−1
i+1 = q
−1T −1i gi +AT
−1
i giτ
−1
i+1 = q
−1τ−1i gi +Aτ
−1
i .
(7) (The passage property) Any product gǫkt
ζ
l (ǫ, ζ ∈ {1,−1}, tl a looping) can be written as
a finite linear combination of the form (suppressing the coefficient in Z[q±1] of each term on the
right-hand side):
gǫi t
ζ
l =
∑
t
ζ
l g
ǫ
i +
∑
t
ζ
i +
∑
t
ζ
i g
ǫ
i +
∑
t
ζ
i+1.
(where possibly some of the terms are missing).
(8) (The big passage property) Let Π be a finite product of k in number loopings with indices in
the interval [m,M ], and let i ∈ [m,M−1]. Then g±1i Π can be written as a finite linear combination
of the form (suppressing the coefficient in Z[q±1] of each term on the right-hand side):
g±1i Π =
∑
Π1g
±1
i +
∑
Π2
with each Π1,Π2 a product of k in number loopings with indices in [m,M ] (and where possibly some
terms are missing).
Proof. The proof is immediate, as item (2) can be seen in the braid level via trivial braid isotopies,
whereas items (2)–(6) can be seen pictorially after at most two applications of the quadratic relation
to the braids of the left-hand side. Item (7) is verified by checking the right-hand side of the
equalities in items (2)–(6) whenever ǫ = 1, and using this result and item (1) whenever ǫ = −1.
The important fact in the passage property is that, during the passage of gi to the right the index
of the looping either does not change at all or, if it does, it decreases by 1 but then never below
the index i of the braiding generator gi, or else it increases by 1 but then never by 1 above the
index i of the braiding generator. This remark and the fact that each monomial on both sides of
the equalities in items (2)–(6) contains a single looping, settle immediately item (8). 
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Lemma 2. For j < i and ǫ, ζ ∈ {1,−1} each one of the words T ǫi T
ζ
j ,T
ǫ
i τ
ζ
j , τ
ǫ
i T
ζ
j , τ
ǫ
i τ
ζ
j can be
written as required in Theorem 1 as a linear combination of the form (suppressing the coefficient
in Z[q±1] of each term on the right-hand side):
(1) T ǫi T
ζ
j = T
ζ
j T
ǫ
i , τ
ǫ
i τ
ζ
j = τ
ζ
j τ
ǫ
i , T
ǫ
i τ
ζ
j = τ
ζ
j T
ǫ
i
(2) τ ǫi T
ǫ
j = T
ǫ
j τ
ǫ
i + T
ǫ
j τ
ǫ
iG
ǫ + τ ǫjT
ǫ
i G
ǫ, where G = gjgj+1 . . . gi−2g
−1
i−1g
−1
i−2 . . . g
−1
j+1g
−1
j .
(3) τ ǫi T
−ǫ
j = T
−ǫ
j τ
ǫ
i + T
−ǫ
j τ
ǫ
jG
ǫ + τ ǫi T
−ǫ
i G
ǫ, where G = gjgj+1 . . . gi−2gi−1gi−2 . . . gj+1gj .
Proof. The proof of this lemma is also immediate as part (1) can be seen at the braid level as
braid isotopies, whereas the other two parts can also be seen pictorially after two applications of
the quadratic relation to the braids of the left-hand side (the obvious ones, so that the i-looping
can be moved above the j-looping).
The loopings appearing on the right-hand side of the equalities given in Lemma 2 have the
same indices as those on the left-hand side. Nevertheless, one of the monomials on the right-hand
side in case (3) still starts with an i-looping instead of a j-looping, and this is the reason that
recursion can occur in trying to put all words of H2,n(q) in the required form. The following lemma
deals with the heart of these recursion phenomena. For both the statement and its proof we use
the notational convention that [i, j] in the bottom of a product of looping or braiding generators
indicates that their indices lie in the interval [i, j], whereas < i, j > indicates that these indices are
also in increasing order (from left to right). 
Lemma 3. Let us denote elements in {T ±1i , τ
±1
i } indiscreetly by ti. Then each one of the words
τ ǫMT
−ǫ
M t
ζ
m with m < M and ǫ, ζ ∈ {−1, 1} can be written as required in Theorem 1 as a finite linear
combination of the form (suppressing the coefficient in Z[q±1] of each term on the right-hand side):
τ ǫMT
−ǫ
M t
ζ
m =
∑(
tmtm1tm2
<m,M>
)
G
[m,M−1]
where each G is a finite product of g±1i ’s (notice the crucial fact that every term of the last sum
starts with an m-looping).
Proof. We examine all possible cases. Using the notational convention introduced just before the
statement, and underlining the part of the word on which we apply a previous lemma, the quadratic
relation, or equalities coming from isotopies in the braid level, we have:
(1) τ ǫMT
−ǫ
M τ
ζ
m
Lem. 2
= τ ǫMτ
ζ
mT
−ǫ
M
Lem. 2
= τ ζmτ ǫMT
−ǫ
M .
(2) τ ǫMT
−ǫ
M T
ǫ
m
Lem. 2
= τ ǫMT
ǫ
mT
−ǫ
M
Lem. 2
=
∑
tmtM G
[m,M−1]
TM
−ǫ Lem. 1=
∑
tmtM
(
tm′
[m,M ]
)
G1
[m,M−1]
Lem. 2
=
∑
tm
(
tm1tm2
<m,M>
)
G2
[m,M−1]
G1
[m,M−1]
=
∑(
tmtm1tm2
<m,M>
)
G3
[m,M−1]
.
(3) Finally for τ−1M TMTm (and similarly for τMT
−1
M T
−1
m ): Observe that by Lemma 2 it is
τ−1M TMTm = τ
−1
M TmTM . In this form of the braid, apply the quadratic relation (Q.R.)
at the second crossing of τ−1M with Tm, perform at the braid level the obvious isotopies
(isot.) and put as before A = q−1 − 1 to obtain:
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τ−1M TMTm
Lem. 2
= τ−1M TmTM
(Q.R.),(isot.)
= q−1τm
(
G1
[m,M−1]
)
τ−1M−1
(
G2
[m,M−1]
)
TM +Aτ
−1
M TMTmG
Lem. 1
= q−1τm
(
tk
[m,M ]
)(
G3
[m,M−1]
)(
G2
[m,M−1]
)
TM +Aτ
−1
M TMTmG
where G = gmgm+1 · · · gM−2g
−1
M−1g
−1
M−2g
−1
m . Thus (suppressing coefficients in the big sums):
τ−1M TMTm(1−AG) = q
−1τm
(
tk
[m,M ]
)(
G3G2
[m,M−1]
)
TM
Lem. 1
=
∑
τm
(
tk
[m,M ]
)(
tl
[m,M ]
)
G4
[m,M−1]
Lem.2
=
∑
τm
(
tm1tm2
<m,M>
)
G4
[m,M−1]
=
∑(
τmtm1tm2
<m,M>
)
G4
[m,M−1]
But 1 − AG = q−1G2 is reversible. Indeed, if we apply for the braid G−1 the quadratic
relation at the crossing of its non straight strands and perform the obvious isotopies we
obtain:
G−1 = q−1G+A · 1 ⇔ −A · 1 = −G−1 + q−1G⇒ −AG = −1 + q−1G2
⇔ 1−AG = q−1G2.
This means that 1−AG = q−1G2 is a reversible element of H2,n(q) as claimed, with inverse
(1−AG)−1 = qG−2. So the last equality for τ−1M TMTm(1−AG) above now gives:
τ−1M TMTm =
∑(
τmtm1tm2
<m,M>
)
G4
[m,M−1]
(qG−2) =
∑(
τmtm1tm2
<m,M>
)
G5
[m,M−1]
,
where we suppressed coefficients in the last sum, and the lemma is established in all cases.

We are now ready to prove Part A of Theorem 1, which is all that remains.
Proof. (Part A of Theorem 1) For a braid word w given in the form of the product of k(w) ≥ 1
in number loopings, let m(w) and M(w) be respectively the minimum and maximum index of the
loopings in this product, and let (k(w), d(w)) be the index pair of w, where d(w) = M(w)−m(w).
Whenever k(w) = 1, then necessarily d(w) = 0. Otherwise k(w) ≥ 2 and d(w) can be any number
in the interval [0, n − 1]. Let A be the set of all possible pairs (k(w), d(w)). We totally order the
elements of A via the relation < defined as:
(k, d) < (k′, d′)
def
⇔ [(k < k′) or (k = k′ and d < d′)].
The smallest element of A in this ordering is (1, 0), and the next ones are (2, 0), (2, 1), . . . , (2, n−1).
The pairs (3, 0), (3, 1), . . . , (3, n− 1) follow, and then the pairs (4, 0), (4, 1), . . . , (4, n− 1) and so on.
We prove the Theorem by induction on the pair (k(w), d(w)) ∈ A with the above ordering:
For w so that (k(w), d(w)) = (1, 0), the result is true since w consists of a unique looping which is
thus in the required form without any further arrangement. Also, for w so that (k(w), d(w)) = (2, d),
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it is either w = t1t2 for t1, t2 ∈ {T
±1
i , τ
±1
i } for some i = 1, 2, . . . , n and the result is immediate
(here G = 1), or else w = t1t2 for t1, t2 ∈ {T
±1
i , τ
±1
i |i = 1, 2, . . . , n} where t1, t2 are not of the same
index, and the result is also true by Lemma 2.
Our Induction Hypothesis (I.H.): Let’s assume that for (2, n−1) ≤ (k0, d0), the Theorem is true
for all w′ which are products of loopings with index pair (k(w′), d(w′)) ≤ (k0, d0).
Let us now consider a word w for which its index pair (k(w), d(w)) follows immediately after
(k0, d0) in the ordering of the index pairs in A. Thus the Theorem holds for all products of loopings
with index pair smaller than that of w; by the way, it is 3 ≤ k(w). We’ll show that the Theorem
holds for w as well, and we’ll have finished.
Notational conventions: we denote k(w) = k, m(w) = m, M(w) = M , we call as settled all
products of k loopings for which the Theorem holds, and we put information regarding the indices
in the bottom of products, with [i, j] indicating indices lying in the interval [i, j], whereas < i, j >
indicating that these indices also increase from left to right. Underlined products indicate the
parts of a word on which we apply a lemma or the Induction Hypothesis. All sums are finite, and
each term in them always has k(w) in number loopings because of the lemmata and the Induction
Hypothesis. We ignore the coefficients in Z[q±1] of each term in the sums, whereas by G we always
denote a finite product of braiding generators. Finally, by ti we denote any looping of index i. Let’s
return to the proof:
For m = M the result is immediate since w is a product of loopings all of the same index.
For m < M , we will expedite the arguments by making the observation (Obs) that the result
holds for any w = tm . . ., a fact whose truth is almost immediate:
tm. . .
I.H.
=
∑
tm
(
· · ·
<m,M>
)
=
∑(
tm · · ·
<m,M>
)
. (Obs)
Now for an arbitrary w for which m < M we have:
w =


tM ′
(M ′<M)
(
· · ·
[m,M ]
)
(I) or
tM
(
· · ·
[m,M ]
)
(II)
For type (I) words:
tM ′
(M ′<M)
(
· · ·
[m,M ]
)
I.H.
=
∑
tM ′
(M ′<M)
(
· · · tM ′′
(M ′′<M) <m,M>
)
G
[m,M−1]
+
∑
tM ′
(M ′<M)
(
· · · tM
<m,M>
)
G
[m,M−1]
.
For a term w′ in the first sum (ignoring the G’s) it is k(w′) = k(w), d(w′) < d(w), so w′ =settled.
For a term in the second sum (ignoring the G’s):
w′ = tM ′
(M≤M−1)
(
· · ·
<m,M−1>
)
(tM · · · tM )
I.H.
=
∑(
· · ·
<m,M−1>
G
[M,M−2]
)
(tM · · · tM )
Lemma 1
=
=
∑(
· · ·
<m,M−1>
)
(tM · · · tM ) G
[m,M−2]
and each term in this sum is settled.
For type (II) words:
tM
(
· · ·
[m,M ]
)
I.H.
=
∑
tM
(
· · ·
<m,M>
)
G
[m,M−1]
=
∑
tM
(
tm′ · · ·
(m<m′) <m,M>
)
G
[m,M−1]
+
∑
tM
(
tm · · ·
<m,M>
)
G
[m,M−1]
For a term w′ in the first sum (ignoring the G’s) it is k(w′) = k(w), d(w′) < d(w), so w′ =settled.
For a term in the second sum (ignoring the G’s):
If the product of the first two letters is not τ−1M Tm or τMT
−1
m then
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tM
(
tm · · ·
<m,M>
)
Lemma 2
=
∑
tmtM G
[m,M−1]
(
· · ·
<m,M>
)
Lemma 1
=
∑
tmtM
(
· · ·
[m,M ]
)
G′
[m,M−1]
and each term in these sums is settled by (Obs).
If the product of the first two letters is τ−1M Tm or τMT
−1
m then in the first case (and similarly in
the second):
τM
−1
(
Tm · · ·
<m,M>
)
Lemma 2
=
∑
tmtM G
[m,M−1]
(
· · ·
<m,M>
)
+
∑
τ−1M TM G
[m,M−1]
(
· · ·
<m,M>
)
Lemma 1
=
∑
tmtM
(
· · ·
[m,M ]
)
G′
[m,M−1]
+
∑
τ−1M TM
(
· · ·
[m,M ]
)
G′
[m,M−1]
and each term in the first sum is settled by (Obs).
For a term in the second sum (ignoring the G’s):
∑
τ−1M TM
(
· · ·
[m,M ]
)
I.H.
=
∑
τ−1M TM
(∑
· · ·
<m,M>
G
[m,M−1]
)
=
∑
τ−1M TM
(
tm′ · · ·
(m<m′) [m,M ]
)
G
[m,M−1]
+
∑
τ−1M TM
(
tm · · ·
[m,M ]
)
G
[m,M−1]
Any term w′ in the first sum (ignoring the G’s) has k(w′) = k(w), d(w′) < d(w), so w′ =settled.
For a term in the second sum (ignoring the G’s):
τ−1M TM
(
tm · · ·
[m,M ]
)
Lemma 3
=
∑(
tmtm′tm′′
[m,M ]
)
G
[m,M−1]
(
· · ·
[m,M ]
)
Lemma 1
=
∑(
tmtm′tm′′
[m,M ]
)(
· · ·
[m,M ]
)
G
[m,M−1]
and each term in this sum (ignoring the G’s) is settled by (Obs).
Summing up, w is always written as
∑
· · ·
<m,M>
G
[m,M−1]
as wanted, and we are done. 
Conjecture 1. The set Λn is a Z[q
±1]-linear basis for the algebra H2,n(q).
Conclusion and further research. In this paper we have given a spanning set Λn for the mixed
Hecke algebra H2,n(q) which is defined as the quotient of the group algebra Z[q
±1]B2,n of the mixed
braid group B2,n with two fixed strands, over the quadratic relations of the usual Iwahori–Hecke
algebra. The algebra H2,n(q) is related to the knot theory of various 3-manifolds and, as stated
in the conjecture above, we believe that the set Λn actually is a linear basis for this algebra, a
fact that promises to lead to the construction of knot invariants in the above 3-manifolds via the
braid-theoretic method. The proof of the conjecture seems to require tools from representation
theory and it is the subject of ongoing research.
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