Introduction 11
The technique of inverse problems for a partial differential equation of a parabolic type is 12 developed and used in various fields, such as Inverse heat transfer problems(IHTP), Inverse heat 13 conduction problems(IHCP), Inverse option problems(IOP), etc [1, 2, 4 ].
14
In this paper we consider the backward parabolic eauation:
u(x, t)| t=T = Φ(x, T), x ∈ (0, ∞).
where u(x, t) is the price for a derivative, such as an option, bond, interest rate, futures, foreign IOP in mathematical finance were started by Dupire [8] . He derived the option premium U(T, K) as a solution u(·, ·; T, K) to the dual equation of Black-Schoels equation, which is µ = r in (1) , with respect to the strike price K and maturity T as follows:
If the option price and its derivative can be determined for all possible T and K, then the local volatility function σ(T, K) can be directly derived from Eq.(2) as
Using this approach, we can deduce the local volatility function from the quoted option prices in the financial market. Bouchouev and Isakov [4], Bouchouev et al. [5] , and Ota and Kaji [24] , by using a linearization method, considered the following form of the time-independent local volatility function
where f is a small perturbation of the constant volatility σ 0 . by linearizing the inverse problems but by applying Bayesian inference to IOP.
27
In this paper, we investigate the Binary Option Problem, which has an initial condition Φ(x, T) = H(x − K) in (1) , where H is the Heviside function, that is,
And we attempt a parameter reconstruction by a statistical method that simultaneously estimates the 28 unknown trend and volatility coefficients from the measured data.
29
Bayesian inference approach solves an inverse problem by formulating a complete probabilistic 30 description of the unknowns and uncertainties from the given measured data (see [16] 
Mathematical formulation of IOP

46
In this paper, we consider that the volatility is a constant (σ(x, t) ≡ σ 0 ) and the initial condition is a step function in (1):
First, we check an idea of Dupire[8] and derive the partial differential equation dual to (4).
47
We set
and then G(S, t; K, T) satisfies the differential equation (4), and
According to Friedman[10] , G(x, t; K, T) satisfies for fixed (x, t) as a function of (K, T) the following differential equation and initial condition:
Then, we use the definition of G(S, T; K, T), and integrate the equation (7) from K to ∞. The third term
48
in the left-hand side can be integrated by parts as follows
where we have used the following behaviour at infinity
Consequentry, we can obtain the following dual equation for u(·; K, T)
Now, the substitution
transforms the equation and the initial condition (4) into
where τ * = T − t * and t * is the current time.
Then, we consider the following problem IOP:
However, due to the nonlinearity of this inverse problem, the uniqueness and existence of its 54 solution are hard to prove. In this paper we attempts to reconstruct the parameters by a statistical 55 method simultaneously estimates µ(y) and σ 0 from the measured data U * (y).
56
Let us define m−dimensional vectors Y, F(θ) and ε as follows:
where y j (j = 1, · · · , m) are the measurement points at τ * , U(τ * , y j ; θ) solves the Cauchy problem (9) for the unknown parameters θ and ε j is the uncertainty (noise) in the market, assumed as white Gaussian noise with a known standard deviation Σ ε . We then seek the parametersθ, which assumedly represent the true value of θ, such that
Bayesian inference approach to IOP
58
The Bayesian inference approach is now widely used with great successes for solving a variety of inverse problem (see for example [16] ). The solution of the Bayesian inference approach is estimated not as single-valued, but as the posterior conditional mean (CM)
of the unknown parameters θ given the measured data Y. Here, according to the Bayes' theorem, the posterior probability density function (PPDF) is defined as follows:
i.e. the posterior probability of a hypothesis is proportional to the product of its likelihood and its prior probability. The likelihood function f (Y|θ) is then given as
In some case, since we don't know much about a prior density function (θ), it is simply assumed as 
MCMC methods
62
It is hard to know the explicit form of f (θ|Y) in (11), Markov chain Monte Carlo (MCMC) algorithm given in Robert and Casella [26] can be applied to obtain a set of samples θ k (k = 1, · · · , K) and these independent samples can approach the distribution f (θ|Y). Also the posterior conditional mean comes to
This is the solution of our IOP under the meaning of statistics. 
M-H Algorithm
68
• Step1: Generate θ ∼ q(·|θ k ) = N(θ k , γ 2 ) (the normal distribution) with a given stander 69 derivation γ > 0 for given θ k .
70
• Step2: Calculate the acceptance rate α(θ , θ k ) = min {1, f (θ |Y)/ f (θ k |Y)}.
71
• Step3: Update θ k as θ k+1 = θ with probability α(θ , θ k ) but otherwise set θ k+1 = θ k and re-sample 72 from 1.
73
While running this M-H algorithm, we can find, by given any initial guess θ 0 , the samples will come to a stable Markov chain after a burn-in time k * . In other word, unlike common Newton-type iterative regularization methods (for example, the Levenberg-Marquardt algorithm), the MCMC algorithm does not highly depend on the initial guess and the mean value
always reaches the global minimum after a sufficiently long sampling time. 
Numerical examples
75
In this section, we generate numerically an exact artificial data set F(θ) and let (10) be the numerical data. In the rest of this paper, we assume the trend µ(y) has the form:
where α, β, γ are the unknown constant. We also assume the measurement data Y has the form:
where random error ε contains both the random measurement error and the numerical error. By 
Direct problems
79
In this section, we assume r = 0 and solve the direct problem for (9) by the numerical
80
Crank-Nicholson scheme:
where U i,j = U(t i , y j ), and 
84
Then (9) can be given in the matrix form:
where In the following examples, the relative noise in all the observations Y is assumed as 1% and 5%, and the prior distribution f (θ) of unknowns is (α, β, γ, σ 0 ) = 1. That is, we can say ] are large enough so that all (α, β, γ, σ 0 )'s appearing in the Markov chain fall into these intervals. Here, we set the the indicator function as
Inverse problem solution by MCMC
86
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General uniform distributions can be used for f (θ) if we use the prior-reversible proposal that satisfies 88 f (θ)q(θ |θ) = f (θ )q(θ|θ ) (see for example [13] ). On the other hand, if we choose f (θ) as a Gaussian 89 distribution, this will turn out to be the Tikhonov regularization term in the cost function.
90
For comparison, we particularly consider the 20] . That is, the recovery of θ = (α, β, γ, σ 0 ) T is computed by the iteration given by
where F (a) is the Jacobian matrix and the parameter λ is nonnegative. This algorithm can be and Mean value(with 5% noise)" in Table 2 are the average of the value of the iteration time 30000
98 after burn-in time 5000. For comparison, the converged recovery of (α, β, γ, σ 0 ) obtained by the
99
Levenberg-Marquardt algorithm for the measured data with 5% noise is also provided in Table 2 . In this example, the initial guess of (α, β, γ, σ 0 ) was set (3.5, 3.5, 3.5, 3.5) to the value far from Levenberg-Marquardt algorithm for the measured data with 5% noise is also shown in Table 3 . In the case of the initial guess (0, 0, 0, 0), from the results of the MCMC samples in Figure 1 , 
