We study a two-level transition probability for a finite number of avoided crossings with a small interaction. Landau-Zener formula, which gives the transition probability for one avoided crossing as e −π ε 2 h , implies that the parameter h and the interaction ε play an opposite role when both tend to 0. The exact WKB method produces a generalization of that formula under the optimal regime h ε 2 tends to 0. In this paper, we investigate the case ε 2 h tends to 0, called "non-adiabatic" regime. This is done by reducing the associated Hamiltonian to a microlocal branching model which gives us the asymptotic expansions of the local transfer matrices.
Introduction and result
In this paper, we study a first order ordinary 2 × 2 system: ih d dt ψ(t) = H(t; ε)ψ(t) for t ∈ R, (1.1)
where h is a positive parameter and H(t; ε) is the 2 × 2 matrix of the form:
H(t; ε) := V (t) ε ε −V (t) with ε > 0.
The system (1.1) is a model equation of the time-dependent Schrödinger equation whose Hamiltonian H(t; ε) describes a two-level system depending on a time variable t with a vector-valued solution ψ(t) = t ψ 1 (t), ψ 2 (t) ∈ C 2 . The diagonal entries of H(t; ε) are two non-perturbed energies ±V (t), where V (t) is a real-valued smooth function on R. The zeros of V (t) mean the crossing points of them, and there the eigenstates corresponding to two nonperturbed energies involve an interaction each other. Taking into account of such an interaction as a positive parameter ε in the off-diagonals of H(t; ε), we can treat the energy-levels of the whole system as the eigenvalues of H(t; ε), that is ± V (t) 2 + ε 2 . The difference of the eigenvalues (spectral gap) is given by 2 V (t) 2 + ε 2 and it is strictly positive for all t ∈ R. If the function V vanishes at some points then the minimum of the gap is exactly 2ε and attained at the crossing points.
In a quantum chemistry, the situation described above is called avoided crossing. The point t 0 ∈ R such that V (t 0 ) = 0 plays a very peculiar role. In mathematical aspect, the eigenvalues cross each other in a complex plane and the crossing points ζ ± ∈ C with ±Im ζ ± > 0 such that V (ζ ± ) 2 + ε 2 = 0 are called turning points, which also play an important role within some wellstudied limits.
In the classical mechanics, the eigenstates corresponding to the eigenvalues ± V (t) 2 + ε 2 propagate along them and especially, under the existence of the strictly positive difference between two eigenvalues, transitions between the two eigenvalues can not happen. In the quantum mechanics, however, transitions between them can be found. It is a natural problem to study the transition probability between two eigenvalues and its contribution which might come from the avoided crossing.
While ε stands for an "interaction", h is so-called adiabatic parameter which can be regarded as a semi-classical one in a mathematical literature. For V (t) := vt, (v > 0) the transition probability P (ε, h) is given by P (ε, h) = e − π v ε 2 h , so-called Landau-Zener formula, (see [24] ). From this formula, P (ε, h) tends to 1 when ε goes to 0 (for a fixed h), whereas it decays exponentially when h goes to 0 (for a fixed ε). Thus, the adiabatic effect (h → 0) and the interaction effect (ε → 0) play the "opposite" roles in the asymptotic expansions of the transition probability.
The generalization of the Landau-Zener formula based on so-called "Adiabatic Theorem", that is, the exponential decay property of the transition probability in the adiabatic limit h → 0 (for a fixed ε), has been investigated by many authors (see [10] and its references given therein). Such a problem can be studied for a more general setting where a Hamiltonian is a self-adjoint operator on a separable Hilbert space by a functional analysis as in [15] , [18] and by a microlocal theory as in [17] . On the other hand, in the setting where a Hamiltonian H(t; ε) is a 2 × 2 matrix-valued operator, generalizations of V (t) are even interesting problems and have been studied more concretely by means of a WKB approach. For example, either V (t) vanishes at more than one point on R (several avoided crossings as in [13] ) or does to order n (tangential avoided crossing as in [22] ). Moreover, in the latter setting, we can consider the case where a Hamiltonian has a small eigenvalue gap (ε → 0). However, when both parameters ε and h tend to 0, a WKB approach encounters a difficulty caused by the confluence of turning points as in Remark A. 4 . In fact, the exact WKB method (see Appendix A) points out essentially two different regimes h ε 2 → 0 and ε 2 h → 0 in the Wronskian formula. In the regime h ε 2 → 0, the exact WKB method works even well, so we can regard this regime as "adiabatic" (see Proposition 1.4). Our interest is the regime ε 2 h goes to 0, the exact WKB method is not valid at crossing points. Hence we call this regime "non-adiabatic". Notice that such two regimes are implied by Landau-Zener formula.
As mentioned above, we focus on the asymptotic behavior of the transition probability in the case of a "non-adiabatic" regime, that is both parameters ε and h tend to 0 with ε 2 h goes to 0. In Theorem 1.2, we show that the asymptotic expansion of the transition probability depends on the parity of the number of zeros of V and we give a precise expression of the prefactor of π ε 2 h (see (1.2) ). Moreover, as in Remark 1.3 (C), we derive a "Bohr-Sommerfeld" type quantization rule from the condition that the prefactor C n (h) vanishes. Notice that each condition in the case where n is even or odd implies the necessary condition for a "complete reflection" (if n is even) or a "complete transmission" (if n is odd).
Next, we give the precise assumptions and state our result.
(H1) The function V is real on the real axis and analytic in the following complex domain S := {t ∈ C ; |Im t| < (tan θ 0 ) Re t },
.
We denote by Re(t), Im(t) the real, the imaginary part of t ∈ C, respectively.
(H2) There exist two non-zero real constants E r , E l and δ > 1 such that
Under the analyticity condition (H1) and the asymptotic conditions at infinity (H2), we can define the transition probability as follows:
where s 21 and s 12 are off-diagonal entries of the scattering matrix S(ε, h) given by (2.2).
As mentioned before, the distance between the two energy-levels is larger than 2ε and this minimum is attained when V (t) vanishes. We assume the following crossing condition which describes that a non-degenerate avoided crossings happen finite times:
(H3) The potential V has a finite number of zeros t 1 > · · · > t n on R and the order of every zero is 1.
We set v k := |V (t k )| > 0 for k = 1, · · · , n, and we assume that V (t 1 ) > 0 without loss of generality. Notice that the sign of V (t) for t < t n changes depending on the parity of n.
Under the regime ε 2 h → 0, the non-perturbed energies ±V (t) is more dominant than the interaction ε even in the adiabatic limit h → 0, so that the exponential decay of the transition probability for avoided crossings can not be found any longer. Our result is the following: Theorem 1.2 (Non-adiabatic regime) Assume (H1), (H2) and (H3). Then there exist µ 0 > 0 and h 0 > 0 small enough such that, for any ε and h with ε 2 h ∈ (0, µ 0 ] and h ∈ (0, h 0 ], the transition probability P (ε, h) has the asymptotic expansions:
if n is odd,
if n is even,
and C n (h) for n ≥ 2 is given by
(A) One crossing point: When n = 1, we recover the Landau-Zener formula.
(B) Dependence on the parity: The asymptotic expansions of P (ε, h) as ε 2 h → 0 depending on the parity of n imply that the time evolutions of the eigenstates propagate along the non-perturbed energies ±V (t) instead of the energies of whole system ± V (t) 2 + ε 2 .
(C) Bohr-Sommerfeld quantization rule: The prefactor C n (h) is independent of ε and, in this sense, the expression of C n (h) is refined more than that of our previous work [23] . In particular, C n (h) for n ≥ 2 may vanish, while C 1 (h) does not. Taking n = 2 and v 1 = v 2 , for example, one sees
The condition that C 2 (h) vanishes is equivalent to
for some integer N . This may be understood as a Bohr-Sommerfeld quantization rule. Notice that the phase shift in (1.3) appears in the case where the action enclosed by two different characteristics is quantized as in [3] .
In an "adiabatic" regime, that is (ε, h) → (0, 0) with h ε 2 → 0, the turning points and the action integrals are crucial. For each k (k = 1, · · · , n), there exist two simple turning points ζ k (ε) and ζ k (ε), that is, simple zeros in S of 2 − det H(t; ε) close to t k , where det H(t; ε) := −V (t) 2 − ε 2 . For k = 1, · · · , n, we define the action integral A k (ε) by
where each path is the segment from t k to ζ k (ε) on C and the branch of each square root is ε at t = t k . On this branch, Im A k (ε) is positive and of O(ε 2 ) as ε → 0. Notice that the distance in Lemma A.2 can be written by Im A k (ε) so that the ratio h ε 2 appears. This case was treated in [12] when V vanishes at only one point (n = 1 in (H3)), but for more general Hamiltonians. We extend slightly this result in our simpler framework but with avoided crossings (n ≥ 2 in (H3)), by using the exact WKB method reviewed in Appendix A. Proposition 1.4 (Adiabatic regime) Assume (H1), (H2) and (H3). The transition probability as (ε, h) → (0, 0) with h ε 2 → 0 is given by
where α(ε) = min
and K is the set of k ∈ {1, 2, · · · , n} which attains
In the case of one avoided non-degenerate crossing (i.e., n = 1), we have only one transfer matrix (see Proposition 2.2) and take into account the offdiagonal entry only. Then the error in (1.5) is O(h) uniformly with respect to ε and the formula (1.5) recovers the previous results of [12, 20, 22] in our setting. In the case of more than one avoided crossing, (1.5) also does the previous work [13] . Especially, the exponentially decaying rate of the transition probability in (1.5) is characterized by the maximum of the derivative of V at crossing points, so that the global configuration of non-perturbed energy (the number of zeros) does not contribute to the asymptotic expansions of the transition probability in the regime h ε 2 → 0.
The critical regime ε ∼ C √ h with some strictly positive constant C, as (ε, h) → (0, 0), was treated by G.-A. Hagedorn (see [9] ). In that paper, the author obtained the exponential decay property of the transition probability under a more general setting than Landau-Zener model. The proof is essentially based on the properties of "parabolic cylinder functions".
Outline of the proof of Theorem1.2 : As mentioned above, the exact WKB method is not valid near the crossing point in our regime, i.e., ε 2 h → 0. To avoid such a difficulty, we consider microlocal solutions associated to the branching model at the crossing point. This branching model is well-known in the case of single-valued Schrödinger equation since the work of HelfferSjöstrand (see [11] ). The case of 2 × 2 matrix type is treated by [14] and also [4] . While all these works are 1-parameter problems, our situation is 2-parameters one. In fact, near the crossing point the matrix-valued operator (2.4) is reduced to the branching model given by (2.5), with a new semi-classical parameter µ := ε 2 h (see Subsection 2.2). But this reduction is valid only in the disc of radius of order O( √ h), centered at the crossing point. This restriction on the radius is due to the application of some kind of Neumann's lemma, (see Lemma C.1). This reduction gives a correspondence between the solutions of our model and the branching one via some semiclassical Fourier integral operator with respect to µ, (see Proposition 2.6). Since the four solutions of the branching model are explicit (see Appendix B.1), then we obtain the asymptotic expansions of the corresponding ones of our original equation by a stationary phase method, (see Proposition 2.8). These asymptotic behaviors are valid in some pointed interval centered at the crossing point, whose length is of order O( √ h). On the other hand, the asymptotic expansions of exact WKB solutions can be extended outside a disc of size O( √ h), centered at the crossing point, since we control the error term (see (2.14) ). Then, for λ 0 fixed large enough, the asymptotic expansions of exact WKB solutions are performed in
Here t • is the crossing point. The next step is to compare the microsupports of such exact WKB solutions and those obtained by the microlocal reduction for t real in D 0 (h), as in [4, 5, 19] . This argument guaranties the one to one co-linear relation between these solutions. Then we get the asymptotic expansion of the local transfer matrix (see Proposition 3.1). In the conclusion, we give the asymptotic behavior of the transition probability, since the scattering matrix is a product of local transfer matrices associated at each crossing point, (see Subsection 3.2).
Remark 1.5
We would like to emphasize that from the technical viewpoint of the microlocal connection, we can classify the "non-adiabatic" regime into two sub-regimes:
• The first regime is ε = O(h). The connection between the microlocal solutions obtained by the branching model and the exact WKB method is carried out in an O(1)-neighborhood (independent of the parameter h) of the crossing point by using the strategy developed by Fujiié-LasserNédélec in [4] . Indeed, the microlocal connection works better than the next sub-regime.
• The second one is h ε ≤ o( √ h). The situation here is more critical. We can connect solutions in an O( √ h)-annulus around the crossing point. The microlocal argument in the annulus is performed under the specific semi-classical parameter µ := ε 2 h . This sub-regime highlights the difficulty due to two-parameter problems.
Hence, we give the proof of our result keeping in mind the second critical sub-regime h ε ≤ o( √ h) , which also covers the first sub-situation ε = O(h) .
Eventually, our result can be generalized in the case of non-globally analytic function V (t). In this context the exact WKB method no longer works. But, the microlocal reduction (see [21, Section 1] ) and the result concerning propagation of microlocal solutions through a hyperbolic fixed point (see [1, Proposition 1.1] ) are very useful to get the asymptotic expansions of the scattering matrix in the C ∞ -category.
The rest of this paper is organized as follows. The next section is devoted to some preliminaries of the proof of Theorem 1.2. First, we define the scattering matrix and reduce its computation to that of the local transfer matrix (see Subsection 2.1). Next, we reduce the original system to a 2 × 2 microlocal branching model which is valid in an O( √ h)-neighborhood of the crossing point (see Subsection 2.2) and derive the asymptotic expansions of the pull-back solutions of the branching model based on the above microlocal reduction (see Subsection 2.3). In Subsection 2.4, we show that the asymptotic expansions of the exact WKB solutions are valid outside of some O( √ h)-neighborhood of the corresponding crossing point. And we compare the microsupports of both microlocal solutions (pull-back solutions of branching model and exact WKB ones) in Subsection 2.5. In Section 3, we prove Theorem 1.2 by computing the asymptotic expansion of the local transfer matrix (see Subsection 3.1) and the product of them (see Subsection 3.2). At last, we have placed in Appendix A a short review of an exact WKB approach. The properties of the branching model are presented in Appendix B and useful lemmas are stated in Appendices C and D.
Preliminaries

Scattering matrix
In this subsection, let us define the scattering matrix by means of Jost solutions. Under the analyticity condition (H1) and the asymptotic conditions at infinity (H2), we define four Jost solutions J
From (2.1), the entries of S(ε, h) satisfy The matrix S is unitary and independent of t. Hence we see that |s 11 (ε, h)| 2 + |s 21 (ε, h)| 2 = 1 and thus we can define the transition probability as in Definition 1.1.
Thanks to the exact WKB method recalled in Appendix A, we obtain the following proposition which gives us the representation of the scattering matrix by means of the product of local transfer matrices between decomposed domains related to the crossing points (see (A.9) and Figure 4 ). This type of representation has been established in previous works (see, for example, [2, Section 4, identity (10)]).
Proposition 2.2
The scattering matrix S(ε, h) is expressed by the product of the 2 × 2 matrices as follows:
3) where T k,k+1 (ε, h) k=1,2,··· ,n−1 , T k (ε, h) k=1,2,··· ,n are defined in (A.11) and for ∈ {r, l}, T (ε, h) is given by (A.16).
In Appendix A.2 we prove this proposition by showing the existence of two kinds of local transfer matrices. One of them is a change of bases with respect to the base points of the symbol function denoted by T k (ε, h) (see (A.12)), that is, it transfers from right side to left one over the crossing point t k . The other is one with respect to the base points of the phase function denoted by T k,k+1 (ε, h) (see (A.14)), that is, it transfers from a crossing point to left one. This is related to two situations of propagation of singularities.
We conclude this subsection by claiming the following remark.
Remark 2.3 Proposition 2.2 implies that, since the local transfer matrices T (ε, h), ∈ {l, r} and T k,k+1 (ε, h), k = 1, . . . , n − 1, can be explicitly expressed by actions (see (A.16) and (A.14)), it is enough to study local transfer matrices T k (ε, h), k = 1, . . . , n instead of the scattering matrix. Thanks to Remark A.6, the study of the asymptotic behaviors of T k (ε, h), k = 1, . . . , n, does not depend on the subscript k. Then, from now on, we regard
In the rest of paper we focus on the study of the asymptotic expansion of the local transfer matrix, denoted by T local , corresponding to the behavior of the function V (t) on some neighborhood of t k = 0, included in S local , (see Figure 1 ).
Microlocal reduction near the crossing point
We here deal with the following form corresponding to (1.1).
. Let V (t) be as in the introduction. We can reduce the equation above (2.4) to so-called branching model of the first order 2 × 2 system:
is a crucial small parameter in this reduction. This model is introduced by [11] , [16] in a single-valued case and by [14] , [4] in a (one parameter) 2 × 2 system case. The properties of its solutions are investigated in Appendix B.1.
The claim of this subsection is the following reduction from (2.4) to (2.5) (see Proposition 2.6). The first lemma guarantees the existence of a local smooth change of variables which allows us to replace V (t) by a linear function near the crossing point.
Lemma 2.4
There exist a small neighborhood U and a change of variables
Note that the function f is determined independently from the parameters ε and h. The proof of this lemma can be done by constructing f (t) concretely for t in a small neighborhood of t = 0 as follows:
, which consists of the change of variables given by the above, then we see that the equation (2.4) becomes
→ 0 implies that ε → 0 uniformly with respect to h ∈ (0, h 0 ] for some fixed h 0 > 0. Notice that (2.7) is a regular perturbation problem of √ µ. In order to apply Lemma C.1 in Appendix C, we should take z in
, which is bounded uniformly on I × (0, h 0 ] together with its all derivatives. From Lemma C.1, there exists a
where
Now, by using a change of scaling x = √ µz, we can regard the equation (2.8) as a semi-classical problem with respect to µ. on the phase space T * R:
The Fourier integral operator U π 4 is given, in the book of Helffer-Sjöstrand [11] , by
for u in the space of tempered distributions.
Lemma 2.5
We denote the symbols of the diagonal entries of P 3 and Q by
Then the operators
Let χ ∈ C ∞ 0 (R) be identically equal to 1 near I. Then we put
The equation (2.9) is equivalent to
The right-hand side of (2.10) is of O(µ ∞ ) uniformly on √ µI.
Summing up, we obtain the following proposition:
Proposition 2.6 There exist h 0 > 0 small enough and c 0 > 0 independent of ε and h such that the equation (2.4) has a solution given by, as
uniformly on h ∈ (0, h 0 ] and t ∈ {|t| ≤ c 0 √ h}, where φ is a solution of (2.10), and f and M are given respectively by Lemma 2.4 and Lemma C.1.
Remark 2.7
Another scaling parameter ε h in (2.11) implies that if ε tends to 0 faster than h, that is, ε goes to 0 quite faster than the case where
→ 0, such a microlocal reduction itself with respect to µ in §2.2 works better like a one-parameter problem as well as [4] .
2.3
Asymptotic expansions of the pull-back solutions of the branching model in some O( √ h)-neighborhood of the crossing point
In this subsection, form Proposition 2.6 and Proposition B.2, we derive the asymptotic behaviors of the pull-back solutions of the branching model on suitable intervals of order O( √ h), denoted by I c (h), that is, for some constant
Here φ * with * ∈ { , , ⊥, } are given by (B.2) and (B.4). We put the constant ν(ε, h) depending only on ε and h as ν(ε, h) := e iε 2 2h log ε .
Proposition 2.8 There exists µ 0 > 0 small enough such that for any ε and h with
13)
where ω(µ) = e , and C stands for the operator of taking its complex conjugate and each error E * (t; ε, h) consists of two functions as E *
) uniformly on t ∈ I c (h) and E *
We can omit the proof of Proposition 2.8 for the reason why it is enough to confirm the rescaling along the reductions (2.11) and to use the fact f (t) 2 = 2 t 0 V (s)ds in I c (h).
Asymptotic expansions of the exact WKB solutions in
some O( √ h)-annulus centered at the crossing point
In this subsection, we study the asymptotic expansions of the exact WKB solution near the crossing points. Assumption (H3) shows that the geometrical setting near each crossing point is the same (see Remark 2.3). Then, without loss of generality, we forget the subscript k in all the considered quantities. Hereafter, we put t k = 0, S k = S local , we denote also the turning point ζ k by ζ, and the symbol base points δ k−1,k , δ k,k+1 by r, l (see Figure 1 ). Moreover, we replace ζ, r, l (resp.ζ,r,l) with ζ + , r + , l + (resp. ζ − , r − , l − ) for the simple notations. Then we also express the four WKB solutions (A.10) for simplicity as follows:
As mentioned in the introduction and explained in Remark A.4 in the appendix, the approximation of the Wronskian of exact WKB solutions becomes worse close to turning points. In particular, when (ε, h) → (0, 0) with ε 2 h → 0, the turning points in S local are very close to the crossing point t k = 0.
Concerning the asymptotic behaviors of the four exact WKB solutions ψ r ± (t; ε, h) and ψ l ± (t; ε, h) as h goes to 0, Lemma A.2 in appendix A gives
for each t in a suitable subdomain of S local , where there exists a canonical curve from each symbol base point toward the origin. Notice that, under the regime ε 2 h → 0, the turning points ζ ± (ε) are inside a complex annulus D(h) = {t ∈ C ; λ √ h < |t| < 2λ √ h} for any positive λ. Then, for η > 0 small enough there exists λ 0 > 0 sufficiently large such that 
From now on, we fix λ 0 > 0 large enough such that (2.14) holds. Then, in the regime
uniformly with respect to h ∈ (0, h 0 ] for some positive h 0 . We denote the leading term of the exact WKB solutions as
Throughout this paper we use the following notations:
Proposition 2.9 There exist µ 0 > 0 and h 0 > 0 small enough such that for any ε and h with ε 2 h ∈ (0, µ 0 ] and h ∈ (0, h 0 ], each leading term of the exact WKB solutions has the asymptotic behavior
where the error E r ± (t; ε, h) (resp. E l ± (t; ε, h)) is a function satisfying
as (ε, h) goes to (0, 0) with
The proof of the above proposition is given in Appendix A.3.
Correspondence via microsupports
In this subsection, we deduce some properties of the change of bases between the exact WKB solutions and the pull-back solutions of the branching model by comparing their microsupports near the crossing point. In particular, we obtain the asymptotic behaviors of some special entries of their change of bases, which correspond to microlocal solutions with the common microsupports. Let us investigate the following relations between the exact WKB solutions ψ r ± , ψ l ± and the pull-back solutions of the branching modelŨ [φ * ] with * ∈ { , , ⊥, }.
For h small, the microsupports of WKB solutions of type ±, which is the sign of the phase, satisfy
Note that the set Λ ± (ε) corresponds to 1-dimensional Lagrangian manifold. 
The images of the solutions of the branching model by the Fourier integral operator U π 4 can be understood as the microlocal solutions of (1.1) from Proposition 2.6. So, the microsupport ofŨ [φ * ] with * ∈ { , , ⊥, } is the image of MS(φ * ) by the canonical transformation κ π
4
, which is a rotation → 0. In fact, the leading terms of the WKB solutions (2.17) have their microsupports included by their Lagrangian manifold Λ ± (ε). On the other hand, the phase factors of the asymptotic behaviors of (2.13) and (2.17) have the same form:
This implies that the microsupports of the both microlocal solutions are included by the subset:
We define the subsets of Λ ± (ε) as
(2.20)
Notice that, as Figure 3 : microsupport on the phase space uniformly for t ∈ I r (h) and h ∈ (0, h 0 ]. Hence, taking account of the microsupports of both microlocal solutions, and fixing c in (2.12) equal to λ 0 given in (2.14), we see that, for ε 2 h small enough, the followings hold, uniformly for t ∈ I (h) and h ∈ (0, h 0 ],
The above inclusion relations allow us to match on the interval I (h), ∈ {l, r}, each leading term in Proposition 2.8 with each corresponding one in Proposition 2.9. Therefore we have Lemma 2.10 There exist µ 0 > 0 and h 0 small enough such that for any 
Proof of Theorem 1.2
The proof of Theorem 1.2 consists of two parts. The first part 3.1 is to obtain the asymptotic expansion of local transfer matrix T local (ε, h). In the second part 3.2, we carry out an algebraic computation of the product of the transfer matrices.
Asymptotic expansion of the local transfer matrix near the crossing point
The precise purpose of this subsection is to derive from the preliminaries the asymptotic expansion of the transfer matrix T local (ε, h), that is Proposition 3.1 There exist µ 0 > 0 and h 0 > 0 small enough such that for any ε and h with ε 2 h ∈ (0, µ 0 ] and h ∈ (0, h 0 ] the transfer matrix T local (ε, h) has the following asymptotic behavior:
where p, q are given by (B.5), ϑ = and C stands for the operator of taking its complex conjugate.
Remark that, from (B.6) and |e iϑ | = 1, the determinant of the principal part of T local is 1 and that ϑ → 
hold with the co-linear coefficients satisfying
as (ε, h) goes to (0, 0) with ε 2 h =: µ tends to 0, where ω(µ) is the same quantity as that given in Proposition 2.8. Here we used (B.6). Moreover, applying Lemma 3.2 for these constants, we have
as (ε, h) goes to (0, 0) with , the proof of Proposition 3.1 is complete.
Product of the transfer matrices
In this subsection, we first derive the asymptotic behavior of each transfer matrix T k (ε, h) from the result of the previous one (see Proposition 3.1) and after compute the product of these transfer matrices. Taking account the translation and the scaling: t → √ v k (t − t k ), we obtain T k (ε, h) as follows:
as (ε, h) → (0, 0) with
→ 0, where ϑ is given in Proposition 3.1 and
Now we have gotten the asymptotic behaviors of all kinds of transfer matrices T k , T k,k+1 , T r and T l (see (3.5), (A.14) and (A.16)). From Proposition 2.2, we rewrite the scattering matrix S(ε, h) by means of the notation T k = T k T k,k+1 for k = 0, 1, 2, . . . , n with T 0 = Id as
where T 0,1 (ε, h) = T r (ε, h) −1 and T n,n+1 (ε, h) = T l (ε, h). In order to understand the structure of S(ε, h), we make use of elementary notations D 1 , D 2 , N 1 , N 2 which are introduced in Appendix D (see (D.1)). We see that
where a k is the same as our notations of the actions (see (A.13), (A.17)), and
given in (3.5), (3.6). Moreover we regard T 0,1 and T n,n+1 as
and a n = a l . From the definitions of p k , q k and the fact |e iϑ | = 1, we have
Notice that our setting satisfies the hypothesis of Lemma D.2. We can understand, from Lemma D.2, the asymptotic behavior of the scattering matrix, in particular whether diagonals or off-diagonals are dominants according to the parity of the number n.
In order to obtain the prefactor C n (h) of the transition probability P (ε, h) in Theorem 1.2, we must take account of not only the dominant term O(1) of the transfer matrix T k but also the subdominant O(|b k |) = O(
). In fact, when n is odd, it is complicated to compute |s 21 
For the product of the action between crossing points, we know
Taking account of the actions coming from Jost solutions at ±∞, we note that all of actions cancel or become into their real parts. For any natural number 0 ≤ k ≤ n, one sees that, from the above fact,
and also has for any j, k ∈ {0, 1, . . . , n},
Hence (D.8) can be reduced to
with modulo O(
h 2 ). Let us carry on the computation of the second summation.
Remark that from definition of b k the followings hold.
By using the above formulae (3.7) and (3.10), we know
, and also
By means of these computations, we can derive the prefactor C n (ε, h) in the main theorem from (3.9) as follows.
Notice that the error O((
) is smaller than O((
2 ) and
Hence we obtain Theorem 1.2.
A Exact WKB approach
This appendix is devoted to a quick review of the exact WKB method. In particular, we fix the notations used in the paper.
A.1 Construction of the exact WKB solutions
In this subsection, we recall the construction of exact WKB solutions specific to our situation with the parameter ε fixed for the moment. This construction was initiated by Gérard-Grigis (see [7] ) and developed to a first order 2 × 2 system by Fujiié-Lasser-Nédélec (see [4] ).
Set ψ(t; h) := 1 2
, where φ(t; h) is the solution of (1.1).
Then the original equation (1.1) can be reduced to the following first order 2 × 2 system:
where α(t) = −iV (t) − ε and β(t) = −iV (t) + ε. One sees that the equation (A.1) is a natural extension of the Schrödinger equation by taking α(t) = 1 and β(t) = V (t) − E.
We treat this equation on a simply connected domain S ⊂ C given in (H1) and define for any fixed point a ∈ S
where the branch of the integrand V (t) 2 + ε 2 is taken ε at vanishing points of V (t) i.e., t = t k for k = 1, . . . , n. One sees that z a (t) satisfies so-called eikonal equation of (A.1). Notice that for any a,ã ∈ S one has
We denote by Λ a set of turning points which are zeros of α(t)β(t), and by S the simply connected domain S \ Λ. Remark that the mapping z a is bijective from S to z a ( S). From (H1), we can find a suitable small constant c and define the strip domain S bdd = {t ∈ S ; |Im t| < c} such that S bdd ∩ Λ = {ζ k , ζ k ; k = 1, . . . , n} by the assumption (H3) and the Rouché theorem. We make a branch cut from each ζ k (resp. ζ k ) in the direction parallel to the imaginary axis with the positive (resp. negative) imaginary part (see Figure 4) . Note that under this choice of the branch cut the whole real axis is included in the corresponding simply connected subdomain of S bdd := S ∩ S bdd . This fact permits us to know that ±Re z a (t) increase as ±Im t decrease.
In this context, we can consider the solution of (A.1), φ(t; h), as a function of the variable z by setting φ ± (t; h) = e
Notice that K(z(t)) is independent of the base point a involved in the definition of the function z(t) = z a (t). The branch of K(z(t)) is taken e −i π 4 at each t = t k with the branch cut along a positive real axis on C z . Here the vector-valued function w ± (z; h) are determined as solutions of
Moreover, by identity (A.2) and the following equality
we see that
and w ± (z(t); h) are independent of a. The above equality (A.3) implies that when ζ is a simple turning point, the function
has a simple pole at z = z(ζ).
Generally, even if the vector-valued symbols w ± (z; h) are developed with respect to h small enough, the series do not converge. The essential idea of [7] (see also [4] ) is to introduce a resummation by using the following integral recurrence system on C z . More precisely, for any b ∈ S bdd , the vector-valued functions w ± (z; h) = w ± (z, z(b); h) are of the form:
where the sequences w ±,k (z, z(b); h) k∈N are defined by
Thanks to the above resummation, the vector-valued symbol expansions (A.4) converge absolutely and uniformly in a neighborhood of z(b) for b ∈ S bdd (see, for example, [4, Lemma 3.2]). Hence, for any fixed (a, b) ∈ S bdd × S bdd , we can define the exact WKB solutions of type ± as follows:
which are linearly independent exact solutions of (1.1). Notice that a ∈ S bdd is the base point of the phase and b ∈ S bdd is that of the symbol.
We conclude this subsection by recalling some results concerning the exact WKB solutions given by (A.5). In fact, the exact WKB method is based on two properties, which are the Wronskian formula between the exact WKB solutions of type ± and the asymptotic expansion with respect to h of the symbol.
The Wronskian between any exact WKB solutions of type ± with the same base point of the phase satisfies:
where a ∈ S bdd and b ± ∈ S bdd . Here the Wronskian between C 2 -valued functions ψ 1 and ψ 2 is defined by W[ψ 1 , ψ 2 ] := det (ψ 1 ψ 2 ).
The proof of this lemma is based on a direct computation and the independence of the Wronskian with respect to the variable t thanks to the trace-free matrix in (A.1). The prefactor 2i is exactly the det M ± .
To state the next result, we introduce canonical curves of type ± in S bdd from a fixed point b to t along which ±Re z a (t) increase strictly, for a fixed a ∈ S bdd . The advantage of the integral recurrence system is to give not only an absolutely convergence but also C 2 -valued asymptotic sequences with respect to h uniformly away from turning points. More precisely,
If there exist canonical curves of type ± from b ± to t denoted by γ ± , then the vector-valued symbols have the following asymptotic expansions:
as h tends to 0, where dist(γ ± ; Λ) stands for inf
This lemma can be proved by an integration by parts thanks to the exponential decaying along the canonical curve.
Combining Lemmas A.1 and A.2, we obtain the asymptotic expansion of the Wronskian:
If there exists a canonical curve of type + from b + to b − denoted by γ, the Wronskian between any exact WKB solutions of type ± with the same base point of the phase has the following asymptotic expansion,
as h tends to 0, where dist(γ; Λ) = inf t∈γ,ζ∈Λ |z ζ (t)|.
Remark A.4 ("Adiabatic" v.s. "Non-Adiabatic") In order to derive the exponential decay of the transition probability (see Proposition 1.4), we apply the above Wronskian formula to the local transfer matrix given by (A.12)), but we must find a canonical curve γ passing between the two turning points ζ and ζ which accumulate to the same crossing point as ε tends to 0. In this case, one sees that dist(γ; Λ) is of order O(ε 2 ). Hence the WKB method works only under the regime h ε 2 → 0, called "adiabatic" regime. When ε 2 h → 0, the above lemma is obsolete at the crossing point. But we can control the behavior of the error in (A.8) far from this point, for example outside an O( √ h)-neighborhood of it. We say this regime "non-adiabatic".
Remark that each exact WKB solution has a valid asymptotic expansion for h small enough in the direction from its symbol base point toward the As mentioned in Subsection 2.1, there exist two kind of the transfer matrices. One of them is a change of bases with respect to the base points of the symbol function denoted by T k (ε, h), that is, it transfers from right side to left side over the crossing point in S k . The other is one with respect to the base points of the phase function denoted by T k,k+1 (ε, h), that is, it transfers on the intersection between S k and S k+1 . In fact, they are written by
The former transfer matrix T k (ε, h) is our main target, which is given by
(A.12)
The asymptotic behaviors of these Wronskians can be computed by Lemma A.3 under the regime h ε 2 → 0, so that Proposition 1.4 is obtained through an algebraic computation. On the other hand, the asymptotic behaviors under the regime ε 2 h → 0 must be investigated more carefully (see Remark A.4). From (A.2), the latter transfer matrix T k,k+1 (ε, h) is the diagonal one, whose diagonal elements are complex conjugate each other. Put
(A.13) for k = 1, 2, . . . , n − 1, where A k (ε) (resp. R k (ε)) is given by (1.4) (resp. (1.6) ). Then, for k = 1, 2, . . . , n − 1,
In addition, the transfer matrices between Jost solutions and exact WKB solutions at ±∞ must be treated separately. For a fixed R > 0 we denote an unbounded simply connected domain by S R = S ∩ {t ∈ C ; |Re t| > R}.
From (H2), we can find a suitable constant R > 0 such that S R ∩ Λ = ∅.
Recall that Λ is the set of turning points. In S R we can construct the exact WKB solutions of (A.1) corresponding to Jost solutions as
where the index ∈ {r, l} stands for a direction corresponding to either +∞ or −∞, and a modified phase function z (t) is given by
with λ = E 2 + ε 2 and a modified symbol functions w ± (z(t)) are given by the same integral recurrence system described in Subsection A.1, but the integral paths taken from ∞e ±iθ 1 to t ∈ S R for θ 1 ∈ (0, θ 0 ) with θ 0 given by (H1). Remark that the modified phase functions are convergent thanks to (H2) and the resummation based on the modified integral paths works also thanks to (H1).
Lemma A.5 ([22, Proposition 3.1.1]) We obtain the relation between Jost solutions and the corresponding WKB solutions:
One sees that the computations of the asymptotic behaviors of M ± (z(t)) are essentially same as in Subsection 2.4 and about those of w ± (z(t); h) one can consult with [19] (see also [8, Lemma 3.2] ), in fact w ± (z(t); h) → t (1, 0) as Re t → ±∞. From this lemma, when we denote by T r (ε, h) (resp. T l (ε, h)) the transfer matrices from S R to S 1 (resp. S n ) as
and do the action integrals corresponding to ±∞ by 15) with t r = t 1 and t l = t n , the transfer matrices T r (ε, h) and T l (ε, h) are diagonal. Actually, they are given by
where each error f (h) ( ∈ {r, l}) is O(h) as h tends to 0 uniformly with respect to small ε and
Summing up, by using all kinds of the transfer matrices, we have a representation of the scattering matrix as we state in Proposition 2.2.
Remark A. 6 The asymptotic behaviors of the scattering matrix S(ε, h) are essentially given by the asymptotic expansions of the local transfer matrices (T k ) 1≤k≤n . So, the shape of the function V (t) near its vanishing points is crucial. The assumption (H3) implies that we have the same geometrical configuration in each S k for k = 1, 2, . . . , n. Hence, without loss of generality, we may assume that t k = 0 and V (0) = 1, that is, V (t) = t + O(t 2 ) in an h-independent neighborhood of 0.
A.3 Proof of Proposition 2.9
For the proof of Proposition 2.9, it is enough to compute the leading term of the exact WKB solutions ψ ± with ∈ {r, l}. Remembering that V (t) is bounded and real-valued in I (h), where I (h) is given by (2.16), we first study K(z(t)) = (κ(t)) 1 4 and see that
Recall that, under our branch of K, the function κ(t) tends to e −πi as t goes to 0. We express κ(t) and K(z(t)) as follows:
for t < 0, and K(z(t)) = −ie . In fact, we know θ(t; ε) = tan
Hence we have
as ε and h go to 0 and
tends to 0 uniformly in I (h). These last asymptotic expansions give us the behaviors of the leading terms involved in the vector-valued symbols of the exact WKB solutions.
Next, we give the asymptotic behaviors of the phase functions for t ∈ I r (h), by the same way we have them in I l (h). We decompose the phase functions as follows, involving the crossing point 0,
The second integral of (A.18) is the action integral A(ζ ± ), which is O(ε 2 ). The first of (A.18) is real-valued and moreover can be decomposed with some constant c > 0 as
The first integral of (A.19) is also O(ε 2 ). We put
where V 1 is a holomorphic function satisfying V (s) = s(1 + V 1 (s)) such that V 1 (s) = O(s). Then we can estimate, by using the fact that |1 + V 1 (s)| −1 ≤ 2 along the integral path on I r (h) for h small enough, the integrals of the absolute value of these functions as
These estimates imply that
Finally, in the case where (ε, h) goes to (0, 0) and
tends to 0, we combine the asymptotic behaviors of each part in the intervals I (h), and then we obtain Proposition 2.9. B Branching-model and its applications
B.1 Solutions of the branching model
The branching model:
with a small parameter µ > 0 has two solutions of the forms:
where Y (y) is the Heaviside function. The properties of these distributions can be found in [6] . Notice that this equation (B.1) is treated in Subsection 2.2. Here we give properties of the solutions (B.2).
The differential operator Q commutes with the operator 0 1 1 0
where C is a complex conjugate operator, that is Cφ(y) = φ(y), and F µ is a semi-classical Fourier transform:
Then the functions φ ⊥ (y) and φ (y) given by
are also solutions of (B.1). Computing φ ⊥ (y), φ (y) by using the property
µ C, we obtain the relation between the pairs (φ , φ ) and (φ ⊥ , φ ).
Then R is of the form:
Proof of Proposition B.1: The direct computations of φ ⊥ (y) and φ (y) under the definition (B.4) give us the entries of φ ⊥ (y) and φ (y) expressed by those of φ (y) = t (φ 1 , φ 2 ) and φ (y) = t (φ 1 , φ 2 ) as
, where the pair of the indexes ( * , ) ∈ {( , ⊥), ( , )}. For example, the first entries of φ ⊥ (y) are expressed by
We demonstrate the computation concerning only φ
In order to reduce this integral to the Gamma function, we treat it separately as a positive part and a negative part with respect to y.
For the first integral, by the change of variable i µ yη = −z and by the Cauchy integral theorem, we have
Recalling the form of the first entry of φ , we see
Similarly we compute the second one with the change of variable
Therefore we obtain
µ φ 1 (y) .
By similar computations, we have the followings:
Hence we get the relation betweens (φ , φ ) and (φ ⊥ , φ ). . The first and second derivatives of f (x, y) with respect to y are f y (x, y) = √ 2x−y and f yy (x, y) = −1. One sees that the stationary point
lies on the finite integral path for x ∈ I c (µ) ∩ R + . Applying the stationary phase method to U π
4
[φ 2 ](x), we obtain
as µ tends to 0 with some constant C. In fact, the second term
](x) similarly thanks to the fact that the phase function is the same. Hence we obtain
as µ tends to 0 uniformly on I c (µ) ∩ R + .
On the other hand, the calculation of U π
[φ ](x) for x ∈ I c (µ) ∩ R − , we see that the stationary point y = √ 2x also lies on the finite integral path. Similarly we obtain
as µ tends to 0 uniformly on I c (µ) ∩ R − . From the fact that U π
Applying the following lemma to the computation of U π
[φ ](x), we complete the proof of Proposition B.2.
2 Lemma B.3 The following relations holds.
where C is a complex conjugate operator, that is Cφ(y) = φ(y).
Proof of Lemma B.3: Recalling the Fourier integral operators and their canonical transformations on the phase space, we obtain the following identities:
where F µ is a semi-classical Fourier transform defined by (B.3). Lemma B.3 can be obtained by the following computation:
and by the similar one concerning U π
C A kind of Neumann's lemma
We introduce an iteration scheme for a 2 × 2 system which reduces a function in the off-diagonal to a constant.
Lemma C.1 Let J be an interval on R and δ be a parameter. Let ψ(z) be a solution of
where the map g : z → g(z; h) is C ∞ (J; R) with g(0; h) = 1 and bounded on J uniformly with respect to h ∈ (0, h 0 ] with all its derivatives. There exist δ 0 > 0 small enough such that for any δ ∈ (0, δ 0 ], we can find a C ∞ -matrix M (z; δ, h) given by
where M k (z; h) is bounded on J uniformly with respect to h ∈ (0, h 0 ] together with all its derivatives, and then M (z; δ, h)ψ(z) is a solution of
Proof of Lemma C.1: We start by constructing a 2 × 2 matrix M (z; δ, h) such that M (z; δ, h)ψ satisfies (C.2) if ψ is a solution of (C.1). We put g(z; h) := g(z; h) − 1 and rewrite (C.1) and (C.2) as
where B and N are 2 × 2 constant matrices of the forms
We look for a C ∞ -matrix M (z; δ, h) having the next form:
We compute the left-hand side of (C.4) by using the system (C.3).
From the computation (C.5), we determine M satisfying
Note that, concerning the matrices B, N and M k , the followings are useful.
In the case k = 1, one sees from (C.6) that the recurrence system is We remark that two equations in the off-diagonal entries are the same each other by taking their complex conjugates thanks to the assumption that g(z; h) is real. From the diagonal entry, we can choose a 1 (z; h) as some constant independent of h. The off-diagonal entry −ib 1 (z; h) + 2zb 1 (z; h) =g(z; h)
is a first order differential equation and one sees that this equation can be solved as b 1 (z; h) = ie 
D Algebraic computation
In order to compute the product of the transfer matrices appearing in (2.3) , we prepare algebraic lemmas. First we introduce four matrices which consist of M 2 (C). whose subscript corresponds to a non-zero column. One sees that the set {D 1 , D 2 , N 1 , N 2 } is closed under the usual product M 2 (C) as follows:
We put
where a k , b k , c k ∈ C and set T k := T k T k,k+1 for k = 0, 1, 2, . . . with T 0 := Id. Notice that these matrices appear in the representation of the scattering matrix. From the above properties, we know
Thanks to these decompositions, we can understand the algebraic properties of the entries of the product of T k , which corresponds to the scattering matrix S(ε, h) as in Proposition 2.2. We focus on the term which includes just one factor b j or b j in the coefficients of these matrices, for the reason why under our setting of this paper such term contributes the principal and sub principal terms of the the scattering matrix (see Lemma D.2) and the transition probability (see Lemma D.3).
Definition D.1 We define the sequences {σ n (a, c)} and {τ n (a, b, c)} for n ∈ N by σ 1 (a, c) = a 0 a 1 c 1 , σ n (a, c) = σ n−1 (a, c) C (n) a n c n , (D.3) τ 1 (a, b, c) = a 0 a 1 b 1 , τ n (a, b, c) = τ n−1 (a, b, c) C (n−1) a n c n + σ n−1 (a, c) C (n−1) a n b n , (D.4) where the notation C (n) stands for the n-th iterated composition C • C • · · · • C with C the operator of taking its complex conjugate as in Lemma B.3.
From the above definition (D.3) and (D.4), we see that {σ n (a, c)} (resp. {τ n (a, b, c)}) is determined by (a 0 , a 1 , . . . , a n ) ∈ C n+1 and (c 1 , . . . , c n ) ∈ C n (resp. (a 0 , a 1 , . . . , a n ) ∈ C n+1 , (b 1 , . . . , b n ) ∈ C n and (c 1 , . . . , c n ) ∈ C n and their complex conjugates depending on the index n. Omitting the dependence on n for simplicity, we denote these vectors by a ∈ C n+1 and b, c ∈ C n .
Lemma D.2 Let k be a fixed positive integer and a j , b j , c j complex numbers for j = 1, . . . , k such that |b j | 1 for each j. We denote max{|b 1 |, . . . 
In order to compute the transition probability, the form of |τ n | 2 is required and given by the following lemma: 
