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Abstract—Sum-networks are networks where all the terminals
demand the sum of the symbols generated at the sources. It has
been shown that for any finite set/co-finite set of prime numbers,
there exists a sum-network which has a vector linear solution if
and only if the characteristic of the finite field belongs to the given
set. It has also been shown that for any positive rational number
k/n, there exists a sum-network which has capacity equal to k/n.
It is a natural question whether, for any positive rational number
k/n, and for any finite set/co-finite set of primes {p1, p2, . . . , pl},
there exists a sum-network which has a capacity achieving rate
k/n fractional linear network coding solution if and only if the
characteristic of the finite field belongs to the given set. We show
that indeed there exists such a sum-network by constructing such
a sum-network.
I. INTRODUCTION
The concept of network coding originated in the year
2000 [1]. The area of network coding has been an area of
active research since then. It was shown that network coding
is necessary to achieve the min-cut bound in a multicast
network. It was further shown, in subsequent works [2]–[4],
that linear network coding is sufficient to achieve the capacity
of a multicast network. However, in a more general scenario
where there are multiple sources and multiple terminals in a
network, and each terminal requires information generated at a
subset of sources, capacity cannot always be achieved through
linear network coding [5]. In [5], the authors constructed a
network in which the capacity is achievable through non-
linear network coding, but not through linear network coding.
However, since linear network coding has an inherent structure
to it, and as it is easier to implement practically as opposed
to non-linear network coding, the possibility of achieving a
greater throughput by using non-linear network codes does
not undermines the necessity to study linear network coding.
Linear coding capacity is defined as the supremum of all
achievable rates that can be achieved by using linear network
coding. It has been shown that linear coding capacity may
depend on the characteristic of the finite field. The Fano
network presented in [5] has linear coding capacity equal to
one when the characteristic of the finite field is two, but when
the characteristic is not two, the linear coding capacity is 4/5.
Another network, presented in the same reference [5], has
linear coding capacity equal to one if the characteristic of the
finite field is not two, but has linear coding capacity equal to
10/11 if the characteristic of the finite field is two. Later, in
[6], it was shown that for any given finite or co-finite set of
prime numbers, there exists a network which has linear coding
capacity equal to one if and only if the characteristic of the
finite field belong to the given set.
In this paper, we consider linear network coding in the
context of a function computation problem over a network.
We consider a special case of general function computation
problem over a network where each terminal demand the sum
of symbols generated at all the sources. Such a network has
been termed as a sum-network in the literature. The study
of sum-networks include the function computation problem
where all the terminals demand a linear combination of source
symbols when the source symbols are from a finite field [6].
There have been numerous studies on sum-networks. In
[7], it has been shown that if the number of sources or the
number of terminals in a sum-network is two and there is
at least one path from each source to each terminal, then
the linear coding capacity of such a sum-network is at least
1. However, when the number of sources or terminals are
greater than two, at least one path from each source to each
terminal does not suffice achievability of rate 1. References [8]
and [9] independently presented a sum-network having three
sources and three terminals which has capacity equal to 23 .
In reference [9], the authors also showed that if the sum-
network having three source and three terminal has min-cut
equal to two between any source and any terminal, then the
linear coding capacity of the network is at least 1. However,
this property also fails to hold for larger sum-networks [10].
For a class of sum-networks having 3 sources and n (≥ 3)
terminals or m (≥ 3) sources and 3 terminals, it was shown
that there exist networks which have linear coding capacity of
the form kk+1 , where k is a positive integer greater than or
equal to 2 [11]. It was also conjectured that the capacity of
sum-network in this class is always of the form kk+1 [11]. Till
date this conjecture has neither been proven nor anyone has
given a counter example.
The work in [6] relates the study of sum-networks with
the networks where every terminal demands a subset of
information generated at the sources, and thereby proved
various results for the sum-networks. It was shown that for any
multiple-unicast network there exists a sum-network which
is solvable if and only if the the multiple unicast network
is solvable. This showed that many results like insufficiency
of liner network coding, unachievability of network coding
capacity, nonreversibility, which are true from multiple unicast
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networks, are also true from sum-networks. Moreover, given a
sum-network, it has also been shown that there exists a linear
solvably equivalent multiple-unicast network.
For sum-networks too, the linear coding capacity is depen-
dent on the characteristic of the finite field. Reference [8] and
[6] show that for any given finite or co-finite set of primes,
there exists a sum-network which has linear coding capacity
equal to one if and only if the characteristic of the finite field
belong to the given set. It follows from this results that, to
achieve the capacity by using linear network coding, it is
necessary to know over which finite field the network code
must be designed. However, to the best of our knowledge, for
sum-networks, the dependency of linear coding capacity on the
characteristic of the finite field, has been shown only for sum-
networks which has capacity equal to one. We generalize this
result for sum-networks with capacity equal to any positive
rational number. Specifically we show that, for any given
positive rational number k/n, and for any given set of finite
or co-finite set of prime numbers, there exists a sum-network
which has capacity equal to k/n, where the rate k/n can be
achieved using fractional linear network coding if and only if
the characteristic of the finite field belongs to the given set. We
note that, in a recent work, similar results have been shown
for the class of multiple-unicast networks [17].
It is known that the capacity of sum-networks can be any
rational number [12]. For any given positive rational number
k/n, Rai et al. [12] constructed a sum-network which has
capacity equal to k/n. Reference [13] and [14] improved this
result by showing that for some rational numbers, the same
result can be obtained in a sum-network that uses significantly
less number of sources and terminals. Given the fact that
one construction of sum-networks, which are linearly solvable
if and only if the characteristic of the finite field belong to
a finite/co-finite set of primes, has already been given in
[8], it is intuitive to think that a combination of the sum-
networks presented in [8] and [12] would lead to the result
we desire in this paper. However, we have found that this is
not so imminent. For example, in Fig. 1a we reproduce a sum-
network from [8]. This network, denoted here by Na, has a
vector linear solution for any vector dimension if and only if
the characteristic of the finite field is 2. In Fig. 1b we show
a sum-network Nb which has network Na as a sub-network.
It can be shown that the capacity of the network Nb is 35 . We
find that the sub-network Na fails to enforce the restriction
on the characteristic of the finite field in sum-network Nb. As
shown in Fig.1c, the rate 35 is achievable in Nb using fractional
linear network codes over any finite field.
In [13], the authors presented two methods to construct
sum-networks starting from graphs. In this paper, they made a
remark (Remark 2), “In Construction 2, we chose to connect
the starred source only a carefully chosen subset of the
bottleneck edges. If instead we had connected it to all the
bottleneck edges (for instance), the starred terminal could only
recover the source, under conditions on the characteristic of
the field A. Our choice of the subset of bottleneck edges
avoids this dependence on the field characteristic.” However,
the authors have neither proven that such is the case when
the starred source is connected to all of the bottleneck edges,
nor they have shown any such example. We too have failed
to construct any such sum-networks using the construction
methods given in [13]. For example, we consider the sum-
network which was originally used as an example in [13]
to demonstrate workings of the construction methods. We
reproduce the sum-network here in Fig. I but with the starred
source connected to all of the bottleneck edges. This sum-
network, as shown in [13] has capacity 2/5. The Fig. I shows
that the sum-network has a rate 2/5 achieving fractional linear
network coding solution over all finite fields.
The remaining paper is divided into four sections. Section II
contains the standard definitions of various terms used in this
paper. In Section III, we show that for any set of primes
{p1, p2, . . . , pw}, and any positive rational number k/n there
exists a sum-network which has a rate k/n achieving fractional
linear network coding solution if and only if the characteristic
of the finite field belongs to the given set. In Section IV, we
show that for any set of primes {p1, p2, . . . , pw}, and any
positive rational number k/n there exists a sum-network which
has a rate k/n achieving fractional linear network coding
solution if and only if the characteristic of the finite field
does not belong to the given set. The paper is concluded in
Section V.
II. PRELIMINARIES
A network is represented by a graph G(V,E). The set of
nodes V is partitioned into three disjoint sets: S, T and V ′. S
is the set of sources. The sources are assumed not to have any
incoming edge. T is the set of terminals which are assumed
not to have any outgoing edge. All other nodes in V which
are neither a source node nor a terminal node are in the set
V ′. The elements of V ′ are called the intermediate nodes.
(u, v, i) denotes the ith edge between the nodes u and v. In
case of a single edge between two nodes u and v, the edge
is represented by (u, v). For an edge e = (u, v, i), head(e)
represents the node u and tail(e) represents the node v. For
any node v ∈ V , In(v) denotes the set {e ∈ E|head(e) = v}.
For any edge e ∈ E, the information carried by e is denoted
by Ye. Each source si ∈ S generates an i.i.d random process
Xi uniformly distributed over a finite alphabet. Any source
process is independent of all other source processes. In a sum-
network all terminals demand the same symbol, which is the
sum of the symbols generated at the sources, i.e.
∑|S|
i=1Xi.
A network code is assignment of edge functions, one for
every edge; and decoding functions for the terminals, one
for every terminal. An (r, l) fractional network code over an
alphabet A is described as follows. For any edge e emanating
from a source, there is a function fe : Ar → Al. For any edge
e emanating from an intermediate node, there is a function
fe : Al|In(tail(e))| → Al. And for any terminal t ∈ T , there is
a function ft : Al|In(t))| → Ar.
In an (r, l) fractional linear network code over a finite field
Fq , the above edge functions and decoding functions are linear
functions. An (r, l) fractional linear network code, in terms of
t1 t2 t3 t4
s1 s2s4 s3
2s
s3
s1
s3
s1
s2
(a) Sum-network Na: vector linearly solvable if
and only if characteristic of the finite field is 2.
t1 t2 t3 t4
s1 s2s4 s3s5
t5
s1
s2
s3
s5
s1
s3
s1
s2
(b) Sum-network Nb: The capacity reduces to 35
by adding source s5 and terminal t5 to N1.
t1 t2 t3 t4t5
s2
s3
s5
s1
s3
s1
s2
X1c
X1b
1aX
X2c
X2b
2aX
X5c
X5b
5aX
X3c
X3b
3aX
s1
X2b+X4b+X5b
X2a+X4a+X5a
X2c+X4c+X5c
2aX
X2b
X3a+X4a+X5a
X3b+X4b+X5b
X3c+X4c+X5c
X3c
X4c
X4c
X4b
4aX
X1a+ X4a
X1b+ X4b
X1c+ X4c
4aX
X4b
(c) The capacity 3
5
of Nb is achievable by rate
3
5
linear network code over all finite fields.
Fig. 1. The above sum-networks demonstrate that adding more sources and terminals to the sum-networks, which are linearly solvable if and only if the
characteristic of the finite field is a certain number as shown in [8] and [6], might remove the restriction on the characteristic of the field when the capacity
gets reduced. An edge which is without a head represents an edge which emanates from the source as indicated on top of it. Sources are represented as a
3-length vectors, and the first, second and third component of a source message Xi are denoted by Xia, Xib and Xic respectively. In Fig. 1c we have shown
only the non-trivial part of the linear network code. The massage carried over three middle edges are shown alongside the edges.
s13s1 s12 s2 s3 s4s34s23 s14s*
t* t1 t2 t3 t4t12 t34t13 t23 t14
e1
e2
e3
e4
X1a+X12a+X14a+X*a
X1b+X12b+X14b+X*b
X2a+X12a+X23a+X*a
X2b+X12b+X23b+X*b
X12b+X*b
X23a+X*a
X*a
X3a+X13a+X23a+X34a+X*a
X3b+X13b+X23b+X34b+X*a
X12a+X*a
X13a+X*a
X14a+X*a
X13b+X*b
X23b+X*b
X34a+X*a
X4a+X14a+X34a+X*a
X4b+X14b+X34b+X*b
X14b+X*b
X34b+X*b
X*b
X4b
4aX34aX
X34bX3b
3aX14aX
X14b
23aX
X23b
13aX
X13b
12aX
X12b X2b
2aX
X1b
1aX
X*a
X*b
Fig. 2. This sum-network is a presented with a modification of a sum-network presented in [13]. The modification is that in the original presentation the
source s∗ has a path to the tail nodes of the edges e1, e2 and e3; here s∗ additionally has a path to the tail of edge e4. The capacity of this sum-network can
be derived from [13], and it is equal to 2
5
. The coding scheme shown here achieves the 2/5 rate over all finite fields. Each source symbol is represented by a
two length vector where the first and the second symbol is distinguished by the subscript a and b respectively. The massages sent over the edges e1, e2, e3
and e4 are shown beside the edges. The direct edges are not shown in the figure for the sake of clarity. Between any source and any terminal if there is
no path in the figure, then it is assumed that there is a direct edge directed from that source to that terminal. It can be shown that by the help of these
transmissions, along with the information coming through the direct edges, all the terminals compute the required sum.
a message transmitted over an edge and the message decoded
by a terminal is described as follows. Let the message transmit-
ted over an edge e be denoted by Ye. For any edge e emanating
from a source, Ye = Asi,eXi where Ye ∈ Flq, Asi,e ∈ Fl×rq ,
and Xi ∈ Frq . For any edge emanating from an intermediate
node Ye = Ae1,eYe1 + Ae2,eYe2 + · · · + Aen,eYen where
In(tail(e)) = {e1, e2, . . . en}, Ye, Ye1 , Ye2 , . . . , Yen ∈ Flq and
Ae1,e, Ae2,e, . . . , Aen,e ∈ Fl×lq . For any terminal ti ∈ T ,
Zti = Ae1,tiYe1 +Ae2,tiYe2 + · · ·+Aen,tiYen where In(ti) =
{e1, e2, . . . en}, Zti ∈ Frq , Ye, Ye1 , Ye2 , . . . , Yen ∈ Flq and
Ae1,ti , Ae2,ti , . . . , Aen,ti ∈ Fr×lq .
Let a block of r symbols from a source si be represented
by Xi = (Xi1, Xi2, . . . , Xir). A sum-network is said to have
an (r, l) fractional network coding solution over A if using
an (r, l) fractional network code all terminals can retrieve the
sum
∑|S|
i=1Xi of the source processes. Analogously, a sum-
network is said to have an (r, l) fractional linear network
coding solution over Fq if there exists an (r, l) fractional linear
network code over Fq such that all terminals can compute the
sum of the source processes i.e.
∑|S|
i=1Xi. The ratio
r
l is called
the rate. A (dr, dl) fractional (linear) network coding solution,
where d is any non-zero positive integer, is referred to as a
rate rl achieving fractional (linear) network coding solution.
r
l is called a rate achievable through (linear) network coding
if there exists a rate rl achieving fractional (linear) network
coding solution. The capacity of a sum-network is defined
as the supremum of all achievable rates. The linear coding
capacity over a finite field Fq is the supremum of all rates
achievable through linear network coding. The linear coding
capacity is defined as supremum of the linear coding capacities
over all finite fields. If a sum-network has a (k, k) (for any
positive integer k ≥ 1) fractional (linear) network coding
solution, then the sum-network is said to (linearly) solvable.
III. A SUM-NETWORK (OF CAPACITY k/n) WHICH HAS A
(k, n) FRACTIONAL LINEAR NETWORK CODING SOLUTION
ONLY OVER A FIELD OF CHARACTERISTIC FROM A GIVEN
FINITE SET OF PRIMES
In this section we show that for any positive rational number
k/n and for any set of prime numbers {p1, p2, . . . , pw}, there
exists a sum-network of capacity equal to k/n such that the
sum-network has a rate kn achieving fractional linear network
coding solution if and only if the characteristic of the finite
field belongs to the given set.
Towards this end, we consider the sum-network N1 shown
in Fig. 3. N1 has m+m(q + 1) +
(
m
2
)
(q + 1) many sources
and the same number of terminals. The set of sources, S is
classified into three disjoint sets, namely S1, S2 and S3; where,
S1 = {si|1 ≤ i ≤ m}, S2 = {sij |1 ≤ i ≤ m, 1 ≤ j ≤ (q+1)}
and S3 = {sijx|1 ≤ i < m, i < j ≤ m, 1 ≤ x ≤ q + 1}.
Similarly the set of terminals, T is classified into T1, T2 and
T3, where T1 = {ti|1 ≤ i ≤ m}, T2 = {tij |1 ≤ i ≤ m, 1 ≤
j ≤ (q + 1)} and T3 = {tijx|1 ≤ i < m, i < j ≤ m, 1 ≤
x ≤ q + 1}. Apart from the sources and terminals, there are
2(m)(q+1) intermediate nodes. These nodes are {uij |1 ≤ i ≤
m, 1 ≤ j ≤ (q + 1)} and {vij |1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1)}.
The set of edges in the network are listed below.
1) eij = (uij , vij) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
2) (si, uij) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
3) (sij , uij) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
4) (sijx, uix) and (sijx, ujx) for 1 ≤ i < m, i < j ≤ m
and 1 ≤ x ≤ (q + 1).
5) (vij , ti) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
6) (vij , tij) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
7) (vix, tijx) and (vjx, tijx) for 1 ≤ i < m, i < j ≤ m
and 1 ≤ x ≤ (q + 1).
The edges eij for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1) are
shown as the middle edges in the network. It can be seen that
the sources si has an edge connecting to all of the middle
edges eij for 1 ≤ j ≤ (q + 1). Similarly the terminal ti
has paths from all the the edge {eij |1 ≤ j ≤ (q + 1)}. The
source sij has a connection to only one of the middle edges
which is eij . Analogously the terminal tij has an connection
from only one middle edge eij . For any tuple (i, x) where
1 ≤ i < m, i < x ≤ m, there exists (q + 1) sources in S3.
These sources are noted as sixj where 1 ≤ j ≤ (q + 1). The
source sixj has paths to the middle edges eij and exj . In the
same way, the terminal tixj has a connection from only two
middle edges, which are eij and exj .
There are various direct edges between the sources and the
terminals present in the network. The list of such edges are
given below. Note that to reduce clumsiness, these direct edges
have not been shown in Fig 3. Say Sij denotes the set of
sources which have a path to tail(eij) for 1 ≤ i ≤ m and
1 ≤ j ≤ (q + 1). Here,
Sij = {si, sij} ∪ {sxij |1 ≤ x < i} ∪ {sixj |i < x ≤ m}
Also let S = S1 ∪ S2 ∪ S3.
8) (s, ti) for 1 ≤ i ≤ m and s ∈ S, s /∈ {∪q+1j=1Sij}.
9) (s, tij) for 1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1) and s ∈ S, s /∈
Sij .
10) (s, tixj) for 1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ (q + 1)
and s ∈ S, s /∈ {Sij ∪ Sxj}.
Claim 1. The sum-network N1 shown in Fig. 3 has capacity
equal to 2m+1 ; and has a rate
2
m+1 , fractional linear network
coding solution if the characteristic of the finite field divides
q.
Proof: Consider an (r, l) fractional linear network coding
solution of the network. We use the notation {A} → {B} to
indicate that the elements of the set B can be computed from
the elements of the set A. We note that a similar notation has
been used earlier in [5]. The message transmitted by the edge
eij is denoted by Yeij . For the sum-network to be solvable,
the terminal tiyj for 1 ≤ i < m, i < y ≤ m, 1 ≤ j ≤ (q + 1)
must compute the following from Yeij and Yeyj :
Xi +Xy +Xij +Xyj +
i−1∑
x=1
(Xxij +Xxyj)
(m−1)m2s(m−1)m1s s(m−1)m(q+1)
s1 sms1(q+1)s11 s12 s21 s22 s2(q+1) s2
s 1
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,
s 1
31
,
.
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s 1
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 ,
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31
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.
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2m
1
s 1
m
1 
,
s 2
m
1 
,
.
.
.
,
s (
m−
1)m
1
sm1 sm2 sm(q+1)
s121 s122 s12(q+1) s131 s132 s13(q+1)
121t t(m−1)m1 t(m−1)m2t122 t12(q+1) t131 t132 t13(q+1)
t12t11 t1(q+1) t1 t21 t22 t2(q+1) t2 tm1 tm2 tm
u12 u1(q+1)u11
v11 v12 v1(q+1)
u21 u22 u2(q+1)
v21 v22 v2(q+1)
um1 um2 um(q+1)
vm1 vm2 vm(q+1)
t 1
21
 ,
t 1
31
 ,
.
.
.
,
t 1
m
1
t 1
22
 ,
t 1
32
 ,
.
.
.
,
t 1
m
2
t 1
2(q
+1
) ,
t 1
3(q
+1
) ,
.
.
.
,
t 1
m
(q+
1)
s 1
2(q
+1
) 
,
s 1
3(q
+1
) 
,
.
.
.
,
s
1m
(q+
1)
s 1
22
 ,
s 2
32
 ,
.
.
.
,
s 2
m
2
s 1
2(q
+1
) 
,
s 2
3(q
+1
) 
,
.
.
.
,
s
2m
(q+
1)
s 1
22
,
s 1
32
,
.
.
.
,
s 1
m
2
s 1
m
2
,
s 2
m
2 
,
.
.
.
,
s (
m−
1)m
2
s 1
m
(q+
1) 
,
s 2
m
(q+
1) 
,
.
.
.
,
s (
m−
1)m
(q+
1)
t 1
21
 ,
t 2
31
 ,
.
.
.
,
t 2
m
1
t 1
22
 ,
t 2
32
 ,
.
.
.
,
t 2
m
2
t 1
2(q
+1
) ,
t 2
3(q
+1
) ,
.
.
.
,
t 2
m
(q+
1)
t 1
m
2
,
t 2
m
2 
,
.
.
.
,
t 1
m
2
t 1
m
1 
,
t 2
m
1 
,
.
.
.
,
t 1
m
1
t 1
m
(q+
1) 
,
t 2
m
(q+
1) 
,
.
.
.
,
t (m
−1
)m
(q+
1)
tm(q+1)
t(m−1)m(q+1)
Fig. 3. A sum-network N1 whose capacity is 2m+1 . N1 has a rate 2m+1 achieving fractional linear network coding solution if and only if the characteristic
of the finite field divides q.
+
y−1∑
x=i+1
(Xixj +Xxyj) +
m∑
x=y+1
(Xixj +Xyxj) +Xiyj (1)
However, from Yeij , the terminal tij computes
Xi+Xij +
i−1∑
x=1
Xxij +
y−1∑
x=i+1
Xixj +Xiyj +
m∑
x=y+1
Xixj (2)
and the terminal tyj , from Yeyj , computes
Xy+Xyj+
i−1∑
x=1
Xxyj+Xiyj+
y−1∑
x=i+1
Xxyj+
m∑
x=y+1
Xyxj (3)
Now, first by adding equation (2) and equation (3), and then
by subtracting equation (1) from the resultant it can be seen
that the terminal tiyj can compute the source message Xiyj .
Then we have,
{Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xi+Xij+ i−1∑
x=1
Xxij+
m∑
x=i+1
Xixj |1≤i≤m, 1 ≤ j ≤ q+1}
[because of the terminal tij],
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
[by equation (2) + equation (3) - equation (1) ]
}
Hence,
{Xi|1 ≤ i ≤ m}, {Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xi|1 ≤ i ≤ m}, {Xij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1},
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
}
(4)
Since, in a function, the set of possible values of the output of
the function cannot be greater than the set of possible values
that the argument can take, we must have,
rm+ lm(q + 1) ≥ rm+ rm(q + 1) + rm(m− 1)(q + 1)
2
or, lm(q + 1) ≥ rm(q + 1) + rm(m− 1)(q + 1)
2
or, l ≥ r + r(m− 1)
2
or,
l
r
≥ 1 + (m− 1)
2
or,
l
r
≥ m+ 1
2
or,
r
l
≤ 2
m+ 1
We now show that N has a (2,m + 1) fractional linear
network coding solution if the characteristic of the finite field
divides q. Say the finite field is Fpa where p is a prime number,
p divides q, and a is any non-zero positive integer. Since r = 2,
assume each source message is a 2-length vector and each
edge carry an (m + 1)-length vector; where all elements of
the vectors are from Fpa . Say the first and second symbols
of Xi, Xij and Xyxj are denoted by Xia, Xija, Xyxja and
Xib, Xijb, Xyxjb respectively where 1 ≤ i ≤ m, 1 ≤ y <
m, i < x ≤ m, 1 ≤ j ≤ (q+1).
In the first two time slots, all the edges eij carries Y ′ij =
Xi +Xij +
∑i−1
x=1Xxij +
∑m
x=i+1Xixj for 1 ≤ i ≤ m and
1 ≤ j ≤ (q+1); and all direct edges simple forwards the two
symbols from the source at its head. In the next m − 1 time
slots, edge eij for 1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1) carries the
m− 1 symbols contained in the sets {Xixja|i < x ≤ m} and
{Xxijb|1 ≤ x < i}. Note that since there is no source of the
form siij for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1), these two sets
contains exactly m− 1 elements.
After the first two time slots, from the edge eij , for 1 ≤ i ≤
m, 1 ≤ j ≤ (q + 1), terminal ti ∈ T1 receives, Y ′ij . Summing
this information for 1 ≤ j ≤ (q + 1) it gets:
q+1∑
j=1
Y ′ij = (q + 1)Xi +
q+1∑
j=1
(Xij +
x=i−1∑
x=1
Xxij +
m∑
x=i+1
Xixj
Since p divides the q, q = 0 in Fpa and hence (q + 1) = 1.
Then, it can be seen that on summing the vectors coming from
the direct edges with
∑q+1
j=1 Y
′
ij , terminal ti computes the sum.
Terminal tij ∈ T2, from edge eij for 1 ≤ i ≤ m and
1 ≤ j ≤ (q + 1), after the first two time slots, receives Y ′eij .
On summing Y ′eij with the vectors coming in from the direct
edges, it can be seen that terminal tij can retrieve the required
sum.
Now consider the terminal tiyj for 1 ≤ i < m, i < y ≤ m
and 1 ≤ j ≤ q+1. Note that tiyj is connected to the head
nodes of the edges eij and eyj . Hence, after the first two time
slots, it receives Y ′eij and Y
′
eyj = Xy+Xyj+
∑x=y−1
x=1 Xxyj+∑m
x=y+1Xyxj . Since y > i in tiyj , in the rest of the m − 1
time slots, from eij it receives Xiyja, and from eyj it receives
Xiyjb, and thus it gets the message Xiyj . Now it can be seen
that by performing the operation Y ′eij + Y
′
eyj −Xiyj terminal
tiyj computes the sum shown in equation (1). On summing
this information with the vectors coming from the direct edges
it can be seen that the terminal tiyj can compute the required
sum.
Claim 2. The linear coding capacity of the sum-network N2
shown in Fig. 3 is strictly less than 2m+1 if the characteristic
of the finite field does not divides q.
Proof: We have the following from the sum-network.
{Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xi+ q+1∑
j=1
Xij+
x=i−1∑
x=1
q+1∑
j=1
Xxij+
m∑
x=i+1
q+1∑
j=1
Xixj |1≤i≤m}
[because of the terminal ti],
{Xi+Xij+
i−1∑
x=1
Xxij+
m∑
x=i+1
Xixj |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
[because of the terminal tij],
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
[by equation (2) + equation (3) - equation (1) ]
}
or, {Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xi+ q+1∑
j=1
Xij |1 ≤ i ≤ m},
{Xi+Xij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1},
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
}
By performing the operation
∑q+1
j=1(Xi+Xij) for 1 ≤ i ≤ m,
we get (q+1)Xi+
∑q+1
j=1Xij . Now, by noting that (q+1)Xi+∑q+1
j=1Xij − (Xi+
∑q+1
j=1Xij) = qXi, we get,
{Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{qXi|1 ≤ i ≤ m},
{Xi+Xij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1},
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
}
Since, the characteristic of the finite field does not divide q,
there exist an inverse of q. So,
{Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xi|1 ≤ i ≤ m},
{Xi+Xij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1},
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
}
or, {Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xi|1 ≤ i ≤ m},
{Xij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1},
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
}
lm(q + 1) ≥ rm+ rm(q + 1) + rm(m− 1)(q + 1)
2
or, l(q + 1) ≥ r + r(q + 1) + r(m− 1)(q + 1)
2
or, l(q + 1) ≥ r(1 + (q + 1) + (m− 1)(q + 1)
2
)
or,
r
l
≤ q + 1
1 + (q + 1) + (m−1)(q+1)2
or,
r
l
≤ 1
1
q+1 + 1 +
(m−1)
2
or,
r
l
≤ 22
q+1 + 2 + (m− 1)
or,
r
l
≤ 22
q+1 + 1 +m
Since, 2q+1 > 0, it follows that
2
2
q+1+1+m
< 21+m .
Theorem 1. For any non-zero positive rational number kn , and
for any given set of primes {p1, p2, . . . , pw}, there exist a sum-
network which has capacity equal to kn , and has a capacity
achieving rate kn fractional linear network coding solution if
and only if the characteristic of the finite field belongs to the
given set.
Proof: Consider the sum-network N1 shown in Fig. 3
with q = p1 × p2 × · · · × pw and m = 2n− 1. Now make k
disjoint copies of N1 and name the ith copy as N1i. Also let
us name the edge eij in N1x as eijx where 1 ≤ i ≤ m, 1 ≤
j ≤ q + 1 and 1 ≤ x ≤ k. Note that, there are now k copies
of any source si, and k copies of any terminal ti. Combine
all sources and terminals designated by the same label into
a single source and a single terminal respectively; i.e. all k
copies of the source si are combined into one source denoted
by the same label si; and all k copies of the terminal ti are
combined into one terminal and denoted by ti. Let us name
the resulted sum-network as N ′1.
Now, going through a proof similar to that of Claim 1, it
can be seen that instead if equation (4) the following equation
holds true:{{Xi|1≤i≤m}, {Yeijx |1≤i≤m, 1 ≤ j ≤ q+1, 1 ≤ x ≤ k}}
→{{Xi|1 ≤ i ≤ m}, {Xij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1},
{Xixj |1 ≤ i < m, i < x ≤ m, 1 ≤ j ≤ q+1}
}
From this equation, proceeding as in Claim 1, it can be seen
that
r
l
≤ 2k
1 +m
(5)
Hence, the sum-network has capacity equal to kn when n =
2m−1. Now we show that the sum-network has a (2k, 1+m)
fractional linear network coding solution if the characteristic of
the finite field divides q. Note that, since q = p1×p2×· · ·×pw,
the characteristic divides q if and only if it belongs to
the set {p1, p2, . . . , pw}. Say the symbol generated at the
source si is represented as Xi = (Xi1, Xi2, . . . , Xi(2k). Also
let us represent the sum
∑
si∈S Xi by X . Hence, X =
(
∑
si∈S Xi1,
∑
si∈S Xi2, . . . ,
∑
si∈S Xi(2k)) where S is the
set of all sources. As shown in Claim 1, since the sum-network
N1x has a (2,m+1) fractional linear network coding solution
if the characteristic divides q, the terminal ti can receive the
information
∑
sj∈S Xj(2x) and
∑
sj∈S Xj(2x−1) from the x
th
copy i.e. N1x where 1 ≤ x ≤ k. This forms the required
fractional linear network coding solution.
We now show that the linear coding capacity of N ′1 is
strictly less than 2k1+m if the characteristic of the finite field
does not divides q. Note that the characteristic of the finite
field does not divides q if and only if the characteristic does
not belong to the set {p1, p2, . . . , pw}. Consider the following
lemma which is a reproduction of Lemma 6 given in [16], but
here for a different network.
Lemma 2. If the sum-network N ′1 has an (r, l) fractional
linear network coding solution then the sum-network N1 has
an (r, lk) fractional linear network coding solution.
Proof: For any edge e in N1 there exists k copies of e
in N ′1. So the information that can be transmitted though the
k copies of e in one usage of N ′1, can be transmitted though
e in k usage of N1. So by using the sum-network N1 for k
times, the (r, lk) fractional linear network coding solution can
be achieved.
Let us assume that N ′1 has a rate 2k1+m achieving fractional
linear network coding solution when the characteristic of the
finite field does not divide q. In which case as per Lemma 2,
the sum-network has a rate 2kk(1+m) =
2
1+m achieving frac-
tional linear network coding solution. However this is in
contradiction with Claim 2. Hence the sum-network N ′1 is the
required sum-network.
IV. A SUM-NETWORK (OF CAPACITY k/n) WHICH HAS A
(k, n) FRACTIONAL LINEAR NETWORK CODING SOLUTION
ONLY OVER A FIELD OF CHARACTERISTIC FROM A GIVEN
CO-FINITE SET OF PRIMES
In this section we show that for any positive rational number
k/n and any set of prime number {p1, p2, . . . , pw} there exists
a sum-network of capacity kn , which has a rate
k
n achieving
fractional linear network coding solution if and only if the
characteristic of the finite field does not belong to the given
set of primes.
For this purpose, we consider the sum-network N2 shown
in Fig. 4. The sum-network has m(q+1)+
(
m
2
)
(q+1) sources
and m+m(q + 1) +
(
m
2
)
(q + 1) +
(
m
2
)
many terminals. The
set of sources are partitioned into two sets: S1 = {sij |1 ≤ i ≤
m, 1 ≤ j ≤ (q + 1)} and S2 = {sixj |1 ≤ i < m, i < x ≤
m, 1 ≤ j ≤ (q+1)}. The set of terminals are partitioned into
four sets: T1 = {ti|1 ≤ i ≤ m}, T2 = {tij |1 ≤ i ≤ m, 1 ≤
j ≤ (q + 1)}, T3 = {tijx|1 ≤ i < m, i < j ≤ m, 1 ≤ x ≤
(q + 1)} and T4 = {t′ij |1 ≤ i, j ≤ m, i < j}. Apart from
the sources and terminals, there are 2(m)(q+1) intermediate
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Fig. 4. A sum-network N2 whose capacity is 2m+1 . N2 has a rate 2m+1 achieving fractional linear network coding solution if and only if the characteristic
of the finite field does not divide q.
nodes. These nodes are {uij |1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1)}
and {vij |1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1)}. The set of edges in
the sum-network are as follows.
1) eij = (uij , vij) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
2) (sij , uix) for 1 ≤ i ≤ m, 1 ≤ j, x ≤ (q+1) and x 6= j.
3) (sijx, uiy) and (sijx, ujy) for 1 ≤ i < m, i < j ≤ m,
1 ≤ x, y ≤ (q + 1) and y 6= x.
4) (vij , ti) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
5) (vij , tij) for 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1).
6) (vix, tijx) and (vjx, tijx) for 1 ≤ i < m, i < j ≤ m
and 1 ≤ x ≤ (q + 1).
7) (vij , t′xi) and (vij , t
′
iy) for 1 ≤ i, x, y ≤ m,x < i, y > i
and 1 ≤ j ≤ (q + 1).
The middle edges in the network are eij for 1 ≤ i ≤ m
and 1 ≤ j ≤ (q + 1). As shown, the source sij has an edge
connected to each of the middle edges eik for 1 ≤ k ≤ (q+1)
except the edge eij . And the source sixj for 1 ≤ i < m, i <
x ≤ m and 1 ≤ j ≤ (q+1) are connected to all of the middle
edges in the set {eby|b ∈ {i, x}, 1 ≤ y ≤ (q + 1)} except
the edges eij and exj . The terminal ti is connected to all of
the middle edges {eij |1 ≤ j ≤ (q + 1)}. For 1 ≤ i ≤ m
and 1 ≤ j ≤ (q + 1), the terminal tij has an edge from
the middle edge eij . The terminal tixj has edges from the
head nodes of eij and exj . For, 1 ≤ i, x ≤ m and i < x,
terminal t′ix has an edge from all of the middle edges in the
set {eyj |y ∈ {i, x}, 1 ≤ j ≤ (q + 1)}.
Let the set of sources which has a path to tail(eij) for
1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1) is denoted by Sij . It can be
seen that for 1 ≤ i ≤ m and 1 ≤ j ≤ q + 1,
Sij = {six|1 ≤ x ≤ (q + 1), x 6= j}
∪ {sxiy|1 ≤ x < i, 1 ≤ y ≤ (q + 1), y 6= j}
∪ {sixy|i < x ≤ m, 1 ≤ y ≤ (q + 1), y 6= j}
Also let S = S1 ∪S2. We now list the direct edges. Note that
these direct edges have not been shown in Fig. 4.
8) (s, ti) for 1 ≤ i ≤ m, s ∈ S and s /∈ ∪q+1j=1Sij .
9) (s, tij) for 1 ≤ i ≤ m, 1 ≤ j ≤ q + 1, s ∈ S and
s /∈ Sij .
10) (s, tijx) for 1 ≤ i, j ≤ m, i < j, 1 ≤ x ≤ q + 1, s ∈ S
and s /∈ {Six ∪ Sjx}.
11) (s, t′ij) for 1 ≤ i, j ≤ m, i < j, s ∈ S, s /∈ ∪q+1x=1Six
and s /∈ ∪q+1x=1Sjx.
Claim 3. The sum-network in Fig. 4 has capacity equal to
2
m+1 ; and has a rate
2
m+1 fractional linear network coding
solution if the characteristic of the finite field does not divide
q.
Proof: Consider an (r, l) fractional linear network coding
solution of the sum-network. We first list which terminal has
to compute which information from which set of edges for the
sum-network to have such a solution.
1) For 1 ≤ i ≤ m, from the edge set {eij |1 ≤ j ≤ (q+1)}
the terminal ti must compute the sum:
Yi =
q+1∑
x=1
Xix +
i−1∑
x=1
q+1∑
y=1
Xxiy +
m∑
x=i+1
q+1∑
y=1
Xixy (6)
2) For 1 ≤ i ≤ m and 1 ≤ j ≤ (q + 1), from the edge eij
the terminal tij must compute:
Y ′ij =
q+1∑
x=1,x 6=j
Xix+
i−1∑
x=1
q+1∑
y=1,y 6=j
Xxiy
+
m∑
x=i+1
q+1∑
y=1,y 6=j
Xixy (7)
3) For 1 ≤ i, x ≤ m, i < x, 1 ≤ j ≤ (q+1), from the two
edges eij and exj , the terminal tixj must compute:
Yixj =
q+1∑
y=1,y 6=j
Xiy +
q+1∑
y=1,y 6=j
Xxy +
i−1∑
b=1
q+1∑
y=1,y 6=j
Xbiy
+
m∑
b=i+1,b 6=x
q+1∑
y=1,y 6=j
Xiby +
x−1∑
b=1,b 6=i
q+1∑
y=1,y 6=j
Xbxy
+
m∑
b=x+1
q+1∑
y=1,y 6=j
Xxby +
q+1∑
y=1,y 6=j
Xixy (8)
4) For 1 ≤ i, j ≤ m, i < j, From the edges in the set
{eix|1 ≤ x ≤ (q + 1)} ∪ {ejx|1 ≤ x ≤ (q + 1)}, the
terminal t′ij must compute:
Zij =
q+1∑
y=1
Xiy +
q+1∑
y=1
Xjy +
i−1∑
x=1
q+1∑
y=1
Xxiy
+
m∑
x=i+1,x 6=j
q+1∑
y=1
Xixy +
j−1∑
x=1,x 6=i
q+1∑
y=1
Xxjy
+
m∑
x=j+1
q+1∑
y=1
Xjxy +
q+1∑
y=1
Xijy (9)
Now consider the following information that the terminals can
also compute:
1) For 1 ≤ i, x ≤ m, i < x, 1 ≤ j ≤ (q + 1), since tixj is
connected to edges eij and exj by the edges (vij , tixj)
and (vxj , tixj) respectively, according to equations (7)
and (8), by doing the operation Y ′ij+Y
′
xj−Yixj terminal
tixj can compute:
q+1∑
y=1,y 6=j
Xixy (10)
2) For 1 ≤ i, x ≤ m, i < x, since the information
computed by the the terminals ti and tx can also be
computed by the terminal t′ix, from equations (6) and
(9), by doing the operation Yi + Yx − Zix the terminal
t′ix can compute:
q+1∑
y=1
Xixy (11)
Then, for 1 ≤ i, x ≤ m and i < x, for each value of j in the
range 1 to (q + 1), by doing the operation
q+1∑
y=1
Xixy −
q+1∑
y=1,y 6=j
Xixy (from eq. (10) and eq. (11))
the terminal t′ix computes the information Xixj .
Hence we have,
{Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xixy|1 ≤ i, x ≤ m, i < x, 1 ≤ y ≤ (q + 1)},
{
q+1∑
x=1
Xix +
i−1∑
x=1
q+1∑
y=1
Xxiy +
m∑
x=i+1
q+1∑
y=1
Xixy|1 ≤ i ≤ m}
(from eq. (6)),
{
q+1∑
x=1,x 6=j
Xix +
i−1∑
x=1
q+1∑
y=1,y 6=j
Xxiy
+
m∑
x=i+1
q+1∑
y=1,y 6=j
Xixy|1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1)}
(from eq. (7))
}
or, {Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xixy|1 ≤ i, x ≤ m, i < x, 1 ≤ y ≤ (q + 1)},
{
q+1∑
j=1
Xij |1 ≤ i ≤ m}, (12)
{
q+1∑
y=1,y 6=j
Xiy|1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1)}
}
(13)
or, {Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q+1}
→{{Xixy|1 ≤ i, x ≤ m, i < x, 1 ≤ y ≤ (q + 1)},
{Xij |1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1)}
}
(14)
Hence, we have,
lm(q + 1) ≥ rm(m− 1)(q + 1)
2
+ rm(q + 1)
or, l ≥ r(m− 1)
2
+ r
or,
l
r
≥ (m− 1)
2
+ 1
or,
l
r
≥ m+ 1
2
or,
r
l
≤ 2
m+ 1
We now show that N2 has a (2,m + 1) fractional linear
network coding solution if the characteristic of the finite field
does not divide q. As before, the two symbols generated at the
sources are differentiated by indicating the first with an added
suffix a, and indicating the second with an added suffix b. In
the first two time slots, all the edges eij carries, for 1 ≤ i ≤ m
and 1 ≤ j ≤ (q + 1),
Y ′ij =
q+1∑
x=1,x 6=j
Xix +
i−1∑
x=1
q+1∑
y=1,y 6=j
Xxiy +
m∑
x=i+1
q+1∑
y=1,y 6=j
Xixy
And all direct edges simply forwards the two symbols from
the source it is connected to. In the next m − 1 time slots,
edge eij for 1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1) carries the m − 1
symbols contained in sets {∑(q+1)y=1,y 6=j Xixya|i < x ≤ m} and
{∑(q+1)y=1,y 6=j Xxiyb|1 ≤ x < i}.
Terminal tij ∈ T2, from edge eij for 1 ≤ i ≤ m and
1 ≤ j ≤ (q + 1), after the first two time slots, receives Y ′eij
which is same as equation (7). So, it can compute the sum.
Terminal ti for 1 ≤ i ≤ m adds
∑q+1
j=1 Y
′
ij and gets:
q+1∑
j=1
Y ′ij =
q+1∑
j=1
qXij +
i−1∑
x=1
q+1∑
j=1
qXxij +
m∑
x=i+1
q+1∑
j=1
qXixj
Now, since the characteristic of the finite field does not divides
q, q has an inverse, and hence terminal ti can compute Yi
shown in equation (6).
Terminal tixj for 1 ≤ i, x ≤ m, i < x, 1 ≤ j ≤ q + 1,
receives
∑(q+1)
y=1,y 6=j Xixya and
∑(q+1)
y=1,y 6=j Xixjb from the edges
eij and exj respectively. Hence, by concatenation it com-
putes the 2-length vector
∑(q+1)
y=1,y 6=j Xixy . Now by doing
Y ′ij + Y
′
xj −
∑(q+1)
y=1,y 6=j Xixj , terminal tixj computes Yixj as
shown in equation (8).
Now consider the terminal t′ix. As shown in the preceding
paragraph, for 1 ≤ j ≤ (q+1) the terminal tixj can compute
the sum Wixj =
∑(q+1)
y=1,y 6=j Xixy . Then by doing the operation∑q+1
j=1Wixj , the terminal t
′
ix can compute,
q+1∑
j=1
Wixj =
q+1∑
y=1
qXixy
Since q has an inverse if the characteristic of the finite
field does not divides q, terminal tixj can compute the sum∑q+1
y=1Xixy . Now, as already shown, terminal ti can compute
Yi from {eij |1 ≤ j ≤ (q + 1)}, and tx can compute Yx
from {exj |1 ≤ j ≤ (q + 1)}. Since the tail node of all of
these edges are also connected to t′ix, by doing the operation
Yi + Yx −
∑q+1
y=1Xixy , it can be seen that it computes the
information Zix shown in equation (9).
Claim 4. The linear coding capacity of the sum-network N2
shown in Fig. 4 is strictly less than 2m+1 if the characteristic
of the finite field divides q.
Proof: Let us consider the following notations.
A = {Yeij |1 ≤ i ≤ m, 1 ≤ j ≤ q}
B = {Yei(q+1) |1 ≤ i ≤ m}
C = {Y ′ei(q+1) |1 ≤ i ≤ m}
First we show that H(A) = H(A,C) if the characteristic of
the finite field divides q in the following way. Note that for
1 ≤ i ≤ m, 1 ≤ j ≤ q, from the edge eij , as shown in
equation (7), the information Y ′ij can be determined. Then,
for 1 ≤ i ≤ m,
q∑
j=1
Y ′ij =
q∑
y=1
(q − 1)Xiy +
i−1∑
x=1
q∑
y=1
(q − 1)Xxiy
+
m∑
x=i+1
q∑
y=1
(q − 1)Xixy + qXi(q+1) +
i−1∑
x=1
qXxi(q+1)
+
m∑
x=i+1
qXxi(q+1)
Now, since q = 0 if the characteristic divides q, we have,
q∑
j=1
Y ′ij =
q∑
y=1
(q − 1)Xiy +
i−1∑
x=1
q∑
y=1
(q − 1)Xxiy
+
m∑
x=i+1
q∑
y=1
(q − 1)Xixy (15)
Since the characteristic cannot divide two consecutive ele-
ments of a field, there must exists an inverse of (q−1); which
is (q − 1) itself. Hence from equation (15) we get,
q∑
j=1
(q − 1)Y ′ij =
q∑
y=1
Xiy +
i−1∑
x=1
q∑
y=1
Xxiy
+
m∑
x=i+1
q∑
y=1
Xixy
However, from equation (7) it can be seen that
q∑
j=1
(q − 1)Y ′ij = Y ′i(q+1)
Hence Y ′i(q+1) for 1 ≤ i ≤ m can be computed from {Yeij |1 ≤
i ≤ m, 1 ≤ j ≤ q} if the characteristic of the finite field
divides q. This shows that
H(A) = H(A,C) (16)
Now, since equation (14) is true irrespective of the character-
istic of the finite field, we get:
H(A,B) ≥
m−1∑
i=1
m∑
x=i+1
q+1∑
y=1
H(Xixy) +
m∑
i=1
q+1∑
j=1
H(Xij) (17)
Now we have,
m∑
i=1
q∑
j=1
H(Yeij ) +
m∑
i=1
H(Yei(q+1))−
m∑
i=1
H(Y ′i(q+1))
=
m∑
i=1
q∑
j=1
H(Yeij ) +
m∑
i=1
H(Yei(q+1) , Yi(q+1))
−
m∑
i=1
H(Y ′i(q+1)) (from (7))
≥ H(A) +H(B,C)−H(C)
= H(A) +H(B|C)
≥ H(A) +H(B|C,A)
= H(A) +H(B|A) (from (16))
= H(A,B)
≥
m−1∑
i=1
m∑
x=i+1
q+1∑
y=1
H(Xixy) +
m∑
i=1
q+1∑
j=1
H(Xij) (from (17))
Hence, we have,
lm(q) + lm− rm ≥ rm(m− 1)(q + 1)
2
+ rm(q + 1)
lm(q + 1) ≥ rm(m− 1)(q + 1)
2
+ rm(q + 1) + rm
or, l ≥ r(m− 1)
2
+ r +
r
q + 1
or,
l
r
≥ (m− 1)
2
+ 1 +
1
q + 1
or,
l
r
≥ m+ 1
2
+
1
q + 1
or,
l
r
≥ (m+ 1)(q + 1) + 2
2(q + 1)
or,
r
l
≤ 2(q + 1)
(m+ 1)(q + 1) + 2
or,
r
l
≤ 2
m+ 1 + 2q+1
Since, 2q+1 > 0, it follows that
2
2
q+1+1+m
< 21+m .
Theorem 3. For any non-zero positive rational number kn , and
for any given set of primes {p1, p2, . . . , pw}, there exist a sum-
network which has capacity equal to kn , and has a capacity
achieving rate kn fractional linear network coding solution if
and only if the characteristic of the finite field does not belong
to the given set.
Proof: The proof is similar to that of Theorem 1. Consider
the sum-network N2 for q = p1×p2×· · · pw and m = 2n−1.
The proof uses the fact that the characteristic of the finite
field divides q if only if it belongs to the set {p1, p2, . . . , pw}.
So if the characteristic does not divide q, it does not belong
to the set {p1, p2, . . . , pw}. Consider k copies of the sum-
network N2 and name the ith copy as N2i. Also name the
edge exj in the ith copy as exji where 1 ≤ x ≤ m and
1 ≤ j ≤ q+1. LikeN ′1 was constructed by combining k copies
of N1, let us construct N ′2 by combining k copies of N2.
Note that such a combination only merges the corresponding
sources and terminals, and the rest of the sum-network remains
disjoint. We first show that the sum-network has capacity equal
to kn .
Proceeding similarly as to the proof of Claim 3, instead of
equation (14), we will have,
{Yeijx |1 ≤ i ≤ m, 1 ≤ j ≤ q+1, 1 ≤ x ≤ k}
→{{Xixl|1 ≤ i, x ≤ m, i < x, 1 ≤ l ≤ (q + 1)},
{Xij |1 ≤ i ≤ m, 1 ≤ j ≤ (q + 1)}
}
From this equation, as in Claim 3 we will get, rl ≤ 2km+1 .
We show that N ′2 has a (2k,m+ 1) fractional linear network
coding solution if the characteristic of the finite field does not
divide q. Since each copy of N2 has a (2,m + 1) fractional
linear network coding solution over such a finite field, and
there are k copies of N2 in N ′2, consider sending the (2i)th
and (2i−1)th component of the source massages through the ith
copy N2i. Then it can be seen that any terminal can compute
the required sum.
We now show that if the characteristic of the finite field
divides q, then the rate (2k,m+1) cannot be achieved in the
sum-network N ′2 by using fractional linear network coding.
On the contrary, say that the said rate can be achieved.
Now similar to Lemma 2, it can be also shown that if N ′2
has an (r, l) fractional linear network coding solution then
the sum-network N2 has an (r, kl) fractional linear network
coding solution. This shows that the rate 2kk(m+1) =
2
m+1 can
be achieved in N2 even when the characteristic divides q.
However, this is in contradiction with Claim 4. Hence, N ′2
is the required sum-network.
V. CONCLUSION
It is known that every rational number is the capacity of
some sum-network. It is also known that for any finite or co-
finite set of primes there exists a sum-network which has a
capacity achieving rate 1 linear network coding solution if and
only if the characteristic of the finite field belongs to the given
set. In this paper we showed that for any finite or co-finite
set of prime numbers, and for any non-zero positive rational
number k/n, there exists a sum-network which has a capacity
achieving rate k/n fractional linear network coding solution
if and only if the characteristic of the finite field belongs to
the given set of primes.
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