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Abstract: Simple random walks on a partially directed version of Z2 are considered. More pre-
cisely, vertical edges between neighbouring vertices of Z2 can be traversed in both directions
(they are undirected) while horizontal edges are one-way. The horizontal orientation is pre-
scribed by a random perturbation of a periodic function, the perturbation probability decays
according to a power law in the absolute value of the ordinate. We study the type of the simple
random walk, i.e. its being recurrent or transient, and show that there exists a critical value of
the decay power, above which it is almost surely recurrent and below which it is almost surely
transient.
1 Introduction
1.1 Motivations
We study simple symmetric random walks (i.e. jumping with uniform proba-
bility to one of the available neighbours of a given vertex) on partially directed
1Supported in part by the Italian national PRIN project Random fields, percolation, and
stochastic evolution of systems with many components and by the Actions Internationales pro-
gramme of the Université de Rennes 1. M.C. acknowledges support from G.N.A.M.P.A. This work
has been completed while D.P. was on sabbatical leave from his host university at the Institut
Henri Poincaré.
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regular sublattices of Z2 obtained from Z2 by imposing horizontal lines to be
uni-directional. Although randomwalks on partially directed lattices have been
introduced long-time ago to study the hydrodynamic dispersion of a tracer par-
ticle in a porousmedium [15] very little was known on them beyond some com-
puter simulation heuristics [19]. Therefore, it arose as a surprise for us that so
little was rigourously known when we first considered simple random walks on
partially directed 2-dimensional lattices in [3, 4]. In those papers, we deter-
mined the type of simple randomwalks on lattices obtained fromZ2 by keeping
vertical edges bi-directional while horizontal edges become one-way. Depend-
ing on how the horizontal allowed direction to the left or the right is determined
we obtain dramatically different behaviour [3, Theorems 1.6, 1.7, and 1.8] (these
results are reproduced — for completeness — as theorem 1.3 in the present pa-
per).
This result triggered several developments by various authors. In [12], the
orientation is chosen by means of a correlated sequence or by a dynamical sys-
tem; in both cases, provided that some variance condition holds, almost sure
transience is established and, in [13], a functional limit theorem is obtained.
In [16], the case of orientations chosen according to a stationary sequence is
treated. In [17], our results of [3, 4] are used to study corner percolation on Z2.
In [7], the Martin boundary of these walks has been studied for the models that
are transient and proved to be trivial, i.e. the only positive harmonic functions
for the Markov kernel of these walks are the constants. In [8] a model where the
horizontal directions are chosen according to an arbitrary (deterministic or ran-
dom) sequence but the probability of performing a horizontal or vertical move
is not determined by the degree but by a sequence of non-degenerate random
variables is considered and shown to be a.s. transient.
It is worth noting that all the previous directed lattices are regular in the
sense that both the inward and the outward degrees are constant (and equal
to 3) all over the lattice. Therefore, the dramatic change of type is due only to
the nature of the directedness. However, the type result was always either re-
current or transient. The present paper provides an example where the type of
the random walk is determined through the tuning of a parameter controlling
the overall number of defects; it improves thus the insight we have on those non
reversible random walks. Let us mention also that beyond their theoretical in-
terest (a short list of problems remaining open in the context of such random
walks is given in the conclusion section), directed randomwalks aremuchmore
natural models of propagation on large networks like internet than reversible
ones.
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1.2 Notation and definitions
Directed versions of Z2 are obtained as follows: let u= (u1,u2) and v= (v1,v2) be
arbitrary elements ofZ2 and suppose that a sequence of {−1,1}-valued variables
ε = (εy )y∈Z is given. The pair (u,v) ∈ Z2×Z2 is an allowed edge to the lattice if
either [u2 =u1]∧[v2 = v1±1] or [v2 = v1]∧[u2 = u1+εv1 ]. The directed sublattice
ofZ2 depends obviously of the choice of the sequence ε; we denote this partially
directed lattice by Z2ε. The choice of ε can be deterministic or random and will
be specified later.
Definition 1.1. A simple random walk on Z2ε is a Z
2-valued Markov chain
(Mn)n∈N with transition probability matrix P having as matrix elements
P(u,v)=P(Mn+1 = v|Mn =u)=
{ 1
3 if (u,v) is an allowed edge of Z
2
ε,
0 otherwise.
Remark 1.2. The Markov chain (Mn)n∈N cannot be reversible. Therefore, all the
powerful techniques based on the analogy with electrical circuits (see [9, 20] for
modern exposition) or spectral properties of graph Laplacians2 [2, 6, 5] do not
apply.
Several ε-horizontally directed lattices have been introduced in [3], where
the following theorem has been established.
Theorem 1.3. [3, see theorems 1.6, 1.7, and 1.8] Consider a Z2ε directed lattice.
1. If the lattice is alternatively directed, i.e. εy = (−1)y , for y ∈Z, then the sim-
ple randomwalk on it is recurrent.
2. If the lattice has directed half-planes i.e. εy =−1 ]−∞,0[(y)+1 [0,∞[(y), then
the simple randomwalk on it is transient.
3. Ifε is a sequence of {−1,1}-valued randomvariables, independent and iden-
tically distributed with uniform probability, the simple random walk on it
is transient for almost all possible choices of the horizontal directions.
Notice that the above simple randomwalks are definedon topologically non-
trivial directed graphs in the sense that limN→∞ 1N
∑N
y=−N εy = 0. For the two
first cases, this is shown by a simple calculation and for the third case this is
an almost sure statement stemming from the independence of the sequence ε.
The above condition guarantees that transience is not a trivial consequence of
a non-zero drift but an intrinsic property of the walk in spite of its jumps being
statistically symmetric.
2Connections of graph Laplacians with electric circuits is at least as old as reference [21], con-
nections with modern cohomology can be found in [20, 22, 14] but again ideas are much older
[10, 11] and references therein.
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1.3 Results
In this paper, we consider again a Z2ε lattice but the sequence ε is specified as
follows.
Definition 1.4. Let f :Z→ {−1,1} be aQ-periodic function with some even in-
teger Q ≥ 2 verifying ∑Qy=1 f (y) = 0 and ρ = (ρy )y∈Z a Rademacher sequence,
i.e. a sequence of independent and identically distributed {−1,1}-valued ran-
dom variables having uniformdistribution on {−1,1}. Letλ= (λy )y∈Z be a {0,1}-
valued sequence of independent random variables and independent of ρ and
suppose there exist constantsβ (and c) such thatP(λy = 1)= c|y |β for large |y |. We
define the horizontal orientations ε= (εy )y∈Z through εy = (1−λy ) f (y)+λyρy .
Then the Z2ε-directed lattice defined above is termed a randomly horizontally
directed lattice with randomness decaying in power β.
Theorem 1.5. Consider the horizontally directed latticeZ2ε with randomness de-
caying in power β.
1. If β< 1 then the simple randomwalk is transient for almost all realisations
of the sequence (λy ,ρy ).
2. If β> 1 then the simple randomwalk is recurrent for almost all realisations
of the sequence (λy ,ρy ).
Remark 1.6. It is worth noting that the periodicity of the function f is required
only to prove recurrence; for proving transience, any function f can be used.
Remark 1.7. In the previous model, the levels y where λy 6= 0, can be viewed
as random defects perturbing a periodically directed model whose horizontal
directions are determined by the periodic function f . Thus, it is natural to con-
sider the random variable ‖λ‖ := ‖λ‖1 = card{y ∈ Z : λy = 1} as the strength of
the perturbation. When β > 1, by Borel-Cantelli lemma, ‖λ‖ < ∞ a.s., mean-
ing that there are a.s. finitely many levels y where the horizontal direction is
randomly perturbed with respect to the direction determined by the periodic
function; if β< 1, then ‖λ‖=∞ a.s.
An extreme choice of “random” perturbation is when λ is a deterministic
{0,1}-valued sequence. We have then the following
Proposition 1.8. Whenλ is a deterministic {0,1}-valued sequencewith ‖λ‖<∞,
then the simple randomwalk is recurrent.
Note however that the previous proposition does not provide us with a nec-
essary condition for recurrence. We shall give in §5 the following
Counter-example 1.9. There are deterministic {0,1}-sequences λ, with ‖λ‖ =
∞ (infinitelymany deterministic defects), leading nevertheless to recurrent ran-
domwalks.
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2 Technical preliminaries
Since the general framework developed in [3] is still useful, we only recall here
the basic facts. It is always possible to choose a sufficiently large abstract proba-
bility space (Ω,A ,P) onwhich are defined all the sequences of randomvariables
we shall use, namely (ρy ), (λy ), etc. and in particular the Markov chain (Mn)n∈N
itself. When the initial probability of the chain isν, then obviouslyP :=Pν. When
ν= δx we write simply Px instead of Pδx .
The idea of the proof is to decompose the stochastic process (Mn)n∈N into a
vertical skeleton — obtained by the vertical projection of (Mn) that is stripped
out of the waiting times corresponding to the horizontal moves — and a hor-
izontal component. More precisely, define T0 := 0 and for k ≥ 1 recursively:
Tk = inf{n > Tk−1 : 〈Mn −Mn−1 |e2 〉 6= 0}. Introduce then the sequences ψk =
〈MTk −MTk−1 |e2 〉 for k ≥ 1, and Yn =
∑n
k=1ψk , for n ≥ 0 (with the convention
Y0 = 0). The process (Yn) is a simple random walk on the vertical axis, called
the vertical skeleton; its occupation measure of level {y} is denoted ηn(y) =∑n
k=01 {y}(Yk ). Similarly, we define the sequences of waiting times. For all y ∈ Z
define S0(y) :=−1 and recursively for k ≥ 1: Sk(y)= inf{l > Sk−1(y) : Yl = y}. The
random variables ξ
(y)
k
= TSk (y)+1 −TSk (y) − 1 represent then the waiting time at
level y during the k th visit at that level. Due to strongMarkov property, the dou-
bly infinite sequence (ξ
(y)
k
)y∈Z,k∈N∗ are independent N-valued random variables
with geometric distribution of parameter p = 1/3; q always stands for 1− p in
the sequel.
Definition 2.1. Suppose the vertical skeleton and the environments of the ori-
entations are given. Let (ξ
(y)
n )n∈N,y∈Z be the previously defined doubly infinite
sequence of geometric random variables of parameter p = 1/3 and ηn(y) the
occupation measures of the vertical skeleton. We call horizontally embedded
randomwalk the process (Xn)n∈N with
Xn =
∑
y∈Z
εy
ηn−1(y)∑
i=1
ξ
(y)
i
, n ∈N.
Lemma 2.2. (See [3, lemma 2.7]). Let Tn = n +
∑
y∈Z
∑ηn−1(y)
i=1 ξ
(y)
i
be the instant
just after the randomwalk (Mk)has performed its n
th verticalmove (with the con-
vention that the sum
∑
i vanishes whenever ηn−1(y)= 0). ThenMTn = (Xn ,Yn).
Define σ0 = 0 and recursively, for n = 1,2, . . ., σn = inf{k > σn−1 : Yk = 0} >
σn−1, thenth return to the origin for the vertical skeleton. Thenobviously,MTσn =
(Xσn ,0). To study the recurrence or the transience of (Mk ), we must study how
often Mk = (0,0). Now, MTk = (0,0) if and only if Xk = 0 and Yk = 0. Since (Yk )
is a simple random walk, the event {Yk = 0} is realised only at the instants σn ,
n = 0,1,2, . . ..
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Remark 2.3. The significance of the random variable Xn is the horizontal dis-
placement after n vertical moves of the skeleton (Yl ). Notice that the random
walk (Xn) has unbounded (although integrable) increments. As a matter of fact,
they are signed integer-valued geometric random variables. Contrary to (Xn),
the increments of the process (Xσn )n∈N, sampled at instants σn , are unbounded
with heavy-tails.
Recall that all random variables are defined on the same probability space
(Ω,A ,P); introduce the following sub-σ-algebras: H =σ(ξ(y)
i
; i ∈N∗, y ∈Z),G =
σ(ρy ,λy ; y ∈Z), andFn =σ(ψi ; i = 1, . . . ,n), with F ≡F∞.
Lemma 2.4. (See [3, lemma 2.8])
∞∑
l=0
P(Ml = (0,0)|F ∨G )=
∞∑
n=0
P(I (Xσn ,ε0ξ
0
0) ∋ 0|F ∨G ),
where, ξ00 has the same law as ξ
(0)
1 and, for x ∈ Z, z ∈ N, and ε = ±1, I (x,εz) =
{x, . . . ,x+ z} if ε=+1 and {x− z, . . . ,x} if ε=−1.
Lemma 2.5. (See [3, lemma 2.9])
1. If
∑∞
n=0P0(Xσn = 0|F ∨G )=∞ then
∑∞
l=0P(Ml = (0,0)|F ∨G )=∞.
2. If (Xσn )n∈N is transient then (Mn)n∈N is also transient.
Let ξ be a geometric random variable equidistributed with ξ
(y)
i
. Denote
χ(θ)= Eexp(iθξ)= q
1−p exp(iθ) = r (θ)exp(iα(θ)), θ ∈ [−π,π]
its characteristic function, where
r (θ)= |χ(θ)| = q√
q2+2p(1−cosθ)
= r (−θ); α(θ)= arctan p sinθ
1−p cosθ =−α(−θ).
Notice that r (θ)< 1 for θ ∈ [−π,π] \ {0}. Then
Eexp(iθXn) = E
(
E(exp(iθXn)|F ∨G )
)
= E
(
E(exp(iθ
∑
y∈Z
εy
ηn−1(y)∑
i=1
ξ
(y)
i
|F ∨G )
)
= E
(∏
y∈Z
χ(θεy )
ηn−1(y)
)
.
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3 Proof of transience
Introduce, as was the case in [3], constants δi > 0 for i = 1,2,3 and for n ∈N the
sequence of events An = An,1∩ An,2 and Bn defined by
An,1 =
{
ω ∈Ω : max
0≤k≤2n
|Yk | < n
1
2
+δ1
}
; An,2 =
{
ω ∈Ω : max
y∈Z
η2n−1(y)< n
1
2
+δ2
}
,
Bn =
{
ω ∈ An :
∣∣∣∣∣
∑
y∈Z
εyη2n−1(y)
∣∣∣∣∣> n 12+δ3
}
;
the range of possible values for δi , i = 1,2,3, will be chosen later (see the end
of the proof of proposition 3.4). Obviously An,1,An,2 and hence An belong to
F2n ; moreover Bn ⊆ An and Bn ∈F2n ∨G . We denote in the sequel generically
dn,i =n
1
2
+δi , for i = 1,2,3.
SinceBn ⊆ An and both sets areF2n∨G -measurable, decomposing the unity
as 1 = 1 Bn + 1 An\Bn + 1 Acn , we get pn = pn,1 + pn,2 + pn,3, where pn = P(X2n =
0;Y2n = 0), pn,1 = P(X2n = 0;Y2n = 0;Bn), pn,2 = P(X2n = 0;Y2n = 0;An \Bn), and
pn,3 = P(X2n = 0;Y2n = 0;Acn). By repeating verbatim the reasoning of proposi-
tions 4.1 and 4.3 of [3], we get
Proposition 3.1. For large n, there exist δ > 0 and δ′ > 0 and c > 0 and c ′ > 0
such that
pn,1 =O (exp(−cnδ)) and pn,3 =O (exp(−c ′nδ
′
)).
Consequently
∑
n∈N(pn,1+pn,3)<∞. The proof will be complete if we show
that
∑
n∈N pn,2 <∞.
Lemma 3.2. On the set An \Bn , we have — uniformly on F ∨G —
P(X2n = 0|F ∨G )=O (
√
lnn
n
).
Proof. Use the F ∨G -measurability of the variables (εy )y∈Z and (ηn(y))y∈Z,n∈N
to express the conditional characteristic function of the variable X2n as follows:
χ1(θ)= E(exp(iθX2n)|F ∨G )=
∏
y∈Z
χ(θεy )
η2n−1(y).
Hence, P(X2n = 0|F ∨G )= 12π
∫π
−πχ1(θ)dθ. Now use the decomposition of χ into
a the modulus part, r (θ) — that is an even function of θ— and the angular part
of α(θ) and the fact that there is a constant K < 1 such that for θ ∈ [−π,−π/2]∪
[π/2,π] we can bound r (θ)<K to majorise
P(X2n = 0|F ∨G )≤
1
π
∫π/2
0
r (θ)2ndθ+O (K n).
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Fix an =
√
lnn
n and split the integration integral [0,π/2] into [0,an]∪ [an,π/2].
For the first part, we majorise the integrand by 1, so that
∫an
0 r (θ)
2ndθ≤ an .
For the second part, we use the fact that r (θ) is decreasing for θ ∈ [0,π/2].
Hence 1π
∫π/2
an
r (θ)2ndθ ≤ 12r (an)2n . Now, limn→∞ an = 0, hence for large n it is
enough to study the behaviour of r near 0, namely r (θ) ≍ 1− 3
8
θ2 +O (θ4). It
follows that r (an)
2n ≍ (1− 34 lnn2n )2n ≍ exp(−34 lnn) = n−
3
4 . Since the estimate of
the first part dominates, the result follows.
Lemma 3.3. Let d be a positive integer, Z an integer-valued random variable
with law µZ , and G a centred Gaussian random variable with variance d
2, but
otherwise independent of Z . Then, there exists a constant C > 0 (independent of
d and of the law of Z ) such that
P(|Z | ≤ d
2
)≤CP(|Z +G| ≤ d ).
Proof. Denote by γ(g ) = 1p
2πd2
exp(− g
2
2d2
) the density of the Gaussian random
variable G and observe that on [−d2 , d2 ] the density is minorised by γ(g ) ≥ 2C
−1
d
withC =
p
2πe. Then
P(|Z +G| ≤ d )≥
∫ d
2
− d
2
µZ ([−d − g , . . . ,d − g ])γ(g )dg ≥ 2C−1µZ ({−
d
2
, . . . ,
d
2
}).
Proposition 3.4. For all β < 1, there exists a δβ > 0 such that — uniformly in F
— for all large n
P(An \Bn|F )=O (n−δβ).
Proof. The required probability is an estimate, on the event An , of the condi-
tional probability P(|∑y∈Zζy,n | ≤ dn,3|F ), where we denote ζy,n = εyη2n−1(y).
Extend the probability space (Ω,A ,P) to carry an auxilliary variableG assumed
to be centred Gaussian with variance d2n,3, (conditionally on F ) independent of
the ζy,n ’s. SinceG is a symmetric random variable and [−dn,3,dn,3] is a symmet-
ric set around 0, then by lemma 3.3, there exists a positive constant c :=
p
2πe
(hence independent of n) such that
P(|
∑
y∈Z
ζy,n| ≤ dn,3|F )≤ cP(|
∑
y∈Z
ζy,n +G| ≤ dn,3|F ).
Let χ2(t ) = E(exp(i t
∑
y ζy,n)|F ) =
∏
y Ay,n(t ), where Ay,n(t ) = E
(
exp(i tζy,n|F
)
,
andχ3(t )= E(exp(i tG)|F )= exp(−t2d2n,3/2). Therefore, E(exp(i t (
∑
y ζy,n+G))|F )=
χ2(t )χ3(t ), and using the Plancherel’s formula,
P(|
∑
y∈Z
ζy,n +G| ≤ dn,3|F )=
dn,3
π
∫
R
sin(tdn,3)
tdn,3
χ2(t )χ3(t )dt ≤Cdn,3I ,
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where I =
∫
R
|χ2(t )|exp(−t2d2n,3/2)dt . Fix bn = n
δ4
dn,3
, for some δ4 > 0 and split the
integral defining I into I1+ I2, the first part being for |t | ≤ bn and the second for
|t | > bn .
We have
I2 ≤ C
∫
|t |>bn
exp(−t2d2n,3/2)
dt
2π
= C
dn,3
∫
|s|>nδ4
exp(−s2/2)ds
2π
≤ 2 C
dn,3
1
nδ4
exp(−n2δ4/2)
2π
,
because the probability that a centred normal random variable of variance 1,
whose density is denoted φ, exceeds a threshold x > 0 is majorised by φ(x)x .
For I1 we get, I1 ≤
∫
|t |≤bn
∏
y |Ay,n (t )|dt .
Assume for the moment that the inequality |tη2n−1(y)| ≤ 1 holds. Use then
the fact that cos(x)≤ 1− x2
4
, valid for |x| ≤ 1, to write
|Ay,n(t )| = |E0(exp(i tεyη2n−1(y))F )|
= |(1− c|y |β )exp(i tη2n−1(y) f (y))+
c
|y |β cos(tη2n−1(y))|
≤ 1− c|y |β +
c
|y |β (1−
t2η22n−1(y)
4
)
= 1−
ct2η22n−1(y)
4|y |β ≤ exp(−
ct2η22n−1(y)
4|y |β ).
The assumed inequality |tη2n−1(y)| ≤ 1 is verified whenever the constants δ2,δ3
and δ4 are chosen so that δ2+δ4−δ3 < 0 holds, because |t | ≤ bn and bn = n
d4
n1/2+δ3
,
whereas η2n−1(y)≤ n1/2+δ2 . Therefore,
|χ2(t )| ≤
∏
y
exp
(
− t
2
4
η22n−1(y)
c
|y |β
)
.
Now, define πn(y)= η2n−1(y)2n ; obviously
∑
y πn(y)= 1, establishing that (πn(y))y is
a probability measure on Z. Therefore, applying Hölder’s inequality we obtain
I1 ≤
∏′
y Jn(y)
πn (y), where
∏′
y means that the product runs over those y such that
η2n−1(y) 6= 0 and
Jn(y) =
∫bn
−bn
exp
(
− t
2
4
η22n−1(y)
c
|y |β
1
πn(y)
)
dt
=
√
2π|y |β
cnη2n−1(y)
∫bn√ cnη2n−1 (y)|y|β
−bn
√
cnη2n−1 (y)
|y|β
exp(−v2/2) dvp
2π
≤
√
4π
c
exp
(
− log2n− 1
2
logπn(y)+
β
2
log |y |
)
.
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We conclude that
I1 ≤
∏
y
′
Jn(y)
πn (y) ≤
√
2π
c
exp
(
− log2n+ 1
2
H (πn)+
β
2
∑
y
πn(y) log |y |
)
and H (πn) is the entropy of the probability measure πn , reading (with the con-
vention 0log0= 0)
H (πn) :=−
∑
y
πn(y) logπn(y)≤ logcardCn ,
where Cn := suppπn and, on An , cardCn ≤ 2n
1
2
+δ1 . We conclude that we can
always chose the parameters δ1 and δ3 such that, for every β < 1 there exists a
parameter δβ > 0 such that dn,3I1 ≤Cn−δβ .
Corollary 3.5. ∑
n∈N
pn,2 <∞.
Proof. Recall that for the standard randomwalk P(Y2n = 0)=O (n−1/2); combin-
ing with the estimates obtained in 3.2 and 3.4, we have
pn,2 = P(X2n = 0;Y2n = 0;An \Bn)
= E(E
(
1 Y2n=0
[
E(1 An\BnP(X2n = 0|F ∨G )|F )
])
)
= O (n−1/2n−δβ
√
lnn
n
) = O (n−(1+δβ)
p
lnn),
proving thus the summability of pn,2.
Proof of the statement on transience of the theorem 1.5: pn = pn,1+pn,2+pn,3 is
summable because all the partial probabilities pn,i , for i = 1,2,3 are all shown to
be summable. ä
4 Proof of recurrence
We define additionally the following sequence of random times:
τ0 ≡ 0 and τn+1 = inf{k : k > τn , |Yk −Yτn | =Q} for n ≥ 0.
The random variables (τn+1−τn)n≥0 are independent and for all n the variable
τn+1−τn has the same distribution (under P0) as τ1. It is easy to show further
(see proposition 1.13.4 of the textbook [1] for instance) that these random vari-
ables have exponential moments i.e. E0(exp(ατ1))<∞ for |α| sufficiently small.
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Let ZQ = Z/QZ = {0,1, . . . ,Q −1} with integer addition replaced by addition
modulo Q and for any y ∈ Z denote by y = y modQ ∈ ZQ . Consistently, we
define Y n = Yn modQ .
Lemma 4.1. Define for n ≥ 1 and y ∈ZQ ,
Nn(y) := ητn−1 ,τn−1(y)=
τn−1∑
k=τn−1
1 y (Y k ).
Then, for every y ∈ZQ ,
1. the conditional laws of N1(y)with respect to the events {Yτ1 =Q} and {Yτ1 =
−Q} are the same, and
2. the following equalities hold
E0N1(y)= E0
(
N1(y)
∣∣ Yτ1 =Q)= E0 (N1(y) ∣∣ Yτ1 =−Q)= E0τ1Q .
Proof. 1. Denote by U := {Yτ1 = Q} and D := {Yτ1 = −Q} the sets of condi-
tioning. Assume that Y is a trajectory inU and define R :=max{t : 0≤ t <
τ1,Yt = 0}. Now, between times 0 and R , the path Y wanders around the
level 0. For times t such that R < t < τ1, the path remains strictly confined
within the (interior of the) strip.
For any trajectory Y inU , we shall define a new trajectoryV —bijectively
determined from Y —belonging toD as follows:
Vt =
{
Yt for 0≤ t ≤R
Yτ1−(t−R)−Q for R ≤ t ≤ τ1.
Obviously, the above construction is a bijection. Hence for trajectories not
inU (i.e. trajectories in D) the modified trajectory is defined inverting the
previous transformation. The figure 1 illustrates the construction (modi-
fied reflection principle).
On denoting by η the occupation measure of the process Y and by κ the
oneofV , wehaveκτ1−1(y) :=
∑τ1−1
i=0 1 {y}(V i )=
∑τ1−1
i=0 1 {y}(Y i )=: ητ1−1(y) by
construction of the path V . This remark implies that ητ1−1(·) and κτ1−1(·)
have the same law.
2. Since the random walk (Yn) is symmetric, the probability of exiting the
strip of widthQ by up-crossing is the same as for a down-crossing. Hence
E0N1(y)= 12E0
(
N1(y)
∣∣ Yτ1 =Q)+12E0 (N1(y) ∣∣ Yτ1 =−Q). This remark, com-
bined with the equality of conditional laws established in 1. establishes
the leftmost and the central equalities of the statement.
To prove the rightmost equality, let g : Z→ R be a bounded function and
denote by Sn[g ] =
∑n−1
k=0 g (Yk ). On defining Wn[g ] =
∑τn+1−1
k=τn g (Yk ) and
11
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Figure 1: Illustration of the modified reflexion principle. The left figure depicts
a detail of the up-crossing excursion, occurring between times 0 and τ1. The left
figure depicts the details of a new admissible path bijectively obtained fromY by
defining it as identical to Y for the times 0≤ t ≤R and then by reverting the flow
of time and displacing the remaining portion of the path by −Q , as explained in
the text.
Rn =max{k : τk ≤ n}, we have the decomposition:
Sn[g ]=
Rn∑
k=0
Wk [g ]−
τRn+1−1∑
k=n
g (Yk ).
Since τRn+1−n ≤ τRn+1−τRn , we have, thanks to the boundedness of g ,
that 1n
∣∣∣∑τRn+1−1
k=n g (Yk )
∣∣∣≤ τRn+1−τRnn supy∈Z |g (z)|. Since
P(τRn+1 −τRn = l ) ≤
n∑
k=0
P(τk+1−τk = l ;Rn = k)
≤
n∑
k=0
P(τk+1−τk = l ),
it follows that for all ε > 0, we have ∑n
k=1P(τk+1−τk ≥ εn) ≤ nP(τ1 ≥ εn)
which tends to 0, when n→∞, thanks to Markov inequality and the exis-
tence of exponential moments for τ1.
It remains to estimate
Sn [g ]
n by
Rn
n
1
Rn
∑Rn
k=0Wk [g ]. Obviously Rn →∞ a.s.,
as n →∞, and, by the renewal theorem (see p. 221 of [1] for instance),
Rn
n
→ 1
E0τ1
a.s. Fix any y ∈ ZQ and choose g (z) := 1 {y}(z modQ). For this
g , we have Sn[g ]= ηn(y), where ηn(y)=
∑n−1
k=0 1 {y}(Y k ). But (Y k) is a sim-
ple random walk on the finite set ZQ therefore admits a unique invariant
probability π(y)= 1
Q
. By the ergodic theorem for Markov chains, we have
Sn [g ]
n → 1Q a.s.
Additionally, for this choice of g , the sequence (Wk [g ])k∈N are indepen-
dent random variables, identically distributed as N1(y). We conclude by
applying the law of large numbers to the ratio 1Rn
∑Rn
k=1Wk [g ].
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Toprove almost sure recurrence, it is enough to show
∑
k∈NP0
(
Xσk = 0,Yσk = 0
∣∣G )=
∞ a.s. If β > 1 then ∑y P(λy = 1) <∞; hence, by Borel-Cantelli lemma, there is
almost surely a finite number of y ’s such that λy = 1, i.e. the G -measurable ran-
dom variable l (ω) = max{|y | : λy = 1}/Q is almost surely finite. Fix an integer
L(ω)≥ l (ω)+1, and introduce theF ∨G -measurable random sets:
FL,2n(ω) =
{
k : 0≤ k ≤ 2n−1; |Yτk (ω)(ω)| ≤ L(ω)Q ; |Yτk+1(ω)(ω)| ≤ L(ω)Q
}
GL,2n(ω) =
{
k : 0≤ k ≤ 2n−1; |Yτk (ω)(ω)| ≥ L(ω)Q ; |Yτk+1(ω)(ω)| ≥ L(ω)Q
}
.
To simplify notation, we drop explicit reference to the ω dependence of those
sets.
Denote by Adm(2n) the set of admissible paths z = (z0,z1, . . . ,z2n−1,z2n) ∈
Z
2n+1 satisfying |zi+1−zi | = 1 for i = 0, . . .2n−1 and z0 = 0. For any z ∈Adm(2n),
we denoteC [z] the cylinder set
C [z]=
{
ω ∈Ω : Y0(ω)=Qz0 = 0,Yτ1(ω)(ω)=Qz1, . . . ,Yτ2n (ω)(ω)=Qz2n
}
∈F .
Denote by θk = Xτk+1 −Xτk , for k ∈ {0, . . . ,2n−1}, and observe that
Xτ2n =
2n−1∑
k=0
θk =
∑
k∈FL,2n
θk +
∑
k∈GL,2n
θk ,
the sums appearing in the above decomposition referring to disjoint excursions.
Proposition 4.2. For every z ∈Adm(2n) and every k ∈GL,2n(ω), withω ∈C [z],
ak := E0 (θk |C [z];G )= 0.
Proof. Let z be an arbitrary admissible path and suppose that k corresponds,
say, to an up-crossing (i.e. zk+1− zk = 1) and abbreviate to z := zk and z + 1 =
zk+1 in order to simplify notation. Since z ∈ Adm(2n), then for all ω ∈ C [z], the
random times τ1, . . . ,τ2n are compatible with z, meaning, in particular, that
Yτk =Qz and Yτk+1 =Qz+Q .
The horizontal increments (θk )k∈GL,2n , conditionally onC [z] andG , are inde-
pendent. To simplify notation, introduce the symbol T := τk+1−τk ; obviously,
T
d=τ1 conditionally on the starting point; more precisely PQzk (T = t ) = P0(τ1 =
t ), for all t ∈N.
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We are now in position to complete the proof of the proposition.
ak = E0
(∑
y∈Z
f (y)
ητk ,τk+1−1(y)∑
i=0
ξ
y
i
∣∣∣∣∣C [z];G
)
= E(ξ00)
Qz+Q−1∑
y=Qz−Q+1
f (y)EQz
(
ηT−1(y)
∣∣YT =Qz+Q ;C [z];G )PQz (YT =Qz+Q |C [z];G )
= E(ξ00)
∑
y∈ZQ
f (y)E0
(
N1(y)
∣∣Yτ1 =Q)
=
∑
y∈ZQ
f (y)
E0(τ1)
Q
E(ξ00)
= 0,
where we used strong Markov property, lemma 4.1, and the centring condition∑
y∈ZQ f (y)= 0 to conclude.
The sampled process Zk =
Yτk
Q ∈ Z is a standard simple symmetric nearest
neighbour randomwalk onZ. For z ∈Z, define the occupationmeasure̟n(z) :=
̟({z})=∑n
k=11 {z}(Zk).
Lemma 4.3. Fix K > 0. For every δ> 0 there exists a constant c > 0 such that for
all n sufficiently large,
Pn =P0
(
max
z:|z|≤K
̟2n(z)> c
p
n
∣∣∣∣ Z2n = 0
)
< δ.
Remark 4.4. This lemma will be used in the course of the proof by fixing a G -
measurable almost surely finite K , while n will tend to infinity. Of course c =
c(K ,δ) depends on the choice of K and δ.
Proof. Denote bymn = ⌊c
p
n⌋. Then, by conditional Markov inequality,
Pn ≤
K∑
z=−K
P0 (̟2n(z)>mn | Z2n = 0)≤
K∑
z=−K
E0 (̟2n(z) | Z2n = 0)
mn
.
Now
E0 (̟2n(z) | Z2n = 0) =
2n∑
k=1
P0 (Zk = z | Z2n = 0)
=
2n∑
k=1
Pk (0,z)P2n−k (z,0)
P2n(0,0)
,
where P l (0,z) = P0(Zl = z). For all z ≥ 0 and all l ≥ z, P l (0,z) = 2−l
( l
l+z
2
)
if l + z
is even and 0 otherwise. We majorise
( l
l+z
2
)
≤
( l
l
2
)
, when l is even and
( l
l+z
2
)
≤
( l
l−1
2
)
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when l is odd. Using Stirling’s formula, we see that for all l sufficiently large,
the probability P l (0,z) is majorised independently of the parity of l by a term
equivalent (for large l ) to 1p
l
. Consquently by choosing an appropriate constant
C , the same majorisation holds for the remaining finite set of values of l . By
approximating the sum by an integral, we get finally that
E0(̟(z)|Z2n = 0)≤C
∫2n
0
√
2n
t (2n− t )dt ≤ e
p
n.
We conclude thatPn ≤ δ provided that c > 2K+1C .
Proof of the recurrence statement of theorem 1.5:
We shall now fix K = L. For δ ∈]0,1[, let c = c(K ,δ) be as in the previous
lemma 4.3. From this very same lemma, we have P0
(
cardFL,2n ≤ c
p
n
)
≥ 1−δ on
the set {Z2n = 0}. Fix some constant d and define
ConsAdm(L,2n,d )=
{
z ∈Adm(2n) : z2n = 0; |{k : 0≤ k < 2n, |zk | ≤ L; |zk+1| ≤ L}| ≤ d
p
n
}
the set of constrained admissible paths. (Here and in the sequel, we use in-
distinguishably the symbols |A| or cardA to denote the cardinality of the dis-
crete set A). On the set {Z2n = 0}, obviously the equality {cardFL,2n ≤ d
p
n} =
∪z∈ConsAdm(L,2n,d)C [z] holds.
P0
(
Xτ2n = 0;Yτ2n = 0
∣∣G ) = P0 (Xτ2n = 0;Z2n = 0 ∣∣G )
≥ P0
(
Xτ2n = 0;Yτ2n = 0; |FL,2n| ≤ d
p
n
∣∣ {Z2n = 0};G )P0(Z2n = 0)
=
∑
z∈ConsAdm(L,2n,d)
P0
(
{Xτ2n = 0}∩C [z]
∣∣ {Z2n = 0};G )P0(Z2n = 0)
=
∑
z∈ConsAdm(L,2n,d)
P0
(
Xτ2n = 0
∣∣C [z];G )P0 (C [z] |G ) .
Now, for any z ∈ConsAdm(L,2n,d ),
P0
(
Xτ2n = 0
∣∣G ,C [z]) ≥ ∑
|m|≤dpn
P0
( ∑
k∈FL,2n
θk =m;
∑
k∈GL,2n
θk =−m
∣∣∣∣∣G ,C [z]
)
=
∑
|m|≤dpn
P0
( ∑
k∈FL,2n
θk =m
∣∣∣∣∣G ,C [z]
)
P0
( ∑
k∈GL,2n
θk =−m
∣∣∣∣∣G ,C [z]
)
.
The joint probability factors into the terms appearing in the last line because the
G -measurable set-valued random variablesGL,2n and FL,2n take disjoint values,
hence the terms in FL,2n and GL,2n refer to different excursions of the random
walk Y . Independence follows as a consequence of the strongMarkov property.
By the proposition 4.2, we have E(θk |C [z],G ) = 0. The variables (θk )k∈GL,2n
are independent and identically distributed conditionally to G and C [z]; their
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common variance, σ2, is finite because,
σ2 = E0(θ2k |G ,C [z]) = EQzk

[∑
y
εy
ητk ,τk+1−1(y)∑
i=0
ξ
y
i
]2∣∣∣∣∣∣G


≤ E0(τ1)E((ξ00)2)+E0(τ21)[E(ξ00)]2+ [E0(τ1)]2[E(ξ00)]2 < ∞,
where we have used strong Markov property to bound the last term of the first
line in the previous formula by the second line.
For z ∈ ConsAdm(L,2n,d ), we have further — on C [z] — that 2n − dpn ≤
|GL,2n| ≤ 2n. Hence, for |m| ≤ d
p
n, we can apply local limit theorem (see propo-
sition 52.12, p. 706 of [18] for instance), reading
P0
( ∑
k∈GL,2n
θk =−m
∣∣∣∣∣G ,C [z]
)
≥ c1√
|GL,2n|σ2
exp
(
− m
2
2|GL,2n |σ2
)
,
to obtainP0
(∑
k∈GL,2n θk =−m
∣∣G ,C [z])≥ c2p
n
, uniformly in z. We can summarise
the estimate obtained so far
P0
(
Xτ2n = 0,Yτ2n = 0
∣∣G ) ≥ c3p
n
∑
z∈ConsAdm(L,2n,d)
P0(C [z]|G )P0
(∣∣∣∣∣
∑
k∈FL,2n
θk
∣∣∣∣∣≤ dpn
∣∣∣∣∣C [z];G
)
.
Now, {|∑k∈FL,2n θk | ≤ dpn} ⊇ {∑k∈FL,2n |θk | ≤ dpn} ⊇ {∑k∈FL,2n Θk ≤ dpn}, where
Θk =
∑
y
∑ητk+1−1(y)
i=ητk (y)
ξ
y
i
are i.i.d. conditionally on C [z], with finite mean 0 ≤ µ =
EΘk = E(ξ00)E(Tk )<∞ and variance 0≤σ2 =VarΘk <∞, where Tk = τk+1−τk is
the time needed for the vertical random walk to cross the strip bounded by zk
and zk+1.
Additionally, limn→∞ |FL,2n| = ∞ a.s., due to the recurrence of the simple
symmetric vertical random walk (Yk ). From the weak law of large numbers, it
follows that for all ε> 0
lim
n→∞P0
(∣∣∣∣
∑
k∈FL,2n Θk
|FL,2n|
−µ
∣∣∣∣≤ ε
)
= 1,
hence for all α ∈]0,1[ and sufficiently large n, P0(|
∑
k∈FL,2n Θk
|FL,2n | −µ| ≤ ε)≥ α. Since,
for z ∈ ConsAdm(L,2n,d ) we have |FL,2n| ≤ d
p
n, we conclude that for all n suf-
ficiently large, P0(|
∑
k∈FL,2n θk | ≤ d ′
p
n|G ) > α, with any d ′ > µd . Finally, for n
sufficiently large,
∑
z∈ConsAdm(L,2n,d)
P0(C [z]|G )=P0
( ∑
z:|z|≤L+1
̟(z)≤ dpn
∣∣∣∣∣ Z2n = 0
)
P0(Z2n = 0)≥ (1−δ)
c3p
n
from lemma 4.3, where Zk = Yτk . This concludes the proof of the recurrence. ä
Proof of the proposition 1.8: Since ‖λ‖ < ∞, it follows that there is a positive
integer l such that λy = 0 for all y with |y | > l . Choosing then an integer L >
[l/Q]+1 in the above proof of the recurrence part, we immediately conclude. ä
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5 Conclusion, open problems, and further developments
As was apparent in the course of the proof of recurrence, the condition β > 1
is used only to show that there are almost surely finitely many lines where the
periodicity imposed by f is perturbed by a random defect. Therefore this con-
dition can be improved. As a matter of fact, the walk is recurrent provided
that there exists an arbitrarily large integer l such that the decay is of the form
c(|y | ln |y | · · · lnl−1 |y | lnβll |y |)−1 for some βl > 1 (arbitrarily close to 1), where lnl
is the l -times iterated logarithm. Nevertheless, our methods do not allow the
treatment of the really critical case β0 = 1.
It is easy to build up examples in which the random walk is recurrent al-
though there are infinitely many defects, provided they are sparse. The follow-
ing deterministic construction illustrates this fact. Let (an)n∈N be an increasing
sequence of positive numbers such that an →∞. For an arbitrary {0,1}-valued
sequence λ = (λy )y∈Z we denote by λ↾k its restriction to {−k , . . . ,k} (meaning
that (λ↾k )y =λy if |y | ≤ k and vanishes otherwise) for k ∈N; define alsoλ↾∞ ≡λ.
Obviously ‖λ↾k‖ = card{y ∈Z : |y | ≤ k ,λy = 1}. For a given sequence λ, we write
P[λ]0(·) for the probability measure corresponding to the environment λ. We
shall construct iteratively an infinite deterministic sequence λ = (λy )y∈Z of de-
fects perturbing the periodic sequence determined by f so that the correspond-
ing random walk is recurrent. The first defect is inserted at level 0, i.e. we ini-
tialise the sequence to λ(1)y = δy,0 so that ‖λ(1)‖ = 1. Now the random walk with
only one defect in the whole vertical axis is recurrent, meaning that∑
n∈N
P[λ(1)]0(Mn = (0,0))=∞.
Therefore there exists a positive integer L1 > 0 such that
L1∑
n=1
P[λ(1)]0(Mn = (0,0))≥ a1.
But since in time L1, the vertical randomwalk cannot be further than L1 from 0,
nothing changes if instead of choosing the sequence λ(1) as above with ‖λ(1)‖ =
1, we chose any other sequence λ′ with λ′0 = λ(1)0 = 1 and ‖λ′↾L1‖) = 1 in the
above formula. The second defect is inserted at level L1+1, i.e. wemodify the se-
quence into a the sequence λ(2) verifying λ(2)y = δy,0+δy,L1+1,λ(2)↾L1 =λ(1), and
‖λ(2)‖= 2. Again, we can choose a positive integer L2 > L1 such that
∑L2
n=1P[λ
(2)]0(Mn =
(0,0))≥ a2, and so on. We construct in that way a deterministic sequence
λ= lim
k→∞
λ(k) such that λy = δy,0+
∞∑
k=1
δy,Lk+1 for y ∈Z,
verifying (by construction) ‖λ‖ = ∞ and ‖λ↾Lk‖ = k for all k . For every k ∈ N,
during its first Lk steps, the random walk can reach no more than the k first
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defects and for n ≤ Lk , we have therefore P[λ]0(Mn = (0,0)) = P[λ↾Lk ]0(Mn =
(0,0)). Hence
∞∑
n=0
P[λ]0(Mn = (0,0)) ≥
Lk∑
n=0
P[λ]0(Mn = (0,0))
=
Lk∑
n=0
P[λ↾Lk ]0(Mn = (0,0))
≥ ak .
Since k is arbitrary, this implies recurrence.
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