Abstract:For testing of hypothesis, the knowledge of the distribution of the test statistic is necessary to find the cut-off point or the pvalue. But in most of the cases, the distribution of quantile measures of samples is not known or not standard or complicated. Thus, for testing the value of quantile measures the common practice is to use the asymptotic distribution of the statistic which is normal in general. But for this asymptotic distribution to be accurate the sample size must be large. Now the question is how large the sample size should be to ensure the convergence of the statistic to anormal distribution. This paper proposes a procedure to find the least Sample size required for some selected continuous distributions to converge to normality using the Shapiro-Wilk's Test of Normality. Simulation and Visualisation are done in the R programming language.
Introduction
The Central Limit Theorem states that for most commonly studied scenario, when independent random variables are added their sum tends toward normal distribution even if the variables are not normally distributed. Now our questions are -What represents a Large Sample?‖, -How many measures we have to compare in order to claim the sample is large?‖ Each measure will help in detecting the sample size. Using the programming language -R‖ we generate r random samples each of size n and find the values of the quantile measures in all the cases. Thus we have r values of a measure. Then we perform Shapiro-Wilk's Test of normality to check whether those r values of the statistic can be considered to be a random sample from a normal distribution with suitable mean and variance.We start a loop with n=2 and continue increasing the value of n by 1 in each loop until the test for normality is accepted. The step where the test is accepted, the loop is broken and that value of n is our target. R is an Open Source Programming Language and Environment for Statistical Computing and Graphics. It is quite similar to the S language and environment which was developed at Bells Laboratory (formerly AT&T, now Lucent Technologies) by John Chambers and colleagues, but much code written for S runs unaltered under R. It has numerous applications in the field of data analysis and widely used by statisticians and data miners. Along with a command line interface, it has several graphic front-ends. R is extensible through functions, extensions and packages, contributed by the global R community.As of 2016, 10874 additional packages are available for installation. R-Studio is a powerful and productive Integrated Development Environment (IDE) for R. The software is written in C++ programming and uses Qt framework for graphical user interface. It supports direct code execution as well as tools for statistical analysis, debugging and workspace management. It can manage multiple working Directories and also have an extensive package development environment. The paper covers the Related Works of aprepublished research paper related to sample size required for Convergence of Normality. Objective covers what the problem is about. Methodology covers about a procedure of finding the least sample size. Simulation describes the R code used to find the least sample size; this section also contains related graphs. Result describes the finding of least sample size for different continuous distributions.
Related Works
Author[Carsten Schröder] and [Shlomo Yitzhaki] [1] has proposed a procedure based on the properties of Gini's mean difference (GMD) by Gini (1914, 1921) . The GMD is a Variability measure which derives the Gini Coefficient and asymmetric correlation associated with it. They have used the property of Gini correlation to test for convergence to normality because if the convergence to normality occurred then Gini correlation should be equal and they have used this property to extract the reasonable sample size for convergence to normality.
Objective
Here our objective is to find out the least sample size required for the distribution of standard quantile measures for examples,
To converge to anormal distribution with some mean and variance by simulation we start with repeated random samples from few standard distributions and find the required value of the sample size for the distributions of the above statistics to converge to normality, if at all.
Here we select one continuous probability distribution. The mean mu and standard deviation σ y of the transform y were calculated using the smoothed λ and their logarithms were themselves smoothed with polynomials in ln (n)-d. Given the value of the W, therefore, the significance level of the calculating by referring the quantity z = [(1-W) λ -μ]/ σ y To the upper tail of the standard normal distribution since alarge value of z indicates non-normality of the original sample.
The significance level of W for n =3 is exact and for the 4<n<6 is calculated by adapting Table 1 of Wilk and Shapiro (1968) . Full details of all procedure are given by Royston.
The Shapiro-Wilks test for normality is one of three general normality tests designed to detect all departures from normality. It is comparable in power to the other two tests.
The test rejects the hypothesis of normality when the pvalue is less than or equal to 0.05. Failing the normality test allows you to state with 95% confidence the data does not fit the normal distribution. Passing the normality test only allows you to state no significant departure from normality was found.
The Shapiro-Wilks test is not as affected by ties as the Anderson-Darling test, but is still affected. The Skewness-Kurtosis All test is not affected by ties and thus the default test. 
Simulation
Let's start with some step by step execution of code below. We start by choosing the distribution (in here we choose Exponential Distribution with rate 1) and then take a dive by calculating the least sample size for different Quantile measure. >install.packages("shiny") >library(shiny) >runGitHub("DuttaArjun/Least-Sample-Size-Shiny", "app.R", subdir = "LeastSampleSize/app.R") (P.S:-You need a sound internet connection for both of the case above.)
Results
By executing the R codes for some fixed or standard values of the parameters of some continuous distributions like Exponential, Log Normal, Cauchy, Normal, Beta, Rectangular Distributions we get the following observations. For all the continuous distributions in most of the cases, the distributions of the statistics have converged to normal distributions for some values of n. The following table shows the least required value of n for them to converge for aparticular execution of the code: 
Conclusion
The theorem for convergence of the distribution of the p th quantile of arandom sample from some distribution to normal distribution holds good only for the continuous densities. The distribution of the all Quantile measure has converged to N (0, 1) for the definite value of n.
For extremely positively skewed distribution like an exponential, Log-normal distribution the least sample size required the much higher value for all measure & for symmetric distribution like normal or Cauchy, through the least sample size required for all the measurements are low, the distribution of the coefficient of quartile deviation does not converge for Normal and Cauchy distribution. From the graph it is apparent that the coefficient of quartile deviation is converging to a point, still, further investigation into this is necessary.
