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Resumo
Devido ao grande volume e variedade de dados existentes atualmente, clusterizar dados
tem sido um grande desafio. Este trabalho teve como objetivo implementar o MOCK (Mul-
tiobjective Clustering with Automatic k-determination) em linguagem R, estudar poss´ıveis
melhorias e aplicac¸a˜o em dados reais. Este algoritmo funciona atrave´s de um algoritmo
gene´tico multiobjetivo chamado de PESA-II, ale´m de ter como funcionalidade a selec¸a˜o
automatizada de grupos. Os resultados apresentados por Handl and Knowles (2007) fo-
ram reproduzidos com sucesso para todos os me´todos utilizados. Comparou-se o MOCK
com outras te´cnicas de agrupamento em uma aplicac¸a˜o com dados reais. Estes dados
constituem-se de dados gene´ticos com alta dimensionalidade. Mostrou-se que o MOCK
conseguiu identificar os grupos desse conjunto de dados de maneira mais eficiente que os
outros me´todos. Conclui-se que o MOCK e´ uma ferramenta bastante eficaz para agrupar
dados em uma grande diversidade de situac¸o˜es, competindo frente-a-frente com diversos
me´todos de agrupamento.
Palavras Chave: Agrupamento de dados, MOCK, PESA-II, Algoritmos gene´ticos, Algo-
ritmos multiobjetivo, selec¸a˜o automatizada de grupos, K-means, algoritmos hiera´rquicos.

Abstract
Because of the large volume and variety of data currently available, clustering data has
been a major challenge. This work aimed to implement MOCK (Multiobjective Clustering
with Automatic k-determination) in R, to study possible improvements and application in
real data. This algorithm works through a multiobjective genetic algorithm called PESA-
II, besides having as a function the automated selection of groups. The results presented
by Handl and Knowles (2007) have been successfully reproduced for all methods used.
MOCK was compared with other grouping techniques in an application with real data,
this data consisted of genetic data with high dimensionality. It was shown that MOCK
was able to identify the groups in this data set more efficiently than the other methods. It
is concluded that MOCK is a very efficient tool for grouping data in a great diversity of
situations, competing face-to-face with several grouping methods.
Keywords: Data clustering, MOCK, PESA-II, Genetic Algorithms, Multiobjective Algo-
rithms, Automated Group Selection, K-means, Hierarchical Algorithms.
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Cap´ıtulo 1
Introduc¸a˜o
Imagine a seguinte situac¸a˜o: deseja-se particionar um conjunto formado por laranjas e
mac¸a˜s. A princ´ıpio, observa-se cor, tamanho, formato e outras caracter´ısticas intr´ınsecas
dessas frutas. Inicialmente essas duas frutas parecem bastante diferentes entre si. Pore´m,
imagine agora que ale´m de laranjas e mac¸a˜s, ha´ tambe´m batatas nesse conjunto. Neste
caso e´ poss´ıvel que a partir deste ponto, laranjas e mac¸a˜s ja´ na˜o sejam ta˜o diferentes
entre si, comparativamente a`s batatas, e possam compor o mesmo grupo (o grupo das
frutas), enquanto um outro grupo poderia ser formado somente com as batatas. Partido
deste simples exemplo, percebemos que processos de particionamento de conjuntos em
grupos coesos podem, a` medida que se adicionam novas informac¸o˜es, se tornar mais e mais
complexos.
Considere agora que ao inve´s de frutas, deseja-se separar milhares de clientes de um
supermercado quanto a` prefereˆncia de compra, pois a nova campanha de marketing precisa
de um direcionamento sobre um determinado produto. Neste caso, na˜o se sabe a qual grupo
cada um dos clientes pertence, nem mesmo se existem perfis de clientes ta˜o diferentes que
justifiquem o particionamento do conjunto de clientes. Ademais, teˆm-se apenas dados
indiretos como dados sobre renda, valores comprados, quantidade de produtos comprados,
produtos escolhidos, etc. Analisar cada indiv´ıduo e agrupa´-los pode ser muito dif´ıcil, e
provavelmente na˜o sera´ poss´ıvel para um ser humano analisar todas as poss´ıveis relac¸o˜es
entre as varia´veis chegando a um resultado satisfato´rio. Dentro deste contexto, faz-se
necessa´rio o uso de te´cnicas com crite´rios matema´ticos e computac¸a˜o intensiva chamadas
de agrupamento de dados, ou data clustering.
Sendo muito importante na ana´lise estat´ıstica ou mais comumente associado a aprendi-
zado de ma´quina, te´cnicas de agrupamento de dados teˆm sido extensivamente estudadas.
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Devido a crescente quantidade e complexidade dos dados disponibilizados, tem-se gerado
a necessidade da criac¸a˜o de me´todos que possam lidar com diversas caracter´ıstica dos mais
variados conjuntos de dados.
Em linhas gerais, agrupar dados pode ser definido como uma tentativa de se particionar
os elementos em grupos de forma que elementos dentro de um grupo tenham mais seme-
lhanc¸a entre si do que elementos em grupos diferentes. O problema de particionamento de
conjuntos e´ classificado como aprendizado na˜o supervisionado, pois deve-se obter os grupos
atrave´s de estruturas intr´ınsecas dos dados sem conhecimento pre´vio de a qual grupo cada
elemento pertence, isto e´, na˜o esta´ dispon´ıvel um conjunto de treinamento do modelo.
Te´cnicas de agrupamento de dados podem ser aplicadas nas mais diversas a´reas. Desde
dados gene´ticos, passando por dados de mı´dia, como v´ıdeos e fotos, ate´ as te´cnicas mais
avanc¸adas de minerac¸a˜o de dados e aprendizado de ma´quina. Por via de regra, os dados
mais comuns a serem agrupados sa˜o nume´ricos, mas tambe´m podem ser catego´ricos, com
estruturas temporais e espaciais, entre outras formas de estrutura.
Existem diversos tipos de algoritmos para agrupar dados. Entre eles esta˜o os me´todos
hiera´rquicos, por aglomerac¸a˜o e espac¸o de busca, para citar alguns exemplos. Nos pro´ximos
cap´ıtulos estes me´todos sera˜o melhor detalhados. De acordo com Jain (2010), trabalhos
sobre te´cnicas de agrupamento podem ser encontradas desde a de´cada de 1950, e desde
enta˜o elas teˆm sido desenvolvidas de maneira multidisciplinar. Neste contexto, e´ poss´ıvel
afirmar que o K-means e´ o me´todo mais conhecido e citado. Proposto ha´ mais de 50 anos
essa te´cnica tem sido utilizada como refereˆncia para desenvolvimento e comparac¸a˜o de
va´rios outros me´todos ao longo dos anos, e ainda se mostra muito eficiente em uma grande
variedade de cena´rios.
De um ponto de vista evolutivo, a necessidade de reconhecer padro˜es parte da neces-
sidade de sobreviveˆncia sendo inerente a` maioria do seres vivos. Segundo Pi et al. (2008)
a grande facilidade de reconhecimento de padro˜es esta´ atrelada diretamente a` inteligeˆncia
humana. Posteriormente, o reconhecimento de padro˜es em conjunto de dados esta´ ligado
a necessidades de gerar hipo´teses, identificar caracter´ısticas na˜o conhecidas previamente,
detectar anomalias, organizar dados, identificar similaridade entre objetos ou simplesmente
conhecer mais sobre os dados em processos explorato´rios.
Essa tarefa nem sempre e´ fa´cil pois os grupos podem diferir em tamanho, formato e den-
sidade em dados com diversas dimenso˜es. Mesmo em casos mais simples com a existeˆncia
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de grupos na˜o amb´ıguos, alguns algoritmos podem falhar, levando a concluso˜es equivoca-
das, causadas por diversos motivos. Isso evidencia que no processo de agrupamento de
dados existe uma certa subjetividade, pois os algoritmos tendem a estimar a qualidade dos
grupos encontrados por uma func¸a˜o de avaliac¸a˜o interna. Essa func¸a˜o tambe´m chamada
de func¸a˜o-objetivo, tenta medir alguma propriedade espec´ıfica, como a compactac¸a˜o de
um grupo por exemplo. Enta˜o, para alguns conjuntos de dados, suposic¸o˜es da func¸a˜o-
objetivo podem ser violadas, sendo necessa´rio um conhecimento sobre em qual situac¸a˜o
deve-se aplicar uma te´cnica. Outro elemento destes algoritmos que demonstra seu grau
de subjetividade e´ a necessidade de, em alguns casos, ser necessa´rio definir previamente o
nu´mero de grupos, levando a poss´ıveis enviesamentos.
Por exemplo, o K-means tende a ser muito eficiente para dados com grupos em formato
el´ıptico. Ja´ para dados com formatos alongados, um me´todo aglomerativo hiera´rquico
como a ligac¸a˜o simples pode obter resultados melhores. Quando ha´ alguma informac¸a˜o
sobre o processo de formac¸a˜o dos dados, enta˜o ha´ a possibilidade de se usar misturas de
distribuic¸o˜es. Dessa forma, a escolha do algoritmo deve ser sempre parcimoniosa.
De acordo com a literatura, sabe-se que me´todos diferentes podem ter objetivos confli-
tantes. Para contornar essa dificuldade, utilizam-se me´todos diferentes agregados, executa-
se o mesmo me´todo diversas vezes a partir de soluc¸o˜es iniciais e nu´mero de grupos diferen-
tes, ou se aplicam diversos me´todos complementares. Usualmente, me´todos combinados
ou essemble tendem a ser mais robustos que os algoritmos mais simples para casos em que
os dados apresentem diferentes caracter´ısticas simultaneamente.
Segundo Handl and Knowles (2007), a literatura deu pouca atenc¸a˜o a algoritmos multi-
objetivo, ou seja, algoritmos que teˆm por meta tentar encontrar soluc¸o˜es otimizando mais
de um objetivo simultaneamente. Ate´ certo ponto, e´ a otimizac¸a˜o de diversas func¸o˜es ob-
jetivo que os me´todos agregados tentam reproduzir. Neste contexto, Handl and Knowles
(2007) desenvolveram o MOCK (Multiobjective clustering with automatic determination
of the number of clusters), sendo este um algoritmo gene´tico com duas caracter´ısticas
fundamentais. A primeira e´ a selec¸a˜o automa´tica do nu´mero de grupos (usualmente repre-
sentado pela letra K), em geral um fator de conflito em muitos me´todos. O MOCK possui
uma metodologia robusta para determinac¸a˜o da quantidade de grupos. A segunda carac-
ter´ıstica e´ o fato de utilizar dois objetivos conflitantes, ou seja, procura-se um me´todo que
em casos de existeˆncia de grupos bem definidos, um dos dois objetivos se sobressaia sobre
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o outro, e para casos com dados em que a separac¸a˜o dos grupos na˜o e´ clara, a utilizac¸a˜o
de dois objetivos se destaque sobre qualquer me´todo com um u´nico objetivo.
Como demonstrado por Handl and Knowles (2007), o MOCK se mostrou muito eficiente
quando comparado a outros me´todos com objetivos simples e me´todos agregados. Para
situac¸o˜es em que por conhecimento pre´vio, o k-mens ou os me´todos hiera´rquicos eram
sabidamente melhores, o MOCK se mostrou competitivo. Para casos multidimensionais ou
com dados com grau de complexidade grande, o MOCK se destacou em relac¸a˜o aos outros
me´todos, inclusive aos me´todos agregados. Partido de todos estes contextos, este trabalho
teve como principal proposta a implementac¸a˜o do algoritmo MOCK em linguagem R e a
reproduc¸a˜o de resultados descritos por (Handl and Knowles, 2007), e poss´ıveis discusso˜es
e melhoria dos processo de selec¸a˜o automatizada de grupos.
Neste texto sera´ detalhada toda a teoria por tra´s do MOCK e os motivos que o levaram




Neste cap´ıtulo sera´ apresentada toda a instrumentac¸a˜o teo´rica para desenvolvimento
de me´todos de clusterizac¸a˜o, e de maneira mais especifica os detalhes da construc¸a˜o me-
todolo´gica do algoritmo MOCK.
2.1 Tipos de dados a serem agrupados
Como dito anteriormente, existe a necessidade de se agrupar toda a sorte de dados -
nume´ricos, catego´ricos, temporais, dados na˜o estruturados (textos) e etc. De fato, o tipo
de dado que se deseja agrupar afeta diretamente na escolha do algoritmo e os primeiros
algoritmos foram elaborados para agrupar dados com a suposic¸a˜o de que eram nume´ricos,
e isso nem sempre ocorre. Entretanto, e´ poss´ıvel afirmar que sa˜o poucos os algoritmos que
conseguem lidar com mais de um tipo de dados simultaneamente.
Ale´m de dados nume´ricos, atualmente, dois tipos de dados teˆm se destacado nos diversos
tipos de ana´lise: dados catego´ricos e textuais. apesar de na˜o fazerem parte do escopo deste
trabalho, vale ressaltar que estes tipos de dados antigamente na˜o eram considerados em
processos de clusterizac¸a˜o pois em geral sa˜o mais dif´ıceis de serem agrupados ou exigem
uma grande capacidade computacional.
Dados catego´ricos se caracterizam por trazer algum atributo de uma observac¸a˜o, por
exemplo, sexo, cor, grau de instruc¸a˜o ou qualquer outra caracter´ıstica, podendo ter ordem
ou na˜o. Desta forma, na˜o se tem a noc¸a˜o usual de distaˆncia ou similaridade entre os dados,
na˜o sendo poss´ıvel usar algoritmos tradicionais para dados nume´ricos. Para contornar esse
problema e´ necessa´rio utilizar outros tipos de func¸o˜es de similaridade entre os dados que
na˜o se baseiam em distaˆncia simplesmente.
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Textos geralmente sa˜o representados em vetores sem forma ou ordem, sendo tratados
como um conjunto de palavras. Arquivos de texto usualmente sa˜o dif´ıceis de trabalhar,
pois conteˆm muitas dimenso˜es e sa˜o muito esparsos, dado que em uma l´ıngua existe uma
enorme quantidade de palavras. Comumente a caracter´ıstica atribu´ıda para classificac¸a˜o
e´ a frequeˆncia de palavras repetidas.
Existem ainda outros tipos de dados menos frequentes na literatura referente a agru-
pamento. Por exemplo, sequeˆncias discretas comuns em dados biolo´gicos, se´ries temporais
em que os dados dependem de uma estrutura de tempo e dados espaciais em que estes
dependem de uma estrutura do local onde foi observado. Ainda existem outros tipos de
dados menos comuns.
Neste trabalho por definic¸a˜o de como o MOCK foi constru´ıdo, sera˜o utilizados apenas
dados nume´ricos para gerac¸a˜o dos resultados.
2.2 Algoritmos Particionais
Tendo o K-means como principal representante desta classe de algoritmos, esses me´todos
se destacam devido a` facilidade de implementac¸a˜o, simplicidade e efica´cia. Sa˜o muito cita-
dos na literatura da a´rea pois podem ser aplicados em quase todos os tipos de dados. Uma
caracter´ıstica muito importante dessa classe de me´todos e´ a necessidade de predefinir um
nu´mero fixo de grupos.
Consequentemente, um valor determinado de clusteres pode vir a ser uma dificuldade
quando os grupos na˜o apresentam separac¸o˜es claras ou possuem formas na˜o regulares.
2.2.1 K-means
O K-means e´ um dos mais simples e mais eficientes me´todo de agrupamento. Inicia-se
escolhendo K pontos arbitra´rios representativos como centroides inicias. Cada observac¸a˜o
dos dados e´ atribu´ıda ao centroide mais pro´ximo. Uma vez que os grupos sa˜o formados,
os centroides para cada grupo sa˜o atualizados, calculados como o ponto me´dio do grupo.
Enta˜o, o algoritmo repete interativamente os dois passos (ajuste dos centroides e formac¸a˜o
dos grupos), ate´ que os centroides na˜o mudem de acordo com os crite´rios de convergeˆncia.
A primeira iterac¸a˜o e´ iniciada escolhendo centroides aleatoriamente, pore´m, existem
outras te´cnicas de inicializac¸a˜o (e.g Hartigan e Wong, Milligan, K-Means++, entre outras).
Sec¸a˜o 2.2. Algoritmos Particionais 7
Algoritmo 1: K-Means
Entrada: Matriz de dados
Sa´ıda: Classificac¸a˜o das obervac¸o˜es para o K definido
in´ıcio
Criar os centroides;
enquanto Na˜o ha´ convergeˆncia fac¸a





O algoritmo K-means, em esseˆncia, busca minimizar a soma de quadrados dos erros
(SSE) como func¸a˜o objetivo. Sejam X = {x1, x2, ..., xN}, em que cada xi e´ um vetor,
e C = {C1, C2, ..., CK} uma partic¸a˜o dos N vetores em K grupos, sendo ck o centroide
do k-e´simo grupo, k = 1, . . . , K. O processo iterativo em cada passo tem por objetivo






(xi − ck)2, (2.1)





|Ck| , k = 1, . . . , K.
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Como a SSE e´ uma func¸a˜o estritamente convexa, existe apenas um ponto de mı´nimo.
E como o melhor representante que minimiza o SSE e´ a me´dia dos pontos do grupo, o SSE
decresce monotonicamente a cada iterac¸a˜o, convergindo para um mı´nimo global.
Existem va´rias modificac¸o˜es e formulac¸o˜es do me´todo, que na˜o sera˜o abordadas neste
trabalho. Ja´ o K-means original descrito neste cap´ıtulo faz parte integral da inicializac¸a˜o
do MOCK, visto que ale´m de extramente eficiente, a qualidade do K-means em lidar
com dados com grupos em formato el´ıptico sa˜o de grande contribuic¸a˜o para gerac¸a˜o da
populac¸a˜o inicial do MOCK. Essa inicializac¸a˜o atrave´s do k-means sera´ detalhada mais
adiante.
2.3 Algoritmos hiera´rquicos
Fugindo da limitac¸a˜o da pre´-selec¸a˜o de nu´mero de grupos, os me´todos hiera´rquicos
foram desenvolvidos para serem mais flex´ıveis e determin´ısticos, quando se comparado aos
me´todos particionais.
Ha´ dois tipos de me´todos hiera´rquicos, chamados de aglomerativos e divisivos. Os
conceitos que determinam os dois me´todos sera˜o detalhando mais a` frente, pore´m am-
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bos podem ser representados por uma formac¸a˜o bina´ria em forma de a´rvore chamada de
dendrograma.
Um dendrograma e´ um tipo de diagrama que organiza determinados fatores ou varia´veis.
No caso de agrupamento de dados, os n´ıveis do dendrograma sa˜o os grupos formados pelos
crite´rios dos algoritmos utilizados, sendo estes chamados de no´s. A cada n´ıvel da “a´rvore”
cresce o valor de K e atrave´s de diferentes cortes horizontais nos ramos do dendrograma e´
poss´ıvel obter grupos diferentes (Figura 2.1).
Figura 2.1: Exemplo de dendrograma para me´todos hiera´rquicos
2.3.1 Me´todos Aglomerativos
Os me´todos aglomerativos sa˜o os mais comuns entre os me´todos hiera´rquicos. Este
grupo de algoritmos sa˜o conhecidos como agrupamento de baixo para cima pois, na fase
inicial do algoritmo, cada observac¸a˜o e´ um grupo u´nico, e portanto tem-se K = N . A`
medida que se avanc¸a, as observac¸o˜es sa˜o aglomeradas em grupos cada vez maiores, ate´
que todas as observac¸o˜es formam um u´nico grupo. Usando a Figura (2.1) como exem-
plo, na primeira etapa do algoritmo teria-se K = 4, na segunda etapa K = 3 e assim
sucessivamente ate´ K = 1.
Para que estas etapas do processo aglomerativo acontec¸am, inicialmente e´ necessa´rio
definir a matriz de dissimilaridade e a medida de distaˆncia entre os pontos que sera´ usada.
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A matriz de dissimilaridade e´ formada a partir do ca´lculo da medida de distaˆncia escolhida
(e.g euclidiana) para cada ponto dois a dois. Alguns me´todos mais conhecidos do algoritmos
aglomerativos sa˜o a ligac¸a˜o simples, ligac¸a˜o completa e crite´rio de Ward.
2.3.1.1 Ligac¸a˜o simples
Com a capacidade de agrupar dados com formas alongadas e na˜o el´ıpticas, a ligac¸a˜o
simples, simple link ou me´todo do vizinho mais pro´ximo, da´ mais importaˆncia para regio˜es
ou grupos esta˜o mais pro´ximos para os ligar. Assim sendo, na˜o sa˜o levadas em considerac¸a˜o
poss´ıveis estruturas dos grupos.
As ligac¸o˜es entre as observac¸o˜es sa˜o feitas pela observac¸a˜o atual e seu vizinho mais
pro´ximo, figura 2.2. Define-se enta˜o que a similaridade entre os grupos e´ a similaridade
entre a observac¸a˜o e seu vizinho mais pro´ximo. Sejam a, b e c treˆs grupos e d uma medida
de distaˆncia qualquer. O agrupamento por ligac¸a˜o simples e´ dado por:
D(a+ b, c) = min {d(a, c), d(b, c))} .
2.3.1.2 Ligac¸a˜o completa
Na ligac¸a˜o completa a ligac¸a˜o entre dois grupos se da´ considerando como medida de
dissimilaridade a maior distaˆncia entre todos os elementos dos grupos. Ou seja, sejam
a, b e c treˆs grupos e d uma medida de distaˆncia qualquer. O agrupamento por ligac¸a˜o
completa e´ dado por:
D(a+ b, c) = max {d(a, c), d(b, c))} .
Dessa forma, a ligac¸a˜o entre os grupos leva em considerac¸a˜o a estrutura dos dados.
Pore´m, tanto o me´todo da ligac¸a˜o simples quanto o da completa apresentam dificuldades
na presenc¸a de outliers, transformado-os em grupos com uma u´nica observac¸a˜o.
Na figura abaixo e´ poss´ıvel visualizar como sa˜o formados os grupos na ligac¸a˜o simples
e completa. Em cada etapa observa-se que cada me´todos agrega grupos me maneira
diferentes.
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Figura 2.2: Ilustrac¸a˜o dos tipos de algoritmos aglomerativos: (a)Ligac¸a˜o simples; (b)Ligac¸a˜o completa
2.3.1.3 Crite´rio de Ward
Chamado tambe´m de crite´rio de variaˆncia mı´nima, tem por objetivo ligar dois grupos
considerando o incremento do SSE de forma que a ligac¸a˜o e´ feita entre os grupos que menos
aumenta o SSE em cada passo. O me´todo de Ward procura por partic¸o˜es que minimizem
a perda associada a cada agrupamento.
Sejam a e b dois grupos. O crite´rio de Ward e´ dado por:








em que Na e´ nu´mero de elementos no grupo a, grupos maior, Nb e´ nu´mero de elementos
no grupos b e ai e bi sa˜o os elementos de a e b respectivamente. Enta˜o, a e b formara˜o um
novo grupo se, e somente se, o incremento na SEE devido a` agregac¸a˜o de a e b e´ o menor
entre quaisquer outros dois grupos dois a dois.
Em geral, apresentam resultados insatisfato´rios quando o tamanho dos grupos sa˜o
parecidos e apresentam resultados melhores que o link simples e link completo.
Esses treˆs me´todos de agrupamento hiera´rquicos esta˜o incorporados neste trabalho,
participando do grupo de me´todos que sera˜o utilizados para comparac¸a˜o com o MOCK.
2.3.2 Me´todos Divisivos
Conhecidos como me´todos de agrupamento de cima para baixo, pois ao contra´rio do
me´todo aglomerativo, a inicializac¸a˜o se da´ considerando todos os dados conectados em um
u´nico grupo. As conexo˜es sa˜o separadas uma a uma formando grupos cada vez menores ate´
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que cada observac¸a˜o seja um u´nico grupo. Essas separac¸o˜es se da˜o atrave´s de crite´rios ou
func¸o˜es, como por exemplo o Bisecting K-means, que e´ uma me´todo de separac¸a˜o baseado
no crite´rio de Ward. Assim sendo, a cada passo este crite´rio escolhe a separac¸a˜o que mais
diminui o SSE.
Como inicialmente os algoritmos divisivos usam toda a informac¸a˜o contida nos dados,
estes me´todos podem ser considerados como uma abordagem global, tendo na maioria das
vezes melhores resultados que os me´todos aglomerativos pois utilizam mais informac¸a˜o a
partir da conexa˜o entre todos os pontos. Ademais, sa˜o mais eficientes que os aglomerativos,
pois na˜o ha´ a necessidade de que o agrupamento gere toda a cadeia hiera´rquica.
2.3.2.1 A´rvore geradora mı´nima
Um fator importante dos me´todos divisivos e´ a gerac¸a˜o eficiente e correta das conexo˜es
entre todos os ponto na primeira etapa do algoritmo. Uma agregac¸a˜o enviesada pode levar
a resultados na˜o desejados, em que os crite´rios de separac¸a˜o dos grupos na˜o consigam
identificar os melhores pontos de corte.
Uma forma eficiente de gerar essas conexo˜es sa˜o as a´rvores geradoras de custo mı´nimo
ou minimum spanning trees (MST). Uma MST e´ um subgrafo T de um grafo G na˜o
dirigido com custo nas arestas, ligando todos os ve´rtices com o menor custo poss´ıvel,
considerando a soma dos custos de todos os ve´rtices de T . Para o caso de agrupamento
de dados, a a´rvore geradora de custo mı´nimo seria a forma menos custosa de ligar todos
os pontos em um u´nico grupo, considerando a medida de distaˆncia como custo de cada
aresta, figura 2.3. Os algoritmos mais conhecidos para encontrar a MST sa˜o os algoritmos
de Prim e de Kruskal.
Figura 2.3: Exemplo de um grafo na˜o orientado (esq.) e uma a´rvore geradora de custo mı´nimo (dir.).
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2.3.2.2 Algoritmo de PRIM
Seguindo a descric¸a˜o de uma MST, o algoritmo de Prim e´ um dos mais conhecidos e
mais simples para a gerac¸a˜o de a´rvores de custo mı´nimo. O algoritmo pode ser descrito
pelos seguintes passos:
Algoritmo 2: PRIM
Entrada: Matriz de dados
Sa´ıda: Arvore geradora mı´nima conectando todos os dados
in´ıcio
Inicie T com um ve´rtice arbitra´rio e fac¸a T = N − T ;
enquanto T < N fac¸a
Encontre a aresta i→ j de menor custo tal que i ∈ T e j ∈ T ;
Fac¸a T = T ∪ {j} e T = T − {j}
fim
fim
Como este algoritmo em cada iterac¸a˜o procura apenas o vizinho mais pro´ximo como
a ligac¸a˜o simples, enta˜o, diz-se que este me´todo tem cara´ter “guloso”, dado que ignora
qualquer estrutura que possa existir nos dados.
O detalhamento destes me´todos e´ importante pois juntamente com o K-means, fazem
parte da gerac¸a˜o da inicializac¸a˜o do MOCK, na qual parte da populac¸a˜o criada vem de
uma adaptac¸a˜o de um me´todo divisivo iniciado pelo algoritmo de Prim.
2.3.3 Me´todos baseados em densidade
Outro grupo de me´todos muito citado na literatura e´ o dos algoritmos de agrupamento
baseados em densidade. Como na˜o fazem suposic¸o˜es sobre o nu´mero de grupos nem sobre
as distribuic¸o˜es dos dados, podem ser considerados como me´todos na˜o parame´tricos.
Estes me´todos se destacam quando aplicados a dados espaciais, pois se adaptam melhor
a dados com formatos arbitra´rios que possam ser gerados por estruturas espaciais. Tambe´m
se adequam bem a casos multidimensionais em que a suposic¸a˜o de que os dados tenham
um u´nico formato para va´rias dimenso˜es geralmente na˜o e´ va´lida.
De maneira superficial estes me´todos se baseiam na ideia de que grupos em uma de-
terminada regia˜o do espac¸o teˆm densidade de pontos grande, e entre os grupos ha´ regio˜es
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com densidade baixa de pontos.
O algoritmo DBSCAN (Density-Based Spatial Clustering of Applications with Noise)
parte ideia de separac¸a˜o espacial. Este algoritmo contabiliza a densidade considerando um
raio fixo chamado de vizinhanc¸a, e conta a quantidade de pontos dentro dessa vizinhanc¸a.
Dois pontos sa˜o considerados conectados se ambos fazem parte da mesma vizinhanc¸a ou
se sa˜o conectados atrave´s da vizinhanc¸a de outros pontos. Logo os grupos sa˜o formados
por pontos de desconexa˜o entre as vizinhanc¸as.
2.3.4 Outros me´todos de agrupamento
Ale´m das te´cnicas de agrupamento citadas acima, existem outras que merecem ser
mencionadas, como por exemplo o agrupamento baseado em grid, fatorac¸a˜o de matriz na˜o
negativa e agrupamento espectral. Ha´ tambe´m me´todos aplicados a dados catego´ricos,
ou mesmo a dados na˜o estruturados como arquivos de textos. Pode-se dizer que a a´rea
de me´todos de agrupamento tem crescido muito atualmente, principalmente em func¸a˜o
da maior capacidade de processamento dos computadores e pela crescente demanda em
ana´lise de dados na chamada cieˆncia de dados.
2.4 Otimizac¸a˜o
Partimos agora para um conceito que define uma das caracter´ısticas mais improntantes
do MOCK, dado que um dos motivos do seu sucesso vem da capacidade de lidar com mais
de um objetivo simultaneamente, paradigma conhecido como otimizac¸a˜o multiobjetivo.
Antes pore´m, e´ necessa´rio um melhor entendimento do que computacionalmente significa
otimizac¸a˜o.
Da´-se o nome de otimizac¸a˜o ao conjunto de ferramentas que teˆm por objetivo minimi-
zar ou maximizar func¸o˜es matema´ticas (func¸a˜o-objetivo), encontrando pontos de mı´nimo
ou ma´ximo globais dessas func¸o˜es. Na maioria das vezes encontrar estes pontos na˜o e´
trivial, dependendo do comportamento da func¸a˜o-objetivo, pois, esta pode conter diversos
mı´nimos locais (Figura 2.4) que atraem o algoritmo para soluc¸o˜es erradas. Assim sendo, e´
fundamental empregar o algoritmo mais adequado para cada situac¸a˜o.
Mais rigorosamente, considere a func¸a˜o f : Rn → R. Um ponto x0 pode ser chamado
de mı´nimo global se, e somente se, f(x0) ≤ f(x) ,∀x ∈ Rn. Um ponto xi dentro de um
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conjunto aberto A pode ser chamado de mı´nimo local se, e somente se, f(xi) ≤ f(x)∀x ∈
A.
Figura 2.4: Exemplo de uma func¸a˜o com ponto de mı´nimo local e global
E´ evidente que o maior problema de um processo de otimizac¸a˜o e´ garantia de existeˆncia
de um ponto de mı´nimo global, ou mesmo, a garantia de que o foi atingido. Mesmo para
func¸o˜es estritamente convexas, dependendo da suavizac¸a˜o da curvatura, os algoritmos
usados podem na˜o conseguir atingir pontos de mı´nimo.
Problemas de otimizac¸a˜o sa˜o encontrados em quase todas as a´reas de conhecimento
como na economia, engenharia, computac¸a˜o e na estat´ıstica. Por exemplo, na estimac¸a˜o
de paraˆmetros de um modelo de regressa˜o, maximiza-se a func¸a˜o de verossimilhanc¸a.
De maneira geral, os problemas de otimizac¸a˜o podem ser representados da seguinte
forma. Seja x ∈ Rn um vetor de varia´veis , f : Rn → R uma func¸a˜o-objetivo e gi : Rn → R
func¸o˜es de restric¸a˜o em relac¸a˜o a x, em que:
gi(x) ≤ bi, com bi ∈ R (Restric¸o˜es de desigualdade)
gi(x) = di, com di ∈ R (Restric¸o˜es de igualdade)
Sem perda de generalidade gi na˜o necessariamente precisa existir. Definindo as condic¸o˜es
do problema, enta˜o o processo de otimizac¸a˜o passa por algum algoritmo para minimizar
f(x), dadas as restric¸o˜es gi(x), caso existam. Se o objetivo do problema e´ maximizar a
func¸a˜o, enta˜o troca-se o sinal, minimizando a func¸a˜o −f(x).
Os me´todos de otimizac¸a˜o podem ser separados em determin´ısticos e estoca´sticos. Al-
goritmos determin´ısticos sempre levam a` mesma resposta dado um ponto inicial igual,
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diferentemente dos estoca´sticos, em que as escolhas feitas pelos algoritmos durante sua
execuc¸a˜o sa˜o aleato´rias, levando a resultados diferentes mesmo quando partem do mesmo
ponto inicial.
Os me´todos determin´ısticos mais famosos sa˜o os do tipo gradiente descendentes. Es-
tes me´todos usam informac¸a˜o das derivadas de primeira e segunda ordem, sendo estas
anal´ıticas ou geradas numericamente. Os algoritmos de Newton e quase-Newton como o
BFGS via de regra sa˜o os mais citados.
Me´todos heur´ısticos sa˜o uma subclasse de algoritmos que podem ser determin´ısticos ou
estoca´sticos. Sa˜o chamados de heur´ısticos pois encontram soluc¸o˜es sub-o´timas, isto e´, uma
aproximac¸a˜o da soluc¸a˜o o´tima. Dessa maneira, espera-se que os algoritmos heur´ısticos
funcionem bem na maioria das vezes mas na˜o sempre. Comumente sa˜o muito eficazes
pra encontrar boas soluc¸o˜es, mas na˜o ha´ a garantia de que atinjam a soluc¸a˜o o´tima. Um
famoso exemplo para esta classe de me´todos sa˜o os Algoritmos Gene´ticos, quem fazem
parte integral do MOCK atrave´s do algoritmo PESA-II, que sera´ detalhado mais adiante.
2.5 Otimizac¸a˜o Multiobjetivo
Atualmente existe um dilema na sociedade entre o desenvolvimento econoˆmico e a pre-
servac¸a˜o do meio ambiente. E´ correto afirmar que o desenvolvimento, por mais sustenta´vel
que seja, causa algum preju´ızo ambiental, sendo necessa´rio conciliar o maior desenvol-
vimento econoˆmico com o menor preju´ızo ambiental poss´ıvel. Essa forma de dilema e´
chamada tradeoff ou, em traduc¸a˜o livre, custo de oportunidade. E´ deste princ´ıpio de
tradeoff que partem os me´todos de otimizac¸a˜o multiobjetivo.
Suponha que para um determinado problema existam duas ou mais func¸o˜es-objetivo
conflitantes e que sa˜o igualmente importantes, ou seja, na˜o existe nenhuma informac¸a˜o
adicional dispon´ıvel para a soluc¸a˜o do problema. Enta˜o, e´ necessa´ria uma forma de maxi-
mizar ou minimizar todas as func¸o˜es-objetivo simultaneamente. E´ neste tipo de contexto
que os me´todos multiobjetivo sa˜o necessa´rios.
A otimizac¸a˜o multiobjetivo pode ser definida de forma muito parecida a otimizac¸a˜o
simples. Seja x ∈ Rn, um vetor de varia´veis , f : Rn → Rm um vetor de objetivos e
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gi : Rn → R func¸o˜es de restric¸o˜es em relac¸a˜o a x, em que:
gi(x) ≤ bi, com bi ∈ R (Restric¸o˜es de desigualdade)
gi(x) = di, com di ∈ R (Restric¸o˜es de igualdade)
De maneira que, sem perda de generalizac¸a˜o, gi na˜o necessariamente precisa existir. Di-
ferentemente da otimizac¸a˜o mono-objetivo, neste caso em geral na˜o existe apenas uma
soluc¸a˜o o´tima, mas uma colec¸a˜o possivelmente infinita de soluc¸o˜es o´timas representando
diferentes tradeoffs, chamadas de soluc¸o˜es Pareto-o´timas.
2.5.1 Soluc¸o˜es Pareto-o´timas
Para entender o que e´ uma soluc¸a˜o Pareto-o´tima e´ necessa´rio definir o conceito de
dominaˆncia. Uma soluc¸a˜o x1 domina uma soluc¸a˜o x2, se e somente se:
1. fi(x1) ≤ fi(x2), para todo i = 1, ...,m, ou seja, a soluc¸a˜o x1 e´ melhor que ou igual a
soluc¸a˜o x2 em todos os objetivos.
2. fi(x1) < fi(x2), para pelo menos um i ∈ {1, ...,m}, ou seja, a soluc¸a˜o x1 e´ estrita-
mente melhor que a soluc¸a˜o x2 para ao menos um objetivo.
Com a definic¸a˜o acima, e´ poss´ıvel descrever uma soluc¸a˜o Pareto-o´tima como uma
soluc¸a˜o que na˜o e´ dominada por nenhuma outra, e a fronteira de Pareto e´ formada por
todas a soluc¸o˜es na˜o dominadas (Figura 2.5). As fronteiras de Pareto posteriormente sera˜o
utilizadas no MOCK para definic¸a˜o da soluc¸a˜o automatizada de grupos.
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Figura 2.5: Exemplo de uma fronteira de Pareto para um problema com dois objetivos
2.6 Me´todos evolutivos
De maneira mais abrangente, a computac¸a˜o natural (Castro, 2006) ou te´cnicas com-
putacionais baseadas em fenoˆmenos da natureza, tem se destacado em diversas a´reas da
computac¸a˜o, na˜o apenas em otimizac¸a˜o. Um bom exemplo sa˜o as redes neurais artificiais
para modelos preditivos, muito utilizadas em inteligeˆncia artificial.
Os me´todos evoluciona´rios sa˜o um conjunto de algoritmos que teˆm inspirac¸a˜o em
fenoˆmenos naturais referentes a` teoria sinte´tica da evoluc¸a˜o ou neodarwinismo. Conceitos
como selec¸a˜o natural, mutac¸a˜o e combinac¸a˜o geˆnica sa˜o os fundamentos cla´ssicos deste
grupo de algoritmos pertencentes a` classe dos me´todos heur´ısticos. O algoritmo principal
do MOCK, chamado de PESA-II, e´ um me´todo evolutivo que aceita otimizac¸a˜o de mais
de um objetivo simultaneamente.
Um algoritmo evolutivo (AE) ba´sico pode ser visto no pseudoco´digo abaixo, e cada
etapa do algoritmo sera´ detalhada mais a frente.
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Algoritmo 3: AE ba´sico
in´ıcio
Cria-se uma populac¸a˜o (conjunto de soluc¸o˜es, indiv´ıduos) de forma aleato´ria;
Avalia-se a populac¸a˜o inicial;
repita
Selecionar candidatos para cruzamento;
Realizar cruzamentos dos indiv´ıduos selecionados;
executar o processo de mutac¸a˜o;
Avaliar os novos indiv´ıduos gerados pelos cruzamentos e mutac¸o˜es
ate´ a convergeˆncia;
fim
Algumas terminologias para a definic¸a˜o dos me´todos evolutivos sa˜o:
• Cromossomo: Estrutura que codifica a estrutura de um indiv´ıduo.
• Geno´tipo: Um conjunto de cromossomos que formam um ser vivo.
• Feno´tipo: Caracterizac¸a˜o dos indiv´ıduos com base eu seu geno´tipo.
• Gene: Conjunto de s´ımbolos que codificam um cromossomo.
• Alelos: Diferentes valores de um gene.
• Locus: posic¸a˜o de um gene.
O primeiro passo para um algoritmo evolutivo e´ a definic¸a˜o da representac¸a˜o gene´tica ou
cromossomo (Figura 2.6), que pode ser descrita como uma forma de traduzir a caracter´ıstica
do problema atacado de uma maneira simplificada, permitindo a execuc¸a˜o de processos
de cruzamento e mutac¸a˜o. As codificac¸o˜es geˆnicas mais usadas sa˜o as bina´rias e de ponto
flutuante ou representac¸a˜o real. Cada tipo de representac¸a˜o depende da caracter´ıstica do
problema a ser solucionado.
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Figura 2.6: Exemplo de representac¸a˜o gene´tica ou cromossomo atrave´s da dados bina´rios
Uma segunda etapa do processo de um AE, e´ a avaliac¸a˜o e selec¸a˜o dos indiv´ıduos
da populac¸a˜o inicial (pais) para o processo de cruzamento, gerando uma nova gerac¸a˜o
de soluc¸o˜es (filhos), tal que cada iterac¸a˜o do algoritmo e´ considerada uma gerac¸a˜o da
populac¸a˜o.
A nova gerac¸a˜o enta˜o e´ agregada a` populac¸a˜o, mas antes passa por um processo de
selec¸a˜o, visto que, um paraˆmetro importante do algoritmo usado e´ o tamanho da populac¸a˜o,
impactando diretamente no desempenho do algoritmo. Populac¸o˜es muito grandes teˆm mais
chance de obterem soluc¸o˜es melhores, pore´m acarretam em um custo computacional alto.
o inverso vale para populac¸o˜es menores.
Para os processos de cruzamento ou recombinac¸a˜o, existem diversas estrate´gias na
literatura da a´rea. Este mecanismo e´ o responsa´vel pela gerac¸a˜o de novos indiv´ıduos, que
podem ser soluc¸o˜es melhores ou na˜o. Os me´todos de cruzamento mais comuns sa˜o:
• Cruzamento 1-ponto: um ponto de corte no cromossomo e´ escolhido ao acaso. Um
filho e´ formado com a primeira parte do pai 1 e a segunda parte do pai 2; outro filho
e´ formado com a primeira parte do pai 2 e a segunda parte do pai 1 (Figura 2.7).
• Cruzamento n-pontos: semelhante ao cruzamento 1-ponto, mas com n pontos de
corte escolhidos ao acaso.
• Cruzamento uniforme: para cada posic¸a˜o do gene, associa-se uma probabilidade fixa
de troca P (em geral P = 0, 5). Enta˜o sorteiam-se n valores aleato´rios U ∼ (0, 1),
em que n e´ o comprimento do cromossomo. Para i = 1, 2, . . . , n, se ui < P , enta˜o o
i-e´simo gene vira´ do pai 1; caso contra´rio do pai 2.
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Figura 2.7: Exemplo de formas de cruzamento
Para o operador de mutac¸a˜o define-se uma taxa de mutac¸a˜o Pm, geralmente muito
pequena, evitando alterac¸o˜es radicais. Gera-se um valor U ∼ (0, 1), e se esse valor for
menor que Pm, enta˜o de forma aleato´ria um ou mais genes podem sofrer alguma alterac¸a˜o
aleato´ria.
Figura 2.8: Exemplo um processo de mutac¸a˜o para dois filhos
Os treˆs me´todos evolutivos mais conhecidos sa˜o: programac¸a˜o evolutiva, estrate´gias
evolutivas e os algoritmos gene´ticos, sendo que os algoritmos gene´ticos fazem parte do
escopo deste trabalho. E´ importante frisar que os 3 me´todos citados usam estrate´gias
diferenciadas, por exemplo, a programac¸a˜o evolutiva na˜o passa por um processo de cruza-
mento, ou seja, a reproduc¸a˜o dos indiv´ıduos e´ assexuada.
2.7 PESA-II
Das estrate´gias evolutivas, os algoritmos gene´ticos (AG) passam por todas as etapas
descritas no algoritmo 3, e seus conceitos podem ser expressos como um processo natural.
Nos genes do indiv´ıduo esta˜o registradas suas caracter´ısticas e cada gerac¸a˜o e´ formada
por combinac¸o˜es de genes da gerac¸a˜o anterior. Qualquer indiv´ıduo pode passar por um
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processo de mutac¸a˜o que o leve a ser mais apto a sobreviveˆncia e, dessa forma, ter maior
probabilidade de gerar descendentes que devem herdar parte de suas caracter´ısticas.
Analogamente, os AGs conseguem se aproveitar das melhores soluc¸o˜es encontradas e
explorar melhor os espac¸os de busca atrave´s dos seus processos de cruzamento e mutac¸a˜o.
Um algoritmo usado neste trabalho e nu´cleo central do MOCK e´ o Region-based se-
lection in evolutionary multiobjective optimization ou PESA-II, proposto por Corne et al.
(2001). Sendo um algoritmo gene´tico para otimizac¸a˜o multiobjetivo, o PESA-II e´ carac-
terizado por duas estrate´gias principais. A primeira e´ a existeˆncia de duas populac¸o˜es
chamadas de populac¸o˜es interna IP e externa EP, e a segunda estrate´gia e´ a separac¸a˜o
das soluc¸o˜es em “nichos”.
Mante´m-se duas populac¸o˜es pela necessidade de garantir uma grande diversidade de
soluc¸o˜es na˜o dominadas. A EP tem por objetivo manter um grupo grande de soluc¸o˜es na˜o
dominadas, levando-as a`s pro´ximas gerac¸o˜es e garantindo que boas soluc¸o˜es ja´ encontradas
possam ser mantidas. Esta estrate´gia e´ chamada de elitista, na medida que mante´m apenas
soluc¸o˜es na˜o dominadas na EP. A IP por sua vez, utiliza a informac¸a˜o de EP para explorar
novas soluc¸o˜es, e e´ atualizada a cada gerac¸a˜o.
Os chamados nichos ou ce´lulas sa˜o hipercubos criando um grid no espac¸o de objetivos,
figura 2.9. A quantidade de soluc¸o˜es que ocupam cada nicho e´ utilizada para que o algo-
ritmo selecione com maior probabilidade regio˜es menos povoadas, enviesando as soluc¸o˜es
para que seja coberta toda a a´rea do espac¸o de busca, evitando muitas soluc¸o˜es em uma
mesma regia˜o.
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Figura 2.9: Exemplo de um grid criado no espac¸o de objetivos e a selec¸a˜o de de dois nichos com seus
respectivos squezze factors
O fator que define a escolha do nicho, chama-se squezze factor, que nada mais e´ que uma
contagem de quantas soluc¸o˜es existem em um determinado nicho. Para o preenchimento
da populac¸a˜o interna e´ feito um sorteio de duas ce´lulas, sendo escolhida a ce´lula com o
menor squezze factor. Na imagem 2.9, a ce´lula escolhida seria o R1.
Selecionada um ce´lula, uma soluc¸a˜o dessa ce´lula e´ sorteada para integrar a populac¸a˜o
interna. Este processo e´ repetido ate´ que a IP seja completada. Deste ponto em diante,
se iniciam os processo de cruzamento e mutac¸a˜o com qualquer crite´rio que tenha sido
escolhido, gerando novas soluc¸o˜es.
Por sua vez, as novas soluc¸o˜es sa˜o avaliadas e eventuais novas soluc¸o˜es na˜o-dominadas
sa˜o incorporadas a` EP. O processo de selec¸a˜o de ce´lulas, cruzamento, mutac¸a˜o e selec¸a˜o
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sa˜o repetidos ate´ a convergeˆncia.
Algoritmo 4: PESA-II
in´ıcio
Gerar populac¸a˜o inicial PS;
Avaliar PS;
Adicionar soluc¸o˜es na˜o dominadas de PS a` populac¸a˜o externa PE;
enquanto crite´rio de convergeˆncia na˜o for atingido fac¸a
Divida o espac¸o de busca em um grid de ce´lulas;
Calcular o squeeze factor de todas as ce´lulas;
repita
Selecionar duas ce´lulas ao acaso;
Da ce´lula menos povoada selecionar uma soluc¸a˜o ao acaso;
ate´ Completar a populac¸a˜o Interna PI;
repita
Seja Pc ∼ U[0,1] a probabilidade de cruzamento;
se Pc < p enta˜o




selecionar uma soluc¸a˜o de PI;
operar mutac¸a˜o;
fim
ate´ um nu´mero finito de vezes ;
Avaliar PI;
Incluir todas as soluc¸o˜es na˜o dominadas de PI em PE;
fim
fim
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2.8 Agrupamento multiobjetivo com determinac¸a˜o automa´tica do
nu´mero de grupos
Finalmente chegamos a` descric¸a˜o do me´todo utilizado neste trabalho. O algoritmo
proposto por Handl and Knowles (2004), chamado de MOCK (Multiobjective clustering
with automatic k-determination), e´ um me´todo evolutivo para encontrar grupos de dados
nume´ricos. De certa forma, o MOCK emprega a maioria dos conceitos descritos anterior-
mente, de maneira direta ou indiretamente.
Este algoritmo e´ baseado no PESA-II descrito anteriormente, ou seja, passa por todas
as etapas descritas no Algoritmo 4. As fases mais importantes do MOCK sa˜o:
1. Criac¸a˜o da papulac¸a˜o inicial;
2. Aplicac¸a˜o do PESA-II para cruzamentos e mutac¸a˜o gerando melhores soluc¸o˜es;
3. Selec¸a˜o automatizada de grupos;
Antes da descric¸a˜o do algoritmos em si, e´ necessa´rio o entendimento de dois conceitos.
Primeiramente, a definic¸a˜o da codificac¸a˜o gene´tica das soluc¸o˜es do algoritmo. Dado que
o algoritmo de otimizac¸a˜o do MOCK e´ um AG, enta˜o faz-se necessa´rio que as poss´ıveis
soluc¸o˜es possam ser representadas com um cromossomo.
O segundo conceito e´ definido pelas func¸o˜es-objetivo, pois sa˜o elas que definem o com-
portamento do algoritmo, fazendo com que se possa obter os melhores resultados poss´ıveis.
2.8.1 Representac¸a˜o gene´tica
Primeiramente, notemos que cada poss´ıvel soluc¸a˜o para o problema de clustering e´ uma
partic¸a˜o do conjunto de dados e deve-se escolher uma forma de representar as soluc¸o˜es. A
representac¸a˜o adotada e´ a locus-based adjacency. Nesta representac¸a˜o, cada soluc¸a˜o e´ um
vetor de genes g1, . . . , gN , de comprimento igual ao nu´mero total de dados N . Cada gene
pode receber um valor de alelo j ∈ {1, .., N}, que representa a posic¸a˜o de cada elemento
na base de dados. Se o i-e´simo gene recebe o valor j, enta˜o o elemento i esta´ ligado ao
elemento j. Por essa lo´gica, portanto, i e j pertencem ao mesmo grupo, e qualquer outro
elemento que esteja ligado a i ou j direta ou indiretamente tambe´m estara´ no mesmo
grupo. Consequentemente, se dois elementos na˜o se comunicam direta ou indiretamente,
enta˜o ambos esta˜o em grupos diferentes.
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Uma grande vantagem deste me´todo de representac¸a˜o e´ que o nu´mero e a composic¸a˜o
dos grupos e´ obtida pelo processo de decodificac¸a˜o do gene. A figura 2.10 ajuda no es-
clarecimento do funcionamento da decodificac¸a˜o. Nesse exemplo, o conjunto de dados e´
formado por 10 elementos, cada um deles sendo um ponto no plano.
Na soluc¸a˜o apresentada a` esquerda o elemento 1 esta´ ligado ao elemento 10, o elemento
2 esta´ ligado a ele mesmo, o elemento 3 esta´ ligado ao elemento 5, e assim por diante.
Percebe-se que todos os pontos pertencem a um u´nico grupo, pois todos os elementos se
conectam, ou seja, a partir de um elemento i e´ poss´ıvel chegar a qualquer outro elemento
j precorrendo as ligac¸o˜es existentes. Essas conexo˜es poderiam ser geradas por uma MST
(sec¸a˜o 2.4.2.1).
A soluc¸a˜o a` direita foi obtida a partir de uma modificac¸a˜o no gene 5 da soluc¸a˜o a`
esquerda. A ligac¸a˜o 5 → 4 foi substitu´ıda pela ligac¸a˜o 5 → 5, acarretando a gerac¸a˜o de
dois grupos distintos. Essa modificac¸a˜o poderia ser causada por uma mutac¸a˜o sofrida pela
soluc¸a˜o a` esquerda, por exemplo.
Figura 2.10: Representac¸a˜o de duas soluc¸o˜es e seus geno´tipos. Com a remoc¸a˜o de uma u´nica ligac¸a˜o
criam-se dois grupos.
2.8.2 Func¸o˜es objetivo
As func¸o˜es escolhidas foram a compactac¸a˜o ou desvio total e a conectividade. Indivi-
dualmente cada func¸a˜o reflete aspectos diferentes de boas soluc¸o˜es. O desvio total reflete
a qualidade de grupos mais pro´ximos dos algoritmos particionais, como por exemplo o
k-means. Dessa maneira tenta-se obter bons resultados para dados com formatos mais
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regulares.
A conectividade tenta reproduzir uma medida de qualidade de algoritmos hiera´rquicos
como a ligac¸a˜o simples por exemplo. A diferenc¸a e´ que existe um enviesamento dado pela
quantidade de vizinhos mais pro´ximos, obtendo uma relac¸a˜o simultaˆnea entre hierarquia e
separac¸a˜o espacial como no caso do algoritmos baseados em densidade de pontos.







onde C e´ o conjunto de todos os grupos, µk e´ o centroide de um grupo Ck ∈ C e δ uma
medida de distaˆncia, no caso a Euclidiana.












 1j , se i ∈ Ck e nnj 6∈ Ck0 , se i ∈ Ck e nnj ∈ Ck (2.4)
sendo nnj o j-e´simo vizinho mais pro´ximo de i, em que, j ≤ L. L e´ um paraˆmetro que
determina o nu´mero de vizinhos que contribuem para a conetividade e N e´ tamanho da
base de dados. Assim, a conectividade e´ acrescida da quantidade 1/j caso o j-e´simo vizinho
mais pro´ximo do elemento i esteja em um grupo diferente do de i.
Note-se que ambas as func¸o˜es-objetivo devem ser minimizadas.
2.8.3 Populac¸a˜o Inicial
Iniciando agora a descric¸a˜o do algoritmo, partimos da criac¸a˜o da populac¸a˜o inicial. O
tamanho da populac¸a˜o e´ controlado por um paraˆmetro de entrada chamado de kuser, que
e´ uma definic¸a˜o de um nu´mero ma´ximo de grupos que podem existir nos dados. Este
paraˆmetro e´ fixado em 25 ou 50 grupos. Deste modo o tamanho ma´ximo da populac¸a˜o e´
fsize= 2× kuser, ou seja, fsize = 50 ou fsize = 100.
Para gerar as soluc¸o˜es iniciais, utilizam-se dois me´todos distintos. O primeiro e´ um
me´todo hiera´rquico divisivo baseado em a´rvore geradora de custo mı´nimo, e o segundo e´
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o K-means. O motivo de usar dois me´todos baseia-se no princ´ıpio de que estes me´todos
possuem caracter´ısticas diferentes com relac¸a˜o a` identificac¸a˜o das estrutura dos dados. O
K-means, por exemplo, e´ muito eficiente para dados com formatos circulares e tende a
gerar soluc¸o˜es com melhores valores de compactac¸a˜o. Ja´ os me´todos hiera´rquicos podem
identificar grupos com formatos alongados e tendem a gerar soluc¸o˜es com melhores valores
de conectividade. Utilizando-se destas estrate´gias, e´ poss´ıvel gerar uma populac¸a˜o com uma
grande variabilidade de soluc¸o˜es preenchendo uma grande parte da fronteira de Pareto.
O me´todo hiera´rquico, pode ser chamado de agrupamento por “ligac¸o˜es interessantes”.
De forma simplificada, aplica-se o algoritmo de Prim como descrito anteriormente para criar
a MST dos dados completos. A partir da MST, procura-se por “ligac¸o˜es interessantes”,
definidas da seguinte maneira:
• Uma ligac¸a˜o i → j e´ considerada interessante se i e j na˜o fazem parte dos grupos
de L vizinhos mais pro´ximos de j e i, respectivamente. De maneira mais formal,
sejam Li = {nni1, .., nniL} o conjunto dos L vizinhos mais pro´ximos de i, e Lj =
{nnj1, .., nnjL} o conjunto dos L vizinhos mais pro´ximos de j. Se i 6∈ Lj e j 6∈ Li,
enta˜o a ligac¸a˜o i→ j e´ uma ligac¸a˜o interessante.
A partir da MST, os grupos sa˜o formados pela remoc¸a˜o das ligac¸o˜es consideradas
interessantes. Na figura 2.10 e´ poss´ıvel ver o efeito da remoc¸a˜o da ligac¸a˜o 5→ 4.
E´ poss´ıvel obter I + 1 soluc¸o˜es distintas, em que I e´ o nu´mero de ligac¸o˜es interes-
santes. Essas soluc¸o˜es se da˜o pela ordenac¸a˜o das ligac¸o˜es interessantes pelo seu grau de
interesse, dado pelo comprimento da ligac¸a˜o. De forma simples, ordenam-se as I ligac¸o˜es
interessantes em ordem decrescente de comprimento, e removem-se as ligac¸o˜es interessantes
uma-a-uma, gerando soluc¸o˜es com {0, 1, ..., I + 1} grupos.
Com o objetivo de manter a maior variabilidade poss´ıvel no conjunto da populac¸a˜o ini-
cial, o nu´mero ma´ximo de soluc¸o˜es com que o me´todo por ligac¸o˜es interessantes pode
contribuir para a populac¸a˜o inicial e´ dado por min {I, [0, 5× fsize− 1]}, ou seja, no
ma´ximo a metade da populac¸a˜o inicial. As soluc¸o˜es geradas pelo K-means, ocorrem
pela execuc¸a˜o do algoritmo com apenas dez iterac¸o˜es e com diferentes nu´meros de gru-
pos {2, ..., fsize−min {I, [0, 5× fsize− 1]}}, completando a populac¸a˜o inicial.
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2.8.4 Loop Principal
No loop principal do MOCK e´ finalmente utilizado o PESA-II. Gerada a populac¸a˜o
inicial iniciam-se as etapas descritas no Algoritmo 4.
Desta forma, as soluc¸o˜es inciais passam pelos processos de selec¸a˜o, cruzamento e
mutac¸a˜o. O me´todo de cruzamento escolhido foi o uniforme, figura 2.7. Esse me´todo
tende a gerar uma variac¸a˜o maior nos indiv´ıduos aumentando a probabilidade de gerar
mais e melhores soluc¸o˜es, povoando toda a fronteira de soluc¸o˜es.
O operador de mutac¸a˜o utilizado e´ o chamado nearest-neighbor mutation, tem como
objetivo enviesar o operador de mutac¸a˜o para que a mudanc¸a na ligac¸a˜o se deˆ apenas
entre os L vizinhos mais pro´ximos. Essa estrate´gia e´ usada, pois, se fosse poss´ıvel que
cada observac¸a˜o se ligasse a qualquer outra, as possibilidades de ligac¸o˜es seriam de NN ,
gerando ligac¸o˜es que na˜o fazem sentido. Limitando-se aos vizinhos mais pro´ximos, a chance











em que N e´ o nu´mero de observac¸o˜es e l e´ a posic¸a˜o do vizinho, sendo l ≤ L.
Por u´ltimo, o crite´rio de parada do MOCK e´ o nu´mero de gerac¸o˜es. Os paraˆmetros
escolhidos para o MOCK esta˜o na tabela 2.1.
Tabela 2.1 - Paraˆmetros fixados para o MOCK
Descric¸a˜o do Paraˆmetro Paraˆmetro
Nu´mero de gerac¸o˜es 1000
Tamanho ma´ximo da populac¸a˜o externa EP 1000
Tamanho da populac¸a˜o interna IP 10
Resoluc¸a˜o do hipergrid por dimensa˜o 10
Nu´mero ma´ximo de grupos Kuser 25 ou 50
Tamanho da populac¸a˜o inicial fsize 2×Kuser
Inicializac¸a˜o Ligac¸o˜es interessantes e K-means
Tipo de mutac¸a˜o nearest-neighbor mutation








Tipo de cruzamento Cruzamento uniforme
Probabilidade de cruzamento 0,7
Func¸o˜es objetivo Conectividade e Compactac¸a˜o
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2.8.5 Selec¸a˜o Automa´tica de grupos
Como ja´ citado anteriormente o PESA-II tem a caracter´ıstica de procurar obter a
fronteira de Pareto mais povoada poss´ıvel, explorando um maior nu´mero de soluc¸o˜es.
Com estas soluc¸o˜es definidas, enta˜o procura-se reduzir o grupo de soluc¸o˜es para apenas
uma u´nica.
As duas func¸o˜es-objetivo sa˜o conflitantes, ou seja, a diminuic¸a˜o da compactac¸a˜o causa
um aumento na conectividade, e quando as soluc¸o˜es sa˜o colocadas em ordem crescente de
nu´mero de grupos, observa-se que os comportamentos das soluc¸o˜es sa˜o diferentes antes e
depois do nu´mero verdadeiro de grupos.
Para um nu´mero de grupos menor que o verdadeiro, espera-se que a raza˜o entre a
compactac¸a˜o e conectividade seja grande, e para soluc¸o˜es com mais grupos que o verdadeiro
essa raza˜o tende a diminuir. Isso ocorre pois a compactac¸a˜o tende a cair muito quando se
separa um grupo em dois grupos verdadeiros, pore´m, seu valor diminui pouco se dividido
um grupo real. Desta forma, espera-se que o gra´fico da relac¸a˜o entre as soluc¸o˜es tenda a
ter “picos” ate´ o nu´mero real de grupos, e se mantenha relativamente esta´vel apo´s este
nu´mero.
Para identificar a melhor soluc¸a˜o na fronteira gera-se uma se´rie de dados simulados
baseados nos dados observados, sob a suposic¸a˜o de que na˜o ha´ grupos. Dessa forma e´
poss´ıvel estimar uma relac¸a˜o de comparac¸a˜o com soluc¸o˜es referentes a existeˆncia de grupos
ou na˜o nos dados. Se o comportamento da soluc¸a˜o e´ parecido com o comportamento dos
dados simulados, enta˜o na˜o ha´ ind´ıcios da existeˆncia de grupos. Desta maneira, e´ poss´ıvel
afirmar que existem dois conjuntos de fronteiras para os dados: a fronteira de soluc¸o˜es
formadas pelas soluc¸o˜es na˜o dominadas para os dados reais, e as fronteiras de controle
geradas pelas soluc¸o˜es na˜o dominadas em cada conjunto de dados simulados, figura 2.11.
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Fonte: Handl and Knowles (2007)
Figura 2.11: Representac¸a˜o de uma soluc¸a˜o do MOCK, com fronteira de soluc¸o˜es, fronteiras de controle
com sua respectivas attainment surface
A gerac¸a˜o dos dados simulados e´ feita a partir de uma rotac¸a˜o ortogonal dos dados,
partindo do mesmo princ´ıpio de uma ana´lise de componentes principais. Os autovetores
sa˜o gerados da matriz de covariaˆncia dos dados, gerando um hipercubo no autoespac¸o,
em que os limites de cada hipercubo sa˜o usados como paraˆmetros para gerar N elementos
uniformemente. Os valores uniformes gerados neste autoespac¸o sa˜o rotacionados para
voltar a` regia˜o original dos dados. E´ poss´ıvel obter uma visa˜o mais clara deste procedimento
no esquema da figura 2.12.
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Figura 2.12: Esquema sequencial da gerac¸a˜o de dados aleato´rios. Imagem superior a` esquerda mostra
os dados observados; Imagem superior a` direita mostra os dados rotacionados; Imagem inferior a` direita
mostrar a gerac¸a˜o de dados uniformes na mesma regia˜o dos dados observados; Imagem inferior a` esquerda
mostra os dados gerados sofrendo transformac¸a˜o inversa.
Para cada conjunto de dados de controle o algoritmo MOCK e´ executado, gerando a
respectiva fronteira de Pareto. Geradas as fronteiras de soluc¸o˜es para os dados reais e de
controle, inicia-se o procedimento para identificac¸a˜o do nu´mero correto de grupos.
Primeiramente e´ limitado o espac¸o de busca pelo nu´mero ma´ximo de grupos encontrados
tanto para os dados reais quanto de controle. Este limite de grupos e´ determinado pelo
paraˆmetro Kuser. Em seguida, para cada fronteira sa˜o identificados os valores ma´ximos
e mı´nimos da conectividade e compactac¸a˜o, e todos os valores sa˜o enta˜o padronizados,
limitando-se os resultados entre [0, 1]. Ale´m disso, os resultados das func¸o˜es-objetivo sa˜o
novamente padronizados pela sua raiz quadrada, melhorando a precisa˜o na identificac¸a˜o
das melhores soluc¸o˜es, pois, segundo Handl and Knowles (2007) as duas func¸o˜es-objetivo
utilizadas teˆm uma relac¸a˜o quadra´tica.
Por fim, e´ calculada a attainment surface para a fronteira de soluc¸o˜es e de controle.
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Essa superf´ıcie e´ definida como a fronteira que separa o espac¸o de objetivos em uma regia˜o
em que qualquer ponto e´ dominado por ao menos um ponto do conjunto de soluc¸o˜es, e
uma regia˜o em que qualquer ponto na˜o e´ dominado por nenhuma soluc¸a˜o obtida, como
pode ser visto na figura 2.11.
Essa abordagem se faz necessa´ria, pois na˜o ha´ informac¸a˜o entre as soluc¸o˜es, logo,
qualquer suposic¸a˜o de que a fronteira de Pareto seja suave na˜o e´ verdadeira. Para mais
detalhes consultar Fonseca and Fleming (1996).
Com as superf´ıcies estimadas, calcula-se o attainment score, que e´ a menor distaˆncia eu-
clidiana entre um ponto na superf´ıcie das soluc¸o˜es para um ponto na superf´ıcie de controle.
A soluc¸a˜o com o maior attainment score e´ considerada a melhor soluc¸a˜o.
2.8.6 Avarege silhouette width
Para comparar o MOCK com outros me´todos, foi necessa´rio escolher algoritmos que pu-
dessem selecionar automaticamente os grupos. O principal me´todo escolhido foi o Avarege
silhouette width.
Um dos me´todos mais citados para a definic¸a˜o de nu´mero de grupos, tem a caracter´ıstica
de medir o qua˜o bem uma observac¸a˜o pertence a um determinado grupo. Para cada






• bi = menor distancia entre a observac¸a˜o i e qualquer outra observac¸a˜o de qualquer
outro grupo que na˜o seja o mesmo de i, e
• ai = me´dia das distancias entre i e as observac¸o˜es do grupo ao qual pertence i.
Assim, quanto mais pro´ximo o valor de si esta´ de 1 melhor o ponto i esta´ ajustado ao
seu grupo, ao passo que, um valor pro´ximo de 0 indica que provavelmente esse ponto esta´
na fronteira entre dois grupos, e, se si < 0 provavelmente o ponto esta´ associado ao grupo
errado.
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Para a selec¸a˜o automa´tica de grupo e´ utilizada a me´dia das somas de si de cada grupo,
sendo o maior valor aquele que indica o melhor nu´mero de grupos.
Vale ressaltar que o Avarege silhouette width na˜o elimina a necessidade de escolha
adequada do algoritmo de clusterizac¸a˜o, pois esse me´todo apenas indica o melhor nu´mero
de grupos poss´ıvel dentro de pre´-selec¸o˜es feitas pelo algoritmo escolhido (e.g k-means,
dbscan e etc.).
2.8.7 I´ndice de Rand Ajustado
O objetivo do ı´ndice de Rand IRA ajustado e´ medir a qualidade da clusterizac¸a˜o obtida.
Para isso, leva em considerac¸a˜o a intersec¸a˜o entre os grupos encontrados e os pre´-definidos,
em que IRA ∈ (−∞, 1], e quanto mais pro´ximo de 1 melhor o ajuste de grupos.
Seja um conjunto de dados, separado em grupos com K = K1, ..., Kr e uma se´rie de
grupos encontrados por me´todo de clusterizac¸a˜o C = C1, ..., Cs para r, s ≤ n. Seja tambe´m
ni,j a contagem do nu´mero de observac¸o˜es na intersec¸o˜es Ci ∩ Kj. Temos, portanto, a
seguinte tabela de contingeˆncia:
K1 K2 ... Ks
Soma
Linha
C1 n11 n12 ... n1s a1
C2 n21 n22 ... n2s a2
... ... ... ... ... ...
Cr nr1 nr2 ... nrs ar
Soma
Coluna
b1 b2 ... bs




































3.1 Reproduc¸a˜o dos resultados do artigo
Um dos objetivos propostos era a reproduc¸a˜o do resultados obtidos no artigo Handl
and Knowles (2007). Obteve-se enta˜o um conjunto de 80 base de dados com diversas carac-
ter´ısticas, sendo estas aplicadas a va´rios me´todos de classificac¸a˜o. Para cada configurac¸a˜o
de base de dados, foram classificados 10 conjuntos de dados gerados ao acaso. As bases
de dados podem ser obtidas no link https://personalpages.manchester.ac.uk/staff/
Julia.Handl/generators.html
Os me´todos de classificac¸a˜o utilizados para comparac¸a˜o com o MOCK foram o K-means
e treˆs algoritmos hiera´rquicos, com diferentes me´todos de separac¸a˜o de grupos. Entre os
me´todos hiera´rquicos foram contemplados a ligac¸a˜o simples, ligac¸a˜o complete e crite´rio de
Ward, sendo estes me´todos ja´ descritos anteriormente neste texto. Estas te´cnicas foram
escolhidas devido a boas propriedades para determinadas estruturas de dados e por serem
alguns dos tipos mais utilizados de algoritmos para classificac¸a˜o de dados.
Nenhum dos algoritmos empregados dispo˜e de me´todos de selec¸a˜o automa´tica de gru-
pos, portanto, aplicou-se 3 me´todos distintos de selec¸a˜o automatizada de grupos, tambe´m
muito utilizados em ana´lises de dados. Este me´todos sa˜o o Avarege silhouette width, es-
tat´ıstica GAP e uma classificac¸a˜o por me´todo ensemble ou agregado.
Me´todos ensemble nada mais sa˜o que a utilizac¸a˜o de dois ou mais me´todos para selec¸a˜o
de nu´mero de grupos. Esses me´todos sa˜o utilizados simultaneamente e, na maioria das
vezes e´ feita uma “votac¸a˜o”, em que a maioria define o nu´mero de grupos a ser escolhido,
pore´m, e´ poss´ıvel calcular outras estat´ısticas para definic¸a˜o ale´m do crite´rio da maioria.
O pacote NbClust do R foi o pacote que possibilitou mais facilmente a utilizac¸a˜o destes
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diversos algoritmos, dado que este tem suporte para ao menos nove algoritmos de clus-
terizac¸a˜o e conte´m aproximadamente 30 ı´ndices que podem ser utilizados para selec¸a˜o
de nu´mero de grupos. O me´todo ensemble utilizado considera um votac¸a˜o vencida pela
maioria deste ı´ndices.
A medida de avaliac¸a˜o de qualidade de ajuste empregado foi o ı´ndice de Rand ajustado.
Para cada configurac¸a˜o dos conjuntos de dados e me´todos empregado foi obtido um K e
um IRA, sendo respectivamente a me´dia de nu´mero de grupos e a me´dia dos ı´ndice de
Rand de 10 conjuntos com a mesma dimensa˜o e nu´mero de grupos. Os resultados obtidos
esta˜o resumidos na Tabela 3.1 e na Figura 3.1.




MOCK link completo Sil K-Means Gap K-means Sil link simplies Sil Ward sil K-means all
K IRA K IRA K Means IRA K means IRA K IRA K IRA K IRA
10d 10c 12,30 0,97 8,60 0,57 2,00 0,19 8,20 0,86 2,00 0,00 9,00 0,95 4,50 0,53
10d 20c 19,90 1,00 19,60 0,99 2,00 0,11 15,90 0,86 18,20 0,80 19,80 1,00 11,90 0,49
10d 40c 36,80 0,94 39,10 0,98 2,00 0,05 35,40 0,89 35,90 0,68 39,50 0,99 4,70 0,15
10d 4c 4,20 0,99 4,70 0,81 2,00 0,53 3,40 0,90 2,00 0,00 3,60 0,92 3,30 0,91
2d 10c 9,00 0,87 13,50 0,65 2,20 0,24 11,20 0,78 8,00 0,15 10,20 0,81 2,80 0,33
2d 20c 14,30 0,81 14,30 0,74 2,00 0,11 15,90 0,81 16,30 0,66 17,10 0,92 3,80 0,25
2d 40c 18,70 0,58 34,00 0,69 2,00 0,06 32,40 0,76 27,70 0,37 34,70 0,86 3,10 0,12
2d 4c 4,30 0,93 3,70 0,61 2,50 0,59 3,20 0,76 4,40 0,50 3,60 0,91 2,80 0,69
Figura 3.1: Exemplos de resultados obtidos atrave´s do MOCK para dois diferentes bancos de dados.
Observa-se na tabela 3.1 que os valores sa˜o semelhantes aos obtidos por Handl and Kno-
wles (2007), mostrando que a implementac¸a˜o do MOCK em co´digo R pode ser considerada
um sucesso.
3.2 Aplicac¸a˜o em dados reais
Os dados utilizados (TCGA-PANCAN-HiSeq-801x20531), foram obtidos no UCI Ma-
chine Learning Repository https://archive.ics.uci.edu/ml/datasets/gene+expression+
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cancer+RNA-Seq, e sa˜o parte do The Cancer Genome Atlas Pan-Cancer analysis project.
Este projeto agrupa diversos tipos de dados sobre ao menos doze tipos diferentes de caˆncer,
sendo extra´ıdos atrave´s de diversas te´cnicas de ativac¸o˜es de DNA e RNA, Cancer Genome
Atlas Research Network et al. (2013).
Especificamente, os dados aplicados ao MOCK, sa˜o um selec¸a˜o aleato´ria de 801 ob-
servac¸o˜es de expresso˜es gene´ticas de cinco tipo diferentes de caˆncer, extra´ıdos por uma
te´cnica de ativac¸a˜o de RNA chamada de HiSeq. Os tipos de caˆncer existentes na base de
dados sa˜o:
• LUAD: Adenocarcinoma pulmonar
• BRCA: Carcinoma invasivo da mama
• KIRC: Carcinoma de ce´lulas claras renais renais
• PRAD: Adenocarcinoma da pro´stata
• COAD: Adenocarcinoma do co´lon
A uso deste conjunto de dados se deu principalmente por sua alta dimensionalidade.
Neste caso sa˜o aproximadamente 25 mil colunas, em que cada coluna e´ um u´nico gene e
cada linha um paciente diagnosticado com um dos tipos de caˆncer descrito. Cabe ressaltar
que o objetivo desta ana´lise na˜o e´ agregar valor quanto a` classificac¸a˜o sobre os tipos de
caˆncer, mesmo que isso possa ser feito, mas sim analisar o comportamento dos algoritmos
de classificac¸a˜o junto a`s caracter´ısticas destes dados.
Supoˆs-se que o algoritmo do MOCK na˜o seria muito influenciado pela alta dimensi-
onalidade da base de dados, deste modo, o tempo de execuc¸a˜o na˜o seria efetivamente
afetado pela quantidade de colunas. Entretanto, o resultado na˜o foi como esperado, pois a
grande quantidade de colunas impactou significativamente o tempo de execuc¸a˜o. Pore´m,
foi constatado que este problema foi causado em maior parte pela na˜o otimizac¸a˜o do co´digo
desenvolvidos.
Outro fator importante foi a limitac¸a˜o da metodologia proposta para gerac¸a˜o dos dados
simulados para as fronteiras de controle. Esta por sua vez utiliza uma rotac¸a˜o ortogonal
para que o valores gerados possam estar no mesmo formato dos valores observados (e.g
Figura 2.12). Como o nu´mero de colunas e´ maior que o nu´mero de linhas na˜o foi poss´ıvel
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executar a metodologia proposta para o MOCK. Assim sendo, pode-se considerar que essa
seria uma limitac¸a˜o deste algoritmo a ser atacada, gerando um algoritmo mais abrangente
e com maior precisa˜o.
Para a execuc¸a˜o do MOCK com o conjunto de dados gene´ticos foi utilizados uma
abordagem mais simples. Gerar valores uniformes entre o mı´nimo e o ma´ximo para cada
gene, gerando assim um hipercubo multidimensional. Na Tabela 3.2 nota-se que ao menos
treˆs me´todos podem ser comparados quanto ao IRA, tal que, o K-means e o crite´rio de
Ward, utilizam o silhoute width para selec¸a˜o de grupos. Observa-se uma leve vantagem
para MOCK, entretanto, o tempo de execuc¸a˜o do MOCK e´ maior que dos outros me´todos,
valendo-se do fato que os co´digos esta˜o escritos em R e na˜o otimizados, competiam com
me´todos ja´ extremamente otimizados, e mesmo assim, estes por sua vez levaram um tempo
considera´vel para sua execuc¸a˜o pelo pacote NbClust.
Tabela 3.2 - Tabela de resultados obtidos a partir dados ge´ticos RNA-Seq (HiSeq) PANCAN
Algoritmo MOCK K-means sil link simples sil link completo sil Ward Sil
Nu´mero de grupos 6 5 2 5 6
IRA 0,9 0,89 0 0,85 0,89
Tempo de execuc¸a˜o em horas 30 5,24 5,27 5,24 5,27
Apesar dos me´todos citados poderem ser comparados com relac¸a˜o ao IRA, olhando
paras as Tabelas 3.3 e 3.4, percebe-se que o K-means obteve um resultado geral bastante
diferente do MOCK. Ainda que o K-means tenha encontra cinco grupos, as classes de
tumores COAD e LUAD foram associados ao mesmo grupo, ja´ o MOCK separou todos
os outros grupos de maneira mais precisa mesmo que tenha criado um grupo a mais. Isso
provavelmente ocorreu por vantagem do MOCK da utilizac¸a˜o de mais de um objetivo com
deferentes caracter´ısticas, possibilitando a identificac¸a˜o de estruturas as quais o K-means
na˜o foi capaz de reconhecer. Ademais, e´ poss´ıvel supor que o MOCK pudesse ter um
resultado melhor caso a gerac¸a˜o dos dados simulados tivessem sido gerados de maneira
mais precisa. Na imagem 3.2, observam-se as fronteiras de Pareto e de controle da base de
dados utilizada.
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Tabela 3.3 - Tabela dos grupos obtidos a partir dados ge´ticos RNA-Seq (HiSeq) PANCAN para o K-means
com o Avarage Silhoutte Width
Classe 1 2 3 4 5 Total
BRCA 50 250 300
COAD 78 78
KIRC 145 1 146
LUAD 139 2 141
PRAD 136 136
Total 145 218 52 136 250 801
Tabela 3.4 - Tabela dos grupos obtidos a partir dados ge´ticos RNA-Seq (HiSeq) PANCAN para o MOCK
Classe 1 2 3 4 5 6 Total
BRCA 253 47 300
COAD 78 78
KIRC 146 146
LUAD 139 2 141
PRAD 136 136
Total 136 139 253 146 49 78 801
Figura 3.2: Resultado do MOCK para base de dados gene´ticos
3.3 Co´digos do MOCK
Mesmo que na˜o se tenha criado um pacote no sentido estrito da palavra, os co´digo e
bases de dados deste trabalho podem ser encontrados no github no reposito´rio: https:
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Este trabalho assumiu o objetivo de reproduzir e compreender o funcionamento do
algoritmo MOCK para classificac¸a˜o de dados, frente a grande quantidade de conceitos
utilizados para o seu desenvolvimento. Outro objetivo foi a implementac¸a˜o do algoritmo
em linguagem R para que possa ser utilizado, entendido e aprimorado por outras pessoas.
Pode-se dizer que nestes dois aspectos foi obtido sucesso, devido a` complexidade do projeto
proposto.
O MOCK possui em seu cerne diversos conceitos absorvidos de va´rios outros me´todos
de agrupamento. Partindo, por exemplo, de a´rvores geradoras mı´nimas, que sa˜o base
de alguns me´todos hiera´rquicos. Passando pela gerac¸a˜o de populac¸o˜es com o uso do K-
means, ate´ a utilizac¸a˜o de duas func¸o˜es-objetivo que possuem a finalidade de traduzir
aspectos conflitantes de alguns algoritmos de clusterizac¸a˜o. Sendo estes, proximidade entre
as observac¸o˜es do mesmo grupo e entre grupos atrave´s da compactac¸a˜o, distaˆncia espacial
e proximidade entre vizinho atrave´s da conectividade.
Outro ponto importante e´ o emprego de um algoritmo gene´tico multiobjetivo que pode
ser considerado um grande diferencial para o MOCK, dada sua versatilidade nas mais
diversas situac¸o˜es, ale´m da selec¸a˜o automatizada de grupos que se mostrou bastante efici-
ente.
Um objetivo que infelizmente na˜o foi poss´ıvel ser alcanc¸ado foi a melhoria da selec¸a˜o
automa´tica de grupos. Fica claro na Imagem 3.2, que a despeito de ter selecionado a melhor
soluc¸a˜o entre todos os algoritmos comparados, na˜o foi selecionada a melhor soluc¸a˜o dentre
todas as geradas pelo algoritmo. Quando se observa os saltos na fronteira de soluc¸o˜es
geradas, identifica-se que existe a possibilidade de que uma soluc¸a˜o melhor possa ter sido
encontrada. Pore´m, esta na˜o foi selecionada devido a` limitac¸a˜o da metodologia utilizando
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as attainment surfaces. O MOCK pode ser considerados como ”estado da arte”com relac¸a˜o
me´todos de agrupamento, mas se beneficiaria enormemente de crite´rios para selec¸a˜o de
grupos mais aprimorados.
Outra limitac¸a˜o encontrada foi com relac¸a˜o a alta dimensionalidade, independente-
mente da soluc¸a˜o utilizada neste trabalho, para a criac¸a˜o de dados simulados. Quando
este problema ocorre, seria poss´ıvel a proposic¸a˜o de alguma soluc¸a˜o que pudesse ser efici-
ente e mais precisa quando o nu´mero de dimenso˜es ultrapassa o nu´mero de observac¸o˜es.
Ale´m disso, com o aux´ılio de um grupo maior de pessoas utilizando a implementac¸a˜o em
R, pode-se se obter um algoritmo mais eficiente que o escrito ate´ enta˜o, pois, mesmo que
tenha havido um esforc¸o para a melhor performance do MOCK, na˜o estava no escopo deste
trabalho a criac¸a˜o de um algoritmo otimizado.
De acordo com os resultados ja´ obtidos pelos autores do MOCK e reproduzidos nessa
dissertac¸a˜o, o MOCK pode ser usado em uma grande variedade de situac¸o˜es, como em
dados gene´ticos, utilizado neste trabalho, ou em segmentac¸a˜o de mercado, detendo-se
em apenas dois exemplos. Estes dois tipos de problemas geralmente necessitam de uma
precisa˜o elevada, e como o MOCK se mostrou versa´til, de forma que, conseguiu competir
com uma enorme variedade de me´todos, mesmo em situac¸o˜es em que estes sabidamente ja´
eram muito eficazes, logo, para explorac¸a˜o e minerac¸a˜o de dados o MOCK pode ser uma
ferramenta bastante u´til.
Por fim este projeto contribuiu para o conhecimento e disseminac¸a˜o do MOCK como
me´todo de agrupamento de dados. Dada sua importaˆncia e sua capacidade, neste trabalho,
tocou-se apenas superficialmente em aspectos metodolo´gicos, levando a crer que este possa
ainda ser alvo de estudos mais aprofundados agregando ainda mais valor a este me´todo.
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