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Abstract In two-sided markets with transferable utility (‘assignment games’), we study the
dynamics of trade arrangements and price adjustments as agents from the two market sides
stochastically match, break up, and re-match in their pursuit of better opportunities. The un-
derlying model of individual adjustments is based on the behavioral theories of adaptive learn-
ing and aspiration adjustment. Dynamics induced by this model converge to approximately
optimal and stable market outcomes, but this convergence may be (exponentially) slow. We in-
troduce the notion of a ‘market sentiment’ that governs which of the two market sides is tem-
porarily more or less amenable to price adjustments, and show that such a feature may signifi-
cantly speed up convergence.
Keywords assignment games · core · evolutionary game theory · matching markets · conver-




This paper is concerned with trade dynamics in decentralized two-sided economies described
by the assignment game (Shapley and Shubik, 1972). Assignment games describe two-sided
markets, where individual valuations for buying and selling may depend on the identities of
each trade counterparty, possibly with full heterogeneity. As discussed in Shapley and Shu-
bik (1972), several widespread types of markets are special cases of such games. In the ‘house
market’, for example, buyers may have heterogenous buy valuations, while sellers may have
sell valuations that are independent of the buyers’ identities. The single-item economy is also
a special case, where both sides’ valuations are independent of the counterparty’s identity.1
Consequently, the assignment game belongs to the classical canon of market games. Relevant
theory is extensively surveyed in Núñez and Rafels (2015).
Building on own prior work, which we presented in Nax and Pradelski (2015), this paper is
concerned with decentralized dynamics played on the assignment game. The behavioral dy-
namics that underly these dynamics are induced by a model of individual adjustments where
market participants continue to seek new trade opportunities and re-negotiate in order to im-
prove their own shares of the gains of trade. The learning theories underlying this model have
a long tradition in economics and psychology, and were motivated in detail in Section 2 of our
aforementioned prior paper.
In essence, the key drivers of individual behavior belonging to this class of models are own
prior market experiences that trigger directional bid/ask adjustments. In particular, market
participants occasionally adjust their bids/asks in a way that would generate higher payoffs for
them in the present trading period:
[ + ] traders whose current bids/asks lead to trade occasionally make slightly more aggressive
bids/asks in the hope of making better deals with another trade partner
[ − ] traders whose current bids/asks do not lead to trade submit less aggressive bids/asks in
the hope of attracting a trade partner
The individual-level adjustments thus formulated result in stochastic sequences of adjustments
to trade arrangements and to trading prices. Akin to Roth and Vande Vate (1990)’s result that
random paths of ‘blocking pairs’ implement stability in the marriage market (Gale and Shap-
ley, 1962), we have shown in Nax and Pradelski (2015) that the family of dynamics outlined
above (in terms of [+] and [−]) converges to optimality in terms of trade arrangements as well
as to stability in terms of trading prices. Related results were obtained by Chen et al. (2016),
Klaus and Payot (2015), Biró et al. (2012), and Bayati et al. (2015), with some work also con-
sidering the speed of convergence in non-transferable utility matching markets (Ackermann
et al., 2011).
In the present paper, we investigate the consequences—in terms of convergence—of introduc-
ing ‘market sentiments’ that influence individual behavior beyond the purely personal expe-
rience. Market sentiments are assumed to put pressure on one or the other side of the mar-
ket. Consequently, while agents continue to rely on own trade experiences (as in our original
model), they now also take market sentiments into account such that agents from their own
market side are currently either ‘flexible’ (willing to reduce bids and aspirations) or ‘sticky’
(unwilling to reduce). These market sentiments are inspired by economic models of business
cycles and resulting labor market flexibilities, as used in some applied work.
The main contributions of our paper are to show that the resulting dynamics lead to approx-
imately stable and optimal market outcomes, and that market sentiments may speed up con-
1As an example of such a market, Shapley and Shubik discuss the famous ‘Böhm-Bawerk (horse) market’
(von Böhm-Bawerk, 1891).
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vergence which otherwise may be exponentially slow. These findings present a first step to-
wards understanding the role of market sentiments in influencing convergence phenomena, and
indicate some new avenues for future empirical and theoretical research.
The remainder of this paper is structured as follows. Next, we introduce the model and our
dynamics. Section 3 studies the dynamic with market sentiment, and Section 4 the dynamic
without market sentiment. Section 5 concludes.
2 Model
In this section, we shall develop the cooperative formulation of the assignment game, detail the
dynamic components of our behavioral model, and illustrate how our dynamics play out in an
example.
2.1 The assignment game
Firms i ∈ F and workers j ∈ W are two populations of agents representing the two market
sides. (Note that instead of firms and workers we could be speaking of buyers and sellers.) Let
V = F ∪ W. We assume that |F| = |W| = N . (Note that this assumption is without loss
of generality since we can always add ‘dummy’ agents to the smaller side of the market.) The
game is played repeatedly. At any given point in time, a player can be matched to at most one
player. A player currently not matched to another player is called single.
2.1.1 Gains of trade
Reservation value. Each firm i has a reservation value, r+i (j) for being matched with worker
j. That is, firm i is willing to pay at most r+i (j) when matching with worker j and otherwise
prefers to remain single. Similarly each worker j is willing to accept no less than reservation
value r−j (i) when matching with firm i and otherwise prefers to remain single.
We consider the reservation values to be private information that are unknown to other agents.
Other than in a standard single-item economy, these heterogeneous match values express het-
erogeneous preferences for trading with different counterparties. For example, potential real-
estate buyers may have different valuations for different properties on the market. Depending
on application one can simplify the assignment game by associating to one or both sides sim-
pler valuation structures.
Match value. We shall assume that players are individually rational and therefore only allow
matches that yield strictly positive gains of trade. If for i, j, r+i (j) > r
−
j (i) holds, then the
gains of trade between the two, which we denote as the match value between i and j, are de-
fined by wij = r
+
i (j) − r
−




matrix of match values.
Let w∗ = maxi,j{wij |r+i (j) > r
−
j (i)} be the maximal match value amongst all pairs. It will be
convenient to define the associated game graph G = (V,E) where V = F ∪ W, and vertices i
and j are connected by an edge eij ∈ E with weight wij if r+i (j) > r
−
j (i). Note that because




Since we will be interested in dynamic processes we introduce time steps t = 0, 1, 2, 3, .... At
each time step t, an outcome is described by three ingredients:
Matching. The matching at time t is described by M t = (mtij)i∈F,j∈W ∈ {0, 1}F×W such that
each row and each column of M t sums to at most 1.
Prices. When i is matched with j at time t they trade at a unique price, πtij , which must lie
∈ [r−j (i), r
+
i (j)] given their reservation values if wij > 0. π
t describes the vector of realized
prices.
Payoffs. If i and j are matched with each other, we refer to the individual share of the com-
mon gains of trade by the payoff, which to firm i is φti = r
+





j (i). If player i is single his payoff –assuming he/she consumes her reservation
value– is φti = 0. Let Φ
t = (φti)i∈V .
Note that even if prices are public information, that payoffs remain private information be-
cause reservation values are private information.
2.1.3 Cooperative representation
Given the above ingredients, the assignment game as a cooperative game G(ν, V ) is defined as
follows. Let ν : P(V )→ R such that
– ν(i) = ν(∅) = 0 for all singletons i ∈ V
– ν({i, j}) = wij for all {i, j} ∈ F ×W
– ν(S) = maxP∈perm(1,...,kF ),Q∈perm(1,...,kW){ν({iP (1), jQ(1)}) + ...+ ν({iP (k), jQ(k)})}
for all S = (i1, i2, ..., ikF , j1, j2, ..., jkW ) ⊆ V and k = min{kF , kW}
where perm(1, ..., k) is the set of all permutations of the numbers 1, ..., k. The number ν(V )
specifies the value of an optimal assignment (as defined below).
2.1.4 The core
We shall now define optimality and stability properties of outcomes of the assignment game:
Optimality. A matching M is optimal if
∑
i,j∈V mij · wij is maximal.
Pairwise stability. A payoff vector Φ is pairwise stable if for all i, j ∈ V : φi + φj ≥ wij .
Shapley and Shubik (1972) showed that the core of the assignment game is always nonempty
and is characterized by pairwise stability:
Core. A matching M together with the payoffs Φ is in the core if and only if M is optimal and
Φ is pairwise stable.
We shall focus on the approximate core:
ε-Core. A matching M together with the payoffs Φ is in the ε-core if and only if M is optimal
and Φ is ε-pairwise stable, that is, for all i, j ∈ V : φi + φj ≥ wij − ε.
2.1.5 Dynamic variables
So far we introduced the assignment game as a static game without any additional compo-
nents. We shall now introduce the dynamic components of our model (before describing –in
the next section– how they evolve).
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Aspiration levels. At the end of any step t = 0, 1, 2, . . ., each player i ∈ V has an aspiration
level, dti ≥ 0, which determines the minimal payoff at which he is willing to be matched. Let
dt = (dti)i∈V .
Feasibility. A pair of aspiration levels (dti, d
t
j) is feasible, expressing whether both players would
be willing to enter a partnership involving the two players, if
– r+i (j)− dti > r
−







– r+i (j)− dti = r
−






j = wij > 0) and one of the players is single, or
– i and j are currently in a partnership (i.e., are matched to each other).
We shall say that the pair between i and j is feasible in period t if (dti, d
t
j) is feasible.
Market sentiment and price flexibility/stickiness Market sentiment is an exogenous binary
random variable, Ψ t ∈ {	,⊕}, that acts as a correlation device determini ng which players
currently exhibit price flexibility and which players currently exhibit price stickiness. If market
sentiment is firm-favoring (Ψ t = 	), for example in periods of high unemployment, workers are
price flexible and firms are price sticky. If market sentiment is worker-favoring (Ψ t = ⊕), for
example in periods of low unemployment, firms are price flexible and workers are price sticky.
We shall later assume that Ψ t switches at a fixed rate of Θ(N2+c) time steps, for some fixed
c ≥ 0.2
No feasible alternative. Suppose i and j are feasible. Then say that player j has no feasible
alternative to i if for all i′ 6= i, i′ and j are not feasible. Otherwise say that j has a feasible
alternative to i.
An agent who is price sticky only agrees to a match if the price is such that his payoff will be
at least as high as his aspiration level. On the other hand, an agent j who is price flexible will
be less tough in negotiations with agent i if j has no feasible alternative to i. In this case j
may agree to a price such that his payoff is a bit below his aspiration level. This will be for-
malized in the next section.
State. The state at the end of period t is given by the matching, the aspiration levels, and
market sentiment: [M t,dt, Ψ t].
2.1.6 Class of games
We restrict much of our analysis to games that have the following property, called ‘tie-freeness’:
Definition 1. Say that an assignment game is ‘tie-free’ if all subgraphs of the corresponding
bipartite graph have a unique optimal matching. That is, there is no sequence of firms and
workers (a1, b1, a2, b2, ..., ak, bk), where {a1, . . . , ak} ⊆ F , {b1, . . . , bk} ⊆ W such that:
wa1b1 > 0, wa2b2 > 0, ..., wakbk > 0 and wa1bk > 0, wa2b1 > 0, ..., wakbk−1 > 0 (1)
and
wa1b1 + wa2b2 + ...+ wakbk = wa1bk + wa2b1 + ...+ wakbk−1 . (2)
2Note that this implies that the market sentiment changes as slow as Θ(N2) or slower but not exponentially
slow.
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Tie-freeness holds almost surely for assignment games where, for example, match values are
drawn from atomless independent distributions. Further, note that tie-freeness holds in par-
ticular for any assignment game where the set of positive-weight edges constitutes a tree since
then Equation (1) never holds.
As shown by Klaus and Payot (2015) convergence to the core in finite time can only be guar-
anteed when the game is discretized. We shall thus consider discretized games that are tie-free.
For a given tie-free game, round all match values, aspiration levels, and prices to the closest
multiple of some δ, where we choose δ > 0 to be maximal such that the resulting discretized
game still is tie-free.3
Consequently, our results regarding the rate of convergence to core outcomes will depend on
the discretization unit δ. Intuitively, game graphs where many matches are individually ra-
tional will require a finer discretization than game graphs where few matches are individually
rational. Sections 3 discusses the scaling of δ and its effect on the rate of convergence in detail.
2.2 Dynamic play
At the beginning of every stage t, one player –uniformly chosen at random– is activated:
The active agent scans the other side of the market, looking for a feasible match. For exam-
ple, consider a job-list available online. If there is a feasible match he picks one at random and
matches with him. The price is set at random satisfying the conditions determined by the as-
piration levels and price stickiness. We can think of the price as the outcome of a bargaining
process that we do not model explicitly. At the end of each period the two players adapt their
aspiration levels to equal their new payoffs. If there is no feasible match and the active player
is matched the state remains the same. If there is no feasible match and the active player is
single he remains single and reduces his aspiration level.
Formally, let [M0,d0, Ψ0] be any initial state. Suppose that in period t + 1 (t ≥ 0) firm i is
activated (the dynamic is symmetric if a worker is activated).
If there exists a feasible match for i, i picks one such player at random, matches with him and
the price πt+1ij is set at random between
r−j (i) + d
t






δ if j is price flexible and has no feasible alternative,
0 else,
(4)
and if ∆j(i) = δ the price is set at r
−
j (i) + d
t
j − ∆j(i) with strictly positive probability,
bounded away from zero by a constant. At the end of the period the aspiration levels of the
















and the matching M t+1 is updated accordingly, that is, mt+1ij = 1, m
t+1
kl = 0 for all k 6= i with
l = j and for all l 6= j with k = i.
3Such δ always exists since the rational numbers are dense in the real numbers. Hence, one can choose δ
small enough to approximate the match values to any desired degree and thus sustain tie-freeness.
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If there is no feasible match for player i, if i was previously matched he stays with his previous




i − δ (6)
See Figure 1 for illustrations.





















Note that, market and information decentralization hold. For market decentralization, agents
interact at random points in time and prices are set at random with weak boundary conditions
which are natural from the point of view of each player. For information decentralization, in
each step players only know their own reservation values, aspiration level, and the price they
trade at. They do not know other players’ reservation values or aspiration levels.
Finally, given the updating rule, the payoffs and prices are deducible from the aspiration levels
and the matching. For ease of exposition we shall focus on the latter.
2.3 Example





In all figures a dotted edge between two players i and j indicates that wij > 0, a black solid






ij > 0 and
i and j are not matched in period t. We shall call such a dashed edge tight. Numbers next to
edges indicate match values. The current aspiration levels are shown next to the name of an
agent.
One can verify that the optimal matching is unique and such that firm i1 matches worker j1
and i2 matches j2.
period t: Current state
Suppose that, at the end of some period t, (i2, j1) are matched, i1 and j2 are single, and i2 and







Note that the aspiration levels satisfy dti + d
t
j ≥ wij for all i and j, but the assignment is not
optimal and the payoffs are not stable.
period t+ 1: Activation of single agent i1 and firm-favoring market sentiment Ψ
t = 	
Suppose that i1 is activated in period t+1 and market sentiment is currently firm-favoring. i1’s
current aspiration level is too high in order to be feasible with any worker. Hence he remains














period t+2: Activation of matched agent j1 and worker-favoring market sentiment Ψ
t+1 = ⊕
Suppose that j1 is activated in period t + 2 and market sentiment has changed and it is now
worker-favoring. i1 and j1 is the only feasible pair involving j1. They thus match and given
that i1 has no feasible alternative and is price flexible (since market sentiment is currently
worker-favoring) the price, with positive probability, is set such that j1 increases his aspiration













period t+ 3: Activation of single agent i2 and firm-favoring market sentiment Ψ
t+2 = 	
Suppose that i2 is activated in period t + 3 and market sentiment has changed again is now
firm-favoring. i2 and j2 is the only feasible pair involving i2. They thus match and although
workers are currently price flexible (market sentiment is firm-favoring), j2 has a feasible alter-
native (namely i1) and thus is not accepting less than his aspiration level. They are matching














Note that the resulting state is in the core.
3 Results with market sentiment
We shall now proceed to establish convergence and bounds for the rate of convergence under
the assumption of tie-freeness and in the presence of a fluctuating market sentiment.
In terms of notation, recall that ν(V ) is the value of an optimal assignment, w∗ is the maximal
match value, and δ is the unit of discretization. Concerning the asymptotic notations, we shall
write f(N) = O(g(N)) if f(N) < C · g(N) for some C > 0 constant and N sufficiently large,
and f(N) = Θ(g(N)) if there exist two constants k,K ≥ 0 and a positive integer N0 such that
kg(N) ≤ f(N) ≤ Kg(N) for all N ≥ N0.
Proposition 2. Given a discretized tie-free assignment game, suppose that Ψ t switches at a
fixed polynomial rate of Θ(N2+c) (c ≥ 0 fixed) time steps. From any starting state such that for
all i, di ≤ w∗, the expected convergence time to the core (of the discretized game) is given by
O(N2+c ·max{N2, 1
δ
(N · w∗ − ν(V ))}) (7)
iterations. The total computational complexity is
O(N4+c ·max{N2, 1
δ
(N · w∗ − ν(V ))}). (8)
The proposition states that, for any discretized tie-free assignment game, the convergence time
can be bounded above by the number of players and the discretization unit δ if the market
sentiment switches at certain rates. In particular, it needs to switch with times that are poly-
nomial in N , but at least quadratically. The economic interpretation of the result would be
that, in order for a market to perform well, the market must be subject to a certain degree
of sentiment fluctuations but not too much. This notion is related to the idea of public sig-
nals correlating play and thus speeding up rates of convergence as introduced in Lewis (1969),
which has also been used in Newton and Angus (2015) and Arieli and Young (2016). If fluctu-
ations are either faster or exponentially slow in N convergence rates will no longer be bounded
as in the proposition.
Next, we proceed to the proof of the proposition, which we carry out via several intermediate
Lemmas. First
11
, note that the process is fully characterized by the state variables M t, dt, and Ψ t, where dt
together with the matching determines realized payoffs and prices. We shall thus only focus
on the changes in the state variables. We introduce notation in the spirit of Nax and Pradelski
(2015). An edge between player i and j is called tight if dti + d
t





wij . Given aspiration levels d
t, if for all i, j, dti + d
t
j ≥ wij and for each i, either there exists j
such that dti + d
t
j = wij or d
t
i = 0 we shall call d
t good. Let a tight component be a maximal
subgraph of players connected by tight edges.
In the following lemma we show that once a state is reached such that no loose edges exist all
future states will not have loose edges. We give a bound for the waiting time of O(N2 logN).
This crude bound is obtained by noting that two players, if they meet once, will never again
share a loose edge. Thus it suffices that all pairs meet at least once.
Lemma 3. Starting from any initial state [M0,d0, Ψ0], the expected time until the dynamic
reaches a state such that for all i, j di + dj ≥ wij is O(N2 logN). Once for all i, j di + dj ≥ wij




(i, j) : i ∈ F , j ∈ W and dti + dtj < wij
}
(9)
St = {(i, j) : i ∈ F , j ∈ W and i and j are feasible at t} (10)
It follows from the updating rule that if, for any i ∈ F , j ∈ W and for some T , dTi + dTj ≥
wij holds, then for all t ≥ T , dti + dtj ≥ wij , proving the second part of the Lemma. Further
this shows that the set U t is non-increasing and thus we are interested in the expected time
until U t = ∅ for the first time. It is easy to see that U t ⊆ St and, by the updating rule, the
probability for a feasible pair to match in a given period is lower bounded by 1/N2. We thus
have ∀(i, j) ∈ U t:
P((i, j) /∈ U t+1) ≥ 1
N2
(11)
Further note that ∀(i, j) /∈ U t:
P((i, j) /∈ U t+1) = 1 ≥ 1
N2
(12)
Hence a crude bound is to assume equality and ask how long it takes until each pair is picked
at least once. Now we can use an analogy to the Coupon Collector’s Problem (see, for exam-
ple, Feller (1950)). The Coupon Collector’s Problem asks the following question: Suppose you
have x coupons, what is the expected time until you have picked each coupon at least once
when picking with replacement. The answer is that the number of trials needed is O(x log x).
Thus the expected time until each pair of players (N2) has been selected at least once is O(N2 logN)
(given that among feasible matches a match is selected uniformly at random).

Next, we show that given we have reached the set of states with no loose edges the sum of as-
piration levels is non-increasing in all future states.




i. Suppose the process is in a state as in Lemma 3 at time T ≥
0. Then Dt is non-increasing for all t ≥ T .
Proof Given Dt, Dt+1 can only increase if two players, say i, j, newly match and dti + d
t
j < wij .
But given we are in a state as in Lemma 3, for all i, j dti+d
t




We go on to bound the time until the sum of aspiration levels is minimal provided that there
are no loose edges (Lemmas 5 and 6). We show that the minimum will be equal to the value
of the game, ν(V ). The proof of this result makes use of alternating market sentiment and the
assumption that the game is tie-free (see Definition 1). By tie-freeness all tight components are
trees. If all tight components allow perfect matchings we are done.4 Otherwise we show how in
a given tight component which does not allow a perfect matching the sum of aspiration levels
can be reduced. We use the market sentiment to prove that the expected time until the sum of
aspiration levels is equal to the value of the game is O(N2+c · 1δ · (N · w
∗ − ν(V )). Note that
once we are in such a state we will always remain in the set of states with no loose edges and
the sum of aspiration levels equal to the value of the game (by Lemmas 3 and 4).
We shall first recall a folk result regarding the existence of perfect matchings on trees (see, for
example, Edmonds (1965)).
Support Lemma A. A tree C admits a perfect matching (a matching such that each player
is matched) if and only if for every vertex v, the graph C−v has exactly one odd sub-component.
Proof First, suppose there exists a perfect matching in C. Let u be the vertex matched with v
in the perfect matching. Then each component in C − v not containing u must have a perfect
matching and is thus even. Finally the component containing u must be odd.
Second, suppose that for every vertex v the graph C − v has exactly one odd component. We
shall construct a perfect matching. Given C is a tree and by our assumption each vertex v has
a unique neighbor in one component of odd size, say u. We shall show that pairing each v to
its neighbor u in the odd component yields a perfect matching. It suffices to show that if u is
the neighbor of v in the unique odd component of C−v (say odd(C−v)) that it is also the case
that v is the neighbor of u in the unique odd component of C − u (say odd(C − u)). Note that
the component of C − u which contains v is disjoint with odd(C − v). But then it follows that
v is part of a component which is comprised of even components in C − v. Adding v it follows
that v must be in an odd component odd(C − u) which by assumption is unique.

Note that if the unique optimal matching is not perfect we can transform the game such that
the unique optimal matching will be perfect and the core has not changed. To do so add for
any player who is single in the unique optimal matching a player on the other side of the mar-
ket with match value δ towards that player and no other possible matches. Clearly the core of
the original game does not change through these operations. Suppose from now on that the
optimal matching is perfect.
Lemma 5. Given a state as in Lemma 3, either the expected waiting time until Dt decreases
by at least δ is O(N2+c) or Dt = ν(V ).
Proof First, suppose there exists a player i such that he has no tight edge, that is for all j
dti + d
t
j > wij > 0. The expected time until i is selected is O(N). If the condition still holds
he reduces his aspiration level and no other player increases his aspiration level, hence D has
decreased.
Now suppose that for all players i, there exists j such that dti + d
t
j = wij > 0. Let a tight com-
ponent, Ct, be a maximal subgraph of players (nodes) connected by tight (dti + d
t
j = wij > 0)




k be all of the tight components. By assuming tie-freeness the tight
4We say that a matching is perfect when all players in a given component are matched.
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components are trees. This is the case because otherwise there exists a cycle in a given compo-
nent such that two alternating partitions have the same sum of match values, thus contradict-
ing tie-freeness (by satisfying both conditions in Definition 1: Equation (1), since tight edges
are assumed to have positive match values, and Equation (2) by above argument).
We shall show that either there exists a perfect matching (a matching such that each player is
matched) within each component or there exists at least one component such that the sum of
aspiration levels within the component can be reduced by at least δ independently of the other
components.
First, suppose that all components have a perfect matching. It follows that Dt = ν(V ) and we
are done.
Now, suppose that there exists a component Ct which has no perfect matching. In the follow-
ing we describe a series of ‘operations’ that yield a reduction in the aspiration levels. We shall
describe the dynamics and the expected waiting time later.
Suppose, #{i ∈ Ct : i ∈ F} 6= #{i ∈ Ct : i ∈ W}, that is, there are either more workers
or more firms. A reduction of aspiration levels by 1 by the players on the larger side and an
increase by 1 by the players on the smaller side yields a state where D has decreased. Note
that after the increases and reductions d is still good, given the reductions are only 1.
Next, suppose #{i ∈ Ct : i ∈ F} = #{i ∈ Ct : i ∈ W}. By Support Lemma A a
tree C has a perfect matching if and only if for every vertex v, the graph C − v has exactly
one odd sub-component. Hence, there exists a vertex v such that Ct − v has at least 3 odd
sub-components. (Given that the number of firms is equal to the number of workers there
must be an odd number of odd sub-components. Thus we can dispense with the case of zero
or two odd sub-components.) Without loss of generality, let v be a firm. Denote the odd sub-
components resulting from C − v by Ctodd1, Ctodd2, .... In each of these sub-components there
are either strictly more firms or strictly more workers. In particular given there are at least 3
odd sub-components at least one of them contains more firms than workers. For the latter sub-
component aspiration level reductions by δ by all firms and aspiration level increases by δ by
all workers yield a decrease of D, while d remains good.
It is important to note that these adjustments can only take place if the players on the reduc-
ing side initially have positive aspiration levels. This might not be the case for all such con-
structions, but it will always be the case for at least one. This follows by the proof in Nax and
Pradelski (2015). They show that the core can be reached by only following transitions as de-
scribed above or by rematchings within tight component with non-changing aspiration levels.
But note that in our model rematchings are not necessary to make transitions as described
above possible. Hence, by the proof of Theorem 1 in Nax and Pradelski (2015), if there is no
tight component allowing an aspiration level reduction (that is the larger side of a component
having all positive aspiration levels), the sum of aspiration levels is optimal, that is D = ν(N).
We shall now describe how the transitions yielding a reduction in D take place within a (sub-
)component. Consider a (sub-)component such that |F| > |W| and all firms have positive aspi-
ration levels (the analysis is analogous for the case where there are more workers than firms).
By a straightforward argument one sees that there exists at least one firm i which constitutes
a leaf of the tree (i.e., only has one edge, say towards worker j). Suppose we are in a phase of
worker-favoring market sentiment. Then, in expectation, after N steps worker j is activated
and gets matched with firm i and receives an additional unit. (Note that j may be matched
with any firm such that he receives an additional unit; we would just follow a different path.)
Recall that in the meantime, given that workers are currently price sticky (market sentiment is
worker-favoring) no worker has reduced his aspiration level, hence it still holds that no firm
i′ 6= i has new tight edges. Players who are not at a leaf in the component have two tight
edges and hence no renegotiations can take place. In a next step there is a new firm which
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has only one edge (new leaf of a tree) which can meet its corresponding worker and give up δ.
(Since it is a period of worker-favoring market sentiment and thus workers are currently price
sticky such transitions cannot be reversed.) In total this can happen at most N times. Hence
after O(N2) iterations the sum of aspiration levels is reduced by δ when the component has
more firms than workers. However, it may be that the only (sub-) component without a perfect
matching has more workers than firms. In this case we may have to wait O(N2+c) steps until
market sentiment changes and above transitions can take place. It follows that the total time
until D is reduced is O(N2+c).

Lemma 6. Given a state as in Lemma 3, the expected waiting time until Dt = ν(V ) is O(N2+c·
1
δ · (N · w
∗ − ν(V ))).
Proof A crude bound for the maximal aspiration level of players is given by w∗ and thus 2N ·
w∗ for the sum of aspiration levels. By Lemma 3 it follows that
∑
i∈V di ≥ ν(V ). Thus the
maximal reduction is O( 1δ (N · w
∗ − ν(V ))). The result now follows from Lemma 5.

Next, we show by contradiction that from now on for all optimal pairs we have that the edge
between them is tight (Lemma 7). It follows that the current aspiration levels are already cor-
responding to a core allocation. Thus only matchings, break-ups and rematchings are necessary
in order to reach the core.
Lemma 7. Given a state [MT ,dT , ΨT ] as in Lemma 6 let M be the optimal matching (which
is unique by tie-freeness). Then for all (i, j) ∈M and for all t ≥ T , dti + dtj = wij.
Proof Let M be the optimal matching. Suppose there exists (i, j) ∈M , such that dti+dtj > wij .




























= ν(V ) (17)
This constitutes a contradiction to the assumption that D = ν(V ) and the result follows.

In order to prove Lemma 8 we first provide a series of supporting lemmas concerning the ex-
pected meeting time of two random walks on two, possibly different, sub-trees of a given tree.
Our proof technique mirrors Tetali and Winkler (1991) who give a bound for the meeting time
of two random walks on (the same) general graph. They show that the expected meeting time
on a general graph on N vertices is at most 827N
3.
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Support Lemma B. Let T be an undirected tree on N vertices. Let two tokens x, y be placed
on two vertices at time s = 0. Suppose that at each time step s = 1, 2, 3, . . . one of the two
tokens is activated (which token is chosen may be governed by any probability distribution).
The token performs a simple random walk to a neighboring vertex on a truncated tree T sx ⊂ T
(or T sy ⊂ T ). Then, regardless of the rule of activation, if in every time step the (unique) path
between x and y is in T sx (respectively T
s
y ) the expected time Mtruncated(x, y) until the tokens
meet is O(N2).
In order to prove the lemma we shall need the following two lemmas from Tetali and Win-
kler (1991) which can be proved by a straightforward calculation due to the reversibility of
the Markov chain for random walks on undirected graphs. Given a connected graph T , let
HT (x, y) be the hitting time from x to y on T , that is the expected time until y is first reached
when starting a simple random walk at x on the graph T .
Support Lemma C. (Tetali and Winkler, 1991, Lemma 2) Let x, y and z be vertices of a
connected undirected graph T . Then
HT (x, y) +HT (y, z) +HT (z, x) = HT (x, z) +HT (z, y) +HT (y, x) (18)
Support Lemma D. (Tetali and Winkler, 1991, Lemma 3) On any graph T the vertex rela-
tion given by
x ≤ y ⇐⇒ HT (x, y) ≤ HT (y, x) (19)
is transitive.
It immediately follows that, in a finite graph, there exists a vertex v which is minimal in this
order. Call such a vertex remote and note that we have HT (x, v) ≥ HT (v, x) for every vertex
x ∈ T .
Proof (Proof of Support Lemma B) The proof mirrors Tetali and Winkler (1991). We shall
show that ∀x, y ∈ T
Mtruncated(x, y) ≤ HT (x, y) +HT (y, v)−HT (v, y). (20)
where v is a remote vertex. Define a potential function
P (x, y) = HT (x, y) +
≥0 since v is remote︷ ︸︸ ︷
HT (y, v)−HT (v, y) (21)
Support Lemma C
= HT (y, x) +HT (x, v)−HT (v, x). (22)
Suppose that the token on x is moved in the next period. Then, in expectation
P (x̄, y) = HT (x̄, y) +HT (y, v)−HT (v, y), (23)
where P (x̄, y) := 1deg(x)
∑
z∈neigh(x) P (z, y) and P (x, ȳ) is defined analogously.
5
Since one move has passed we have
P (x, y) = 1 + P (x̄, y) (24)
By a symmetrical argument we also have
P (x, y) = 1 + P (x, ȳ) (25)
5We define deg(x) to be the degree of node x in T and neigh(x) to be the set of neighbors of node x in T .
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Hence, independent of which token is moved we have that the expected value after the move
will decline by one
P (x, y) = 1 + P (x̄, y) = 1 + P (x, ȳ). (26)
Define
β(x, y) = Mtruncated(x, y)− P (x, y). (27)
Among all pairs maximizing β(·, ·) choose x∗, y∗ at minimal distance from each other. Now
suppose inequality (20) does not hold for all x, y ∈ T , that is β(x∗, y∗) > 0 (note that x∗ 6= y∗
follows, for otherwise Mtruncated(x
∗, y∗) = 0 ≤ P (x∗, y∗)). W.l.o.g. assume that the token
moved next is on x∗. Then
Mtruncated(x
∗, y∗) = P (x∗, y∗) + β(x∗, y∗) (28)





xi: xi neighbor of x∗
P (xi, y





xi: xi neighbor of x∗
P (xi, y











Inequality (31) holds since, first, by the choice of x∗, y∗ for all i, β(xi, y
∗) ≤ β(x∗, y∗) and,
second, there exists at least one j such that xj is closer to y
∗ than x∗ in the tree. For the lat-
ter xj we know that β(xj , y
∗) < β(x∗, y∗) (since we assumed x∗, y∗ to be at minimal distance
among all pairs maximizing β(·, ·)).
But Mtruncated(x
∗, y∗) > Mtruncated(x
∗, y∗) constitutes a contradiction and thus proves in-
equality (20). By Georgakopoulos and Wagner (2017, Corollary 8) the hitting time on a tree is
bounded above by the square of the number of edges (N − 1). Thus we have
Mtruncated(x, y) ≤ HT (x, y) +HT (y, v) = O(N2). (34)

Support Lemma E. Let T be a tight component (a tree) for which a perfect matching exists.
Suppose the dynamic is in a state such that there are exactly two remaining singles i and j.
Then after a finite number of transitions where i remained single throughout i matches with
some j′.
Proof We shall show that the path in the component between i and j must be alternating be-
tween unmatched and matched edges. Suppose, by contradiction, that the path between i and
j is not alternating between unmatched and matched edges. If i and j share an edge we are
done. Else, let i∗ be the first firm (other than i) on the (unique) path from i to j such that
i∗ is not matched to a worker on the path. (Note that i∗ is matched elsewhere.) Let j∗ be the
worker preceding i∗ on the path. We shall construct an instance of Support Lemma A. Delete
i∗ from T . Then the component including i is such that all matches are within the component
(since i∗ is matched elsewhere).
Since this component does not contain j and contains i and otherwise only contains matched
pairs it is of odd size. On the other hand let j∗∗ be matched with i∗. Now consider the compo-
nent containing j∗∗ in T − i∗. Since j∗∗ is matched to i∗ it also must be odd. This contradicts
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Lemma Support Lemma A and, by contradiction, establishes the claim that there is an alter-
nating path of unmatched and matched edges between i and j.
Let the unique path be i, j1, i1, j2, i2, . . . , jk, ik, j. We can now construct a path, proving the
lemma. Suppose i is activated and matches with j1, leaving i1 single. Next i1 is activated and
matches with j2, leaving i2 single. Continuing in this manner we see that after k steps ik is
activated and matches with j.

We are now in a position to proof the following lemma. In order to give a bound on the ex-
pected time until matchings occur we create a duality with random walks on trees. We ‘give’
each single player a single token which is moved among the players as play unfolds. The idea
is that the random walk governing the single tokens will behave in the same way as the un-
derlying model. That is if a player has a single token he is indeed single. If a single player i
matches a player from the other side of the market j, the single token is moved to j’s previous
match. With the above we have a bound for the meeting time of two random walks on (dif-
ferent) trees. By carefully coupling the movements in our model with the two random walks
we show that the expected time until the core is reached from a state as discussed above is
O(N4).
Lemma 8. Given a state as in Lemma 6, the expected time until the core is reached is O(N4).
Proof Given dti + d
t
j ≥ wij for all i, j, rematches only occur when at least one player is sin-
gle. Thus the number of matches is weakly increasing over time and it suffices to bound the
expected time until two singles match. It follows immediately from Lemma 7 that each tight
component allows a perfect matching. We shall compute the expected time until the number of
singles is zero. We describe the transitions without taking market sentiment into account since
it would only accelerate the process.
We shall construct two simple random walks which we then relate to our process. Let X,Y be
two simple random walks on truncated subgraphs of T as defined in Support Lemma B and let
s = 0, 1, 2, 3, ... be the time steps at which one of the random walks moves on some truncated
tree (such that the path between the two random walks is on the truncated tree). Let the rule
of activation for the random walks be such that both random walks always move twice consec-
utively. That is, for all s odd, if X (respectively Y ) is activated in s, then X (respectively Y )
is also activated in s + 1. Define for X (analogously for Y ) the following time steps. Initialize
TX0 = T
Y
0 = 0, then for i = 1, 2, 3, . . . let
TXi = inf{s > Ti−1 : s odd, and Xs 6= Xs−2}, (35)
and
T̃ = inf{s : Xs = Ys}. (36)
The sequence of time steps at which the random walk X (or Y ) has moved away from odd s
after two time steps or has collided with Y (respectively X) is given by
T X = (TX1 , TX2 , . . . , TXI , T̃ ), (37)
T Y = (TY1 , TY2 , . . . , TYJ , T̃ ), (38)
where I, J are two random variables describing the lengths of the sequences. Note that for all
time-steps s /∈ T X ∪ T Y the random walk returned to its previous place after two steps. Define
X̃ and Ỹ to be the (not simple) random walks of step-size two on truncated trees. Until the
two underlying random walks X and Y collide, X̃ and Ỹ move at times T X ∪ T Y .
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We now relate the two random walks, X̃, Ỹ , to our process. We shall first consider the case
where only two singles remain in a given tight component. Suppose i and j are the only two
remaining singles. Note that the two singles will always remain in the same tight component.
Now consider those time steps where a current single becomes matched and a previously matched
player becomes single. (The expected interval between such time steps is upper bounded by
O(N).)
Suppose we start the random walk X̃ on the single firm i and the random walk Ỹ on the sin-
gle worker j. Suppose i (or j) gets activated in a given time step. Then X̃ (or Ỹ ) is also acti-
vated and moves to a node in the tree at distance two from i, say i′ (via j′) such that (i′, j′)
were matched in the previous period. This is the condition for the truncated tree on which the
random walk X̃ (or Ỹ ) moves, namely the truncated tree starting at i only has branches al-
ternating between tight unmatched and matched edges. Any such node i′ is picked uniformly
at random amongst the matches of current neighbors. Thus X̃ (respectively Ỹ ) perform the
previously defined two-step random walk. The time steps at which this happens are precisely
given by T X (respectively T Y ). This indicates that player i is matching with player j′. Now
if j′ = j the two last remaining singles match and the simple random walks X and Y collide.
Else i′ is now occupied by X̃.
We are left to give an upper bound for E[I + J + 1]. First note that we have E[I + J + 1] <
Mtruncated(X,Y ). We shall now argue that




and thus the bound we shall give is sharp. If X (or Y ) is moved in periods s + 1 (odd) and
s + 2 we have P(Xs+2 = Xs) = 1/2. This is the case since on the truncated tree the random
walk first moves along a tight edge and then necessarily moves back or along a matched edge.
Thus E[TXi+1−TXi ] = 4 given the expectation of the geometric distribution with parameter 1/2.
Now the result follows.
Overall, given the singles need to be activated in order for the random walks to be moved, the
meeting of the two single tokens takes O(N3) iterations.
Now suppose there are 2k (k ∈ {1, . . . , N}) remaining singles. The expected time until there
are only 2(k − 1) singles is bounded by O(N3). Then for k = O(N) we have a total expected
time until the core is reached of O(N4).6

Finally, it is easy to see that a single iteration has computational complexity O(N2) (Lemma
9).
Lemma 9. One iteration of the dynamic takes O(N2) operations.
Proof Given that i is activated, suppose there exists a feasible match. The calculation whether
a player has no feasible alternative requires O(N) for each j′ = 1, ..., N , and thus O(N2) in to-
tal. The case where no feasible match exists for i requires at most O(N) operations. The result
now follows.

Putting together the different bounds, we can finally proof the proposition:
6In line with Tetali and Winkler (1991, Conjecture 2) we conjecture that this bound is not optimal and the
total meeting time of k random walks on truncated trees is of the same order as the two-token meeting time.
Together with the necessary activation of single tokens this would yield the bound O(N3).
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Proof (Proof of Proposition 2) Finally considering the bounds found in Lemmas 3, 6, and 8:
Lemma 3 : O(N2 logN) (40)
Lemma 6 : O(N2+c · 1
δ
· (N · w∗ − ν(V )) (41)
Lemma 8 : O(N4) (42)
we have that the bound in Lemma 8 strictly dominates the bound in Lemma 3. We can thus
conclude that the expected maximum number of steps to absorption is
O(N2+c ·max{N2, 1
δ
(N · w∗ − ν(V ))}) (43)
proving the first part of the theorem. By Lemma 9 we know the complexity of each iteration,
O(N2), and the second part of the theorem follows.

4 Results without market sentiment
Next, we investigate the case when there is no alternating market sentiment. We shall find that
convergence per se is still guaranteed without market sentiments (Proposition 10), but conver-
gence can be exponentially slow (Proposition 11).
Proposition 10. For any assignment game, decentralized dynamics based on aspiration ad-
justment converge to the ε-core.
Proof The proof of convergence to the approximate core in the absence of the tie-free condi-
tion and the market sentiment follows from the proof of Proposition 2 by the following obser-
vations. In particular, note that the proof of Lemma 5 only uses tie-freeness and the market
sentiment to establish polynomial bounds; for convergence those properties are not needed.
The other supporting lemmas do not use the conditions at all. Note that Proposition 2 shows
convergence to the core of the discretized game which is the ε-core for appropriately chosen ε
of the original game.

Proposition 11. Convergence to the ε-core may take in the order of eΘ(N).
Proof We shall prove this by constructing an example. Suppose we have an assignment game
as shown in Figure 1. The unique optimal matching is given by the vertical lines. As pointed
out after Definition 1 this game constitutes a tie-free assignment game with since the set of
positive-weight edges constitutes a tree and thus Equation 1 never holds.
Suppose we are in the starting state displayed in Figure 2, where the aspiration levels are shown
next to each agent. Note that the only edge such that the sum of the aspiration levels exceeds
the match value is (i0, j0).
In order for i0 and j0 to match at least one of them has to reduce his aspiration level. Recall
that a player only reduces his aspiration level if he has no feasible alternative. Thus, for i0 or
j0 to reduce their aspiration level, either all of ir1 , . . . , ir(N−1)/2 or all of jl1 , . . . , jl(N−1)/2 have
to increase their aspiration levels simultaneously. If the agents on both sides of the market are
not price sticky the sharing between any two (currently matched) agents switches back and





















Fig. 2: Counterexample – necessity of alternating market sentiment (2).
tight edge with i0 or j0 receiving 2. To see this consider, for example, il1 and jl1 with current
sharing of 1 − 1. In a first step jl1 can match with i0 at the same price. In the next step, il1 is
single and can be forced to give up 1 by jl1 since he has no feasible alternative. On the other
hand, if the sharing is currently 0 – 2 then jl1 can be forced to give up 1 by il1 since he has
no feasible alternative. The probability that all ir1 , . . . , ir(N−1)/2 (or all jl1 , . . . , jl(N−1)/2) hold
aspiration level 2 at the same time is of order 1
2N
and therefore the waiting time until either i0




We have shown that decentralized market dynamics generally converge to the approximate
core, and we have obtained first results for the rates of convergence that may be obtained.
We have shown that, even if markets are large, convergence may be sped up for tie-free games
when dynamics are governed by what we called ‘market sentiments’ that make one or the other
of the two market sides amenable to price reductions, and that this sentiment changes sides
at a certain (not too fast and not too slow) rate. Both the presence of market sentiments and
tie-freeness are crucial for our results. Without market sentiment, our dynamic may take ex-
21
ponentially long to converge.7 Our analysis indicates that many realistic market (i.e. ones that
are finite, tie-free, and characterized by market sentiments with strongly heterogeneous prefer-
ences) may converge to competitive equilibrium fast. Indeed, we view our results as a first step
in the direction of confirming – by use of convergence rate arguments – that the core is predic-
tively relevant for decentralized markets as existent in the real-world as well. It is an avenue
for future research to establish whether better conditions and bounds for convergence can be
established without market sentiment, independently of the discretization, and for more gen-
eral classes of games.
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