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INVERSE CURVATURE FLOWS IN RIEMANNIAN WARPED
PRODUCTS
JULIAN SCHEUER
Abstract. The long-time existence and umbilicity estimates for compact,
graphical solutions to expanding curvature flows are deduced in Riemann-
ian warped products of a real interval with a compact fibre. Notably we do
not assume the ambient manifold to be rotationally symmetric, nor the radial
curvature to converge, nor a lower bound on the ambient sectional curvature.
The inverse speeds are given by powers 0 < p ≤ 1 of a curvature function
satisfying few common properties.
1. Introduction
This paper deals with expanding curvature flows of the form
(1.1) x˙ =
1
F p
ν, 0 < p ≤ 1,
where
x : [0, T ∗)×Mn → Nn+1, n ≥ 2,
is a family of embeddings of a smooth, orientable, compact manifold Mn and N =
Nn+1 is a product
N = (R0,∞)× S0
with metric
g¯ = dr2 + ϑ2(r)σ.
Here ϑ ∈ C∞((R0,∞)) satisfies ϑ′ > 0, ϑ′′ ≥ 0 and (S0, σ) is a compact Riemannian
manifold. In (1.1), F is a function evaluated at the Weingarten operator W of the
flow hypersurfaces Mt = x(t,M) at the respective point x and ν is the outward
pointing normal, i.e.
g¯(ν, ∂r) > 0.
The detailed assumptions on the curvature function F and on N are the following.
1.1. Assumption. Let Γ ⊂ Rn be an open, symmetric and convex cone containing
the positive cone
Γ+ = {(κi) ∈ Rn : κi > 0 ∀1 ≤ i ≤ n}
and suppose f ∈ C∞(Γ) is a positive, symmetric, strictly monotone, 1-homogeneous
and concave function with
f(1, . . . , 1) = n, f|∂Γ = 0
and associated curvature function F = F (W), cf. section 2.2.
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Particular examples of curvature functions satisfying these assumptions are roots
or quotients of elementary symmetric polynomials,
F = nH
1
k
k , F = n
Hk+1
Hk
and many more, cf. [4].
In order to obtain good asymptotics we will make the following assumption on the
warping function. This assumption will not be needed for the long-time existence.
1.2. Assumption. Assume the warping function ϑ ∈ C∞((R0,∞)) to satisfy
lim sup
r→∞
ϑ′′ϑ
ϑ′2
<∞ and lim sup
r→∞
ϑ′′(r)>0
ϑ′′′ϑ
ϑ′ϑ′′
<∞.
In the following theorem R̂c denotes the smallest eigenvalue of the Ricci tensor
of σ and Hk denotes the curvature function determined by the k-th normalized
elementary symmetric polynomial of the principal curvatures, compare section 2.2
for further information. In this paper we aim to prove the following theorem.
1.3. Theorem. Let (S0, σ) be a smooth, compact and orientable Riemannian man-
ifold of dimension n ≥ 2, R0 > 0, N = (R0,∞) × S0 and define a warped product
metric on N ,
g¯ = dr2 + ϑ2(r)σ,
with ϑ ∈ C∞((R0,∞)), ϑ′′ ≥ 0 and ϑ′ > 0. Let 0 < p ≤ 1 and F satisfy Assump-
tion 1.1. Let
x0 : M ↪→ N
be the embedding of a hypersurface M0, which is graphical over S0, i.e. there exists
u ∈ C∞(S0, (R0,∞)) such that
M0 = {(u(y), y) : y ∈ S0},
and such that all its n-tuples of principal curvatures belong to Γ.
(i) Assume either of the following properties to hold:
(a) σ has non-negative sectional curvature.
(b) F = nHk+1Hk , 0 ≤ k ≤ n− 1.
Then there exists a unique immortal solution
x : [0,∞)×M → N
of
(1.2)
x˙ =
1
F p
ν
x(0, ·) = x0,
which is also graphical over S0, i.e. 〈ν, ∂r〉 > 0.
(ii) Assume σ has non-negative sectional curvature and that all of the following
three items hold:
(A) Assumption 1.2 holds.
(B) In case that supr>0 ϑ
′(r) <∞ and p = 1, we assume
R̂c > 0 and F = n
Hk+1
Hk
, 0 ≤ k ≤ n− 1.
(C) In case that supr>0 ϑ
′(r) =∞ and p = 1, we assume
lim inf
r→∞
ϑ′′ϑ
ϑ′2
> 0.
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Then the flow hypersurfaces become umbilical with the rate
(1.3)
∣∣∣∣hij − ϑ′ϑ δij
∣∣∣∣ ≤ ctϑ′1−p(p+1)ϑ ,
where the t-factor may be dropped in case p < 1 or bounded ϑ′ and may even
be replaced by e−αt for some positive α if ϑ′ is bounded and p = 1.
Let us make some remarks on the technical assumptions made in Theorem 1.3.
1.4. Remark. (i) The assumptions in statement (i) of Theorem 1.3 are optimal
in the sense, that for example in a spherical ambient space with ϑ′′ < 0 the
inverse mean curvature flow only exists for a finite time, cf. [26, 51] and for
p > 1 the maximal existence is finite if N = Rn+1, cf. [25].
(ii) The assumption on the sectional curvature of σ can be relaxed. The crucial
point, where we use this assumption is in the first gradient estimates, espe-
cially in estimate (3.4), where we throw away the term involving R̂m, if F
is general. However, under a further suitable technical assumption we could
also absorb it into the first line of this equation. For the special case of the in-
verse mean curvature flow in the Reissner-Nordstro¨m manifolds this has been
accomplished in the recent preprint [9]. However, in order to avoid too many
technical assumptions, we will not improve the main result in this direction
here, except that we prove the long-time existence in general, provided that F
is a quotient of the Hk. For the IMCF this was also accomplished in [43, 71].
(iii) The rates of convergence in this theorem can be improved, if the ambient
sectional curvatures approach each other at infinity. Such results have been
accomplished for example in [10, 49, 60] in case p = 1 and in [58] in case p < 1
in the hyperbolic space. Since the main aim of this work is to deal with spaces
in which the limits of the quantities in Assumption 1.2 do not exist (if σ is
the round metric this implies that N is not asymptotically a spaceform), we
will not pursue these optimal estimates here and stick to the best we could
accomplish in general ambient spaces. To the best of my knowledge, the
only result in such general spaces is the analogous result for the inverse mean
curvature flow proven in [60].
(iv) The question, whether (1.3) implies that the flow hypersurfaces do become
almost umbilical, depends on the ambient space N and on p. However, if
p = 1, the analysis in [60, Prop. 3.1] implies that ϑ grows exponentially.
Hence in this case we obtain exponential decay of W − ϑ′ϑ id.
(v) In case p = 1, the gradient decay estimates obtained in Lemma 4.8 are op-
timal even if the ambient space is asymptotically a spaceform. Compare the
explanation in [60, Rem. 1.5].
(vi) In case p = 1 the estimate (1.3) turned out to be strong enough to obtain
geometric inequalities, for example in [5, 21, 50, 67]. We are optimistic that
Theorem 1.3 will be helpful with such applications as well.
The motivation to analyse the behaviour of inverse curvature flows has mostly
been driven by their power to deduce geometric inequalities for hypersurfaces. The
most prominent example is the proof of the Riemannian Penrose inequality due
to Huisken/Ilmanen [33], building on the observation made by Geroch [27] and
Jang/Wald [38] that the Hawking mass of a connected surface is non-decreasing
under the inverse mean curvature flow (IMCF) with F = H and p = 1, if the
ambient scalar curvature is non-negative. Since for general initial data the IMCF
may develop singularities, Huisken and Ilmanen defined a notion of a weak solution
for this flow, maintaining the Geroch monotonicity. This enabled them to prove the
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Riemannian Penrose inequality. For a short outline of their procedure also compare
[32].
Also the classical solution to IMCF has lead to very interesting applications. A
crucial feature of this flow in Rn+1 is that one does not need to require convexity
of the initial hypersurface to avoid finite time singularities. Namely, Gerhardt [22]
and Urbas [65] proved the long-time existence even for more general flows in Rn+1,
with F satisfying Assumption 1.1, p = 1 and a starshaped initial hypersurface
M0 with F|M0 > 0. Furthermore, after exponential rescaling, the flow converges
to a sphere smoothly. This result, with F = nHk+1/Hk, was later exploited by
Guan/Li [29] to generalise the Alexandrov-Fenchel quermassintegral inequalities
from the convex setting to the starshaped and Hk+1-convex setting. Since then a
cascade of similar results followed by the same method (monotone quantity plus
some convergence result) in various ambient spaces. The tough parts are to find
the monotone quantity and to prove a sufficient convergence result. Examples of
other results in this direction are a generalised Minkowski-type inequality in the
anti-de Sitter-Schwarzschild manifold due to Brendle/Hung/Wang [5], Alexandrov-
Fenchel-type inequalities in the hyperbolic space [16, 20, 31, 44, 69] and in the
sphere [28, 51, 69]. Further similar applications can be found in [21, 41, 50, 67].
In many of these papers, there was a need to investigate the asymptotical be-
haviour of the corresponding inverse curvature flow separately, since a unified treat-
ment had not been present. Hence, a branch of research solely dealing with inverse
curvature flows has developed within the community, where the main aims are to
generalise the convergence results in various directions (concerning flow speed and
ambient space). A step towards generalising the ambient space was made by the
author with the paper [60], where the IMCF was considered in rotationally sym-
metric warped products under assumptions similar to Assumption 1.2. Before (and
after) that, some more special ambient spaces were treated, which, to the best of
my knowledge, all assumed convergence of the quantities in Assumption 1.2. In-
stead of giving a description of the available results verbally, the following table
is supposed to give an overview as broad as I could accomplish over the previous
results on smooth, inverse curvature flows of closed hypersurfaces in Riemannian
warped products with ϑ′′ ≥ 0. The topics they cover are for example long-time
existence, asymptotic behaviour, solitons and others. We point out that, in order
to keep things manageable, we leave aside treatments of contracting flows, weak
solutions, flows in Lorentzian manifolds, flows of entire graphs, flows with bound-
ary conditions, anisotropic flows and flows with constraints (e.g. volume preserving
flows).
N/F F = nHk+1Hk
F more general
and p = 1
p 6= 1 or
non-hom. speed
CSC
Rn+1 [8, 11, 18]
[34]
[15, 22, 45]
[64, 65, 66]
[2, 3, 7, 12, 13]
[14, 25, 36, 37]
[40, 42, 46, 47]
[59, 63, 68]
Hn+1 [17, 35] [24, 48, 70] [42, 57, 58, 68]
Asympt.
CSC
Rn+1 [17, 43, 50]
Hn+1 [5, 49, 53] [10]
More
general
ϑ′′ϑ
ϑ′2
converges
[9, 43, 52, 71]
1.2 [60]
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Note that a reference only appears in the most general slot it can be placed. Also
note that there are few works on the inverse mean curvature flow in ambient spaces
which are not warped products, [1, 39, 55, 56]. For completeness, we also mention
that there are some results for inverse flows in the sphere, cf. [6, 7, 26, 48, 51, 68].
This paper aims to fill some gaps in this table, especially in the two bottom rows,
and is organised as follows. Section 2 collects some notation, conventions, basic facts
about curvature functions and the relevant evolution equations. In section 3 we
treat the long-time existence and in section 4 we analyse the asymptotic behaviour
and finish the proof of Theorem 1.3.
2. Preliminaries
2.1. Notation and conventions. In this paper we deal with embedded hypersur-
faces
x : M ↪→ N
of a smooth, closed and orientable manifold Mn into an ambient Riemannian man-
ifold (Nn+1, g¯). All geometric quantities of N will be furnished with an overbar,
e.g. g¯ = (g¯αβ) for the metric, ∇¯ for its Levi-Civita connection etc. In coordinate
expressions, greek indices run from 0 to n. For the quantities induced by the em-
bedding x, we use latin indices running from 1 to n, e.g. for the induced metric
g = (gij) with Levi-Civita connection ∇. For a (k, l) tensor field T on M , its
covariant derivative ∇T is a (k, l + 1) tensor field given by
(∇T )(Y 1, . . . , Y k, X1, . . . , Xl, X)
= (∇XT )(Y 1, . . . , Y k, X1, . . . , Xl)
= X(T (Y 1, . . . , Y k, X1, . . . , Xl))− T (∇XY 1, Y 2, . . . , Y k, X1, . . . , Xl)− . . .
− T (Y 1, . . . , Y k, X1, . . . , Xl−1∇XXl),
the coordinate expression of which is denoted by
∇T =
(
T i1...ikj1...jl;jl+1
)
.
The index appearing after the semicolon indicates the derivative index.
Our convention for the (1, 3)-Riemannian curvature tensor Rm of a connection
∇ is
Rm(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
where X,Y, Z are vector fields and where [X,Y ] is the Lie-bracket
[X,Y ]ϕ = X(Y ϕ)− Y (Xϕ) ∀ϕ ∈ C∞(M).
The purely covariant Riemannian curvature tensor is defined by lowering to the
fourth slot:
Rm(X,Y, Z,W ) = g(Rm(X,Y )Z,W ).
Finally the Ricci curvature is
Rc(X,Y ) = tr (Rm(·, X)Y ) .
For metrics (gij) we always denote its dual by (g
ij), i.e.
δij = g
ikgkj .
The induced geometry of M is governed by the following relations. The second
fundamental form h = (hij) is defined by the Gaussian formula
(2.1) ∇¯XY = ∇XY − h(X,Y )ν,
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where ν is a normal field. The Weingarten endomorphism W = (hij) is defined by
hij = g
kihkj and we have the Weingarten equation
(2.2) ∇¯Xν =W(X).
We also have the Codazzi equation
∇Zh(X,Y )−∇Y h(X,Z) = −Rm(ν,X, Y, Z).
Let us record this equation is coordinates:
(2.3) hij;k − hik;j = −Rm(ν, x;i, x;j , x;k).
The Gauss equation states
(2.4) Rm(W,X, Y, Z) = Rm(W,X, Y, Z) + h(W,Z)h(X,Y )− h(W,Y )h(X,Z)
or in coordinates
Rijkl = Rm(x;i, x;j , x;k, x;l) + hilhjk − hikhjl.
Warped products. Throughout this paper we assume that the ambient manifold
is a warped product of the form
(N, g¯) = (I × S0, g¯),
where I = (R0,∞), (S0, σ) is an n-dimensional compact Riemannian manifold and
(2.5) g¯ = dr2 + ϑ2(r)σ
with ϑ ∈ C∞((R0,∞)). We will need to know how the curvature tensor of g¯ arises
from the curvature tensors of dr2 and σ. The relevant formulae can be found in [54,
Ch. 7, Prop. 42]. We state them here for further use, but adapted to our curvature
convention, which differs from the one in op. cit. We denote by L (R) and L (S0)
the space of all vector field on R resp. S0 lifted to N .
2.1. Lemma. ([54, Ch. 7, Prop. 42]) Let N be given as above. If X,Y, Z ∈ L (R)
and U, V,W ∈ L (S0), then the Riemannian curvature tensor of N is given by
(i) Rm(X,Y )Z = 0,
(ii) Rm(V,X)Y = − ∇¯2ϑ(X,Y )ϑ V = −ϑ
′′
ϑ g¯(X,Y )V,
(iii) Rm(X,Y )V = Rm(V,W )X = 0,
(iv) Rm(X,V )W = −ϑ′′ϑ g¯(V,W )X
(v) Rm(V,W )U = R˜m(V,W )U − ϑ′2ϑ2 (g¯(W,U)V − g¯(V,U)W ),
where R˜m is the lift of the Riemann tensor of the fibre (S0, ϑ2(r)σ) under the
projection pi : N → S0.
It will turn out to be convenient to have a closed coordinate expression for Rm,
which follows easily from checking all of the five cases.
2.2. Lemma. In coordinates the Riemannian curvature tensor of the warped product
(N, g¯) = (I × S0, dr2 + ϑ2(r)σ)
is given by
(2.6) R¯αβγ =
((
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
S¯α′β′γ′δ′ + R˜α′β′γ′δ′
)
Pα
′
α P
β′
β P
γ′
γ P
δ′ − ϑ
′′
ϑ
S¯αβγ ,
where
S¯αβγ = g¯βγδ

α − g¯αγδβ
and
P = id− ∂
∂r
⊗ dr.
Hence we obtain a formula for the derivative of Rm.
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2.3. Lemma. The coordinate functions of the covariant derivative of the (0, 4)-
curvature tensor are given by
(2.7)
R¯αβγδ; = −
(
ϑ′′
ϑ
)′
r;S¯αβγδ +
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)′
r;S¯α′β′γ′δ′P
α′
α P
β′
β P
γ′
γ P
δ′
δ
+ R˜α′β′γ′δ′;P
α′
α P
β′
β P
γ′
γ P
δ′
δ −
ϑ′
ϑ
r;αT¯α′β′γ′δ′P
α′
 P
β′
β P
γ′
γ P
δ′
δ
− ϑ
′
ϑ
r;βT¯α′β′γ′δ′P
α′
α P
β′
 P
γ′
γ P
δ′
δ −
ϑ′
ϑ
r;γ T¯α′β′γ′δ′P
α′
α P
β′
β P
γ′
 P
δ′
δ
− ϑ
′
ϑ
r;δT¯α′β′γ′δ′P
α′
α P
β′
β P
γ′
γ P
δ′
 ,
where
T¯α′β′γ′δ′ =
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
S¯α′β′γ′δ′ + R˜α′β′γ′δ′ .
Proof. Denote by Γ¯γαβ the Christoffel symbols, i.e.
Γ¯γαβ
∂
∂xγ
= ∇¯ ∂
∂xα
∂
∂xβ
and
Γ¯γαβ =
1
2
g¯γδ
(
∂
∂xβ
g¯αδ +
∂
∂xα
g¯βδ − ∂
∂xδ
g¯αβ
)
.
Using the definition of the metric we see
Γ¯0α = −
ϑ′
ϑ
g¯α′β′P
α′
α P
β′
 = −
ϑ′
ϑ
g¯α′P
α′
α , Γ¯
α′
0 =
ϑ′
ϑ
Pα
′

and hence there holds
Pα
′
α; = −rα
′
; rα − r;α
′
r;α = −Γ¯α′0r;α + r;α
′
Γ¯0α
= −ϑ
′
ϑ
Pα
′
 r;α −
ϑ′
ϑ
r;
α′ g¯γ′P
γ′
α .
There holds
T¯α′β′γ′δ′r;
α′PαP
β′
β P
γ′
γ P
δ′
δ = 0
and hence differentiation of (2.6) gives
R¯αβγδ; = −
(
ϑ′′
ϑ
)′
r;S¯αβγδ +
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)′
r;S¯α′β′γ′δ′P
α′
α P
β′
β P
γ′
γ P
δ′
δ
+ R˜α′β′γ′δ′;P
α′
α P
β′
β P
γ′
γ P
δ′
δ −
ϑ′
ϑ
r;αT¯α′β′γ′δ′P
α′
 P
β′
β P
γ′
γ P
δ′
δ
− ϑ
′
ϑ
r;βT¯α′β′γ′δ′P
α′
α P
β′
 P
γ′
γ P
δ′
δ −
ϑ′
ϑ
r;γ T¯α′β′γ′δ′P
α′
α P
β′
β P
γ′
 P
δ′
δ
− ϑ
′
ϑ
r;δT¯α′β′γ′δ′P
α′
α P
β′
β P
γ′
γ P
δ′
 ,
which is the claimed formula. 
We will later have to deal with the R˜α′β′γ′δ′;-term in (2.7).
2.4. Lemma. For every r0 > R0 there exists a constant c such that
‖∇¯R˜m‖ ≤ c ϑ
′
ϑ3
.
Proof. We define a g¯-orthonormal frame (e˜α)0≤α≤n as follows:
e0 = e˜0 = ∂r
and, given a σ-orthonormal frame (ei)1≤i≤n on S0 we put
e˜i = ϑ
−1ei.
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Then clearly
g¯(e˜α, e˜β) = δαβ , 0 ≤ α, β ≤ n.
To prove the lemma, it suffices to estimate the components of ∇¯R˜m accordingly
with respect to this frame. There holds
(2.8)
∇¯e˜R˜m(e˜α, e˜β , e˜γ , e˜δ) = e˜
(
R˜m(e˜α, e˜β , e˜γ , e˜δ)
)
− R˜m(∇¯e˜ e˜α, e˜β , e˜γ , e˜δ)
− R˜m(e˜α, ∇¯e˜ e˜β , e˜γ , e˜δ)− R˜m(e˜α, e˜β , ∇¯e˜ e˜γ , e˜δ)
− R˜m(e˜α, e˜β , e˜γ , ∇¯e˜ e˜δ).
There holds
R˜m(e˜α, e˜β , e˜γ , e˜δ) = ϑ
−2R̂m(pi∗eα, pi∗eβ , pi∗eγ , pi∗eδ),
where R̂m is the Riemann tensor of σ. Hence
(2.9) e˜
(
R˜m(e˜α, e˜β , e˜γ , e˜δ)
)
=
{− 2ϑ′ϑ3 R̂m(pi∗eα, pi∗eβ , pi∗eγ , pi∗eδ),  = 0
ϑ−3e
(
R̂m(pi∗eα, pi∗eβ , pi∗eγ , pi∗eδ)
)
,  6= 0.
From [54, Ch. 7, Prop. 35] we obtain
(2.10) pi∗∇¯e˜ e˜α =

ϑ′
ϑ pi∗e˜α,  = 0
∇ˆe˜ e˜α,  6= 0, α 6= 0
ϑ′
ϑ e˜,  6= 0, α = 0,
where ∇ˆ is the Levi-Civita connection of σ. In case  6= 0, α 6= 0 we have
∇ˆe˜ e˜α = ϑ−1∇ˆe(ϑ−1eα) = ϑ−2∇ˆeeα
and
R˜m(∇¯e˜ e˜α, e˜β , e˜γ , e˜δ) = ϑ−3R̂m(∇ˆeeα, eβ , eγ , eδ).
Using (2.9) and (2.10) in (2.8) in any of the cases, we obtain the desired estimate,
since ϑ′ ≥ cr0 > 0 on every interval [r0,∞), giving the estimate
ϑ−3 ≤ c ϑ
′
ϑ3
.

2.5. Remark. For example, if σ is the round metric on S0 = Sn, then
R˜αβγδ =
1
ϑ2
S¯α′β′γ′δ′P
α′
α P
β′
β P
γ′
γ P
δ′
δ .
Graphs in warped products. The hypersurfaces
x : M ↪→ N
we deal with in this paper will all be graphs over S0,
x(M) = {(u(y), y) : y ∈ S0} = {(u(y(ξ)), y(ξ)) : ξ ∈M},
where
u : S0 → (R0,∞)
is smooth. Along M we will always use the outward pointing normal
ν = v−1(1,−ϑ−2σiku;k),
where
v2 = 1 + ϑ−2σiju;iu;j ,
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and use this normal in the Gaussian formula (2.1). The support function of M is
defined by
(2.11) s = g¯(ϑ∂r, ν) =
ϑ
v
.
There is a relation between the second fundamental form and the graph function
on the hypersurface. Let
h¯ = ϑ′ϑσ,
then there holds
v−1hij = −u;ij + h¯ij ,
cf. [23, equ. (1.5.10)]. The induced metric is given by
gij = u;iu;j + ϑ
2σij
and hence
(2.12) v−1hij = −u;ij + ϑ
′
ϑ
gij − ϑ
′
ϑ
u;iu;j .
In order to deduce the gradient estimates, it has proven to be useful to consider
the function
ϕ : S0 → R
(2.13) ϕ(y) =
ˆ u(y)
inf u0
1
ϑ(s)
ds.
There holds
(2.14) hji =
ϑ′
ϑv
δji −
1
ϑv
g˜jkϕ:ki,
where
g˜ij = σij − ϕ
i
: ϕ
j
:
v2
and the covariant derivative and index raising is performed with respect to σ, cf.
[24, equ. (3.26)]. We will use ∇ˆ to denote the covariant derivative on S0 throughout
this paper.
2.2. Curvature functions. Let Γ ⊂ Rn be an open and symmetric cone. In
Assumption 1.1 the symmetric function f ∈ C∞(Γ) is supposed to be evaluated at
the principal curvatures of the flow hypersurfaces. This gives rise to an associated
curvature function F , acting on diagonalisable endomorphisms A of an arbitrary
real vector space V via
F (A) = f(EV(A)),
where EV(A) is the unordered n-tuple of eigenvalues of A.
However, when using this definition, F is not defined on the whole space of endo-
morphisms, but only on the diagonalisable operators. Hence it appears reasonable
to view F as defined on bilinear forms,
Fˆ (g, h) := F
(
1
2
gik(hkj + hjk)
)
for all positive definite g = (gij) and all bilinear forms h = (hij) ∈ T 0,2p M . Then
Fˆ ij =
∂F
∂hij
is a (2, 0)-tensor and we also write
Fˆ ij,kl =
∂F
∂hij∂hkl
.
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Furthermore, if F = F (κi) is strictly monotone, then Fˆ
ij is strictly elliptic. If F is
concave, then
Fˆ ij,klηijηkl ≤ 0
for all symmetric (ηij). We refer to [4], [23, Ch. 2] and [61] for more details on
curvature functions.
Furthermore we will abuse notation and also write F for Fˆ , since no confusion
will be possible. E.g., when writing F ij , we can only mean Fˆ ij , since there are two
contravariant indices.
We will also use the special curvature functions Hk, associated to the k-th nor-
malised elementary symmetric polynomial σk defined on Γk, the connected compo-
nent of {σk > 0} which contains the point (1, . . . , 1).
2.3. Evolution equations. The following evolution equations for (1.1) are well
known and can be found in several places, for example in [23, Sec. 2.3, Sec. 2.4].
Note that, compared to this reference, we use a different convention on the Riemann
tensor.
2.6. Lemma. Denote F = −F−p. Along (1.1) there hold:
(i) The induced metric g satisfies
g˙ = −2Fh.
(ii) The normal vector field satisfies
∇¯
dt
ν = gradF ,
where ∇¯dt is the covariant time derivative along the curve x(·, ξ) for fixed ξ ∈
M .
(iii) The second fundamental form satisfies
(2.15) h˙ij = F;ij −Fhikhkj + FRm(x;i, ν, ν, x;j).
(iv) The flow speed F satisfies
(2.16) F˙ − F ijF;ij = F ijhikhkjF + F ijRm(x;i, ν, ν, x;j)F .
2.7. Lemma. Under the flow (1.1) with F = −F−p the second fundamental form
evolves by
h˙ij −Fklhij;kl = Fkl,rshkl;ihrs;j + Fklhrkhrl hij − (Fklhkl −F)hirhrj
+ FklR¯αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
im + xα;lx
β
;rx
γ
;kx
δ
;mh
m
j g
ri
)
+ 2FklR¯αβγδxα;rxβ;mxγ;kxδ;jhml gri −FklhklR¯αβγδxα;rνβνγxδ;jgri
+ FR¯αβγδxα;rνβνγxδjgri + FklR¯αβγδxα;kνβνγxδ;lhij
+ FklR¯αβγδ;ναxβ;kxγ;rxδ;lx;jgri + FklR¯αβγδ;ναxβ;rxγ;jxδ;kx;lgri.
Proof. Basically this is [23, Lemma 2.4.1]. For convenience we deduce it again,
since the proof in that reference is a little rough and we use another convention for
the Riemann tensor. There hold
F;i = Fklhkl;i
and
F;ij = Fkl,rshkl;ihrs;j + Fklhkl;ij .
We differentiate the Codazzi equation (2.3) to replace the second term on the
right hand side. First we differentiate the Codazzi equation with respect to ∂j , then
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use the Ricci identities and then differentiate the Codazzi equation with respect to
∂l. We also use the Weingarten equation (2.2) and the Gauss equation (2.4).
hkl;ij = hki;lj −
(
R¯αβγδν
αxβ;kx
γ
;lx
δ
;i
)
;j
= hki;jl +Rljk
ahai +Rlji
ahka −
(
R¯αβγδν
αxβ;kx
γ
;lx
δ
;i
)
;j
= Rljk
ahai +Rlji
ahka −
(
R¯αβγδν
αxβ;kx
γ
;lx
δ
;i
)
;j
+ hij;kl −
(
R¯αβγδν
αxβ;ix
γ
;kx
δ
;j
)
;l
= hij;kl + (hlahjk − hlkhja + R¯αβγδxα;lxβ;jxγ;kxδ;a)hai
+ (hlahji − hlihja + R¯αβγδxα;lxβ;jxγ;ixδ;a)hak
− R¯αβγδ;ναxβ;kxγ;lxδ;ix;j − R¯αβγδxα;mxβ;kxγ;lxδ;ihmj + R¯αβγδναxβ;kνγxδ;ihlj
+ R¯αβγδν
αxβ;kx
γ
;lν
δhij − R¯αβγδ;ναxβ;ixγ;kxδ;jx;l − R¯αβγδxα;mxβ;ixγ;kxδ;jhml
+ hklR¯αβγδν
αxβ;iν
γxδ;j + R¯αβγδν
αxβ;ix
γ
;kν
δhjl.
Recall that h satisfies (2.15):
h˙ij = F;ij −Fhikhkj + FR¯αβγδxαi νβνγxδj
and hence
h˙ij −Fklhij;kl = Fkl,rshkl;ihrs;j −Fklhklhrihrj + Fklhrkhrl hij
+ FklR¯αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
m
i + x
α
;lx
β
;ix
γ
;kx
δ
;mh
m
j
)
+ FklhklR¯αβγδναxβ;iνγxδ;j + FklR¯αβγδναxβ;kxγ;lνδhij
+ 2FklR¯αβγδxα;ixβ;mxγ;kxδ;jhml −FklR¯αβγδ;ναxβ;kxγ;lxδ;ix;j
−FklR¯αβγδ;ναxβ;ixγ;kxδ;jx;l −Fhikhkj + FR¯αβγδxαi νβνγxδj .
The result follows after reverting to the mixed representation. 
Graphical hypersurfaces. Given the flow (1.1) of graphs
Mt = {(u(t, y(t, ξ)), y(t, ξ)) : ξ ∈M}
in a warped product with metric of the form (2.5), we first of all deduce from (2.12)
that
(2.17) u˙−F iju;ij = p+ 1
F p
v−1 − ϑ
′
ϑ
p
F p+1
F ijgij +
ϑ′
ϑ
p
F p+1
F iju;iu;j .
Now we deduce the evolution of the quantity
w =
1
ϑ2(u)
|du|2σ = |dϕ|2σ,
where ϕ was defined in (2.13). The function ϕ is better suited to these estimates
than u itself, since the representation of the second fundamental form is simpler
and so the differentiation of the speed F is easier to perform. This trick was also
used in [22], [65] and in subsequent treatments of graphical expanding flows. Note
that ϕ satisfies
(2.18) ∂tϕ = −Fs−1,
where s is the support function defined in (2.11). In the next lemma we derive the
evolution equation for w. We simplify notation: Putting lower indices to a function
means covariant differentiation with respect to σ.
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2.8. Lemma. Under the flow (2.18) in a warped product of the form (2.5) the
gradient function
|∇ˆϕ|2σ = ϕiϕi
satisfies (
d
dt
− 1
ϑ2
Fkl g˜lr∇ˆkr
)
|∇ˆϕ|2
= 2F si
s2
ϕi − 2Fkl hlk
si
s2
ϕi + 4ϑ′Fkl hlks−1|∇ˆϕ|2 − 2
ϑ′′
ϑ
Fkk |∇ˆϕ|2
− 1
2v2ϑ2
Fkl σlm|∇ˆϕ|2m|∇ˆϕ|2k −
1
v2ϑ2
Fkl ϕl|∇ˆϕ|2rϕrk
+
1
v4ϑ2
Fkl ϕl|∇ˆϕ|2k|∇ˆϕ|2iϕi −
2
ϑ2
Fkl g˜lrϕirϕik −
2
ϑ2
Fkl g˜lrRˆikrmϕiϕm.
Proof. From (2.18) we get
d
dt
|∇ˆϕ|2 = 2ϕ˙iϕi = 2
s2
Fsiϕi − 2Fkl ∇ˆihlkϕis−1.
Due to (2.14) there holds
∇ˆihlk = −
viϑ+ vϑ
′ϑϕi
v2ϑ2
(
ϑ′δlk − g˜lrϕrk
)
+
1
vϑ
(
ϑ′′ϑϕiδlk − ∇ˆig˜lrϕrk − g˜lrϕrki
)
= −vi
v
hlk − ϑ′ϕihlk +
ϑ′′
v
δlkϕi +
ϕliϕ
r + ϕlϕri
v3ϑ
ϕrk − 2
v4ϑ
viϕ
lϕrϕrk
− 1
vϑ
g˜lrϕrki
=
si
s
hlk − 2ϑ′ϕihlk +
ϑ′′
v
δlkϕi +
ϕliϕ
r + ϕlϕri
v3ϑ
ϕrk
− 1
v5ϑ
|∇ˆϕ|2iϕlϕrϕrk −
1
vϑ
g˜lrϕrik +
1
vϑ
g˜lrRˆmikrϕm,
where we used the definition of the Riemann tensor of σ. Using
|∇ˆϕ|2rk = 2ϕirkϕi + 2ϕirϕik,
we combine these two equalities to get(
d
dt
− 1
ϑ2
Fkl g˜lr∇ˆkr
)
|∇ˆϕ|2
= 2F si
s2
ϕi − 2Fkl hlk
si
s2
ϕi + 4ϑ′Fkl hlks−1|∇ˆϕ|2 − 2
ϑ′′
ϑ
F kk |∇ˆϕ|2
− 2
v2ϑ2
Fkl (ϕliϕr + ϕlϕri )ϕiϕrk +
2
v4ϑ2
Fkl ϕlϕrϕrk|∇ˆϕ|2iϕi
− 2
ϑ2
Fkl g˜lrϕirϕik −
2
ϑ2
Fkl g˜lrRˆmikrϕiϕm
and hence the result. 
The support function satisfies the following evolution.
2.9. Lemma. Along (1.1) in a warped product with metric (2.5), the support func-
tion
s = ϑ(u)g¯(∂r, ν)
satisfies
(2.19) s˙−F ijs;ij = F ijhikhkj s− ϑ′
p− 1
F p
+ g¯(ϑ∂r,∇F)−F ij(g¯(ϑ∂r, x;khki;j)).
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Proof. The vector field ϑ∂r is conformal,
∇¯X¯(ϑ∂r) = ϑ′X¯ ∀X¯ ∈ T 1,0(N).
Hence
s˙ = g¯(ϑ′x˙, ν) + g¯(ϑ∂r, ∇¯x˙ν) = −ϑ′F + g¯(ϑ∂r,∇F),
(2.20) Xs = g¯(ϑ∂r,W(X))
and
∇2s(X,Y ) = Y (Xs)− (∇YX)s
= ϑ′h(X,Y )− h(X,W(Y ))s+ g¯(ϑ∂r,∇YW(X)).
The result follows from combining these equalities. 
We will also make use of the evolution of ϕ˙. This method was used in [5,
Prop. 3.4] and [60, Lemma 3.5].
2.10. Lemma. Under the flow (2.18) in a warped product of the form (2.5) the
speed ϕ˙ satisfies
(2.21) ∂tϕ˙− ∂ϕ˙
∂ϕij
ϕ˙ij − ∂ϕ˙
∂ϕi
ϕ˙i =
ϑ′
ϑ
vF ijhji ϕ˙−
ϑ′′
ϑ
Fkk ϕ˙+
ϑ′
ϑ
vF ϕ˙.
Proof. Differentiating
ϕ˙ = −Fs−1
gives
∂tϕ˙− ∂ϕ˙
∂ϕij
ϕ˙ij − ∂ϕ˙
∂ϕi
ϕ˙i =
∂ϕ˙
∂ϕ
ϕ˙
= −F ji
hij
∂ϕ
s−1ϕ˙+ s−1Fϑ′ϕ˙.
From (2.14) we get
∂hij
∂ϕ
= − ϑ
′
vϑ
(
ϑ′δij − g˜ikϕkj
)
+
ϑ′′
v
δij
and inserting this gives the result. 
3. Long-time existence
3.1. Barriers.
3.1. Lemma. Let ϑ ∈ C2((R0,∞)) with ϑ′ > 0 and ϑ′′ ≥ 0, r0 > R0 and 0 < p ≤ 1.
Let r(t, r0) be the unique solution of the initial value problem
r˙ =
ϑp(r)
npϑ′p(r)
(3.1)
r(0) = r0.
Then r is defined for all times and
r(t, r0)→∞, t→∞.
Consequently, for x0 as in Theorem 1.3 with associated graph function u0, we have
inf
M
u(t, ·)→∞, t→∞,
provided the flow (1.2) exists for all times.
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Proof. Due to (3.1) we have
r˙ ≤ 1 + ϑ(r)
ϑ′(r)
,
where the right hand side grows at most linearly in r due to ϑ′′ ≥ 0. Hence
r is defined for all times. Suppose r does not converge to infinity. Due to its
monotonicity it converges to some r1 <∞. From
ϑ
ϑ′
(r) > 0 ∀r ∈ [r0, r1]
we obtain r˙ ≥ c > 0 and reach a contradiction. The second claim follows from the
maximum principle which gives
r(t, inf u0) ≤ u(t, ·) ≤ r(t, supu0).

3.2. Gradient estimates. Let us first prove some rough gradient estimates which
will suffice to get the long-time existence. In the a priori estimates that appear in
the rest of the paper, generic constants will be allowed to depend on the data of
the problem, namely N, p,M0 unless otherwise stated.
First we need a bound on F from below:
3.2. Lemma. Under the assumptions of Theorem 1.3 (i), along (1.1) the spatial
maxima of the quantity
ϕ˙ =
1
F p
v
ϑ
are non-increasing.
Proof. According to (2.21) we have
∂tϕ˙− ∂ϕ˙
∂ϕij
ϕ˙ij − ∂ϕ˙
∂ϕi
ϕ˙i =
(p− 1)ϑ′
ϑF p
vϕ˙− ϑ
′′p
ϑF p+1
F ii ϕ˙ ≤ 0.
The result follows from the maximum principle. 
Now we prove some very general gradient estimates for inverse curvature flows
in warped products. We use the notation from Lemma 2.8.
3.3. Lemma. Under the assumptions of Theorem 1.3 (i), along (1.1) the function
|∇ˆϕ|2 is bounded on every finite time interval. Furthermore, under the assumptions
of Theorem 1.3 (ii), there exists a positive constant γ, such that the spatial maxima
of
zˆ = |∇ˆϕ|2ϑγ
are non-increasing, provided p < 1, and such that the spatial maxima of
z˜ = |∇ˆϕ|2ϑ′γ
are non-increasing, regardless the value of 0 < p ≤ 1.
Proof. We want to calculate the evolution equations of zˆ and z˜. Hence we need one
for u, which makes use of the parabolic operator with respect to the metric σ. Note
that in (2.17) we use covariant derivatives of the metric induced by u, hence we
need to rewrite this. The covariant derivatives with respect to σ and g are related
by
∇ˆ2u = v2∇2u+ ϑ
′
ϑ
(
2du⊗ du− ϑ2(v2 − 1)σ)
= −vh+ v2ϑ
′
ϑ
g − v2ϑ
′
ϑ
du⊗ du+ 2ϑ
′
ϑ
du⊗ du− ϑ′ϑ(v2 − 1)σ,
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cf. [60, equ. (71)] and (2.12). We obtain
(
∂t − 1
ϑ2
p
F p+1
F kl g˜
lr∇ˆ2kr
)
u =
v
F p
+
pv
F p
− p
F p+1
ϑ′
ϑ
F kk v
2
+
p
F p+1
ϑ′
ϑ
F kru;ku;rv
2 − 2p
F p+1
ϑ′
ϑ
F kru;ku;r
+
p
F p+1
ϑ′
ϑ
F kr(gkr − u;ku;r)(v2 − 1)
=
p+ 1
F p
v − p
F p+1
ϑ′
ϑ
F kk −
p
F p+1
ϑ′
ϑ
F kru;ku;r.
Now we use
si
s
= ϑ′ϕi − vi
v
= ϑ′ϕi − 1
2
|∇ˆϕ|2i
v2
to deduce from Lemma 2.8:
(
∂t − 1
ϑ2
p
F p+1
F kl g˜
lr∇ˆkr
)
|∇ˆϕ|2
= − 2
F p
ϑ′
ϑ
v|∇ˆϕ|2 + 1
ϑvF p
|∇ˆϕ|2iϕi −
2p
F p
ϑ′
ϑ
v|∇ˆϕ|2 + p
ϑvF p
|∇ˆϕ|2iϕi
+
4p
F p
ϑ′
ϑ
v|∇ˆϕ|2 − 2p
F p+1
ϑ′′
ϑ
F kk |∇ˆϕ|2 −
1
2v2ϑ2
p
F p+1
F kl σ
lm|∇ˆϕ|2m|∇ˆϕ|2k
− 1
v2ϑ2
p
F p+1
F kl ϕ
l|∇ˆϕ|2rϕrk +
1
v4ϑ2
p
F p+1
F kl ϕ
l|∇ˆϕ|2k|∇ˆϕ|2iϕi
− 2
ϑ2
p
F p+1
F kl g˜
lrϕirϕ
i
k −
2
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm
=
2(p− 1)
F p
ϑ′
ϑ
v|∇ˆϕ|2 − 2p
F p+1
ϑ′′
ϑ
F kk |∇ˆϕ|2 −
2
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm
+
p+ 1
F p
1
vϑ
|∇ˆϕ|2iϕi −
2p
F p+1
1
ϑ2
F kl g˜
lrϕirϕ
i
k −
1
2v2ϑ2
p
F p+1
F kl σ
lm|∇ˆϕ|2k|∇ˆϕ|2m
+
1
v4ϑ2
p
F p+1
F kl ϕ
l|∇ˆϕ|2k|∇ˆϕ|2iϕi −
1
v2ϑ2
p
F p+1
F kl ϕ
l|∇ˆϕ|2rϕrk.
Now first generally put
z = f(u)|∇ˆϕ|2.
With the help of the previous calculations we get at a maximal point of z, where
|∇ˆϕ|2i = −
f ′
f
ϑ|∇ˆϕ|2ϕi,
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(3.2)
Lz ≡
(
∂t − 1
ϑ2
p
F p+1
F kl g˜
lr∇ˆkr
)
z
= fL|∇ˆϕ|2 + z f
′
f
Lu− f
′′
f
p
ϑ2F p+1
F kl g˜
lrukurz − 2p
ϑ2F p+1
F kl g˜
lr|∇ˆϕ|2kfr
=
2(p− 1)
F p
ϑ′
ϑ
vz − 2p
F p+1
ϑ′′
ϑ
F kk z −
2f
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm
−p+ 1
F p
f ′
f
1
v
|∇ˆϕ|2z − 2p
F p+1
1
ϑ2
F kl g˜
lrϕirϕ
i
kf
− 1
2v2
f ′2
f2
p
F p+1
F kl ϕ
lϕk|∇ˆϕ|2z + 1
v4
f ′2
f2
p
F p+1
F kl ϕ
lϕk|∇ˆϕ|4z
− 1
2v2
f ′2
f2
p
F p+1
F kl ϕ
lϕk|∇ˆϕ|2z + p+ 1
F p
f ′
f
vz − p
F p+1
f ′
f
ϑ′
ϑ
F kk z
− p
F p+1
f ′
f
ϑ′
ϑ
F kru;ku;rz +
2p
F p+1
f ′2
f2
F kl g˜
lrϕkϕrz − p
F p+1
f ′′
f
F krukurz
=
2(p− 1)
F p
ϑ′
ϑ
vz − 2p
F p+1
ϑ′′
ϑ
F kk z −
2f
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm
+
p+ 1
F p
f ′
f
1
v
z − 2p
F p+1
1
ϑ2
F kl g˜
lrϕirϕ
i
kf −
f ′2
f2
p
F p+1
F kl ϕ
lϕk
|∇ˆϕ|2
v4
z
− p
F p+1
f ′
f
ϑ′
ϑ
F kk z +
p
F p+1
F krukurz
(
2
f ′2
f2
− f
′′
f
− f
′
f
ϑ′
ϑ
)
.
In order to prove the first claim under the assumptions of Theorem 1.3 (i), we first
put f = 1 and obtain at critical points of z:
(3.3)
Lz = 2(p− 1)
F p
ϑ′
ϑ
vz − 2p
F p+1
ϑ′′
ϑ
F kk z −
2
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm
− 2p
F p+1
1
ϑ2
F kl g˜
lrϕirϕ
i
k.
According to Theorem 1.3 (i), we have to distinguish two cases. In case (a), when
σ has non-negative sectional curvature, each term on the right hand side of (3.3) is
non-positive and z is bounded. In case (b), when
F = n
Hk+1
Hk
,
we pick coordinates such that F kl and g˜
lr are diagonal, use Lemma 3.2 and F kk ≤ c,
cf. [49, Lemma 2.7], to estimate
∣∣∣∣ 2ϑ2 pF p+1F kl g˜lrRˆmikrϕiϕm
∣∣∣∣ ≤ c|∇ˆϕ|2 = cz,
where c depends on the initial data and a bound on the Riemann tensor R̂m of
σ. Hence in this case there holds Lz ≤ cz and on finite time intervals we obtain a
bound on z. This completes the proof of the first statement.
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Now we focus on the two further statements, for which we may use the assump-
tions in Theorem 1.3 (ii). Putting f(u) = ϑγ(u) in (3.2) with p < 11, we obtain
Lzˆ ≤ 2(p− 1)
F p
ϑ′
ϑ
zˆ − 2p
F p+1
ϑ′′
ϑ
F kk zˆ +
p+ 1
F p
γ
ϑ′
ϑ
1
v
zˆ − pγ
F p+1
ϑ′2
ϑ2
F kk zˆ
+
p
F p+1
F krukur zˆ
(
2γ2
ϑ′2
ϑ2
− γ(γ − 1)ϑ
′2
ϑ2
− γ ϑ
′′
ϑ
− γ ϑ
′2
ϑ2
)
≤ 2(p− 1)
F p
ϑ′
ϑ
zˆ − 2p
F p+1
ϑ′′
ϑ
F kk zˆ +
p+ 1
F p
γ
ϑ′
ϑ
1
v
zˆ − pγ
F p+1
ϑ′2
ϑ2
F kk zˆ
+
p
F p+1
F krukur zˆ
(
γ2
ϑ′2
ϑ2
− γ ϑ
′′
ϑ
)
.
Since
F krukur ≤ cF kk giju;iu;j ≤ cF kk ,
we obtain Lzˆ ≤ 0 if γ > 0 is small enough. This proves the claim about zˆ. If
p = 1, the same is true with γ = 0, i.e. |∇ˆϕ| is uniformly bounded in time under
the non-negative sectional curvature assumption.
To prove the statement about z˜, we first note that due to (2.14) we have
F = F kl h
l
k =
ϑ′
vϑ
F kk −
1
vϑ
F kl g˜
lrϕrk
and hence
p+ 1
F p
f ′
f
1
v
z − 2p
F p+1
1
ϑ2
F kl g˜
lrϕirϕ
i
kf
=
p+ 1
F p+1
f ′
f
ϑ′
ϑ
1
v2
F kk z −
p
F p+1
p+ 1
p
f ′
f
1
v2ϑ
F kl g˜
lrϕrkz − 2p
F p+1
1
ϑ2
F kl g˜
lrϕirϕ
i
kf
=
p+ 1
F p+1
f ′
f
ϑ′
ϑ
1
v2
F kk z +
p
F p+1
(p+ 1)2
8p
f ′2
f2
|∇ˆϕ|2
v4
F kl g˜
lrσrkz
− p
F p+1
f
2
F kl g˜
lr
(
p+ 1
2p
f ′
f2
1
v2
zσir +
2
ϑ
ϕir
)(
p+ 1
2p
f ′
f2
1
v2
zδik +
2
ϑ
ϕik
)
.
Hence at a maximal point of z we get for f = ϑ′γ
(3.4)
Lz˜ ≤ − 2p
F p+1
(
ϑ′′
ϑ
+
1
2
f ′
f
ϑ′
ϑ
− (p+ 1)
2
16p
f ′2
f2
|∇ˆϕ|2 − p+ 1
2p
f ′
f
ϑ′
ϑ
)
F kk z˜
+
2(p− 1)
F p
ϑ′
ϑ
vz˜ − 2f
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm
+
p
F p+1
F krukur z˜
(
2
f ′2
f2
− f
′′
f
− f
′
f
ϑ′
ϑ
)
= − 2p
F p+1
(
ϑ′′
ϑ
+
γ
2
ϑ′′
ϑ
− (p+ 1)
2γ2
16p
ϑ′′2
ϑ′2
|∇ˆϕ|2 − γ(p+ 1)
2p
ϑ′′
ϑ
)
F kk z˜
+
2(p− 1)
F p
ϑ′
ϑ
vz˜ − 2f
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm
+
p
F p+1
F krukur z˜
(
γ2
ϑ′′2
ϑ′2
+ γ
ϑ′′2
ϑ′2
− γ ϑ
′′′
ϑ′
− γ ϑ
′′
ϑ
)
.
The middle line is non-positive. Due to Assumption 1.2, we can estimate
ϑ′′2
ϑ′2
+
ϑ′′′
ϑ′
≤ cϑ
′′
ϑ
1i.e. we are only allowed to use the non-negative sectional curvature and Assumption 1.2 from
the assumptions in Theorem 1.3 (ii). However, for this statement we only need the non-negative
sectional curvature.
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and hence all terms which are controlled by γϑ′′ can be absorbed into the good
term
− 2p
F p+1
ϑ′′
ϑ
F kk z˜
in the first line. Hence Lz˜ ≤ 0, if 0 < γ is small enough. 
3.3. Curvature estimates. We prove that along (1.1) all principal curvatures are
bounded as long as the flow remains in a compact subset of N . Due to all previous
a priori estimates this will imply uniform C2 estimates on each finite time interval,
as well as a uniformly elliptic operator F−(p+1)F ij . Hence the regularity estimates
by Krylov and Safonov apply to get C2,α estimates. With the linear Schauder
estimates we obtain uniform C∞-bounds on each finite interval. We may extend
the solution beyond any finite T , completing the proof of item (i) of Theorem 1.3.
3.4. Proposition. Under the assumptions of Theorem 1.3 (i), on every finite in-
terval [0, T ] there exists a compact set Λ ⊂ Γ such that along the flow (1.1) the
principal curvatures κi satisfy
(κi) ∈ Λ ∀0 ≤ t ≤ T.
Proof. In this proof the generic constant c is allowed to depend on T . We proceed
similarly as in [24, 62]. First we simplify the evolution of the second fundamental
form, cf. Lemma 2.7. We have the following estimate in normal coordinates:
h˙nn −Fklhnn;kl ≤ Fkl,rshkl;nhrs;n +
p
F p+1
F klhrkh
r
l h
n
n −
p+ 1
F p
(hnn)
2
+
c
F p+1
F ijgij(h
n
n + 1) +
c
F p
.
According to (2.19) the support function, which is bounded from below due to the
gradient estimates Lemma 3.3, satisfies
(3.5)
s˙−Fkls;kl = p
F p+1
F klhrkh
r
l s−
(p− 1)ϑ′
F p
+
pϑ
F p+1
F klu;
mRm(ν, x;k, x;m, x;l).
Due to a well known trick, e.g. see the proof of [24, Lemma 4.4], it suffices to bound
the evolution equation of the function
w = log hnn + f(s) + αu,
α to be determined, at a maximal point of w in which normal coordinates are given,
gij = δij , hij = κiδij , κ1 ≤ · · · ≤ κn.
For small β > 0 set
f(s) = − log(s− β).
Also using (2.17), we see that w satisfies
(3.6)
w˙−Fklw;kl ≤ p
F p+1
F klhrkh
r
l (1 + f
′s)− p+ 1
F p
hnn
+
c
F p+1
F kk (1 + (h
n
n)
−1) +
c
F p
(1 + (hnn)
−1 + α)
+
p
F p+1
F kl,rshkl;nhrs;
n(hnn)
−1 +
p
F p+1
F ij(log hnn);i(log h
n
n);j
− f ′′ p
F p+1
F ijs;is;j − αϑ
′
ϑ
p
F p+1
F ij(gij − u;iu;j).
We employ a trick already used in [19]. Due to the concavity of F there holds
Fnn ≤ · · · ≤ F 11 and F kl,rsηklηrs ≤ 2
κn − κ1
n∑
k=1
(Fnn − F kk)η2nk
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for all symmetric (ηij). It is possible to exploit this term in order to estimate (3.6).
Case 1: κ1 < −1κn, 0 < 1 < 12 . There hold
F ijhikh
k
j ≥ F 11κ21 ≥
1
n
F ijgijκ
2
1 ≥
1
n
F ijgij
2
1κ
2
n,
p
F p+1
F ij(log hnn);i(log h
n
n);j = f
′2 p
F p+1
F ijs;is;j + f
′ 2αp
F p+1
F ijs;iu;j
+
α2p
F p+1
F iju;iu;j ,
due to ∇w = 0. Using (2.20), if κn is large, (3.6) with any α becomes
0 ≤ p
nF p+1
F ijgij
(
21κ
2
n(1 + f
′s) + c+ cα|f ′|κn + cα2
)
+
p+ 1
F p
(c+ cα− κn)− p
F p+1
F ijs;is;j(f
′′ − f ′2)
< 0
and hence w is bounded in this case, due to 1 + f ′s ≤ c < 0 and f ′′ = f ′2.
Case 2: κ1 ≥ −1κn. Then
2
κn − κ1
n∑
k=1
(Fnn − F kk)(hnk;n)2(hnn)−1
≤ 2
1 + 1
n∑
k=1
(Fnn − F kk)(hnk;n)2(hnn)−2
≤ 2
1 + 1
n∑
k=1
(Fnn − F kk)(hnn;k)2(hnn)−2 + c(1)
n∑
k=1
(F kk − Fnn)κ−2n
+
4
1 + 1
n∑
k=1
(Fnn − F kk)hnn;kR¯αβγδνaxβ;nxγ;nxδ;k(hnn)−2
≤ 2
1 + 21
n∑
k=1
(Fnn − F kk)(hnn;k)2(hnn)−2 + c(1)
n∑
k=1
(F kk − Fnn)κ−2n ,
where we used the Codazzi equation (2.3) and Cauchy-Bunjakowski-Schwarz. We
deduce further:
F ij(log hnn);i(log h
n
n);j +
2
κn − κ1
n∑
k=1
(Fnn − F kk)(hnk;n)2(hnn)−1
≤ 2
1 + 21
n∑
k=1
Fnn(log hnn)
2
;k −
1− 21
1 + 21
n∑
k=1
F kk(log hnn)
2
;k + c(1)F
ijgijκ
−2
n
≤
n∑
k=1
Fnn(log hnn)
2
;k + c(1)F
ijgijκ
−2
n
= c(1)F
ijgijκ
−2
n + f
′2Fnn‖∇s‖2 + 2αf ′Fnn 〈∇s,∇u〉+ α2Fnn‖∇u‖2.
Hence we can estimate (3.6), using F ij g¯ij ≥ c0F ijgij ,
0 ≤ p
F p+1
Fnn
(
κ2n(1 + f
′s) + αcκn + cα2
)
+
p+ 1
F p
(c+ α− κn)
+
p
F p+1
F ijgij
(
c(1)
κ2n
+ c− c0αϑ
′
ϑ
)
+
p
F p+1
(
f ′2Fnn‖∇s‖2 − f ′′F ijs;is;j
)
.
Due to the barrier estimates, on every finite interval [0, T ] there holds ϑ ≤ c(T ).
Picking α large enough, we see that κn is bounded on [0, T ] and the proof is com-
plete. 
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4. Asymptotics
4.1. Global bounds. In order to study the long-time behaviour of (1.1), we need
to investigate the evolution of the second fundamental form in greater detail. There-
fore we need a more detailed version of its evolution equation.
4.1. Lemma. Along (1.1) the Weingarten operator evolves according to
h˙ij −
p
F p+1
F klhij;kl
= − p(p+ 1)
F p+2
F;jF;
i +
p
F p+1
F kl,rshkl;jhrs;
i +
p
F p+1
F klhrkh
r
l h
i
j −
p+ 1
F p
hirh
r
j
+
ϑ′2
ϑ2
p
F p+1
F kk h
i
j −
ϑ′2
ϑ2
p− 1
F p
δij −
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
v−2
p
F p+1
F kk h
i
j
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
v−2
p+ 1
F p
δij +
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F kl
(
u;ku;lh
i
j − 2hml u;mu;kδij
)
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
1− p
F p
u;ju;
i +
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F kk
(
himu;
mu;j + h
m
j u;mu;
i
)
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
(
F ilu;m(h
m
l u;j − hmj u;l) + F kl hlju;iu;k − F ljhimu;lu;m
)
+
p
F p+1
F kl
(
R˜m(x;l, x;j , x;k, x;m)h
im + R˜m(x;l, x;r, x;k, x;m)h
m
j g
ri
)
+
2p
F p+1
F klR˜m(x;r, x;m, x;k, x;j)h
m
l g
ri − p+ 1
F p
R˜m(x;r, ν, ν, x;j)g
ri
+
p
F p+1
F klR˜m(x;k, ν, ν, x;l)h
i
j
+
p
F p+1
F kl
(∇¯Rm(ν, x;k, x;r, x;l, x;j) + ∇¯Rm(ν, x;r, x;j , x;k, x;l)) gri.
Proof. In Lemma 2.7 we rewrite the terms involving the Riemann tensor employing
(2.6):
R¯αβγδx
α
;lx
β
;jx
γ
;kx
δ
;m
= − ϑ
′′
ϑ
(glmgjk − glkgjm) +
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
(g¯lmg¯jk − g¯lkg¯jm) + R˜αβγδxα;lxβ;jxγ;kxδ;m
= − ϑ
′2
ϑ2
(glmgjk − glkgjm) + R˜αβγδxα;lxβ;jxγ;kxδ;m
−
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
(u;lu;mgjk + u;ju;kglm − u;lu;kgjm − u;ju;mglk).
Hence
FklR¯αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
im + xα;lx
β
;rx
γ
;kx
δ
;mh
m
j g
ri
)
= − ϑ
′2
ϑ2
p
F p+1
F klhilgjk +
ϑ′2
ϑ2
p
F p+1
F kk h
i
j −
ϑ′2
ϑ2
p
F p+1
F ilhjl +
ϑ′2
ϑ2
p
F p+1
F kk h
i
j
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F kl(u;ku;lh
i
j + gklh
imu;mu;j − hilu;ju;k − gkjhimu;lu;m)
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
(F kl(u;ku;lh
i
j + gklh
m
j u;mu;
i)− F ilhmj u;lu;m − F kmhmj u;iu;k)
+
p
F p+1
F kl
(
R˜αβγδx
α
;lx
β
;jx
γ
;kx
δ
;mh
im + R˜αβγδx
α
;lx
β
;rx
γ
;kx
δ
;mh
m
j g
ri
)
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and thus the following two equations hold:
FklR¯αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
im + xα;lx
β
;rx
γ
;kx
δ
;mh
m
j g
ri
)
= − 2ϑ
′2
ϑ2
p
F p+1
(F il h
l
j − F klgklhij)
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
(2F klu;ku;lh
i
j + F
klgkl(h
imu;mu;j + h
m
j u;mu;
i)
− F ljhimu;lu;m − F ilhmj u;lu;m − F klhilu;ju;k − F kmhmj u;iu;k)
+
p
F p+1
F kl
(
R˜αβγδx
α
;lx
β
;jx
γ
;kx
δ
;mh
im + R˜αβγδx
α
;lx
β
;rx
γ
;kx
δ
;mh
m
j g
ri
)
,
2FklR¯αβγδxα;rxβ;mxγ;kxδ;jhml gri
= − 2ϑ
′2
ϑ2
p
F p+1
(Fδij − F il hlj) +
2p
F p+1
F klR˜αβγδx
α
;rx
β
;mx
γ
;kx
δ
;jh
m
l g
ri
+ 2
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
(F kl h
l
ju;
iu;k + F
ilhml u;ju;m − Fu;iu;j − F klhml u;mu;kδij).
Adding up, also using F ikh
k
j = h
i
kF
k
j , gives
(4.1)
FklR¯αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
im + xα;lx
β
;rx
γ
;kx
δ
;mh
m
j g
ri
)
+2FklR¯αβγδxα;rxβ;mxγ;kxδ;jhml gri
= 2
ϑ′2
ϑ2
p
F p+1
(F kk h
i
j − Fδij)
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
(2F klu;ku;lh
i
j + F
k
k (h
i
mu;
mu;j + h
m
j u;mu;
i)
− F ljhimu;lu;m − F ilhmj u;lu;m + F kl hlju;iu;k
+ F ilhml u;ju;m − 2Fu;iu;j − 2F klhml u;mu;kδij)
+
p
F p+1
F klR˜αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
im + xα;lx
β
;rx
γ
;kx
δ
;mh
m
j g
ri
)
+
2p
F p+1
F klR˜αβγδx
α
;rx
β
;mx
γ
;kx
δ
;jh
m
l g
ri.
Using ν = v−1(1,−g¯iku;k) and v−2g¯iju;iu;j = ‖∇u‖2, we get
(4.2)
Rm(x;i, ν, ν, x;j) = −ϑ
′′
ϑ
gij +
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)(‖∇u‖2g¯ij − v−2u;iu;j)
+ R˜m(x;i, ν, ν, x;j)
= −ϑ
′′
ϑ
gij +
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)(‖∇u‖2gij − u;iu;j)
+ R˜m(x;i, ν, ν, x;j).
Thus
(4.3)
(F − Fklhkl)R¯αβγδxα;rνβνγxδjgri + FklR¯αβγδxα;kνβνγxδ;lhij
=
p+ 1
F p
(
ϑ′′
ϑ
δij −
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
(‖∇u‖2δij − u;ju;i)
)
− p
F p+1
F kl
(
ϑ′′
ϑ
gkl −
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
(‖∇u‖2gkl − u;lu;k)
)
hij
− p+ 1
F p
R˜m(x;r, ν, ν, x;j)g
ri +
p
F p+1
F klR˜m(x;k, ν, ν, x;l)h
i
j .
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Adding up (4.1) and (4.3) and inserting the result into Lemma 2.7 gives the
claimed formula. 
4.2. Lemma. Along (1.1) the function v = ϑs−1 satisfies the evolution equation
(4.4)
v˙ − p
F p+1
F ijv;ij
= − p
F p+1
F ijhikh
k
j v −
ϑ′2
ϑ2
p
F p+1
F ijgijv +
ϑ′
ϑ
p+ 1
F p
+
ϑ′
ϑ
p− 1
F p
v2
+
(
ϑ′2
ϑ2
− ϑ
′′
ϑ
)
p
F p+1
F iju;iu;jv
+
p
F p+1
F kl
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
(u;lu;k − ‖∇u‖2gkl)v
− p
F p+1
F klR˜m(x;k, ν, ν, x;l)v + 2
ϑ′
ϑ
p
F p+1
F iju;iv;j − 2
v
p
F p+1
F ijv;iv;j .
Proof. Due to (2.17) and (3.5) we have
v˙ − p
F p+1
F ijv;ij
=
ϑ′
ϑ
v
(
u˙− p
F p+1
F iju;ij
)
− ϑ
′′
ϑ
v
p
F p+1
F iju;iu;j − v
s
(
s˙− p
F p+1
F ijs;ij
)
− 2ϑ
s3
p
F p+1
F ijs;is;j − 2 p
F p+1
F ijϑ;i
(
1
s
)
;j
=
ϑ′
ϑ
p+ 1
F p
− ϑ
′2
ϑ2
p
F p+1
F ijgijv +
(
ϑ′2
ϑ2
− ϑ
′′
ϑ
)
p
F p+1
F iju;iu;jv
− p
F p+1
F ijhikh
k
j v +
ϑ′
ϑ
p− 1
F p
v2 − p
F p+1
F klRm(ν, x;k, x;m, x;l)u;
mv2
− 2
v
p
F p+1
F ijv;iv;j − 2vϑ
′2
ϑ2
p
F p+1
F iju;iu;j + 4
ϑ′
ϑ
p
F p+1
F iju;iv;j
− 2ϑ
′
ϑ
p
F p+1
F iju;iv;j + 2
ϑ′2
ϑ2
p
F p+1
F iju;iu;jv,
which is the claimed formula up to rewriting the term involving Rm. However, we
use (2.6) to deduce
Rm(ν, x;k, x;m, x;l)u;
m = −
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
v−1(u;lu;k − ‖∇u‖2gkl)
+ R˜m(ν, x;k, x;m, x;l)u;
m
and hence
Rm(ν, x;k, x;m, x;l)u;
mv2 = −
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
(u;lu;k − ‖∇u‖2gkl)v
+ R˜m(x;k, ν, ν, x;l)v,
where we have used
u;
m = v−2ϑ−2σmku;k.
Inserting gives the result. 
We start the investigation of the long-time behavior of (1.2) under the assump-
tions in item (ii) of Theorem 1.3 by proving a lower bound on the curvature function.
4.3. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exists
a constant c, such that
ϑ′v
ϑF
≤ c.
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Proof. If p = 1 and ϑ′ is bounded , the result follows from Lemma 3.2 immediately.
If p < 1 or ϑ′ is unbounded, Lemma 3.3 says that v → 1. Due (2.16), (2.17), (4.2)
and (4.4) the function
w = log
(
1
F p
)
+ f(v) + p log ϑ′ − p log ϑ,
where f with f ′ ≥ 0 is yet to be determined, satisfies
w˙ − p
F p+1
F ijw;ij
=
p
F p+1
F ijhikh
k
j −
ϑ′′
ϑ
p
F p+1
F ijgij +
p
F p+1
F ijR˜m(x;i, ν, ν, x;j)
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F ij(‖∇u‖2gij − u;iu;j)
+
p
F p+1
F ij
(
log
1
F p
)
;i
(
log
1
F p
)
;j
− p
F p+1
F ijhikh
k
j f
′v − ϑ
′2
ϑ2
p
F p+1
F ijgijf
′v
+
ϑ′
ϑ
p+ 1
F p
f ′ +
ϑ′
ϑ
p− 1
F p
f ′v2 +
(
ϑ′2
ϑ2
− ϑ
′′
ϑ
)
p
F p+1
F iju;iu;jf
′v
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F ij(u;iu;j − ‖∇u‖2gij)f ′v
− p
F p+1
F ijR˜m(x;i, ν, ν, x;j)f
′v + 2f ′
ϑ′
ϑ
p
F p+1
F iju;iv;j − 2
v
f ′
p
F p+1
F ijv;iv;j
− f ′′ p
F p+1
F ijv;iv;j + (p+ 1)
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p
F p+1
v−1F
− p
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F ijgij + p
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F iju;iu;j
− p
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)′
p
F p+1
F iju;iu;j .
Sorting the terms appropriately and replacing (log 1/F p);i we get
(4.5)
w˙ − p
F p+1
F ijw;ij
≤ p
F p+1
F ijhikh
k
j (1− f ′v) +
p
F p+1
F ijR˜m(x;i, ν, ν, x;j)(1− f ′v)
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
F p+1
F ij(‖∇u‖2gij − u;iu;j)(1− f ′v)
+
p(p+ 1)
F p+1
ϑ′′
ϑ
(
−F ijgij + ϑ
ϑ′
Fv−1 + c(f ′v + 1)F iju;iu;j
)
+
ϑ′2
ϑ2
p
F p+1
(
− F ijgijf ′v + ϑ
ϑ′
p+ 1
p
f ′F +
ϑ
ϑ′
p− 1
p
f ′Fv2
− (p+ 1) ϑ
ϑ′
Fv−1 + pF ijgij
)
+
ϑ′2
ϑ2
p
F p+1
F iju;iu;j(f
′v − 1)
+ (p− 1)2ϑ
′2
ϑ2
p
F p+1
F iju;iu;j +
p
F p+1
F ijw;iw;j − 2f ′ p
F p+1
F ijw;iv;j
− 2p
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p
F p+1
F ijw;iu;j + f
′2 p
F p+1
F ijv;iv;j
− 2pf ′
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p
F p+1
F ijv;iu;j + 2f
′ϑ
′
ϑ
p
F p+1
F iju;iv;j
− 2
v
f ′
p
F p+1
F ijv;iv;j − f ′′ p
F p+1
F ijv;iv;j .
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Now choose
f(v) = − log
(
v−
1
2 − 3
4
)
where in the sequel we only consider sufficiently large times where v
1
2 < 43 . Then
f ′ =
1
2
v−
3
2
v−
1
2 − 34
, f ′′ = −3
4
v−
5
2
v−
1
2 − 34
+
1
4
v−3(
v−
1
2 − 34
)2 , f ′v = 12 v−
1
2
v−
1
2 − 34
≥ 3
2
and
f ′2 − 2
v
f ′ − f ′′ = − v
− 52
v−
1
2 − 34
+
3
4
v−
5
2
v−
1
2 − 34
= −1
4
v−
5
2
v−
1
2 − 34
≤ − 3
4v2
.
Hence, using Cauchy-Schwarz on F iju;iv;j ,
2F iju;iv;j ≤ ϑ
vϑ′
F ijv;iv;j +
vϑ′
ϑ
F iju;iu;j ,
with the help of (1.2) we can estimate at maximal points of w:
w˙ − p
F p+1
F ijw;ij
≤ p(p+ 1)
F p+1
ϑ′′
ϑ
(
−F ijgij + ϑ
ϑ′
Fv−1 + c(f ′v + 1)F iju;iu;j
)
+
ϑ′2
ϑ2
p
F p+1
(
pF ijgij − F ijgijf ′v + 2 ϑ
ϑ′
f ′F − (p+ 1) ϑ
ϑ′
Fv−1 + F ijgij‖∇u‖2f ′v
+ c(f
′v + 1)F iju;iu;j
)
+
p
F p+1
F ijv;iv;j
(
− 3
4v2
+
c
v
f ′
)
.
The last bracket is negative for small  due to the boundedness of v. To estimate
the first big bracket we calculate with the help of F ijgij ≥ n:
−F ijgij + ϑ
ϑ′
Fv−1 + c(f ′v + 1)F iju;iu;j ≤ F ij
(
cu;iu;j − 1
2
gij
)
− n
2
+
ϑ
ϑ′
Fv−1.
After some well-determined time T > 0 when the gradient of u is small enough due
to v → 1, this expression will be negative if w becomes too large2. A very similar
argument applies to the second big bracket, due to f ′v ≥ 3/2. Hence w is bounded.

We need a similar estimate of the rescaled principal curvatures.
4.4. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exists
a constant c, such that
κn ≤ cϑ
′
ϑ
.
Proof. Define
z = log hnn + log
ϑ
ϑ′
+ f(v).
2equivalently, ϑ
ϑ′ Fv
−1 is small
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We estimate the evolution of z directly from (2.17), Lemma 4.1 and (4.4) and, as
in the proof of Proposition 3.4, from the start calculate in a maximal point of z in
coordinates such that
gij = δij , hij = κiδij , κ1 ≤ · · · ≤ κn.
First of all there holds
F klR˜m(x;l, x;j , x;k, x;m)h
im + F klR˜m(x;l, x;r, x;k, x;m)h
m
j g
ri
+ 2F klR˜m(x;r, x;m, x;k, x;j)h
m
l g
ri
= 2F kkR˜m(x;n, x;k, x;k, x;n)(κk − κn)
≤ 0,
since the sectional curvatures of σ are non-negative.
Due to Lemma 2.4 we have
‖R˜m‖ ≤ c
ϑ2
, ‖∇¯R˜m‖ ≤ c ϑ
′
ϑ3
and we get
F kl∇¯Rm(ν, x;k, x;r, x;l, x;j)gri + F kl∇¯Rm(ν, x;r, x;j , x;k, x;l)gri
≤ cϑ
′3
ϑ3
‖∇u‖2F kk + c
ϑ′
ϑ3
‖∇u‖F kk ,
where we have used that the terms in (2.7) involving r;α are cancelled, since T¯
carries the symmetries of a curvature tensor.
Hence
z˙ − p
F p+1
F ijz;ij
≤ p
F p+1
F ij(log hnn);i(log h
n
n);j +
p
F p+1
F ijhikh
k
j (1− f ′v)−
p+ 1
F p
hnn
+
ϑ′2
ϑ2
p
F p+1
F kk (1− f ′v)−
ϑ′2
ϑ2
p− 1
F p
κ−1n −
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p
v2F p+1
F kk
+
(
ϑ′′
ϑ
− ϑ
′2
ϑ2
)
p+ 1
v2F p
κ−1n + c(1 + |f ′|)
ϑ′2
ϑ2
p
F p+1
F kk ‖∇u‖2
+ c
ϑ′2
ϑ2
1
F p
‖∇u‖2κ−1n +
c
F p+1
ϑ′3
ϑ3
‖∇u‖2κ−1n F kk +
c
F p+1
ϑ′
ϑ3
‖∇u‖κ−1n F kk
+ f ′
ϑ′
ϑ
p+ 1
F p
+ f ′
ϑ′
ϑ
p− 1
F p
v2 + 2f ′
ϑ′
ϑ
p
F p+1
F iju;iv;j − 2f
′
v
p
F p+1
F ijv;iv;j
− f ′′ p
F p+1
F ijv;iv;j +
(
ϑ′
ϑ
− ϑ
′′
ϑ′
)
p+ 1
F p
v−1 −
(
ϑ′2
ϑ2
− ϑ
′′
ϑ
)
p
F p+1
F kk .
Hence
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(4.6)
z˙ − p
F p+1
F ijz;ij
≤ p
F p+1
F ij(log hnn);i(log h
n
n);j +
p
F p+1
F ijhikh
k
j (1− f ′v)
+
ϑ′2
ϑ2
p
F p+1
F kk (1− f ′v)−
p+ 1
F p
(
κn − ϑ
′
ϑ
f ′
)
+
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p+ 1
F p
v−1
(
v−1κ−1n
ϑ′
ϑ
− 1
)
+
ϑ′
ϑ
p− 1
F p
(
f ′v2 − ϑ
′
ϑ
κ−1n
)
+
ϑ′2
ϑ2
(
ϑ′
ϑ
κ−1n + 1
)
c(1 + |f ′|)
F p+1
F kk ‖∇u‖2 +
ϑ′2
ϑ2
c
F p
‖∇u‖2κ−1n
+
c
F p+1
ϑ′
ϑ3
‖∇u‖κ−1n F kk + 2f ′
ϑ′
ϑ
p
F p+1
F iju;iv;j − 2f
′
v
p
F p+1
F ijv;iv;j
− f ′′ p
F p+1
F ijv;iv;j .
Furthermore we insert
(log hnn);i = z;i −
(
ϑ′
ϑ
− ϑ
′′
ϑ′
)
u;i − f ′v;i
and hence
z˙ − p
F p+1
F ijz;ij
≤ p
F p+1
F ijhikh
k
j (1− f ′v) +
ϑ′2
ϑ2
p
F p+1
F kk (1− f ′v)−
p+ 1
F p
(
κn − ϑ
′
ϑ
f ′
)
+
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p+ 1
F p
v−1
(
v−1κ−1n
ϑ′
ϑ
− 1
)
+
p− 1
F p
(
ϑ′
ϑ
f ′v2 − ϑ
′2
ϑ2
κ−1n
)
+
ϑ′2
ϑ2
(
ϑ′
ϑ
κ−1n + 1
)
c(1 + |f ′|)
F p+1
F kk ‖∇u‖2 +
ϑ′2
ϑ2
c
F p
‖∇u‖2κ−1n
+
c
F p+1
ϑ′
ϑ3
‖∇u‖κ−1n F kk + 2f ′
ϑ′
ϑ
p
F p+1
F iju;iv;j
+
p
F p+1
F ijv;iv;j
(
f ′2 − 2f
′
v
− f ′′
)
+ 2
(
ϑ′
ϑ
− ϑ
′′
ϑ′
)
f ′
p
F p+1
F iju;iv;j
+
p
F p+1
F ijz;iz;j − 2 p
F p+1
F ijz;i
(
f ′v;j +
(
ϑ′
ϑ
− ϑ
′′
ϑ′
)
u;j
)
.
Pick
f(v) = − log(v−α − β),
where
0 < β <
1
2v
, 1− β
2
< α < 1.
Then
1− f ′v = (1− α)v
−α − β
v−α − β ≤
β( v
−α
2 − 1)
v−α − β ≤ −
β
2
< 0
and
f ′2 − 2
v
f ′ − f ′′ = αv
−(α+2)
v−α − β (α− 1) ≤
3
4
α− 1
v2
< 0.
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Hence at a maximal point of z there holds
z˙ − p
F p+1
F ijz;ij
≤ 1
F p
(
−(p+ 1)hnn + c
ϑ′
ϑ
+ c
ϑ′2
ϑ2
(hnn)
−1
)
+
ϑ′2
ϑ2
p
F p+1
F kk
(
−β
2
+ c
(
1 +
ϑ′
ϑ
κ−1n
)
‖∇u‖2 + cϑ
′
ϑ
‖∇u‖
ϑ′2
κ−1n
)
+
(
3
4
α− 1
v2
+ cf ′
)
p
F p+1
F ijv;iv;j ,
where we used
2|F iju;iv;j | ≤ ϑ
ϑ′
F ijv;iv;j +
ϑ′
ϑ
F iju;iu;j
with sufficiently small . In case supr>0 ϑ
′(r) = ∞ or p < 1, we have ‖∇u‖2 → 0
and hence the result follows from the maximum principle. If ϑ′ ≤ c and p = 1 we
supposed that
F = n
Hk+1
Hk
which implies F kk ≤ c, cf. [49, Lemma 2.7], and hence
ϑ′2
ϑ2
p
F p+1
F kk ≤ c
ϑ′
ϑ
1
F p
due to Lemma 4.3. Hence the term −(p+ 1)hnn dominates the whole evolution and
we also obtain the bound on z in this case. 
4.5. Remark. Lemma 4.4 is the only place where we need that F has this special
form in case of bounded ϑ′. Of course the Euclidean case is excluded from this
restriction, since the error terms involving ‖∇u‖2 will not appear here. However,
the Euclidean case has already been settled in [22].
4.2. Decay. The global bounds from Lemma 4.3 and Lemma 4.4 as well as
F|∂Γ = 0
imply that the rescaled principal curvatures
κ˜i =
ϑ
ϑ′
κi
range in a compact subset of Γ and hence the elliptic operator dhF is uniformly
bounded,
c‖ξ‖2 ≤ dhF (ξ, ξ) ≤ C‖ξ‖2.
The aim of this final section is to show that all κ˜i actually behave according
to the convergence rates described in Theorem 1.3. The following two lemmata
prepare this result. Throughout this whole section, the procedure is similar to the
one in [60].
4.6. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exist
constants µ and c, such that
ϑ′
ϑ
1
F
− 1
n
≤ c
ϑ′µ
Proof. We only have to consider the case that ϑ′ is unbounded. Come back to the
proof of Lemma 4.3 and consider (4.5) with
f(v) = log v.
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Hence from (4.5) we deduce that
z = log
(
1
F p
)
+ log v + p log ϑ′ − p log ϑ+ p log n
satisfies
z˙ − p
F p+1
F ijz;ij
≤ p(p+ 1)
F p+1
ϑ′′
ϑ
(
−F ijgij + ϑ
ϑ′
Fv−1 + c‖∇u‖2
)
+
ϑ′2
ϑ2
p
F p+1
(
(p− 1)F ijgij + 1− p
2
p
ϑ
ϑ′
Fv−1 +
ϑ
ϑ′
p− 1
p
Fv + c‖∇u‖2
)
+
p
F p+1
F ijz;iz;j − 2
v
p
F p+1
F ijz;iv;j − 2p
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p
F p+1
F ijz;iu;j
≤ np(p+ 1)
F p+1
ϑ′′
ϑ
(
−1 + e− zp + c‖∇u‖2
)
+
np(1− p)
F p+1
ϑ′2
ϑ2
(
−1 + e− zp + c‖∇u‖2
)
+
p
F p+1
F ijz;iz;j − 2
v
p
F p+1
F ijz;iv;j − 2p
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p
F p+1
F ijz;iu;j .
For µ ≥ 0 define
ρ = (ez − 1)ϑ′µ.
Then
ρ˙− p
F p+1
F ijρ;ij
=
(
z˙ − p
F p+1
z;ij
)
ezϑ′µ − p
F p+1
F ijz;iz;je
zϑ′µ + µ
ϑ′′
ϑ′
(
u˙− p
F p+1
F iju;iu;j
)
ρ
−
(
µ(µ− 1)ϑ
′′2
ϑ′2
+ µ
ϑ′′′
ϑ′
)
p
F p+1
F iju;iu;jρ
≤ np(p+ 1)
F p+1
ϑ′′
ϑ
e
p−1
p z
(
(1− e zp )ϑ′µ + µ
np
F
ϑ
ϑ′
v−1e
1−p
p zρ
− µ
n(p+ 1)
F ijgije
1−p
p zρ+ cµ‖∇u‖2ϑ′µ
)
+
np(1− p)
F p+1
ϑ′2
ϑ2
e
p−1
p z
(
−e zp + 1 + c‖∇u‖2
)
ϑ′µ − 2
v
p
F p+1
F ijz;iv;je
zϑ′µ
− 2p
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p
F p+1
F ijz;iu;je
zϑ′µ.
Now we estimate at maximal points of ρ and thus may assume z > 0. Then, also
using
0 = ϑ′−µρ;i = z;iez + µ
ϑ′′
ϑ′
(ez − 1)u;i,
we obtain
(4.7)
ρ˙− p
F p+1
F ijρ;ij
≤ np(p+ 1)
F p+1
ϑ′′
ϑ
e
p−1
p z
(
− ρ+ µ
np
F
ϑ
ϑ′
v−1e
1−p
p zρ
− µ
n(p+ 1)
F ijgije
1−p
p zρ+ c‖∇u‖2ϑ′µ
)
+
np(1− p)
F p+1
ϑ′2
ϑ2
e
p−1
p z
(−ρ+ c‖∇u‖2ϑ′µ) ,
which is negative for sufficiently small µ and large times, due to Lemma 3.3 and
the remarks at the beginning of this section. The proof is complete. 
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4.7. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) the i-th
rescaled principal curvature converges uniformly to 1,∣∣∣∣vκi ϑϑ′ − 1
∣∣∣∣→ 0,
provided ϑ′ is unbounded.
Proof. Using (4.6) with f(v) = log v we obtain that
z = log hnn + log
ϑ
ϑ′
+ log v
satisfies
z˙ − p
F p+1
F ijz;ij
≤ p
F p+1
F ij(log hnn);i(log h
n
n);j + c
ϑ′2
ϑ2
1
F p+1
‖∇u‖2 − p+ 1
F p
ϑ′
ϑ
v−1 (ez − 1)
+
(
ϑ′′
ϑ′
− ϑ
′
ϑ
)
p+ 1
F p
v−1
(
e−z − 1)+ ϑ′
ϑ
p− 1
F p
v
(
1− e−z)+ c
F p+1
1
ϑ2
‖∇u‖
=
p
F p+1
F ij(log hnn);i(log h
n
n);j −
ϑ′′
ϑ′
p+ 1
F p
v−1(1− e−z) + cϑ
′2
ϑ2
1
F p+1
‖∇u‖2
− ϑ
′
ϑ
p+ 1
F p
v−1e−z(ez − 1)2 + ϑ
′
ϑ
p− 1
F p
v
(
1− e−z)+ c
F p+1
1
ϑ2
‖∇u‖.
Define
ρ = (ez − 1)ϑ′µ,
with µ ≥ 0. ρ satisfies
ρ˙− p
F p+1
F ijρ;ij
=
(
z˙ − p
F p+1
z;ij
)
ezϑ′µ − p
F p+1
F ijz;iz;je
zϑ′µ + µ
ϑ′′
ϑ′
(
u˙− p
F p+1
F iju;iu;j
)
ρ
−
(
µ(µ− 1)ϑ
′′2
ϑ′2
+ µ
ϑ′′′
ϑ′
)
p
F p+1
F iju;iu;jρ
≤ − ϑ
′′
ϑ′
p+ 1
F p
v−1ρ− ϑ
′
ϑ
p+ 1
F p
v−1(ez − 1)ρ− ϑ
′
ϑ
1− p
F p
vρ+
ϑ′2
ϑ2
c
F p+1
‖∇u‖2ϑ′µ
+
c
F p+1
1
ϑ2
‖∇u‖ϑ′µ + p
F p+1
F ij(log hnn);i(log h
n
n);je
zϑ′µ
− p
F p+1
F ijz;iz;je
zϑ′µ + µ
ϑ′′
ϑ′
p+ 1
F p
v−1ρ− µϑ
′′
ϑ
p
F p+1
F ijgijρ.
At spatial maxima of ρ we have
0 = ϑ′−µρ;i = z;iez + µ
ϑ′′
ϑ′
(ez − 1)u;i
= hnn;iv
ϑ
ϑ′
+ hnn
(
ϑ
ϑ′
)
;i
v + hnn
ϑ
ϑ′
v;i + µ
ϑ′′
ϑ′
(ez − 1)u;i
and hence
F ij(log hnn);i(log h
n
n);j ≤ c
ϑ′2
ϑ2
‖∇u‖2.
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We obtain at a maximal point where ρ > 0
(4.8)
ρ˙− p
F p+1
F ijρ;ij
≤ − ϑ
′
ϑ
p+ 1
F p
v−1(ez − 1)ρ− ϑ
′
ϑ
1− p
F p
vρ
+
n
F p
ϑ′′
ϑ′
v−1ρ
(
−µp v
F
ϑ′
ϑ
+ (p+ 1)
µ− 1
n
)
+
ϑ′2
ϑ2
c
F p+1
‖∇u‖2ϑ′µ
+
c
F p+1
1
ϑ2
‖∇u‖ϑ′µ
≤ ϑ
′
ϑ
p+ 1
vF p
(
−1− p
p+ 1
ρ− (ez − 1)ρ+ c‖∇u‖2ϑ′µ + cϑ
′µ
ϑ′2
‖∇u‖
)
+
n
F p
ϑ′′
ϑ′
v−1ρ
(
−µp v
F
ϑ′
ϑ
+ (p+ 1)
µ− 1
n
)
.
Set
ρ˜(t) = max
M
ρ(t, ·).
Note that ρ˜ is Lipschitz continuous, hence differentiable almost everywhere in (0,∞)
and at points of differentiability there holds
˙˜ρ(t) =
∂ρ
∂t
(t, xt),
where
ρ(t, xt) = ρ˜(t),
cf. [23, Lemma 6.3.2]. The original idea of this useful fact goes back to Hamilton
[30, Lemma 3.5]. Choosing µ > 0 small enough, ‖∇u‖2ϑ′µ converges to zero due to
Lemma 3.3 and we obtain that for sufficiently large t,
˙˜ρ(t) ≤ 0
on the set {ρ˜ ≥ 1}, provided p < 1. Hence in this case ρ is bounded. In case p = 1
we set µ = 0 and obtain that for all  > 0 there exist δ > 0 and T, such that for
all t ≥ T where ρ˜ is differentiable, there holds
ρ˜(t) ≥  ⇒ ˙˜ρ(t) < −δ.
[58, Lemma 4.2] implies lim supt→∞ ρ˜ ≤ 0. Hence
lim sup
t→∞
vκn
ϑ
ϑ′
≤ 1
in both cases. Now
n∑
i=1
(
1− vκi ϑϑ′
)
nvF ϑϑ′
=
n− vH ϑϑ′
nvF ϑϑ′
≤ n− vF
ϑ
ϑ′
nvF ϑϑ′
≤ ϑ
′
Fϑ
− 1
n
≤ cϑ′−µ
and hence
(4.9) 1− vκ1 ϑ
ϑ′
≤ cϑ′−µ +
n∑
i=2
(
vκi
ϑ
ϑ′
− 1
)
.
The proof is complete. 
Now we are in the position to optimise the decay estimates. We start with the
gradient.
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4.8. Lemma. Under the assumption of Theorem 1.3 (ii) the function
z˜ = |∇ˆϕ|2ϑ′2p
is uniformly bounded. If p = 1, then additionally there exist constants c and α such
that
|∇ˆϕ|2 ≤ ce−αt.
Proof. If ϑ′ is unbounded, using Lemma 4.7 we can rewrite the evolution of
z = f(u)|∇ˆϕ|2
from (3.2) with
f(u) = ϑ′γ(u)
at maximal points as
Lz ≤ 2z
F p+1
(
(p− 1)ϑ
′
ϑ
vF − pϑ
′′
ϑ
F kk + γ
p+ 1
2
ϑ′′
ϑ′
F
v
− γnp
2
ϑ′′
ϑ
)
− 2f
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm +
p
F p+1
F krukurz
(
2
f ′2
f2
− f
′′
f
− f
′
f
ϑ′
ϑ
)
≤ 2z
F p+1
(
o(1)
ϑ′2
ϑ2
+ n(p− 1)ϑ
′2
ϑ2
− npϑ
′′
ϑ
+
γn
2
ϑ′′
ϑ
)
− 2f
ϑ2
p
F p+1
F kl g˜
lrRˆmikrϕ
iϕm.
Since we want to bound z, it suffices to consider spatial maxima at which z is
positive. At such there holds
(4.10)
Lz ≤ 2z
F p+1
ϑ′2
ϑ2
(
o(1) + n(p− 1)− n
(
p− γ
2
) ϑ′′ϑ
ϑ′2
− p
ϑ′2
R̂c
(
∇ˆϕ
|∇ˆϕ| ,
∇ˆϕ
|∇ˆϕ|
))
.
In case p < 1 with γ = 2p, the right hand side is eventually negative for large t, since
only the case of unbounded ϑ′ has to be considered to prove the first statement. In
case p = 1 we put γ = 0 and regardless whether ϑ′ is bounded or unbounded, we
use (4.10) to get
Lz ≤ −δz
for some δ and large times. The exponential decay follows. To prove the remaining
claim, we evaluate (3.4) with
f = ϑ′2, p = 1
and see
Lz ≤ − 2
F 2
ϑ′′
ϑ
(
1 + 1− ce−αt − 2)F kk z + cF 2 ϑ′2ϑ2 e−αtz.
Hence the function
z¯(t) = max
S0
z(t, ·)
satisfies
˙¯z ≤ ce−αtz¯
and is thus bounded. 
We optimise the convergence rate of the rescaled principal curvatures.
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4.9. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exists a
constant c, such that for all 1 ≤ i ≤ n, the i-th rescaled principal curvature satisfies∣∣∣∣vκi ϑϑ′ − 1
∣∣∣∣ ≤ ctϑ′p(p+1) ,
where we may drop the t-factor if p < 1 or if ϑ′ is bounded.
Proof. Only the case that ϑ′ is unbounded has to be considered.
(i) First we optimise the decay in Lemma 4.6. Using the optimal gradient esti-
mates Lemma 4.8, we see from (4.7) that Lemma 4.6 holds with any µ < p(p+ 1),
if c is allowed to depend on a lower bound of p(p+ 1)− µ.
Now consider the function ρ defined in the proof of Lemma 4.7 and obtain from
(4.8) with µ < p(p+ 1) at points where ρ ≥ 1 that
ρ˙− p
F p+1
F ijρ;ij
≤ ϑ
′
ϑ
p+ 1
vF p
(
−1− p
p+ 1
ρ+ c‖∇u‖2ϑ′µ + cϑ
′µ
ϑ′2
‖∇u‖
)
+
n
F p
ϑ′′
ϑ′
v−1ρ
(−pµ
n
+ o(1) + (p+ 1)
µ− 1
n
)
=
ϑ′
ϑ
p+ 1
vF p
(
−1− p
p+ 1
ρ+ c‖∇u‖2ϑ′µ + cϑ
′µ
ϑ′2
‖∇u‖
)
+
1
F p
ϑ′′
ϑ′
v−1ρ (µ− (p+ 1) + o(1))
< 0
in case p < 1 for large times. In case p = 1 the right hand side of this inequality
eventually decays exponentially and thus
ρ ≤ c
in both cases. Hence for any µ < p(p+ 1) we have
vκn
ϑ
ϑ′
− 1 ≤ cµ
ϑ′µ
.
Now putting µ = p(p+ 1) in (4.7) we see that the function ρ defined in the proof
of Lemma 4.6 satisfies at positive maximal points with ρ ≥ 1
ρ˙− p
F p+1
F ijρ;ij
≤ np(p+ 1)
F p+1
ϑ′′
ϑ
e
p−1
p z
(
− ρ+ (p+ 1)F
n
ϑ
ϑ′
v−1e
1−p
p zρ− pρ+ c‖∇u‖2ϑ′p(p+1)
)
+
np(1− p)
F p+1
ϑ′2
ϑ2
e
p−1
p z
(
−ρ+ c‖∇u‖2ϑ′p(p+1)
)
<
np(p+ 1)
F p+1
ϑ′′
ϑ
e
p−1
p z
(
cϑ′−pρ+ c‖∇u‖2ϑ′p(p+1)
)
+
np(1− p)
F p+1
ϑ′2
ϑ2
e
p−1
p z
(
−ρ+ c‖∇u‖2ϑ′p(p+1)
)
.
In case p < 1 we use
ϑ′′
ϑ
≤ cϑ
′2
ϑ2
to absorb every decaying term into −ρ in the second line. In case p = 1 we use
ϑ′−pρ ≤ c
to conclude
ρ˙− p
F p+1
F ijρ;ij ≤ c.
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Hence we obtain
ϑ′
ϑ
1
F
− 1
n
≤ ct
ϑ′p(p+1)
,
and the same without the t-factor in case p < 1.
(ii) In the second step we optimise the convergence rate in Lemma 4.7. Therefore
we consider the function ρ defined in that proof and obtain from (4.8) with µ =
p(p+ 1) at points where ρ ≥ 1 that
ρ˙− p
F p+1
F ijρ;ij
≤ ϑ
′
ϑ
p+ 1
vF p
(
−1− p
p+ 1
ρ+ c‖∇u‖2ϑ′p(p+1) + cϑ
′p(p+1)
ϑ′2
‖∇u‖
)
+
n
F p
ϑ′′
ϑ′
v−1ρ
(−p2(p+ 1)
n
+ o(1) + (p+ 1)
p(p+ 1)− 1
n
)
=
ϑ′
ϑ
p+ 1
vF p
(
−1− p
p+ 1
ρ+ c‖∇u‖2ϑ′p(p+1) + cϑ
′p(p+1)
ϑ′2
‖∇u‖
)
+
1
F p
ϑ′′
ϑ′
v−1ρ
(
p2 − 1 + o(1))
≤ 0
in case p < 1 for large times. In case p = 1 the right hand side of this inequality is
bounded and thus
ρ ≤ ct
in this case. Estimating (4.9) with the optimised bounds completes the proof. 
We finish the proof of Theorem 1.3 by proving the final statement about the
exponential decay in item (ii). The function
z = log ϑ(u)− t
n
defined on [0,∞)× S0 satisfies
z˙ =
vϑ′
ϑF (W) −
1
n
=
v
F
(
1
v δ
i
j +
1
v3ϑ2u
iuj − 1vϑ′ϑ g˜ikukj
) − 1
n
= G(y, z, ∇ˆz, ∇ˆ2z).
Hence
∂G
∂zij
=
ϑ′−2
F 2
(
ϑ
ϑ′W
)F ikg˜kj ,
which is uniformly elliptic, since ϑ′ is globally bounded. z is uniformly bounded,
as can be seen similarly as in [60, Prop. 3.1, Lemma 3.2]. Furthermore
|∇ˆz| ≤ c|∇ˆϕ| ≤ ce−αt
and
|∇ˆ2ϕ| ≤ c.
Applying the regularity results of Krylov and Safonov as well as Schauder theory,
we obtain uniform Cm-bounds for z. Due to interpolation we get
|∇ˆ2ϕ| ≤ ce−αt,
which implies (1.3) with t replaced by e−αt.
4.10. Remark. The previous argument is precisely the way to deduce a uniform
bound on the rescaled principal curvatures for the inverse mean curvature flow,
when ϑ′ is bounded, as it was performed in [52, 71]. The crucial point is here, that
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one does not need curvature estimates to have F ij uniformly elliptic. One only
needs a bound on the rescaled speed
H˜ =
ϑ
ϑ′
H.
Then the above argumentation applies.
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