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FOURIER TRANSFORM ON HIGH–DIMENSIONAL UNITARY
GROUPS WITH APPLICATIONS TO RANDOM TILINGS
ALEXEY BUFETOV AND VADIM GORIN
Abstract. A combination of direct and inverse Fourier transforms on the unitary
group U(N) identifies normalized characters with probability measures on N–tuples
of integers. We develop the N →∞ version of this correspondence by matching the
asymptotics of partial derivatives at the identity of logarithm of characters with Law
of Large Numbers and Central Limit Theorem for global behavior of corresponding
random N–tuples.
As one application we study fluctuations of the height function of random domino
and lozenge tilings of a rich class of domains. In this direction we prove the Kenyon–
Okounkov’s conjecture (which predicts asymptotic Gaussianity and exact form of the
covariance) for a family of non-simply connected polygons.
Another application is a central limit theorem for the U(N) quantum random
walk with random initial data.
1. Introduction
1.1. General theorem. Due to E. Cartan and H. Weyl (see [W]), the characters of
irreducible representations of the unitary group U(N) are parameterized by signatures
(i.e. highest weights), which are N–tuples of integers
λ = (λ1 ≥ λ2 ≥ · · · ≥ λN),
and the value of the character on a unitary matrix with eigenvalues x1, . . . , xN is given
by the Schur symmetric (Laurent) polynomial
sλ(x1, . . . , xN) =
det
[
x
λj+N−j
i
]N
i,j=1∏
1≤i<j≤N
(xi − xj) .
When N = 1, U(1) is the unit circle, and the characters are monomials xk, k ∈ Z. In
this case the Fourier transform identifies functions on the unit circle on one side with
functions on Z on the other side. Its probabilistic version starts from a probability
measure P(k) on Z and maps it to the generating function
∑
k∈Z P(k)zk. If we set
z = exp(it), then we arrive at the conventional notion of the characteristic function.
The uniqueness theorem for characteristic functions claims that they are in one-to-
one correspondence with probability measures, i.e. if characteristic functions for two
measures coincide, then so do the measures themselves.
For general N we start from a probability distribution P on λ = (λ1 ≥ . . . λN) and
identify it with a generating function
(1.1) SP(x1, . . . , xN) =
∑
λ
P(λ)
sλ(x1, . . . , xN)
sλ(1N)
, 1N = (1, . . . , 1︸ ︷︷ ︸
N
).
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2 ALEXEY BUFETOV AND VADIM GORIN
which was called Schur generating function (SGF) of P in [BuG, BuG2]. It is again
straightforward to show that the correspondence is bijective: different measures corre-
spond to different functions. This can be viewed as a version of the Fourier transform
on U(N).
The main topic of our article is to understand whether this correspondence between
measures on signatures and (central, positive–definite) functions on U(N) survives in
N →∞ limit. In other words, we would like to develop the N =∞ Fourier analysis
on U(N).
At this point we need to choose topologies by specifying what we mean by N →∞
version of signatures and by N → ∞ version of the functions on U(N). The answer
inevitably depends on this choice.
We are driven by applications in 2d statistical mechanics and asymptotic represen-
tation theory, and for that we concentrate on the empirical distribution of {λi}Ni=1. In
more detail, we deal with pairings of the empirical distribution with polynomial test
functions or, equivalently, with moments of random signatures, i.e. random variables
(1.2) pNk =
N∑
i=1
(
λi +N − i
N
)k
, k = 1, 2, . . . .
We would like to know the Law of Large Numbers and Central Limit Theorem for
the moments: the deterministic limit limN→∞ 1N p
N
k , and asymptotic Gaussianity and
covariance for the centered versions limN→∞(pNk − EpNk ).
On the side of functions on U(N), we are interested in the germ of a function near
the identity element of the group. From the technical point of view, it turns out to
be convenient to pass to the logarithm of SGF and to deal with partial derivatives at
x1 = x2 = · · · = 1 of
(1.3) ln(SP(x1, . . . , xN)), N →∞.
One interpretation of our previous work [BuG], [BuG2] is that germ contains complete
information about the LLN and CLT. In other words, we constructed a map from
germs to LLN and CLT for the moments (1.2).
The key new results of this article invert the theorems of [BuG], [BuG2]: we show
that if the Law of Large Numbers and Central Limit Theorem for monomials (1.2)
hold, then partial derivatives of ln(SP) at (1N) converge. The limiting germ is linked
to the deterministic limits in LLN and covariances in CLT by explicit polynomial
formulas. Theorem 2.6 states our main result.
Therefore, we claim that the correspondence between LLN, CLT for moments and
asymptotic germ is an N →∞ version of the Fourier transform on U(N). We now have
a bijective map between asymptotic information on probability measures on signatures
and asymptotic information on characters of U(N) encoding them.
We also go further and provide two multidimensional generalizations, in which a
single N–tuple λ is replaced by a collection of those. Conceptually the results remain
the same (LLN, CLT hold if and only if partial derivatives of the logarithm of SGF
converge), and we refer to Theorems 3.5, 3.13 for the details.
Let us explain the consequences of our theorems. Beforehand, in order to apply
the results of [BuG], [BuG2] to get LLN and CLT one needed precise asymptotic
information about Schur generating functions (e.g. in [BuG], [BuG2] we relied on [GP]
for some applications). Therefore, the asymptotic theorems were restricted to the
class of systems, for which SGF was computable in somewhat explicit form. This was
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Figure 1. Lozenge and domino tilings on triangular and square grids.
a serious obstacle for the wide applicability of the theorems, since in many examples
of interest almost no information on SGF is available.
With the new approach, we can start from a system where LLN and CLT are known
by any other method and then perform operations on it, which act “nicely” on Schur
generating functions, and conclude that the the resulting system will again have LLN
and CLT. We further demonstrate how this works in two applications.
For the first one, we observe that setting a part of variables in a Schur generating
function to 1 is closely related to combinatorics of uniformly random lozenge tilings.
Thus, when we combine our results with the CLT along a section obtained in [BGG]
via dicrete loop equations, we obtain a 2d Central Limit Theorem for random tilings
leading to the Gaussian Free Field. This is explained in the next section and detailed
in Section 4. A combination of multiplication by simple factors and setting variables
gives rise to domino tilings and more general dimers on rail–yard graphs, cf. [BuG2],
[BK], [BL].
For the second application, we note that multiplication of Schur generating functions
have a representation–theoretic interpretation as time evolution of quantum random
walk, cf. [Bi1, Bi2]. Thus, we can produce the LLN and CLT for the latter with
random initial conditions, as detailed in Appendix 5. Given our theorems, the nature
of this example becomes close to the textbook proof of the conventional CLT for
sums of independent random variables: there one also manipulates with products of
characteristic functions in order to observe the universal Gaussian limit.
In our applications we go well beyond the cases, which were considered exactly
solvable or integrable before. For instance, for random tilings we are able to investigate
non-simply connected planar domains, which were never accessible before due to lack
of any explicit formulas. We do not find such formulas as well, instead we show that
they are not necessary and the Central Limit Theorem for global fluctuations can be
obtained without them by operating with Schur generating functions.
1.2. Application to random tilings. We now present one important application of
our general approach. It deals with uniformly random lozenge and domino tilings of
planar domains. We would like to take a planar domain drawn on triangular (or square)
grid and tile it with lozenges (or dominos), which are unions of adjacent triangles (or
squares) of the grid, see Figure 1 for a basic illustration and Figures 3, 5, 7 for more
elaborate examples.
4 ALEXEY BUFETOV AND VADIM GORIN
Each domain has finitely many tilings, and therefore, we can choose one uniformly
at random and study its asymptotic properties as the mesh size of the grid goes to
zero. Lozenge and domino tilings are two particular cases of the dimer model and we
refer to [Ke3] for a review.
A form of the Law of Large Numbers for tilings of very general domains was de-
veloped in [CKP] (see also [KOS]) through a variational principle. Following [T], the
article identifies a tiling with its height function, which is the most transparent for
lozenge tilings, that can be viewed as a projection in (1, 1, 1) direction of a stepped
surface, which, in turn, can be treated as a graph of a function. For domino tilings the
construction of the height function is slightly more complicated, cf. [Ke3]. For both
types of tilings [CKP] proves1 that random height functions concentrate as the mesh
size goes to 0 near a deterministic limit shape, which is found as a maximizer of an
integral functional of the gradient of the height function. One intriguing feature of the
limit shapes is that they have facets, or frozen regions, where only one type of lozenges
(or dominos) survives in the limit, see the right panel of Figure 3 for an example.
[KO] found that if one encodes the gradient of the height function as a complex
number (“complex slope”), then the Euler–Lagrange equation for the limit shape turns
into the complex Burgers equation (see Section 4 for some details), and its solution is
given in terms of complex–analytic functions. For polygonal domains, the limit shape
is in fact given in terms of algebraic functions, which are found in an algorithmic way.
In the same paper Kenyon and Okounkov formulated a conjecture: the fluctuations
of the height function around the limit shape should be described by the 2d Gaussian
Free Field in the conformal structure given by the complex slope.
In its largest generality this conjecture remains open at this time. However, sev-
eral approaches arose to solve some of its particular cases. [Ke1], [Ke2] developed a
method for analyzing a particular class of domains with no frozen regions through
determinantal structure of correlation functions and by exploiting the convergence of
discrete harmonic functions to their continuous counterparts. New ideas were added to
this approach more recently in [Li], in [BLR1], [BLR2], and in [Ru], yet any domains
with frozen regions (in particular, the most aesthetically pleasant case of polygonal
domains) remain out of reach.
Another set of methods, which work for specific polygons (somewhat complementing
the aforementioned results) was developed in the framework of Integrable Probability
by finding and using explicit formulas: double contour integral representations of
the correlation kernel [BF], [Pe2], [CJY]; orthogonal polynomials [Dui]; differential
and difference operators acting on explicit inhomogeneous partition functions [BuG2],
[BK], [A].
Our general theorems provide a completely new approach to these problems. Here
is the first new result along the lines of this approach.
Theorem 1.1. The Kenyon–Okounkov conjecture (on the convergence to the Gaussian
Free Field in the conformal structure of the complex slope) holds for lozenge tilings of
a hexagon with a hole and for domino tilings of an Aztec rectangle with arbitrary many
holes along a single axis.
1Formally, [CKP] deals only with simply–connected domains, while we study here some regions
with holes. However, the proofs of [CKP] probably extend to the multiple-connected domains.
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We refer to Figures 3, 5 for the domains that we analyze and to Theorems 4.6, 4.11
for detailed formulations and proofs.
We did not want to overload this article with a complete list of examples that can
be analyzed, rather sticking to the simplest cases in Theorem 1.1. Section 4.3 outlines
other boundary conditions as well as other dimer models, which we believe to be
analyzable by our approach; a detailed treatment of these cases will appear elsewhere.
The domains in Theorem 1.1 are not simply connected, and they do not posses
the exact solvability as previously analyzed polygonal domains. There are no known
formulas for the correlation functions (neither as contour integrals, nor through or-
thogonal polynomials) and no information is available about the partition functions.
Even the answer — covariance of the Gaussian Free Field — is no longer explicit: for
the one hole case it involves elliptic integrals, and for larger number of holes one needs
periods of higher genus Riemann surfaces.
As far as we know, Theorem 1.1 is the first instance of the proof of Kenyon-
Okounkov’s conjecture for multiply connected planar domains.2
1.3. Methodology and organization. Let us outline the key idea underlying the
proof of the correspondence between LLN, CLT and germs of Schur generating func-
tions.
We start similarly to [BuG], [BuG2] (see also [BB], [BBO]) by applying differential
operators diagonalized by Schur functions to the Schur generating function of the
measure. This leads to polynomial formulas relating the expectations of the products
of the moments (1.2) with partial derivatives at the unity of ln(SP) for finite values of
N .
Our first surprising observation is that the highest order partial derivatives part of
these relations is linear and of square format, i.e. with the number of variables on the
partial derivatives side equal to the number of variables on the moments side. Thus,
one can treat this part as a system of linear equations on partial derivatives and hope
to solve it.
Further investigation reveals that the matrix of this system splits into the sum of
two: the first one is essentially triangular, while the second one decays as N →∞. We
do not know any a priori reasons to expect this triangularity. Inverting the triangular
part we get expressions for partial derivatives in terms of centered moments (in fact,
we rather work with cumulants), which behave in a controlled way as N →∞.
Section 2 provides a full proof of the correspondence by developing this idea. Section
3 makes a next step by extending the correspondence to the multi–dimensional setting
of several random signatures. In Section 4 we first outline the strategy for applying
our approach to the study of random tilings, then give precise formulations for both
lozenge and domino tilings and provide detailed proofs. Finally, Appendix 5 explains
how our approach can be used to get the Central Limit Theorem for quantum random
walk on U(N).
1.4. Related articles. The interplay between functions (or measures) on a group and
functions (or measures) on labels of its irreducible representations in high–dimensional
asymptotic problems of probability and representation theory was previously discussed
in several groups of articles.
2The other case with non-trivial topology is dimers on the torus (there will be no frozen regions in
this case, and the complex structure is the standard one, as the limit shape is flat) studied in [Dub].
See also [BLR3] for the new progress.
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The oldest example originates in the study of finite factor representations and char-
acters for the infinite symmetric group S(∞) and the infinite–dimensional unitary
group U(∞). Vershik and Kerov [VK1], [VK2] introduced a way to think about these
objects as limits for random Young diagrams, with complete details and extensions
first appearing in [KOO], [OO]. The topology in these articles is very different from
ours, rather than looking at all coordinates of the signature simultaneously as in (1.2),
they deal with the first few rows and columns of the corresponding Young diagrams.
This is dictated by the infinite groups S(∞) and U(∞) themselves, see [O, Section
1.4] for the Fourier point of view in this setting. It would be interesting, if we could
identify our germs of SGF with functions on some natural infinite–dimensional groups
or algebras, similarly to harmonic analysis of [KOV], [BO1]; so far we have no progress
in this direction.
[Bi3], [Bi4] is closer to our studies, as in these papers Biane explained how limit shape
theorems for random Young diagrams are equivalent to the approximate factorization
property for the characters of symmetric groups. The connections between values of
characters and fluctuations were further explored in [Ker], [IO] and in [S]. More recent
papers [DF], [DS] aimed at generalizing these results to the deformation related to
Jack polynomials. Some of the asymptotic structures related to unitary groups admit
degenerations to symmetric groups (see e.g. [BO2]), and it is to be understood, whether
our results linking LLN, CLT for the moments to germs of SGF can be degenerated
into meaningful statements for the S(n) as n→∞.
Another direction is Wiengarten calculus for the integrals over unitary groups and
its application to asymptotic problems e.g. in [C], [CNS], [MN]. In particular, it was
used in relation to the degeneration of the character theory for the unitary groups
(known as the semi-classical limit) to invariant random matrix ensembles.
In a slightly different direction, the mixing time for random walks on large groups
was often studied using character theory of this group, see e.g. [Di]. For instance, the
card shuffling problems can be analyzed with the use of characters of symmetric groups.
In such work, probability measures usually live on a group, while the corresponding
functions are defined on the labels of irreducible representations. In our approach
these two roles are exchanged.
1.5. Acknowledgements. We would like to thank G. Borot, R. Kenyon, and G. Ol-
shanski for fruitful discussions. V.G. is partially supported by the NSF grants DMS-
1407562, DMS-1664619, by the Sloan Research Fellowship. Both authors were partially
supported by The Foundation Sciences Mathe´matiques de Paris.
2. One–dimensional theorem
2.1. Formulation. Let GTN denote the set of all N–tuples λ1 ≥ λ2 ≥ · · · ≥ λN
of integers. For a probability measure τ on GTN let Sτ denote its Schur generating
function, i.e.
(2.1) Sτ (x1, . . . , xN) =
∑
λ∈GTN
τ(λ)
sλ(x1, . . . , xN)
sλ(1N)
, 1N = (1, . . . , 1︸ ︷︷ ︸
N
),
where sλ is Schur symmetric (Laurent) polynomial.
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Definition 2.1. We call a probability measure τ on GTN smooth, if there exists r > 1
such that
(2.2)
∑
λ∈GTN
τ(λ) · r|λ1|+|λ2|+···+|λN | <∞.
Lemma 2.2. If τ is a smooth measure on GTN , then its Schur–generating function
Sτ is uniformly convergent in a neighborhood of 1
N .
Proof. The combinatorial formula for Schur functions (see e.g. [M, Section 5, Chapter
I]) implies that for any t > 0,
(2.3) sup
(x1,...,xN )∈CN ,
|x1|=···=|xN |=t
|sλ(x1, . . . , xN)| = sλ(tN) = tλ1+λ2+···+λNsλ(1N).
Combining (2.3) with (2.2) we conclude that (2.1) is uniformly convergent in the
annulus t−1 < |xi| < t, i = 1, . . . , N for any 1 < t < r. 
Now for N = 1, 2, . . . , let ρN be a smooth probability measure on GTN . Let λ be
ρN–distributed element of GTN . Define {pNk }k=1,2,... to be a countable collection of
random variables via
(2.4) pNk =
N∑
k=1
(
λi +N − i
N
)k
.
Let us recall the definition of a joint cumulant. For r = 1, 2, . . . , let Θr be the collection
of all unordered partitions of {1, · · · , r}, i.e.
(2.5)
Θr =
{
{U1, · · · , Ut}
∣∣∣∣∣t ∈ Z+,
t⋃
i=1
Ui = {1, · · · , r}, Ui
⋂
Uj = ∅, Ui 6= ∅,∀1 ≤ i ≤ j ≤ t
}
.
Definition 2.3. Take a collection of random variables (ξk)k=1,2,.... For each r =
1, 2, . . . ,, and r–tuple of positive integers (k1, . . . , kr), the rth order cumulant of
ξ1, ξ2, . . . is defined through
(2.6) κk1,...,kr(ξk, k = 1, 2, . . . ) :=
∑
{U1,··· ,Ut}∈Θr
(−1)t−1(t− 1)!
t∏
i=1
E
[∏
j∈Ui
ξkj
]
.
Note that the joint cumulants uniquely define joint moments of ξ1, ξ2, . . . and vice
versa; in particular, the first order cumulant is the mean, while the second order
cumulant is the covariance. ξ1, ξ2, . . . is a Gaussian vector if and only if all the rth
cumulants for each r > 2 vanish, see e.g. [PT, Section 3.1, 3.2].
Definition 2.4. We say that smooth measures ρN satisfy a CLT as N →∞, if there
exists two countable collection of numbers p(k), cov(k,m), k,m = 1, 2, . . . such that
(A) For each k = 1, 2, . . . ,
lim
N→∞
1
N
E[pNk ] = p(k),
(B) For each k,m = 1, 2, . . . ,
lim
N→∞
(
E[pNk pNm]− E[pNk ]E[pNm]
)
= cov(k,m),
(C) For each r > 2 and any collection of positive integers k1, . . . , kr
lim
N→∞
κk1,...,kr
(
pNk , k = 1, 2, . . .
)
= 0.
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Definition 2.5. We say that smooth measures ρN are CLT–appropriate as N → ∞,
if there exist two countable collections of numbers ck, dk,m, k,m = 1, 2, . . . , such that
(1) For each k = 1, 2, . . . :
lim
N→∞
1
N
(
∂
∂xi
)k
ln(SρN )
∣∣∣
x1=···=xN=1
= ck,
(2) For each k,m = 1, 2, . . . , with k 6= m:
lim
N→∞
(
∂
∂xi
)k (
∂
∂xj
)m
ln(SρN )
∣∣∣
x1=···=xN=1
= dk,m,
(3) For each set of indices {i1, . . . , is} with at least three distinct elements:
lim
N→∞
∂
∂xi1
. . .
∂
∂xis
ln(SρN )
∣∣∣
x1=···=xN=1
= 0.
Theorem 2.6. Smooth measures ρN satisfy CLT as N → ∞ if and only if they are
CLT–appropriate.
The numbers p(k), cov(k,m), k,m = 1, . . . , are polynomials in ck, dk,m, k,m =
1, . . . , and can be computed through the following formulas:
(2.7) p(k) = [z−1]
1
(k + 1)(1 + z)
(
(1 + z)
(
1
z
+
∞∑
a=1
caz
a−1
(a− 1)!
))k+1
,
(2.8)
cov(k,m) = [z−1w−1]
(
(1 + z)
(
1
z
+
∞∑
a=1
caz
a−1
(a− 1)!
))k (
(1 + w)
(
1
w
+
∞∑
a=1
caw
a−1
(a− 1)!
))m
×
( ∞∑
a=0
za
w1+a
)2
+
∞∑
a,b=1
da,b
(a− 1)!(b− 1)!z
a−1wb−1
 ,
where [z−1] and [z−1w−1] stay for the coefficients of z−1 and z−1w−1, respectively, in
the Laurent power series given afterwards.
Remark 2.7. If the series in (2.7), (2.8) are convergent for z and w in a neighborhood
of 0, then the formulas can be converted into contour integrals (as residues at 0). In
particular, in (2.8) we then need to assume |z| < |w| leading to( ∞∑
a=0
za
w1+a
)2
=
1
(z − w)2 .
This is the form used in [BuG2].
Lemma 2.8. The formulas (2.7), (2.8) can be inverted as follows:
(2.9)
∞∑
a=1
caz
a−1
(a− 1)! =
1
1 + z
( ∞∑
k=0
p(k)
uk+1
)(−1)∣∣∣∣∣
u=ln(1+z)
− 1
z
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where (·)(−1) is the functional inversion of the power series, ∣∣
u=ln(1+z)
means that we
change the variables after inversion, and we use the convention p(0) = 1.
(2.10)
∞∑
a,b=1
da,b
(a− 1)!(b− 1)!z
a−1wb−1 =
f ′(z)
f(z)
f ′(w)
f(w)
×
 ∞∑
k,m=0
cov(k,m)
f(z)kf(w)m
− [u−1v−1]
 1
1− f(u)/f(z) ·
1
1− f(v)/f(w)
( ∞∑
a=0
ua
v1+a
)2 ,
where
f(z) = (1 + z)
(
1
z
+
∞∑
a=1
caz
a−1
(a− 1)!
)
and 1
1−f(u)/f(z) is expanded in series as 1 +
f(u)
f(z)
+
(
f(u)
f(z)
)2
+ . . . .
Remark 2.9. The statement of the lemma is purely algebraic and does not claim any-
thing about positivity. However, in our context the numbers cov(k,m) are not arbi-
trary, as any covariance matrix needs to be positive–definite. Similarly, the numbers
p(k) satisfy constraints as moments of a positive probability measure.
From the other side, the numbers ck, dk,m are similarly not arbitrary, as they arise
as limits of partial derivatives of symmetric functions with positive decompositions
into Schur polynomials (such functions can be identified with characters of the unitary
group U(N)).
It would be interesting to find out whether the formulas (2.7), (2.8), (2.9), (2.10)
define a bijection between all possible families p(k), cov(k,m) (satisfying all the afore-
mentioned inequalities) from one side and all possible families ck, dk,m (again satisfying
all the necessary inequalities) on the other side. We will not address this question here.
Proof of Lemma 2.8. The relations (2.7) and (2.8) express p(k) and cov(k,m) as poly-
nomials in ca, da,b. Moreover, these expressions have triangular structure. In more
details, p(k) is expressed through ca with a = 1, 2, . . . , k, and the dependence on ck is
linear (and non-degenerate).
Given all ca’s, cov(k,m) is expressed through da,b with a ≤ k, b ≤ m in a linear
way, and the dependence on dk,m is non-degenerate.
It readily follows that the formulas(2.7) and (2.8) can be inverted and yield a polyno-
mial expressions for ca, da,b through p(k), cov(k,m) with a similar triangular structure.
Due to polynomiality, it then suffices to check (2.9), (2.10) for such ca, da,b that the
series
∑∞
a=1
caza−1
(a−1)! and
∑∞
a,b=1
da,b
(a−1)!(b−1)!z
a−1wb−1 are convergent for all z, w ∈ C. For
(2.9) this check is contained in the proof of [BuG, Lemma 6.1] — it reduces to the
Lagrange inversion formula.
For (2.10) we rewrite (2.8) as a contour integral
(2.11)
1
(2pii)2
∮ ∮
|z|=ε
|w|=2ε
f(z)k f(w)m
( ∞∑
a=0
za
w1+a
)2
+
∞∑
a,b=1
da,b
(a− 1)!(b− 1)!z
a−1wb−1
 dzdw,
with integration around 0 in both z and w. We introduce two small complex variables
u and v, multiply (2.11) by uk, vm and sum over all k,m to get (we agree that
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cov(0, 0) = 0)
(2.12)
∞∑
k,m=0
cov(k,m)ukvm =
1
(2pii)2
∮ ∮
|z|=ε
|w|=2ε
1
1− uf(z) ·
1
1− vf(w)
dzdw
(z − w)2
+
1
(2pii)2
∮ ∮
|z|=ε
|w|=2ε
1
1− uf(z) ·
1
1− vf(w)
( ∞∑
a,b=1
da,b
(a− 1)!(b− 1)!z
a−1wb−1
)
dzdw,
The first term in the right–hand side does not depend on da,b and we treat it as being
known. For the second one note that when ε is small, and u is even smaller, the
equation f(z) = 1
u
has a unique solution f (−1)(1/u) inside the contour |z| = ε. We can
therefore compute the integral as a residue, transforming (2.12) into
(2.13)
1
(2pii)2
∮ ∮
|z|=ε
|w|=2ε
1
1− uf(z) ·
1
1− vf(w)
dzdw
(z − w)2
+
1
−uf ′(f (−1)(1/u)) ·
1
−uf ′(f (−1)(1/v)) ·
( ∞∑
a,b=1
da,b
(a− 1)!(b− 1)!(f
(−1)(1/u))a−1(f (−1)(1/v))b−1
)
,
Therefore, setting 1/u = f(x), 1/v = f(y), and denoting
G(u, v) =
∞∑
k,m=0
cov(k,m)ukvm − 1
(2pii)2
∮ ∮
|z|=ε
|w|=2ε
1
1− uf(z) ·
1
1− vf(w)
dzdw
(z − w)2 ,
we get
G
(
1
f(x)
,
1
f(y)
)
=
f(x)
f ′(x)
· f(y)
f ′(y)
·
( ∞∑
a,b=1
da,b
(a− 1)!(b− 1)!x
a−1yb−1
)
,
which coincides with (2.10). 
In [BuG], [BuG2, Theorem 2.4, Theorem 2.8] we proved that if the measures ρN are
CLT appropriate, then they satisfy CLT and the formulas (2.7), (2.8) hold. Here we
prove the opposite direction of Theorem 2.6, i.e. that if measures satisfy CLT, then
they are CLT–appropriate. The proof is split into several steps and culminates in
Section 2.4.
2.2. Expansion of differential operators. Throughout this and the next section we
explain how the random power sums pNk of (2.4) can be analyzed through differential
operators. Below we always silently assume that ρN are smooth measures.
We let x be the set of variables (x1, . . . , xN) and define
V (x) =
∏
1≤i<j≤N
(xi − xj).
Introduce the following differential expression in N variables:
(2.14) Dk = V (x)−1
(
N∑
i=1
(
xi
∂
∂xi
)k)
V (x).
We will generally apply this operator to SρN to compute the moments of ρN . We use
the notation
(2.15) Pk := Dk[SρN ]
∣∣
x1=···=xN=1
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We also need a version for cumulants. For an integral vector k1, . . . , kr ≥ 1 let us
define
(2.16) Kk1,...,kr :=
∑
{U1,··· ,Ut}∈Θr
(−1)t−1(t− 1)!
t∏
i=1
([∏
j∈Ui
Dkj
]
[SρN ]
)∣∣∣∣∣
x1=···=xN=1
.
where [SρN ] means an application of a differential operator to the function SρN . In
principle, all operators in (2.16) commute and therefore the order in which we apply
them is irrelevant. However, for the sake of being precise we specify this order by
declaring that we first apply the factor corresponding to the largest j, then the factor
with second to largest j acts on the result, etc.
The following lemma is a starting point for all our proofs.
Lemma 2.10. We have
Pk = E
[
NkpNk
]
, Kk1,...,kr = κk1,...,kr
(
NkpNk , k = 1, 2, . . .
)
.
Proof. This is a corollary of the eigenrelarion Dk(sµ(x)) =
∑N
i=1(µi+N−i)ksµ(x). 
In what follows, we analyze the combinatorics of Pk and Kk1,...,kr . The main difficulty
lies in the fact that we need to plug in x1 = · · · = xN = 1 into V (x) and V (x)−1 in
(2.14) and therefore to resolve the arising singularity.
Nevertheless, we explain below that Pk and Kk1,...,kr can be written as a linear
combination of partial derivatives of ln(SρN ) at x1 = · · · = xN = 1. Since SρN
is symmetric, there is no need to consider all possible partial derivatives. In more
details, recall that a partition (or Young diagram) λ is a sequence of non-negative
integers λ1 ≥ λ2 ≥ · · · ≥ 0, such that |λ| :=
∑∞
i=1 λi < ∞. The number of non-zero
parts in λ is denoted `(λ). Introduce the notation
∂λ[lnSρN ] =
`(λ)∏
i=1
(∂i)
λi
 [lnSρN ].
|λ| is the order of the derivative. We will also need to compare the derivatives of the
same order. For that we use the dominance order on partitions: for λ, µ such that
|λ| = |µ| we write λ  µ if
λ1 + λ2 + · · ·+ λk ≥ µ1 + · · ·+ µk, k = 1, 2, . . . .
Note that the dominance order is only a partial order, as many partitions are in-
comparable. One way to extend it to a complete (i.e. linear) order is through the
lexicographic ordering3
The expansions of Pk and Kk1,...,kr in partial derivatives of ln(SρN ) are summarized
in the following two theorems.
Theorem 2.11. Pk can be written as a finite ( independent of N) linear combination
of products of partial derivatives of ln(SρN ) at x1 = · · · = xN = 1, whose coefficients
are polynomials in N . The highest order of partial derivatives in this expansion is k,
and the total contribution of the derivatives of order k can be written as
(2.17) Nk
∑
λ:|λ|=k
αk(λ) · ∂λ[ln(SρN )]x1=···=xN=1 +O(Nk−1),
3Recall that a vector (u1, u2, . . . ) is larger than (v1, v2, . . . ) in the lexicographic order, if for some
k > 0, u1 = v1, u2 = v2,. . .uk−1 = vk−1, and uk > vk.
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where the summation goes over all Young diagrams λ with |λ| = k, αk(λ) are some
coefficients (independent of N) and O(Nk−1) is a linear combination of partial deriva-
tives of ln(SρN ) of order k and with all coefficients being smaller in absolute value than
const ·Nk−1. Finally, αk(k, 0, . . . ) 6= 0.
Theorem 2.12. Take a partition k = (k1 ≥ k2 ≥ . . . kr) with `(k) = r. Kk1,...,kr can
be written as a finite ( independent of N) linear combination of products of partial
derivatives of ln(SρN ) at x1 = · · · = xN = 1, whose coefficients are polynomials in N .
The highest order of partial derivatives in this expansion is |k|, and the contribution
of the derivatives of order k| can be written as
(2.18) Nk1+···+kr
∑
λk
αk1,...,kr(λ) · ∂λ[ln(SρN )]x1=···=xN=1 +O(Nk1+···+kr−1),
where the summation goes over all Young diagrams λ with |λ| = |k|, which are smaller
in the dominance order than k, αk1,...,kr(λ) are some coefficients (independent of N)
and O(Nk1+···+kr−1) is a linear combination of partial derivatives of ln(SρN ) of order
k1 + · · · + kr, and with all coefficients being smaller in absolute value than const ·
Nk1+···+kr−1. Finally, αk1,...,kr(k1, . . . , kr) 6= 0.
The proof of Theorems 2.11, 2.12 is given in the next Section 2.3.
2.3. Highest order components of differential operators. We start discussing
the structure of (2.15), (2.16). Expanding by the Leibnitz rule, the application of Dk
to a function f(x) can be written as a sum of partial derivatives of f divided by linear
factors (xi − xj), and multiplied by momonial factors xmi . In more details, we get a
sum of the terms of the form
(2.19)
(xi)
q(∂i)
nf(x)∏
j∈A(xi − xj)
,
indexed by i, A ⊂ {1, . . . , N} \ {i}, q ≥ 0, n ≥ 0.
When differentiating SρN , we write SρN = exp(ln(SρN )) and therefore
∂
∂xi
SρN = SρN ·
∂
∂xi
(ln(SρN )).
Hence, both Pk and Kk1,...,kr can be written as sums of terms, each of which is SρN
raised to some power, multiplied by partial derivatives of (ln(SρN )), multiplied by
some collection of variables xi and divided by some linear factors 1/(xi − xj). In the
end, we need to plug in x1 = · · · = xN = 1 into the differential operators giving Pk
and Kk1,...,kr . Since SρN = 1 upon such substitution, we can ignore its powers in the
end. The conclusion from this discussion is that the result, i.e. Pk and Kk1,...,kr can be
written as an expression involving only various partial derivatives of ln(SρN (x)) and
nothing else. We introduce the notations for the latter derivatives by writing,
(2.20) ln(SρN (x1, . . . , xN)) =
∞∑
k1,k2,...,kN=0
sk1,...,kN
N∏
i=1
(xi − 1)ki ,
sk1,...,kN =
[
N∏
i=1
(∂i)
ki
ki!
]
ln(SρN (x1, . . . , xN))
∣∣
x1=···=xN=1.
The number k1+· · ·+kN is the order of the partial derivative corresponding to sk1,...,kN .
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Since the measure ρN is smooth, the series (2.20) is uniformly converging to an
analytic function in a neighborhood of 1N , and there exists R > 0 such that a uniform
bound holds:
|sk1,...,kN | ≤ Rk1+···+kN ,
Further, since SρN is symmetric, so are the coefficients s
k1,...,kN . Finally, SρN (1, . . . , 1) =
1 implies s0,...,0 = 0.
Propositions 2.13, 2.14 and Corollary 2.15 summarize our basic point of view on Pk
and Kk1,...,kr .
Proposition 2.13. Pk can be written as a finite ( independent of N) sum of products
of sm1,...,mh,0,...,0, whose coefficients are polynomials in N . The largest order, i.e. the
value of m1 + · · ·+mh, appearing in this sum is k.
Proof. We write Dk as a sum of the terms of the form (2.19). Note that in this formula
0 ≤ n+|A|+(k−q) ≤ k. Further, note that Dk is a symmetric expression in x1, . . . , xN ,
therefore, together with each term of the form (2.19) all possible its permutations also
arise. Thus, Dk can be written as a linear combination (with coefficients depending
only on k, but not on N or anything else) of the terms of the form:
(2.21)
∑
{i,j1,...,jm}⊂{1,...,N}
Symi,j1,...,jm
(xi)
q(∂i)
n
(xi − xj1)(xi − xj2) · · · (xi − xjm)
,
with 0 ≤ q, n,m ≤ k and n + m + (k − q) ≤ k, and where for an expression
Ψ(xi1 , . . . , xip), we use a notation
Symi1,...,ipΨ =
∑
σ∈S(p)
Ψ
(
xiσ(1) , . . . , xiσ(p)
)
,
and S(p) is the group of all permutations of {1, . . . , p}.
When we apply (2.21) to SρN (x), we write
(2.22) (∂i)
nSρN = (∂i)
n exp(ln(SρN )) = (∂i)
n−1 [exp(ln(SρN )) · ∂i(ln(SρN ))] = . . .
= SρN
∑
λ`n
cν
∞∏
i=1
[
(∂i)
νi ln(SρN )
]
,
where the sum goes over all partitions ν = (ν1 ≥ ν2 ≥ . . . ) of n, and cν is a combina-
torial coefficient.
Therefore, Dk[SρN (x)] is a finite linear combination of the terms
(2.23) SρN (x)
∑
{i,j1,...,jm}⊂{1,...,N}
Symi,j1,...,jm
(xi)
q
∏∞
i=1
[
(∂i)
νi ln(SρN )
]
(xi − xj1)(xi − xj2) · · · (xi − xjm)
,
with m + (k − q) + ∑i νi ≤ k. Due to symmetry of ln(SρN ), all terms in the sum
of (2.23) are essentially the same. Let us analyze the one corresponding to i = 1,
{j1, . . . , jm} = {2, . . . ,m + 1}. We plug in the expansion (2.20), differentiate and
multiply to get a power series expansion for
∏∞
i=1
[
(∂i)
νi ln(SρN )
]
. Using the symmetry
of ln(SρN ), the computation reduces to studying
(2.24) Sym1,...,m+1
(x1)
q
m+1∏
i=1
(xi − 1)µi
(x1 − x2)(x1 − x3) · · · (x1 − xm+1) ,
for any integers µ1, . . . , µm+1 ≥ 0.
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Claim 1: (2.24) is a symmetric polynomial in (x1 − 1), . . . , (xm+1 − 1) of degree
at most q − m +∑i µi. Indeed, if we multiply (2.24) by V (x1, . . . , xm+1) inside the
symmetrization, then the result is skew–symmetric on one hand, and a polynomial on
the other hand. Thus, it should be divisible (as a polynomial) by V (x1, . . . , xm+1),
and we obtain the desired statement.
Claim 2: If we expand (2.24) into monomials in (x1−1), . . . , (xm+1−1), then each
monomial has degree at least µ1+· · ·+µm+1−m. (In particular, if µ1+· · ·+µm+1 > m,
then the polynomial vanishes at the point x1 = · · · = xm+1 = 1.) Indeed, choose m+1
distinct real numbers α1, . . . , αm+1 and set xi = 1 + ε · αi, i = 1, . . . ,m + 1, where ε
is a small number. Then each term in (2.24) becomes O(ε
∑
i µi−m), and therefore the
sum is also O(ε
∑
i µi−m), which implies the claim.
We now plug in x1 = · · · = xN = 1 into (2.23). Since SρN (x) is symmetric and
SρN (1, . . . , 1) = 1, the result is
(2.25)
(
N
m+ 1
)
· Sym1,...,m+1
(x1)
q
∏∞
i=1
[
(∂1)
νi ln(SρN )
]
(x1 − x2)(x1 − x3) · · · (x1 − xm+1)
∣∣∣∣∣
x1=···=xN=1
,
Note that we can set xm+2 = · · · = xN = 1 in (2.25) even before computing derivatives
and symmetrizing and then use
ln(SρN (x1, . . . , xm+1, 1, . . . , 1) =
∞∑
`1,...,`m+1=0
s`1,...,`m+1,0,...,0
m+1∏
i=1
(xi − 1)`i ,
which leads to
(2.26)
∞∏
i=1
[
(∂1)
νi ln(SρN (x1, . . . , xm+1, 1, . . . , 1))
]
=
∞∑
µ1,...,µm+1=0
c(µ1, . . . , µm+1)
m+1∏
i=1
(xi − 1)µi ,
where each c(µ1, . . . , µm+1) is a polynomial in coefficients s
`1,...,`m+1 , such that if
s`(1)s`(2) · · · s`(t) is a monomial entering this polynomial, then
t∑
j=1
m+1∑
i=1
`(j)i =
m+1∑
i=1
µi +
∞∑
j=1
νi
We plug (2.26) into (2.25). Claim 2 implies that the result (and therefore, Pk) does
not depend on terms in (2.26) with
∑
i µi > m. Thus, Pk depends only on s`1,...,`m+1
with `1 + · · ·+ `m+1 ≤ m+
∑
i νi ≤ k. 
Proposition 2.14. For any integers k1, . . . , kr ≥ 0 with
∑r
a=1 ka = K, the expression(
r∏
a=1
Dka
)
[SρN (x)]
∣∣∣
x1=···=xN=1
can be written as a finite ( independent of N) sum of products of sm1,...,mh,0,...,0, whose
coefficients are polynomials in N . The largest order of m1 + · · ·+mh appearing in this
sum is K.
Proof of Proposition 2.14. We start by writing each Dka in
(
r∏
a=1
Dka
)
[SρN (x)] as a
sum of the form (2.21). Each term thus comes with a subset Ma ⊂ {1, . . . , N} (that
was {i, j1, . . . , jm} in (2.21) ) of at most ka elements, after we multiply the expressions
we get
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(2.27)
∑
M1,...,Mr⊂{1,...,N}
“expression in variables from M1 ∪M2 ∪ · · · ∪Mr”.
It is convenient to define the combinatorial type Co(M1, . . . ,Mr) as the set of num-
bers
(|⋂i∈RMi|)R⊂{1,...,r}. The combinatorial type c defines through the inclusion–
exclusion principle the number |⋃ra=1Mr| which we denote M(c).
We choose the setsM1, . . . ,Mr in (2.27) by a three–step procedure: we first choose
their combinatorial type c, then a M(c)–element subset M ⊂ {1, . . . , N}, and then
M1, . . . ,Mr ⊂ M. Note M(c) ≤ K. We will further apply (2.27) to SρN (x), and
then set all variables equal to 1. Observe that, due to symmetry in xi, the result is
independent of the choice of M, and therefore we can write it as a result of setting
x1 = · · · = xM(c) = 1 in
(2.28)
∑
c
(
N
M(c)
) ∑
M1
⋃···⋃Mr={1,...,M(c)}
Co(M1,...,Mr)=c(
r∏
a=1
SymMa=(i,j1,...,jm)
(xi)
qa(∂i)
na
(xi − xj1)(xi − xj2) · · · (xi − xjm)
)[
SρN (x1, . . . , xM(c), 1, . . . , 1)
]
,
where na+ |Ma|−1 ≤ ka. The two important features of (2.28) is that the dependence
on N is isolated in
(
N
M(c)
)
prefactors (and therefore, this dependence is polynomial, as
desired), and that all but M(c) variables in SρN (x) are set to 1 before taking any
derivatives.
Fix a number M and a combinatorial type c such that M(c) ≤ M . Consider the
expression
(2.29)
∑
M1,...,Mr⊂{1,...,M(c)}
Co(M1,...,Mr)=c
(
r∏
a=1
SymMa=(i,j1,...,jm)
(xi)
qa(∂i)
na
(xi − xj1)(xi − xj2) · · · (xi − xjm)
)
[
SρN (x1, . . . , xM , 1, . . . , 1)
]
,
where na + |Ma| − 1 ≤ ka. We prove by induction in r the following properties:
(A) (2.29) can be decomposed into a series, which is uniformly and absolutely
convergent in a neighborhood of (1, . . . , 1), of the form
(2.30) SρN (x1, . . . , xM , 1, . . . , 1)
∑
m1,...,mM≥0
c(m1, . . . ,mM)
M∏
i=1
(xi − 1)mi
(B) c(m1, . . . ,mM) is symmetric in the first M(c) indices m1, . . . ,mM(c).
(C) c(m1, . . . ,mM) is polynomial in coefficients s
`1,...,`M arising in the decomposition
ln(SρN (x1, . . . , xM , 1, . . . , 1) =
∞∑
`1,...,`M=0
s`1,...,`M ,0,...,0
M∏
i=1
(xi − 1)`i ,
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and such that if s`(1)s`(2) · · · s`(t) is a monomial entering this polynomial (where
`(j) is an M–tuple `(j)1, . . . , `(j)M), then
(2.31)
t∑
j=1
M∑
i=1
`(j)i ≤ (m1 + · · ·+mM) + (k1 + · · ·+ kr).
In the base case r = 1 the properties (A), (B), (C) are checked in Proposition
2.13. For general r, first, note that the symmetry of c(m1, . . . ,mM) follows from the
symmetry of the expression (2.29). Further, for the induction step, we fix a setMr+1,
which we assume without loss of generality to have w elements {M(c)−w+ 1,M(c)−
w + 2, . . . ,M(c)}. We will apply the symmetrization and derivatives in this set after
doing so for M1, . . . ,Mr. Suppose that
⋃r
a=1Mr = M ′; note that M(c) −M ′ ≤ w.
We first use the induction assumption for the sets M1, . . . ,Mr (the parameter M is
unchanged), take the resulting expression of (2.30), then symmetrize it over the last
w variables {M(c)−w+ 1,M(c)−w+ 2, . . . ,M(c)}— this symmetrization is implicit
in (2.29), since it involves the sum over all possible choices ofM1, . . . ,Mr. We arrive
at an expression
(2.32) SρN (x1, . . . , xM , 1, . . . , 1)
∑
m1,...,mM≥0
c′(m1, . . . ,mM)
M∏
i=1
(xi − 1)mi ,
with coefficients c′(m1, . . . ,mM) being symmetric in the indices {M(c)−w+1,M(c)−
w + 2, . . . ,M(c) (it is also symmetric in the first M(c)− w indices, but not in all the
first M(c) indices, because we fixed Mr+1). We apply
SymMr+1=(M(c),M(c)−1,...,M(c)−w+1)
(xM(c))
q(∂M(c))
n
(xM(c) − xM(c)−1)(xM(c) − xM(c)−2) · · · (xM(c) − xM(c)−w+1) ,
to (2.32), where as before, m + n ≤ kr+1. When we act by (∂M(c))n, each deriva-
tive can either act on SρN , or on the sum in (2.32). Using (2.22) and symmetry of
c(m1, . . . ,mM), we arrive at a sum of the terms of the form
(2.33)
SρN (x1, . . . , xM , 1, . . . , 1)·SymMr+1
[
(xM(c))
q ·∏∞i=1[(∂M(c))νi lnSρN (x1, . . . , xM , 1, . . . , 1)]
(xM(c) − xM(c)−1) · · · (xM(c) − xM(c)−m+1)
× (∂M(c))ν0
∑
m1,...,mM≥0
c′(m1, . . . ,mM)
M∏
i=1
(xi − 1)mi
]
,
were ν0 + ν1 + ν2 + · · · = n. It remains to use Claim 1 and Claim 2 in the proof of
Proposition 2.13 (in variables {M(c)−w+ 1, . . . ,M(c)}), and then sum over all other
possible choices of the setMr+1. This finishes the proof of properties (A), (B), (C). We
now use these properties (for the case M = M(c)) when plugging x1 = · · · = xM(c) = 1
in (2.28) to finish the proof of the proposition. 
Corollary 2.15. For any integers k1, . . . , kr ≥ 0 with
∑r
a=1 ka = K, Kk1,...,kr can
be written as a finite ( independent of N) sum of products of sm1,...,mK ,0,...,0, whose
coefficients are polynomials in N . The highest order of m1 + · · · + mK appearing in
this sum is K. All the highest order terms arise from (
∏r
a=1Dka) [SρN ]
∣∣
x1=···=xN=1.
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We now would like to analyze the highest order terms in the expansions of Corollary
2.15 and Proposition 2.13. Due to symmetry, these terms are enumerated by partitions
of K = k1 + · · ·+ kr. For convenience, we also reorder k = (k1 ≥ k2 ≥ · · · ≥ kr).
By Corollary 2.15, the highest order terms arise from (
∏r
a=1Dka) [SρN ]
∣∣
x1=···=xN=1,
and therefore are given as the results of setting x1 = · · · = xM = 1 in (2.28). The
expression (2.28) is further analyzed inductively in r by using the formula (2.33).
Lemma 2.16. When we compute the highest order terms in Kk1,...,kr (or in Pk) in-
ductively as in Proposition 2.14, then at the base step r = 1, the partition ν in (2.23)
is such that ν2 = ν3 = · · · = 0, ν1 > 0, and in the induction step in (2.33), we should
have ν1 = ν2 = · · · = 0, ν0 > 0.
Proof. We obtain the highest order term if and only if on each step of the inductive
procedure of Proposition 2.14 the inequality (2.31) turns into an equality and t = 1
(note s0,...,0 = 0). Therefore, there should be no multiplications of power series in
(2.23), (2.33), which implies that ν2 = ν3 = · · · = 0 in (2.23) and (2.33). If in
(2.23) also ν1 = 0, then the result does not depend on ln(SρN ) at all, and therefore
(2.31) is strict. Thus, we should have ν1 > 0 in (2.23). For (2.33), the absence of
multiplications implies that also ν1 = 0. Finally, if ν0 also vanishes, then due to
symmetry of c′(m1, . . . ,mM), we can factor (2.33) as
(2.34) SymMr+1
[
(xM(c))
q
(xM(c) − xM(c)−1) · · · (xM(c) − xM(c)−m+1)
]
×
∑
m1,...,mM≥0
c′(m1, . . . ,mM)
M∏
i=1
(xi − 1)mi ,
and observe that the first factor does not depend on ln(SρN ), and (2.31) is again
strict. 
Proof of Theorem 2.11. Lemma 2.16 implies that the highest order terms of Dk[SρN ]
are the same as those for Dk[ln(SρN )], and therefore it can be a written as a linear
combination of partial derivatives parameterized by Young diagrams, as in (2.17). The
N–dependence of the coefficients in this linear combination comes from the binomial
coefficients in (2.25), and therefore, the leading (in N) contribution comes from the
maximal value of m. Recall that by definitions, m ≤ k. If m = k, then all νi in
(2.25) are equal to 0 — this does not contribute to the highest order by Lemma 2.16,
hence, it is not what we want. We conclude that for the leading (in N) contribution
we should have m = k − 1, and the contributing term can be then written as
(2.35)
Nk
k!
· Sym1,...,k
(x1)
k∂1[ln(SρN )]
(x1 − x2)(x1 − x3) · · · (x1 − xk)
∣∣∣∣∣
x1=···=xN=1
,
We already know (cf. Claim 1 and Claim 2 in the proof of Proposition 2.13) that
(2.35) is a linear combination of partial derivatives of ln(SρN ) at 1
N of order at most
k. Therefore, it only remains to show that the derivative (∂1)
k ln(SρN ) enters with a
non-zero coefficient. Expanding ln(SρN ) into a power series in (xi−1), this is the same
as checking the non-vanishing of
(2.36)
1
k!
· Sym1,...,k
(x1)
k∂1[(x1 − 1)k]
(x1 − x2)(x1 − x3) · · · (x1 − xk)
∣∣∣∣∣
x1=···=xN=1
,
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which follows from the explicit formula for this expression of [BuG, Lemma 5.5]. 
Proof of Theorem 2.12. Lemma 2.16 implies that the highest order terms of Kk1,...,kr
are the same as those for (
∏r
a=1Dka) [ln(SρN )], and therefore it can be a written as
a linear combination of partial derivatives parameterized by Young diagrams, as in
(2.18). The N–dependence of the coefficients in this linear combination comes from
the binomial coefficients in (2.28), and therefore, the leading (in N) contribution comes
from the maximal value of M(c). Lemma 2.16 implies that na ≥ 1 in each factor of
(2.28), therefore, |Ma| ≤ ka. M(c) is then maximized when all Ma are disjoint, and
its maximal value is k1 + · · ·+ kr. Then the leading (in N) contribution to the highest
order terms becomes
(2.37)
Nk1+···+kr
(k1 + · · ·+ kr)!
∑
M1
⋃···⋃Mr={1,...,k1+···+kr}
Mi∩Mj=∅ for all i 6=j(
r∏
a=1
SymMa=(i,j1,...,jka−1)
(xi)
ka(∂i)
(xi − xj1)(xi − xj2) · · · (xi − xjka−1)
)
[
ln(SρN (x1, . . . , xk1+···+kr , 1, . . . , 1))
]
x1=···=xk1+···+kr=1
,
Each of r differential factors in (2.37) acts on its own group of variables in
SρN (x1, . . . , xk1+···+kr , 1, . . . , 1), and produces a combination of partial derivatives in
this group of variables. Therefore, together they produce a partial derivative of ln(SρN )
parameterized by a partition λ, whose parts are union of parts of r partitions: of size
k1, of size k2, . . . , of size kr. Therefore, λ ≤ k in the dominance order as desired, and
we arrive at a sum of the form (2.18). The fact that αk(k) 6= 0 again follows from its
explicit computation by [BuG, Lemma 5.5]. 
2.4. Proof of Theorem 2.6. We argue inductively, proving the statements of (1),
(2), (3) of Definition 2.5 for all partial derivatives of order R, given that for all orders
up to R− 1 it was already proven.
We know by Lemma 2.10 and Definition 2.4 that
(2.38) Pk = Nk+1p(k) + o(Nk+1),
(2.39) Kk1,k2 = cov(k1, k2)Nk1+k2 + o(Nk1+k2),
(2.40) Kk1,...,kr = o(Nk1+···+kr), r > 2
as N →∞.
Note that for a given degree R, we have 1 equation (2.38) with k = R and equations
(2.39), (2.40) enumerated by all partitions of R with at least two rows. So altogether
we have as many equations as there are partitions of R. On the other hand, the
number of R–degree derivatives of lnSρN is also the same. Our idea is to show that
this system of equations has a unique solution as N → ∞, which would imply (1),
(2), (3). As we will see, the equations are linear, and have a non-degenerate matrix of
coefficients, which would imply the uniqueness of the solution.
We proceed to the detailed proof.
Assume that the formulas (1), (2), (3) are true for all partial derivatives up to order
R − 1 and we aim to prove them for partial derivatives of order R. Let p(R) be the
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total number of Young diagrams with R boxes. Divide the expression (2.17) for k = R
by NR+1. We will view it as a linear expression in p(R) variables
(2.41)
(∂1)
R
N
[ln(SρN (x))]x1=···=xN=1, ∂λ[ln(SρN (x))]x1=···=xN=1, λ : |λ| = R, λ 6= (R, 0, . . . ).
What we know from Theorem 2.11 is that the coefficient of (∂1)
R
N
is bounded away from
0 and from ∞, while all other coefficients are O(N−1).
Further, we take p(R)−1 expressions (2.18), divide them by NR and again view as a
linear expression in variables (2.41). Then we know from Theorem 2.12 the following:
• The coefficient of λ = k is bounded away from 0 and from ∞.
• The coefficients of λ ≺ k are bounded from above
• The coefficient of (∂1)R
N
is bounded from above
• All other coefficients are O(N−1).
Altogether, if we denote the vector (2.41) through v, then the linear expressions can
be brought into a form of a single p(R)× p(R) matrix (A+N−1B):
(A+N−1B)v,
where B might depend on N (yet, remains uniformly bounded), while A is independent
of N and has the following structure: A11 is non-zero, all other elements in the first
row A1i are zero, the elements of the first column can be arbitrary. The principle
submatrix Aij, i, j > 1 is upper-triangular, if we order λ’s by lexicographic order so
that the second row/column corresponds to the smallest Young diagram 1R and the
last row/column corresponds to the largest one, (R− 1, 1, 0, . . . ).
It is immediate to see that the determinant of matrix A is a product of its diagonal
elements and therefore is non-zero. We conclude that A is invertible. Hence for large
enough N also (A+N−1B) is invertible and all the matrix elements of (A+N−1B)−1
are bounded (uniformly over N > N0).
In these notations, the equations (2.38), (2.39), (2.40) can be rewritten in the form
(2.42) (A+N−1B)v = oR−1 + z + ε,
where z represents the limits of renormalized right–hand sides of (2.38), (2.39), (2.40),
ε is the remainder o(1), N →∞, in these right–hand sides and oR−1 is the contribution
of partial derivatives of ln(SρN ) of orders up to R− 1 in the expansion of PR, Kk1,...,kr
of Proposition 2.13, Corollary 2.15.
We next use the main technical result of [BuG2]. It says that if we choose all the
partial derivatives of lnSρN up to order R satisfying (1), (2), (3) and according to the
formulas (2.7), (2.8) (assuming all p(k), cov(k,m) to be known; such a choice exists
by Lemma 2.8) , then for such choice of v = v0 we would have
(2.43) (A+N−1B)v0 = oR−1 + z + ε′,
where ε′ is another remainder which tends to 0 as N → ∞; in other words, the
asymptotic expansions (2.38), (2.39), (2.40) will be satisfied. Now we subtract (2.42)
and (2.43) to get
(A+N−1B)(v − v0) = ε− ε′.
It remains to use the fact that (A + N−1B)−1 is uniformly bounded for N > N0 to
conclude that v − v0 tends to 0 as N → ∞. Therefore, v satisfies (1), (2), (3), as
desired.
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3. Multi-dimensional CLT
In this section we extend Theorem 2.6 to a setting of several random signatures.
3.1. Formulation. Fix H ≥ 1 and H–tuple of positive integers N1, . . . , NH .
For a probability measure τ on
∏H
h=1GTNh we define its H–dimensional Schur gen-
erating function, through
(3.1) Sτ (x
1
1, . . . , x
1
N1
; . . . ; xH1 , . . . , x
H
NH
)
=
∑
λ1∈GTN1 ,...,λH∈GTNH
τ
(
λ1, . . . , λH
) H∏
h=1
sλh(x
h
1 , . . . , x
h
Nh
)
sλh(1Nh)
.
Definition 3.1. We call a probability measure τ on
∏H
h=1GTNh smooth, if there exists
r > 1 such that ∑
λ1∈GTN1 ,...,λH∈GTNH
τ(λ1, . . . , λH) · r
∑H
h=1
∑Nh
i=1 |λhi | <∞.
An immediate analogue of Lemma 2.2 holds and has the same proof.
Lemma 3.2. If τ is a smooth measure on
∏H
h=1GTNh, then its H–dimensional Schur–
generating function SρN is uniformly convergent in a neighborhood of 1.
Let L be a large parameter and suppose that Nh = Nh(L) are such that
lim
L→∞
Nh
L
= Nh > 0, h = 1, . . . , H.
For each L = 1, 2, . . . , let ρL be a smooth probability measure on
∏H
h=1GTNh ,
and let λ1, . . . , λH be the corresponding random element of
∏H
h=1GTNh . Define
{pNk;h}k=1,2,...;h=1,...,H to be a countable collection of random variables via
pLk,h =
Nh∑
k=1
(
λhi +Nh − i
Nh
)k
.
Definition 3.3. We say that smooth measures ρL satisfy a CLT as L → ∞, if there
exist two countable collection of numbers p(k, h), cov(k, h;m, f), k,m = 1, 2, . . . ;
h, f = 1, . . . , H, such that
(A) For each k = 1, 2, . . . , h = 1, . . . , H
lim
L→∞
1
Nh
E[pLk,h] = p(k, h),
(B) For each k,m = 1, 2, . . . ; h, f = 1, . . . , H,
lim
L→∞
(
E[pLk,h pLm,f ]− E[pLk,h]E[pLm,f ]
)
= cov(k, h;m, f),
(C) For each r > 2 and any collection of pairs (k1, h1), . . . , (kr, hr),
lim
L→∞
κ(k1,h1),...,(kr,hr)
(
pLk,h, h = 1, . . . , H, k = 1, 2, . . .
)
= 0.
Definition 3.4. We say that smooth measures ρL are CLT–appropriate as L→∞, if
there exist two countable collections of numbers ck,h, dk,h;m,f , k,m = 1, 2, . . . ; h, f =
1, . . . , H, such that
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(1) For each k = 1, 2, . . . :
lim
L→∞
1
Nh
(
∂
∂xhi
)k
ln(SρL)
∣∣∣
x11=···=xHNH=1
= ck,h,
(2) For each two pairs (k, h) 6= (m, f):
lim
L→∞
(
∂
∂xhi
)k(
∂
∂xfj
)m
ln(SρL)
∣∣∣
x11=···=xHNH=1
= dk,h;m,f ,
(3) For each set of pairs {(i1, h1), . . . , (is, hs)} with at least three distinct elements:
lim
L→∞
∂
∂xh1i1
. . .
∂
∂xhsis
ln(SρL)
∣∣∣
x11=···=xHNH=1
= 0.
Theorem 3.5. Smooth measures ρL satisfy CLT as L → ∞ if and only if they are
CLT–appropriate. The numbers p(k, h), cov(k, h;m, f), k,m = 1, . . . ; h, f = 1, . . . , H
are polynomials in ck,h, dk,h;m,f , k,m = 1, . . . , h, f = 1, . . . , H and can be computed
through the following formulas:
(3.2) p(k, h) = [z−1]
1
(k + 1)(z + 1)
(
(1 + z)
(
1
z
+
∞∑
a=1
ca,hz
a−1
(a− 1)!
))k+1
,
(3.3) cov(k1, h1; k2, h2)
= [z−1w−1]
(
(1 + z)
(
1
z
+
∞∑
a=1
ca,h1z
a−1
(a− 1)!
))k1 (
(1 + w)
(
1
w
+
∞∑
a=1
ca,h2w
a−1
(a− 1)!
))k2
×
δh1=h2
( ∞∑
a=0
za
w1+a
)2
+
∞∑
a,b=1
da,h1;b,h2
(a− 1)!(b− 1)!z
a−1wb−1
 ,
where [z−1] and [z−1w−1] stay for the coefficients of z−1 and z−1w−1, respectively, in
the Laurent power series given afterwards.
The proof of Theorem 3.5 is similar to Theorem 2.6 and we present it in the next
sections. One complication is that the results of [BuG2] do not cover the generality
we need here, and therefore we have to present their extension.
3.2. Theorem 3.5, part 1: Being appropriate implies CLT. In this section we
show one direction of Theorem 3.5 by proving that CLT–appropriate measures satisfy
CLT. Although this is an extension of [BuG2, Theorem 2.8], yet we present a mildly
different proof.
We will shorten the notations by assuming throughout the proof that L = N1 =
N2 = · · · = NH = N . In the general case the argument is the same.
Proposition 3.6. Suppose that smooth measures ρN on GTHN are CLT–appropriate,
then they satisfy condition (A) of Definition 3.3.
Proof. After we set in the H–dimensional Schur generating function of ρN all x
j
i with
j 6= h equal to 1, then we get the (one–dimensional) Schur generating function of the
marginal λh. Therefore, we can apply Theorem 2.6. 
Proposition 3.7. Suppose that smooth measures ρN on GTHN are CLT–appropriate,
then they satisfy condition (C) of Definition 3.3.
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The proof of Proposition 3.7 is split into several lemmas.
For h = 1, . . . , H, we let xh be the set of variables (xh1 , . . . , x
h
N) and define
V (xh) =
∏
1≤i<j≤N
(xhi − xhj ).
Introduce the following differential expression in N variables:
Dk,h = V (xh)−1
(
N∑
i=1
(
xhi
∂
∂xhi
)k)
V (xh).
We will generally apply this operator to SρN to compute the moments of ρN . We use
the notation
(3.4) Pk,h := Dk,h[SρN ]
∣∣
x1=···=xN=1
We also need a version for the cumulants. Using the notation (2.5), for a collection
of pairs (k1, h1), . . . , (kr, hr) we set
(3.5) Kk1,h1;...;kr,hr :=
∑
{U1,··· ,Ut}∈Θr
(−1)t−1(t−1)!
t∏
i=1
[(∏
j∈Ui
Dkj ,hj
)
[SρN ]
∣∣∣
x11=···=xHN=1
]
.
Lemma 3.8. We have
Pk,h = E
[
NkpNk,h
]
, Kk1,h1;...;kr,hr = κ(k1,h1),...(kr,hr)
(
NkpNk,h, h = 1, . . . , H, k = 1, 2, . . .
)
Proof. This is a corollary of the eigenrelarion Dk,h(sµ(xh)) =
∑N
i=1(µi+N − i)ksµ(xh).

We start analyzing Kk1,h1;...;kr,hr . By its very definition, the expression is a large
sum, where each term is obtained by several applications of the operators Dk,h to SρN .
As in the previous sections, when we need to differentiate SρN , we use the formula
(3.6) ∂i[SρN ] = SρN∂i[lnSρN ],
Therefore, SρN is factored away in each step, and disappears when we plug in all x
h
i
equal to 1 in the end.
In this way, if we act with Dk,h only once, then we can write
(3.7) Dk,hSρN = Ak,h · SρN ,
where Ak,h is a (symmetric in each N variables x
h, h = 1, . . . , H) sum involving lnSρN ,
factors of the form
xhi
xhi −xhj
, and various partial derivatives with respect to variables xhi ,
i = 1, . . . , N .
Further, if we need to act with two operators Dk1,h1 · Dk2,h2 , then we first act with
Dk2,h2 as in (3.7), and then act with Dk1,h1 on the result and expand into an even
larger sum by using the Leibnitz rule. There are two cases here: either some of the
derivations from Dk1,h1 are applied to Ak2,h2 , or all of them are applied to SρN , and
then the factor Ak1,h1 appears. It will be important for us to distinguish these two
cases, and we now develop a book-keeping for them.
In general situation, we apply sequentially r operators Dki,hi (starting from i = r
and ending with i = 1), use Leibnitz rule and expand the result into a huge sum. Let
us explain, what we mean by a term in such sum.
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As in Section 2.3, we can write the operatorDk,h as a sum of the differential operators
of the form
(3.8)
(xhi )
q∏
j∈A(x
h
i − xhj )
(
∂
∂hi
)n
,
where A is a finite set of indices. Expression (3.8) involves |A|+ 1 different variables;
what is important is that this number does not grow with N . Since each Dk,h is
actually symmetric in variables xh, the expression (3.8) shows up together with all
possible permutations of the involved variables. Put it otherwise, Dk,h is a sum of
differential operators of the form
(3.9) Sym{i}⋃A (x
h
i )
q∏
j∈A(x
h
i − xhj )
(
∂
∂hi
)n
,
where Sym is the symmetrization operation, as in Section 2.3. Now take two functions
f and g, which are symmetric in variables {xhj }, j ∈ {i}
⋃
A. The Leibnitz rule for
(3.9) takes the form:
(3.10)
(
Sym{i}⋃A (x
h
i )
q∏
j∈A(x
h
i − xhj )
(
∂
∂hi
)n)
[fg]
=
n∑
m=0
Sym{i}⋃A
(
(xhi )
q∏
j∈A(x
h
i − xhj )
·
(
n
m
)
·
(
∂
∂hi
)m
f ·
(
∂
∂hi
)n−m
g
)
,
Note that we could also symmetrize over variables in an arbitrary larger set B ⊃
{i}⋃A instead of {i}⋃A in (3.9), (3.10). Therefore, using (3.6) for the derivations,
the application of Dk,hDk′,h to SρN reduces to a sum of the expressions of the form
(3.11)
(
SymB
(xhi )
q∏
j∈A(x
h
i − xhj )
(
∂
∂hi
)n)(
SymB
(xhi′)
q′∏
j′∈A′(x
h
i′ − xhj′)
(
∂
∂hi′
)n′)
[SρN ]
=
(
SymB
(xhi )
q∏
j∈A(x
h
i − xhj )
(
∂
∂hi
)n)
SymB (xhi′)q′∏
j′∈A′(x
h
i′ − xhj′)
(
∂
∂h
i′
)n′
SρN
SρN
 · SρN

=
n∑
m=0
(
n
m
)
SymB
(
(xhi )
q∏
j∈A(x
h
i − xhj )
·
(
∂
∂hi
)mSymB (xhi′)q′∏
j′∈A′(x
h
i′ − xhj′)
(
∂
∂h
i′
)n
SρN
SρN

·

(
∂
∂hi
)n−m
SρN
SρN
 · SρN
)
where B = {i}⋃A⋃{i′}⋃A′. We observe that Dk,hDk′,h[SρN ] therefore expanded
into a large sum over the possible choices of q, q′, A, A′, n, n′, and m. Further, if we
study Dk,hDk′,h′ [SρN ] with h 6= h′, then the computation is very similar, only we do
not need to introduce additional symmetrization over B — it is enough to symmetrize
over sets {i}⋃A and {i′}⋃A′, as the operators act in disjoint variables.
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Summing up, all we did was the application of the Leibnitz rule, with a technical
detail that we must symmetrize at every step — as we saw in Section 2.3, the sym-
metrization is important to ensure the well–defined values when we plug in all the
variables equal to 1.
In general, when we apply more than two operators Dk,h to SρN , we do the same:
Leibnitz rule expansion with additional symmetrization on each step. That’s how we
arrive at terms of the expansion. Our next aim is to assign to each such term a certain
graph.
Definition 3.9. A coding graph is a graph with r vertices V1, . . . , Vr. The vertex Vi
corresponds to the pair (ki, hi) of Kk1,h1;...;kr,hr . There are two types of edges: single
and bold. The edges encode the derivations in a term of Kk1,h1;...;kr,hr . We say that
each edge is oriented from smaller index to larger index.
Let us describe in details how a coding graph is constructed from a term. The
vertices are prefixed, while the edges show the dependencies in derivations: they are
constructed by an inductive in r procedure. When r = 1, then we have a one-vertex
graph without any edges.
There is one important property, which is preserved in the steps of the construction.
Suppose that a term of the form T ·SρN corresponds to a graph G. If G can be split into
two disconnected parts G = G1
⊔
G2, with G1 corresponding to vertices {(ki, hi)}i∈I1
and G2 corresponding to vertices {(ki, hi)}i∈I2 , then T is factorized, T = T1 · T2.
Moreover, T1SρN is one of the terms in the expansion of[∏
i∈I1
Dki,hi
]
[SρN ] ,
and T2SρN is one of the terms in the expansion of[∏
i∈I2
Dki,hi
]
[SρN ] .
Similarly, if G is split into q disconnected parts, then T should be split into q factors.
Clearly, this property tautologically holds when r = 1.
We proceed to the inductive description of the construction of the graph. After
Dki+1,hi+1 , . . . ,Dkr,hr were applied, we have an expression of the form
F (x1, . . . ,xH)SρN ,
where F is a (symmetric in each N variables xh, h = 1, . . . , H) expression, which is
a sum involving lnSρN , factors of the form
1
xhi −xhj
, and various partial derivatives. If
we argue inductively, then each term in F already has a graph on vertices i+ 1, . . . , r
assigned to it. So take one term, T , corresponding to a graph G and apply Dki,hi to
T · SρN . We assume by induction hypothesis that T has a factorized form, with each
term corresponding to a connected component of G.
The application of Dki,hi in the form of the sum of terms (3.9) involves differentia-
tions in variables from the set xhi . By the Leibnitz rule, as in the example of (3.11),
each derivative is applied to either of:
(1) SρN
(2) One of the factors of T corresponding to a connected component C of G.
The first case does not lead to appearance of new edges in the constructed graph. On
the other hand, in the second case, we take G and add to it edges joining the ith
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vertex (ki, hi) with each vertex of the connected component C. It is immediate to see
that after this is done, the factorized form with respect to a new graph on vertices
{i, i+ 1, . . . , r} still holds.
It remains to specify whether new edges are single or bold. For each connected
component C, the edges (if any) joining the ith vertex (ki, hi) with this connected
component are of the same type. The single edges arise when we differentiate an
expression in a set of variables with respect to a new variable. For instance, if we have
∂1 lnSρN and then apply ∂2 to it. The bold edges arise when we instead differentiate
an expression in a set of variables with respect to a variable already present in it. For
instance, if we apply ∂1 to ∂1 lnSρN or to
∂2 lnSρN
x1−x2 .
This finishes the description of the inductive procedure. Let us remark, that al-
though a graph describes some features of the corresponding term, but this description
is not complete, i.e. there might be lots of different terms corresponding to the same
graphs. In particular, sometimes these terms cancel out.
Lemma 3.10. After we expand Kk1,h1;...;kr,hr into a sum using the above procedure and
collect the terms, only those corresponding to connected graphs give non-zero contri-
bution.
Proof. Indeed, take any term corresponding to a graph with connected components
V1, . . . , Vq. Then in the sum (3.5), we can get such a graph from any set–partition
U1, . . . , Ut, whose sets are unions of the sets V1, . . . , Vq. Therefore, the total coefficient
of the terms corresponding to this graph is∑
set partitions S1,...,Sm
of {1,...,q}
(−1)m−1(m− 1)!.
If q > 1, then this sum is zero, as this is an expression for the q–th cumulant of the
random variable identically equal to 1. 
Proof of Proposition 3.7. We fix r > 2 and prove that Kk1,h1;...;kr,hr = o(N
∑r
i=1 kr)
as N → ∞. We proceed by taking a term corresponding to a connected graph G
and analyze its contribution. The estimate o(N
∑r
i=1 kr) is obtained by combining a
combinatorial enumeration of the number of terms corresponding to G with bounds
on partial derivatives in Definition 3.4. We remark that due to the arguments of
Section 2.3, we already know that Kk1,h1;...;kr,hr is a combination of products of partial
derivatives of ln(SρN ).
Note that G has at least r− 1 edges and at least one leaf (as an oriented graph, i.e.
leaf is a vertex with no outgoing edges).
Also, let us assign to a term a new number g, which is the number of times that we
differentiated SρN (i.e. we had a term of the form T · SρN and in the next derivation
we differentiated SρN rather than T ). This number is split between the vertices,
g =
∑r
i=1 gi, where gi means the number of times that we differentiated SρN when
applying Dki,hi .
Note that when applying Dkr,hr , we need to differentiate SρN at least once. Oth-
erwise, after symmetrization we get const · SρN and on the next differentiation, this
constant would lead to vanishing contribution. Therefore, gr ≥ 1. The same argument
shows that if (km, hm) is a leaf of G, then gm ≥ 1.
Let us now consider the most basic case of a graph G with all single edges and g = 1.
Then the single derivation of SρN needs then to happen at a single leaf of this graph,
which is the last vertex, (kr, hr). Since there are no other leaves (and due to the way
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the graph is being constructed), G is then the complete graph on r vertices. In this
case, the term corresponding to this graph involves at most
∑r
i=1 ki different variables
xhi . Indeed, the leaf gives at most kr different variables, as we need to differentiate
lnSρN once, and remaining differentiations can be applied to
∏
a<b(x
hr
a − xhrb ) leading
to a new variable each. Each other vertex (ki, hi), i < r leads to at most ki new
variables appearing, we need to differentiate something other that
∏
a<b(x
hi
a − xhib ) at
least once (as there should be an outgoing edge from this vertex). Choosing these∑r
i=1 ki variables in all possible ways leads to a combinatorial factor O(N
∑r
i=1 ki).
Further, as all edges are single, and there are at least 2 of them (since r > 2), we
will differentiate in at least three distinct variables. The conclusion is that we have
O(N
∑r
i=1 ki) terms, each of which is a combination of partial derivatives of case (C)
in Definition 3.4. Therefore, the total contribution of such graph is o(N
∑r
i=1 ki), as
desired.
(k1, h1) (k2, h2) (k3, h3) (k1, h1) (k2, h2) (k3, h3)
Figure 2. When r = 3, two different connected graphs with all single
edges are possible in our construction: with one leaf (k3, h3), as in the
left panel, and with two leaves (k2, h2) and (k3, h3), as in the right panel.
A bit more general basic graph has m leaves and g = m, with each leaf corresponding
to gi = 1, i.e. single derivation of SρN , cf. Figure 2. We still assume that all edges
are single. Suppose that m > 1, as m = 1 has been already discussed above. The
combinatorial coefficient in this case is O(N
∑r
i=1 ki − 1). Indeed, we again count the
different variables as in g = 1 case. The new feature is that we need at some point
(in the inductive construction of the graph G) to joint a connected component of the
vertex (kr, hr) with connected component of each other leaf. When we connect two
components, we differentiate the factors coming from them with respect to the same
variable, and therefore, the total number of variables decreases (at least) by 1.
On the other hand, each term is a product of partial derivatives of cases (B) and (C)
in Definition 3.4, with a partial derivative of case (C). Therefore, the total contribution
is again o(N
∑r
i=1 ki).
More general graphs are obtained from the basic ones by two operations: turning
a single edge into a bold edge, or increasing one of gi by 1. Let us explain that
each operation does not change the conclusion of total o(N
∑r
i=1 ki) contribution. If
we increase gi, then a new partial derivative of lnSρN appears; a priori it might be
of order N , if we fit into the case (A) of Definition 3.3. However, increasing gi also
means that the total number of variables in our term is decreased by 1. Therefore, the
combinatorial factor is divided by N , compensating the partial derivative.
Similarly, if we turn a single edge into a bold edge, then we can jump from case (C)
to case (B), or from case (B) to case (A) of Definition 3.3, thus increasing the order
by N . Simultaneously, the total number of variables decreases by 1, and therefore,
the combinatorial factor is divided by N . We conclude that the contribution is still
o(N
∑r
i=1 ki). 
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Proposition 3.11. Suppose that smooth measures ρN on GTHN are CLT–appropriate,
then they satisfy condition (B) of Definition 3.3.
Proof. The case h1 = h2 is a particular case of Theorem 2.6, and therefore we do not
deal with it and assume h1 6= h2. Lemma 3.10 implies that we need to deal with terms
corresponding to the connected graph on two vertices. Note that since h1 6= h2, the
edge joining these vertices can not be bold (as the operators act in distinct sets of
variables). For the graph with single edge, the computation still needs efforts, but it is
the same as in [BuG2, Sections 6.1, 6.2]. (the bold edge produced the term involving
1/(z − w)2 there, which no longer appears in our last case). 
3.3. Theorem 3.5, Part 2: CLT implies being appropriate. In this section we
prove the second implication of Theorem 3.5 by showing that CLT implies being CLT–
appropriate. The proof shares all key ideas with that of Theorem 2.6, so we omit some
details. As in Section 3.2 we restrict ourselves to the case L = N1 = · · · = NH = N in
order to shorten the notations.
We argue inductively, proving the statements of (1), (2), (3) of Definition 3.4 for
all partial derivatives of order R, given that for all orders up to R − 1 it was already
proven.
What we know is that
(3.12) Pk,h = Nk+1p(k, h) + o(Nk+1),
(3.13) K(k1,h1),(k2,h2) = cov(k1, h1; k2, h2)Nk1+k2 + o(Nk1+k2),
(3.14) K(k1,h1),...,(kr,hr) = o(Nk1+···+kr), r > 2
as N →∞. As in the proof of Theorem 2.6, the idea of what follows is to treat (3.12),
(3.13), (3.14) as a system of linear equations on partial derivatives.
Let us take an r–tuple (k1, h1), . . . , (kr, hr) and assign to it H partitions
µ(1), . . . , µ(H). The parts of µ(h) are all ki such that hi = h. Note that r–tuples corre-
sponding to the same partitions µ(1), . . . , µ(H) give essentially the same K(k1,h1),...,(kr,hr)
– the only freedom is the order of applying the operators Dh,r, which is irrelevant, as
the operators commute; we can agree on some order, e.g. by imposing the condition
that ki and hi weakly grow with i. Set Rh = |µ(h)| =
∑∞
i=1 µ
(h)
i , R =
∑H
h=1 Rh is the
order of µ or of (k1, h1), . . . , (kr, hr).
We can similarly encode various partial derivatives of ln(SρN ) by H–tuples of parti-
tions. Given such H–tuple λ = (λ(1), λ(2), . . . , λ(H)), we consider the partial derivative
∂λ[lnSρN ] :=
 H∏
h=1
∞∏
i=1
(
∂
∂xhi
)λ(h)i  [lnSρN ]∣∣∣
x11=···=xHN=1
.
Due to symmetry of ln(SρN ), all possible partial derivatives are encoded in this way.∑H
h=1
∑∞
i=1 λ
(H)
i is the order of the partial derivative.
Theorem 3.12. Take an r–tuple (k1, h1), . . . , (kr, hr) corresponding to H partitions
µ = (µ(1), . . . , µ(H)) of order R. Then K(k1,h1),...,(kr,hr) or Pk1,h1 (if r = 1) is a sum of
partial derivatives of lnSρN of order up to R. The highest (i.e. Rth) order terms are
given by the following expression
(3.15) NR
∑
λ≤µ
αµ(λ)∂λ[lnSρN ] +O(N
R−1),
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where the summation goes over all H–tuples of partitions λ = (λ(1), . . . , λ(H)) such that
|λ(h)| = |µ(h)| and λ(h)  µ(h) in the dominance order for each h = 1, . . . , H. αµ(λ)
are some coefficients (independent of N) and O(NR−1) is a finite linear combination
of other partial derivatives of lnSρN of orders up to R and with all coefficients being
smaller in the absolute value than const ·NR−1. Finally, αµ(µ) 6= 0.
Proof. The proof is the same as that of Theorems 2.11, 2.12. 
We now finish the proof of Theorem 3.5 by showing that if ρN satisfy CLT as N →∞
(recall that we assumed N = L), then the conditions (1), (2), (3) of Definition 3.4 hold.
First, note that each of the H components of ρN–random element of GTHN itself
satisfies a CLT in the sense of Definition 2.4. Therefore, we can invoke Theorem
2.6. This implies that condition (1) of Definition 3.4 holds, and moreover, the con-
ditions (2), (3) hold for partial derivatives parameterized by H–tuples of partitions
λ = (λ(1), . . . , λ(H)) such that all but one partition are empty.
Consider all possible H–tuples of partitions λ = (λ(1), . . . , λ(H)) of order R except
for those tuples, which have λ(h) = (R, 0, . . . ) for some h = 1, . . . , H, and all other
partitions empty. Let us denote the set of all such H–tuples through ΩR. Consider
|ΩR|–dimensional vector v, whose coordinates should be though of as partial deriva-
tives ∂λ lnSρN , λ ∈ ΩR.
Further, for each µ ∈ ΩR consider an affine-linear expression in v, given by the
expansion of N−RK(k1,h1),...,(kr,hr), corresponding to µ, as in (3.15). By (3.13), (3.14),
we know an asymptotic behavior of N−RK(k1,h1),...,(kr,hr). Therefore, we get |ΩR| linear
equations on the vector v. According to Theorem 3.12 the equations can be compactly
written as
(3.16) (A+N−1B)v = z + ε+ oR−1 + o′,
where z represents the limits of renormalized right–hand sides of (3.13), (3.14), ε is
the remainder o(1), N → ∞, in these right–hand sides, oR−1 is the contribution of
partial derivatives of ln(SρN ) of orders up to R−1 in the expansion (3.15), and o′ is the
contribution of partial derivatives (∂/∂xh1)
R lnSρN , h = 1, . . . , H. A is an independent
of N triangular |ΩR| × |ΩR| matrix with respect to the component-wise dominance
order, as in Theorem 3.12, with non-zero diagonal elements. B might depend on
N , but its matrix elements remain uniformly bounded as N → ∞. It follows that
(A+N−1B) is invertible for large N and its inverse is uniformly bounded.
At this point we follow the argument in Section 2.4. The part of Theorem 3.5 proven
in Section 3.2 implies the existence of a vector v0, satisfying the asymptotics of (2),
(3) and such that
(3.17) (A+N−1B)v0 = z + ε′ + oR−1 + o′,
for another ε′ tending to 0 as N → ∞. Subtracting (3.16) from (3.17) and using
the invertibility of (A + N−1B) we conclude that the difference v − v0 tends to 0 as
N →∞, which finishes the proof.
3.4. Extension to multilevel setting. We give here a slight extension of the first
implication of Theorem 3.5.
Let 0 < a1 ≤ a2 ≤ · · · ≤ aM = 1 be fixed positive reals, and let ρN be a prob-
ability measure on GTN . For each m = 1, . . . ,M − 1 take a symmetric function
gm(x1, . . . , xbamNc) in bamNc variables. We will further assume that as N → ∞, gm
are CLT–appropriate Schur generating functions in the sense of Definition 2.5 of some
smooth probability measures.
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For λ ∈ GTbamNc, µ ∈ GTbam−1Nc, with k1 ≥ k2, let us introduce the coefficients
pm→m−1(λ→ µ) via
(3.18)
sλ(x1, . . . , xbam−1Nc, 1
bamNc−bam−1Nc)
sλ(1bamNc)
· gm−1(x1, . . . , xbam−1Nc)
=
∑
µ∈GTbam−1Nc
pm→m−1(λ→ µ)sµ(x1, . . . , xbam−1Nc)
sµ(1bam−1Nc)
.
The branching rule for Schur functions and the combinatorial formulas for the
Littlewood–Richardson coefficients assert that the coefficients pm→m−1(λ → µ) are
non-negative for all λ, µ (see [M, Chapter I]). Plugging in x1 = · · · = xbam−1Nc = 1,
we see that
∑
µ∈GTbam−1Nc
pm→m−1(λ→ µ) = 1.
Let us introduce the probability measure on the set GTba1Nc × GTba2Nc × · · · ×
GTbaMNc via
(3.19) Prob(λ[1], λ[2], . . . , λ[M ]) := ρ(λ[M ])
M−1∏
m=1
pm+1→m(λ[m+ 1]→ λ[m]).
(the fact that all these weights are summed up to 1 can be straightforwardly checked
by induction over M .) In words, λ[m], m = M,M − 1, . . . , 1 is a Markov chain with
initial distribution ρ and transition probabilities pm+1→m.
More generally, take a smooth measure τ on
∏H
h=1GTNh , and for each h = 1, . . . , H,
fix M reals 0 < ah,1 ≤ ah,2 ≤ · · · ≤ ah,M = 1 and M − 1 symmetric functions
gh,m(x1, . . . , xbam;hNhc), m = 1, . . . ,M − 1 in bah,mNhc variables each. We will further
assume that all these functions are CLT–appropriate. We further define the coefficients
pm→m−1;h(λ→ µ) as in (3.18) but using gh,m instead of gm.
Let us introduce the probability measure on the set
∏H
h=1
∏M
m=1GTbah,mNhc via
(3.20) Prob(λh[m], h = 1, . . . , H, m = 1, . . . ,M) := τ(λ1[M ], . . . , λH [M ])
×
H∏
h=1
M−1∏
m=1
pm+1→m;h(λh[m+ 1]→ λh[m]).
In words, we use the procedure of (3.19) separately and independently for each coor-
dinate of τ–distributed (λ1, . . . , λH).
Let L be a large parameter and suppose that Nh = Nh(L) are such that
lim
L→∞
Nh
L
= Nh > 0, h = 1, . . . , H.
For each L = 1, 2, . . . , let ρL, be a smooth probability measure on
∏H
h=1GTNh , and
let (λh[m]), h = 1, . . . , H, m = 1, . . . ,M be the corresponding (3.20)–random element
of
∏H
h=1
∏M
m=1GTbah,mNhc.
Define {pLk;h,m}k=1,2,...;h=1,...,H,m=1,...,M to be a countable collection of random vari-
ables via
pLk;h,m =
bah,mNhc∑
i=1
(
λhi [m] + bah,mNhc − i
bah,mNhc
)k
.
Let us extend the definition of CLT–appropriate measures to the present setting.
We require ρL to be CLT–appropriate in the sense of Definition 3.4 as L → ∞. In
addition, each function gh,m should be CLT–appropriate in the sense of Definition 2.5.
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Let us introduce an encoding for the various limits of partial derivatives of the Schur
generating functions. Recall that
SρL(x
1
1, . . . , x
1
N1
; x11, . . . , x
2
N2
; xH1 , . . . , x
H
NH
)
is the Schur–generating function of ρL. Set
ck;h,m := lim
L→∞
1
ah,mNh
(
∂
∂xi;h
)k [
lnSρL +
M−1∑
q=m
ln
(
gh,q(x
h
1 , x
h
2 . . . )
)]
x11=···=xHNH=1
dk,h,m;k′,h′,m′ := lim
L→∞
(
∂
∂xi;h
)k (
∂
∂xi′;h′
)k′
[lnSρL ]x11=···=xHNH=1
, h 6= h′,(
∂
∂xi;h
)k (
∂
∂xi′;h′
)k′ [
lnSρL +
∑M−1
q=max(m,m′) ln
(
gh,q(x
h
1 , x
h
2 . . . )
)]
x11=···=xHNH=1
, h = h′.
Theorem 3.13. Suppose that the measures ρL are CLT–appropriate and the functions
gh,m are Schur generating functions of smooth CLT–appropriate measures. Then the
following CLT for (pLk;h,m) holds:
(A) For each k = 1, 2, . . . , h = 1, . . . , H, m = 1, . . . ,M
lim
L→∞
1
ah,mNh
E[pLk;h,m] = p(k;h,m),
(B) For each (k, h,m), (k′, h′,m′)
lim
L→∞
(
E[pLk;h,m pLk′;h′,m′ ]− E[pLk;h,m]E[pLk′;h′,m′ ]
)
= cov(k, h,m; k′, h′,m′),
(C) For each r > 2 and any collection of pairs (k1, h1,m1), . . . , (kr, hr,mr),
lim
L→∞
κ(k1,h1,m1),...,(kr,hr,mr)
(
pLk;h,m, k = 1, 2, . . . , h = 1, . . . , H, m = 1, . . . ,M
)
= 0.
Where
(3.21) p(k;h,m) = [z−1]
1
(k + 1)(z + 1)
(
(1 + z)
(
1
z
+
∞∑
a=1
ca;h,mz
a−1
(a− 1)!
))k+1
,
(3.22) cov(k1, h1,m1; k2, h2,m2)
= [z−1w−1]
(
(1 + z)
(
1
z
+
∞∑
a=1
ca;h1,m1z
a−1
(a− 1)!
))k1 (
(1 + w)
(
1
w
+
∞∑
a=1
ca;h2,m2w
a−1
(a− 1)!
))k2
×
δh1=h2
( ∞∑
a=0
za
w1+a
)2
+
∞∑
a,b=1
da,h1,m1;b,h2,m2
(a− 1)!(b− 1)!z
a−1wb−1
 ,
where [z−1] and [z−1w−1] stay for the coefficients of z−1 and z−1w−1, respectively, in
the Laurent power series given afterwards.
The proof of Theorem 3.13 is the same, as the one presented in Section 3.2, and
therefore we omit it. See also [BuG2, Theorems 2.9, 2.10, 2.11] for similar extensions.
FOURIER TRANSFORM ON U(N) AS N →∞. 31
4. Application to random tilings
In this section we apply Theorems 2.6, 3.5, 3.13 to the study of global macroscopic
fluctuations of uniformly random lozenge and domino tilings of polygonal domains. A
general conjecture of Kenyon and Okounkov [KO] predicts that fluctuations should be
universally governed by the Gaussian Free Field. We prove this conjecture for several
classes of domains, leading to GFF in multiply–connected regions. We will not aim
at the most general accessible situations, instead concentrating on two basic cases,
illustrating the basic principles: these are lozenge tilings of hexagons with a single
hole and domino tilings of Aztec rectangles with several holes along a single axis.
Let us outline a general strategy. Each domain that we study will have a specific
singled out vertical section, along which the distribution of the particles can be com-
puted and identified with a discrete log–gas. The results of [BGG] then imply the
Central Limit Theorem along the section. After we cut the domain along this vertical
line, it splits into several trapezoids. Using the only if part of Theorems 2.6, 3.5 we
then obtain the asymptotic for the partial derivatives of the Schur generating func-
tions, and Theorem 3.13 leads to the extension of CLT to the entire domain. Theorem
3.13 outputs the covariance in a contour integral form, and efforts are then required
to identify it with the Gaussian Free Field.
4.1. Lozenge tilings of holey hexagons: formulation. Consider an A × B × C
hexagon with D ×D rhombic hole drawn on a triangular grid, as shown in Figure 3.
The bottom point of the hole is distance t from the left border of the hexagon, and is
at distance E in vertical direction from the bottom border of the hexagon.
A
B
C
D
t
E
n2
n1
Figure 3. Uniformly random lozenge tilings of hexagons with holes.
We are grateful to Leonid Petrov for the simulations
We study lozenge tilings of a holey hexagon. Such tilings can be alternatively viewed
as projections in (1, 1, 1) direction of stepped surfaces, or piles of cubes.
For a given tiling, consider its section by the vertical line x = t passing through
the center of the hole. The number of horizontal lozenges on this section is fixed,
i.e. does not depend on the choice of tilings. For instance, when C < B < t, as
in the left panel of Figure 3, then it is B + C − t − D. However, the number of
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horizontal lozenges below and above the hole might vary from tiling to tiling. These
numbers are called filling fractions. Let us denote them n1 and n2, respectively (so
that n1 + n2 = B + C − t−D in our example).
Fix A, B, C, D, t, E, and n1, n2, and let Ω be uniformly random lozenge tiling with
such parameters. We further identify Ω with its height function, H(x, y; Ω).
Definition 4.1. Fix a scale parameter L. For a given (x, y), the height
function HL(x, y) counts the number of horizontal lozenges directly above
(L−1bLxc, L−1bLyc), cf. Figures 4, 9 for our choice of the (x, y) coordinate system.4
Note that in terms of the height function, fixing n1, n2 is equivalent to fixing the
heights inside the removed size D rhombus, so this is a natural conditioning on the
deterministic boundary values, from the point of view of stepped surfaces.
We are interested in the following limit regime:
A = L · Aˆ, B = L · Bˆ, C = L · Cˆ, D = L · Dˆ,(4.1)
t = L · τ, E = L · Eˆ, n1 = L · nˆ1, n2 = L · nˆ2, L→∞.
Our aim is to study the asymptotic of the random height function HL(x, y) in the
regime (4.1).
Note that all the proportions of the hexagon need to be integers. If all the numbers
in (4.1) are integers themselves, then this is automatic. A more general parameters
(even irrational) are also possible — then we need to add integer parts to (4.1), e.g.
A = bL ·Aˆc. For the notational simplicity, we will silently assume that all the numbers
are integers, but the proofs go through for general values of the parameters without
any changes.
Proposition 4.2. In the limit regime (4.1), as L→∞ the random normalized height
functions 1
L
HL(x, y) converge to a non-random limit shape h(x, y).
The article [CKP] contains a very general variational principle, which guarantees
the existence of the limit shapes for lozenge tilings of almost arbitrary domains. Note
that [CKP] assumes the domains to be simply connected, and therefore, the setting
of Proposition 4.2 is formally out of the scope of that article; however, the proofs
probably go through with very minor modifications. Nevertheless, we give our own
proof of Proposition 4.2 in Corollary 4.19 below.
The limit shape h(x, y) has two types of local behavior, as can be seen in the right
panel of Figure 3. Note that the definitions imply−1 ≤ ∂
∂x
h(x, y) ≤ 0; the points where
the extreme values are achieved, i.e. ∂
∂x
h(x, y) ∈ {0,−1} form a frozen region, other
points where −1 < ∂
∂x
h(x, y) < 0 give rise to the liquid region L. In frozen regions as
L→∞ we see only one type of lozenges, and therefore, there are no fluctuations. On
the other hand, we will show that in the liquid region L the recentered height function
HL(x, y) − EHL(x, y) converges to the Gaussian Free Field. This is a particular case
of a general conjecture of Kenyon and Okounkov [KO] which we now state.
Near any point (x, y) the partial derivatives of the limit shape h(x, y) uniquely define
local proportions of three types of lozenges p (x, y), p (x, y), p (x, y). These are non-
negative numbers, which sum up to 1. In frozen regions one of them equals 1 and
4Many articles use another definition of the height function, counting the number of lozenges of
types , below the point (Nx,Ny). The third definition treats a tiling a projection of a stepped
surface in direction onto the plane x + y + z = 0 along the direction (1, 1, 1) — the stepped surface
itself is then the height function. All definitions are related to each other by affine transformations
of coordinate systems, and so the asymptotic theorems for them are equivalent.
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others vanish, while in the liquid region all three are between 0 and 1. We remark
that the probabilistic interpretation of the local derivatives as probabilities of seeing
lozenges was rigorously proven for our class of domains only recently in [G]. For the
most general domains it remains conjectural.
Consider a triangle on the complex plane with angles proportions pi · p (x, y), pi ·
p (x, y), pi · p (x, y), and vertices 1, ξ, 0, respectively, such that ξ lies in the upper
halfplane, cf. Figure 4. ξ is called the complex slope of the limit shape h(x, y).
<(ξ)
=(ξ)
0 1
ξ
y
x
Figure 4. Complex slope ξ corresponds to three local proportions of
lozenges through a geometric construction. The coordinate directions
for the complex Burgers equation can be also encoded by lozenges.
The three angles of the triangle are arg(ξ), arg
(
ξ−1
ξ
)
, and arg
(
1
1−ξ
)
, corresponding
to three types of lozenges. Note that there is no canonical order on types of lozenges,
and therefore, the angles of the triangle of Figure 4 can be reshuffled to get five
alternative definitions of the complex slope:
(4.2) ξ′ =
ξ − 1
ξ
, ξ′ =
1
1− ξ , ξ
′ =
1
ξ¯
, ξ′ = 1− ξ¯, ξ′ = ξ¯
ξ¯ − 1 .
Kenyon and Okounkov [KO] showed that the complex slope satisfies the complex
Burgers equation everywhere inside the liquid region, which in our notations reads:
(4.3) ξy = ξ · ξx, (x, y) ∈ L.
We again note that there is no canonical way to specify the coordinate system on the
triangular lattice: we need to somehow choose two coordinate directions out of the six
lattice directions, and different choices lead to slightly different equations (4.3). Only
if we make this choice in a way agreeing with our choice of the complex slope, we get
precisely (4.3).5
We use ξ to define a complex structure on the liquid region L as follows:
Definition 4.3. A function f : L 7→ C is complex–analytic (holomorphic), if
(4.4) fy = ξ · fx, (x, y) ∈ L.
5For instance, in the articles [Pe1, Pe2], the choice of the complex slope is different, which leads
to the equation Ωχ =
Ω−1
Ω Ωη on the slope.
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If ξ is non-degenerate near a given point (x, y), i.e. its Jacobian does not vanish (in
our examples ξ is usually non-degenerate), then we can replace (4.4) by the condition
that locally f is a (conventional) holomorphic function of ξ.
The complex structure turns the liquid region into a compact (1d) complex manifold
with a boundary. Let G(x, y) denote the Green function of the Laplace operator in
the liquid region (with respect to this complex structure) with Dirichlet boundary
conditions.6
Note that the five other choices of the complex slope in (4.2) lead to the same com-
plex structure up to complex conjugation, and therefore, to the same Green function.
Definition 4.4. The Gaussian Free Field (GFF) in L (with respect to complex slope ξ
and with Dirichlet boundary conditions) is a generalized centered Gaussian field, whose
covariance is G(x, y).
Since the Green function has a logarithmic singularity on the diagonal, the values
of GFF are not defined, but its integrals along the curves as well as pairings with
(smooth enough) test functions are bona-fide Gaussian random variables.
Another way to think about the GFF on L is through the uniformization. The
Koebe general uniformization theorem (see e.g. [AS, Chapter III, Section 4]) implies
that there exists a bijective conformal (in the sense of Definition 4.3) map Θ from
the liquid region L to a domain D ⊂ C of the same topology. D is equipped with
the conventional complex structure, and we can consider the GFF on D — generalized
centered Gaussian field whose covariance is the Green function for the Laplace operator
with Dirichlet boundary conditions. Then the GFF on L is simply the Θ–pullback of
the GFF on D.
Conjecture 4.5 ([KO, Section 2.3]). Fix an arbitrary (tilable) polygonal domain Υ
on the triangular grid and let HL(x, y) be the random height function of a uniformly
random lozenge tiling7 of its dilated version L · Υ. Then √pi [HL(x, y)− EHL(x, y)]
converges as L→∞ in the liquid region L to the Gaussian Free Field with respect to
the complex slope ξ and with Dirichlet boundary conditions.
There is a class of domains with non-trivial limit shapes for which the validity of
Conjecture 4.5 have been established, see [Ke2, BF, Pe2, Dui, BuG2, A]; however
all these domains are simply–connected. In particular, in these articles the liquid re-
gions are conformally equivalent to the upper half–plane U with the standard complex
structure. Therefore, the limiting GFF is identified with a pullback of the standard
GFF in U (whose covariance is explicit: Cov(z, w) = − 1
2pi
ln | z−w
z−w¯ |) with respect to the
uniformization map identifying the liquid region with U. This map turned out to be
explicit in [BF, Pe2, Dui, BuG2, A].
The main result of this section leads to the first rigorous appearance of the Gaussian
Free Field in tilings of multiply-connected planar domains.
Theorem 4.6. Conjecture 4.5 is true for the lozenge tilings Ω of the holey hexagons
in the limit regime (4.1).
We prove the convergence to the Gaussian Free Field for finite-dimensional distri-
butions of pairings with a specific class of test–functions, which are δ–functions in
6In other words, G(x, y) is the integral kernel for the inverse operator with Dirichlet boundary
conditions to the operator ∆ = ∂∂z
∂
∂z¯ acting on real functions, where the complex derivatives (as well
as the area form for the integration) are computed in accord with the complex structure.
7If Υ is not simply connected, then we additionally deterministically fix heights of each hole, as
we did for the holey hexagon
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x = t
x = 0
x = B
y = 1
y = A
x
y
north south
east west
Figure 5. Rectangular Aztec diamond with 2 holes. Here A = 12 and
B = 8. Also four types of dominos are shown: north and south in the
first row, east and west in the second row. Particles are put on north
and east dominos, and we show them along the x = t section of the
tiling.
x–direction and polynomials in y–directions. A more detailed version of Theorem 4.6
is given below in Proposition 4.17.
4.2. Domino tilings of holey Aztec rectangles: formulation. The story of uni-
formly random domino tilings is to a large extent parallel to the lozenge one.
In this section we will first state a generalization to dominos of Kenyon–Okounkov’s
conjecture, and then we show how to prove this conjecture for a class of Aztec rectan-
gles with holes.
In the most general framework, we would like to consider uniformly random domino
tilings of domains on square grid with 2× 1 dominos. Let us describe one interesting
class of such domains.
Consider A × B rectangle drawn on the square grid in the diagonal direction, i.e.
such that its sides are not parallel to the base grid directions, but are rather rotated
by 45 degrees, see Figure 5. We color the grid in the checkerboard fashion, and the
white squares in the rectangle span coordinates from y = 1 to y = A and from x = 0
to x = B, so that there are A× (B+ 1) of them. We use the rotated (x, y)–coordinate
system, as in Figure 5. We assume A ≥ B and along the line x = t we remove (A−B)
white squares from the domain. We call the result a holey Aztec rectangle. The total
number of white squares in the domain is A× (B+ 1)− (A−B) = AB+B. The total
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number of black squares is the same, and therefore, the domain is tilable with dominos,
Figure 5 shows one possible tiling. Our object of interest is uniformly random domino
tiling of a large holey Aztec rectangle.
There are several ways to define a height function of the tiling. All of them are based
on distinguishing not two, but four types of dominos, according to their checkerboard
colorings: horizontal dominos can be north and south — the former can fit into the
upmost corner of the recatngle, while latter fits into the bottommost part; similarly,
vertical dominos can be east and west. We put particles onto white squares of north
and east dominos.
Definition 4.7. Fix a scale parameter L. For a given (x, y), the height function
HL(x, y) counts the number of particles (in north and east dominos) directly above,
i.e. with the same x coordinate and greater y coordinate than (L−1bLxc, L−1bLyc) in
the coordinate system of Figure 5.
A more traditional definition of the height function for domino tilings (cf. [Ke3])
proceeds as follows. We define the height function h at all vertices of the square
lattice, by imposing the following two local rules:
• If a lattice edge (u, v) belong to a domino (i.e. cuts it into two squares) of the
tiling, then h(v) = h(u)± 3, where the sign is + if (u, v) has a dark square on
the left and − otherwise.
• If a lattice edge (u, v) does not belong to a domino (i.e. it borders one of the
dominos), then h(v) = h(u)± 1, where the sign is + is (u, v) has a dark square
on the left and − otherwise.
[BK, Lemma 3.11] explains how for simply connected domains Definition 4.7 is matched
to the above local definition of the height function by an affine change of coordinates.
Note, however, that for multiple connected domains the local definition has an in-
convenient feature: when we loop around a hole, the height function will pick up a
non-zero increment. Therefore, the height becomes a multivalued function. This can
be fixed8 by noting that the increment depends on the path of integration inside the
domain, but not on the (random) domino tiling and therefore, the fluctuations of the
height function (which we are mostly interested in) are still single–valued.
Definition 4.7 does not have this problem. But the tradeoff is discontinuity of
HL(x, y) on the line x = t: the height function makes a deterministic jump because of
the white squares cut out of the domain.
As the size of the rectangle grows, we would like to vary the positions of the holes
in a regular way. For that we introduce an integer K > 0, and split the positions
{1, 2, . . . , A} into K disjoint groups. The first one is at a1, a1 + 1, . . . , b1, the second
one is at a2, a2 + 1, . . . , b2, etc, until the last one is at aK , aK + 1, . . . , bK . We require
a1 = 1 and bK = A. We put holes in every position outside these groups, so that the
total number of holes is:
A−B = A−
K∑
k=1
(bk − ak + 1).
Another parameter is the number of particles in each group. Let us call these
numbers n1, n2, . . . , nK . They are filling fractions. In principle, they do depend on
the particular choice of the domino tiling, however, we restrict the class of considered
tilings by requiring that the filling fractions are deterministically fixed. (Otherwise
8We would like to thank Rick Kenyon for explaining this to us.
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their fluctuations would spoil the Gaussian central limit theorem which we aim at).
Combinatorics of the model implies that
K∑
k=1
nk = t.
Let L→∞ be a large parameter. We study unifomly random domino tilings in the
asymptotic regime
(4.5)
A
L
→ Aˆ, B
L
→ Bˆ, t
L
→ τ, ak
L
→ aˆk, bk
L
→ bˆk, nk
L
→ nˆk, 1 ≤ k ≤ K,
(4.6) 0 = aˆ1 < bˆ1 < aˆ2 < bˆ2 < · · · < aˆK < bˆK = Aˆ, nˆk > 0, 1 ≤ k ≤ K,
where K is an arbitrary non-negative integer.
Proposition 4.8. In the limit regime (4.5), (4.6), the rescaled height function
1
L
HL(x, y) of a uniformly random domino tiling converges as L→∞ to a non-random
limit shape h(x, y).
As with Proposition 4.2, a version of Proposition 4.8 for simply connected domains
would follow from the variational principle of [CKP]; for our domain we provide a
proof in Section 4.5.
The limit shape can be alternatively encoded by four local proportions of the four
types of dominos: pnorth, psouth, peast, pwest. These four quantities can be uniquely
reconstructed from the derivatives of the limit shape. In our notations they are found
by solving the equations :
pnorth, psouth, peast, pwest ≥ 0,(4.7)
pnorth + psouth + peast + pwest = 1,(4.8)
∂h
∂y
= −pnorth − peast,(4.9)
∂h
∂x
= peast + psouth,(4.10)
sin(pipnorth) sin(pipsouth) = sin(pipeast) sin(pipwest).(4.11)
The conditions (4.7)–(4.10) can be seen from the geometry and our definition of the
height function. The last condition (4.11) follows from the uniformity of the measure,
as explained in [CKP].
We remark, that, in principle, (4.7)–(4.11) can be taken as the definition of
pnorth, psouth, peast, pwest — for the purpose of this article such definition would be
enough. In the most general setup, the interpretation of pnorth, psouth, peast, pwest as
the local appearance probabilities for the dominos is conjectural, see [CKP, Section
13] for the conjectures. For our particular class of domains, the interpretation of
pnorth +peast as the local probability of the appearance of particles was recently proven
in [G], [BK, Appendix B].
We remark that similarly to the height function itself, the limit shape h(x, y) is dis-
continuous on the line x = τ . However, this discontinuity disappears when we pass to
from h to its partial derivatives or, equivalently, to proportions pnorth, psouth, peast, pwest.
The region where all four proportions, pnorth, psouth, peast, pwest, are positive is called
the liquid region, while degenerate areas are frozen. In the liquid region we encode the
proportions by the complex slope ξ — a complex number in the upper half–plane. For
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0 1
1 + ξ
P Q
R
S
1+ξ
1−ξ
north
east
west
south
Figure 6. A quadrilateral encoding four proportions of dominos and
the complex slope ξ.
that we consider a quadrilateral PQRS on the complex plane with vertices 0, 1, 1 +
ξ, 1+ξ
1−ξ , respectively, which all lie on a circle. We require ]RSQ = ]RPQ = pipeast,
]SQR = ]SPR = pipsouth, ]SRP = ]SQP = pipwest, ]PRQ = ]PSQ = pipnorth, see
Figure 6. The condition (4.11) is used to guarantee the existence of the quadrilateral
— it says that |PS| · |QR| = |PQ| · |SR|, which must hold, as in terms of the complex
numbers encoding the sides of PQRS,
∣∣1+ξ
1−ξ
∣∣ · ∣∣ξ∣∣ = ∣∣1∣∣ · ∣∣ξ 1+ξ
1−ξ
∣∣.
Similarly to the formulas (4.2) for the lozenge tilings, we have some freedom in
choosing ξ, since there is no canonical ordering on the types of dominos. Again, this
will not be important for the final covariance of the Gaussian Free Field, and therefore,
we do not detail this here.
If we denote z = ξ, w = ξ+1
ξ−1 (these are oriented sides QR and SP of PQRS), then
(4.12) P (z, w) := 1 + z + w − zw = 0.
The polynomial (4.12) is the spectral curve P (z, w) of [KO] for the uniformly random
domino tilings. The complex Burgers equation of [KO] reads in this case for (x, y) in
the liquid region:
(4.13)
zx
z
+
wy
w
= 0, P (z, w) = 0.
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In terms of solely ξ this can be rewritten as
(4.14) ξx =
2
ξ − ξ−1 · ξy.
As with lozenge tilings, ξ gives rise to a complex structure on the liquid region L.
Definition 4.9. A function f : L → C is complex–analytic (holomorphic) if
(4.15) fx =
2
ξ − ξ−1 · fy.
As before, locally near any point where ξ is non-degenerate (i.e. its Jacobian is
non-vanishing), (4.15) is equivalent to saying that f is a (conventional) holomorphic
function of ξ.
Conjecture 4.10 ([KO, Section 2.3]). Fix an arbitrary (tilable) polygonal (with sides
inclined by 45 degrees to the grid directions) domain Υ on the square lattice and let
HL(x, y) be the random height function of a uniformly random domino tiling
9 of its
dilated version L · Υ. Then √pi [HL(x, y)− EHL(x, y)] converges as L → ∞ in the
liquid region L to the Gaussian Free Field with respect to the complex slope ξ and with
Dirichlet boundary conditions.
Before this article, the validity of Conjecture 4.10 was established for the tilings of
the Aztec diamond in [CJY], [BuG2] and for a class of rectangles in [BK]. Here is the
first non-simply connected result.
Theorem 4.11. Conjecture 4.10 is true for domino tilings of holey Aztec rectangles
in the limit regime (4.5), (4.6).
We prove the convergence to the Gaussian Free Field for finite-dimensional distri-
butions of pairings with a specific class of test–functions, which are δ–functions in
x–direction and polynomials in y–directions. The detailed version of Theorem 4.11 is
given in Proposition 4.27.
4.3. Other tiling models and boundary conditions. We believe that the general
method which we use here for the asymptotic analysis of holey hexagons and Aztec
rectangle is applicable to a wider class of models.
One example is gluings of arbitrary many trapezoids (for lozenge tilings) or rectan-
gles (for dominos) along a single axis, cf. Figure 7. This leads to polygonal domains
of high complexity and arbitrary topology. There are several kinds of the holes, which
these domains might have: the main distinction is that some of them have continuous
height function, as in the hexagon example, while for others the heights are discontinu-
ous. The strategy for these domains would remain the same (analysis of log-gas on the
vertical section and extension to 2d fluctuations through Schur Generating Functions),
however, the ingredients need to be redeveloped. The results of [BGG] are no longer
enough for the analysis of the necessary log–gases and in [BGG2] we develop much
more general machinery based on the extensions of Nekrasov (discrete loop) equations.
The asymptotic covariance is also complicated and matching it to the Gaussian Free
Field remains a future challenge.
In another direction, the Schur Generating Functions are applicable to the study of
other tilings and dimer models. One such application was recently demonstrated in
9If Υ is not simply connected, then we additionally deterministically fix heights of each hole, as
we did for the holey Aztec rectangle.
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Figure 7. Left panel: a simply–connected domain obtained by gluing
of 3 trapezoids. Right panel: a domain with two holes (of different types)
obtained by gluing 3 rectangles
[BL]. For other accessible models see [BouCC, Section 7], [BF2, Section 4], [BBCCR].
We expect that the present method will find its way into analysis of these models.
4.4. Lozenge tilings of holey hexagons: proofs. In this section we prove Propo-
sition 4.2 and Theorem 4.6. The proof proceeds in the following five steps:
(1) The horizontal lozenges along the section x = t form a discrete log–gas (this was
shown in [BGG, Section 9.2]), and therefore, LLN and CLT for them follows
from the results of [BGG].
(2) We show how the covariance in CLT of [BGG, Theorem 7.1] can be used to
construct the covariance function for the Gaussian Free Field.
(3) We construct the uniformization map, which is a conformal bijection between
the liquid region L (with Kenyon–Okounkov’s complex structure) and a Rie-
mann sphere with two cuts. This is done by gluing together several applications
of theorems of [Pe2], [DM], [BuG2] on the parameterization of the liquid region
in lozenge tilings of (simply–connected) trapezoids.
(4) Applying Theorem 3.5 to the result of Step 1, we get the asymptotic of the
partial derivatives of the logarithm of Schur generating functions, encoding the
x = t section. Branching rules for Schur functions have the same combina-
torics as lozenge tilings. Therefore, the combination of Theorem 3.13 with just
obtained partial derivatives asymptotics leads to LLN and CLT jointly for any
finite collection of sections x = ti, i = 1, . . . ,m.
(5) We identify the covariance of Theorem 3.13 with that of the Gaussian Free
Field constructed in Step 2. As an ingredient we use computations of [BuG2]
matching the global fluctuations for tilings of (simply-connected) trapezoids
with the Gaussian Free Field.
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Let us start the detailed proof. We assume without loss of generality that Cˆ < Bˆ < τ
in (4.1), so that the picture qualitatively looks like the left panel of Figure 3. Other
cases are studied in a similar way.
Our first task is to turn Theorem 4.6 into a numeric form by presenting formulas
for the liquid region L and the covariance of the corresponding Gaussian Free Field.
For that we need to fix notations and collect previous results.
For a random tiling Ω of a hexagon with a hole, consider its section along the vertical
line x = t. It has N = B + C − t − D = n1 + n2 horizontal lozenges, where n1 is
the number of lozenges below the hole. Let us denote the positions of these lozenges
through `1 > · · · > `N in the y coordinate of Figures 8, 9. The results of [BGG,
Section 9.2] yield the Law of Large Numbers and the Central Limit Theorem for the
macroscopic fluctuations of `i.
For the CLT we need to introduce the covariance Cov(z, w). It depends only on
two segments (α1, β1), (α2, β2), which are intersections of the liquid region L with the
vertical line x = τ :
(4.16) Cov(z, w) = − 1
2(w − z)2 +
c(z)√∏2
i=1(w − αi)(w − βi)
+
√∏2
i=1(z − αi)(z − βi)
2
√∏2
i=1(w − αi)(w − βi)
(
1
(z − w)2 −
1
2(z − w)
2∑
i=1
(
1
z − αi +
1
z − βi
))
,
where c(z) is a unique function of z, such that the integrals of (4.16) in w around the
segments (α1, β1) and (α2, β2) vanish. c(z) can be expressed through elliptic integrals.
For the square root
√
x we choose the branch which maps large positive real numbers
to large positive real numbers everywhere in (4.16).
Another form of the same expression for Cov(z, w), which makes some of its prop-
erties more transparent can be found e.g. in [BGG2]. It reads
(4.17)
Cov(z, w) =
1
(z − w)2
−1
2
+
P4(z, w)√∏2
i=1(z − αi)(z − βi)
√∏2
i=1(w − αi)(w − βi)

+
P2(z, w)√∏2
i=1(z − αi)(z − βi)
√∏2
i=1(w − αi)(w − βi)
,
where P4 and P2 are symmetric polynomials in z, w of degrees 4 and 2, respectively,
whose coefficients depend on α1, α2, β1, β2 in an explicit way. P4(z, w) is such that
(4.18)
P4(z, w)√∏2
i=1(z − αi)(z − βi)
√∏2
i=1(w − αi)(w − βi)
=
1
2
+O
(
(z − w)2), (z − w)→ 0.
Although the formula (4.16) might look complicated, but only its basic properties
are important for us:
• Cov(z, w) is holomorphic in both variables outside [α1, β1], [α2, β2], i.e. there is
no singularity near z = w.
• Cov(z, w) = Cov(w, z).
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• When w crosses the real axis at point x ∈ [α1, β1]∩ [α2, β2], Cov(z, w) makes a
jump
(4.19)
Cov(z, x+i0)−Cov(z, x−i0) = 2
(z − x)2
P4(z, x)√∏2
i=1(z − αi)(z − βi)
√∏2
i=1(x− αi)(x− βi)
+
2P2(z, x)√∏2
i=1(z − αi)(z − βi)
√∏2
i=1(x− αi)(x− βi)
,
• The w–jump at x ∈ [α1, β1] ∪ [α2, β2] as a function of z has a double pole at
z = x of the form ±1
(z−x)2 , with sign depending on whether z approaches x from
the upper or lower halfplane.
If we lift Cov(z, w) to the Riemann surface of the equation y2 = (x−α1)(x−α2)(x−
β1)(x− β2), x, y ∈ C, then it becomes closely related to “fundamental bidifirential of
the second kind” (or sometimes “Bergman kernel”) on this surface, see [BGG2] for
more details.
Theorem 4.12 ([BGG, Theorem 7.1 and Section 9.2]). Define the Cauchy–Stieltjes
transform of random particles `1 > · · · > `N introduced above, through
GL(z) =
N∑
i=1
1
z − `i
L
,
then as L→∞ in the limit regime (4.1), we have
(4.20) lim
L→∞
1
L
GL(z) =
∫
R
µ(x)
z − xdx, in probability,
where µ(x) is a density of a compactly–supported measure of mass (Bˆ + Cˆ − τ − Dˆ),
which satisfies 0 ≤ µ(x) ≤ 1 everywhere; 0 < µ(x) < 1 only on two intervals
(“bands”) (α1, β1) and (α2, β2). Further, GL(z) − EGL(z), converges as L → ∞ to
a Gaussian field in the sense of moments, jointly and uniformly for finitely many
z’s belonging to an arbitrary compact subset of C \ supp[µ(x)]. The covariance
limL→∞ [EGL(z)GL(w)− EGL(z)EGL(w)] is given by Cov(z, w).
Note that [BGG] used normalization by N , while we normalize by L, hence a slight
difference in the statements.
Although, it is possible to get certain formulas for the dependence of µ(x) and its
bands (α1, β1), (α2, β2) on the parameters (4.1), we will not address it here; we rather
use the knowledge of µ(x) and its bands as an input for all other formulas.
Topologically, the liquid region L of the holey hexagon is an annulus, cf. Figure
3, and therefore, there is a conformal bijection of it with the Riemann sphere with
two cuts. We fix these cuts in a specific way by considering the domain D = C \[
(−∞, α1)∪ (β1, α2)∪ (β2,+∞)
]
, where α1 < β1 < α2 < β2 are endpoints of the bands
from Theorem 4.12.
Below we construct an explicit uniformization map between L and D. Before doing
that, let us define the Green function of the Laplace operator in D with Dirichlet
boundary conditions.
Fix an arbitrary point D ∈ C and define for z and w in the upper half–plane the
function
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(4.21) G(z, w) = 1
4pi
[∫ z
D
∫ w
D
Cov(z,w)dzdw−
∫ z¯
D
∫ w
D
Cov(z,w)dzdw
−
∫ z
D
∫ w¯
D
Cov(z,w)dzdw +
∫ z¯
D
∫ w¯
D
Cov(z,w)dzdw
]
− 1
2pi
ln
∣∣∣∣z − wz − w¯
∣∣∣∣ .
Note that G(z, w) is a real function (because the formula is unchanged under conju-
gations). The integration contour in (4.21) lies inside C\⋃2i=1[αi, βi] (which is different
from the domain D), and G(z, w) does not depend on the choice of such contour, as
follows from the fact that integrals of Cov(z,w) around the bands vanish.
Further, if z is in the upper halfplane, while w is in the lower halfplane, then G(z, w)
has a similar definition:
(4.22) G(z, w) = 1
4pi
[∫ z
D
∫ w¯
D
Cov(z,w)dzdw−
∫ z¯
D
∫ w¯
D
Cov(z,w)dzdw
−
∫ z
D
∫ w
D
Cov(z,w)dzdw +
∫ z¯
D
∫ w
D
Cov(z,w)dzdw
]
.
The differences between (4.21) and (4.22) are the logarithmic term and conjugation of
w. We further extend the definition to all other non-real z and w by requiring
(4.23) G(z, w) = G(z¯, w¯).
Proposition 4.13. The function G(z, w) of (4.21), (4.22), (4.23) can be uniquely
extended to real z and w, so that the resulting function of (z, w) ∈ C2 is continuous
outside the diagonal z = w and continuously differentiable in D2 \ {z = w}. If w ∈⋃2
i=1[αi, βi], then G(z¯, w) = G(z, w). If w ∈ R \
⋃2
i=1[αi, βi], then G(z, w) = 0.
Proof. First, take x ∈ R \ ⋃2i=1[αi, βi]. If we send w → x in either upper or lower
halfplane, then both formulas (4.21) and (4.22) turn into identical zeros. Therefore
the continuity holds and G(x,w) = 0.
Next, take x ∈ [α1, β1] (the case x ∈ [α2, β2] is similar). Suppose that both z and
w are in the upper half–plane and send w → x. The last term involving logarithm
in (4.21) vanishes. For the part involving the integrals, note that for w in the upper
half–plane, G(z, w¯) given by (4.22) (with w replaced by w¯) coincides with the integral
part of G(z, w) given in (4.21). When w → x, also w¯ → x, and we conclude the
continuity of G(z, w) at w = x ∈ [α1, β1]. Note that we used z 6= x here, as otherwise
both logarithmic part of (4.21) and integrand would be exploding near x. Let us also
emphasize, that G(x,w) does not have to vanish (as might seem from looking at (4.21),
(4.22)) — this is because the integration contours from D to w and w¯ are necessarily
very different, as they are not allowed to cross [α1, β1].
We proceed to continuity of the derivatives. Let us compute the (complex) w–
derivative of (4.21). Note that for the third and forth integrals the derivative vanishes,
as they anti–holomorphic by definition, while for the first and second integrals the
derivative equals to the integrand. For the logarithm we write
(4.24)
1
2pi
ln
∣∣∣∣z − wz − w¯
∣∣∣∣ = 14pi(ln(z − w) + ln(z¯ − w¯)− ln(z − w¯)− ln(z¯ − w)),
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where the branches of the logarithms need to be chosen appropriately. The w–
derivative of (4.24) is
(4.25)
1
4pi
(
1
w − z −
1
w − z¯
)
.
Summing up, when both z and w are in the upper halfplane we get
(4.26)
∂
∂w
G(z, w) = 1
4pi
[∫ z
D
Cov(z, w)dz−
∫ z¯
D
Cov(z, w)dz +
1
w − z −
1
w − z¯
]
Similarly, when w is in the lower halfplane, we get
(4.27)
∂
∂w
G(z, w) = 1
4pi
[
−
∫ z
D
Cov(z, w)dz +
∫ z¯
D
Cov(z, w)dz
]
We need to show that as w → x ∈ [α1, β1], the expressions (4.26) and (4.27) have the
same limit. The difference between w → x limits of (4.26) and (4.26) is
(4.28)
∂
∂w
G(z, w) = 1
4pi
[∫ z
D
(
Cov(z, x+ i0) + Cov(z, x− i0)
)
dz
−
∫ z¯
D
(
Cov(z, x+ i0) + Cov(z, x− i0))dz + 1
x− z −
1
x− z¯
]
=
1
4pi
[
−
∫ z
D
1
(z− x)2 +
∫ z¯
D
1
(z− x)2dz +
1
x− z −
1
x− z¯
]
= 0,
which proves continuity of the derivative. Note that the above argument would not
work for x ∈ R\⋃2i=1[αi, βi] — there are no reasons for the w derivative to be continuous
there.
So far the variable z was non-real, and it remains to study what happens when both
z and w tend to the real axis.
First note that for z in the lower half–plane we define G(z, w) as G(z¯, w¯). When
w = x ∈ ⋃2i=1[αi, βi], w = w¯ and we get G(z, x) = G(z¯, x). In turn, this readily implies
that the limits of G(z, x) as z approaches a real point from upper or lower halfplanes,
coincide. For the complex z–derivative, we compute using w → x limit of (4.21) for z
in the upper half–plane
(4.29)
∂
∂z
G(z, x) = 1
4pi
[∫ x+i0
D
Cov(z,w)dw−
∫ x−i0
D
Cov(z,w)dw
]
,
and for z in the lower halfplane we get
(4.30)
∂
∂z
G(z, x) = ∂
∂z
G(z¯, x) = 1
4pi
[
−
∫ x+i0
D
Cov(z,w)dw +
∫ x−i0
D
Cov(z,w)dw
]
,
The 1
2(z−w)2 part of Cov(z,w) integrates to zero in (4.29), (4.30) (unless z = x), while
the remaining part changes its sign as z crosses the real axis. We conclude that (4.29),
(4.30) have the same limits as z approaches the real axis inside
⋃2
i=1[αi, βi]. 
Proposition 4.14. G(z, w) (continuously extended to z, w ∈ D, as in Proposition
4.13) is the Green function of the Laplace operator in D with Dirichlet boundary con-
ditions.
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Proof. Let us check the defining properties of the Green function. First of all, we
know from Proposition 4.14 that G(z, w) vanishes when either z or w belong to the
boundary of D. Second, as z or w goes to ∞, G(z, w) converges to 0: for w → ∞
this is clear from the definition of G(z, w), and for z → ∞ we use the symmetry of
the covariance. Third, for fixed z, G(z, w) is harmonic everywhere in D \ z, because
it is a combination of holomorphic and anti-holomorphic functions. Additional care is
required near [α1, β1], [α2, β2]: here we use the fact harmonic function can be extended
(preserving harmonicity) over a cut, if it is continuously differentiable near this cut.
Finally, locally near z the function G(z, w) can be represented as a sum of − 1
2pi
ln |z−
w| and a harmonic function.
At this point, the Green function is uniquely determined by the above four proper-
ties. 
The next step is to construct a conformal isomorphism Θ between the liquid region
L with the complex structure given by the complex slope ξ and D with the standard
complex structure.
For that we cut the hexagon along the vertical line going though the center of the hole
and extend each of the two pieces to a trapezoid as in Figure 8 (cf. [BuG], [BuG2] for
study of the uniformly random lozenge tilings of trapezoids). The horizontal lozenges
along the cut become a part of both trapezoids: they form the common boundary of
the left trapezoid of width t and right trapezoid of width B + C − t. Note that given
the lozenges along the cut, the tilings of left and right trapezoids are independent and
uniformly distributed. This property would allow us to use the results about liquid
regions for random tilings of trapezoids.
We identify `1 > · · · > `N of Theorem 4.12 with two different signatures. One is λ
of rank t, which encodes the horizontal lozenges on the border of the left trapezoid.
Another one is λ˜ of rank t˜ := B+C − t, which encodes the horizontal lozenges on the
border of the right trapezoid. Both these signatures are obtained by supplementing
`1 > · · · > `N with additional deterministic particles. Note that for λ˜ the y–direction
in the coordinate system is flipped, as shown in Figure 8.
We obtain Θ as a gluing of isomorphisms of the liquid region in the left and right
trapezoids with upper and lower half–planes, respectively. For each trapezoid the
isomorphisms are written in terms of Cauchy–Stieltjes transforms:
(4.31) G(z) = lim
L→∞
1
t
t∑
i=1
1
z − λi/t, G˜(z) = limL→∞
1
t˜
t˜∑
i=1
1
z − λ˜i/t˜
,
where the limits exist by Theorem 4.12.
For x ≤ τ consider the equation
(4.32) y = z +
τ − x
exp
(−G ( z
τ
))− 1 , z ∈ C.
Let Lleft denote the set of points (x, y) ⊂ (0, τ) × R, such that the equation has a
solution z in the upper half–plane U. It is proven in [Pe1], [DM], [BuG2], [G] that
Lleft is precisely the liquid region of the left trapezoid (we rescaled x, y, and z by τ ,
as compared to those articles). Moreover, for each (x, y) ∈ Lleft (4.32) has a unique
solution z(x, y) in the upper-halfplane U, and the map z : Lleft → U is a smooth
bijection, see [DM].
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x
y
y˜
x˜
Figure 8. Hexagon with a hole is split into two trapezoids. The blue
lozenges are deterministic and create parts of the boundary for the
hexagon and the hole. The “native” coordinate systems of trapezoids
differ by a central symmetry.
Differentiating (4.32) in x and y, we get
(4.33)
0 = zx
(
1 +
1
τ
G′
(z
τ
)
exp
(
−G
(z
τ
)) τ − x
(exp
(−G ( z
τ
))− 1)2
)
− 1
exp
(−G ( z
τ
))− 1
(4.34) 1 = zy
(
1 +
1
τ
G′
(z
τ
)
exp
(
−G
(z
τ
)) τ − x
(exp
(−G ( z
τ
))− 1)2
)
,
which implies the relation
(4.35) zy =
(
exp
(
−G
(z
τ
))
− 1
)
zx
In addition, z(x, y) is related to the complex slope ξ of Section 4.1 through
(4.36) ξ(x, y) =
τ − x
y − z(x, y) = exp
(
−G
(z
τ
))
− 1, x ≤ τ.
Note that the articles [Pe1], [DM], [BuG2], [G] where such relations are established all
use slightly different coordinate systems and the definitions of ξ (there is an ambiguity
in the identification of angles of the triangle of Figure 4 with types of lozenges). For
instance, in [Pe1, Pe2], the coordinate system (η, χ) is used, which corresponds to our
coordinate system by η = x, χ = −y. The complex slope Ω used there is related to ξ
by ξ = Ω−1
Ω
, which is one of the transformations mentioned in (4.2).
Either of the relations (4.35), (4.36) imply that (x, y) 7→ z(x, y) is indeed a conformal
map in the complex structure ξ.
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For the right trapezoid we take x ≥ τ and consider the equation
(4.37) y = z˜ +
τ − x
exp
(
−G˜
(
Bˆ+Aˆ−z˜
Bˆ+Cˆ−τˆ
))
− 1
, z˜ ∈ C,
which is the same equation (4.32) written in terms of the coordinates x˜, y˜, with G
replaced by G˜, τ replaced by Bˆ+ Cˆ − τ , and then reexpressed back in x = Bˆ+ Cˆ − x˜,
y = Bˆ + Aˆ − y˜, z˜ = Bˆ + Aˆ − z (see Figure 8 for coordinate systems). We let Lright
be the set of points (x, y) ∈ (τ, Bˆ + Cˆ)× R such that (4.37) has a unique solution in
the lower half-plane U (as before, it can not have more solutions), and denote this
solution as z˜(x, y). Then z˜ : Lright → U is a smooth bijection, and z˜ is related to the
complex slope ξ in a conformal way.
The bijectivity and relation to the complex slope is obtained by the above change
of coordinates from the results about the map z → z(x, y) of (4.32).
Remark 4.15. General results on the solution of the variational problem for the limit
shape of lozenge tilings guarantee that the complex slope ξ(x, y) continuously depends
on (x, y), see [dSS]. In our particular case the continuity of ξ(x, y) given is immediate
outside the line x = τ (due to explicit formulas), while on the latter line one needs
additional arguments to see the continuity.
Define the uniformization map Θ : L → D through
(4.38) Θ(x, y) =

z(x, y), x < τ,
z˜(x, y), x > τ,
y, x = τ, y ∈ (α1, β1) ∪ (α2, β2),
,
where α1, α2, β1, β2 are endpoints of the bands in Theorem 4.12.
Proposition 4.16. The map Θ of (4.38) is a bijection between the liquid region L
of the holey hexagon and D = C \ [(−∞, α1) ∪ (β1, α2) ∪ (β2,+∞)]. Moreover, Θ is
a conformal map between the complex structure in L of the complex slope ξ and the
standard complex structure in D.
Proof. According to the above definitions and results of [DM], [BuG2], [G], inside the
left trapezoid the liquid region is Lleft, inside the right trapezoid the liquid region is
Lright. Along the cut x = τ , the liquid region is the union of two bands (α1, β1) and
(α2, β2). Therefore, L = Lleft ∪ Lright ∪ {(τ, y) | y ∈ (α1, β1) ∪ (α2, β2)} and Θ maps it
to D. Since each of the three cases in (4.38) gives a bijection and together they form
a disjoint cover of L and D, we conclude that Θ is a bijection.
The restriction of Θ to Lleft and Lright are conformal in the complex slope ξ due to
definitions and the results of [DM], [BuG2], [G]. In addition, Θ is continuous near the
cut x = τ , since formulas (4.32), (4.37) turn into y = z, y = z˜, respectively, as x→ τ .
Since holomorphic function can be extended (in a holomorphic way) over a cut, where
it is continuous, we conclude that Θ is conformal in L. 
With definitions of G and Θ in hand, we state a detailed version of Theorem 4.6.
Proposition 4.17. Let Hex be the interior of the holey hexagon in the coordinate
system of Figure 9, and let HL(x, y) be the random height function of uniformly random
lozenge tiling of Hex in the limit regime (4.1). Further, let L be the liquid region, let
D = C \ [(−∞, α1) ∪ (β1, α2) ∪ (β2,+∞)], let Θ : L → D be the uniformization map
(4.38), and let G be the Green function of D, as in (4.21), (4.22), (4.23).
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For any m = 1, 2, . . . take a collection of m points 0 < x1, x2, . . . , xm < Bˆ + Cˆ and
m polynomials f1, . . . , fm. Then the random variables
(4.39)
∫
y: (xi,y)∈Hex
fi(y)
(
HL(xi, y)− EHL(xi, y))dy, i = 1, . . . ,m,
converge as L→∞ (in the sense of moments) to a centered Gaussian m–dimensional
random vector. The asymptotic covariance of ith and jth components is
(4.40)
1
pi
∫
yi: (xi,yi)∈L
∫
yj : (xj ,yj)∈L
fi(yi)fj(yj)G
(
Θ(xi, yi),Θ(xj, yj)
)
dyidyj, 1 ≤ i, j ≤ m.
Note that the polynomial observables (4.39) are dense in any reasonable set of test
functions on L; they uniquely define the covariance of the limiting Gaussian Free Field.
In the rest of this section we prove Proposition 4.17 by combining Theorems 3.5,
3.13 with Theorem 4.12.
We start by explaining that the result of Theorem 4.12 agrees with the statement
of Proposition 4.17.
Proposition 4.18. In the setting of Theorem 4.12 we have convergence in probability
and in the sense of moments
1
N
N∑
i=1
(
`i
N
)k
→
∫
R
xkµ(x)dx, k = 1, 2, . . . .
Moreover, the random variables
N∑
i=1
[(
`i
N
)k
− E
(
`i
N
)k]
, k = 1, 2, . . . ,
become Gaussian as L → ∞ with asymptotic covariance of kth and mth components
given by
(4.41)
1
(2pii)2
∮ ∮
zkwmCov(z, w)dzdw,
where integration goes over a large positively oriented contour, enclosing both (α1, β1)
and (α2, β2), and Cov(z, w) was defined in (4.16). An equivalent form of (4.41) is
(4.42)
km
pi
∫∫
[(α1,β1)∪(α2,β2)]2
xk−1ym−1G(x, y) dx dy.
Proof. Note that
N∑
i=1
(
`i
N
)k
=
1
2pii
∮
zkGN(z)dz
with integration over a large positively oriented contour, and apply Theorem 4.12.
This yields Gaussian convergence and formula (4.41).
It remains to show that (4.41) equals (4.42). Let us integrate (4.41) by parts in z
and in w. We get
(4.43)
km
(2pii)2
∮ ∮
zk−1wm−1
[∫ z
D
∫ w
D
Cov(z,w)dzdw
]
dzdw,
Deform both contours in (4.43) to closely follow the real line. In more details, we
choose large J > 0 and small ε > 0, integrate over the segment [−J − iε, J − iε] in
positive direction and then over [−J + iε, J + iε] in the negative direction. Let us
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now send ε→ 0. Note that the term 1/(w− z)2 after integration in z and w becomes
ln(z − w). whose singularity at z = w is mild, i.e. integrable. Therefore, the integral
does not explode and we can send ε→ 0 directly, getting
(4.44)
km
(2pii)2
∫∫
[−J,J ]2
xk−1ym−1
[
∫ x+i0
D
∫ y+i0
D
Cov(z,w)dzdw−
∫ x−i0
D
∫ y+i0
D
Cov(z,w)dzdw
−
∫ x+i0
D
∫ y−i0
D
Cov(z,w)dzdw +
∫ x−i0
D
∫ y−i0
D
Cov(z,w)dzdw
]
dxdy.
Outside [α1, β1] ∪ [α2, β2], Cov(z,w)dzdw is analytic, and the values of∫ x±i0
D
∫ y±i0
D
Cov(z,w)dzdw are all the same, and therefore, the integrand vanishes.
We conclude that integration domain in (4.44) can be restricted from [−J, J ]2 to
([α1, β1] ∪ [α2, β2])2. On the other hand, observing that ln
∣∣ z−w
z−w¯
∣∣ vanishes for real z
and w, we identify the integrand with G(x, y). Therefore, (4.44) is identical to (4.42),
as desired. 
Recall that we identified `1 > · · · > `N of Theorem 4.12 with two different signatures:
λ of rank t, and λ˜ of rank t˜ := B+C − t, according to splitting into two trapezoids of
Figure 8. Further, the horizontal lozenges on the vertical line at distance q = 1, 2, . . . , t
from the left boundary of the hexagon are inside the left trapezoid and, therefore, are
identified with a signature of rank q. The horizontal lozenges on the vertical line at
distance r = 1, 2, . . . , B+C− t from the right boundary are inside the right trapezoid
and, therefore, identified with a signature of rank r.
Let us recall that the branching rules for Schur polynomials match the combinatorics
of the lozenge tilings of trapezoids (see e.g. [BuG, Section 3.2], [BuG2, Section 3.5]).
In particular, if a signature µ encodes q lozenges along the vertical line x = q, then
the conditional law Prob(µ | λ) can be found from the decomposition
(4.45)
sλ(x1, . . . , xq, 1
t−q)
sλ(1t)
=
∑
µ∈GTq
Prob(µ | λ)sµ(x1, . . . , xq)
sµ(1q)
.
Thus, the finite–dimensional distributions of all these signatures for q = 1, 2, . . . , t, r =
1, 2, . . . , B+C−t fit into the framework of Section 3.4 with the following specifications:
(4.46) H = 2, gh,m = 1, N1 = t, N2 = B + C − t,
and therefore, Theorem 3.13 holds.
Our main object of interest is the height function HL(x, y), as in Section 4.1, so let
us link it to the power sums of Theorem 3.13.
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(0, Aˆ)
(Cˆ, 0)
x
y
(Bˆ + Cˆ, Bˆ)
(0, 0)
(Bˆ + Cˆ, Bˆ + Aˆ)
(Bˆ, Bˆ + Aˆ)
Figure 9. Coordinate system for the hexagon with holes. The coordi-
nates of vertices are shown.
We use the rescaled coordinate system, as in Figure 9. For each x ∈ [0, Bˆ + Cˆ] and
k = 1, 2 . . . define
(4.47) pL(x; k)
=

x+Aˆ∫
0
HL(x, y)y
kdy, x ≤ Cˆ,
x+Aˆ∫
x−Cˆ
HL(x, y)y
kdy +
x+Aˆ∫
x−Cˆ
(x− Cˆ)ykdy +
x−Cˆ∫
0
ykdy, Cˆ ≤ x < Bˆ,
Aˆ+Bˆ∫
x−Cˆ
HL(x, y)y
kdy +
Aˆ+Bˆ−x∫
x−Cˆ
(x− Cˆ)ykdy +
x−Cˆ∫
0
ykdy +
Aˆ+x∫
Aˆ+Bˆ−x
ykdy, Bˆ ≤ x < τ,
Aˆ+Bˆ∫
x−Cˆ
HL(x, y)
(
Aˆ+ Bˆ − y)kdy, x > τ.
In all the cases of the definition of pL(x; k), the random part is the first integral,
which is a pairing of the height function against a δ–function in x–direction multiplied
by a polynomial in y–direction. The remaining integrals are deterministic terms, which
are introduced for the convenience of matching with Theorem 3.13; they all disappear
when we pass to the centered versions pL(x; k)−EpL(x; k), and therefore play no role
in the central limit theorem. The change from y to Aˆ + Bˆ − y in the forth case is
related to the switch to y˜ coordinates in Figure 8.
FOURIER TRANSFORM ON U(N) AS N →∞. 51
Note that our definitions change in a discontinuous way near x = τ : two different
definitions are related by an affine transformation. Precisely at x = τ one can stick to
any of the definitions, let us agree to use the x < τ one for being definite.
Corollary 4.19. For any 0 < x < Bˆ + Cˆ and k = 1, 2, . . . , the random variables
1
L
pL(x; k) converge as L → ∞ to constants (in the sense of moments). Further, the
centered random variables pL(x; k)−EpL(x; k) are asymptotically Gaussian (jointly in
finitely many x’s and k’s).
Note that the convergence of 1
L
pL(x; k) implies Proposition 4.2.
Proof of Corollary 4.19. Assume without loss of generality that x < Cˆ. Integrating
by parts, and using the vanishing of the integrand both at 0 and at x+ Aˆ, we rewrite
(4.48)
pL(x; k) =
x+Aˆ∫
0
bLxc∑
i=1
1
λ
bLxc
i +bLxc−i≥Ly
 ykdy = − 1
k + 1
bLxc∑
i=1
(
λ
bLxc
i + bLxc − i
L
)k+1
At this point, the statement becomes an application of Theorem 3.13. Indeed, we
explained above that lozenge tilings are in the framework of this theorem with speci-
fications (4.46). On the other hand, the measures are CLT–appropriate by the combi-
nation of Proposition 4.18 and Theorem 3.5. 
Note that polynomial observables (4.39) of Proposition 4.17 are linear combinations
of pL(x; k). Therefore, Corollary 4.19 implies the asymptotic Gaussianity in Proposi-
tion 4.17. It now remains to identity the asymptotic covariance of the random variables
pL(x; k)−EpL(x; k) with that of sections of the Gaussian Free Field, i.e. with formulas
(4.40).
The basic idea is to treat this Gaussian Free Field as a sum of three independent
parts: the GFF (with Dirichlet boundary conditions) in the liquid region of the left
trapezoid, the GFF (with Dirichlet boundary conditions) in the liquid region of the
right trapezoid, and the 1d random field along the common boundary of the trapezoid,
extended as a harmonic function to the liquid regions of the left and right trapezoids.
Such splitting is clearly visible in our formulas (4.21), (4.22): the − 1
2pi
ln
∣∣ z−w
z−w¯
∣∣ part
(treated as two different functions, one for z, w in the upper half–plane and another one
for z, w in the lower halfplane) is the Green function of the upper (or lower) halfplane;
the sum of the four integrals is the harmonic extension from the common boundary of
the trapezoids.
This approach is a shadow of the well–known restriction property of the Gaussian
Free Field (or, equivalently, of the Green function encoding its covariance).
Proposition 4.20. The covariance in Corollary 4.19 is 1
pi
times that of the Θ–pullback
of the Gaussian Free Field with Dirichlet boundary conditions in D. In more details,
take any k1, k2 = 1, 2, . . . . If 0 < x1, x2 ≤ τ , then
(4.49) lim
L→∞
EpL(x1; k1)pL(x2; k2)− EpL(x1; k1)EpL(x2; k2)
=
1
pi
∫
y1: (x1,y1)∈L
∫
y2: (x2,y2)∈L
(y1)
k1(y2)
k2G(Θ(x1, y1),Θ(x2, y2))dy1dy2.
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If 0 < x1 ≤ τ < x2 < Bˆ + Cˆ, then
(4.50) lim
L→∞
EpL(x1; k1)pL(x2; k2)− EpL(x1; k1)EpL(x2; k2)
=
1
pi
∫
y1: (x1,y1)∈L
∫
y2: (x2,y2)∈L
(y1)
k1(Aˆ+ Bˆ − y2)k2G
(
Θ(x1, y1),Θ(x2, y2)
)
dy1dy2.
If τ < x1, x2 < Bˆ + Cˆ, then
(4.51) lim
L→∞
EpL(x1; k1)pL(x2; k2)− EpL(x1; k1)EpL(x2; k2)
=
1
pi
∫
y1: (x1,y1)∈L
∫
y2: (x2,y2)∈L
(Aˆ+Bˆ−y1)k1(Aˆ+Bˆ−y2)k2G
(
Θ(x1, y1),Θ(x2, y2)
)
dy1dy2.
Proof. We compute the asymptotic covariance as L → ∞ of pL(x1; k1) and pL(x2; k2)
of (4.47). The definition of the random part of pL(x; k) depends on whether x < τ
or x > τ , leading to three cases (4.49), (4.50), (4.51). We start from the second case
0 < x1 ≤ τ ≤ x2 < Bˆ + Cˆ.
We use the formulas of Theorem 3.13. Note that the numbers da,h1,m1;b,h2,m2 there do
not depend onm1, m2 — this is because all g–functions were set to 1. Therefore, we will
denote these numbers simply da,h1;b,h2 . We now “compute” them by applying Theorem
3.13 to evaluate the asymptotic covariance of
∑t
i=1(
λi+t−i
t
)k and
∑t˜
i=1(
λ˜i+t˜−i
t˜
)m (recall
that t˜ = B + C − t). Multiplying the result of (3.22) by u−k−1v−m−1 with large
complex numbers u and v, and then summing over all k and m and rewriting the
residue computation as a contour integral we get
(4.52) cov
(
1
u− x, t;
1
v − x, t˜
)
=
1
(2pii)2
∮ ∮
1
u− F (z) ·
1
v − F˜ (w)Q(z, w)dzdw,
where cov
(
1
u−x , t;
1
v−x , t˜
)
means the asymptotic covariance of the random variables
t∑
i=1
1
u− λi+t−i
t
and
t˜∑
i=1
1
v − λ˜i+t˜−i
t˜
,
F (z) = (z + 1)
(
1
z
+
∞∑
a=1
ca;1z
a−1
(a− 1)!
)
, F˜ (w) = (w + 1)
(
1
w
+
∞∑
a=1
ca;2w
a−1
(a− 1)!
)
,
and
Q(z, w) =
∞∑
a,b=1
da,1;b,2
(a− 1)!(b− 1)!z
a−1wb−1.
The integration goes over small contours around 0, which enclose both 1/u and 1/v.
Note that the non-deterministic parts of λ and λ˜ are essentially the same and can be
identified with random N–tuple `1 > · · · > `N studied in Theorem 4.12. Therefore,
the left-hand side of (4.52) is the function τ(Bˆ+ Cˆ−τ)Cov(τu, Bˆ+Aˆ−(Bˆ+ Cˆ−τ)v),
where Cov is given by (4.16). The substraction from Bˆ + Aˆ in the argument is the
change between y and y˜ in two coordinate systems of Figure 9. On the other hand,
the integrand in the right-hand side of (4.52) has a unique (simple) pole inside the
contours at the point (z, w) satisfying u = F (z), v − F˜ (w), and therefore the integral
is computed as the residue at this point. We conclude that
(4.53) Q(z, w) = τ(Bˆ + Cˆ − τ) Cov(τF (z), Bˆ + Aˆ− (Bˆ + Cˆ − τ)F˜ (w))F ′(z)F˜ ′(w).
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With this identity, we can now apply Theorem 3.13 and integration by parts, as in
(4.48), to compute the desired asymptotic covariance of pL(x1; k1) and p
L(x2; k2) as
(4.54) τ(Bˆ + Cˆ − τ)
(x1)
k1+1
(
Bˆ + Cˆ − x2
)k2+1
(k1 + 1)(k2 + 1)
×
∮ ∮
(Fx1(z))
k1+1(F˜x2(w2))
k2+1Cov
(
τF (z), Bˆ+Aˆ−(Bˆ+Cˆ−τ)F˜ (w))F ′(z)F˜ ′(w)dzdw,
where the integration goes over small contours around 0 and
Fx1(z) = (z+1)
(
1
z
+
τ
x1
∞∑
a=1
ca;1z
a−1
(a− 1)!
)
, F˜x2(w) = (w+1)
(
1
w
+
Bˆ + Cˆ − τ
Bˆ + Cˆ − x2
∞∑
a=1
ca;2w
a−1
(a− 1)!
)
,
so that Fτ (z) = F (z) and F˜τ (w) = F˜ (w).
We now relate these expressions to (4.32), (4.37). Recall that G(z) and G˜(z) are
defined in (4.31). As a corollary of the relation of (3.21) between F (z) and G(z) we
have (see [BuG2, proof of Lemma 9.2] for more details of this computation)
Fx1(z) =
τ
x1
(
z¨ +
1− x1/τ
exp(−G(z¨))− 1
)
, z¨ = G(−1)
(
log(1 + z)
)
,
where G(−1) is the functional inverse of the function G. Similarly,
F˜x2(w) =
Bˆ + Cˆ − τ
Bˆ + Cˆ − x2
w¨ + 1− Bˆ+Cˆ−x2Bˆ+Cˆ−τ
exp(−G˜(w¨))− 1
 , w¨ = G˜(−1)(log(1 + w)).
Note that G(z), G˜(z) behave as 1/z when z → ∞. Therefore, the inverse functions
map a neighborhood of 0 to a neighborhood of ∞. It follows that for small z and w,
the maps z 7→ z¨, w 7→ w¨ are locally bijective. Therefore, we can change the integration
variables in (4.54) to z¨, w¨, getting
(4.55)
τ(Bˆ + Cˆ − τ)
(k1 + 1)(k2 + 1)(2pii)2
∮ ∮
Cov
(
τ z¨, Bˆ + Aˆ− (Bˆ + Cˆ − τ)w¨
)
×
(
τ z¨ +
τ − x1
exp(−G(z¨))− 1
)k1+1(
(Bˆ + Cˆ − τ)w¨ + x2 − τ
exp(−G˜(w¨))− 1
)k2+1
dz¨dw¨.
Note that F (z) = Fτ (z) = z¨, F˜ (w) = F˜τ (w) = w¨, and therefore, F
′(z), F˜ ′(w) factors
in (4.54) got absorbed into the Jacobian of our change of variables.
Let us do yet another change of variables, so that τ z¨ and Bˆ + Aˆ − w¨(Bˆ + Cˆ − τ)
become the new variables z¨ and w¨, respectively, to get
(4.56)
−1
(k1 + 1)(k2 + 1)(2pii)2
∮ ∮
Cov (z¨, w¨)
×
(
z¨+
τ − x1
exp
(−G ( z¨
τ
))− 1
)k1+1(
Aˆ+Bˆ−
(
w¨+
τ − x2
exp
(
−G˜
(
Bˆ+Aˆ−w¨
Bˆ+Cˆ−τ
))
− 1
))k2+1
dz¨dw¨.
We further deform the z¨ contour in (4.56) in such a way that its upper half–plane
part becomes the image of the vertical line (more precisely, its part inside the liquid
region) with horizontal coordinate x1 under the map Θ(x, y) of (4.38) . The lower half–
plane part is the axial reflection of the upper half–plane part. Similarly, we deform
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the w¨ contour in such a way that its lower half–plane part is the image of the vertical
line with horizontal coordinate x2 under Θ(x, y); the upper half–plane part is the axial
reflection of the lower half–plane part.
After deformation of the contours, we integrate by parts in z¨ and w¨. Taking into
account that Cov(z¨, w¨) is the mixed partial derivative of the first term in G(z, w) of
(4.22), we get
(4.57)
1
pi
∫
z¨∈{Θ(x1,·)}
∫
w¨∈{Θ(x2,·)}
(
z¨+
τ − x1
exp
(−G ( z¨
τ
))− 1
)k1(
Aˆ+Bˆ−
(
w¨+
τ − x2
exp
(
−G˜
(
Bˆ+Aˆ−w¨
Bˆ+Cˆ−τ
))
− 1
))k2
× G(z¨, w¨) ∂
∂z¨
[
z¨ +
τ − x1
exp
(−G ( z¨
τ
))− 1
]
∂
∂w¨
w¨ + τ − x2
exp
(
−G˜
(
Bˆ+Aˆ−w¨
Bˆ+Cˆ−τ
))
− 1
 dz¨dw¨.
Note that the z¨ contour can be parameterized by the y–coordinate of the vertical slice
at x = x1, and z¨ +
τ−x1
exp(−G(z¨))−1 is equal to this coordinate. Similarly, the w¨ contour
can be parameterized by the y coordinate of the vertical slice at x = x2. Therefore,
changing the coordinates to the y–coordinates along these two slices, (4.57) becomes
(4.50).
We switch to the case x1 ≤ x2 ≤ τ . Following the same scheme as in the previous
case, we compute the numbers d1,h1;1,h2 by applying Theorem 3.13 to evaluate the
asymptotic covariance of
∑t
i=1(
λi+t−i
t
)k and
∑t
i=1(
λi+t−i
t
)m. Multiplying the result of
(3.22) by u−k−1v−m−1 with large complex numbers u and v, and then summing over
all k and m and rewriting the residue computation as a contour integral we get
(4.58) cov
(
1
u− x, t;
1
v − x, t
)
=
1
(2pii)2
∮ ∮
1
u− F (z) ·
1
v − F (w)Q
<τ (z, w)dzdw,
where cov
(
1
u−x , t;
1
v−x , t˜
)
means the asymptotic covariance of the random variables
t∑
i=1
1
u− λi+t−i
t
and
t∑
i=1
1
v − λi+t−i
t
,
F (z) is the same as in (4.52), and
Q<τ (z, w) =
1
(z − w)2 +
∞∑
a,b=1
da,1;b,1
(a− 1)!(b− 1)!z
a−1wb−1.
The integration goes over small contours around 0, which enclose both 1/u and 1/v,
and one of the contours is inside another one.
The non-deterministic parts of λ coincides with random N–tuple `1 > · · · > `N
studied in Theorem 4.12. Therefore, the left-hand side of (4.52) is τ 2Cov(τu, τv),
where Cov is given by (4.16).
The difference with the x1 ≤ τ ≤ x2 argument is that the 1/(z − w)2 term in Q<τ
does not allow us to compute the contour integral (4.58) as a single residue. We adjust
for that by introducing a new function
Q(0)(z, w) =
1
(z − w)2 +
∞∑
a,b=1
d
(0)
a;b
(a− 1)!(b− 1)!z
a−1wb−1,
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where the coefficients d
(0)
a;b are chosen so that (4.58) with Q
<τ replaced by Q(0) would
give identical zero. In other words, these are the numbers corresponding to vanishing
covariance. Theorem 2.6 implies that there is a unique choice for such d
(0)
a;b. In partic-
ular, Q(0)(z, w) then coincides with Qρ of [BuG2, Section 9.1], used there in the GFF
theorem for trapezoids with deterministic boundaries. Define
∆Q(z, w) = Q<τ (z, w)−Q(0)(z, w),
and write
∆Q(z, w) =
∞∑
a,b=1
∆d
(0)
a;b
(a− 1)!(b− 1)!z
a−1za−1wb−1.
The definitions imply that ∆Q(z, w) is analytic (has no singularities) in a neighborhood
of (0, 0). Then the identity
(4.59) cov
(
1
u− x, t;
1
v − x, t
)
=
1
(2pii)2
∮ ∮
1
u− F (z) ·
1
v − F (w)∆Q(z, w)dzdw,
implies an analogue of (4.53)
(4.60) ∆Q(z, w) = τ 2Cov(τF (z), τF (w))F ′(z)F ′(w).
Applying Theorem 3.13 and integration by parts, as in (4.48), we compute the asymp-
totic covariance of pL(x1; k1) and p
L(x2; k2) as
(4.61)
τ 2 (x1)
k1+1 (x2)
k2+1
(k1 + 1)(k2 + 1)
∮ ∮
(Fx1(z))
k1+1(Fx2(w2))
k2+1Cov(τF (z), τF (w))F ′(z)F˜ ′(w)dzdw,
+
τ 2 (x1)
k1+1 (x2)
k2+1
(k1 + 1)(k2 + 1)
∮ ∮
(Fx1(z))
k1+1(Fx2(w2))
k2+1Q(0)(z, w)dzdw,
We transform the first line of (4.61) exactly in the same way as in x1 ≤ τ ≤ x2
case, arriving at an expression of a form similar to (4.57). Note that now both z¨
and w¨ contour are in the upper half–plane, and therefore, there is an additional term
− 1
2pi
ln
∣∣ z¨−w¨
z¨¨¯w
∣∣ in the definition of G(z¨, w¨). However, we get precisely this term after
changing the variables to z¨, w¨ in the second line of (4.61), as shown in [BuG2, Section
9.1]. This finishes the proof for the x1 ≤ x2 ≤ τ case. The final case τ ≤ x1 ≤ x2 is
analogous. 
4.5. Domino tilings of holey Aztex rectangles: proofs. In this section we prove
Proposition 4.8 and Theorem 4.11. The proofs are parallel to the lozenge tilings case
and we omit many details. In particular, we follow the same five steps. This time we
need to detail Step 1, as it was not present in the examples of [BGG, Section 9].
Let us fix all particles along the x = t section of the rectangle. This separates the
tiling into two — each corresponds to its own rectangle, as in Figure 10. Each domino
of the original tilings thus belongs to exactly one of the rectangles, the holes do not
belong to either of them.
For each of the rectangles, the total number of domino tilings (given the boundary)
can be explicitly computed.
Lemma 4.21. Let `1 < · · · < `t denote the particle positions along the line x = t,
encoding the left Aztec rectangle, as in Figure 10. The total number of domino tilings
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y = A
x = 0
x = t
y = 1
Figure 10. Domino tiling of Figure 5 is split into two rectangles along
x = t line.
of this rectangle is
(4.62) 2t(t+1)/2
∏
i<j
(`j − `i)
Proof. See [Ci] and also [BK, Corollary 2.14]. 
Corollary 4.22. Let X =
⋃K
k=1{ak, ak + 1, . . . , bk} ⊂ {1, . . . , A}. The distribution of
t particles `1 < · · · < `t along the x = t section of uniformly random domino tiling is
(4.63)
1
Z
∏
1≤i<j≤t
(`i − `j)2
t∏
i=1
 1
(`i − 1)!(A− `i)!
∏
u∈{1,...,A}\X
|`i − u|
 ,
where Z > 0 is a normalization constant.
Remark 4.23. It is not important for the computation, whether we fix the filling frac-
tions n1, . . . , nK or not; only the partition function and the set of admissible configu-
rations `1, . . . , `t changes.
Proof of Corollary 4.22. Let ˜`1 < ˜`2 < · · · < ˜`˜t denote the particle configuration
X \ {`1, . . . , `t}. The combinatorics of the model implies t˜ = B − t
Then combining Lemma 4.21 with the same statement for the right rectangle, we
get the formula for the distribution of `1, . . . , `t of the form
(4.64) Prob(`1, . . . , `t) =
1
Z
∏
1≤i<j≤t
(`j − `i)
∏
1≤i<j≤t˜
(˜`j − ˜`i).
We next use the formula, which is valid for any two disjoint sets A, B with A∪B = X:∏
a,a′∈A,
a<a′
(a′ − a) ·
∏
x,x′∈X,
x<x′
(x′ − x) =
∏
b,b′∈B,
b<b′
(b′ − b) ·
∏
a∈A
∏
x∈X,
x 6=a
|x− a|.
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Applying this formula with A = {˜`1, . . . , ˜`˜t}, we transform (4.65) into
(4.65) Prob(`1, . . . , `t) =
1
Z ′
∏
1≤i<j≤t
(`j − `i)2
t∏
i=1
∏
x∈X,
x 6=`i
|x− `i|,
which is another form of (4.63). 
Let us rewrite (4.63) in the form
1
Z
∏
1≤i<j≤t
(`j − `i)2
t∏
i=1
w(`i).
Then the weight w(·) satisfies
(4.66)
w(x)
w(x− 1) = −
K∏
k=1
bk + 1− x
ak − x ,
and therefore we can identify it with the weight of multi–cut general θ Krawtchouk
ensemble of [BGG, Section 9.1] at θ = 1. Therefore, we can apply the results of this
article to get the LLN and CLT for `1, . . . , `t.
The covariance in the CLT depends on K segments (αk, βk) ⊂ [aˆk, bˆk], k = 1, . . . , K,
which are intersections of the liquid region L with the vertical line x = τ :
(4.67) CovK(z, w) = − 1
2(w − z)2 +
∑K−2
d=0 cd(z)w
d√∏K
i=1(w − αi)(w − βi)
+
√∏K
i=1(z − αi)(z − βi)
2
√∏K
i=1(w − αi)(w − βi)
(
1
(z − w)2 −
1
2(z − w)
K∑
i=1
(
1
z − αi +
1
z − βi
))
,
where
∑K−2
d=0 cd(z)w
d, is a unique polynomial of degree at most K − 2 and with co-
efficients depending on z, such that the integrals of (4.67) in w around the segments
(αk, βk), k = 1, . . . , K vanish. For the square root
√
x we choose the branch which
maps large positive real numbers to large positive real numbers everywhere in (4.16).
Theorem 4.24 ([BGG, Theorem 7.1 and Section 9.1]). Define the Cauchy–Stieltjes
transform of random particles `1 > · · · > `N introduced above, through
GL(z) =
N∑
i=1
1
z − `i
L
,
then as L→∞ in the limit regime (4.1), we have
(4.68) lim
L→∞
1
L
GL(z) =
∫
R
µ(x)
z − xdx, in probability,
where µ(x) is a density of a compactly–supported measure of mass τ , which sat-
isfies 0 ≤ µ(x) ≤ 1 everywhere; 0 < µ(x) < 1 only on K intervals (“bands”)
(αk, βk), k = 1, . . . , K. Further, GL(z) − EGL(z), converges as L → ∞ to a
Gaussian field in the sense of moments, jointly and in uniformly for finitely many
z’s belonging to an arbitrary compact subset of C \ supp[µ(x)]. The covariance
limL→∞ [EGL(z)GL(w)− EGL(z)EGL(w)] is given by CovK(z, w).
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Note that [BGG] used normalization by N , while we normalize by L, hence a slight
difference in the statements.
Topologically, the liquid region L of the holey Aztec rectangle is homeomorphic to
the Riemann sphere with K cuts. We fix these cuts in a specific way by considering
the domain D = C \ [⋃Kk=0(βk, αk+1)], where αk, βk are endpoint of the bands from
Theorem 4.12, and we set β0 = −∞, αK+1 = +∞
Below we construct an explicit uniformization map between L and D. Before doing
that, let us define the Green function of the Laplace operator in D with Dirichlet
boundary conditions.
Fix an arbitrary point D ∈ C and define for z and w in the upper half–plane the
function
(4.69) G(z, w) = 1
4pi
[∫ z
D
∫ w
D
CovK(z,w)dzdw−
∫ z¯
D
∫ w
D
CovK(z,w)dzdw
−
∫ z
D
∫ w¯
D
CovK(z,w)dzdw +
∫ z¯
D
∫ w¯
D
CovK(z,w)dzdw
]
− 1
2pi
ln
∣∣∣∣z − wz − w¯
∣∣∣∣ .
The integration contour in (4.21) lies inside C \ ∪Kk=1[αk, βk] (which is different from
the domain D), and G(z, w) does not depend on the choice of such contour, as follows
from the fact that integrals of CovK(z,w) around the bands vanish.
Further, if z is in the upper halfplane, while w is in the lower halfplane, then G(z, w)
has a similar definition:
(4.70) G(z, w) = 1
4pi
[∫ z
D
∫ w¯
D
CovK(z,w)dzdw−
∫ z¯
D
∫ w¯
D
CovK(z,w)dzdw
−
∫ z
D
∫ w
D
CovK(z,w)dzdw +
∫ z¯
D
∫ w
D
CovK(z,w)dzdw
]
.
The differences between (4.21) and (4.22) are the logarithmic term and conjugation of
w. We further extend the definition to all other non-real z and w by requiring
(4.71) G(z, w) = G(z¯, w¯).
Repeating the proof of Proposition 4.14, we obtain the following.
Proposition 4.25. G(z, w) (continuously extended to z, w ∈ D) is the Green function
of the Laplace operator in D with Dirichlet boundary conditions.
The next step is to construct a conformal isomorphism Θ between the liquid region
L with the complex structure given by the complex slope ξ and D with the standard
complex structure. This will be done by gluing the complex structures in the liquid
regions of two Aztec rectangles.
Recall that the particles along the x = t line form a border for the left rectangle
and they are encoded by a signature λ ∈ GTt. We set
(4.72) G(z) = lim
L→∞
1
t
t∑
i=1
1
z − λi/t.
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Similarly the configuration complementary to the particles along the x = t forms a
border for the right rectangle, and it is encoded by a signature λ˜ ∈ GTt˜, where t˜ = B−t
We set
(4.73) G˜(z) = lim
L→∞
1
t˜
t˜∑
i=1
1
z − λi/t˜
.
The limits (in probability) in (4.72), (4.73) exist by Theorem 4.24.
For x < τ we consider an equation
(4.74) y = z +
2(τ − x)
exp
(−G ( z
τ
))− exp (G ( z
τ
))
It is shown in [BK, Proposition 6.2] that the above equation has a non-real complex
root in the upper half–plane U if and only if (x, y) belongs to the liquid region Lleft of
the left rectangle. Moreover, the resulting map (x, y) 7→ z(x, y) is a smooth bijection
between Lleft and U.
Differentiating (4.74) in x and y, we get
(4.75)
0 = zx
(
1− 2τ − x
τ
G′
(z
τ
) exp (−G ( z
τ
))− exp (G ( z
τ
))[
exp
(−G ( z
τ
))− exp (G ( z
τ
))]2
)
− 2
exp
(−G ( z
τ
))− exp (G ( z
τ
))
(4.76) 1 = zy
(
1− 2τ − x
τ
G′
(z
τ
) exp (−G ( z
τ
))− exp (G ( z
τ
))[
exp
(−G ( z
τ
))− exp (G ( z
τ
))]2
)
,
which implies the relation
(4.77) zx =
2
exp
(−G ( z
τ
))− exp (G ( z
τ
))zy
Lemma 4.26. For (x, y) in the liquid region, the complex slope is computed as ξ :=
exp
(
−G
(
z(x,y)
τ
))
.
Proof. We need to show that
arg(ξ) = −pi∂h
∂y
= pi(pnorth + peast), arg
(
1 + ξ
1− ξ
)
= pi
∂h
∂x
= pi(peast + psouth).
The first equality is [BK, Theorem 4.3]. To establish the second equality, let us start
by noting that (4.77) implies
ξx =
2
ξ − ξ−1 ξy,
which is the complex Burgers equation (4.14). Next, we have
∂h(x, y)
∂x
= − ∂
∂x
∫ +∞
y
∂
∂v
h(x, v)dv =
∂
∂x
∫ +∞
y
pi−1 arg(ξ)dv =
1
pi
∂
∂x
=
∫ +∞
y
log(ξ)dv
=
1
pi
=
∫ +∞
y
1
ξ
∂ξ
∂x
dv =
1
pi
=
∫ +∞
y
2
ξ2 − 1
∂ξ
∂v
dv =
1
pi
=
∫ +∞
y
(
1
ξ − 1 −
1
ξ + 1
)
∂ξ
∂v
dv
=
1
pi
(
pi −=
(
log
ξ − 1
ξ + 1
))
= 1− 1
pi
arg
(
ξ − 1
ξ + 1
)
=
1
pi
arg
(
1 + ξ
1− ξ
)
. 
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Given Lemma 4.26, we compare (4.77) with (4.14) and conclude that the map
(x, y) 7→ z(x, y) is conformal in Kenyon–Okounkov’s complex structure on the left
trapezoid.
For the right trapezoid, i.e. x > τ , we consider an equation
(4.78) y = z˜ +
2(τ − x)
exp
(
−G˜
(
Aˆ−z˜
Bˆ−τ
))
− exp
(
G
(
Bˆ−z˜
Bˆ−τ
)) ,
which is the same equation (4.78), written for the right trapezoid (with its own rotated
coordinate system) with τ replaced by Bˆ−τ , and then rewritten back into the original
coordinates by replacing y with Aˆ− y, z with Aˆ− z˜, and x with Bˆ − x.
The results for (4.74) imply that (4.78) has a unique complex root in the lower
halfplane U¯ when (x, y) belongs to the liquid region Lright of the right trapezoid. Then
the map (x, y) 7→ z˜(x, y) is a conformal bijection between Lright and U¯.
We further glue the definitions in two trapezoids together and define the uniformiza-
tion map Θ : L → D through
(4.79) Θ(x, y) =

z(x, y), x < τ,
z˜(x, y), x > τ,
y, x = τ, y ∈ ⋃Kk=1(αk, βk).
The definitions readily imply that right and left parts glue together into Θ in a
continuous way, and therefore, Θ is a conformal bijection between L and D. This
leads to a detailed version of Theorem 4.11.
Proposition 4.27. Let Aztec be the interior of the holey rectangular Aztec rectangle
in the coordinate system of Figure 5, and let HL(x, y) be the random height function of
uniformly random domino tiling of Hex in the limit regime (4.5), (4.6). Further, let L
be the liquid region, let D = C \ [⋃Kk=0(βk, αk+1)], let Θ : L → D be the uniformization
map (4.79), and let GK be the Green function of D, as in (4.69), (4.70), (4.71).
For any m = 1, 2, . . . take a collection of m points 0 < x1, x2, . . . , xm < Bˆ and m
polynomials f1, . . . , fm. Then the random variables
(4.80)
∫
y: (xi,y)∈Hex
fi(y)
(
HL(xi, y)− EHL(xi, y))dy, i = 1, . . . ,m,
converge as L→∞ (in the sense of moments) to a centered Gaussian m–dimensional
random vector. The asymptotic covariance of ith and jth components is
(4.81)
1
pi
∫
yi: (xi,yi)∈L
∫
yj : (xj ,yj)∈L
fi(yi)fj(yj)GK
(
Θ(xi, yi),Θ(xj, yj)
)
dyidyj, 1 ≤ i, j ≤ m.
Proof. The proof repeats that of Proposition 4.17. Let us only list substantial differ-
ences. The formula (4.45) is replaced by
(4.82)
sλ(x1, . . . , xq, 1
t−q)
sλ(1t)
q∏
i=1
(
1 + xi
2
)t−q
=
∑
µ∈GTq
Prob(µ | λ)sµ(x1, . . . , xq)
sµ(1q)
,
whose connection to domino tilings is explained in details in [BuG2, Section 9.3],
[BouCC], [BK, Section 2.2]. Therefore, in the domino analogue of (4.46), the functions
g are now appropriate powers of
∏q
i=1
(
1+xi
2
)
. Finally, our reference to [BuG2, Section
9.1] for lozenges is replaced by the [BK, Section 6] for the dominos. 
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5. Appendix: CLT for quantum random walk
Perhaps, the main idea of this paper is to show that Schur generating functions
describe asymptotic behavior of probability measures on the real line similarly to how
the classical characteristic function describes the asymptotic behavior of a random
variable. Theorem 2.6 is an analog of the Fourier transform in our setting, while The-
orem 3.5 is an analog of the Fourier transform for random finite-dimensional vectors.
In this section we comment on one of analogs of another classical statement: The
convergence of a random walk to the standard Brownian motion, see Proposition 5.2.
5.1. Preliminaries. We will need the following asymptotics.
Lemma 5.1. Let λ be a fixed Young diagram. We have
N∂k1 log
sλ(x1, . . . , xN)
sλ(1N)
∣∣∣∣
xi=1
−−−→
N→∞
|λ|1k=1
N2∂k11 ∂
k2
2 log
sλ(x1, . . . , xN)
sλ(1N)
∣∣∣∣
xi=1
−−−→
N→∞
−|λ|1k1=11k2=1,
N2∂k11 ∂
k2
2 ∂
k3
3 . . . ∂
kr
r log
sλ(x1, . . . , xN)
sλ(1N)
∣∣∣∣
xi=1
−−−→
N→∞
0, r ≥ 3.
for any ki ∈ Z≥1.
Proof. Recall that Newton power sums are defined via pk(x1, . . . , xm) := x
k
1 + · · ·+xkm
and
pλ1,λ2,...(x1, . . . , xm) = pλ1(x1, . . . , xm)pλ2(x1, . . . , xm) . . . ,
for a partition λ = λ1 ≥ λ2 ≥ . . . . Let us denote by `(λ) the length (number of
non-zero coordinates) of a partition λ, and by |λ| the number of boxes in λ. The Schur
function sλ can be decomposed into a homogeneous linear combination of products of
Newton power sums, and this decomposition is unique, when the number of variables
is larger than |λ|:
sλ =
∑
µ: |µ|=|λ|
bµλpµ = b
1|λ|
λ p
|λ|
1 +
∑
µ: `(µ)<|µ|=|λ|
bµλpµ.
It is well-known that b1
|λ|
λ is strictly positive, cf. [M, Chapter I].
Note that pρ(1
N) = N `(ρ), and that for fixed |ρ| the largest `(ρ) is achieved on
partition 1|ρ|. It will be convenient to scale power sums:
pˆρ(x1, . . . , xN) :=
1
N `(ρ)
pρ (x1, . . . , xN) , pˆρ(1
N) = 1.
As N →∞, we have
sλ(x1, . . . , xN)
sλ(1N)
=
1
sλ(1N)
b1|λ|λ p|λ|1 + ∑
|µ|=|λ|, `(µ)<|λ|
bµλpµ

=
(
1 + o(1)
)pˆ|λ|1 + ∑
|µ|=|λ|, `(µ)<|λ|
bµλ
b1
|λ|
λ
N `(µ)−|λ|pˆµ

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where 1+o(1) arose from the approximation sλ(1
N) ≈ b1|λ|λ p|λ|1 (1N) = b1|λ|λ and therefore
does not depend on xi. Note that the number of terms in the sum does not depend
on N > |λ|. Thus,
(5.1) log
sλ(x1, . . . , xN)
sλ(1N)
= log
(
pˆ
|λ|
1
)
+ log
1 + ∑
|µ|=|λ|, `(µ)<|λ|
bµλ
b1
|λ|
λ
N `(µ)−|λ|
pˆµ
pˆ
|λ|
1
+C,
where C is xi–independent (and goes to 0 as N → ∞). For (x1, . . . , xN) in a small
neighborhood of 1N , the second term of (5.1) can be expanded in the series
∞∑
p=1
(−1)p−1
p
 ∑
|µ|=|λ|, `(µ)<|λ|
bµλ
b1
|λ|
λ
N `(µ)−|λ|
pˆµ
pˆ
|λ|
1
p .
The terms with p > 2 have at least N−3 prefactor, which survives through the com-
putation of derivatives and plugging in xi = 1, and therefore they do not contribute
to the desired asymptotic. The term with p = 2 has at least N−2 prefactor, but
when we differentiate at least once in one of the variables, another N−1 arises, because
∂1
xk1+x
k
2+...x
k
N
N
=
kxk−11
N
. Again we conclude that this term does not contribute to the
desired asymptotic. In p = 1 term, if we differentiate once, then the result has N−2
prefactor, and therefore does not contribute to the first asymptotic of Lemma 5.1. If
we differentiate at least in two variables, then the result has at least N−3 prefactor
(N−1 was there originally and each differentiation produces another N−1), and again
there is no contribution to the desired asymptotic.
We conclude that the second term in (5.1) does not contribute to desired asymp-
totics; the limit behavior is determined by the first term. For this term, we have
∂1pˆ1(x1, . . . , xN) =
1
N
, ∂k11 ∂
k2
2 . . . ∂
kr
r pˆ1(x1, . . . , xN) = 0, k1 + · · ·+ kr > 1.
And therefore,
∂1 ln pˆ
|λ|
1 (x1, . . . , xN)
∣∣
xi=1
=
|λ|
N
+ o
(
N−1
)
,
∂k1 ln pˆ
|λ|
1 (x1, . . . , xN)
∣∣
xi=1
= o
(
N−1
)
, k > 1,
∂1∂2 ln pˆ
|λ|
1 (x1, . . . , xN)
∣∣
xi=1
=
−|λ|
N2
+ o
(
N−2
)
,
∂k11 ∂
k2
2 . . . ∂
kr
r ln pˆ
|λ|
1 (x1, . . . , xN)
∣∣
xi=1
= o
(
N−2
)
, r ≥ 3. 
5.2. Asymptotics of quantum random walk. A classical random walk converges
to a Brownian motion when a single step becomes small while one makes a growing
number of such steps. Note that the exact distribution of a small step does not
significantly affect the limit. We consider the following model in order to see a similar
phenomenon in our framework.10.
For the step, we fix a partition (or Young diagram) ν = (ν1 ≥ ν2 ≥ · · · ≥ 0). Let
n > 0 be such that νn+1 = 0. Then for each N ≥ n we can identify ν with a signature
of length N and consider the irreducible representation TNν of the unitary group U(N)
with highest weight ν. Formally, TNν depend on N , as they are representations of
10This construction comes from the restriction of a quantum random walk on U(N) (in the spirit
of Biane [Bi1], [Bi2]) to the center of the universal enveloping algebra of U(N); we do not discuss
details of this connection.
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different groups, however, the dependence is very mild. This can be formalized in
two ways. The character of TNν as a function of eigenvalues (x1, . . . , xN) is equal to
sν(x1, . . . , xN), and so for each N this is the same symmetric polynomial with different
number of variables. From a different point of view, we have a canonical ν–independent
way to construct TNν given T
k
ν . Fix a vector v in the space of T
n
ν and consider the
corresponding matrix element of the representation: u 7→ (T nν (u)v, v). This a function
of u ∈ U(n) which can be analytically continued from U(n) to the semigroup of n× n
complex matrices Matn×n — we use here νi ≥ 0, i = 1, . . . , k, which guarantees the
polynomiality of the matrix element. We can now compose this matrix element with
the canonical projection U(N) 7→ Matn×n cutting out the top–left n× n corner of the
matrix. The result turns out to be a matrix element of TNν , which uniquely defines
this representation.
Due to the above reasons we do not distinguish TNν for N = n, n+ 1, . . . and simply
write Tν . By T
⊗k
ν we denote the k-fold Kronecker tensor product Tν ⊗ Tν ⊗ · · · ⊗ Tν .
Its character is equal to sν(x1, . . . , xN)
k.
Let IN be a (possibly reducible) finite–dimensional representation of U(N). It will
play the role of an initial distribution of a quantum random walk.
For any k ≥ 0 let us denote by Lkλ the isotypical component corresponding to
a signature λ in Vk := IN ⊗ T⊗kν . We have a canonical orthogonal decomposition
Vk = ⊕λLkλ. Let projkλ be the orthogonal projection to Lkλ in Vk. For a collection of
signatures (λ(0), λ(1), . . . , λ(s), . . . ) ∈∏∞i=0GTN let us define inductively S0 := L0λ(0) ,
Si := projiλ(i)
(
spanv,u (v ⊗ u | v ∈ Si−1, u ∈ Tν)
) ⊂ Vi, i ≥ 1.
Define a probability measure ρT ;N on
∏∞
i=0GTN via its values on cylinders
ρTν ;N(λ
(0), . . . , λ(k)) =
dimSk
dim Vk
;
the consistency of this definition for various k readily follows from the construction.
Finally, for r > 0 let p
(r)
k;N be the kth Newton power sum of a random signature λ
(brc)
distributed according to measure ρTν ;N .
Proposition 5.2. Assume that the measures of the initial condition ρTν ;0(λ) satisfy
the CLT in the sense of Definition 2.4. Let s ∈ N and let t1 < t2 < · · · < ts, ti ∈ R,
be positive reals. The vector
{
p
(tiN
2)
k;N − Ep(tiN
2)
k;N
}s
i=1
converges to a jointly Gaussian
random vector with limit covariance
lim
N→∞
cov
(
p
(tiN
2)
ki;N
, p
(tjN
2)
kj ,N
)
Nk1+k2
= [z−1w−1]
(( ∞∑
a=1
da,bz
a−1wb−1
(a− 1)!(b− 1)! − ti|ν|+
1
(z − w)2
)
×
(
1
z
+ 1 + (1 + z)ti|ν|+ (1 + z)
∞∑
a=1
caz
a−1
(a− 1)!
)ki+1
×
(
1
w
+ 1 + (1 + w)ti|ν|+ (1 + w)
∞∑
a=1
caw
a−1
(a− 1)!
)kj+1)
,
(5.2)
for 1 ≤ i < j ≤ s; the functions ∑∞a=1 caza−1(a−1)! and ∑∞a=1 da,bza−1wb−1(a−1)!(b−1)! are uniquely
determined by ρT ;0(λ) via formulas given in Lemma 2.8.
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Proof. Let us use the following construction (cf. [BuG2, Section 2.4]). Introduce coef-
ficients pν;N(λ→ µ) via a decomposition in a linear basis:
sλ(x1, . . . , xN)
sλ(1N)
sν(x1, . . . , xN)
sν(1N)
=
∑
µ∈GTN
pχ;N(λ→ µ)sµ(x1, . . . , xN)
sµ(1N)
.
It is a direct check that the measure ρTν ;N can be written as
(5.3) ρTν ;N(λ
(0), . . . , λ(s)) := ρTν ;0(λ
(0))
s−1∏
i=0
pν;N(λ
(i) → λ(i+1)).
After such an identification, the statement of Proposition is an immediate corollary
of Theorem 2.6 of this paper, [BuG2, Theorem 2.10], and Lemma 5.1. 
Remark 5.3. Note that the right-hand side of (5.2) depends on Tν only through the
number |ν|, which can be eliminated by rescaling of time. Thus, our limit object
is universal and can be viewed as an analog of Brownian motion in this setting. In
particular, a deterministic initial condition ρT ;0(∅) = 1, which corresponds to ca = 0,
da,b = 0, for all a, b, is analogous to the Brownian motion starting at 0.
Remark 5.4. This result is closely related to results about Schur-Weyl measure, ob-
tained in [Bi4] and [Mel]. Namely, one can recover results of [Bi4] and [Mel] by con-
sidering the case when λ is a one box Young diagram, s = 1 in the proposition (only
one random signature is in play), and ρT ;0(∅) = 1 (deterministic initial condition).
References
[AS] L. V. Ahlfors, L. Sario, Riemann surfaces, Princeton University Press, 1960.
[A] A. Ahn, in preparation.
[BLR1] N. Berestycki, B. Laslier, G. Ray, Universality of fluctutations in the dimer model,
arXiv:1603.09740
[BLR2] N. Berestycki, B. Laslier, G. Ray, A note on dimers and T-graphs, arXiv:1610.07994
[BLR3] N. Berestycki, B. Laslier, G. Ray, Dimer model on Riemann surfaces I: convergence of the
height function, in preparation
[Bi1] P. Biane, Quantum random walk on the dual of SU(n), Prob. Th. and Rel. Fields, 89
(1991), 117-129.
[Bi2] P. Biane, Permutation model for semi-circular systems and quantum random walks, Pacific
Journal of Mathematics, Vol. 171, No. 2, 1995.
[Bi3] P. Biane, Representations of Symmetric Groups and Free Probability, Advances in Math-
ematics, 138, no. 1, (1998), 126–181.
[Bi4] P. Biane, Approximate factorization and concentration for characters of symmetric groups,
International Mathematics Research Notices, 2001, no. 4, (2001), 179–192.
[BB] A. Borodin, A. Bufetov, Plancherel representations of U(∞) and correlated Gaussian Free
Fields, Duke Mathematical Journal, 163, no. 11 (2014), 2109–2158, arXiv:1301.0511.
[BBO] A. Borodin, A. Bufetov, G. Olshanski, Limit shapes for growing extreme characters of
U(∞). Ann. Appl. Probab., 25, no. 4 (2015), 2339–2381. arXiv:1311.5697.
[BF] A. Borodin, P. Ferrari, Anisotropic growth of random surfaces in 2 + 1 dimensions. Com-
munications in Mathematical Physics, 325 no. 2 (2014), 603–684. arXiv:0804.3035.
[BF2] A. Borodin, P. Ferrari, Random tilings and Markov chains for interlacing particles,
arXiv:1506.03910
[BGG] A. Borodin, V. Gorin, A. Guionnet, Gaussian asymptotics of discrete β–ensembles, Publi-
cations mathe´matiques de l’IHE´S 125, no. 1 (2017). arXiv:1505.03760.
[BGG2] A. Borot, V. Gorin, A. Guionnet, Fluctuations for multi-cut discrete β–ensembles and
application to random tilings, in preparation.
[BO1] A. Borodin and G. Olshanski, Harmonic analysis on the infinite-dimensional unitary
group and determinantal point processes, Ann. of Math. 161 (2005), no. 3, 1319–1422,
arXiv:math/0109194
FOURIER TRANSFORM ON U(N) AS N →∞. 65
[BO2] A. Borodin, G. Olshanski, The Young Bouquet and its Boundary. Moscow Mathematical
Journal, 13 no. 2 (2013), pp. 193–232, arXiv:1110.4458.
[BouCC] J. Bouttier, G. Chapuy, S. Corteel, From Aztec diamonds to pyramids: steep tilings,
Transactions of the American Mathematical Society, 369, no. 8, (2017), 5921–5959.
arXiv:1407.665
[BBCCR] C. Boutillier, J. Bouttier, G. Chapuy, S. Corteel, S. Ramassamy, Dimers on Rail Yard
Graphs, arXiv:1504.05176
[BL] C. Boutillier, Z. Li, Limit shape and height fluctuations of random perfect matchings on
square-hexagon lattices, arXiv:1709.09801.
[BuG] A. Bufetov, V. Gorin. Representations of classical Lie groups and quantized free convolu-
tion, Geom. Funct. Anal., Vol. 25 (2015) 763-814. arXiv:1311.5780.
[BK] A. Bufetov, A. Knizel, Asymptotics of random domino tilings of rectangular Aztec dia-
monds. arXiv:1604.01491
[BuG2] A. Bufetov, V. Gorin. Fluctuations of particle systems determined by Schur generating
functions, arXiv:1604.01110.
[CJY] S. Chhita, K. Johansson, B. Young, Asymptotic domino statistics in the Aztec diamond,
Annals of Applied Probability, 25, no. 3 (2015), 1232–1278. arXiv:1212.5414.
[Ci] M. Ciucu, Enumeration of Perfect Matchings in Graphs with Reflective Symmetry, Journal
of combinatorial theory, Series A 77, 67–97 (1997).
[CKP] H. Cohn, R. Kenyon, J. Propp, A variational principle for domino tilings, Journal of the
AMS 14 (2001), 297-346, arXiv:math/0008220
[C] B. Collins, Moments and Cumulants of Polynomial random variables on unitary groups,
the Itzykson-Zuber integral and free probability, Int. Math. Res. Not., (17):953-982, 2003.
arXiv:math-ph/0205010
[CNS] B. Collins, J. Novak, P. Sniady, Semiclassical asymptotics of GLN (C) tensor products and
quantum random matrices. arXiv:1611.01892
[dSS] D. De Silva, O. Savin, Minimizers of convex functionals arising in random surfaces. Duke
Math. J. 151, no. 3 (2010), 487-532. arXiv:0809.3816
[Di] P. Diaconis, Group Representations in Probability and Statistics. Lecture Notes-
Monograph Series, Vol. 11 (1988).
[DF] M. Dolega, V. Feray, Gaussian fluctuations of Young diagrams and structure constants of
Jack characters, Duke Mathematical Journal 165 (7), 1193-1282. arXiv:1402.4615
[DS] M. Dolega, P. Sniady, Gaussian fluctuations of Jack-deformed random Young diagrams,
arXiv:1704.02352
[Dub] J. Dubedat, Dimers and families of Cauchy-Riemann operators I, J. Amer. Math. Soc. 28
(2015), 1063-1167, arXiv:1110.2808
[Dui] M. Duits, On global fluctuations for non-colliding processes, to appear in Annals of Prob-
ability, arXiv:1510.08248
[DM] E. Duse, A. Metcalfe, Asymptotic geometry of discrete interlaced patterns: Part I, Int. J.
Math. 26, 1550093 (2015) arXiv:1412.6653
[GP] V. Gorin, G. Panova, Asymptotics of symmetric polynomials with applications to statistical
mechanics and representation theory, Annals of Probability, 43, no. 6, (2015) 3052–3132.
arXiv:1301.0634.
[G] V. Gorin, Bulk universality for random lozenge tilings near straight boundaries and for
tensor products, Commun. Math. Phys. 354, 317344 (2017). arXiv:1603.02707
[IO] V. Ivanov and G. Olshanski, Kerovs central limit theorem for the Plancherel measure on
Young diagrams. In: S.Fomin, editor. Symmetric Functions 2001: Surveys of Developments
and Perspectives (NATO Science Series II. Mathematics, Physics and Chemistry. Vol.74),
Kluwer, 2002, pp. 93-151, arXiv:math/0304010.
[Ke1] R. Kenyon, Dominos and the Gaussian free field. Ann. Probab. 29 (2001), 1128-1137.
arXiv:math-ph/0002027
[Ke2] R. Kenyon, Height fluctuations in the honeycomb dimer model, Commun. Math. Phys.
(2008) 281: 675. arXiv:math-ph/0405052
[Ke3] R. Kenyon, Lectures on dimers. Statistical mechanics, 191–230, IAS/Park City Math. Ser.,
16, Amer. Math. Soc., Providence, RI, 2009. arXiv:0910.3129
[KO] R. Kenyon, A. Okounkov, Limit shapes and the complex Burgers equation, Acta Math
(2007) 199: 263. arXiv:math-ph/0507007
66 ALEXEY BUFETOV AND VADIM GORIN
[KOS] R. Kenyon, A. Okounkov, S. Sheffield, Annals of Mathematics Second Series, Vol. 163, No.
3 (2006), 1019-1056. arXiv:math-ph/031100
[Ker] S. Kerov, Gaussian limit for the Plancherel measure of the symmetric group, Comptes
Rendus Acad. Sci. Paris, Serie I, 316 (1993), 303–308
[KOO] S. Kerov, A. Okounkov, G. Olshanski, The boundary of Young graph with Jack edge
multiplicities, Internt. Math. Res. Notices, no. 4 (1998), 173–199. arXiv:q-alg/9703037
[KOV] S. Kerov, G. Olshanski, A. Vershik, Harmonic analysis on the infinite symmetric group.
Invent. Math. 158 (2004), no. 3, 551–642, arXiv:math/031227
[Li] Z. Li, Conformal invariance of isoradial dimers, arXiv:1309.0151
[M] I. G. Macdonald, Symmetric functions and Hall polynomials, Second Edition. The Claren-
don Press, Oxford University Press, New York, 1995
[MN] S. Matsumoto, J. Novak, A Moment Method for Invariant Ensembles, in preparation.
[Mel] P.L. Me´liot.Kerov’s central limit theorem for Schur-Weyl measures of parameter 1/2,
Preprint, 2010, arXiv:1009.4034.
[OO] A. Okounkov, G. Olshanski, Asymptotics of Jack Polynomials as the Number of Vari-
ables Goes to Infinity, International Mathematics Research Notices 13 (1998), pp. 641–682.
arXiv:q-alg/9709011.
[O] G. Olshanski, The representation ring of the unitary groups and Markov processes of
algebraic origin, to appear in Advances in Mathematics. arXiv:1504.01646
[PT] G. Peccati and M. S. Taqqu. Wiener Chaos: Moments, Cumulants and Diagrams: A Survey
with Computer Implementation. Bocconi & Springer Series. Springer-Verlag Italia Srl, 1
edition, 2011.
[Pe1] L. Petrov, Asymptotics of Random Lozenge Tilings via Gelfand-Tsetlin Schemes. Proba-
bility Theory and Related Fields, 160, no. 3 (2014), 429–487. arXiv:1202.3901.
[Pe2] L. Petrov, Asymptotics of Uniformly Random Lozenge Tilings of Polygons. Gaussian Free
Field, Annals of Probability 43, no. 1 (2015), 1–43. arXiv:1206.5123.
[Ru] M. Russkikh, Dimers in piecewise Temperley domains. arXiv:1611.07884
[S] P. Sniady, Gaussian fluctuations of characters of symmetric groups and of Young diagrams.
Probability Theory and Related Fields, 136, no. 2 (2006), 263–297.
[T] W. Thurston, Groups, tilings and finite state automata: Summer 1989 AMS colloquim
lectures
[VK1] A. Vershik, S. Kerov, Asymptotic theory of characters of the symmetric group, Functional
Analisis and its Applications, 15, no. 4 (1981), 246–255.
[VK2] A. M. Vershik and S. V. Kerov, Characters and factor representations of the infinite unitary
group. Doklady AN SSSR 267 (1982), no. 2, 272276 (Russian); English translation: Soviet
Math. Doklady 26 (1982), 570574.
[W] H. Weyl, The Classical Groups: Their Invariants and Representations. Princeton, Univer-
sity Press, 1939.
(Alexey Bufetov) Department of Mathematics, Massachusetts Institute of Technol-
ogy, Cambridge, MA, USA. E-mail: alexey.bufetov@gmail.com
(Vadim Gorin) Department of Mathematics, Massachusetts Institute of Technology,
Cambridge, MA, USA, and Institute for Information Transmission Problems of Rus-
sian Academy of Sciences, Moscow, Russia. E-mail: vadicgor@gmail.com
