The L 2 -critical defocusing nonlinear Schrödinger initial value problem on R d is known to be locally well-posed for initial data in L 2 . Hamiltonian conservation and the pseudoconformal transformation show that global well-posedness holds for initial data u0 in Sobolev H 1 and for data in the weighted space (1 + |x|)u0 ∈ L 2 . For the d = 2 problem, it is known that global existence holds for data in H s and also for data in the weighted space (1 + |x|) σ u0 ∈ L 2 for certain s, σ < 1. We prove: If global well-posedness holds in H s then global existence and scattering holds for initial data in the weighted space with σ = s.
Introduction
Consider the initial value problem for the L 2 critical nonlinear Schrödinger equation for u : R × R d → C, i∂ t u + ∆u = λ|u| This problem is called defocusing for λ > 0 and focusing for λ < 0. In dimension d = 2, equation (1.1) reduces to the cubic nonlinear Schrödinger equation, i∂ t u + ∆u = λ|u| 2 u, which appears widely as a model equation in Physics [9] .
This problem is locally well-posed in L 2 or in any H s with s ≥ 0. That is, given initial data u 0 ∈ H s (R d ) with s ≥ 0 there is a local existence time, T lwp , and a local in time solution u : [t 0 − T lwp , t 0 + T lwp ] × R d → C such that u solves (1.1) and the function u ∈ C t H s . For s > 0, T lwp is a decreasing function of the H s norm of u 0 .
An open problem is to prove global well-posedness in L 2 in the defocusing case and under an appropriate smallness condition in the focusing case. For the focusing case, it is believed that solutions with L 2 norm smaller than the ground state 1 mass Q L 2 do not blowup and in fact scatter. Explicit blow-up solutions with Schwartz class initial data and with the mass of the ground state are known to exist in the focusing case. By finding the optimal constant in the Galiardo-Nirenberg estimate, u
L 2 , Weinstein [11] proved that H 1 initial data with L 2 norm less than the ground state mass evolves globally in time. In the defocusing case, L 2 solutions are expected to exist globally in time and scatter. Although the L 2 norm of u(t) is constant on the local well-posedness time interval, this norm does not control the length of the local well-posedness time T lwp and can not be used to prove global well-posedness in L 2 . In H 1 , this problem has an additional conserved quantity, the energy, E[u] = 1 2 |∇u| 2 + λ 4 |u| 4 dx. In the defocusing case, the energy is positive and dominates the H 1 norm. Since the local well-posedness time is a function of the H 1 norm, at any time the solution persists for a uniformly long local well-posedness time, and, hence, globally in time.
Bourgain was the first to prove [2] , for the cubic problem in R 2 , global well-posedness below the energy threshold H 1 by proving global well-posedness for data in H s in the defocusing case for s > 3 5 . The method in [2] involved a decomposition of the data into high and low frequencies with a sharp cut-off function in the Fourier variables. Later, the "I-method" [6] was used to improve this to s > 2 ], y ∈ R d . Throughout this paper, we shall use u, t, and x to refer to a solution, the time variable, and the spatial variable respectively, to use v as the pseudoconformal transform of u, and to use τ and y as the arguments of v which will be called the transformed time and space variables. In particular, τ = t −1 . We introduce the space (1.5)
The energy on the left side of this equation is already known to be independent of τ . This property was used to prove global well-posedness in L 2 for initial data u 0 ∈ H 0,s with s > 3 5 in the defocusing case [2] . The proof involves a spatial decomposition analogous to the Fourier decomposition used in proving the H s global existence result. As a further consequence, [2] also proves scattering, that is the existence of functions u ± ∈ L 2 such that lim lwp . In Section 3, we show that scattering is a consequence of the construction in Section 2. We use the notation S N LS (t 2 , t 1 ) to denote the nonlinear Schrödinger evolution map from time t 1 to time t 2 , F [•] for the Fourier transform, and ℜα and ℑα for the real and imaginary part of α respectively.
Local well-posedness theory
The local well-posedness theory (see [3] , [8] for a review) begins with the presentation of the nonlinear Schrödinger equation as an integral equation through Duhamel's principle
To prove that (1.6) has a unique solution, it is sufficient to show that Φ u0 is a contraction in an appropriate space. This space will be the Strichartz space defined below.
In dimension d = 2, there is the additional restriction that 2 < q ≤ ∞ and 2 ≤ r < ∞.
The L 2 Strichartz norm, or simply the Strichartz norm, is
The homogeneous H s Strichartz norm is
where D is the Fourier multiplier defined by
For an interval I, the spaces S 0 (I),Ṡ s (I), and S s (I) are the spaces with the above Strichartz norm where the t integration is taken over the interval t ∈ I.
With this notation, we record the Strichartz estimates: For s > 0,
Using Duhamel's principle, estimates for solutions to the linear Schrödinger equation, and a contraction argument, it is possible to prove local well-posedness, uniqueness, and continuity of solutions in the L plays an important role in our presentation of the local well-posedness theory. 
The T lwp from this theorem will be referred to as the L 2 local well-posedness time. The L 2 maximal forward time of existence, T * , is the time for which there is a solution u :
The L 2 local well-posedness theory and L 
′ is a solution to the nonlinear Schrödinger equation
Since u can be extended to any interval on which the L 2 Strichartz norm is finite, the L 2 Strichartz norm must diverge on intervals approaching the maximal forward time of existence. Proof. Let
, and let χ |x|<r(a,t) be the characteristic function with support on |x| < r(a, t). Given A > 0 and a > 0, let ψ[A, a] be solutions to the linear Schrödinger with initial data
These are given by
and with a j chosen sufficiently large so that
and let Ψ = ψ k . Given a fixed t, let r k = r(a k , t) and χ k = χ |x|<r k . The first condition, (1.11), ensures that, for sufficiently large k, on a length scale of |x| < r k , the function ψ k dominates all the later ψ j with j > k:
The second condition, (1.12), ensures that A j a s 2 j grows at least exponentially. It also ensures that, for a 1 2 j > t −2 , in H 0,s ,ψ j dominates all of the previous ψ k with k < j:
Since Ψ is the sum of the ψ k , and since, at a given time t, for sufficiently large j, on a length scale of r j , ψ j dominates all the other ψ k , the H 0,s norm of Ψ(t) is bounded below by arbitrarily large numbers and must diverge:
A similar sequence of Gaussian initial data shows that the nonlinear Schrödinger equation is also ill-posed in H 0,s . 
For the linear Schrödinger solutions, the notation from the previous lemma will be used. In addition, u [k] will denote the nonlinear Schrödinger evolution of u 0 [A k , a k ] with A k decreasing to zero and a k increasing to infinite, but with rates to be chosen. The index k will be chosen sufficiently large so that, for i > k,
As in Lemma 1.6, the H 0,s norm can be estimated by localizing on a length scale of r k .
The pseudoconformal transform and Strichartz norms
The pseudoconformal transform is a symmetry of both the linear Schrödinger equation and the pseudoconformal nonlinear Schrödinger equation (1.1) and is also an isometry on L 2 x and the Strichartz admissible L q L r spaces.
Up to a reflection, the pseudoconformal transform is its own inverse:
These facts may be validated through explicit calculations.
2 Global existence for initial data in H 0,s
The goal is to prove global existence for initial data in H 0,s from the assumption that there is global wellposedness in H s . Heuristically, initial data u 0 ∈ H 0,s at t 0 = 0 can be transformed to initial data v 0 ∈ H s at τ 0 = −∞. Under the H s global well-posedness hypothesis, v can then be defined for all time, and u can be defined for all time by the inverse pseudoconformal transform. To make this heuristic rigorous, u 0 can be evolved to u(T lwp ) and then pseudoconformally transformed to v. Following this, it is sufficient to show that v(−T −1 lwp ) is in H s to apply the H s global well-posedness hypothesis. In terms of the nonlinear Schrödinger evolution map, S N LS (t 2 , t 1 ), which was introduced earlier, the map
Since the pseudoconformal transform commutes with the nonlinear Schrödinger evolution, this map can also be constructed in a different way, which is illustrated in Figure 1 . The solutions are first allowed to evolve under S N LS (t, 0) to time t (dark in left diagram), then pseudoconformally transformed from data at time t to data at transformed time −t −1 (dashed arrow from left diagram to right diagram), and finally allowed to evolve under S N LS (−T 
By the L 2 local well-posedness Theorem 1.3 and the properties of the pseudoconformal transform, in a L Figure 1 . It is taken to be a ball of radius δ, and this is the δ which appears in the following subsections. The value of δ is dictated by the H s local well-posedness Theorem 1.4. Since F = F t is independent of t, it is possible to take the infimum in t of the H s norm estimates for v ′ (−T 
S N LS (t, 0) :
By the local well-posedness theory, the nonlinear Schrödinger evolution takes H 1 → H 1 , at least up to the L 2 local well-posedness time, T lwp . For the linear evolution, a simple commutator calculation shows that the H 1 norm controls the growth of the H 0,s norm. The extra terms arising in the nonlinear evolution cancel, so that the same result holds. Proof. From the local well-posedness Theorem 1.3, T lwp can be chosen small enough so that u
if u
is less than half of δ 3 from the H s local well-posedness Theorem 1.4. In this case, by the L 2 local wellposedness Theorem 1.
The function u ′ can now be taken as the solution to estimate and from which u ′′ is a perturbation. If 2δ + 1 2 δ 3 ≤ δ 3 , then the H s local well-posedness Theorem 1.4 provides the estimates on the growth and separation in H 1 . Differentiation in time and the Cauchy-Schwartz estimate gives the growth of the weighted norms.
This proves that
A similar calculation shows
In this section, it is shown that the pseudoconformal transform takes a function u(t) ∈ H 0,s ∩ H 1 to v(−t −1 ) ∈ H s . This is done by interpolation between L 2 and H 0,1 ∩ H 1 using the K method of real interpolation.
To begin, the arguments for L 2 and H 0,1 ∩ H 1 are presented. The L 2 result is part of Theorem 1.8. The H 0,1 ∩ H 1 result leads to equation (1.5), which was stated in the introduction. 
The K method of real interpolation is now summarized from [1] . The s interpolation norm of a ∈ A 0 + A 1 is defined by the following, if this norm is finite,
Since only the K method of interpolation will be introduced, the K index in the norm will be omitted
The interpolation space (A 0 , A 1 ) s is defined as the set of a ∈ A 0 + A 1 for which a s,(A0,A1) is finite. There are some technical issues, but since only spaces A 0 and A 1 which are subsets of L 2 will be considered, (A 0 , A 1 ) s will be well-defined, a Banach space, and the closure of A 0 ∩ A 1 .
The K method of real interpolation is an exact interpolation method of exponent s [1]: if
By interpolating the results of Lemma 2.3, it follows that
Unfortunately, because of the inf in (2.3), it is not clear that a s,(L 2 ,H 0,1
although, we expect this is true. We will instead prove the simpler result that
To ensure that the t dependent coefficients only appear on the H 1 norm, the t dependence is kept in the interpolation calculations rather than being estimated by (2.5).
where the constants C 1,s and C 2,s depend only on s and d.
Proof. Let u : {t} × R d → C with u(t) in Schwartz class. Using the K-method, it will be shown that the H s norm is dominated by the H 0,s and H 1 norms. The K-method of interpolation involves taking an infimum over all possible decompositions of u. This infimum is dominated by any particular choice of decomposition. The decomposition which is optimal for balancing L 2 with H 0,1 will be used. This will give the H 0,s part of the estimate. There is no reduction in the regularity required for the estimate, since this decomposition ignores the H 1 term.
) can be estimated in terms of the L 2 , H 0,1 , and H 1 norms of u. (Note that in this proof, u 0 refers to part of the interpolation decomposition in (2.3), not the initial data.)
In the proof that (
, it is shown that the optimal decomposition for u 0
This decomposition will be used for λ < 1 to bound K(λ, C[u]) from above.
This decomposition can be used to bound the H s norm of v = C[u] for λ < 1. The decomposition u 0 = u and u 1 = 0 will be used for λ ≥ 1.
At this stage, the first term is evaluated by the substitution λ ′2 = (1 + x 2 )λ 2 and Fubini's theorem. The other two pieces are estimated by direct integration and estimated using the assumption t < 1.
Since the pseudoconformal transform preserves Strichartz admissible norms, v
and can be taken to be small. Since the growth of the H s norm under the nonlinear Schrödinger evolution is controlled by L 
2. if u ′ and u ′′ are solutions to the nonlinear Schrödinger equation Proof. From the L 2 local well-posedness Theorem 1.3, T lwp can be chosen small enough so that u
The function u ′ or v ′ can now be taken as the solution to estimate. Since the pseudoconformal transformation preserves the Strichartz admissible norms, v 
Again, by the H s local well-posedness Theorem 1.4, if, in addition to the previous conditions, 2δ ≤ δ 4 , then
The results from Sections 2.1, 2.2, and 2.3 are now combined to show that 
In other words, there is an open set N ∈ H 0,s containing u 0 for which 
By Lemma 2.4, the linearity of the pseudoconformal transform and the triangle inequality, The infimum in t can be taken when estimating the H s norm of 
lwp ) is independent of t, it is possible to apply the infimum in t to (2.6) and (2.7) and obtain
Since H 0,s ∩ H 1 is dense in H 0,s , and F is continuous with respect to the H 0,s norm, if a sequence u
lwp ) must converge to a functionṽ ∈ H s and to
Since the nonlinear Schrödinger evolution and the pseudoconformal transform both preserve the
Therefore, in the defocusing case, from the assumption of global well-posedness in H s , v extends to a function v :
. By Theorem 1.8, this extension of u is a solution to the nonlinear Schrödinger equation on [0, ∞). For t < 0 all the arguments of the paper can be reproduced to define u on (∞, 0]. Thus, u is a solution to the nonlinear Schrödinger equation, has initial data u 0 , and is defined for all t.
In the focusing case, since the nonlinear Schrödinger evolution and the pseudoconformal transform both preserve the Proof. The construction in the proof of Proposition 2.8 shows that both u and v exist globally, and hence u scatters forward in time by Lemma 3.1. As noted in Remark 3.2, the same occurs backwards in time. This establishes the existence of u ± ∈ L 2 . We now introduce linearly advanced and retarded versions of u and v. These have two time variables, one to record the time variable associated with the nonlinear Schrödinger evolution, and one for the advancement or retardation by the linear Schrödinger evolution.
φ(t, t
′ ) =e
The function φ(t, •) is a linear solution with initial data u(t) at time t ′ = t. The function ψ(τ, •) is the analogous function with initial data v(τ ) at time τ ′ = τ . Since v(−t −1 ) is the pseudoconformal transform of u(t) at time t, and the pseudoconformal transform preserves the linear Schrödinger evolution, the pseudoconformal transform of φ(t, •) with respect to the spatial variable and the second time variable is ψ(−t −1 , •). Denoting a solution to the linear Schrödinger equation by φ and its pseudoconformal transform by ψ, it is known that ψ(0) is the Fourier transform of φ(0). If u 0 ∈ H 0,s , by the construction in Section 2, then v(τ ) ∈ H s . Since the linear Schrödinger evolution preserves the H s , for all τ ′ , ψ(τ, τ ′ ) ∈ H s , and, in particular ψ(τ, 0) ∈ H s . This proves that the linearly retarded version of u evolves in H 0,s . The same argument holds as t → −∞, with the usual remark on the difference between the pseudoconformal transforms for positive and negative times.
