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Abstract 
Intrinsic and extrinsic speaker normalization methods are systematically compared using 
a neural network (fuzzy ARTMAP) and L1 and £ 2 K-Nearest Neighbor (K-NN) categoriz-
ers trained and tested on disjoint sets of speakers of the Peterson-Barney vowel database. 
Intrinsic methods include one nonscaled, four psychophysical scales (bark, bark with end-
correction, mel, ERB), and three log scales, each tested on four combinations of F0 , F~o F2 , F3. 
Extrinsic methods include four speaker adaptation schemes, each combined with the 32 in-
trinsic methods: centroid subtraction across all frequencies (CS), centroid subtraction for 
each frequency (CSi), linear scale (LS), and linear transformation (LT). ARTMAP and K-
NN show similar trends, with K-NN performing better, but requiring about ten times as 
much memory. The optimal intrinsic normalization method is bark scale, or bark with end-
correction, using the differences between all frequencies (Diff All). The order of performance 
for the extrinsic methods is LT, CSi, LS, and CS, with fuzzy ARTMAP performing best 
using bark scale with Diff All; and K-NN choosing psychophysical measures for all except 
CSi. 
INTRODUCTION 
Human listeners are able to identify as a single phoneme a wide variety of speech signals 
produced by different speakers in different contexts. For example, the vowel jmj is recognized 
despite the fact that the average F1 formant frequency is approximately 660 Hz for males and 
1020Hz for children (Figure 1) (Peterson and Barney, 1952). Speake1· normalization denotes 
the process whereby a listener compensates for individual characteristics of a speech signal 
in order to extract invariant features needed to identify the sound. The two main classes of 
normalization methods are intrinsic and extrinsic (Ainsworth, 1975; Nearey, 1989). Intrinsic 
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FIG. 1. Vowel space (mean F1 vs. F2) of all 76 speakers, and of 33 males, 28 females, and 
15 children, for the ten vowels of the Peterson and Barney (1952) database. 
normalization uses only the information present in each vowel token. Extrinsic normalization 
uses information from several vowel tokens of a given speaker. 
Procedures are developed here that can be used to make systematic compa.risons of the 
many speaker normalization schemes that have been proposed in recent decades. To evaluate 
a given normalization method, the 1520 vowel token vectors, consisting of the fundamental 
(F0) and first three form;mts (F1, Fz,F3) of the Peterson and Barney (1952) database, are 
preprocessed using that method. Normalized inputs from about 30% of the speakers are 
used to train three different classifiers: a neural network, fuzzy ARTMAP (Carpenter et al., 
1992) and two K-Nearest Neighbor (K-NN) systems (Dasarathy, 1991). The remaining test 
data set is then presented to each classifier, which tries to identify a test set input as one of 
ten vowel sounds. The normalization scheme in question is evaluated in terms of the number 
of correct test set. identifications made by each of the classifiers. Speaker independence is 
required since the test set inputs and the training set inputs are generated by disjoint sets 
of speakers (men, women, and children). Comparative evaluations of 32 intrinsic and 128 
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1100 
extrinsic normalization schemes are carried out using this method. 
For the intrinsic normalization schemes, eight scales were compared: one nonscaled scale; 
four psychophysical scales, bark scale, bark scale with end-correction, mel scale, and equiv-
alent rectangular bandwidth ERB (scale); and three log measures, a semitone scale, natural 
log scale, and log base 10 scale. For each of these eight scales, four frequency combinations 
were tested by the categorizers: [F{, F~] only; [F6, F{, F2, F:J]; differences between all combi-
nations of formants and F6 (Diff All); and a subset of the differences between the formants 
and F6 (Diff Subset). 
For the extrinsic methods, speaker-specific adaptation was superimposed on each of the 
32 intrinsic normalization methods. Four types of extrinsic normalization methods were 
tested: centroid subtraction across frequencies ( CS), centroid subtraction for each frequency 
(CSi), linear scale (LS), and linear transformation (LT). The CS method subtracts the mean 
frequency ( F ) across all frequencies from a speaker's set of vowels. The CSi method 
subtracts the mean frequency ( F; ) from its respective frequency in a speaker's set of 
vowels. The LS method computes the minimum and maximum value for each frequency 
across all the vowels of a given speaker, then rescales every value for that frequency to the 
range [0,999]. Finally, the LT method adaptively computes a matrix for each speaker to 
warp the vowel space to the mean vowel space across all speakers. 
The three pattern recognition systems (fuzzy ARTMAP, L1 K-NN, and L2 K-NN) gener-
ally agreed on which normalization methods gave better predictive performance on test set 
data. K-NN tended to outperform fuzzy ARTMAP by a few percent, but also has greater 
storage requirements. 
In general, the psychophysical measures outperformed the log measures. For all the 
intrinsic and extrinsic methods, fuzzy ARTMAP performed best using bark (or bark with 
end correction) Diff All. Although the K-NN categorizers' optimal performance varied more, 
the majority of the normalization methods performed best with the psychophysical measures. 
For the intrinsic methods, K-NN algorithms chose bark Diff All method. For the CS extrinsic 
method, they performed best with ERB [F0', F{', F~', F~'] method. For the LS method, LI/ L2 
K-NN chose ERB Diff All/bark Diff Subset. For the LT method, Ld L 2 K-NN performed 
best with mel/ERB [F0', F{',F2',F3']. Finally, for the CSi method, the K-NN methods chose 
log [F'6', F{', F2', F'3']. Among the extrinsic methods, the order of performance consisted of 
the following, from best to worst: LT, CSi, LS, and CS. 
A primary goal of this paper is to develop an efficient, standard method to compare 
and evaluate the many normalization methods in the literature. Other neural network ap-
proaches have compared a limited number of normalization methods, often without speaker 
independence in the training and test sets. 
Section I reviews some data on vowel perception as it applies to speaker normaliza-
tion. Section II discusses the intrinsic and extrinsic speaker normalization methods that 
were tested. Section III describes the Peterson-Barney database. Section IV outlines the 
pattern recognition schemes, fuzzy ARTMAP and K-NN, used to evaluate the normaliza-
tion methods. Section V presents the response of the different categorizers to the different 
normalization methods, and Section VI discusses these results. 
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I. SPEAKER NORMALIZATION 
A variety of psychophysical experiments illustrate how listeners employ speaker normal-
ization. For example, Assmann, Nearey, and Hogan (1982) showed that listeners identify 
fixed duration steady-state vowels with 86.2% to 91.5% accuracy. Jenkins, Strange, and Ed-
man (1983) showed that listeners perform at 88.2% when presented with variable duration 
steady-state vowels. Thus, listeners are able to accurately identify vowels without the bene-
fit of transitional or durational information, even if formant frequencies for different vowels 
overlap. 
A different type of evidence for speaker normalization derives from speaker adaptation 
data. In particular, the identity of a test vowel can be changed if the formants of vowels 
in the preceding carrier sentence are altered (Ladefoged and Broadbent, 1957; Ainsworth, 
1975; Deschovitz, 1977; Nearey, 1978; Remez et al., 1987; Nearey, 1989). Ladefoged and 
Broadbent (1957) showed that the identity of a vowel in a test word (/bVt/) shifted when 
the formant frequency ranges of the preceding synthetic carrier sentence, "Please say what 
this word is ___ ," was modified. Remez et a!. (1987) replicated Ladefoged and Broadbent's 
experiment using sinusoidal voices. Nearey (1978), using synthetic stimuli, showed that 
prior presentation of an adult or child /i/ shifted vowel categories along a continuum of F1 
and F2 values: vowel boundaries shifted towards higher frequencies if the child /i/ preceded 
the formants. Deschovitz (1977), using natural speech stimuli, showed that listeners are 
more error prone when identifying /bVt/ words spoken by an adult male embedded within 
a child's carrier sentence, "Please say ___ for me." Similarly, Ainsworth (1975) found that 
synthetic carrier vowels/ i u a./ could influence the vowel categories' centers, with the vowel 
category boundaries shifting by as much as 16% depending on whether the listener perceived 
a male or a child speaker. Nearey (1989) evaluated the effects of F0 and higher formants, 
as well as the range of F1-F2 frequencies on vowel perception. Nearey, using either a high 
or low frequency range for /i nV /,found that the higher formants had little influence while 
the ensemble range of frequencies had the most influence, followed by F0 , which had more 
influence on Fj than on F2• 
Other adaptation experiments show fewer errors occur during blocked conditions, in 
which only one speaker's vowel tokens are presented within a trial, than during mixed con-
ditions, in which the identity of the speaker varies randomly from token to token within the 
trial (Strange et a!., 1976; Macchi, 1980; Assmann, Nearey, and Hogan, 1982; Nearey, 1989) 
(Table I). 
II. NORMALIZATION METHODS 
A. Intrinsic Normalization Methods 
For the intrinsic normalization schemes, eight normalization methods were compared: one 
nonscaled (N) scale; four psychophysical scales: bark scale (B) (Zwicker and Terhardt, 1980), 
bark scale with end-correction (Be) (Traunmiiller, 1981), mel scale (M) (O'Shaughnessy, 
1987), and equivalent rectangular bandwidth scale (ERB) (Moore and Glasberg, 1983); and 
three log measures: a semitone scale (log1.06 ), natural log scale (log,), and log base 10 scale 
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Stimuli Mixed(%) Blocked(%) 
/Y/ 57.4 68.8 Strange et al. (1976) 
/pYp/ 83.0 90.5 Strange et al. (1976) 
/Y/ 92.2 98.5 Macchi (1980) 
/tYt/ 91.4 98.0 Macchi (1980) 
/Y/ 94.6 95.9 Assmann et al. ( 1982) 
Gated ;vI 86.2 90.5 Assmann et al. (1982) 
TABLE I. Correct vowel identification rates for mixed and blocked speakers. After Nearey 
(1989). 
(/og10)· 
The bark scale (B) transforms F0 ... F3 to F0 ... f1 according to the equation: 
F[ = 13.0 * arctan(0.76 * F;/1000) + 3.5 * arctan(Fi/7500) 2 , (1) 
where F; is the i'h frequency, in Hz. 
Bark scale with end-correction (Be) adjusts the lower frequencies before converting to them 
to bark scale, frequencies below 150 Hz are increased to 150 Hz; frequencies between 150 
and 200 Hz are reduced to 0.8F; + 30; and frequencies between 200 and 250 Hz are increased 
to 1.2F; - 50. 
The mel scale (M) corresponds to the transformation: 
F1 = 2595log 10(1 + F;/700). (2) 
The forth psychophysical scale, the equivalent rectangular bandwidth (ERB) scale is calcu-
lated by: 
F[ = 11.17 * log,((F; + 312)/(F; + 14675)) + 43. 
The three logarithmic measures consist of the semi tone scale: 
(4) 
the natural logarithm scale: 
F' =log (F) 
t e t ' (5) 
and the log base 10 scale: 
(6) 
Each of the eight normalization scales was tested with four different combinations: only 
the first two formants [F{, F2]; the fundamental and all three formants [F0, F{, F2,F3]; the 
three differences F{- Fa, F2- F{, F:J- F2 (Diff Subset); and all six difference combinations 
F{- Fa, F2- Fa, F:J- Fa, F2- F{, F3- F{, F3- F2 (Diff All). Combining the 8 vowel space 
scales and the 4 frequency combinations, 32 intrinsic methods were tested. 
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Syrdal and Gopal (1986) , using the bark scale with end correction (Be) and the Diff 
Subset method, obtained a performance rate of 81.8% on the Peterson-Barney database, 
following linear discriminant analysis (LDA) with the U (jacknife) method. 
B. Extrinsic Normalization Methods 
For the extrinsic methods, adaptation to a speaker was superimposed on each of the 32 
intrinsic normalization methods. Four types of extrinsic normalization were tested: centroid 
subtraction across frequencies (CS), centroid subtraction for each frequency (CSi), linear 
scale (LS), and linear transformation (LT). In all, 128 extrinsic normalization schemes were 
tested: 4 speaker adaptations x 4 frequency combinations x 8 scales. 
The CS method finds the mean frequency value ( F ) across all transformed frequencies 
of all the vowels of a given speaker and subtracts this value from Ff: 
F(' = F!- F. (7) 
Nearey (1978) used the CS method with F1 and F2 in the constant log interval hypothesis 
(CLIH) method. Assmann, Nearey and Hogan (1982) obtained 84% accuracy using the CLIH 
method and LDA with the U method on 10 vowels spoken by 5 male and 5 female speakers. 
While the CS method has the advantage of simplicity, the results of Fant (1966, 1975) 
suggest that F1 and Fz have different scalings. The CSi method extends the CS method 
by computing the centroid ( F; ) for each transformed frequency and subtracting this value 
from Ff: 
F"=F'-F· 1 1 1' (8) 
The CLIH2 method (Nearey, 1978), and CLIH3 method (Assmann, Nearey, and Hogan, 
1982), corresponding to the use of two (F'1 , F2 ) or three formants (F1 , F2 , F3 ), are functionally 
equivalent to the CSi method in a log vowel space. Assmann, Nearey, and Hogan (1982) 
obtained 91% for CLIH2 and 93% for CLIH3 using LDA with the U method on the speakers 
described above. 
The linear scale (LS) approach (Gerstman, 1968) finds the minimum and maximum 
frequency values for each Ff across all vowels of a given speaker, then rescales each frequency 
to the range [0,999]: 
(9) 
Gerstman hereby obtained 97.5% on the Peterson-Barney database using a metric derived 
from the database itself, so that training and testing occur on the same data set. 
In the LT method (Hindle, 1978; Watrous, 1993; Zahorian and Jagharghi, 1991), a 
speaker-specific linear transformation matrix A transforms each speaker's frequencies into 
some prototypical frequency values. New frequencies are linear combinations of the original 
transformed frequencies: 
3 
F/' = 2:::= a;k F~ + (3;. (10) 
k~o 
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Number Arpabet IPA jhVd/ 
1 IY /i/ heed 
2 IH /I/ hid 
3 EH /€/ head 
4 AE /ref had 
5 AH jAj hud 
6 AA /u/ hod 
7 AO M hawed 
8 UH juj hood 
9 uw /u/ who'd 
10 ER j,y-j heard 
TABLE II. Vowels used in the Peterson and Barney (1952) study. 
The matrix A is derived using the least mean squares (LMS) algorithm (Widrow and Stearns, 
1985) to minimize the mean squared error between a given speaker's fundamental and for-
mant frequencies and the mean fundamental and formant frequencies across all speakers for 
each vowel. Hindle (1978) found that the LT method gave better performance thanes using 
the mean male, female, and child formant frequencies from the Peterson-Barney database. 
Zahorian and Jagharghi (1991), using the LT method, obtained 79.0% identification using 
a Bayesian maximum likelihood classifier after training on 11 vowels from a given speaker. 
The database they used consisted of the first three formants of 11 vowels, in 9 eve contexts, 
spoken by 10 male, 10 female, and 10 child speakers. Watrous (1993), using a second-order 
back-propagation neural network with the LT normalization method, achieved 93.2% using 
only F1 and F2 on the Peterson-Barney database. However, Watrous (1993) did not use a 
separate set of speakers for training and testing. 
Other normalization methods (Wakita, 1977; Bladon, Henton, and Pickering, 198,1) re-
quire greater knowledge than specified in the Peterson-Barney database, such as knowledge 
of the spectral or temporal characteristics of a vowel. 
III. PETERSON-BARNEY VOWEL DATABASE 
Watrous (1991) recompiled Peterson and Barney's original data, which had proliferated into 
several inconsistent versions. Peterson and Barney tape recorded vowel data from 76 speakers 
(33 males, 28 females, 15 children), each speaking 10 vowels twice in a /hVd/ context (Table 
II). Each vowel was analyzed during the steady-state portion to obtain the frequency values 
of the first three formants, F1 , F2, F3 , as well as the fundamental frequency, F0. This yielded 
a total of 1520 vowel tokens (76 speakers x 10 vowels x 2 repetitions). 
For the present study, the Peterson-Barney database was split into a training and test 
set. Vowels spoken by approximately 30% of the speakers (10 male, 9 female, and 5 children) 
were randomly chosen to comprise the training set, with 1040 vowels spoken by the remaining 
speakers comprising the test set. The recognition task was thus far more challenging than 
one in which test speakers were also part of te training set. 
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FIG. 2. Fuzzy ARTMAP architecture with its three component modules: ARTa, ART&, and 
the map field pab 
IV. ALGORITHMS FOR COMPARING NORMAL-
IZATION METHODS 
A. Fuzzy ARTMAP 
Fuzzy ARTMAP (Figure 2) is a supervised neural network algorithm derived from Adaptive 
Resonance Theory (Carpenter, Grossberg, and Reynolds, 1991; Carpenter et al., 1992). 
During training, the system learns to map (transformed) frequency vectors to 10 vowel 
categories. ARTMAP clusters frequency vectors on-line in one module ( ARTa) and vowel 
categories in a second module (ART&). An intervening map field (F"6) adaptively associates 
frequency categories to vowel categories. The main components of the fuzzy ART~'IAP 
system will now be outlined. 
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The ARTa and ARn modules cluster the input vector and output vector, respectively. 
An input a to ARTa field F0 is an M-dimensional vector with component values between 
0 and l. Complement coding (Carpenter, Grossberg, and Rosen, 1991) enables the system 
to encode both absent and present features. After complement coding, the 2M-dimensional 
vector A= (a, a c) becomes the input to Ft, where a; = 1 -a;. Activity at F1" activates 
a category node J at F2". This active Ff category sends top-down signals to F1", where 
internal system dynamics determine whether the match between the bottom-up input and 
the top-down learned weight vector w~ is good enough to permit learned weight changes. 
The matching, or vigilance, criterion is satisfied if 
(11) 
where Pa E [0, 1] is a dimensionless parameter called vigilance, and where II represents 
the fuzzy AND, or component-wise minimum, operation. If the match does not meet the 
vigilance criterion, category J is reset and another category node in F2a is selected. This 
search process continues until an active F2" node meets the match criterion (11), or a new 
category is selected. 
During fuzzy ARTMAP training, the input pattern (a) and output pattern (b) select an 
F!f category node J and an F& category node K, respectively. The map field Fab associates the 
two categories, unless J had previously learned to predict a different 1"/j category k.. When 
such a predictive mismatch occurs, another F!f node is chosen through a fuzzy ARTMAP 
control process called match tracking. During testing, an input pattern a presented to ART~ 
activates a category in ARTb via the map field Fab· The chosen output pattern b then 
constitutes the test set prediction. 
B. K-Nearest Neighbor 
The K-Nearest Neighbor (K-NN) algorithm (Duda and Hart, 1973; Dasarathy, 1991) finds, 
for each test point, the K nearest training points, with distance rneasnred by some metric. 
The vowel categories for the K neighbors are tallied, and the test point is assigned to the 
vowel category with the largest number of votes. If a tie occurs between two or more vowel 
categories, the category with the minimum total distance is chosen. In the simulations, two 
different metrics, city block (L 1) and Euclidean (L2 ), were compared. The L1 norm, also 
used in fuzzy ARTMAP, equals the sum of the absolute values of the differences between the 
vector components: 
[[x- yf[J = L [x;- yi[. ( 12) 
The L 2 norm, or Euclidean metric, is defined by: 
(13) 
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V. COMPARATIVE EVALUATION OF SPEAKER 
NORMALIZATION METHODS 
Preliminary simulations on different normalization methods were run to select parameters 
for the K-NN and fuzzy ARTMAP recognition systems. For fuzzy ARTMAP, performance 
on the test set was evaluated after the system had achieved 100% correct performance on the 
training set. For the K-NN systems, the number of neighbors (K) was fixed at 10 throughout. 
Performance trends were fairly insensitive to system parameters. 
A. Intrinsic methods 
Fuzzy ARTMAP and K-NN evaluations of the 32 intrinsic methods are shown in Tables III 
and IV, respectively, and in Figure 3. Among the psychophysical measures, the bark and 
bark with end-correction perform slightly better than mel or ERB scale, while there was 
little difference among the three log measures. Both the psychophysical and log measures 
showed a slight advantage over the nonscaled formants. The Diff methods increased the 
performance of the psychophysical measures while decreasing the log measures. In fact, for 
all three classifiers, the best performance for the log scales was achieved with [F0, F{, F~, Ff]. 
However, the overall best intrinsic normalization method is the Diff All method using bark 
or bark with end-correction scaled formants. Fuzzy ARTMAP and £ 1 K-NN achieved 83.1% 
and 85.5%, respectively, using bark scale; and L2 K-NN achieved 85.8% using bark scale 
with end correction, just edging out bark scale (85.5%). 
B. Extrinsic methods 
In general, the LT method performed better than the other extrinsic schemes, as follows. 
The results for the centroid subtraction across all frequency ( CS) extrinsic method us-
ing fuzzy ARTMAP and K-NN are shown in Tables V and VI, respectively, and summa-
rized graphically in Figure 4. For the CS method, the log measures perform better for 
the [ F{', F~'] case; but otherwise, the psychophysical measures again perform better. The 
best performance for fuzzy ARTMAP was achieved using bark Diff All (83.1 %); and ERB 
[F0', F{', F~', F.l'J for the L 1 (87.3%) and L2 (86.9%) K-NN. 
The results for the CSi extrinsic method using fuzzy ARTMAP and K-NN are shown in 
Tables VII and VIII, respectively, and in Figure 5. Here ARTMAP and K-NN disagree as to 
which intrinsic method is best. Fuzzy ARTMAP performs optimally for bark with end correc-
tion Diff All (88.1 %); and the K-NN methods perform optimally for the log [F0', F{', F~', F{'] 
intrinsic method (90.6% for L1 and 90.9% for £2 ). 
The results for the LS extrinsic method using fuzzy ARTMAP and K-NN arc shown 
in Tables IX and X, respectively, and summarized in Figure 6. For LS normalization, the 
bark Diff All method was nearly the best for both fuzzy ARTlviAP (84.8%) and the I<-NN 
(88.8%), although the best performance for L 1 K-NN was ERB Diff All (89.0%), and bark 
Diff Subset (89.0%) for L2 K-NN. Also, the psychophysical measures perform slightly better 
than the log measures. 
The results for the LT extrinsic method using fuzzy ARTMAP and I<-NN are shown in 
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FIG. 3. Comparison between fuzzy ARTMAP and K-NN for intrinsic normalization methods. 
Normalization identification numbers are in Tables Ill and IV. Methods 26 and 27 (B and 
Be, Diff All) have the best performance. 
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each frequency (CSi) extrinsic normalization method (Tables VII and VIII). Fuzzy ARTMAP 
performed best with method 26 (B, Diff All), and K-NN performed best with methods 14 
through 16 (loge/log1.o6/log10, [F~', F{', F{', P3']). 
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FIG. 6. Comparison between fuzzy ARTMAP and K-NN for the linear scale (LS) extrinsic 
normalization method (Table IX and X). Fuzzy ARTMAP, L 1 K-NN, and L2 K-NN per-
formed best with methods 26 and 27 (B and Be, Diff All), method 29 (ERB, Diff All), and 
method 18 (B, Diff Subset), respectively. 
14 
35 
Vowel Space [F' F'J !> 2 [F:' F' F' F'J Ql ll 21 3 Diff Subset Diff All 
Scale Id % (F2") Id % (Ff) Id % (Ff) Id % (Ff) 
N 1 66.4 (123.1) 9 78.4 (63.5) 17 80.4 (55.8) 25 80.7 (57.5) 
B 2 66.0 (123.7) 10 79.1 (61.6) 18 81.4 (56.3) 26 83.1 (43.9) 
Be 3 65.8 (123.1) 11 78.6 (63.9) 19 80.8 (54.8) 27 83.1 (43.4) 
M 4 65.5 (124.3) 12 79.0 (62.2) 20 79.8 (57.1) 28 81.6 ( 46.3) 
ERB 5 64.9 (124.8) 13 79.1 (62.3) 21 77.7 (66.1) 29 79.4 ( 49.4) 
log1.06 6 65.4 (122.0) 14 79.4 (60.7) 22 72.1 (73.2) 30 74.2 (58.9) 
log, 7 65.5 (121.9) 15 79.4 (60.6) 23 72.3 (72.5) 31 74.0 (58.8) 
log10 8 65.5 (122.1) 16 79.4 (60.8) 24 71.9 (73.9) 32 74.2 (58.9) 
TABLE III. Fuzzy ARTMAP test set performance with intrinsic normalization. Numbers 
in parentheses give the average number of Ff nodes after training. Vowel space scales: N = 
nonscaled, B = bark scaled, Be = bark scaled with end-correction, l\1 = mel scaled, ERB = 
equivalent rectangular bandwidth scaled, log, = natural logarithm scaled, log106 = semitone 
scaled, and log1o = log base 10 scaled. Intrinsic normalization methods 1-8 use only the 
first two formants [F{, F~J; methods 9-16 use [F0, F{, F~, F:JJ; for methods 17-32, differences 
between the transformed F0, ... , F3 were computed. Methods 17-24 (Diff Subset) employ the 
three differences F{- F0, F~- F{, F3- F~; methods 25-32 (Diff All) employ all six differences 
F' - F' F' - F' F'- F:' F'- F' F'- F' F'- F' Fuzzy ARTMAP simulation parameters· 1 01 2 0' 3 0' 2 1' 3 1' 3 2· · · 
Pa = 0.0, CY = 0.1, {3 = 1.0. 
Tables XI and XII, respectively, and in Figure 7. Comparing Figure 7 with Figures 4-6, the 
other extrinsic methods, shows that LT extrinsic normalization has the best performance. 
Once again, the psychophysical measures perform slightly better than the log measures. 
However, fuzzy ARTMAP and the K-NN disagree on which psychophysical measure is best. 
For fuzzy ARTMAP, the bark Diff All method achieves 92.2%. For the K-NN algorithms, the 
[F0', F'{', F~', 1'3'] methods perform best, with L1 K-NN achieving 94.~l% with the mel scale, 
and L2 K-NN achieving 94.6% with the ERB scale. 
VI. DISCUSSION 
A. Fuzzy ARTMAP vs. K-NN 
While having similar tendencies, the K-NN algorithms tended to outperform fuzzy ARTMAP. 
However, the improved performance achieved by K-NN comes at a cost of storing all 480 
training points. Fuzzy AR.TMAP coded between 22 and 135 F2a nodes, which provides a 
compression of 3.5 to 21.8 compared to the storage requirements of K-NN. Similar savings 
are achieved in computation time during performance. These differences in storage and 
computation can be a major factor in large-scale applications. 
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Vowel Space [F' F'] 1> 2 [F.' F' F.' F'] 0' 1' z, 3 Diff Subset Diff All 
Scale Id % Id % Id % Id % 
L 1 K-NN 
N 1 75.2 9 76.8 17 78.9 25 76.8 
B 2 74.3 10 82.6 18 83.7 26 85.5 
Be 3 74.3 11 81.4 19 84.1 27 85.4 
M 4 74.6 12 82.0 20 83.4 28 82.9 
ERB 5 73.8 13 83.5 21 82.1 29 82.1 
log1.o6 6 74.5 14 82.0 22 76.1 30 77.2 
log, 7 74.5 15 82.0 23 76.0 31 77.3 
logw 8 74.5 16 82.1 24 76.0 32 77.2 
Lz K-NN 
N 1 75.2 9 75.1 17 77.1 25 76.3 
B 2 75.1 10 82.6 18 84.5 26 85.5 
Be 3 75.1 11 83.1 19 84.0 27 85.8 
M 4 75.3 12 82.4 20 83.0 28 82.5 
ERB 5 74.9 13 82.7 21 81.4 29 81.9 
log1.o6 6 74.8 14 82.5 22 76.1 :w 77.1 
log, 7 74.8 15 82.5 23 76.3 31 77.1 
log1o 8 74.8 16 82.5 24 76.0 32 77.1 
TABLE IV. L1 and L2 K-NN (I< = 10) test set performance with intrinsic normalization. 
The vowel space scales are specified in Table Ill. 
Vowel Space [F" F"] 1 , 2 [F." F" F'" F'"] 0 ) 1 ) 2 1 3 Difr Subset Diff All 
Scale Id % (F2) Id % US") Id % (F~") ld % (Ff) 
N 1 66.2 (134.3) 9 79.8 ( 56.2) 17 77.4 (65.8) 25 79.1 (62.9) 
B 2 78.7 (80.5) 10 81.2 ( 43.3) 18 81.4 (56.3) 26 83.1 (43.9) 
Be 3 78.6 (80. 7) 11 82.1 (44.7) 19 80.8 (54.8) 27 83.1 (43.4) 
M 4 77.1 (82.3) 12 78.5 (46.3) 20 77.5 (61.9) 28 80.5 (51.9) 
ERB 5 79.6 (73.9) 13 80.9 ( 45. 7) 21 77.5 (64.4) 29 79.6 ( 49.3) 
log1.o6 6 80.9 (66.6) 14 81.3 (49.1) 22 75.7 (64.9) 30 77.6 (50.1) 
loge 7 80.9 (65.8) 15 8U (49.1) 23 75.7 (64.9) 31 77.6 (50.1) 
log1o 8 80.9 (66.5) 16 81.3 (49.1) 24 75.7 (64.7) 32 77.6 (50.0) 
TABLE V. Fuzzy ARTMAP test set performance with centroid subtraction across all fre-
quencies (CS) extrinsic normalization. 
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Vowel Space [F" F"] 1 , 2 [ F'" F" F" F"] 0' 1 ' 2' 3 Diff Subset Diff All 
Scale Id %Correct Id %Correct Id %Correct Id % Correct 
L1 K-NN 
N 1 71.7 9 77.9 17 79.6 25 76.9 
B 2 83.8 10 86.1 18 83.7 26 85.5 
Be 3 83.8 11 86.3 19 84.1 27 85.4 
M 4 84.7 12 86.0 20 82.1 28 82.7 
ERB 5 85.4 13 87.3 21 81.2 29 82.7 
log1.o6 6 86.1 14 85.3 22 81.0 30 81.8 
log, 7 86.1 15 85.3 23 81.0 31 81.8 
log10 8 86.1 16 85.4 24 80.9 32 81.8 
L2 K-NN 
N 1 73.3 9 77.3 17 78.6 25 75.5 
13 2 84.2 10 86.3 18 84.5 26 85.5 
Be 3 84.2 11 86.3 19 84.0 27 85.8 
M 4 84.5 12 86.0 20 82.8 28 83.0 
ERB 5 85.3 13 86.9 21 82.0 29 83.3 
log1.o6 6 86.3 14 85.8 22 80.3 30 81.3 
log, 7 86.3 15 85.8 23 80.3 31 81.3 
log10 8 86.3 16 85.8 24 80.3 32 81.3 
TABLE VI. L 1 and L 2 K-NN test set performance with centroid subtraction across all 
frequencies (CS) extrinsic normalization. 
Vowel Space [F{', F~'] [ F" F" F" F"] 0 ) 1 ) 2 ) :~ Diff Subset Diff All 
Scale Id % (F2) Id % (1'2) Id % (Ff) Id % (Ff) 
N 1 81.1 (68.1) 9 83.5 (37.1) 17 83.4 ( 40.9) 25 84.5 (35.3) 
B 2 84.5 (53.9) 10 86.1 (33.9) 18 87.0 (37.5) 26 87.6 (28.2) 
Be 3 84.5 (53.5) 11 86.2 (35.1) 19 86.4 ( 40.5) 27 88.1 (29.1) 
M 4 84.8 (58.6) 12 86.1 (33.1) 20 86.9 (34.7) 28 87.7 (28.3) 
ERB 5 85.3 (55.5) 1:3 86.4 (31.9) 21 86.3 (35.0) 29 87.4 (27.5) 
log1.o6 6 86.0 (55.2) 14 86.5 (32.8) 22 85.2 (37.8) :lO 86.7 (29.0) 
loge 7 86.0 (55.5) 15 86.5 (32.8) 23 85.1 (37.8) :n 86.8 (28.9) 
logw 8 85.9 (55.2) 16 86.5 (32.9) 24 85.0 (37.8) 32 86.7 (29.0) 
TABLE VII. Fuzzy AHTMAP test set performance with centroid subtraction for each fre-
quency (CSi) extrinsic normalization. 
17 
Vowel Space [ F" F"] 1 ' 2 [ F" F" F" F"J 0' 1 ) 2' 3 Diff Subset Diff All 
Scale Id %Correct Id %Correct Id %Correct ld %Correct 
L1 K-NN 
N 1 83.1 9 83.8 17 84.5 25 83.3 
B 2 87.4 10 89.3 18 88.4 26 88.6 
Be 3 87.3 11 88.8 19 88.0 27 88.6 
M 4 87.2 12 89.7 20 89.7 28 89.3 
ERB 5 88.5 13 90.0 21 90.5 29 90.0 
log1.o6 6 88.6 14 90.6 22 90.0 30 89.2 
loge 7 88.6 15 90.6 23 90.0 31 89.2 
log10 8 88.5 16 90.6 24 90.0 32 89.2 
L2 K-NN 
N 1 83.4 9 83.0 17 84.3 25 83.0 
B 2 86.9 10 88.8 18 88.1 26 88.8 
Be 3 86.9 11 89.1 19 87.9 27 88.3 
M 4 87.3 12 89.3 20 89.4 28 89.5 
ERB 5 88.8 13 90.0 21 89.6 29 89.9 
log1.o6 6 88.5 14 90.9 22 89.7 30 89.4 
log, 7 88.5 15 90.9 23 89.7 31 89.4 
log10 8 88.5 16 90.9 24 89.7 32 89.4 
TABLE VIII. L1 and £2 K-NN test set performance with centroid subtraction for each 
frequency (CSi) extrinsic normalization. 
Vowel Space [F" F"] I ' 2 ( F'" F" F" F'"] 0' 1 ' 2) 3 Diff Subset Diff All 
Scale Id % (1"-f) ld %(Fn Id % (1"-f) ld % (F2) 
N 1 79.1 (82.6) 9 81.5 (52.3) 17 84.0 ( 49.6) 25 83.0 (35.4) 
B 2 77.7 (86.1) 10 81.7 (50.1) 18 84.4 (46.9) 26 84.8 (30.1) 
Be 3 77.6 (86.1) 11 81.4 (54.3) 19 84.0 (50.6) 27 84.8 (31.5) 
M 4 78.2 (86. 7) 12 81.9 (50.7) 20 83.7 (49.0) 28 84.4 (31.7) 
ERB 5 77.5 (87.8) 13 81.7 (51.9) 21 82.9 (51.0) 29 84.9 (32.1) 
log1.o6 6 76.5 (92.3) 14 81.7 (51.6) 22 82.0 (54.3) 30 82.7 (35.7) 
loge 7 76.5 (92.3) 15 81.7 (51.6) 23 82.0 (54.3) 31 82.7 (35.7) 
log10 8 76.5 (92.3) 16 81.7 (51.6) 24 82.0 ( 54.3) 32 82.7 (35.7) 
TABLE IX. Fuzzy ARTMAP test set performance with linear scale (LS) extrinsic normal-
ization. 
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Vowel Space [F" F"] I ' 2 [F" F" F" F"] 0' 1 ' 2' 3 Diff Subset Diff All 
Scale Id %Correct Id %Correct Id %Correct Id %Correct 
£ 1 K-NN 
N 1 82.8 9 83.8 17 87.7 25 86.5 
B 2 81.9 10 85.8 18 88.1 26 88.8 
Be 3 82.0 11 84.3 19 88.1 27 88.3 
M 4 82.4 12 84.8 20 87.9 28 88.5 
ERB 5 82.1 13 85.2 21 88.4 29 89.0 
log1.o6 6 81.8 14 84.4 22 87.5 30 87.7 
log, 7 81.8 15 84.4 23 87.5 31 87.7 
logw 8 81.8 16 84.4 24 87.5 32 87.7 
£ 2 K-NN 
N 1 82.7 9 81.3 17 88.4 25 86.3 
B 2 82.1 10 83.8 18 89.0 26 88.8 
Be 3 82.0 11 82.4 19 87.8 27 88.0 
M 4 81.5 12 83.8 20 88.8 28 88.2 
ERB 5 82.3 13 83.1 21 88.2 29 87.9 
log1.o6 6 81.5 14 83.1 22 87.8 30 87.0 
log, 7 81.5 15 83.1 23 87.8 31 87.0 
log1o 8 81.5 16 83.1 24 87.8 32 87.0 
TABLE X. L1 and £ 2 K-NN test set performance with linear scale (LS) extrinsic normaliza-
tion. 
Vowel Space [F" F"J I ' 2 [ F" F" F" F"] 0 ' 1 ' 2 ' 3 Dilf Subset Dilf All 
Scale Id % U~") ld % (F:j) Id %(Fn Id % (F:j) 
N 1 89.5 (41.7) 9 89.4 (29.1) 17 90.7 (29.5) 25 90.9 (23.9) 
13 2 88.7 (44.2) 10 91.0 (26.1) 18 91.2 (27.9) 26 92.2 (22.0) 
Be 3 88.7 ( 4:l.8) 11 90.4 (27.:3) 19 90.8 (28.8) 27 91.6 (22.5) 
M 4 88.9 ( 42. 7) 12 89.4 (26.1) 20 91.2 (28. 7) 28 91.8 (26.1) 
ERB 5 88.6 ( 42.3) 13 90.3 (25.5) 21 90.5 (29.0) 29 91.6 (22.5) 
log1.o6 6 86.2 (54.9) 14 88.5 (27.8) 22 88.4 (33.1) 30 89.7 (28.2) 
log, 7 88.2 (49.1) 15 87.8 (33.9) 23 88.9 (3U) 31 90.7 (25.2) 
logw 8 87.2 (57.8) 16 82.6 ( 42.5) 24 88.5 (33.5) 32 90.3 (25.1) 
TABLE XI. Fuzzy ARTMAP test set performance with linear transformation (LT) extrinsic 
normalization. 
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Vowel Space [F" F"] I ' 2 [F." F" F" F"] 0 l 1 l 2 l 3 Diff Subset Diff All 
Scale ld % Correct Id % Correct Id % Correct Id %Correct 
L1 K-NN 
N 1 92.0 9 91.4 17 92.0 25 92.2 
B 2 91.5 10 94.0 18 93.0 26 93.5 
Be 3 91.6 11 93.7 19 93.1 27 93.3 
M 4 92.6 12 94.3 20 93.4 28 92.7 
ERB 5 91.0 13 94.2 21 93.3 29 93.0 
log1.o6 6 88.4 14 93.3 22 92.1 30 92.4 
loge 7 90.7 15 92.1 23 92.6 31 93.1 
lagro 8 89.5 16 87.1 24 92.4 32 92.7 
Lz K-NN 
N 1 91.7 9 90.1 17 92.2 25 92.1 
b 2 91.7 10 94.1 18 93.1 26 93.7 
Be 3 91.8 11 94.0 19 92.8 27 93.3 
M 4 92.0 12 94.2 20 93.6 28 92.6 
ERB 5 91.0 13 94.6 21 93.1 29 93.4 
[log1.o6 6 88.5 14 93.4 22 91.7 30 92.4 
loge 7 91.0 15 91.6 23 92.8 31 92.9 
lagro 8 89.5 16 88.3 24 92.0 32 92.9 
TABLE XII. L1 and L2 K-NN test set performance with linear transformation (LT) extrinsic 
normalization. 
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FIG. 7. Comparison between fuzzy ARTMAP and K-NN for the linear transformation (LT) 
extrinsic normalization method (Tables XI and XII). Fuzzy ARTMAP, L 1 K-NN, and L2 
K-NN performed best with methods 26 (B, Diff All), method 12 (M, [F0',F{',F2',F:J']), and 
method l:J (ERB, [1;;)', F{', F2', F:J']), respectively. 
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B. Differences between vowel space scales 
The results from both the intrinsic and most extrinsic methods show that both psychophys-
ical (B, Be, M, ERB) and log transformations are better than none (N). There was little 
difference between Bark (B) and bark with end correction (Be). Similarly, the three log mea-
sures show no major differences among themselves, except in the LT extrinsic method, where 
the natural log measure performs better for all except [F~', F{', F2', F~'], where the semi tone 
scale performs better. The performance of fuzzy ARTMAP, for the intrinsic and all the 
extrinsic methods, was optimal for either bark or bark with end correction, with Diff All. 
While the K-NN algorithms varied more, these methods chose the psychophysical measures 
for all but the CSi method. Thus, on the whole, the psychophysical measures provide better 
speaker-independent representation than log measures. 
C. Intrinsic methods 
For intrinsic methods, bark differences are usually the best speaker normalization method 
with the best performance achieved by bark Diff All, with 83.1% for ARTMAP and 8.5.5% 
for L1 K-NN; and bark with end correction Diff All with 85.8% for L2 K-NN. 
The performance for log measures using ratios was about 5% less than the performance 
using [F0, F{, F2, F:J]. Thus, speaker normalization methods using logs of formant ratios 
seems to be a poorer invariant representation than the simpler method of converting the 
frequencies to a log scale. 
D. Extrinsic methods 
Among the extrinsic normalization schemes, the LT method performs best, followed by CSi, 
LS, and CS. The LT method works best using either the bark Diff All method or ERB/mel 
transformed [F0', F{', F2', F:J']. The second best extrinsic method is the CSi method using 
either bark with end-correction Diff All or log [1'0', F{', ]<~', Ff']. The LS method with bark 
Diff All/ERB Diff Subset proved the next best, followed by the CS method with either bark 
Diff All or ERB [I'(;', F{', 1"2', F:J'J. 
While LT performs best it requires the most a priori knowledge, namely labeled tmining 
set data points. As a model of human vowel perception, the LT method seems unlikely since 
the listener would have to identify a speaker's vowels ahead of time in order to create the 
transformation matrix, which is needed to identify the vowels. However, for a machine recog-
nition application, wherein a speaker can state a specified utterance allowing the machine 
to create the transformation matrix, the LT method seems feasible. On the other hand, the 
CSi method, which has the same complexity as CS or LS, performs <tlmost as well and does 
not require the identity of vowels for the speaker adaptation. 
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